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We study a class of matrices with noncommutative entries, which
were ﬁrst considered by Yu.I. Manin in 1988 in relation with quan-
tum group theory. They are deﬁned as “noncommutative endomor-
phisms” of a polynomial algebra. More explicitly their deﬁning con-
ditions read: (1) elements in the same column commute; (2) com-
mutators of the cross terms are equal: [Mij,Mkl] = [Mkj,Mil] (e.g.
[M11,M22] = [M21,M12]). The basic claim is that despite noncom-
mutativity many theorems of linear algebra hold true for Manin
matrices in a form identical to that of the commutative case. More-
over in some examples the converse is also true, that is, Manin
matrices are the most general class of matrices such that linear
algebra holds true for them. The present paper gives a complete
list and detailed proofs of algebraic properties of Manin matrices
known up to the moment; many of them are new. In particular we
provide complete proofs that an inverse to a Manin matrix is again
a Manin matrix and for the Schur formula for the determinant of
a block matrix; we generalize the noncommutative Cauchy–Binet
formulas discovered recently arXiv:0809.3516, which includes the
classical Capelli and related identities. We also discuss many other
properties, such as the Cramer formula for the inverse matrix,
the Cayley–Hamilton theorem, Newton and MacMahon–Wronski
identities, Plücker relations, Sylvester’s theorem, the Lagrange–
Desnanot–Lewis Carroll formula, the Weinstein–Aronszajn formula,
some multiplicativity properties for the determinant, relations with
quasideterminants, calculation of the determinant via Gauss de-
composition, conjugation to the second normal (Frobenius) form,
and so on and so forth. Finally several examples and open question
are discussed. We refer to [A. Chervov, G. Falqui, Manin matrices
and Talalaev’s formula, J. Phys. A 41 (2008) 194006; V. Rubtsov,
A. Silantiev, D. Talalaev, Manin matrices, elliptic commuting fam-
ilies and characteristic polynomial of quantum gln elliptic Gaudin0196-8858/$ – see front matter © 2009 Elsevier Inc. All rights reserved.
doi:10.1016/j.aam.2009.02.003
240 A. Chervov et al. / Advances in Applied Mathematics 43 (2009) 239–315model, in press] for some applications in the realm of quantum
integrable systems.
© 2009 Elsevier Inc. All rights reserved.
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1. Introduction
It is well known that matrices with generically noncommutative elements do not admit a natural
construction of the determinant with values in a ground ring and basic theorems of the linear algebra
fail to hold true. On the other hand, matrices with noncommutative entries play a basic role in the
theory of quantum integrability (see, e.g. [31]), in Manin’s theory of “noncommutative symmetries”
[76], and so on and so forth. Further we prove that many results of commutative linear algebra can be
applied with minor modiﬁcations in the case of “Manin matrices”.
We will consider the simplest case of those considered by Manin, namely – in the present pa-
per – we will restrict ourselves to the case of commutators, and not of (super)-q-commutators, etc.
Let us mention that Manin matrices are deﬁned, roughly speaking, by half of the relations of the
corresponding quantum group Funq(GL(n)) and taking q = 1 (see Section 3.3).
Deﬁnition 1. Let M be an n × n′ matrix with elements Mij in (not necessarily commutative) ring R.
We will call M a Manin matrix if the following two conditions hold:
1. Elements in the same column commute between themselves.
2. Commutators of cross terms of 2× 2 submatrices of M are equal:
[Mij,Mkl] = [Mkj,Mil], ∀i, j,k, l, e. g. [M11,M22] = [M21,M12]. (1.1)
A more intrinsic deﬁnition of Manin matrices via coaction on polynomial and Grassmann algebras
will be recalled in Proposition 1 below. (Roughly speaking variables x˜i =∑ j Mijx j commute among
themselves if and only if M is a Manin matrix, where x j are commuting variables, also commuting
with elements of M).
In the previous paper [16] two of the authors have shown that Manin matrices have various ap-
plications in quantum integrability and outlined some of their basic properties. This paper is devoted
solely to algebraic properties providing a complete amount of facts known up to the moment. Quite
probably the properties established here can be transferred to some other classes of matrices with
noncommutative entries, for example, to super-q-Manin matrices (see [20]) and quantum Lax ma-
trices of most of the integrable systems. Such questions seems to be quite important for quantum
integrability, quantum and Lie groups, as well as in the geometric Langlands correspondence theory
[16,18]. But before studying these complicated issues, it seems to be worth to understand the sim-
plest case in depth, this is one of the main motivations for us. The other one is that many statements
are so simple and natural extension of the classical results, that can be of some interest just out of
curiosity or pedagogical reasons for wide range of mathematicians.
242 A. Chervov et al. / Advances in Applied Mathematics 43 (2009) 239–3151.1. Results and organization of the paper
The main aim of the paper is to argue the following claim: linear algebra statements hold true for
Manin matrices in a form identical to the commutative case. Let us give a list of main properties discussed
below. Some of these results are new, some – can be found in a previous literature: Yu. Manin has
deﬁned the determinant and has proven a Cramer’s inversion rule, Laplace formulas, as well as Plücker
identities; in S. Garoufalidis, T. Le, D. Zeilberger [39] the MacMahon–Wronski formula was proved;
M. Konvalinka [66,67] found the Sylvester’s identity and the Jacobi ratio’s theorem, along with partial
results on an inverse matrix and block matrices.1 Some other results were announced in [16], where
applications to integrable systems, quantum and Lie groups can be found.
• Section 3.4: Determinant can be deﬁned in the standard way and it satisﬁes standard properties,
e.g. it is completely antisymmetric function of columns and rows:
detM = detcolM =
∑
σ∈Sn
(−1)σ
∏
i=1,...,n
Mσ (i),i. (1.2)
• Proposition 4: let M be a Manin matrix and N satisﬁes: ∀i, j,k, l: [Mij,Nkl] = 0:
detcol(MN) = detcol(M)detcol(N). (1.3)
Let N be additionally a Manin matrix, then MN and M ± N are Manin matrices.
Moreover in case [Mij,Nkl] = 0, but obeys certain conditions we prove (Theorem 6):
detcol
(
MY + Q diag(n − 1,n − 2, . . . ,1,0))= detcol(M)detcol(Y ). (1.4)
This generalizes [12] and the classical Capelli identity [11], here Q is a matrix related to the
commutators of Mij, Ykl and diag(a1,a2, . . . ,an) is a diagonal matrix with ai on the diagonal.
• Section 4.1: Cramer’s rule:
M−1 is a Manin matrix and M−1i j = (−1)i+ jdetcol(M)−1detcol(M̂i j). (1.5)
Here as usual M̂lk is the (n− 1)× (n− 1) submatrix of M obtained removing the lth row and the
kth column.
• Section 7.1: the Cayley–Hamilton theorem: detcol(t − M)|t=M = 0.
• Section 5.2: the formula for the determinant of block matrices:
det
(
A B
C D
)
= detcol(A)detcol(D − C A−1B)= detcol(D)detcol(A − BD−1C). (1.6)
Also, we show that D − C A−1B , A − BD−1C are Manin matrices. This is equivalent to the so-
called Jacobi ratio theorem, stating that any minor of M−1 equals, up to a sign, to the product of
(detcolM)−1 and the corresponding complementary minor of the transpose of M .
• Section 7.2: the Newton and MacMahon–Wronski identities between Tr Mk , coeﬃcients of
detcol(1− tM) and Tr(SkM). Denote by σ(t), S(t), T (t) the following generating functions:
1 These authors actually considered more general classes of matrices.
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∑
k=0,...,∞
tk Tr SkM, T (t) = Tr M
1− tM , (1.7)
then: 1= σ(t)S(t), −∂tσ(t) = σ(t)T (t), ∂t S(t) = T (t)S(t). (1.8)
• Other facts are also discussed: Plücker relations (Section 7.3), Sylvester’s theorem (Section 5.4),
Lagrange–Desnanot–Lewis Carroll formula (Section 4.2), Weinstein–Aronszajn formula (Sec-
tion 5.3), calculation of the determinant via Gauss decomposition (Section 7.4), conjugation to
the second normal (Frobenius) form (Section 7.1), some multiplicativity properties for the deter-
minant (Proposition 8), etc.
• Section 8.2: The matrix (Leningrad) notations form of the deﬁnition:
M is a Manin matrix (1.9)
⇔ [M ⊗ 1,1⊗ M] = P [M ⊗ 1,1⊗ M] (1.10)
⇔ (1− P )
2
(M ⊗ 1)(1⊗ M) (1− P )
2
= (1− P )
2
(M ⊗ 1)(1⊗ M). (1.11)
• No-go facts: Mk is not a Manin matrix; elements Tr(M), detcol(M), etc. are not central. Moreover
[Tr(M),detcol(M)] = 0 (Section 3.6.1); detcol(eM) = eTr(M),detcol(1+M) = eTr(ln(1+M)) (Section 12).
We also discuss relations with the quantum groups (Section 3.3) and mention some examples
which are related to integrable systems, Lie algebras and quantum groups (Section 3.7).
Few more comments about the internal structure of the paper: Section 3 contains main deﬁni-
tions and properties. This material is crucial for what follows. The other sections can be read in an
arbitrary order. We tried to make the exposition in each section independent of the others at least at
formulations of the main theorems and notations. Though the proofs sometimes use the results from
the previous sections. The short Section 2 is a kind if warm-up, which gives some simple examples
to get the reader interested and to demonstrate some of results of the paper in the simplest possible
case of 2× 2 matrices. The content of each section can be read in the table of contents.
1.2. Context, history and related works
Manin matrices ﬁrst appeared in [76], see also [21,75,77,78], where some basic facts like the de-
terminant, Cramer’s rule, Plücker identities etc. were established. The lectures [76] is the main source
on the subject. Actually Manin’s construction deﬁnes “noncommutative endomorphisms” of an arbi-
trary ring (and in principle of any algebraic structure). Here we restrict ourselves with the simplest
case of the commutative polynomial ring C[x1, . . . , xn], its “noncommutative endomorphisms” will be
called Manin matrices. Some linear algebra facts were also established for a class of “good” rings (we
hope to develop this in future). The main attention and application of the original works were on
quantum groups, which are deﬁned by “doubling” the set of the relations. The literature on “quantum
matrices” (N. Reshetikhin, L. Takhtadzhyan, L. Faddeev) [98] is enormous – let us only mention [25,69]
and especially D. Gurevich, A. Isaev, O. Ogievetsky, P. Pyatov, P. Saponov papers [53,97], where related
linear algebra facts has been established for various quantum matrices.
Concerning “not-doubled” case let us mention the papers S. Wang [115], T. Banica, J. Bichon,
B. Collins [4]. They investigate Manin’s construction applied to ﬁnite-dimensional algebras for ex-
ample to Cn (quantum permutation group). Such algebras appears to be C∗-algebras and are related
to various questions in operator algebras. Linear algebra of such matrices is not known, (and, maybe
it does not exist at all).
The simplest case which is considered here was somehow forgotten for many years after Manin’s
work (see however [99,100]). The situation changed after S. Garoufalidis, T. Le, D. Zeilberger [39], who
discovered MacMahon–Wronski relations for q-Manin matrices. This result was followed by a ﬂow of
papers [28,36,54,68] etc.; let us in particular mention M. Konvalinka [66,67] which contains Sylvester’s
identity and Jacobi’s ratio theorem, along with partial results on an inverse matrix and block matrices.
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quantum Lax matrices in quantum integrability are exactly examples of Manin matrices. Moreover lin-
ear algebra of Manin matrices appears to have various applications in quantum integrability, quantum
and Lie group theories. Numerous other quantum integrable systems provide various examples of ma-
trices with noncommutative elements – quantum Lax matrices. This rises the question how to deﬁne
the proper determinant and to develop linear algebra for such matrices. And, more generally does a
proper notion of determinant exist? If yes, how to develop linear algebra? Such questions seem to be
quite important for quantum integrability: they are related to the notion of “quantum spectral curve”
which promises to be a key concept in the theory [17–20,102]. Manin’s approach, applied for more
general rings, provides classes of matrices where such questions can be possibly resolved. However
we must remark that many examples from integrable systems do not ﬁt in this approach.
From a more general point of view we deal with the question of the linear algebra of matrices with
noncommutative entries. It should be remarked that the ﬁrst appearance of a determinant for matri-
ces with noncommutative entries goes back to A. Cayley. He was the ﬁrst who had applied the notion
of what we call a column determinant in the noncommutative setting. (We are thankful to V. Retakh
for this remark). Let us mention the initial signiﬁcative difference between our situation and the work
I. Gelfand, S. Gelfand, V. Retakh, R. Wilson [45], where generic matrices with noncommutative entries
are considered. There is no natural deﬁnition of the determinant (n2 of “quasi-determinants” instead)
in the “general noncommutative case” and their analogs of the linear algebra propositions are some-
times quite different from the commutative ones. Nevertheless their results of can be fruitfully applied
to some questions here. Our approach is also different from the classical theory of J. Dieudonné [22]
(see also [1]), since in this theory the determinant is an element of the quotient K∗/[K∗,K∗], where
K∗ is the multiplicative group of non-zero elements of the basic ring K, while for Manin matrices
the determinant is an element of the ring K itself.
We provide more detailed bibliographic notes in the text but we would like to add, as a general
disclaimer, that our bibliographic notes are neither exhaustive nor historically ordered. We simply
want to comment those papers and books that are more strongly related to our work.
We refer to “The Theory of Determinants in the Historical Order of Development” [86] for the early
history of many results, which generalization to the noncommutative case are discussed below.
1.3. Remarks
In [39,66,67] the name “right quantum matrices” was used, in [71,99,100] the names “left” and
“right quantum group”, in [12] the name “row-pseudo-commutative”. We prefer to use the name
“Manin matrices”.
All the considerations below work for an arbitrary ﬁeld of characteristic not equal to 2, but we
prefer to restrict ourselves with C.
In subsequent papers [20] we plan to generalize the constructions below to the case of the Manin
matrices related to the more general quadratic algebras as well as there applications to quantum
integrable systems and some open problems.
2. Warm-up 2× 2 examples: Manin matrices “everywhere”
Here we present some examples of the appearance of the Manin property in various very sim-
ple and natural questions concerning 2 × 2 matrices. The general idea is the following: we consider
well-known facts of linear algebra and look how to relax the commutativity assumption for matrix
elements such that the results will be still true. The answer is: if and only if M is a Manin matrix.
This section is a kind of warm-up, we hope to get the reader interested in the subsequent material
and to demonstrate some results in the simplest examples. The expert reader may wish to skip this
section.
Let us consider a 2× 2 matrix M:
M =
(
a b
c d
)
. (2.1)
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• column-commutativity: [a, c] = 0, [b,d] = 0;
• equality of commutators of the cross-term: [a,d] = [c,b].
The fact below can be considered as Manin’s original idea about the subject.
Observation 1 (Coaction on a plane). Consider the polynomial ring C[x1, x2], and assume that the ma-
trix elements a,b, c,d commute with x1, x2. Deﬁne x˜1, x˜2 by
( x˜1
x˜2
) = ( a b
c d
)( x1
x2
)
. Then x˜1, x˜2 commute
among themselves iff M is a Manin matrix.
Proof.
[x˜1, x˜2] = [ax1 + bx2, cx1 + dx2] = [a, c]x21 + [b,d]x22 +
([a, c] + [b,d])x1x2.  (2.2)
Similar fact holds true for Grassmann variables (see Proposition 1 below).
Observation 2 (Cramer rule). The inverse matrix is given by the standard formula M−1 = 1ad−cb
( d −b
−c a
)
iff M is a Manin matrix.
Proof. (
d −b
−c a
)(
a b
c d
)
=
(
da − bc db − bd
−ca + ac −cb + ad
)
(2.3)
= iff M is a Manin matrix =
(
ad − cb 0
0 ad − cb
)
.  (2.4)
Observation 3 (Cayley–Hamilton). The equality M2 − (a + d)M + (ad − cb)12×2 = 0 holds iff M is a
Manin matrix.
Proof.
M2 − (a + d)M + (ad − cb)12×2
=
(
a2 + bc ab + bd
ca + dc cb + d2
)
−
(
a2 + da ab + db
ac + dc ad + d2
)
+
(
ad − cb 0
0 ad − cb
)
=
(
(bc − da) + (ad − cb) bd − db
ca − ac 0
)
=
([a,d] − [c,b] [b,d]
[c,a] 0
)
. (2.5)
This vanishes iff M is a Manin matrix.
Let us mention that similar facts can be seen for the Newton identities, but not in such a strict
form (see Example 12).
Observation 4 (Multiplicativity of determinants (Binet Theorem)). detcol(MN) = detcol(M)det(N) holds
true for all C-valued matrices N iff M is a Manin matrix.
detcol(MN) − detcol(M)det(N) = [M11,M21]N11N12 + [M12,M22]N21N22
+ ([M11,M22] − [M21,M12])N21N12. (2.6)
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ﬁrst column stand ﬁrst in each term.
2.1. Further properties in 2× 2 case
Let us also present some other properties of 2× 2 Manin matrices.
It is well known that in commutative case a matrix can be conjugated to the so-called Frobenius
normal form. Let us show that the same is possible for Manin matrices, see also Section 7.1.
Observation 5 (Frobenius form of a matrix).
(
1 0
a b
)(
a b
c d
)(
1 0
a b
)−1
=
(
0 1
−(ad − cb) a + d
)
, (2.7)
iff [d,a] = [b, c] and db = bd.
Here it is enough to use two of three Manin’s commutation relations. We shall see also the role
the third relation in Example 11 of Section 7.
Let us denote the matrix in the right-hand side of (2.7) by MFrob and the ﬁrst matrix at the left-
hand side by D .
To see that (2.7) is true we just write the following.
DM =
(
1 0
a b
)(
a b
c d
)
=
(
a b
a2 + bc ab + bd
)
. (2.8)
MFrobD =
(
0 1
−(ad − cb) a + d
)(
1 0
a b
)
=
(
a b
−(ad − cb) + a2 + da ab + db
)
(2.9)
=
(
a b
a2 + bc + ([d,a] − [b, c]) ab + bd + [d,b]
)
. (2.10)
Observation 6 (Inversion). The two sided inverse of a Manin matrix M is Manin, and detcol(M−1) =
(detM)−1.
See Theorem 1 and Corollary 2.
Proof. Let us brieﬂy prove this fact. From the Cramer’s rule above, one knows the formula for the left
inverse, which by assumption is also the right inverse. To prove the theorem one only needs to write
explicitly that the right inverse is given by Cramer rule and the desired commutation relations appear
automatically. Explicitly, from Cramer’s formula (see Observation 2) we see that:
1
ad − cb
(
d −b
−c a
)(
a b
c d
)
=
(
1 0
0 1
)
. (2.11)
One knows that if both left and right inverses exist then associativity guarantees that they coincide:
a−1l = a−1l (aa−1r ) = (a−1l a)a−1r = a−1r . So assuming that the right inverse to A exists, and denoting
ad − cb ≡ δ we have:
(
1 0
0 1
)
=
(
a b
c d
)(
δ−1
)( d −b
−c a
)
=
(
a(δ)−1d − b(δ)−1c −a(δ)−1b + b(δ)−1a
c(δ)−1d − d(δ)−1c −c(δ)−1b + d(δ)−1a
)
. (2.12)
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(δ)−1 = (δ)−1a(δ)−1d − (δ)−1b(δ)−1c, element (1,1), (2.13)
(δ)−1 = −(δ)−1c(δ)−1b + (δ)−1d(δ)−1a, element (2,2). (2.14)
So we see that (detcol(M))−1 equals to detcol(M−1) and the last does not depend on the ordering of
columns.
Moreover, equating (2.13) to (2.14) yields
(δ)−1a(δ)−1d − (δ)−1b(δ)−1c = −(δ)−1c(δ)−1b + (δ)−1d(δ)−1a, (2.15)
hence:
[
(δ)−1a, (δ)−1d
]= [(δ)−1b, (δ)−1c]. (2.16)
So the commutators of the cross-terms of M−1 are equal.
From the non-diagonal elements of equality 2.12 multiplied on the left by δ−1 we have:
(δ)−1c(δ)−1d − (δ)−1d(δ)−1c = 0, −(δ)−1a(δ)−1b + (δ)−1b(δ)−1a = 0,
hence:
[
(δ)−1c, (δ)−1d
]= 0, [(δ)−1a, (δ)−1b]= 0. (2.17)
So we also have the column commutativity of the elements of M−1. Hence the proposition is proved
in 2× 2 case. 
Observation 7 (A puzzle with detcol(M) = 1). Let M be a 2 × 2 Manin matrix, suppose that detcol(M)
is central element and it is invertible (for example detcol(M) = 1). Then all elements of M commute
among themselves.
From the Observation 6 above one gets that
M−1 = 1
detcol(M)
(
d −b
−c a
)
(2.18)
is again a Manin matrix. This gives the commutativity of all elements. It is quite a surprising fact that
imposing only one condition we “kill” the three commutators: [a,b], [a,d] = [c,b], [c,d].
3. Manin matrices. Deﬁnitions and elementary properties
In this section we recall the deﬁnition of Manin matrices and describe their basic properties in
the general (n × n) case. The material is rather a simple one, but it is necessary for the sequel. First
we will give an explicit deﬁnition of Manin matricesin terms of commutation relations, and then we
will provide a more conceptual point of view which deﬁnes them by the coaction property on the
polynomial and Grassmann algebras. (This is the original point of view of Manin.) We also explain the
relation of Manin matrices with quantum groups. As it was shown by Yu. Manin there exists a natural
deﬁnition of the determinant which satisﬁes most of the properties of commutative determinants;
this will be also recalled below. The main reference for this part is Yu. Manin’s book [76], as well as
[21,75,77,78].
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Deﬁnition 2. Let us call a matrix M with elements in an associative ring K a “Manin matrix” if the
properties below are satisﬁed:
• elements which belong to the same column of M commute among themselves;
• commutators of cross terms are equal: ∀p,q,k, l [Mpq,Mkl] = [Mkq,Mpl], e.g. [M11,M22] =
[M21,M12], [M11,M2k] = [M21,M1k].
Remark 1. The second condition for the case q = l obviously implies the ﬁrst one. Nevertheless we
deem it more convenient for the reader to formulate it explicitly.
The conditions can be restated as: for each 2× 2 submatrix:
⎛⎜⎜⎜⎝
. . . . . . . . . . . . . . .
. . . a . . . b . . .
. . . . . . . . . . . . . . .
. . . c . . . d . . .
. . . . . . . . . . . . . . .
⎞⎟⎟⎟⎠ of M it holds [a,d] = [c,b], [a, c] = 0= [b,d]. (3.1)
Obviously, by a “submatrix” we mean a matrix obtained as an intersection of two rows (i.e. straight
horizontal lines, no decline) and two columns (i.e. straight vertical lines, no decline).
Remark 2. These relations were written by Yu. Manin [76] (see Chapter 6.1, Formula 1, page 37).
Implicitly they are contained in Yu. Manin [75] – the last sentence on page 198 contains a deﬁnition
of the algebra end(A) for an arbitrary quadratic Koszul algebra A. One can show (see the remarks on
the page 199 top) that end(C[x1, . . . , xn]) is the algebra generated by Mij .
Remark 3. Actually, a matrix M such that its transposed Mt is a Manin matrix satisﬁes the same
properties like Manin matrices do with some obvious modiﬁcations.
We will explicitly consider this class of M .
3.1.1. Poisson version of Manin matrices
Deﬁnition 3. An algebra K over C is called a Poisson algebra, if it is a commutative algebra, endowed
with a bilinear antisymmetric operation, denoted as {∗,∗} : R ⊗ R → R and called a Poisson bracket,
such that the operation satisﬁes the Leibniz and the Jacobi identities (i.e. ∀ f , g,h ∈ R : { f g,h} =
f {g,h} + { f ,h}g , { f , {g,h}} + {g, {h, f }} + {h, { f , g}} = 0).
Deﬁnition 4. We call “Poisson–Manin” a matrix M with elements in the Poisson algebra K, such that
{Mij,Mkl} = {Mkj,Mil}.
We brieﬂy discuss Poisson–Manin matrices in Section 8.3.
3.2. Characterization via coaction. Manin’s construction
Here we recall Manin’s original deﬁnition. It provides a conceptual approach to Manin matrices.
Let us mention that the construction below is a specialization of Manin’s general considerations. (See
Yu. Manin [75–77].)
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and the Grassmann algebra C[ψ1, . . . ,ψn] (i.e. ψ2i = 0,ψiψ j = −ψ jψi); let xi and ψi commute with Mpq:
∀i, p,q: [xi,Mpq] = 0, [ψi,Mpq] = 0. Consider new variables x˜i , ψ˜i :⎛⎝ x˜1. . .
x˜n
⎞⎠=
⎛⎝M11 . . . M1m. . . . . . . . .
Mn1 . . . Mnm
⎞⎠⎛⎝x1. . .
xm
⎞⎠ , (ψ˜1, . . . , ψ˜m) = (ψ1, . . . ,ψn)
⎛⎝M11 . . . M1m. . . . . . . . .
Mn1 . . . Mnm
⎞⎠ .
(3.2)
Then the following three conditions are equivalent:
• M is a Manin matrix,
• the variables x˜i commute among themselves: [x˜i, x˜ j] = 0,
• the variables ψ˜i anticommute among themselves: ψ˜iψ˜ j + ψ˜ jψ˜i = 0.
Remark 4. The conditions ψ˜2i = 0 are equivalent to column commutativity, and ψ˜iψ˜ j = −ψ˜ jψ˜i , i < j,
to the cross term relations.
3.3. q-analogs and RT T = T T R quantum group matrices
One can deﬁne q-analogs of Manin matrices and characterize their relation to quantum group
theory. Actually q-Manin matrices are deﬁned by half of the relations of the corresponding quantum
group Funq(GLn)2 [98]. The remaining half consists of relations insuring that also Mt is a q-Manin
matrix.
Deﬁnition 5. Let us call an n × n′ matrix M by q-Manin matrix, if the following conditions hold true.
For any 2×2 submatrix (Mij,kl), consisting of rows i and k, and columns j and l (where 1 i < k n,
and 1 j < l n′):
⎛⎜⎜⎜⎝
. . . . . . . . . . . . . . .
. . . Mij . . . Mil . . .
. . . . . . . . . . . . . . .
. . . Mkj . . . Mkl . . .
. . . . . . . . . . . . . . .
⎞⎟⎟⎟⎠≡
⎛⎜⎜⎜⎝
. . . . . . . . . . . . . . .
. . . a . . . b . . .
. . . . . . . . . . . . . . .
. . . c . . . d . . .
. . . . . . . . . . . . . . .
⎞⎟⎟⎟⎠ (3.3)
the following commutation relations hold:
ca = qac (q-commutation of the entries in a column), (3.4)
db = qbd (q-commutation of the entries in a column), (3.5)
ad − da = +q−1cb − qbc (cross commutation relation). (3.6)
In terms of Mij this reads (i < k, j < l):
MkjMij = qMijMkj, MijMkl − MklMij = q−1MkjMil − qMilMkj . (3.7)
For q = 1 this deﬁnition reduces to the Deﬁnition 2 of Manin matrices.
2 More precisely we should write Funq(Matn), since we do not localize the q-determinant.
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hold true. For any 2 × 2 submatrix (Tij,kl), consisting of rows i and k, and columns j and l (where
1 i < k n, and 1 j < l n):
⎛⎜⎜⎜⎝
. . . . . . . . . . . . . . .
. . . Tij . . . Til . . .
. . . . . . . . . . . . . . .
. . . Tkj . . . Tkl . . .
. . . . . . . . . . . . . . .
⎞⎟⎟⎟⎠≡
⎛⎜⎜⎜⎝
. . . . . . . . . . . . . . .
. . . a . . . b . . .
. . . . . . . . . . . . . . .
. . . c . . . d . . .
. . . . . . . . . . . . . . .
⎞⎟⎟⎟⎠ (3.8)
the following commutation relations hold:
ca = qac (q-commutation of the entries in a column), (3.9)
db = qbd (q-commutation of the entries in a column), (3.10)
ba = qab (q-commutation of the entries in a row), (3.11)
dc = qcd (q-commutation of the entries in a row), (3.12)
ad − da = +q−1cb − qbc (cross commutation relation 1), (3.13)
bc = cb (cross commutation relation 2). (3.14)
As quantum groups are usually deﬁned within the so-called matrix (Leningrad) formalism, let us
brieﬂy recall it. (We will further discuss this issue in Section 8).
Lemma 1. The commutation relations for quantum group matrices can be described in matrix (Leningrad)
notations as follows:
R(T ⊗ 1)(1⊗ T ) = (1⊗ T )(T ⊗ 1)R, (3.15)
where R-matrix can be given, for example, by the formula:
R = q−1
∑
i=1,...,n
Eii ⊗ Eii +
∑
i, j=1,...,n; i = j
Eii ⊗ E jj +
(
q−1 − q) ∑
i, j=1,...,n; i> j
Ei j ⊗ E ji, (3.16)
where Eij are standard matrix units – zeroes everywhere except 1 in the intersection of the ith row with the
jth column.
For example in 2× 2 case the R-matrix is:
R =
⎛⎜⎜⎝
q−1 0 0 0
0 1 0 0
0 q−1 − q 1 0
0 0 0 q−1
⎞⎟⎟⎠ . (3.17)
Remark 5. This R-matrix differs by the change q → q−1 from the one in [98], formula 1.5, page 185.
The relation between q-Manin matrices and quantum groups consists in the following simple
proposition:
A. Chervov et al. / Advances in Applied Mathematics 43 (2009) 239–315 251Proposition 2. A matrix T is a matrix in the quantum group Funq(GLn) if and only if T and simultaneously
the transpose matrix T t are q-Manin matrices.
So one sees that Manin matrices can be seen as characterized by a “half” of the conditions that
characterize the corresponding quantum matrix group.
q-Manin matrices can be characterized by the coaction on a q-polynomial and a q-Grassmann
algebra in the same way as in q = 1 case. Here is the analogue of Proposition 1.
Proposition 3. Consider a rectangular n × m-matrix M, the q-polynomial algebra C[x1, . . . , xm], where
∀i < j: xix j = q−1x jxi , i.e. ∀i, j: xix j = qsgn(i− j)x jxi and the q-Grassmann algebra C[ψ1, . . . ,ψn] (i.e.
ψ2i = 0,ψiψ j = −qψ jψi , for i < j; i.e. ∀i, j: ψiψ j = −q−sgn(i− j)ψ jψi); suppose xi and ψi commute with
the matrix elements Mpq. Consider the variables x˜i , ψ˜i deﬁned by:
⎛⎝ x˜1. . .
x˜n
⎞⎠=
⎛⎝M11 . . . M1m. . . . . . . . .
Mn1 . . . Mnm
⎞⎠⎛⎝x1. . .
xm
⎞⎠ , (ψ˜1, . . . , ψ˜m) = (ψ1, . . . ,ψn)
⎛⎝M11 . . . M1m. . . . . . . . .
Mn1 . . . Mnm
⎞⎠ ,
(3.18)
that is the new variables are obtained via left action (in the polynomial case) and right action (in the Grassmann
case) of M on the old ones. Then the following three conditions are equivalent:
• The matrix M is a q-Manin matrix.
• The variables x˜i q-commute among themselves: ∀i < j: x˜i x˜ j = q−1 x˜ j x˜i , i.e. ∀i, j: x˜i x˜ j = qsgn(i− j) x˜ j x˜i .
• The variables ψ˜i q-anticommute among themselves: ψ˜2i = 0, ψ˜iψ˜ j = −qψ˜ jψ˜i , for i < j; i.e. ∀i, j:
ψ˜iψ˜ j = −q−sgn(i− j)ψ˜ jψ˜i .
The conditions ψ˜2i = 0 are equivalent to the relations (3.4), (3.5), and the conditions ψ˜iψ˜ j =
−qψ˜ jψ˜i , i < j, are equivalent to the relations (3.6).
We plan to discuss q-Manin matrices and some of their applications in the theory of integrability
in a subsequent publications (see [20]).
3.4. The determinant
Here we recall a deﬁnition of the determinant following Manin’s ideas. It is well known that, for
generic matrices over a noncommutative ring (possibly, algebra), one cannot develop a full theory of
determinants with values in the same ring. However, for some speciﬁc matrices there may exist a
“good” notion of determinant. In particular for Manin matrices one can deﬁne the determinant just
taking the column expansion as a deﬁnition. Despite its simplicity such a deﬁnition is actually a good
one. It satisﬁes almost all the properties of the determinants in the commutative case and is con-
sistent with the other concepts of noncommutative determinants (quasideterminants of I. Gelfand, V.
Retakh [43] (see Section 4.1.1) and Dieudonné [22] determinant). Lemma 2 provides a more concep-
tual approach to the notion of determinant. It states that the determinant equals to a coeﬃcient of
the action on the top form, exactly in the same as in the commutative case.
Deﬁnition 7. Let M be a Manin matrix. Deﬁne the determinant of M by column expansion:
detM = detcolM =
∑
σ∈S
(−1)σ
∏
i=1,...,n
Mσ (i)i, (3.19)n
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i=1,...,n Mσ(i),i one writes at ﬁrst the elements from the ﬁrst column, then from the second column
and so on and so forth.
Example 1. For the case n = 2, we have
detcol
(
a b
c d
)
def= ad − cb Lemma 3= da − bc. (3.20)
The second equality is a restatement of the second condition of Deﬁnition 2.
Let us now recall the setting of Section 3.2. Consider a Grassmann algebra C[ψ1, . . . ,ψn]
(i.e. ψ2i = 0, ψiψ j = −ψ jψi); let ψi commute with Mpq: ∀i, p,q: [ψi,Mpq] = 0. Consider the new
variables ψ˜i :
(ψ˜1, . . . , ψ˜n) = (ψ1, . . . ,ψn)
⎛⎝M11 . . . M1n. . .
Mn1 . . . Mnn
⎞⎠ . (3.21)
By Proposition 1 we have that
ψ˜iψ˜ j = −ψ˜ jψ˜i . (3.22)
Lemma 2. For an arbitrary matrix M (not necessarily a Manin matrix) it holds:
detcol(M)ψ1 ∧ · · · ∧ ψn = ψ˜1 ∧ · · · ∧ ψ˜n. (3.23)
If M is a Manin matrix, it is true that:
∀p ∈ Sn detcol(M)ψ1 ∧ · · · ∧ ψn = (−1)sgn(p)ψ˜p(1) ∧ · · · ∧ ψ˜p(n). (3.24)
The proof is straightforward.
Lemma 3. The exchange of any two columns in a Manin matrix changes only the sign of the determinant.
More generally: an arbitrary permutation p of columns changes the determinant only by multiplication by
(−1)sgn(p) , that is, the determinant is a fully antisymmetric function of columns of a Manin matrix.
This property is speciﬁc for Manin matrices. For generic matrices the column determinant can be
deﬁned, but it does not satisfy this basic property.
Proof of Lemma 3. Let us denote a Manin matrix by M and by Mp the matrix obtained by the
permutation of columns with respect to the permutation p ∈ Sn . It is quite easy to see that for an
arbitrary matrix M , (not necessarily a Manin matrix) it is true that:
ψ˜p(1) ∧ · · · ∧ ψ˜p(n) = detcol
(
Mp
)
ψ1 ∧ · · · ∧ ψn. (3.25)
For Manin matrices due to anticommutativity of ψ˜i (which is guaranteed by Proposition 1) ψ˜p(1) ∧
· · · ∧ ψ˜p(n) = (−1)sgn(p)ψ˜1 ∧ · · · ∧ ψ˜n which equals to (−1)pdetcol(M)ψ˜1 ∧ · · · ∧ ψ˜n by Lemma 2. So we
conclude that detcol(Mp) = (−1)sgn(p)detcol(M), for an arbitrary permutation p ∈ Sn . 
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of transpositions of neighbours (i, i + 1) it is enough to prove the proposition for such transpositions.
But for them it follows from the equality of the commutators of cross elements (formula (1.1)).
Lemma 4. The exchange of two rows in an arbitrary matrix (not necessarily a Manin matrix) changes only
the sign of detcol . Also if two rows in a matrix M coincide, then detcol(M) = 0. Also, one can add any row
to another row and this does not change the determinant. More generally one can add a row multiplied by a
scalar (or more generally multiplied by an element which commutes with Mij) and the same is true.
The proof of these statements is immediate. Let us stress that no conditions of commutativity is
necessary.
The lemmas above imply the following:
Corollary 1.
1. Assume that two columns or two rows in a Manin matrix M coincide, then detcol(M) = 0.
2. One can add any column of a Manin matrix to another column and this does not change the determinant.
More generally one can add a column multiplied by a scalar (or more generally multiplied by an element
which commutes with Mij) and the same is true.
3. One can easily see that any submatrix of a Manin matrix is a Manin matrix. So one has natural deﬁnition
of minors and again one can choose an arbitrary order of columns (rows) to deﬁne minors.
4. The determinant of a Manin matrix does not depend on the order of columns in the column expansion, i.e.
∀p ∈ Sn detcolM =
∑
σ∈Sn
(−1)σ
∏
i=1,...,n
Mσ (p(i)) p(i). (3.26)
Proposition 4. Multiplicativity. Let A be a Manin matrix and A′ a generic matrix with elements in the same
ring K. Suppose that all elements of A′ commute with all elements of A, i.e. ∀i, j,k, l: [Aij, A′kl] = 0. Then
detcol(AA′) = detcol(A)detcol(A′). If A′ is also a Manin matrix, then AA′ is a Manin matrix.
Remark 6. If A, B are the matrices such that ∀i, j,k, l[Aij, Bkl] = 0, (for example B is a C-valued
matrix), it nevertheless does not follow that detcol(AB) = detcol(A)detcol(B), even in 2× 2 case.
Proof. The proposition is a direct consequence of the coaction characterization of Manin matrices
(Proposition 1) The details are as follows.
Consider the Grassmann algebra Λ[ψ1, . . . ,ψn] and introduce ψ˜1, . . . , ψ˜n , ˜˜ψ1, . . . , ˜˜ψn as
(ψ˜1, . . . , ψ˜n) = (ψ1, . . . ,ψn)
⎛⎝A11 . . . A1n. . .
An1 . . . Ann
⎞⎠ ,
(
˜˜
ψ1, . . . ,
˜˜
ψn) = (ψ˜1, . . . , ψ˜n)
⎛⎝A′11 . . . A′1m. . .
A′n1 . . . A′nm
⎞⎠ . (3.27)
It is easy to see that (see Lemma 2):
ψ˜1 ∧ · · · ∧ ψ˜n = detcol(A)ψ1 ∧ · · · ∧ ψn. (3.28)
This equality does not require anything except anticommutativity of ψi and [Aij,ψl] = 0. (In particular
we do not need A to be a Manin matrix). However, when A is a Manin matrix, by Proposition 1, ψ˜i
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same lemma again:
˜˜
ψ1 ∧ · · · ∧ ˜˜ψn = detcol(A′)ψ˜1 ∧ · · · ∧ ψ˜n. (3.29)
Using 3.28:
˜˜
ψ1 ∧ · · · ∧ ˜˜ψn = detcol(A′)detcol(A)ψ1 ∧ · · · ∧ ψn. (3.30)
On the other hand one can apply Lemma 2 directly to the product (A′A):
˜˜
ψ1 ∧ · · · ∧ ˜˜ψn = detcol(A′A)ψ1 ∧ · · · ∧ ψn. (3.31)
Combining the equalities one gets detcol(A′A) = detcol(A′)detcol(A), which is equal to detcol(A)detcol(A′)
since ∀i, j,k, l: [Aij, A′kl] = 0. So the ﬁrst part of the proposition is proved.
Whenever A′ is a Manin matrix as well, one sees that ˜˜ψ i are again Grassmann variables (Proposi-
tion 1). On the other hand ˜˜ψ i =∑l ψl(AA′)li . So by the same proposition AA′ is a Manin matrix. 
We can also argue detcol(AA′) = detcol(A)detcol(A′) in more direct way. One should observe that all
elements of detcol(A)detcol(A′) are contained in detcol(AA′), but generally written in different order –
the property that detcol(A) does not depend on the order of column expansion provides that one can
reorder in an appropriate way. The property of the column commutativity of elements of A provides
that unwanted terms in detcol(AA′) cancel each other.
We have already seen (Observation 4) that in 2 × 2 case detcol(AA′) = detcol(A)detcol(A′) for any
A′ implies that A is a Manin matrix. The straightforward generalization is not true in n × n case.
Indeed, consider a matrix A such that all elements in some row are equal to zero. Then, clearly
detcol(A) = 0 = detcol(AA′) for any matrix A′ . In 2× 2 case any matrix with row of zeroes is a Manin
matrix, however this is clearly not true for 3× 3 matrices, etc. However for generic enough matrices
A, such that detcol(A) = detcol(AA′) for any C-valued A′ , it is true that A is a Manin matrix. This
can be seen considering A′ to be transposition matrices and matrices 1 + Eii+1, where as usually
Eij matrix unit with zeroes everywhere except 1 at position (i j). However we do not know how to
formulate this “generality condition” in a compact form.
Remark 7. Since detcolMt = detrowM , where detrowM =∑σ∈Sn (−1)σ ∏i=1,...,n Mi σ(i) , the statements
above can be easily reformulated for the case Mt is a Manin matrix.
3.5. The permanent
The permanent of a matrix is a polylinear function of its columns and rows, similar to the de-
terminant, without sign factors (−1)sign(σ ) in its deﬁnition. We will make use of it in Section 7.2.2
below.
Deﬁnition 8. Let M be a Manin matrix. We deﬁne its permanent by row expansion3 as
permM = permrowM =
∑
σ∈Sn
∏
i=1,...,n
Mi σ (i), (3.32)
3 Remark the difference with the deﬁnition of the determinant, where one uses column expansion.
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∀p ∈ Sn, permrowM =
∑
σ∈Sn
∏
i=1,...,n
Mp(i)σ (p(i)), (3.33)
or, in the other words, the permanent of a Manin matrix does not change after arbitrary permutation of rows
in a matrix M:
∀p ∈ Sn, permrowM = permrowMp, (3.34)
where Mp is a matrix obtained by the p-permutation of rows in matrix M.
Proof. Since any permutation can be presented as a product of transpositions of neighbours (i, i + 1)
it is enough to prove the proposition for such transpositions. But for them it follows from the equality
of the commutators of cross elements (formula 1.1). 
Example 2.
permrow
(
a b
c d
)
def= ad + bc=da + cb, (3.35)
where the last equation follows both form the lemma above and from the very deﬁnition of Manin
matrix.
Remark 8. It is easy to see that the row-permanent of an arbitrary matrix M (even without conditions
of commutativity) does not change under any permutation of columns.
3.6. Elementary properties
Let us herewith collect some properties described above, that are simple consequences of the
deﬁnition of Manin matrix.
1. Any matrix with commuting elements is a Manin matrix.
2. Any submatrix of a Manin matrix is again a Manin matrix.
3. If A, B are Manin matrices and ∀i, j,k, l: [Aij, Bkl] = 0, then A + B is again a Manin matrix.
4. If A is a Manin matrix, c is a scalar, then cA is a Manin matrix.
5. If A is a Manin matrix, C is scalar matrix, then C A and AC are Manin matrices and detcol(C A) =
detcol(AC) = detcol(C)detcol(A).
6. If A, B are Manin matrices and ∀i, j,k, l: [Aij, Bkl] = 0, then AB is a Manin matrix and
detcol(AB) = detcol(A)detcol(B). (Proposition 4).
7. If A is a Manin matrix, then one can exchange the ith and the jth columns (rows); one can
put ith column (row) on jth place (erasing jth column (row)); one can add new column (row)
to matrix A which is equal to one of the columns (rows) of the matrix A; one can add the
ith column (row) multiplied by any constant to the jth column (row); in all cases the resulting
matrix will be again a Manin matrix.
8. If A and simultaneously At are Manin matrices, then all elements Aij commute with each other.
(A q-analog of this lemma says that if A and simultaneously At are q-Manin, then A is quantum
matrix: “RA
1
A
2 = A2 A1 R” (see Yu. Manin [75,76]).)
9. The exchange of two columns in a Manin matrix changes the sign of the determinant. If two
columns or two rows in a Manin matrix M coincide, then detcol(M) = 0.
This has been already discussed in Corollary 1.
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Let M be a Manin matrix with elements in the associative ring K.
Fact. In general detcol(M) is not a central element of K.
Remark 9. This should be compared with the quantum matrix group Funq(GLn), where detq is central.
The reason why this property does not hold for Manin matrices is that their deﬁning relations are half
of those of quantum matrix groups.
Fact. In general [Tr Mk,Tr Mm] = 0, [Tr M,detcol(M)] = 0.
Remark 10. Taking traces of powers of Lax matrices is the standard procedure for obtaining commut-
ing integrals of motion for integrable systems. Indeed, Manin’s conditions (or their q-analogs) do not
imply commutativity of traces. Although the concept of Manin matrix is related with (quantum) in-
tegrable systems, for this commutativity property one needs stronger conditions like the Yang–Baxter
relation RT
1
T
2 = T2 T1 R .
Fact. In general Mk,k = 2, . . . , is not a Manin matrix. We will prove however that M−1 is again a
Manin matrix.
Remark 11. For “quantum matrices” T such that [98] T : RqT
1
T
2 = T2 T1 Rq , with Rq a solution of the
Yang–Baxter equation it is true that T k satisﬁes Rq˜T
1
T
2 = T2 T1 Rq˜ , with q˜ = qk (see, e.g. [77], Sec-
tion 4.2.9, pages 132–133).
Fact. Let M be a Manin matrix; then in general detcol(eM) = eTr(M) , log(detcol(M)) = Tr(log(M)) (see
Section 12).
3.7. Examples
Deﬁnition 9. A matrix A with the elements in K is called a Cartier–Foata (see [13,35]) matrix if
elements from different rows commute with each other.
Proposition 5. Any Cartier–Foata matrix is a Manin matrix.
Proof. Clear from the deﬁnitions. 
Consider arbitrary elements r1, . . . , rn in a unital ring K. The matrix⎛⎜⎜⎝
r1 r2 . . . rn
r1 r2 . . . rn
. . . . . . . . . . . .
r1 r2 . . . rn
⎞⎟⎟⎠=
⎛⎜⎜⎝
1
1
. . .
1
⎞⎟⎟⎠⊗ (r1 r2 . . . rn) (3.36)
is obviously a Manin matrix.
Let also M be an arbitrary Manin matrix, and consider elements cijk such that they commute with
each other and with all elements M (for example cijk are scalars). Then
C1MC2 + C3, (3.37)
where (Ci) jk = cijk , as well as its submatrices are Manin matrices.
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Then the matrix (M˜)i j = xMijx−1 is also obviously a Manin matrix.
Examples related to Lie algebras and integrable systems. Let us give some remarkable examples of
Manin matrices. They are related to integrable systems and Lie algebras (see [16], Section 3 for further
information).
Let xij , yij be commutative variables. Let X, Y be n × k matrices with matrix elements (X)i j = xij ,
(Y )i j = yij . Let us denote by ∂X , ∂Y the n × k matrices with matrix elements ∂∂xi j and ∂∂ yij . Let z be a
variable commuting with yij .
(i) The following 2n × 2k, (n + k) × (n + k) matrices are Manin matrices (the second one is related
to the Capelli identities (see [16], Section 4.2.2)):
(
X ∂Y
Y ∂X
)
,
(
z1k×k (∂Y )t
Y ∂z1n×n
)
. (3.38)
(ii) Let K 1, K 2 be n×n, respectively k×k matrices with elements in C, one can see that the following
matrix is actually a Manin matrix:
∂z1n×n + K 1 − Y
(
z1k×k + K 2
)−1
(∂Y )
t . (3.39)
For the sake of concreteness, we notice that, in the case n = 2, k = 1 the formula above yields
the matrix:
(
∂z 0
0 ∂z
)
+
(
K 111 K
1
12
K 121 K
1
22
)
−
⎛⎝ y1∂y1z−k y1∂y2z−k
y2∂y1
z−k
y2∂y2
z−k
⎞⎠ . (3.40)
(iii) Consider the standard matrix units ei j (i.e. n × n matrices deﬁned as (ei j)kl = δikδ jl4). Con-
sider a variable z and the operator ∂z . These elements commute with ei j and satisfy [∂z, z] = 1,
e−∂z f (z) = f (z − 1)e−∂z . Then
∂z1n×n − 1
z
⎛⎝e11 . . . e1n. . . . . . . . .
en1 . . . enn
⎞⎠ , f (z) e−∂z
⎛⎝1n×n + 1
z
⎛⎝e11 . . . e1n. . . . . . . . .
en1 . . . enn
⎞⎠⎞⎠ . (3.41)
are Manin matrices, where f (z) is an arbitrary function.
To check that the matrices in (3.38) are indeed Manin matrices, one only needs to use the standard
commutation relations [ ∂
∂xi j
, xkl] = δikδ jl , [xij, xkl] = [ ∂∂xi j , ∂∂xkl ] = 0 (the same for yij and z, while it is
understood that operators referring to different “letters” commute), e.g. [ ∂
∂xi j
, ∂
∂ ykl
] = 0. Similarly, for
the matrix (3.40).
The matrices in (3.41) read, in the 2× 2 and f (z) = 1 case:
(
∂z − 1z e11 − 1z e12
− 1z e21 ∂z − 1z e22
)
,
(
e−∂z (1+ 1z e11) e−∂z 1z e12
e−∂z 1z e21 e
−∂z (1+ 1z e22)
)
. (3.42)
4 In other words, ei j has 1 in the position i, j and 0 everywhere else.
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∂z − 1
z
e11,−1
z
e21
]
= −
[
∂z,
1
z
]
e21 + 1
z2
[e11, e21] = 1
z2
e21 + 1
z2
(−e21) = 0. (3.43)
The cross-term relation [M11,M22] = [M21,M12] is:
[M11,M22] =
[
∂z − 1
z
e11, ∂z − 1
z
e22
]
= −
[
∂z,
1
z
]
e22 − e11
[
1
z
, ∂z
]
= 1
z2
e22 − 1
z2
e11, (3.44)
[M21,M12] =
[
−1
z
e21,−1
z
e12
]
= 1
z2
(e22 − e12). (3.45)
Notice that the matrices above are matrices with elements in Diff (z) ⊗ Matn , i.e. they belong to
Matn[Diff (z) ⊗ Matn], where Diff (z) is an algebra of differential operators in z. Actually one only
needs that elements ei j satisfy the commutation relations [ei j, ekl] = eilδkj − ekjδil . For example, if one
regards the ei j as elements of the universal enveloping algebra of gln (or their images in an arbitrary
representation), then the matrices (3.41) will still be Manin matrices. We should stress that in the
examples above we consider n×n matrices with elements in Matn ⊗Diff (z), and not n2 ×n2 matrices
with elements in Diff (z). Indeed, in the second case, they do not satisfy the Manin properties.
Remark 12. The examples above are intimately related to the Gaudin and XXX-Heisenberg integrable
systems (see [16] and also [19]). According to a specialization of the remarkable result of D. Talalaev
[110], the differential operators Hi(z) deﬁned as det
col(M) =∑k=0,...,n Hk(z)∂kz (where M is deﬁned
by Eq. (3.39)) commute among themselves (i.e. ∀i, j: [Hi(z), H j(w)] = 0). The operators Hi(z) provide
a full set of quantum commuting integrals of motion for the Gaudin integrable system. The gln Gaudin
system was introduced in [40], but the full set of quantum integrals of motion (the so-called “higher
Gaudin Hamiltonians”), whose existence was proved in [32] and whose commutativity proved in [26]
was not explicitly constructed before [110]. This construction has far-reaching applications to Bethe
ansatz and separation of variables (see [16,18]). Similar constructions also play an important role in
the Langlands correspondence and Kac–Moody algebra theory (explicit description of the center of
U (ĝln) [16–18]). Further considerations concerning q- and elliptic analogs will appear in [20,102].
3.8. Hopf structure
Let us consider the algebra over C generated by Mij 1  i, j  n with relations: [Mij,Mkl] =
[Mkj,Mil]. One can see that it is a bialgebra with the coproduct (Mij) = ∑k Mik ⊗ Mkj . This is
usually denoted as follows:
(M) = M ⊗˙ M. (3.46)
Remark 13. It is easy to see that this coproduct is coassociative (i.e. ( ⊗ 1) ⊗  = (1⊗ ) ⊗ ) and
also (from Proposition 4), that it holds (detcol(M)) = detcol(M) ⊗ detcol(M).
The natural antipode for this bialgebra should be S(M) = M−1. So it exists only in some “ﬁeld of
fractions” for the algebra generated by Mij .
Remark 14. Let us frame the above property within the notions of noncommutative geometry (see,
e.g. [76] for an introduction).
5 Column 2 commutativity is completely analogous.
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m : G × G → Fun(G), (3.47)
clearly induces the dual map:
 : Fun(G) → Fun(G) × Fun(G), (3.48)
by the rule ( f )[g1, g2] = f (g1g2). Associativity of the multiplication clearly induces coassociativity
of the comultiplication: ( ⊗ 1) ⊗  = (1⊗ ) ⊗ .
So, according to the noncommutative geometry point of view, one should think of bialgebras as
some kind of “functions” on “noncommutative spaces” which are not just spaces, but groups (more
precisely semi-groups, since we have not discussed inversion operation, which corresponds to the
antipode). So the algebra generated by matrix elements Mij of a Manin matrix can be thought as
the algebra of functions on some noncommutative (semi)group-space. Moreover this analogy can be
continued. Consider a group G acting on some set V , and denote by Fun(G), Fun(V ) the algebras of
functions on F and, respectively, V . The action of the group G on V deﬁnes a dual morphism of
commutative algebras:
φ : Fun(V ) → Fun(G) ⊗ Fun(V ), φ( f )(g, v) = f (gv). (3.49)
The condition g1(g2v) = (g1g2)v , implies:
( ⊗ 1)(φ) = (1⊗ φ)(φ). (3.50)
Which is now reformulated only in terms of φ,, so makes sense for an arbitrary bialgebra.
The “coaction”-Proposition 1 implies that there exists morphisms of algebras:
φ1 : C[x1, . . . , xm] → C〈Mij〉 ⊗ C[x1, . . . , xm], φ1(xi) =
∑
k
Mikxk, (3.51)
φ2 : C[ψ1, . . . ,ψn] → C〈Mij〉 ⊗ C[ψ1, . . . ,ψn], φ1(ψi) =
∑
k
Mkiψk. (3.52)
One can check that both of the maps satisfy the condition: ( ⊗ 1)(φi) = (1⊗ φi)(φi), i = 1,2.
So one can consider the maps φi as “coactions” of Manin matrices on a the space Cn and its super
version.
Remark 15. Let us also mention that there exists another coproduct. To motivate it let us give another
look on the algebra generated by Mij . The deﬁning relations for Mij are written entirely in terms of
commutators, so the associative algebra generated by Mij is the universal enveloping algebra to the Lie
algebra deﬁned by the relations [Mij,Mkl] = [Mkj,Mil]. For an arbitrary universal enveloping algebra
the coproduct can be deﬁned by the formula (Mij) = Mij ⊗ 1 + 1 ⊗ Mij . It is easy to see directly
(or conclude from the general properties of Lie algebras) that this coproduct is compatible with the
deﬁning relations, coassociative and there exist an antipode S(Mij) = −Mij and counit 	(Mij) = 0,
	(1) = 1. However this coproduct is not natural in Manin’s framework (it is not compatible with the
coaction on C[x1, . . . , xn] described above).
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In this section we discuss several facts about the inverse of a Manin matrix. The ﬁrst one is
Cramer’s rule which states that an inverse matrix can be calculated by the same formula with minors
as in the commutative case; the second one is that inverse matrix is actually again a Manin matrix
under natural conditions – this fact is related to a formula which goes back to Lagrange, Desnanot,
Jacobi and Lewis Carroll in the commutative case. These should be considered among the main results
of the paper.6
4.1. Cramer’s formula and quasideterminants
Proposition 6. (See [76].) Let M be a Manin matrix and denote by Madj the adjoint matrix deﬁned in the
standard way, (i.e. Madjkl = (−1)k+ldetcol(M̂lk)) where M̂lk is the (n − 1) × (n − 1) submatrix of M obtained
removing the lth row and the kth column. Then the same formula as in the commutative case holds true, that is
MadjM = detcol(M)1n×n. (4.1)
Here 1n×n is the identity matrix of size n. If Mt is a Manin matrix, then Madj is deﬁned by row-determinants
and MMadj = detcol(Mt)1n×n = detrow(M)1n×n.
Proof. One can see that the equality (MadjM)i i = detcol(M) ∀i follows from the fact that detcol(M)
does not depend on the order of the column expansion in the determinant. This independence was
proved above (Corollary 1). Let us introduce a matrix M˜ as follows. Take the matrix M and set the ith
column equal to the jth column; denote the resulting matrix by M˜ . Note that detcol(M˜) = 0 precisely
gives (MadjM)i j = 0 for i = j. To prove that detcol(M˜) = 0 we argue as follows. Clearly M˜ is a Manin
matrix. Lemma 3 allows to calculate the determinant taking the elements ﬁrst from ith column, then
jth, then other elements from the other columns. This yields that detcol(M˜) = 0, since it is the sum of
the elements of the form (xy − yx)(z) = 0, where x, y are the elements from the ith and jth of M˜ , so
from jth column of M . By column commutativity of a Manin matrix, xy− yx= 0, so detcol(M˜) = 0. 
Remark 16. The only difference with the commutative case is that, in the equality (4.1) the order of
the products of Madj and M has to be kept in mind.
Remark 17. In the works by Manin (see, e.g. [76]) one can ﬁnd wider classes of matrices with non-
commutative entries with properly deﬁned determinants and versions of the Cramer rule.
The question how far and whether the property MadjM = detcol(M)1n×n characterizes Manin ma-
trices is open. Observation 2 shows that it is indeed the case for 2× 2 matrices. Since in higher rank
case the relations coming from the Cramer rule are of order n, while Manin’s relations are always
quadratic, it is not obvious at all how to settle the matter.
4.1.1. Relation with quasideterminants
We will herewith recall a few constructions from the theory of quasideterminants and discuss
their counterparts in the case of Manin matrices. It is fair to say that the general theoretical set-up
of quasideterminants I. Gelfand, S. Gelfand, V. Retakh, R. Wilson [41,43,45], can be brieﬂy presented
as follows: many facts of linear algebra can be reformulated with the only use of an inverse matrix. Thus it
can be extended to the noncommutative setup and can be applied, for example, to some questions
considered here. We must stress the difference between our set-up and that of [45]: we consider a
special class of matrices with noncommutative entries (the Manin matrices), and for this class we can
6 These results, together with sketchy proofs, were announced in [16].
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ular, as we have seen, there exists a well-deﬁned notion of determinant). On the other hand, in [45]
generic matrices are considered; thus there is no natural notion of the determinant, and facts of linear
algebra are not exactly given in the same form as in the commutative case.
Let us recall [45, Deﬁnition 1.2.2, page 9], that the (p,q)th quasideterminant |A|pq of an invertible
matrix A is deﬁned as |A|pq = (A−1qp )−1, i.e. the inverse to the (q, p)-element of the matrix inverse
to A. It is also denoted by
|A|pq =
∣∣∣∣∣∣∣∣
A11 A12 . . . . . . . . . A1n
. . . . . . . . . . . . . . . . . .
. . . . . . . . . Apq . . . . . .
. . . . . . . . . . . . . . . . . .
∣∣∣∣∣∣∣∣ . (4.2)
From the Cramer rule we have
Lemma 6.
|M|pq = (−1)p+qdetcol(M̂pq)−1detcol(M), (4.3)
M̂pq is the (n − 1) × (n − 1) submatrix of M obtained by removing the pth row and the qth column.
Also, from Lemma 12 below, one can deduce the
Lemma 7.
|A|pq = Apq − Ap∗( Âpq)−1A∗q, (4.4)
where Âpq is the (n− 1)× (n− 1) submatrix of A obtained removing the pth row and the qth column, Ap∗ is
pth row of A without the element Apq and A∗q is qth column of A without the element Apq. This is contained
[45, Proposition 1.2.6, page 10].
Example 3. For n = 2 there are four quasi-determinants:
∣∣∣∣a11 a12a21 a22
∣∣∣∣= a11 − a12a−122 a21, ∣∣∣∣a11 a12a21 a22
∣∣∣∣= a12 − a11a−121 a22, (4.5)∣∣∣∣a11 a12a21 a22
∣∣∣∣= a21 − a22a−112 a11, ∣∣∣∣a11 a12a21 a22
∣∣∣∣= a22 − a21a−111 a12. (4.6)
The following lemma is often useful in applications of quasideterminants to determinants [45]. It
holds thanks to the Cramer rule for Manin matrices.
Lemma 8.
det
∣∣∣∣∣∣∣∣∣
M11 M12 . . . M1n
M21 M22 . . . M2n
...
...
. . .
...
M M . . . M
∣∣∣∣∣∣∣∣∣ (4.7)
n1 n2 nn
262 A. Chervov et al. / Advances in Applied Mathematics 43 (2009) 239–315= Mnn
∣∣∣∣Mn−1n−1 Mn−1nMnn−1 Mnn
∣∣∣∣ . . .
∣∣∣∣∣∣∣
M22 . . . M2n
...
. . .
...
Mn2 . . . Mnn
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
M11 M12 . . . M1n
M21 M22 . . . M2n
...
...
. . .
...
Mn1 Mn2 . . . Mnn
∣∣∣∣∣∣∣∣∣ (4.8)
= M11
∣∣∣∣M11 M12M21 M22
∣∣∣∣ . . .
∣∣∣∣∣∣∣
M11 . . . M1n−1
...
. . .
...
Mn−11 . . . Mn−1n−1
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣∣∣
M11 M12 . . . M1n
M21 M22 . . . M2n
...
...
. . .
...
Mn1 Mn2 . . . Mnn
∣∣∣∣∣∣∣∣∣ . (4.9)
Example 4. For 2× 2 Manin matrices:
ad − cb = detcol
∣∣∣∣a bc d
∣∣∣∣= a ∣∣∣∣a bc d
∣∣∣∣= d ∣∣∣∣a bc d
∣∣∣∣= da − bc. (4.10)
4.2. Lagrange–Desnanot–Jacobi–Lewis Carroll formula
Below we present two identities for Manin matrices. The ﬁrst of the identities is trivial in the
commutative case, while the second has a long story: according to D. Bressoud [9], page 111 (re-
marks after Theorem 3.12) Lagrange found this identity for n = 3, Desnanot proved it for n 6, Jacobi
proved the general theorem (see Theorem 3 here), C.L. Dodgson – better known as Lewis Carroll –
used it to derive an algorithm for calculating determinants that required only 2 × 2 determinants
(“Dodgson’s condensation” method [23]). It is quite surprising how widely such a simple identity
appears in various ﬁelds of mathematics [117].
The proof of the both identities consists in a small extension and rephrasing of the arguments in
the proof of Lemma 1, page 5 of O. Babelon, M. Talon [3].
Proposition 7. Let M be a Manin matrix and assume that a two sided inverse matrix M−1 exists (i.e. M−1M =
MM−1 = 1). Then:
1. Column commutativity for M−1 holds:
(
M−1
)
i j
(
M−1
)
kj −
(
M−1
)
kj
(
M−1
)
i j = 0. (4.11)
2. The Lagrange–Desnanot–Jacobi–Lewis Carroll formula holds for Manin matrices, that is
(
M−1
)
i j
(
M−1
)
kl −
(
M−1
)
kj
(
M−1
)
il
= (−1)i+ j+k+l(detcol(M))−1detcol(M̂ jl,ik), j = l, i = k, (4.12)
where we use the notation
M̂ jl,ik := Mwithout jth and lth rows; ith and kth columns
and, in the case n = 2 we set by deﬁnition detcol(M̂12,12) = 1.
Remark 18. The standard formulation of the Lagrange–Desnanot–Jacobi–Lewis Carroll formula:
detcol
(
M ji
)
detcol
(
Mlk
)− detcol(M jk)detcol(Mli)= (detcol(M))detcol(M̂ jl;ik), (4.13)
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tity 4.12 by detcol(M)2 and with the help of the Cramer rule. We recall that we denote by Mij the
submatrix without theith row and jth column, and with M̂ jl;ik the (n − 2) × (n − 2) submatrix ob-
tained removing the jth and lth rows and the ith and kth columns of M .
Proof. Let us denote by  = detcol(M), and i j = (−1)i+ jdetcol(Mij) the cofactor of Mij in detcol(M).
Consider the Grassmann algebra C[ψ1, . . . ,ψn] (i.e. ψ2i = 0,ψiψ j = −ψ jψi); let ψi commute with
Mpq , i.e. ∀i, p,q: [ψi,Mpq] = 0. Consider the new variables ψ˜i :
(ψ˜1, . . . , ψ˜n) = (ψ1, . . . ,ψn)
⎛⎝M11 . . . M1n. . .
Mn1 . . . Mnn
⎞⎠ . (4.14)
By Proposition 1,it holds ψ˜iψ˜ j = −ψ˜ jψ˜i .
We have the equalities
 · ψ1 ∧ · · · ∧ ψn def= detcol(M)ψ1 ∧ · · · ∧ ψn lemma 2= ψ˜1 ∧ · · · ∧ ψ˜n, (4.15)
i jψ1 ∧ · · · ∧ ψn = (−1) j+1ψi ∧ ψ˜1 ∧ · · · ∧ ̂˜ψ j ∧ · · · ∧ ψ˜n (here ψ˜ j is omitted), (4.16)
= ψ˜1 ∧ · · ·∧
jth place
ψi ∧· · · ∧ ψ˜n. (4.17)
It is easy to see that the equalities (4.11, 4.12) can be reformulated as follows:
 jiM
−1
kl ψ1 ∧ · · · ∧ ψn
=  jkM−1il ψ1 ∧ · · · ∧ ψn + ψ˜1 ∧ ψ˜2 ∧ · · ·∧
ith place
ψ j ∧· · ·∧
kth place
ψl ∧· · · ∧ ψ˜n. (4.18)
Here we obviously assume i = k, since for i = k (7) is tautological:  jiM−1il =  jiM−1il . Let us prove
that the relation (4.18) holds true.
The deﬁnition of ψ˜i is (ψ˜1, . . . , ψ˜m) = (ψ1, . . . ,ψn)M. Multiplying this relation by M−1 on the
right we get
(ψ˜1, . . . , ψ˜n)M
−1 = (ψ1, . . . ,ψn), that is
∑
v
ψ˜vM
−1
vl = ψl.
Multiplying ψ˜1 ∧ ψ˜2 ∧ · · ·∧
ith place
ψ j ∧· · ·∧
kth place
empty ∧· · · ∧ ψ˜n and using the Grassmann relations ψ˜2m =
0, i = 1, . . . ,n we get
(
ψ˜iM
−1
il + ψ˜kM−1kl − ψl
)
ψ˜1 ∧ ψ˜2 ∧ · · ·∧
ith place
ψ j ∧· · ·∧
kth place
empty ∧· · · ∧ ψ˜n = 0.
By 4.16 it gives 4.18 and hence Proposition 7 is proved. 
4.3. The inverse of a Manin matrix is again a Manin matrix
Theorem 1. Let M be a Manin matrix, assume that two sided inverse matrix M−1 exists (i.e. ∃M−1: M−1M =
MM−1 = 1). Then M−1 is again a Manin matrix.
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examples) left invertibility of a matrix (not necessarily Manin) implies right invertibility, and hence
for Manin matrices invertibility is implied by the invertibility of the determinant. Let us also remark
that an analogue of the theorem above holds true for Poisson–Manin matrices (see Section 8.3).
Proof. This statement follows from Proposition 7.7 Column commutativity for M−1 is just formula
(4.11) – so it is already established.
For the cross-term relation we notice that
[(
M−1
)
i j,
(
M−1
)
kl
]= [(M−1)kj, (M−1)il], (4.19)
can be rewritten as:
(
M−1
)
i j
(
M−1
)
kl −
(
M−1
)
kj
(
M−1
)
il =
(
M−1
)
kl
(
M−1
)
i j −
(
M−1
)
il
(
M−1
)
kj, (4.20)
according to (4.12) both sides of (4.20) are equal to
(
detcol(M)
)−1
(−1)i+ j+k+ldetcol(Mwithout jth and lth rows; ith and kth columns). (4.21)
The Theorem 1 is proved. 
Remark 20. We will derive the formula detcol(M)−1 = (det M)−1 for the n×n case in the next section.
Remark 21. As it is was remarked in [16, Section 4.2.1, page 17] this theorem implies a result by
B. Enriquez, V. Rubtsov [27, Theorem 1.1, page 2] and O. Babelon, M. Talon [3, Theorem 2, page 4].
See also [104] for a particular case – about the “commutativity” of quantum Hamiltonians satisfying
separation relations, which has important applications in the theory of quantum integrable systems.
4.4. On left and right inverses of a matrix
The main theorems on the inverse of a Manin matrix (Theorem 1) and on the Schur complement
(Theorem 2) are formulated under the condition that left and right inverse matrices exist. The lemma
below shows that for a reasonable class of rings (which includes main examples) left invertibility of
a matrix (not necessarily Manin) implies right invertibility, and hence for Manin matrices invertibility
is implied by the invertibility of the determinant.
Lemma 9. Assume that the ring K is a noncommutative ﬁeld (i.e. r = 0 ∈ K : ∃ r−1 : r−1r = rr−1 = 1). Then
for any matrix X ∈ Matn(K) (for any n), if the left (right) inverse exists, then the right (respectively left) inverse
exists also and they coincide.
If both left and right inverses exist then for any ring associativity guarantees that they coincide:
a−1l = a−1l (aa−1r ) = (a−1l a)a−1r = a−1r .
Proof. Let us prove by induction by the size n of matrix X . For n = 1 the lemma is obviously true.
Consider general n. At least one element in ﬁrst column of X is non-zero, otherwise X is not left
invertible. Assume it is the element X11, otherwise multiplying by the permutation matrix we put
non-zero element to the position (11).
7 We herewith provide a slightly different proof with respect to that of [16].
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X =
(
X11 B1×n−1
Cn−1×1 Dn−1×n−1
)
. (4.22)
Clearly using the only condition of invertibility of X11, one can write:
X
(
1 0
−C X−111 1
)
=
(
X11 B
0 D − C X−111 B
)
. (4.23)
Matrix X is invertible from the left by the assumption of the lemma, the other matrix at the left-hand
side of the formula above is obviously two-sided invertible, so left-hand side in the formula above is
left invertible. So the right-hand side is left invertible and it clearly implies that n − 1× n − 1 matrix
D − C X−111 B is left invertible. So by the induction it is right invertible also. Clearly:
(
X11 B
0 D − C X−111 B
)−1
=
(
X−111 −X−111 B(D − C X−111 B)−1
0 (D − C X−111 B)−1
)
, (4.24)
moreover it is two-sided inverse, since element X11 is two-sided invertible as any element in K and
(D − C X−111 B) is two-sided invertible by induction. Hence we can present matrix X itself as a product
of two-sided invertible matrices:
X =
(
1 0
C X−111 1
)(
X11 B
0 D − C X−111 B
)
, (4.25)
hence X is two-sided invertible. 
5. Schur’s complement and Jacobi’s ratio theorem
The main result of this section is a formula for the determinant of a Manin matrix in terms of the
determinant of a submatrix and the determinant of the so-called “Schur complement”. This theorem
is equivalent to the Jacobi’s ratio theorem, which expresses a minor of an inverse matrix in term of a
complementary minor of matrix itself. The formulations of the both results are exactly the same as in
the commutative case. We start with some result on multiplicativity property of the determinant for
Manin matrices, which is actually a key point in the proofs of the main theorems. We also show that
the so-called Weinstein-Aronszajn and Sylvester formulas hold true for Manin matrices and actually
follow from the main theorems.
5.1. Multiplicativity of the determinant for special matrices of block form
The proposition (and lemmas) below is instrumental in the proof of the Schur formula for the
determinant of a block matrix to be discussed in the next subsection. It can be proven in a more
general form than that strictly needed for the Schur formula, and, in our opinion, is of some interest
on its own.
Proposition 8. Let M be an n×n Manin matrix, with elements in an associative ring K. Let X be a k× (n−k)
matrix (k < n), with arbitrary matrix elements in K. Then
detcol
(
M
(
1k×k Xk×n−k
0n−k×k 1n−k×n−k
))
= detcolM. (5.1)
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lutely arbitrary and so the matrix at the left-hand side is not a Manin matrix in general.
Proof. Let us ﬁrst state the following simple lemmas.
Lemma 10. Consider elements ai such that [ai,a j] = 0. Consider a matrix with the only condition that ele-
ments in some columns i and i + 1 have a form below. Then
detcol
⎛⎜⎜⎝
. . . a1 b1 + a1x . . .
. . . a2 b2 + a2x . . .
. . . . . . . . . . . .
. . . an bn + anx . . .
⎞⎟⎟⎠= detcol
⎛⎜⎜⎝
. . . a1 b1 . . .
. . . a2 b2 . . .
. . . . . . . . . . . .
. . . an bn . . .
⎞⎟⎟⎠ . (5.2)
Using the property that one can exchange columns of any Manin matrix, changing only the sign of
the column-determinant, column commutativity of the elements of Manin matrices and applying the
lemma above, one arrives to the following lemma:
Lemma 11. Assume M is n × k, k < n Manin matrix, n × (n − k − 1) matrix C is absolutely arbitrary, as well
as n × 1 column b and k × 1 column x. Then
detcol
(
M b + Mx C)= detcol (M b C) . (5.3)
Where we have used the notation:
(
M b + Mx C)=
⎛⎜⎜⎝
M11 . . . M1k b1 +∑ j M1 jx j C11 . . . C1(n−k−1)
M21 . . . M2k b2 +∑ j M2 jx j C21 . . . C2(n−k−1)
. . . . . . . . . . . . . . . . . . . . .
Mn1 . . . Mnk bn +∑ j Mnjx j Cn1 . . . Cn(n−k−1)
⎞⎟⎟⎠ . (5.4)
The proofs of the lemmas are trivial.
Let us also remind that without any conditions on the blocks X, Y it is true that:
(
1 X
0 1
)(
1 Y
0 1
)
=
(
1 Y
0 1
)(
1 X
0 1
)
=
(
1 X + Y
0 1
)
. (5.5)
Let us decompose the matrix X as a sum of its columns:
X =
⎛⎜⎜⎝
0 . . . 0 X1n−k
0 . . . 0 X2n−k
. . . . . . . . . . . .
0 . . . 0 Xkn−k
⎞⎟⎟⎠+ · · · +
⎛⎜⎜⎝
X11 0 . . . 0
X21 0 . . . 0
. . . . . . . . . . . .
Xk1 0 . . . 0
⎞⎟⎟⎠ . (5.6)
Let us denote this decomposition as:
X = X(n−k) + · · · + X(1). (5.7)
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1 X
0 1
)
=
(
1 X(n−k)
0 1
)
× · · · ×
(
1 X(1)
0 1
)
. (5.8)
After these preliminaries the proof of the proposition follows immediately. Observe that we can
write
M
(
1 X(n−k)
0 1
)
× · · · ×
(
1 X(n−k−l+1)
0 1
)
=
⎛⎝M11 . . . M1(n−l) ∗ . . . ∗. . . . . . . . . . . . . . . . . .
Mn1 . . . Mn(n−l) ∗ . . . ∗
⎞⎠ , (5.9)
with this meaning that ﬁrst n − l columns have not been changed, so they satisfy Manin’s properties.
Now we can apply Lemma 11:
detcol
⎛⎝⎛⎝M11 . . . M1n−l ∗ . . . ∗. . . . . . . . . . . . . . . . . .
Mn1 . . . Mnn−l ∗ . . . ∗
⎞⎠(1 Xn−k−l
0 1
)⎞⎠
= detcol
⎛⎝⎛⎝M11 . . . M1n−l ∗ . . . ∗. . . . . . . . . . . . . . . . . .
Mn1 . . . Mnn−l ∗ . . . ∗
⎞⎠⎞⎠ . (5.10)
Applying this equality for l = 1, . . . ,k, one ﬁnishes the proof:
detcol
(
M
(
1 X(n−k)
0 1
)
× · · · ×
(
1 X(1)
0 1
))
= · · ·
= detcol
(
M
(
1 X(n−k)
0 1
)
× · · · ×
(
1 X(n−k−l+1)
0 1
))
= · · · = detcolM. (5.11)
The proposition is proven. 
In the same manner on can prove the following
Proposition 9.
• For Mt a Manin matrix, and an arbitrary block X :
detrow
((
1k×k Xk×n−k
0n−k×k 1n−k×n−k
)
M
)
= detrowM. (5.12)
• Deﬁning detcol reverse orderC =∑σ∈Sn (−1)σ ∏i=n,n−1,n−2,...,1 Cσ(i),i , e.g. detcol reverse order( a bc d)= da−
bc, and analogously for detrow reverse order , it holds:
detcol reverse order
((
1k×k 0k×n−k
Xtn−k×k 1n−k×n−k
)
M
)
= detcolM, (5.13)
for M Manin, and
8 In our inductive argument, the chosen order is crucial.
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(
M
(
1k×k 0k×n−k
Xtn−k×k 1n−k×n−k
)
M
)
= detrowM, (5.14)
for Mt Manin.
5.2. Block matrices, Schur’s formula and Jacobi’s ratio theorem
Here we prove a formula for the determinant of a block Manin matrix in terms of the determinant
of a submatrix and the determinant of the Schur complement. It is one the principal results of the
paper. This fact can be equivalently reformulated as Jacobi’s ratio theorem which expresses minors
of an inverse matrix in terms of minors of the original matrix. The formulations of the theorems are
exactly the same as in the commutative case.
In our argument, we prefer to formulate the theorems, their corollaries, and discuss their equiv-
alence ﬁrst. However, we will provide proofs of each of the two theorems, since these are quite
different in ﬂavour.
Theorem 2. Consider an n × n Manin matrix M. Let us denote by A, B,C, D its submatrices deﬁned by
M =
(
Ak×k Bk×n−k
Cn−k×k Dn−k×n−k
)
, (5.15)
where k < n. Assume that M, A, D are invertible on both sides, i.e. ∃M−1 , A−1 , ∃D−1:
M−1M = MM−1 = 1, A−1A = AA−1 = 1, D−1D = DD−1 = 1.
Then:
1. It holds:
detcol(M) = detcol
(
A B
C D
)
= detcol(A)detcol(D − C A−1B) = detcol(D)detcol(A − BD−1C). (5.16)
2. The matrices (A − BD−1C) and (D − C A−1B) are Manin matrices.
Remark 22. The matrices (D − C A−1B), (A − BD−1C) are called “Schur’s complements” respectively
of A and D . Also, notice that Schur’s formula is exactly that of the usual commutative case.
Proposition 10. The followingmore detailed statements hold, as it can be deduced from the proof of Theorem 2.
detcol(M) = detcol(A)detcol(D − C A−1B), if ∃A−1: AA−1 = 1, (5.17)
= detcol(D)detcol(A − BD−1C), if ∃D−1: DD−1 = 1, (5.18)
= detcol reverse order(D − C A−1B)detcol(A), if ∃A−1: A−1A = 1, (5.19)
= detcol reverse order(A − BD−1C)detcol(D), if ∃D−1: D−1D = 1. (5.20)
We recall that detcol reverse orderC =∑σ∈Sn (−1)σ ∏i=n,n−1,n−2,...,1 Cσ(i)i , while detcol is deﬁned via the nat-
ural order:
∏
i=1,2,...,n.
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detcol(M)detcol
(
M−1
)= 1, if ∃M−1: MM−1 = 1, (5.21)
detcol reverse orderdetcol(M) = 1, if ∃M−1: M−1M = 1. (5.22)
And so if M is two-sided invertible, then detcol(M) is two-sided invertible and
detcol(M)−1 = detcol(M−1). (5.23)
Proof of the Corollary. Assume that ∃M−1: MM−1 = 1, consider the 2n× 2n matrix below and apply
formula (5.17):
(−1)n2 = detcol
(
M 1n×n
1n×n 0n×n
)
by (5.16)= detcol(M)detcol(−M−1). (5.24)
From this one concludes the ﬁrst statement. Similar arguments prove the second. 
Theorem 2 can be reformulated in the form called “Jacobi’s ratio theorem”9:
Theorem 3. Consider a Manin matrix M that admits a left and right inverse M−1 . Let detcol(M−1I, J ) be the
minor of M−1 indexed by I = (i1, . . . , ik), J = ( j1, . . . , jk). Then
detcol
(
M−1I, J
)= (−1)∑l il+∑l jl(detcol(M))−1detcol(M(1,...,n)\ J ,(1,...,n)\I ), (5.25)
where detcol(M(1,...,n)\ J ,(1,...,n)\I ) is the minor of the matrix M indexed by the complementary set of indices.
In other words: anyminor of M−1 equals, up to a sign, to the product of (detcolM)−1 and the corresponding
complementary minor of the transpose of M.10
Equivalence of Schur’s and Jacobi ratio theorems. The two theorems are actually equivalent. To see
this we need to recall the following standard lemma, that holds without any assumptions on commu-
tativity of the matrix elements and matrix blocks involved.
Lemma 12. Assume that the matrix
( A B
C D
)
is invertible from both sides, as well as its submatrices A and D.
Then the matrices (A − BD−1C), (D − C A−1B) are also invertible from both sides, and(
A B
C D
)−1
=
(
(A − BD−1C)−1 −A−1B(D − C A−1B)−1
−D−1C(A − BD−1C)−1 (D − C A−1B)−1
)
. (5.26)
Sketch of the proof. The Lemma follows from the factorization formulas below:(
A B
C D
)
=
(
1 0
C A−1 1
)(
A B
0 D − C A−1B
)
(5.27)
=
(
A − BD−1C B
0 D
)(
1 0
D−1C 1
)
, (5.28)
9 The main formula (5.25) has been also proved for Manin matrices of the form 1 − tM , t is a formal parameter, in the
remarkable paper by M. Konvalinka [66] (see Theorem 5.2, page 13). His proof is based on combinatorics.
10 One should pay attention to the “transposition” of indexes: the minor of M−1 is indexed by the pair of multi-indices (I, J ),
while the minor of M is indexed by ((1, . . . ,n) \ J , (1, . . . ,n) \ I).
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(
X Y
0 Z
)−1
=
(
X−1 −X−1Y Z−1
0 Z−1
)
. (5.29)
The lemma is proved. 
The equivalence of the two theorems can be given as follows. Consider the set of indexes I, J
in Jacobi’s ratio theorem to be I = (1,2, ..,k), J = (1,2, ..,k). Denote the corresponding submatrices
MI, J = A, M(1,2,..,n)\I,(1,2,..,n)\ J = D , and so on and so forth, i.e. write
M =
(
Ak×k Bk×n−k
Cn−k×k Dn−k×n−k
)
. (5.30)
Assume Jacobi’s ratio theorem holds true. This in particular means that M−1 is a Manin matrix if M
is Manin. According to formula (5.26), M−1I, J = (A − BD−1C)−1, so we conclude that (A − BD−1C)−1
is a Manin matrix, since it is a submatrix of the Manin matrix M−1. Hence (A − BD−1C) is a Manin
matrix as well, by the ﬁrst claim of Jacobi ratio theorem. Similarly, (D − C A−1B) is a Manin matrix.
So the second conclusion of Theorem 2 is derived from Jacobi’s ratio theorem.
In order to derive formulas (5.16) in Theorem 2 from Jacobi’s ratio theorem we only observe the
following. For the case I = (1,2, . . . ,k), J = (1,2,dots,k) it is true that M−1I, J = (A − BD−1C)−1 by
(5.26). So Jacobi’s ratio formula (5.25) reads, in this case
detcol
(
(A − BD−1C)−1)= (detcol(M))−1detcol(D).
Since (A− BD−1C) is a Manin matrix, det((A− BD−1C)−1) = (detcol(A− BD−1C))−1 we arrive at the
ﬁrst claim in Theorem 2.
Thus we have derived Schur’s complement Theorem 2 from Jacobi’s ratio theorem.
Let us do the converse. Assume that the Schur’s complement Theorem 2 is true for a Manin ma-
trix M , with a (right and left) inverse M−1. Construct the 2n × 2n block Manin matrix:
Mext =
(
M 1n×n
1n×n 0
)
, (5.31)
its Schur’s complement D − C A−1B is precisely −M−1. So from Theorem 2 we conclude that M−1
is a Manin matrix. Also, we can see that detcol(M−1) = (detcol(M))−1. Indeed by (5.25), (−1)n2 =
detcol(Mext)=detcol(M)detcol(−M−1), and, quite obviously, (−1)n2 = (−1)n . So the ﬁrst part of Jacobi’s
ratio theorem holds. To derive the second claim for the case I = (1,2, . . . ,k), J = (1,2, . . . ,k) one
uses the same arguments as in the discussion after formula (5.30). The statement for arbitrary sets
of indexes follows from this special case by changing the order of rows and columns, and taking into
account that changing the order of rows in M implies change of order of columns in M−1, and vice
versa. The equivalence of Schur’s and Jacobi ratio theorems is thus established.
5.2.1. Proof of the Schur’s complement theorem
Proof 1. Let us prove Theorem 2. To this end, we ﬁrst prove formulas (5.17) and (5.18) which are
more reﬁned statements of the ﬁrst claim (formula 5.16) in Theorem 2. The proof uses the same idea
as in the commutative case and Proposition 8.
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(
A B
C D
)(
1 −A−1B
0 1
)
=
(
A 0
C D − C A−1B
)
. (5.32)
By Proposition 8 one gets the ﬁrst equality: detcolM = detcol(A)detcol(D − C A−1B). This is desired
formula (5.17).
To prove the equality (5.18), i.e. detcol(M) = detcol(D)detcol(A − BD−1C), one observes that since
M is Manin
det
(
A B
C D
)
= (−1)nk det
(
B A
D C
)
(5.33)
by column transposition.
Now we can change the order of rows, (which is possible for the column-determinant of any
matrix) to get
det
(
B A
D C
)
= (−1)nkdet
(
D C
B A
)
. (5.34)
So we one gets:
det
(
A B
C D
)
= det
(
D C
B A
)
= detcol(D)detcol(A − BD−1C). (5.35)
The last equality holds to a factorization analogous to the one of Eq. (5.32).
To prove the remaining formulas (5.19), (5.20) one uses the same arguments as above for the
decomposition:
(
1 0
−C A−1 1
)(
A B
C D
)
=
(
A B
0 D − C A−1B
)
, (5.36)
where now A−1 is left inverse to A.
We are left with proving that the Schur’s complements (A − BD−1C), (D − C A−1B) are Manin
matrices. To do this we recall Lemma 12 page 269:
(
A B
C D
)−1
=
(
(A − BD−1C)−1 −A−1B(D − C A−1B)−1
−D−1C(A − BD−1C)−1 (D − C A−1B)−1
)
. (5.37)
From Theorem 1 we know that M−1 is a Manin matrix if M is a Manin matrix and M is two sided
invertible. Trivially any submatrix of a Manin matrix is again a Manin matrix. So we conclude that
(A− BD−1C)−1 and (D − C A−1B)−1 are Manin matrices. Applying Theorem 1 again we conclude that
(A − BD−1C) and (D − C A−1B) are Manin matrices. 
11 Observe that there is no need in any commutativity constrains, but only existence of the (right) inverse of the upper left
block A.
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Let us now give a proof of Jacobi’s ratio Theorem 3. Our proof is quite simple and non-
computational, the arguments being borrowed from: [69, Theorem 3.2, page 17], and the theory of
quasideterminants [45]. Roughly speaking it goes as follows: one represents the determinants appear-
ing in Jacobi’s formula (3) as a product of quasiminors by Lemma 8 (essentially by Cramer’s rule).
Using Lemma 13 (which we prove below), the result then follows from Cramer’s rule. Of course, we
consider (and make use of) the fact that M−1 is also a Manin matrix as already established (Theo-
rem 1).
Proof. First, let us recall the following lemma, which is called noncommutative Jacobi’s ratio theorem
([41], [43, Theorem 1.3.3, page 8], [69, Theorem 2.4, page 8]) or inversion law for quasiminors [45,
Theorem 1.5.4, page 19]:
Lemma 13. For an arbitrary invertible matrix A (not necessarily a Manin matrix), it is true that the ( ji)th
quasiminor of A−1 is the inverse of the “almost” complementary (i j)th quasiminor of M. Here by almost com-
plementary we mean the complementary united with the ith row and jth column∣∣A−1P ,Q ∣∣i j = |A{1...n}−P∪i,{1...n}−Q ∪ j |−1ji , (5.38)
where AI, J is a submatrix indexed by index sets I , J .
In particular for P = Q = 1, . . . ,k and i = j = k:∣∣∣∣∣∣∣
A−111 . . . A
−1
1k
. . . . . . . . .
A−1k1 . . . A
−1
kk
∣∣∣∣∣∣∣
kk
=
∣∣∣∣∣∣
Akk . . . Akn
. . . . . . . . .
Ank . . . Ann
∣∣∣∣∣∣
−1
kk
. (5.39)
The proof of this Lemma quite readily follows from Lemma 12.
Coming back to the Jacobi ratio theorem, we need to prove:
detcol
(
M−1I, J
)= (−1)∑l il+∑l jl(detcol(M))−1detcol(M(1,...,n)− J ,(1,...,n)−I). (5.40)
Possibly changing the order of rows and columns (which is possible for M and M−1 since both are
Manin matrices (Theorem 1) we reduce this identity to the case I = J = {1, . . . ,k}:
detcol
(
M−1k
)= (detcol(M))−1detcol(M\k), (5.41)
where M−1k is the submatrix of M
−1 made of the ﬁrst k rows and columns, and M\k is the submatrix
of M made of the last (n − k) rows and columns. One should pay attention to the fact that changing
the order of rows implies changing the order of columns of the inverse matrix; this implies a possible
sign factor and explains the signs and transposition of index sets in formula (5.40).
By Theorem 1 M−1 is also a Manin matrix, so we can use Cramer’s rule 6 for it, as well as for M
itself.
Let us multiply detcol(M−1k ) = by 1 =
∏
i=1,...,k−1 det
col(M−1i )/det
col(M−1i ) to get
detcol
(
M−1k
)
(5.42)
= M−111
(
M−111 det
col(M−12 ))(detcol(M−12 )−1detcol(M−13 )) . . . (detcol(M−1k−1)−1detcol(M−1k ))
(5.43)
by Cramer’s rule:
∣∣M−1∣∣ = detcol(M−1 )−1detcol(M−1) (5.44)k kk k−1 k
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∣∣M−12 ∣∣22∣∣M−13 ∣∣33 . . . ∣∣M−1k ∣∣kk by Lemma 13
= |M|−111 |M\1|−122 |M\2|−133 . . . |M\k−1|−1kk by Cramer’s rule for M
= (detcol(M)−1detcol(M\1))(detcol(M\1)−1detcol(M\2)) . . . (detcol(M\k−1)−1detcol(M\k))
(5.45)
by chain cancellation:
= detcol(M)−1detcol(M\k). (5.46)
Formula (5.41) is proved, hence the theorem is proved. 
5.3. The Weinstein–Aronszajn formula
Proposition 11. Let A, B be n × k and k × n Manin matrices with pairwise commuting elements:
∀i, j,k, l: [Aij, Bkl] = 0. Then
detcol(1n×n − AB) = detcol(1k×k − B A). (5.47)
Proof. Consider the following matrix:
(
1k×k B
A 1n×n
)
. (5.48)
It is clearly a Manin matrix. Applying formula (5.16) one obtains the result. 
Remark 23. The name Weinstein–Aronszajn formula comes from [62, Chapter 4, Section 6], in the
analysis of ﬁnite rank perturbation of operators in (inﬁnite-dimensional) Hilbert spaces. The formula
is used in the theory of integrable systems (see, e.g. H. Flaschka, J. Millson [34, Section 6.1, page 23],
K. Takasaki [109, page 10]), as follows. One considers the matrix
Mn := 1n×n −
k∑
α=1
xα ⊗ yα, xα, yα ∈ Cn.
It can be considered as a perturbation of the identity operator by means of the k rank 1 operators
xα ⊗ yα,α = 1, . . . ,k. The Weinstein–Aronszajn formula reads
detcol(Mn) = detcol(1k×k − Sk),
where Sk is the k × k matrix whose element Sα,β is the “scalar” product (xα, yβ).
To get this form from our result, one simply sets B to be the matrix whose αth row is xα , and A
is the matrix whose βth column if yβ in the expression (5.48).
Thus Proposition 11 holds for this case of Manin matrices as well.
274 A. Chervov et al. / Advances in Applied Mathematics 43 (2009) 239–3155.4. Sylvester’s determinantal identity
Sylvester’s identity is a classical determinantal identity (see, e.g. [45, Theorem 1.5.3, page 18]).
Using combinatorial methods it has been generalized for Manin matrices of the form 1 + M and
their’s q-analogs by M. Konvalinka [67]. Here (following the classical paper by E.H. Bareiss [5]) we
show that the identity easily follows from the Schur formula above (Theorem 2).
Let us ﬁrst recall the commutative case:
Theorem 4 (Commutative Sylvester’s identity). Let A be a matrix (aij)m×m; take n < i, j m; denote:
A0 =
⎛⎜⎜⎝
a11 a12 · · · a1n
a21 a22 · · · a2n
...
...
. . .
...
an1 an2 · · · ann
⎞⎟⎟⎠ , ai∗ = (ai1 ai2 · · · ain ) , a∗ j =
⎛⎜⎜⎝
a1 j
a2 j
...
anj
⎞⎟⎟⎠ . (5.49)
Deﬁne the (m − n) × (m − n) matrix B as follows:
Bij = det
(
A0 a∗ j
ai∗ aij
)
, B = (Bij)n+1i, jm. (5.50)
Then
detB = detA · (detA0)m−n−1. (5.51)
Theorem 5 (Sylvester’s identity for Manin matrices). Let M be m × m a Manin matrix with right and left
inverse; take n < i, j m and denote:
M0 =
⎛⎜⎜⎝
M11 M12 · · · M1n
M21 M22 · · · M2n
...
...
. . .
...
Mn1 Mn2 · · · Mnn
⎞⎟⎟⎠ , Mi∗ = (Mi1 Mi2 · · · Min ) , M∗ j =
⎛⎜⎜⎝
M1 j
M2 j
...
Mnj
⎞⎟⎟⎠ .
(5.52)
Deﬁne the (m − n) × (m − n) matrix B as follows:
Bij =
(
detcol(M0)
)−1 · det( M0 M∗ j
Mi∗ Mij
)
, B = (Bij)n+1i, jm. (5.53)
Then the matrix B is a Manin matrix and
detB = (detM0)−1 · detM. (5.54)
Remark 24. Formula (5.54) reduces to (5.51) in the commutative case. In the noncommutative case,
the Sylvester identity holds in the form (5.54).
Proof. Once chosen M0, we consider the resulting block decomposition of M ,
M =
(
M0 M1
M2 M3
)
. (5.55)
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Lemma 14. The matrix B deﬁned by (5.53) equals to the Schur complement matrix: M0 − M2(M3)−1M1 .
To see this, we need to use Schur complement Theorem (Theorem 2) again:
Bij =
(
detcol(M0)
)−1 · det( M0 M∗ j
Mi∗ Mij
)
= (detcol(M0))−1 · ((detcol(M0))(Mij − Mi∗M−10 M∗ j)) (5.56)
= (Mij − Mi∗M−10 M∗ j)= (M0 − M2(M3)−1M1)i j . (5.57)
In particular, we used the Schur formula detcol(M) = detcol(A)detcol(D − C A−1B) for blocks M0 = A,
M∗ j = B , Mi∗ = C , Mij = D , the last being a 1× 1 matrix. So the lemma is proved.
The theorem follows from the lemma immediately; indeed, B = (M0 − M2(M3)−1M1) is a Manin
matrix, since a Schur complement is a Manin matrix by Theorem 2. detB = (detM0)−1 · detM follows
from the formula for determinant of the Schur complements. 
Remark 25 (Bibliographical notes). Sylvester’s identity for quasi-determinants has been found in [41]
(see also I. Gelfand, S. Gelfand, V. Retakh, R. Wilson [45, Theorem 1.5.2, page 18]). The generalization
to quantum matrices in D. Krob, B. Leclerc [69, Theorem 3.5, page 18]. Using combinatorial methods
it has been generalized for Manin matrices of the form 1+ M and their’s q-analogs in M. Konvalinka
[67]. The identity for Yangians and q-aﬃne algebras can be found in Section 2.12, page 18, A.I. Molev
[79], Section 1.12 [81] and Section 3, page 8, M.J. Hopkins, A.I. Molev [55], respectively; for twisted
Yangians in Section 3, page 15, A.I. Molev [80], Section 2.14 [81]. These facts are used in the so-called
centralizer construction for the corresponding algebras and have some other applications. Commuta-
tive version of the identity is discussed in various texts (e.g. [85]), we followed E.H. Bareiss [5].
5.5. Application to numeric matrices
Let us discuss a corollary on a calculation of the usual determinants of speciﬁc numeric matrices,
which in principle might provide faster algorithm for calculating the determinant of such matrices.
Proposition 12. Consider nm × nm matrix M˜ with elements in a commutative ring K . Divide it into m ×m
square blocks. Denote by M an n × n matrix over Matm(K ), which matrix elements are corresponding blocks
of M˜. Assume M is an n×n Manin matrix over Matm(K ). Then the determinant of M˜ can be calculated in two
steps: ﬁrst one calculates n × n-column-determinant of a corresponding n × n-matrix M over Matm(K ), this
determinant is itself an m×m matrix B over K , second one calculates the determinant of B in the usual sense:
detnm×nm(M˜) = detm×m
(
detcoln×n(M)
)
, (5.58)
we denoted by detr×r determinants of r × r-matrices.
Clearly such a formula is not true in general without assuming that M is a Manin matrix.
Example 5. Let n = 2, so we consider 2m × 2m matrix over K which is divided into 4 blocks of size
m ×m, and it is a 2× 2 Manin matrix over Matm(K ) (i.e. [a, c] = [b,d] = 0, [a,d] = [c,b]). Then:
det2m×2m
(
am×m bm×m
cm×m dm×m
)
= detm×m(am×mdm×m − cm×mbm×m). (5.59)
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Consider general n. Let us assume that detnm×nm(M˜) = 0 and so it is two-sided invertible, other-
wise it is quite easy to see that the proposition is true.
Let us denote by B,C, D blocks of the matrix M:
M =
⎛⎝M11 . . . M1n. . . . . . . . .
Mn1 . . . Mnn
⎞⎠= (M11 B
C D
)
, (5.60)
here Mij are themselves m ×m matrices over K . We may assume that M11 is invertible, otherwise
one should make a permutation of rows or columns. The Schur complement formula (5.16) can be
applied for matrices over commutative rings:
detnm×nm(M˜) = detm×m(M11)det(n−1)m×(n−1)m
(
D − CM−111 B
)
, (5.61)
on the other hand M is a Manin matrix over Matm(K ), so we can use the Schur complement formula
in the following way:
detcoln×n(M) = M11detcol(n−1)×(n−1)
(
D − CM−111 B
)
, (5.62)
so
detm×m
(
detcoln×n(M)
)= detm×m(M11)(detcol(n−1)×(n−1)(D − CM−111 B))= (5.63)
= detm×m(M11)
(
detm×m
(
detcol(n−1)×(n−1)
(
D − CM−111 B
)))
(5.64)
by Theorem 2 on Schur complements for Manin matrices one knows that (D − CM−111 B) is a Manin
matrix, so by the induction hypothesis:
= detm×m(M11)
(
det(n−1)m×(n−1)m
(
D − CM−111 B
))
. (5.65)
This coincides with (5.61), so the proposition is proved. 
Remark 26. Taking R = Matm(K ) and considering examples 3.37 one obtains examples of matrices of
the form considered in the proposition. It is however still unclear to us whether such block-Manin
matrices may appear in practical numerical applications.
6. Cauchy–Binet formulae and Capelli-type identities
We have already discussed (Proposition 4) that detcol(MY ) = detcol(M)detcol(Y ) if [Mij, Ykl] = 0
and M is a Manin matrix, and actually one can prove in the same way, the Cauchy–Binet formulae:
detcol((MY )I J ) =∑L detcol(MIL)detcol(YL J ). In a recent remarkable paper S. Caracciolo, A. Sportiello,
A. Sokal [12] found an unexpected noncommutative analogue of the Cauchy–Binet formulae for Manin
matrices, for the case [Mij, Ykl] = 0 – but subjected to obey certain conditions. Remark that the left-
hand side of their formulae contains a correction: detcol((MY )I J + H). As a particular case of their
identity one obtains the classical Capelli and related identities. This section is based on our inter-
pretation of [12]; we shall give a generalization of their results and provide different and possibly
(in our opinion) more transparent proofs. Also, we obtain similar formulas for permanents. Our main
tool is use of the Grassmann algebra for calculations with the determinants and respectively polyno-
mial algebra for the case of the permanents. The condition found in [12] has a natural reformulation
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commutative case (see Lemmas 19, 20 and Lemma 23).
Here and below we use the following quite standard notations.
Notation 1. Let A be an n ×m matrix. Consider multi-indexes I = (i1, . . . , ir1), J = ( j1, . . . , jr2). We
denote by AI J the following r1 × r2 matrix:
(AI J )ab =
{
Aia jb , ia  n, jb m,
0, ia > n or jb >m.
(6.1)
Note that I, J are not assumed to be ordered and any number α may occur several times in the
sequences I, J .
Example 6. Even if A is 1× 1 matrix, we can construct 2× 2, . . . matrices from it:
A(11)(11) =
(
A11 A11
A11 A11
)
, A(12)(11) =
(
A11 A11
0 0
)
. (6.2)
Notation 2. Given the elements ψ1, . . . ,ψn and an n ×m matrix A, for brevity we denote by ψ Ai the
element
∑
k=1,...,n ψk Aki i.e. just the application of the matrix A to the row-vector (ψ1, . . . ,ψn):(
ψ A1 , . . . ,ψ
A
m
)= (ψ1, . . . ,ψn)A. (6.3)
Viceversa, if we have some elements ψ1, . . . ,ψn and ψ A1 , . . . ,ψ
A
m we denote by A a matrix (if it
exists) such that (ψ A1 , . . . ,ψ
A
m) = (ψ1, . . . ,ψn)A.
6.1. Grassmann algebra condition for Cauchy–Binet formulae
Here we prove the Cauchy–Binet formulae under certain conditions on our matrices; some of the
results of [12] will be obtained as particular cases thereof.
Let M be an n × m matrix and Y an m × s matrix with elements in the ring K. Consider the
Grassmann algebra Λ[ψ1, . . . ,ψn] (i.e. ψ2i = 0,ψiψ j = −ψ jψi), and denote by ψMi =
∑
k ψkMki ∈ K ⊗
Λ[ψ1, . . . ,ψn].
We will be interested in the situation where the matrices M, Y satisfy the following two condi-
tions.
Condition 1.
∀p, j ∃ψ Qj ∈ K ⊗ Λ[ψ1, . . . ,ψn] such that
∑
l=1,...,m
ψMl
[
Ylj,ψ
M
p
]= ψMp ψ Qj . (6.4)
Notice that we require that ψ Qj be independent of the index p.
Here we denote by Q the n× s matrix associated with the elements ψ Qi as follows:(
ψ
Q
1 , . . . ,ψ
Q
s
)= (ψ1, . . . ,ψn)Q . (6.5)
Condition 2. ψMi and ψ
Q
j anticommute:
∀i, j, ψMi ψ Qj = −ψ Qj ψMi . (6.6)
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necessarily a Manin matrix). Suppose that the matrices M and Y satisfy Conditions 1 and 2 ((6.4), (6.6))
above. If n =m = s, then:
detcol
(
MY + Q diag(n − 1,n − 2, . . . ,1,0))= detcol(M)detcol(Y ), (6.7)
where Q is a matrix corresponding to the elements ψ Qi according to formula (6.5) and the elements ψ
Q
i arise
in the condition 1 above; by diag(a1,a2, . . .) we denote the matrix with ai on the diagonal and 0’s elsewhere.
More generally the following Cauchy–Binet formulae hold. Let I = (i1 < i2 < · · · < ir), J = ( j1, . . . , jr)12;
be two multi-indexes with ia  n, ja  s, r  n, s. Then
detcol
(
(MY )I J + Q I J diag(r − 1, r − 2, . . . ,1,0)
)= ∑
L=(l1<l2<l3<···<lrm)
detcol(MIL)det
col(YL J ),
(6.8)
here Q I J is the matrix such that (Q I J )ab = Q ia jb , according to the Notation 1.
Before giving the proof of this formula, let us present some of its corollaries.
Corollary 3. Consider the case m < n, s,
M =
⎛⎜⎜⎜⎝
M11 . . . M1m
. . . . . . . . .
. . . . . . . . .
. . . . . . . . .
Mn1 . . . Mnm
⎞⎟⎟⎟⎠ , Y =
⎛⎝Y11 . . . . . . . . . Y1s. . . . . . . . . . . . . . .
Ym1 . . . . . . . . . Yms
⎞⎠ , (6.9)
then for any r >m:
detcol
(
(MY )I J + Q I J diag(r − 1, r − 2, . . . ,1,0)
)= 0. (6.10)
Indeed, for r >m there is no such L that (l1 < l2 < l3 < · · · < lr m), and so there is no terms in the sum at
the right-hand side. It is the same as in the commutative case, where rank of MY does not exceed m and so all
minors of size r >m are zeros.
Corollary 4. Assume that the matrix Y is also a Manin matrix, and consider the matrix (MY )σ obtained as an
arbitrary permutation σ of columns of MY . Then
detcol
(
(MY )σI J + Q σI J diag(r − 1, r − 2, . . . ,1,0)
)
= (−1)sgn(σ )detcol((MY )I J + Q I J diag(r − 1, r − 2, . . . ,1,0)). (6.11)
Indeed, it is easy to see that matrices M and Y σ satisfy Conditions 1 and 2 with the matrix
Q σ and (MY )σ = M(Y )σ , so using formulae (6.8) in the main theorem we obtain from the left-
hand side of (6.11) sum of terms detcol(MIL)det
col(Y σL J ), and from the right-hand side we obtain
detcol(MIL)det
col(YL J ), since Y is a Manin matrix, we see that they are equal up to (−1)sgn(σ ) .
12 Conditions ja < jb , ja = jb are not required.
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formulae that are well known and obvious in the commutative case. However we prefer to explicitly
notice how they extend to the noncommutative case in a straightforward way.
Lemma 15. Consider Grassmann variables ψi and an n×m matrix A; let J = ( j1, j2, . . . , jr) be an arbitrary
multi-index (i.e. it is not assumed that ja = jb , nor ja < jb), and assume that ψi commute with Akl . Then
ψ Aj1ψ
A
j2
. . .ψ Ajr =
∑
L=(l1<l2<l3<···<lrn)
ψl1ψl2 . . .ψlrdet
col(AL J ). (6.12)
Dropping the assumption [ψi, Akl] = 0 we can write nonetheless the equality:∑
I=(i1,...,ir : 1iam)
ψi1ψi2 . . .ψir Ai1 j1 Ai2 j2 . . . Air jr
=
∑
L=(l1<l2<l3<···<lrn)
ψl1ψl2 . . .ψlrdet
col(AL J ). (6.13)
The expansion of the column determinant with respect to the ﬁrst column implies the following:∑
l1=1,...,n
ψl1
∑
L−=(l2<l3<···<lrn)
ψl2 . . .ψlr Al1 j1det
col(AL− J−)
=
∑
L=(l1<l2<l3<···<lrn)
ψl1ψl2 . . .ψlrdet
col(AL J ), (6.14)
where J− = ( j2, j3, . . . , jr).
The second lemma is somehow less obvious.
Lemma 16. Conditions 1, Eq. (6.4), and 2, Eq. (6.6) guarantee that∑
l1
ψMl1
[
Yl1 j1 ,ψ
M
l2
. . .ψMlr
]+ (r − 1)ψ Qj1 ψMl2 . . .ψMlr = 0. (6.15)
Proof. Let us transform the ﬁrst term by the Leibniz rule, to get∑
l1
ψMl1
[
Yl1 j1 ,ψ
M
l2
. . .ψMlr
]=∑
l1
ψMl1
∑
p=2,...,r
ψMl2 . . .
[
Yl1 j1 ,ψ
M
lp
]
. . .ψMlr (6.16)
using Manin’s property (Proposition 1) we know that ψMi anticommute among themselves so we
can move ψMl1 in front of [Yl1 j1 ,ψMlp ] (getting the sign factor (−1)p−2). Using condition (6.4), that is,∑
l ψ
M
l [Ylj,ψMp ] = ψMp ψ Qj , we get that the right-hand side of Eq. (6.16) equals
(−1)p−2
∑
p=2,...,r
ψMl2 . . .ψ
M
lp
ψ
Q
j1
. . .ψMlr . (6.17)
Now, using anticommutativity of ψM and ψ Q (condition (6.6)), we put ψ Qlp in front of the expression
and get the sign factor (−1) = (−1)p−2(−1)p−1. Thus we see that
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l1
ψMl1
[
Yl1 j1 ,ψ
M
l2
. . .ψMlr
]= (−1)ψ Qj1 ∑
p=2,...,r
ψMl2 . . .ψ
M
lp
. . .ψMlr . (6.18)
In the sum
∑
p=2,...,r we see all the terms are identically the same, so we have that the right-hand
side of the above equation reduces to:
= (−1)(r − 1)ψ Qj1 ψMl2 . . .ψMlr , (6.19)
which is exactly the right-hand side in the lemma. The lemma is proved. 
Let us ﬁnally turn to the proof of Theorem 6.
Proof. 13 The equality (6.8) in the theorem can be reformulated (with the help of (6.12)) in terms of
the Grassmann algebra as follows:(
ψMYj1 + (r − 1)ψ Qj1
)(
ψMYj2 + (r − 2)ψ Qj2
)
. . .
(
ψMYjr
)
(6.20)
=
∑
L=(l1<l2<l3<···<lr)
∑
I=(i1<i2<i3<···<ir)
ψi1 . . .ψirdet
col(MIL)det
col(YL J ). (6.21)
By (6.12) the right-hand side of equality (6.20) can be also rewritten as:∑
L=(l1<l2<l3<···<lr)
ψMl1 . . .ψ
M
lr
detcol(YL J ). (6.22)
Transform the left-hand side of (6.20) using induction and (6.22):(
ψMYj1 + (r − 1)ψ Qj1
)(
ψMYj2 + ψ Qj2
)
. . .
(
ψMYjr + ψ Qjr
)
(6.23)
= (ψMYj1 + (r − 1)ψ Qj1 )
( ∑
L−=(l2<l3<···<lr)
ψMl2 . . .ψ
M
lr
detcol(YL− J−)
)
, (6.24)
ψMYj1
=∑l1 ψMl1 Yl1 j1 , commuting Yl1 j1 and ψMl2 . . .ψMlr , we get:
=
∑
l1
∑
L−=(l2<l3<···<lr)
ψMl1 ψ
M
l2
. . .ψMlr Yl1 j1det
col(YL− J−) (6.25)
+
∑
L−=(l2<l3<···<lr)
(∑
l1
ψMl1
[
Yl1 j1 ,ψ
M
l2
. . .ψMlr
]+ (r − 1)ψ Qj1 ψMl2 . . .ψMlr
)
detcol(YL− J−).
(6.26)
Continuing the chain of equalities we have, thanks to Lemma 16 that the second summands van-
ishes, and so
=
∑
l1
∑
L−=(l2<l3<···<lr)
ψMl1 ψ
M
l2
. . .ψMlr Yl1 j1det
col(YL− J−). (6.27)
13 Proposition 14 is a toy model of the theorem above; in its simplicity, it is actually a good illustration for the proof of the
theorem.
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=
∑
L=(l1<l2<l3<···<lr)
ψMl1 ψ
M
l2
. . .ψMlr det
col(YL J ), (6.28)
and, by (6.12), we arrive at
=
∑
L=(l1<l2<l3<···<lr)
∑
I=(i1<i2<i3<···<ir)
ψi1 . . .ψirdet
col(MIL)det
col(YL J ). (6.29)
So we transformed the left-hand side (6.20) to the right-hand side of (6.20). Equality (6.20) is
equivalent to desired formula (6.8) in the theorem. Hence the theorem is proved. 
Question 1. Consider two Manin matrices M , Y , such that they satisfy Conditions 1, 2 above. Can one
develop some linear algebra (Cramer rule, Cayley–Hamilton theorem, etc.) for MY (or MY + Q )? We
will see below that if Q is zero then MY is a Manin matrix, so the answer is aﬃrmative. Also note
that for the Capelli case (i.e. Mij = xij , Yij = ∂ ji ) it is also true.
6.2. No correction case and new Manin matrices
The Conditions 1 and 2 given above are easy to check for concrete pairs M, Y ; however it is not
so clear how to parameterize all the solutions in a simple way. Let brieﬂy discuss the simplest case.
Theorem 6 has the following corollary:
Corollary 5. Let M be a Manin matrix, and Y such that the following holds:
∀p, j:
∑
l=1,...,m
ψMl
[
Ylj,ψ
M
p
]= 0, (6.30)
then:
detcol(MY ) = detcol(M)detcol(Y ), (6.31)
detcol
(
(MY )I J
)= ∑
L=(l1<l2<l3<···<lr ,lrm)
detcol(MIL)det
col(YL J ). (6.32)
Moreover if in addition Y is also a Manin matrix, then MY is a Manin matrix.
Proof. The requirement (6.30) is the simply Condition 1 with ψ Qi = 0. In this instance, the anticom-
mutativity Condition 2, (6.6) holds true in a trivial way. We can apply our Theorem with the matrix
Q equal to zero and obtain (6.31) and (6.32).
To prove that MY is a Manin matrix, it is enough to prove that ψMYj anticommute. Indeed this is
guaranteed by Manin’s property (Proposition 1). By (6.12) we have
ψMYj1 ψ
MY
j2
=
∑
i1,i2
ψi1ψi2det
col((MY )(i1 i2)( j1 j2)) (6.33)
by (6.32)=
∑
i ,i
∑
l ,l
ψi1ψi2det
col((M)(i1i2)(l1l2))detcol((Y )(l1l2)( j1 j2)). (6.34)1 2 1 2
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equals
−
∑
i1,i2
∑
l1,l2
ψi1ψi2det
col((M)(i1i2)(l1l2))detcol((Y )(l1l2)( j2 j1)). (6.35)
Making the transformations in the reverse order we come to:
= −ψMYj2 ψMYj1 . (6.36)
So ψMYj2 anticommute and thus MY is a Manin matrix. 
Let us now reformulate condition (6.30) in different ways.
It is easy to see that (6.30) is equivalent to:∑
l=1,...,m
Mal[Ylj,Mbp] − Mbl[Ylj,Map] = 0. (6.37)
Lemma 17. Assume that we can ﬁnd such matrices Apj∗∗ , that:
∀l, p, j: [Ylj,ψMp ]=∑
v
ψMv A
pj
vl , (6.38)
then it is straightforward to see that condition (6.30) is equivalent to:
∀p, j: Apjvl = Apjlv , (6.39)
i.e. ∀p, j matrix Apj∗∗ is symmetric.
This is a quite transparent condition, provided one is able to identify the matrices Apj .
The simplest case is the following:
Lemma 18. Assume that we can ﬁnd elements flpj , such that
∀l, p, j: [Ylj,ψMp ]= ψMl flpj, (6.40)
then condition (6.30) is obviously satisﬁed.
This case corresponds to the previous with Apj being diagonal matrices.
Example 7. Consider C[xij], the matrix M: Mij = xij , and the operators Rlp =∑k xkl∂kp . One can easily
see that [Rlj,ψMp ] = δpjψMl . Consider the matrices M , Y :
Mij = xij, Ylj =
∑
p
fljp(xij)Rlp, (6.41)
then one can see that they satisfy the condition (6.40) above. So detcol(MY ) = detcol(M)detcol(Y ) and
the more general Cauchy–Binet formulae hold true.
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We shall herewith ﬁrst recall the Capelli identity [11], then its remarkable generalization S. Carac-
ciolo, A. Sportiello, A. Sokal [12] and explain how it can be naturally derived within our formalism.
Consider the polynomial algebra C[xij], and the matrices:
M =
⎛⎝x11 . . . x1m. . . . . . . . .
xn1 . . . xnm
⎞⎠ , Y =
⎛⎝ ∂∂x11 . . . ∂∂xs1. . . . . . . . .
∂
∂x1m
. . . ∂
∂xsm
⎞⎠ . (6.42)
Theorem 7. (See A. Capelli [11].) If n =m = s, then
detcol
(
MY + diag(n − 1,n − 2, . . . ,1,0))= detcol(M)detcol(Y ). (6.43)
And more generally (n,m, s are arbitrary) the following Cauchy–Binet formulae hold true.
Let I = (i1 < i2 < · · · < ir), J = ( j1, . . . , jr), be two multi-indexes ia  n, ja  s, r  n, s. Then
detcol
(
(MY )I J + diag(r − 1, r − 2, . . . ,1,0)
)= ∑
L=(l1<l2<···<lr)
detcol(MIL)det
col(YL J ). (6.44)
Recently the following unexpected and general result which includes the Capelli identity as a
particular case has been obtained. It concerns matrices satisfying certain commutation condition:
Deﬁnition 10. Let us say that two matrices M, Y of size n × m and m × s respectively satisfy the
Caracciolo–Sportiello–Sokal condition (CSS-condition for brevity), if the following is true:
[Mij, Ykl] = −δ jk Q il, (6.45)
for some elements Q il .
In words: elements in jth column of M commute with elements in kth row of Y unless j = k, and
in this case commutator of the elements Mik and Ykl depends only on i, l, but does not depend on k.
(See [12] formula (1.14), noticing that our matrix Y is the transpose to their matrix B).
Theorem 8. (See [12, Proposition 1.2′ , page 4].) Let M be an n ×m Manin matrix, and Y be an arbitrary (not
necessarily Manin)m × s matrix that satisfy the CSS-condition (10). Then n =m = s,
detcol
(
MY + Q diag(n − 1,n − 2, . . . ,1,0))= detcol(M)detcol(Y ), (6.46)
where matrix Q matrix with elements Q ij .
More generally for arbitrary n,m, s the following Cauchy–Binet formulae holds true. Let I = (i1 < i2 <
· · · < ir), J = ( j1, . . . , jr), be two multi-indexes ia  n, ja  s, r  n, s. Then:
detcol
(
(MY )I J + Q I Jdiag(r − 1, r − 2, . . . ,1,0)
)= ∑
L=(l1<l2<···<lr)
detcol(MIL)det
col(YL J ). (6.47)
Proof. Let us show that CSS-theorem naturally arises from our Theorem 6. To do this we need to
check that Conditions 1 and 2 are veriﬁed. To this end, let us recall the notations: ψi are Grassmann
variables (i.e. ψ2i = 0,ψiψ j = −ψ jψi); ψi commute with Mij and Ykl . By ψMi we denote
∑
k ψkMki
(see Notation 2).
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∀p, j ∃ψ Qj ∈ K ⊗ Λ[ψ1, . . . ,ψn]:
∑
l=1,...,m
ψMl
[
Ylj,ψ
M
p
]= ψMp ψ Qj . (6.48)
Now we can observe that simplest and most natural way to obtain that
∑
l ψ
M
l Al (for some Al ∈ K)
be proportional to ψMp is clearly to require that Al = δlp Bl . So let us require that there exists ψ Qj such
that:
[
Ylj,ψ
M
p
]= δlpψ Qj . (6.49)
Lemma 19. Condition (6.49) is exactly equivalent to the CSS-condition (6.45).
Thus the CSS-condition implies that Condition 1, (6.4) is satisﬁed for the matrices M, Y .
Now, an unexpected fact holds true:
Lemma 20. The CSS-condition automatically implies that Condition 2 (6.6) is also satisﬁed, that is ψMi and
ψ
Q
j anticommute.
Proof. If n = 1, then 0 = ψMi ψ Qj = −ψ Qj ψMi , so anticommutativity holds by trivial reasons. Assume
n > 1, take: l = i and use use (6.49): ψ Qi = [Ylj,ψMl ]:
ψMi ψ
h
j + ψhj ψMi = ψMi
[
Ylj,ψ
M
l
]+ [Ylj,ψMl ]ψMi (6.50)
= ψMi YljψMl − ψMi ψMl Ylj + YljψMl ψMi − ψMl YljψMi
= use (6.49): [ψMi , Ylj]= 0 when i = l (6.51)
= YljψMi ψMl − ψMi ψMl Ylj + YljψMl ψMi − ψMl YljψMi . (6.52)
By Proposition 1 the ψMi anticommute, so the term Yljψ
M
i ψ
M
l + YljψMl ψMi cancel each other, and
so we can rewrite (6.50) as
ψMi ψ
h
j + ψhj ψMi = −ψMi ψMl Ylj − ψMl YljψMi . (6.53)
By Manin’s property (Proposition 1) the ψMi ’s anticommute, so we can transform the last relation
into
ψMl ψ
M
i Ylj − ψMl YljψMi = ψMl
[
ψMi , Ylj
]= 0, (6.54)
once again thanks to (6.49) with i = l. The lemma is proved. 
Thus the CSS-condition implies both conditions in our Theorem 6, and hence the CSS theorem can
be deduced from Theorem 6 above. 
Example 8. It is easy to see that for arbitrary functions f i j(x11, . . . , xnm) the matrices below satisfy
the CSS-condition:
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⎛⎝x11 . . . x1m. . . . . . . . .
xn1 . . . xnm
⎞⎠ , Y =
⎛⎝ ∂∂x11 + f11(xij) . . . ∂∂xn1 + fn1(xij). . . . . . . . .
∂
∂x1m
+ f1m(xij) . . . ∂∂xnm + fnm(xij)
⎞⎠ , (6.55)
and so we can apply the theorem for them.
Remark 27. It is obvious that the Capelli identity is a particular case of the CSS-theorem. The ﬁrst one
has been widely studied and generalized (see R. Howe and T. Umeda [56] for classical reference on the
subject, and [12] for quite a complete list of references), however, all the generalizations have been
related with the Lie algebras, super algebras, quantum groups. It seems it was widely believed that
such an identity is intimately related to these in a sense exceptional structures. CSS-theorem shows
that it is not true, it is actually a particular case of the more general statement about noncommutative
matrices, which actually has nothing to do with Lie algebras or whatever. Let us also remark that [16],
Section 4.3.1, contains a very simple proof of the Capelli identity and actually of its generalization
E. Mukhin, V. Tarasov, A. Varchenko [87] based on the Schur complement theorem for Manin matrices.
Remark 28. The CSS conditions can also be reformulated with the help of matrix notations:
[M ⊗ 1,1⊗ Y ] = −(Q ⊗ 1)P = −P (1⊗ Q ), (6.56)
where P is the permutation operator: P (a ⊗ b) = b ⊗ a. However, here we will not explicitly use this
property. The Matrix (or Leningrad) notations are discussed in Section 8.
6.4. Turnbull–Caracciolo–Sportiello–Sokal case
In 1948 Turnbull [111] proved a Capelli-type identity for symmetric matrices, D. Foata and D. Zeil-
berger [37] gave a combinatorial proof of this identity. S. Caracciolo, A. Sportiello, A. Sokal [12],
Proposition 1.4, proposed a generalization of this result as well. Here we will deduce it from our
Theorem 6.
Consider the polynomial algebra C[xij], and the symmetric matrices:
M =
⎛⎜⎜⎜⎝
x11 x12 x13 . . . x1n
x12 x22 x23 . . . x2n
x13 x23 x33 . . . x3n
. . . . . . . . . . . . . . .
x1n x2n x3n . . . xnn
⎞⎟⎟⎟⎠ , Y =
⎛⎜⎜⎜⎜⎜⎝
∂
∂x11
∂
∂x12
∂
∂x13
. . . ∂
∂x1n
∂
∂x12
∂
∂x22
∂
∂x23
. . . ∂
∂x2n
∂
∂x13
∂
∂x23
∂
∂x33
. . . ∂
∂x3n
. . . . . . . . . . . . . . .
∂
∂x1n
∂
∂x2n
∂
∂x3n
. . . ∂
∂xnn
⎞⎟⎟⎟⎟⎟⎠ . (6.57)
Theorem 9. (See H.W. Turnbull [111].)
detcol
(
MY + diag(n − 1,n − 2, . . . ,1,0))= detcol(M)detcol(Y ). (6.58)
Deﬁnition 11. Let us say that matrices M and Y satisfy the Turnbull–Caracciolo–Sportiello–Sokal con-
dition (TCSS-condition for brevity), if the following is true:
[Mij, Ykl] = −h(δ jkδil + δikδ jl), (6.59)
for some element h.
This means that the elements Mij commute with all elements of Y except for elements Yik and Yki ,
and this non-zero commutator is equal to −h, for some element h. (See [12], formula (1.25); our M
is their A and our Y is their B).
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∀i, j,k, l: [Mij,Mkl] = 0), M and Y satisfy the TCSS-condition above. Then:
∀i, j: [Mij,h] = 0. (6.60)
Indeed, let us consider Mij , and pick Mab such that (i j) = (ab) and (i j) = (ba) (this is possible
since n > 1). Then h = [Yab,Mab], by TCSS-condition [Mij, Yab] = 0 and by assumption [Mij,Mab] = 0,
so [Mij,h] = [Mij, [Yab,Mab]] = 0.
Theorem 10. (See [12, Proposition 1.4].) Assume M is an n × n symmetric matrix with commuting entries,14
Y is n × p matrix (not necessarily Manin), and matrices M and Y satisfy TCSS-condition. Then:
If n = p,
detcol
(
MY + h diag(n − 1,n − 2, . . . ,1,0))= detcol(M)detcol(Y ). (6.61)
For arbitrary n,o, more generally the following Cauchy–Binet formulae holds true. Let I = (i1 < i2 <
· · · < ir), J = ( j1, . . . , jr), be two multi-indexes ia  n, ja  n, r  n, p. Then:
detcol
(
(MY )I J + h diag(r − 1, r − 2, . . . ,1,0)
)= ∑
L=(l1<l2<···<lr)
detcol(MIL)det
col(YL J ). (6.62)
Proof. We will deduce the theorem above from our Theorem 6. To do this we need to check Con-
ditions 1 and 2. Let us recall the notations: ψi are Grassmann variables (i.e. ψ2i = 0, ψiψ j = −ψ jψi)
and ψi commute with Mij and Ykl . By ψMi we denote
∑
k ψkMki (see Notation 2).
From the TCSS-condition above we see that:
[
Ylj,ψ
M
p
]= δlphψ j + δ jphψl. (6.63)
Let us look at Condition 1, (6.4):∑
l=1,...,n
ψMl
[
Ylj,ψ
M
p
]= ∑
l=1,...,n
ψMl (δlphψ j + δ jphψl) (6.64)
We preliminary observe that, for any symmetric matrix M (not necessarily a Manin matrix):∑
l=1,...,n
ψlψ
M
l = 0. (6.65)
Indeed,
∑
l=1,...,n ψlψMl =
∑
l=1,...,n
∑
j=1,...,n ψlψ jM jl =
∑
l< j ψ jψl(M jl − Mlj) = 0.
In our case ψi and ψMj anticommute so the sum
∑
l=1,...,n ψMl δ jphψl is zero. Then (6.64) becomes
=
∑
l=1,...,n
ψMl δlphψ j = ψMp hψ j. (6.66)
Hence Condition 1, (6.4) is satisﬁed for ψ Qj = hψ j .
14 We could require M to be a Manin matrix, but for the ﬁeld of characteristic not equal to 2, a symmetric Manin matrix is
matrix with commuting entries.
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that h, commute with Mij , by deﬁnition ψMp =
∑
k ψkMkp , where ψi commute with Mkl . These implies
Condition 2, for n > 1.
Hence our Conditions 1, 2 are satisﬁed. Applying Theorem 6 we obtain the theorem above for
n > 1. Since for n = 1 the theorem above is the tautology M11Y11 = M11Y11, the theorem is fully
proved. 
6.5. Generalization to permanents
We have seen that the identity above has a natural formulation and proof in terms of the Grass-
mann algebra, so we can also look for similar result for the algebra of polynomials, since both algebras
play an equal role in the deﬁnition of Manin matrices. Here we will brieﬂy discuss some analogs for
permanents of the theorems above. Since proofs are absolutely similar we will give only the formu-
lations and some key comments. One can actually consider the case of super-Manin matrices and
then both cases of determinants and permanents are the particular cases of it, but we do not want to
overload the text going into the super-theory.
6.5.1. Preliminaries
Deﬁnition 12. Let us recall that the column permanent of a square n × n matrix A is:
percolA =
∑
σ∈Sn
Aσ (1)1Aσ (2)2 . . . Aσ (n)n, (6.67)
i.e. in the product Aσ(1)1Aσ(2)2 . . . Aσ(n)n we ﬁrst take elements from the ﬁrst column, than the sec-
ond, and so on and so forth. Here Sn is the permutation group of n letters.
Remark that the deﬁnition of permanent is absolutely similar to that of the determinant, without
the sign factors given by the parity of the permutation.
Let A be an n ×m matrix. Consider multi-indexes I = (i1, . . . , ir1 ), J = ( j1, . . . , jr2). Let us recall
(Notation 1) that we denote by AI J the following r × r matrix:
(AI J )ab = Aia jb . (6.68)
In formulas below it will be necessary to use the following normalized version of the permanents.
Deﬁnition 13. Let A be an n ×m matrix over some (not necessarily commutative ring); let I = (i1 
· · ·  ir), J = ( j1, . . . , jr), ∀a: ja m be multi-indexes (we do not require ordering nor ja = jb). Let
us call normalized column permanent the quantity: permcolnorm(AI J ) the following:
permcolnorm(AI J ) =
1
(2!)n2(3!)n3 . . .perm
col(AI J ), (6.69)
where np is deﬁned as follows: np = v , means that some numbers a1, . . .av enter the sequence I with
multiplicity exactly p.
For example for I = (i1, i1, i2, i2, i3, i3, i3) the factor will be (2!)2(3!). Note that multiplicities in J
do not enter the normalization of the permanent.
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permcolnorm(A(11)(11)) =
1
2!perm
col
(
A11 A11
A11 A11
)
= 1
2
(A11A11 + A11A11) = (A11)2, (6.70)
more generally: permcolnorm(A(aa...a)(bb...b)) = (Aab)r . (6.71)
Notation 3. Consider some elements x1, . . . , xn and an n × o matrix A, for brevity we denote by xAi
the element
∑
k=1,...,n xk Aki , i.e. just the application of the matrix A to row-vector (x1, . . . , xn):
(
xA1 , . . . , x
A
m
)= (x1, . . . , xn)A. (6.72)
The lemma below is quite obvious. It is an analogue of Lemma 15 for Grassmann variables and
determinants.
Lemma 22. Consider commuting variables xi , i = 1, . . . ,n and an n × m matrix A; multi-index J =
( j1, j2, . . . , jr) is arbitrary (i.e. it is not assumed that ja = jb , nor ja < jb). Assume that xi commute with
Akl . Then:
xAj1x
A
j2
. . . xAjr =
∑
L=(l1l2l3···lrn)
xl1xl2 . . . xlrperm
col
norm(AL J ). (6.73)
Dropping the assumption [xi, Akl] = 0 we can write the equality in the following way:
∑
I=(i1,...,ir : 1iam)
xi1xi2 . . . xir Ai1 j1 Ai2 j2 . . . Air jr =
∑
L=(l1l2l3···lrn)
xl1xl2 . . . xlrperm
col
norm(AL J ).
(6.74)
It implies the formula for the expansion of the column permanent with respect to the ﬁrst column:
∑
l1=1,...,n
xl1
∑
L−=(l2l3···lrn)
xl2 . . . xlr Al1 j1perm
col
norm(AL− J−)
=
∑
L=(l1l2l3···lrn)
xl1xl2 . . . xlrperm
col
norm(AL J ), (6.75)
where J− = ( j2, j3, . . . , jr).
6.5.2. Cauchy–Binet type formulas for permanents
Proposition 13 (Cauchy–Binet formula for permanents: ﬁrst case). Consider an m × n Manin matrix M and
an arbitrary m × o matrix Y , such that [Mij, Ykl] = 0. Consider an arbitrary multi-index J = ( j1, . . . , jr) and
ordered multi-index I = (i1  l2  · · · ir), ia  n. Then:
permcolnorm
((
MtY
)
I J
)= ∑
L=(l1l2···lr),lam
permcolnorm
((
Mt
)
I L
)
permcolnorm
(
(Y )L J
)
. (6.76)
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on.
Consider the polynomial algebra C[x1, . . . , xn], whose generators satisfy [xi,Mkl] = 0 and
[xi, Ykl] = 0. By (6.74):
xM
tY
j1
xM
tY
j2
. . . xM
tY
jr
=
∑
I=(i1i2i3···irn)
xi1xi2 . . . xirperm
col
norm
((
MtY
)
I J
)
, (6.77)
on the other hand, xM
tY
j =
∑
k x
Mt
k Ykj , and x
Mt
j commute by Manin’s property (Proposition 1), so again
by (6.74):
xM
tY
j1
xM
tY
j2
. . . xM
tY
jr =
∑
L=(l1l2l3···lr),lrm
xM
t
l1
xM
t
l2
. . . xM
t
lr
permcolnorm
(
(Y )L J
)= (6.78)
and again by (6.74):
=
∑
L=(l1l2l3···lr),lrm
∑
I=(i1i2i3···irn)
xi1xi2 . . . xirperm
col
norm
((
Mt
)
I L
)
permcolnorm
(
(Y )L J
)
.
(6.79)
Comparing (6.77) and (6.79) we come to the desired proposition. 
Now, let us weaken the condition of commutativity of the matrix elements Mkl and Yij , and as-
sume the following analogs of Conditions 1 and 2 ((6.4), (6.6)) of Section 6.1 considering:
Condition 1′ .
∀p, j ∃xQj ∈ K ⊗ C[x1, . . . , xn]:
∑
l=1,...,m
xMl
[
Ylj, x
M
p
]= xMp xQj , (6.80)
note that xQj does not depend on p.
As usual, denote by Q an n × s matrix corresponding to the elements xQi :
(
xQ1 , . . . , x
Q
s
)= (x1, . . . , xn)Q . (6.81)
Condition 2′ . xMi and x
Q
j commute:
∀i, j : xMi xQj = xQj xMi . (6.82)
Theorem 11. Assume M is m × n Manin matrix, Y is m × s matrix (not necessarily Manin), and matrices Mt
and Y satisfy conditions (6.80), (6.82) above. Then the following Cauchy–Binet formulae holds.
Let I = (i1  i2  · · · ir), J = ( j1, . . . , jr),15 be two multi-indexes ia  n, ja  s, r  n, s. Then:
15 Conditions ja < jb , ja = jb are not required.
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((
MtY
)
I J − Q I J diag(r − 1, r − 2, . . . ,1,0)
)
=
∑
L=(l1l2···lr),lrm
permcolnorm
((
Mt
)
I L
)
permcolnorm(YL J ). (6.83)
Here AI J is the matrix such that (AI J )ab = Aia jb , (see the Notation 1); Q is the matrix corresponding to the
elements xQi by formula (6.81) and elements x
Q
i arise in Condition 1
′ above; by diag(a1,a2, . . .) we denote
the diagonal matrix with ai on the diagonal.
Let us recall Deﬁnition 10 that two matrices M, Y of sizes n×m and m× p respectively satisfy the
CSS-condition if the following is true:
[Mij, Ykl] = −δ jk Q il, (6.84)
for some elements Q il .
Or “in words”: elements in jth column of M commute with elements in kth row of Y unless j = k,
and in this case commutator of the elements Mik and Ykl depends only on i, l, but does not depend
on k. (See [12] formula (1.14), our Y is transpose to their B).
Theorem 12. Assume n > 1. Assume M is an m× n Manin matrix, Y is m× s matrix (not necessarily Manin),
the and matrices Mt and Y satisfy the CSS-condition (6.84) above. Then the following Cauchy–Binet formulae
hold true.
Let I = (i1  i2  · · · ir), J = ( j1, . . . , jr), be two multi-indexes ia  n, ja  s, r  n, s. Then:
permcolnorm
((
MtY
)
I J − Q I Jdiag(r − 1, r − 2, . . . ,1,0)
)
=
∑
L=(l1l2···lr),lrm
permcolnorm
((
Mt
)
I L
)
permcolnorm(YL J ), (6.85)
where Q is the matrix with elements Q ij .
Let us also give an analogue of Lemma 23:
Lemma 23. For n > 1 the CSS-condition automatically implies xMi and x
Q
j commute (and hence that Condi-
tion 2′ is satisﬁed).
Remark 29. The theorem above holds true for n = 1 under the additional requirement
[M11, [M11, Y1i]] = 0.
Let us modify the TCSS-condition (6.59) for an antisymmetric matrix M . We impose the following
condition:
[Mij, Ykl] = −h(δ jkδil − δikδ jl), (6.86)
for some element h.
Or “in words”: the elements Mij commute with all elements of Y except with the elements Yik
and Yki , and these non-zero commutators are equal to ±h respectively, for some element h.
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∀i, j,k, l: [Mij,Mkl] = 0),16 Y is n × s matrix (not necessarily Manin), and that the matrices M and Y satisfy
TCSS-condition for antisymmetric matrices. Then the following Cauchy–Binet formulae hold true.
Let I = (i1  i2  · · · ir), J = ( j1, . . . , jr), be two multi-indexes ia  n, ja  n, r  n, s. Then:
permcolnorm
(
(MY )I J − h diag(r − 1, r − 2, . . . ,1,0)
)
=
∑
L=(l1l2···lr)
permcolnorm(MIL)perm
col
norm(YL J ). (6.87)
An analogue of Lemma 21 is the following:
Lemma 24. Take n > 2, and assume that M be an antisymmetric n × n matrix with commuting entries (i.e.
∀i, j,k, l: [Mij,Mkl] = 0), and that M and Y satisfy the TCSS-condition above. Then:
∀i, j: [Mij,h] = 0. (6.88)
Remark 30. The theorem above holds true for n = 2 also under the additional requirement
[M12,h] = 0.
An analogue of the relation (6.65) is the following:
Lemma 25. For any antisymmetric matrix M (not necessarily Manin matrix):
∑
l=1,...,n
xlx
M
l = 0. (6.89)
6.5.3. A Toy model
Let us provide a toy model for the identities above, which is actually a particular case of Theo-
rem 12 (in the case n = 1). The proof is extremely simple and it is actually a good illustration of the
proof of the main Theorem 6.
Proposition 14. Assume that some elements M and Y of the ring K satisfy the following condition:
[M, [M, Y ]] = 0, and denote by Q = [M, Y ]. Then for any r:
(
MY − (r − 1)Q )(MY − (r − 2)Q ) . . . (MY − Q )(MY ) = (M)r(Y )r . (6.90)
Proof. For r = 1 it is a tautology. Consider the left-hand side of the equality and by induction:
(
MY − (r − 1)Q )(MY − (r − 2)Q ) . . . (MY − Q )(MY ) = (MY − (r − 1)Q )(Mr−1Y r−1) (6.91)
(the formula above is analogous to (6.23) in the proof of the main theorem)
= MMr−1Y Y r−1 + M[Y ,Mr−1]Y r−1 − (r − 1)Q (Mr−1Y r−1) (6.92)
(the formula above is analogous to (6.25) in the proof of the main theorem).
16 We can require M to be a Manin matrix, but for the ﬁeld of characteristic not equal to 2, antisymmetric Manin matrix is
matrix with commuting entries.
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[
Y ,Mr−1
]= (r − 1)Q Mr−1 (6.93)
(the formula above is analogous to Lemma 16 in the proof of the main theorem).
Continuing the chain of equalities (6.92) we have:
= MMr−1Y Y r−1 + M(r − 1)Q Mr−1Y r−1 − (r − 1)Q (Mr−1Y r−1)= MMr−1Y Y r−1. (6.94)
It is right-hand side of the desired equality. The proposition is proved. 
Example 10.
(
∂zz − (r − 1)
)(
∂zz − (r − 2)
)
. . . (∂zz − 1)(∂zz) = ∂rz zr . (6.95)
Remark 31. Capelli identities related to permanents can be also found in S. Caracciolo, A. Sportiello,
A. Sokal [12], Proposition 1.5 (due to Turnbull), M. Nazarov [88], and A. Okounkov [93].17 Our result
is clearly different from the ﬁrst mentioned result while the relations with the others are not clear to
us at the moment.
7. Further properties
In this section we discuss other properties of commutative matrices which can be extended to the
case of Manin matrices. Some of them are new like the multiplicativity property of the determinant,
the relation of the determinant and the Gauss decomposition, conjugation to the second normal (also
called Frobenius, e.g. Wilkinson [65,116]) form. Other properties can be already found, somewhat
scattered, in the literature. We include them in order to provide a complete list of properties estab-
lished at the moment so far Manin matrices and to add some details, comments or different proofs
of these results.
7.1. Cayley–Hamilton theorem and the second normal (Frobenius) form
The Cayley–Hamilton theorem can be considered one of the basic results in linear algebra. It was
generalized in [16, Theorem 3] to the case of Manin matrices. Let us recall it and present some
corollary about conjugation to the second normal (Frobenius) form. Some bibliographic notes are in
Section 7.5.
Theorem 14. Let M be an n × n Manin matrix. Denote by σi, i = 0, . . . ,n the coeﬃcients of its characteristic
polynomial: detcol(t − M) =∑i=0,...,n(−1)iσitn−i . Then:
∑
i=0,...,n
(−1)iσiMn−i = 0, i.e. detcol(t − M)|right substitutet=M = 0. (7.1)
If Mt is a Manin matrix, then one can obtain a similar result, using left substitution and the row determi-
nant: detrow(t − M)|left substitutet=M = 0.
17 A. Okounkov considers immanants, i.e.
∑
σ∈Sn χ(σ )Aσ (1)1 Aσ (2)2 . . . Aσ (n)n , where χ is some character of the symmetric
group. Permanent and determinant are particular cases of the immanant for χ = 1 and χ = (−1)sgn(σ ) , respectively.
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(σi =∑1 j1<···< jin λ j1λ j2 . . . λ ji ). In general: σ1 = Tr(M), σn = detcol(M), σk = TrΛkM .
detcol(t − M) =
∑
i=0,...,n
(−1)iσitn−i
= tn + tn−1(−1)σ1 + tn−2(+1)σ2 + · · · + t(−1)n−1σn−1 + (−1)nσn. (7.2)
Proof. Proposition 6 shows that t − M admits a classical (left) adjoint matrix (M − t 1n×n)adj , such
that
(M − t 1n×n)adj(M − t 1n×n) = detcol(M − t 1n×n)1n×n, (7.3)
where, as usual, we denote by 1n×n the identity matrix of size n. The standard idea of proof is
very simple: we want to substitute M where t stands; the left-hand side of this equality vanishes
manifestly, hence we obtain the desired equality detcol(M − t 1n×n)|t=M = 0. The only issue we need
to clarify is how to substitute M into the equation and why the substitution preserves the equality.
Let us denote by Adjk(M) the matrices deﬁned by:
∑
k=0,...,n−1 Adjk(M)tk = (M − t 1n×n)adj . The
equality above is an equality of polynomials in the variable t:
(∑
k
Adjk(M)t
k
)
(M − t1n×n) =
∑
k
Adjk(M)Mt
k −
∑
k
Adjk(M)t
k+1
= detcol(M − t 1n×n) = (−1)n
∑
i=0,...,n
(−1)iσitn−i. (7.4)
This means that the coeﬃcients of ti of both sides of the relation coincide. Hence we can substitute
t = M in the equality, substituting “from the right”:
∑
k
AdjkMM
k −
∑
k
AdjkM
k+1 = (−1)n
∑
i=0,...,n
(−1)iσitn−i
∣∣∣
t=M . (7.5)
The left-hand side is manifestly zero, so we obtain the desired equality:
∑
i=0,...,n(−1)iσiMn−i = 0. 
Let us present a corollary on the conjugation of a Manin matrix to the so-called Frobenius normal
form.
Corollary 6. Let M be a n×n Manin matrix with elements in an associative ring K, and let σi, i = 0, . . . ,n be
the coeﬃcients of its characteristic polynomial, that is, detcol(t − M) =∑i=0,...,n(−1)iσitn−i .
Let v = (v1, . . . , vn) be a vector with elements in K such that ∀ k, l, vk commutes with σl , (this happens,
for instance, if vk ∈ C). Let, ﬁnally,
D =
⎛⎜⎜⎜⎜⎝
v
vM
vM2
. . .
vMn−1
⎞⎟⎟⎟⎟⎠=
⎛⎜⎜⎜⎜⎝
v1 . . . vn∑
i viMi1 . . .
∑
i viMin∑
i, j viMijM j1 . . .
∑
i, j viMijM jn
. . . . . . . . .
. . . . . . . . .
⎞⎟⎟⎟⎟⎠ . (7.6)
294 A. Chervov et al. / Advances in Applied Mathematics 43 (2009) 239–315Then it holds
DM = MFrobD, where
MFrob =
⎛⎜⎜⎜⎜⎝
0 1 0 0 . . . 0
0 0 1 0 . . . 0
. . . . . . . . . . . . . . . . . .
0 0 0 . . . 0 1
(−1)n+1σn (−1)nσn−1 (−1)n−1σn−2 . . . −σ2 σ1
⎞⎟⎟⎟⎟⎠ . (7.7)
Remark 33. In words, this corollary says that, under the commutativity conditions [vk, σ j] = 0, a
Manin matrix M can be conjugated to its normal Frobenius form. Before giving the proof of the
corollary let us remark the following. It is easy to see that an arbitrary matrix over a noncommutative
ring K which is which can be embed in a noncommutative ﬁeld can be conjugated in the form above.
(Indeed, this is equivalent to the fact that n + 1 vectors in a n-dimensional vector space are linearly
dependent over an arbitrary ﬁeld (no need of commutativity) and applying this fact to the vectors
v,Mv,M2, . . . ,Mnv one gets the claim. The coeﬃcients of linear dependence precisely appear in
the last row of the matrix MFrob .) However, in general the coeﬃcients of the linear dependence will
depend on the vector v and they are rational (not polynomial) functions of the matrix entries (that
is, they belong to the ﬁeld of fractions of K, but not to the original ring.) We notice that for Manin
matrices, the theorem holds in the same form as in the case of ordinary matrices.
Proof. By deﬁnition, the ith (i = 1, . . . ,n) row DM equals vMi . The same is true for the ﬁrst n − 1
rows ofMFrobD equals to vMi . One only needs to check the equality of the nth row. It equals
to vMn for DM and the Cayley–Hamilton theorem, together with the condition [vk, σl] = 0 pre-
cisely provide that the same expression appears in MFrobD . Indeed the nth row of MFrobD equals∑
l=0,...,n−1(−1)n−l+1σn−l vMl; thanks to the commutativity condition [vk, σl] = 0 we can rewrite it
as v(
∑
l=0,...,n−1(−1)n−l+1σn−lMl). By the Cayley–Hamilton theorem this equals to (vMn). The corol-
lary is proved. 
Example 11. Consider the 2× 2 case, with v = (0,1). Denote M = ( a b
c d
)
.
D =
(
0 1
c d
)
, MFrob =
(
0 1
−(ad − cb) a + d
)
, (7.8)
DM =
(
0 1
c d
)(
a b
c d
)
=
(
c d
ca + dc cb + d2
)
, (7.9)
MFrobD =
(
0 1
−(ad − cb) a + d
)(
0 1
c d
)
=
(
c d
ac + dc −(ad − cb) + ad + d2
)
(7.10)
=
(
c d
ac + dc cb + d2
)
= (use: ac = ca) =
(
c d
ca + dc cb + d2
)
. (7.11)
7.2. Newton and MacMahon–Wronski identities
The aim of this section is to generalize the Newton and MacMahon–Wronski identities to the case
of Manin matrices. As we shall see, they hold true exactly in the same form as in the commutative
case, which we herewith recall.
There are three basic families of symmetric functions in n variables:
1. σk =∑1i1<i2<···<ikn∏p=1,...,n λip , i = 1, . . . ,n; they are called the elementary symmetric func-
tions.
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3. Tk =∑p=1,...,n λkp , k > 0 – the so-called power sums.
They can be rewritten in the matrix language as follows:
σk = TrΛkM
( ∑
k=0,...,n
(−t)kσk = detcol(1− tM)
)
, (7.12)
Sk = Tr SkM, (7.13)
Tk = Tr
(
Mk
)
. (7.14)
Here M is a matrix with entries in C with eigenvalues λ1, . . . , λn . SkM is the symmetric tensor power
of M while ΛkM is the antisymmetric power.
Theorem. σk, Sk, Tk are related by the following set of identities for all k > 0:
MacMahon–Wronski: 0=
∑
l=0,...,k
(−1)l Slσk−l =
∑
l=0,...,k
(−1)lσk−l Sl, (7.15)
Newton: −(−1)kkσk =
∑
i=0,...,k−1
(−1)iσi Tk−i, (7.16)
Second Newton: kSk =
∑
i=0,...,k−1
Tk−i Si . (7.17)
Our main goal is to explain the following:
Claim. The formulas above hold true when M is a Manin matrix.
Remark 34. In the case of Manin matrices the order in products in the formulas above is important.
The MacMahon–Wronski identity has been ﬁrst obtained in S. Garoufalidis, T. Le, D. Zeilberger [39],
the Newton one in [16]. Here we will collect these results.
The identities above can be easily reformulated in terms of generating functions:
Corollary. Let M be a Manin matrix. Denote by σ(t), S(t), T (t) the following generating functions:
σ(t) =
∑
k=0,...,n
(−t)kσk = detcol(1− tM), (7.18)
S(t) =
∑
k=0,...,∞
tk Sk =
∑
k=0,...,∞
tk Tr SkM, (7.19)
T (t) =
∑
k=0,...,∞
tkTk+1 =
∑
k=0,...,∞
tk Tr
(
Mk+1
)= Tr M
1− tM . (7.20)
Then the relations between σl, Sl, Tl can be written as follows:
MacMahon–Wronski: 1= σ(t)S(t) = S(t)σ (t), (7.21)
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Second Newton: ∂t S(t) = T (t)S(t). (7.23)
Remark 35. In the commutative case the Newton identities can be reformulated in the other forms.
This might not be the case for Manin matrices, since, as we shall see in the sequel, for generic Manin
matrices we have:
detcol
(
eM
) = eTr(M) and (detcol(1+ M)) = eTr(ln(1+M)).
7.2.1. Newton identities
Let us recall the result of [16] and give a detailed proof. Bibliographic notes are in Section 7.5.
Theorem 15. Let M be n × n Manin matrix. Denote by σi, i = 0, . . . ,n coeﬃcients of its characteristic poly-
nomial: detcol(1− tM) =∑i=0,...,n(−t)iσi , conventionally, let σk = 0, for k > n. Then:
−∂tdetcol(1− tM) =
(
detcol(1− tM)) ∑
k=0,...,∞
tk Tr
(
Mk+1
)
(7.24)
⇔ ∀k 0 : −(−1)kkσk =
∑
i=0,...,k−1
(−1)iσi Tr
(
Mk−i
)
. (7.25)
If Mt is a Manin matrix, then ∂tdet
row(1− tM) = (1/t∑k=0,...,∞ tk Tr(Mk+1))(detrow(1− tM)).
Remark 36. Using the generating functions σ(t) = detcol(1− tM), T (t) = Tr M1−tM , one rewrites 7.24 as
−∂tσ(t) = σ(t)T (t). (7.26)
One can also rewrite it as: 1t ∂tdet
col(t − M) = (detcol(t − M))∑k=0,...,∞ Tr(M/t)k .
Remark 37. In the commutative case σi is ith elementary symmetric function of the eigenvalues
(
∑
j1<···< ji
∏
λ jk ). In general: σ1 = Tr(M),σn = detcol(M), σk = TrΛkM .
detcol(1− tM) =
∑
i=0,...,n
(−t)iσi . (7.27)
The formulae are identical in the Manin case, provided one pays attention to the order of terms:
σi Tr Mp if M is a Manin matrix, while Tr Mpσi if Mt is a Manin matrix.
Proof of Theorem 15. The proof of the theorem is somewhat a standard one. First we need the fol-
lowing simple lemma:
Lemma 26. Consider an arbitrary matrix M (i.e., not necessarily a Manin matrix), and deﬁne its adjoint matrix
Madj in the standard way as follows: Madjkl = (−1)k+ldetcol(M̂lk) where M̂lk is the (n−1)× (n−1) submatrix
of M obtained removing the lth row and the kth column. Then:
Tr(t + M)adj = ∂tdetcol(t + M).
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∂tdet
col(t + M) =
∑
i=0,...,n−1
(n − i)tn−1−i
∑
principal i×i submatrices K⊂M
detcol(K ), (7.28)
where a principal submatrix is the one formed by the elements obtained on the intersection of the
rows and columns labelled by the same set of indices j1, . . . , ji ,
Tr(t + M)adj =
∑
l=1,...,n
detcol ̂(t + M)ll
=
∑
l=1,...,n
∑
i=0,...,n−1
tn−1−i
∑
principal i×i submatrices K of M̂ll
detcol(K ). (7.29)
Clearly, any principal submatrix of M̂ll is a principal submatrix of M , so one has the same terms
in both sums. Moreover submatrices of size i appear as coeﬃcients of tn−1−i in both sums.
So we only need to observe that detcol(K ) for an i × i submatrix K enters with the same multi-
plicity in both sums. In the ﬁrst sum the multiplicity is manifestly n − i. Let us look at the second
sum. The principal submatrix of size i clearly is a submatrix of (n− i) principal submatrices ̂(t + M)ll ,
for example submatrix of size 1, say M11, is a submatrix of ̂(t + M)22, ̂(t + M)33, . . . , ̂(t + M)nn . So we
get that the desired coeﬃcient is n − i and the lemma is proved. 
Remark 38. The same arguments can be applied when dealing with the row-determinant, as well,
symmetrized determinant, and so on and so forth.
Let us ﬁnalize the proof of the theorem. We have the following chain of relations:
1/t
∑
k=0,...,∞
Tr
(
(−M/t)k)= Tr 1
t + M = via Cramer’s formula
= Tr((detcol(t + M))−1(t + M)adj)= (detcol(t + M))−1 Tr(t + M)adj
= By Lemma 26= (detcol(t + M))−1∂tdetcol(t + M). (7.30)
This identity gives the identities (7.25), i.e.
∀k 0: − (−1)kkσk =
∑
i=0,...,k−1
(−1)iσi Tr
(
Mk−i
)
, (7.31)
which in turn is equivalent18 to formula (7.24):
−∂tdetcol(1− tM) =
(
detcol(1− tM)) ∑
k=0,...,∞
tk Tr
(
Mk+1
)
. (7.32)
Theorem 15 on the Newton identities is thus proved. 
18 In the commutative case one can pass from (7.30) to (7.32) as follows. Substitute M = N−1 in (7.30) and use that
detcol(t + N−1) = detcol(Nt + 1)detcol(N−1), one gets: Tr NNt+1 = (detcol(Nt + 1))−1detcol(N)detcol(N−1)∂tdetcol(Nt + 1) =
(detcol(Nt + 1))−1∂tdetcol(Nt + 1) changing N to −N one gets (7.32). The open question is whether detcol(t + N−1) =
detcol(Nt + 1)detcol(N−1) for Manin matrices as well.
298 A. Chervov et al. / Advances in Applied Mathematics 43 (2009) 239–315Remark 39. The case in which Mt is a Manin matrix can be treated in a similar way.
Example 12. It is instructive to explicitly perform the computation in the 2× 2 case. Let
M =
(
a b
c d
)
,
where M is a generic matrix (i.e. not necessarily a Manin matrix). We have:
Tr
(
M2
)− σ1 Tr(M) + 2σ2 (7.33)
= Tr
(
a2 + bc ab + bd
ca + dc cb + d2
)
− (a + d)2 + 2(ad − cb) (7.34)
= (a2 + bc + cb + d2)− (a2 + ad + da + d2)+ 2(ad − cb) (7.35)
= (bc) − (da) + (ad − cb) = [a,d] + [b, c], (7.36)
and, similarly,
Tr
(
M3
)− σ1 Tr(M2)+ σ2 Tr(M) = ([a,d] + [b, c])a + [c,a]b + [b,d]c.
Notice that −3σ3 does not appear in the last formula since σk = 0, for k > 2 for 2 × 2 matrices. We
see that Manin’s relations imply that the expressions above are zeroes.
A No-go fact. In the commutative case there is the well-known identity detcol(eN) = eTr N , which can
be readily seen by diagonalization of N . Substituting N = log(1− tM) one obtains: (detcol(1− tM)) =
eTr(ln(1−tM)) . Here we show that these identities do not hold in the case of Manin matrices; actually,
they do not hold even in more restrictive case of Cartier–Foata matrices.
Let us remark that in the commutative case the Newton identity
−∂tdetcol(1− tM) =
(
detcol(1− tM)) ∑
k=1,...,∞
Tr
(
t−1(Mt)k
)
easily follows from the identities above. Indeed, deriving the identity (detcol(1 − tM)) = eTr(ln(1−tM)) ,
with respect to t , one obtains:
∂t
(
detcol(1− tM))= Tr(ln′(1− tM))eTr(ln(1−tM)) = Tr(ln′(1− tM))(detcol(1− tM)). (7.37)
Using Tr(ln′(1− tM)) = −Tr(M(1− tM)−1), one arrives to
∂t
(
detcol(1− tM))= −Tr(M(t − M)−1)(detcol(1− tM)),
which is the Newton identity from Theorem 15 above.
One may try to argue in the opposite direction, but the crucial point is the commutativity which
is absent for Manin matrices, and was used in the ﬁrst equality of (7.37). So it is not guaranteed that
the exponential relations hold true in the general case of a Manin matrix, as indeed it is proven by
the next two counterexamples.
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M =
(
a b
c d
)
, (7.38)
and assume it is a Cartier–Foata matrix, that is, elements from different rows commute. Introduce a
formal scalar variable 	; clearly enough, 12×2 + 	M is again a Cartier–Foata matrix.
Fact.
detcol
(
exp(1+ 	M)) = exp(Tr(ln(1+ 	M))). (7.39)
Actually, the equality holds up to order 2, but not at order 3.
Proof. The coeﬃcient of 	3 in the left-hand side is equal to:
1
6
(
a3 + bca+ abc + bdc + cab + dcb + cbd + d3 (7.40)
+ 3acb + 3ad2 + 3a2d + 3bcd− 3cab − 3cbd− 3cab − 3dcb), (7.41)
while that on the right-hand side is 16 (a+d)3. In the Cartier–Foata case [a,d] = 0, so the difference is
given by:
1
6
(bca+ abc + bdc + cab + dcb + cbd (7.42)
+ 3acb + 3bcd − 3cab − 3cbd− 3cab − 3dcb) (7.43)
= 1
6
(bac + bcd − abc − bdc) = 1
6
([b,a]c + b[c,d]). (7.44)
Since pairs of elements a,b and c,d may be taken to generate free associative algebras and ar-
ranged to give a Cartier–Foata matrix, we see that this does not vanish. 
Counterexample 2. Consider M , 	 as above; then
detcol(1+ 	M) = eTr(ln(1+	M)). (7.45)
The equality holds up to order 2.
The proof of this fact goes exactly as that of Counterexample 1.
7.2.2. MacMahon–Wronski relations
For the sake of completeness let us brieﬂy discuss the so-called MacMahon–Wronski formula for
Manin matrices. It was ﬁrst obtained in [39]. In the language of symmetric functions this identity
relates the elementary and the complete symmetric functions. We will provide some more detailed
bibliographic notes in Section 7.5.
For an n × n-matrix M over a commutative ring the MacMahon–Wronski identity reads
1/detcol(1− M) =
∑
k=0,...,∞
Tr SkM, (7.46)
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it was mentioned before, Tr SkM is the complete symmetric function of the eigenvalues λi of M , i.e.
Sk =∑0i1,...,in: i1+···+in=k∏p=1,...,n λipp .
Theorem. (See [39].) The MacMahon–Wronski identity holds true for Manin matrices19 provided one deﬁnes
Tr SkM = 1/k!
∑
l1,...lk:1lin
permrow
⎛⎜⎜⎝
Ml1 l1 Ml1 l2 . . . Ml1 lk
Ml2 l1 Ml2 l2 . . . Ml2 lk
. . . . . . . . . . . .
Mlk l1 Mlk l2 . . . Mlk lk
⎞⎟⎟⎠ . (7.47)
We remark that the range of summation in this formula allows repeated indexes: li1 = li3 = · · · .
The permanent of a Manin matrix was deﬁned by formula 3.32 as follows:
permM = permrowM =
∑
σ∈Sn
∏
i=1,...,n
Mi σ (i). (7.48)
Due to the property that the permanent of a Manin matrix does not change under any permutation
of columns, one can rewrite the formula above with the summation without repeated indexes:
Tr SkM = 1/k!
∑
1l1···lkn
n1!n2! . . .nl!permrow
⎛⎜⎜⎝
Ml1 l1 Ml1 l2 . . . Ml1 lk
Ml2 l1 Ml2 l2 . . . Ml2 lk
. . . . . . . . . . . .
Mlk l1 Mlk l2 . . . Mlk lk
⎞⎟⎟⎠ , (7.49)
where ni is the set of multiplicities of the set (l1, . . . , lk), i.e. ni is multiplicity of the number i in the
set (l1, . . . , lk).
One sees that the deﬁnition of traces of symmetric powers is the same as in the commutative
case, with the proviso in mind to use row permanents.
As an immediate consequence of formula 7.46 we get
Corollary 7. For all p > 0 it holds
0 =
∑
l=0,...,p
(−1)l Slσp−l =
∑
l=0,...,p
(−1)lσp−l Sl, (7.50)
where Sk = Tr SkM and σk are the coeﬃcients of the characteristic polynomial detcol(1 − tM) =∑
l=0,...,n(−1)ltlσl .
Example 13. Let us explicitly write the relation: S2 − S1σ1 + σ2 = 0, for a 2× 2 matrix M =
( a b
c d
)
.
We have:
S1 = a + d, σ1 = a + d, σ2 = ad − cb, (7.51)
while
19 One can ﬁnd in [39] more general case of q-Manin matrices.
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2
(
perm
(
a a
a a
)
+ perm
(
a b
c d
)
+ perm
(
d c
b a
)
+ perm
(
d d
d d
))
(7.52)
= 1
2
(
2a2 + ad + bc + da + cb + 2d2) (7.53)
using only one Manin’s relation: [a,d] = [c,b]:
= (a2 + ad + bc + d2). (7.54)
Thus:
S2 − S1σ1 + σ2 =
(
a2 + ad + bc + d2)− (a + d)2 + ad − cb (7.55)
= (a2 + ad + bc + d2)− (a2 + ad + da + d2)+ ad − cb
= (bc) − (da) + ad − cb = [a,d] + [b, c] = 0. (7.56)
7.2.3. Second Newton identities
Theorem 16. Let M be a Manin matrix. Let Sk = Tr SkM be deﬁned by (7.47), S(t) =∑k=0,...,∞ tk Sk, and
T (t) =∑k=0,...,∞ tk Tr(Mk+1) = Tr M1−tM . Then the following identities hold:
∂t S(t) = T (t)S(t) ⇔ ∀k > 0: kSk =
∑
i=0,...,k−1
Tr
(
Mk−i
)
Si .
If Mt is a Manin matrix, similar formulas hold with the reverse ∂t S(t) = S(t)T (t), and the use of column-
permanents in formula (7.47).
Proof. The proof follows from the Newton and MacMahon–Wronski identities above. Indeed, with the
deﬁnition σ(t) = detcol(1− tM), the MacMahon–Wronski identities read
σ(t) = S(t)−1,
while the Newton identities read −∂tσ(t) = σ(t)T (t). Substituting −∂tσ(t) = −∂t S(t)−1 =
+S(t)−1(∂t S(t))S(t)−1, we get
S(t)−1
(
∂t S(t)
)
S(t)−1 = S(t)−1T (t),
and hence ∂t S(t) = T (t)S(t). 
7.3. Plücker relations
Here we recall the simplest version of the Plücker identities for Manin matrices (see [76]). They
actually follow immediately from the coaction characterization of Manin matrices (Proposition 1,
page 249). We will provide some bibliographic notes on various noncommutative Plücker coordinates
in Section 7.5.
Proposition 15. Consider a 2 × 4 matrix A, assume At is a Manin matrix, and let πi j be the minors made
from the ith and jth columns (minors are calculated as row-determinants, since At is a Manin matrix, rather
than A). Then:
(π12π34 + π34π12) − (π13π24 + π24π13) + (π14π23 + π23π14) = 0. (7.57)
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C[ψ1, . . . .,ψ4], and the variables ψ˜1, ψ˜2 deﬁned as:
(
ψ˜1
ψ˜2
)
= A
⎛⎜⎜⎝
ψ1
ψ2
ψ3
ψ4
⎞⎟⎟⎠ . (7.58)
It is clear that ψ˜1 ∧ ψ˜2 =∑i< j πi jψi ∧ ψ j By Proposition 1 ψ˜1, ψ˜2 are again Grassmann variables, so
(ψ˜1 ∧ ψ˜2)2 = 0. Writing this equation explicitly one arrives at the Plücker relations (7.57). 
7.4. Gauss decomposition and the determinant
Here we show that the determinant of a Manin matrix can be expressed via the diagonal part of
the Gauss decomposition exactly in the same way as in the commutative case.
Proposition 16. Let M be a Manin matrix, assume it can be factorized into Gauss form:
M =
⎛⎜⎝1 xαβ. . .
0 1
⎞⎟⎠
⎛⎜⎝y1 0. . .
0 yn
⎞⎟⎠
⎛⎜⎝ 1 0. . .
zβα 1
⎞⎟⎠ . (7.59)
Then
detcol(M) = yn . . . y1. (7.60)
Analogously for
M =
⎛⎜⎝ 1 0. . .
x′αβ 1
⎞⎟⎠
⎛⎜⎝y
′
1 0
. . .
0 y′n
⎞⎟⎠
⎛⎜⎝1 z
′
βα
. . .
0 1
⎞⎟⎠ , (7.61)
it is true:
detcol(M) = y′1 . . . y′n. (7.62)
Example 14.
M =
(
a b
c d
)
=
(
1 bd−1
0 1
)(
a − bd−1c 0
0 d
)(
1 0
d−1c 1
)
, (7.63)
detcol(M) = ad − cb = d(a − bd−1c), (7.64)
M =
(
a b
c d
)
=
(
1 0
ca−1 1
)(
a 0
0 d − ca−1b
)(
1 a−1b
0 1
)
, (7.65)
detcol(M) = ad − cb = a(d − ca−1b). (7.66)
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it is true that yk = |M(k)|kk , where M(k) is the submatrix of M with k,k + 1,k + 2, . . . ,n rows and
columns, and |N|kk is quasideterminant, which is by deﬁnition inverse to a corresponding element
of N−1. By Cramer’s formula (see Proposition 6) |M(k)|kk = (detcol(M(k))−1detcol(M(k+1)))−1, hence
straightforward multiplication and cancellation gives the desired result.
The same arguments for the second equality (see I. Gelfand, S. Gelfand, V. Retakh, R. Wilson [45,
Theorem 4.9.7]). 
Remark 40. We are not discussing applications to integrability in this paper. However, let us mention
that the result applied to the Yangian generating matrix e−∂z T (z) (which is a Manin matrix) gives the
useful fact relating the qdetcol(T (z)) and the diagonal of the Gauss decomposition.
7.5. Bibliographic notes
The Cayley–Hamilton theorem. The Cayley–Hamilton-like theorems for noncommutative matrices are
an object of numerous papers. Enough to say that “Cayley–Hamilton” occurs 179 times during the
MathSciNet search. There are also some similar theorems in non-matrix settings. A.J. Bracken and
H.S. Green [8,52] found the ﬁrst examples of related identities for classical semisimple Lie alge-
bras. The subject was further developed in subsequent papers by Australian group (see, e.g. [48,
90]). This type of identities plays an important role in applications (e.g. [60,73]). M. Gould, R. Zhang,
A. Bracken [51] (see formula 29, page 2300) extended results to Uq(g) for semisimple g , see also [50].
H. Ewen, O. Ogievetsky, and J. Wess [29, Section 4, Lemma 4.1], contains CH identity for Fun(GLp,q(2)).
M. Nazarov and V. Tarasov [89] (see also [79, Section 4.3, page 37], [81]) found new approach to
Bracken–Green type identities via the Yangian and relation with the Capelli determinant was under-
stood. A. Kirillov [65] (see also [101]) generalized the CH identities related to U (gl(n)). T. Umeda
[112, Section 3, page 3174], and M. Itoh [59] gave another more direct approach to CH theorem
for semisimple Lie algebras and generalizations. I. Kantor, I. Trishin [61] (see also [114]) considered
the case of super-matrices. A comprehensive study of Cayley–Hamilton and related identities was at-
tempted in D. Gurevich, A. Isaev, O. Ogievetsky, P. Pyatov, P. Saponov papers [53,97]. A non-trivial
character of these identities (in general) is that instead of the matrix power Mk one considers the
so-called quantum matrix powers introduced ﬁrst by J.-M. Maillet [74]. This quantum powers are
important from the point of view of quantum integrable systems since their traces provide the com-
muting elements (integrals of motion), while the traces of usual powers do not commute in general.
In all these papers the CH theorem states the linear dependence of power (or quantum powers) of
matrices where coeﬃcients of linear dependence are elements from the basic ring. Another version of
CH theorem was proposed by J.J. Zhang [118] for the case of quantum group Funq(GLn). In this paper
the coeﬃcients of linear dependence are diagonal matrices, with different (in general) elements on
the diagonal, but they are not elements of the ground ring like in theorems above.
A quasideterminant version of the CH theorem and the Capelli formula has appeared in [42] (for
matrices with coeﬃcients in an arbitrary ring). gln-case was detailed in [44, Section 8.6, page 96]. The
paper by O. Ogievetsky, A. Vahlas [91] compares the two formulations of the CH theorem (for quan-
tum and for usual powers). The ﬁrst formulation is more useful from the point of view of integrable
systems.
There are also works of more ring theoretic spirit. C. Procesi [96] proves that an appropriate ver-
sion of CH identity in ring K with a trace is necessary and suﬃcient condition for existence of embed-
ding of K into matrices Mat(C), where C is commutative ring. The paper J. Szigeti [107] discusses an-
other generalization of CH theorem for rings K such that ∃n: ∀x1, . . . , xn: [x1[x2 . . . [xn−1, xn] . . .]] = 0,
his result states that there exists a polynomials χn such that χn(A) = 0 for any matrix A over K. (See
also M. Domokos [24] for developments and concrete examples.) In [108] the generalization to the
case of matrices with values in [R, R] is discussed.
The Newton identities. The identities for Manin matrices seems to appear ﬁrst in [16]. For some
other classes of matrices with noncommutative entries they can be found in I.M. Gelfand, D. Krob,
304 A. Chervov et al. / Advances in Applied Mathematics 43 (2009) 239–315A. Lascoux, B. Leclerc, V.S. Retakh, and J.-Y. Thibon [44], D. Gurevich, A. Isaev, O. Ogievetsky, P. Pyatov,
P. Saponov papers [53,97], T. Umeda [112], M. Ito [58], see also A. Molev [79], Section 4.1, page 36,
and bibliographic notes on page 43, [81], Section 7.1, for quantum matrices see M. Domokos, T.H.
Lenagan [25]. The Perelomov–Popov formulas [95] can also seen as a form of the Newton identities.
Applying the Newton identities above to the example deﬁned by the ﬁrst formula of (3.41), page 257,
one can probably derive these results.
The MacMahon–Wronski identity. As we have mention the identity for q-Manin matrices has been
discovered in S. Garoufalidis, T. Le, D. Zeilberger [39], (see also [28,36,68]). The most natural and sim-
ple proof based on Koszul duality has been obtained in Phung Hai, M. Lorenz [54]. For [98] quantum
group matrices RT T = T T R and some more general algebras the identity has been already known
in some form A. Isaev, O. Ogievetsky, P. Pyatov [57, page 9] (see also [53,97]). For some other non-
commutative matrices the identity is discussed in T. Umeda [113], where similar ideas on the Koszul
duality are used.
The Plücker coordinates. For generic noncommutative matrices quasi-Plücker coordinates were stud-
ied by I. Gelfand, V. Retakh [43, Section 2.1, page 9] (I. Gelfand, S. Gelfand, V. Retakh, R. Wilson [45,
Section 4, page 33]). Note that in the commutative case they are not the standard Plücker coordi-
nates, but their ratios. Quasi-Plücker coordinates were further studied in. A. Lauve [70]. It would be
interesting to clarify relations between Plücker coordinates above and quasi-Plücker ones.
Due to relations A. Berenstein, A. Zelevinsky [6] for the dual canonical (crystal) basis, the quantum
minors and relations between them for [98] quantum group matrices RT T = T T R are widely stud-
ied: [10,33,47,64,72,83,103,106]. But these important results are speciﬁc to RT T = T T R matrices, one
cannot expect that they hold true for more general class of Manin matrices. It might be natural to ask
whether any of the properties of q-Plücker coordinates survives in a “twicely” wider class of q-Manin
matrices? (Surely not all of them do.)
8. Matrix (Leningrad) form of the deﬁning relations for Manin matrices
In this section we present the deﬁning relations for Manin matrices in the matrix (Leningrad)
notations as well as some applications. Such notations are an almost universally used tool in the
theory of quantum groups and of quantum integrable system. We shall herewith frame the deﬁnition
and the main properties of Manin matrices within this formalism. The main beneﬁt is that some
formulas (e.g. the commutation relations between the generators) will be most compactly written.
Also, we will show how some of our statements can be conveniently translated and used in this
formalism.
At ﬁrst we shall collect some notions coming from the “Leningrad school”’s approach to these
issues. Then we shall consider the case of Manin matrices and ﬁnally give a few applications.
8.1. A brief account of matrix (Leningrad) notations
The notations are brieﬂy discussed in various texts, let us only mention L. Faddeev, L. Takhta-
jan [30], V. Chari, A. Pressley [14, Section 7.1C, page 222]. Here we provide deﬁnitions and examples.
Let K be an associative algebra over C. An n × n matrix A ∈ Matn[K] with entries Aij in a non-
commutative algebra K can be considered as an element:
A =
∑
i j
Ai j ⊗ Eij ∈ K ⊗Matn, (8.1)
where Eij are standard “matrix units”, i.e. those matrices whose (i, j)th element is 1, and all the
others are zero. Matn is an associative algebra of n × n matrices over C.
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A
1
= A ⊗ 1=
∑
i j
Ai j ⊗ Eij ⊗ 1n×n ∈ K ⊗Matn ⊗Matn, (8.2)
B
2
= 1⊗ B =
∑
i j
Bi j ⊗ 1n×n ⊗ Eij ∈ K ⊗Matn ⊗Matn, (8.3)
where 1n×n is identity matrix of size n × n. For further use, we notice that the permutation matrix
P ∈ Matn ⊗Matn , deﬁned by
P (ei ⊗ e j) = e j ⊗ ei, (8.4)
can be written as P =∑i j Ei j ⊗ E ji , and satisﬁes the properties:
P2 = 1, (8.5)
(A ⊗ 1)P = P (1⊗ A), (1⊗ A)P = P (A ⊗ 1). (8.6)
A crucial observation is that, in general (A ⊗ 1)(1 ⊗ B) = (1 ⊗ B)(A ⊗ 1), and all n4 commutators
between the elements Aij and Bkl are encoded in the expression [A ⊗ 1,1⊗ B]. Indeed,
[A ⊗ 1,1⊗ B] =
∑
i jkl
[Aij, Bkl] ⊗ Eij ⊗ Ekl ∈ K ⊗Matn ⊗Matn, (8.7)
(A ⊗ 1)(1⊗ B) =
∑
i jkl
Ai j Bkl ⊗ Eij ⊗ Ekl ∈ K ⊗Matn ⊗Matn, (8.8)
(1⊗ B)(A ⊗ 1) =
∑
i jkl
Bkl Ai j ⊗ Eij ⊗ Ekl ∈ K ⊗Matn ⊗Matn. (8.9)
8.1.1. Matrix (Leningrad) notations in 2× 2 case
It is useful to exemplify the matrix (Leningrad) notations by 2 × 2 examples. Although these no-
tions are standard, it might be convenient for the reader to reproduce them here.
Matn ⊗Matn can be identiﬁed with Matn2 , provided an order of basis elements ei ⊗ e j ∈ Cn ⊗Cn is
chosen. As it is customary, we order the basis in the tensor product C2 ⊗ C2 as e1 ⊗ e1, e1 ⊗ e2, e2 ⊗
e1, e2 ⊗ e2. Thus
A ⊗ 1=
⎛⎜⎜⎝
A11 0 A12 0
0 A11 0 A12
A21 0 A22 0
0 A21 0 A22
⎞⎟⎟⎠ , 1⊗ B =
⎛⎜⎜⎝
B11 B12 0 0
B21 B22 0 0
0 0 B11 B12
0 0 B21 B22
⎞⎟⎟⎠ , (8.10)
(A ⊗ 1)(1⊗ B) =
(
A11B A12B
A21B A22B
)
=
⎛⎜⎜⎝
A11B11 A11B12 A12B11 A12B12
A11B21 A11B22 A12B21 A12B22
A21B11 A21B12 A22B11 A22B12
A21B21 A21B22 A22B21 A22B22
⎞⎟⎟⎠ , (8.11)
20 All tensor products are taken over C.
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(
B A11 B A12
B A21 B A22
)
=
⎛⎜⎜⎝
B11A11 B12A11 B11A12 B12A12
B21A11 B22A11 B21A12 B22A12
B11A21 B12A21 B11A22 B12A22
B21A21 B22A21 B21A22 B22A22
⎞⎟⎟⎠ . (8.12)
The permutation matrix P = E11 ⊗ E11 + E12 ⊗ E21 + E21 ⊗ E12 + E22 ⊗ E22 reads
P =
⎛⎜⎜⎝
1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1
⎞⎟⎟⎠ . (8.13)
8.2. Manin’s relations in the matrix form
Here we present a basic lemma which encodes the deﬁnition of Manin matrices in matrix nota-
tions. All the commutation relations between Mij are encoded in one equation, whose form does not
depend on the size n of matrices. The lemma has been suggested to us by P. Pyatov.
Let M be a n × n matrix with elements in an associative algebra K over C.
Lemma 27. A matrix M is a Manin matrix iff any of the following equivalent formulas hold:
[M ⊗ 1,1⊗ M] = P [M ⊗ 1,1⊗ M], (8.14)
(1− P )
2
(M ⊗ 1)(1⊗ M) (1− P )
2
= (1− P )
2
(M ⊗ 1)(1⊗ M), (8.15)
(1+ P )
2
(1⊗ M)(M ⊗ 1) (1+ P )
2
= (M ⊗ 1)(1⊗ M) (1+ P )
2
, (8.16)
(1− P )(1⊗ M)(M ⊗ 1)(1+ P ) = 0. (8.17)
It should perhaps be noticed that (1− P )/2 and (1+ P )/2 are two orthogonal idempotents, namely
the antisymmetrizer and the symmetrizer.
Here we allowed ourselves some abuse of notations, denoting by 1 the identity matrix in Matn
(e.g. 1⊗ M) as well as the identity matrix in Matn ⊗Matn (e.g. 1± P ).
Letting P ∈ Matn ⊗ Matn be the permutation matrix P (a ⊗ b) = b ⊗ a, the formulas above are
equalities in the associative algebra K ⊗ Matn ⊗ Matn . Namely M ⊗ 1 is a shorthand notation for∑
i, j Mij ⊗ Eij ⊗ 1 and 1⊗ M is
∑
i, j Mij ⊗ 1⊗ Eij where Eij are standard “matrix units”.
Proof. Let us prove (1) ⇔ (M is a Manin matrix).
[M ⊗ 1,1⊗ M] =
∑
i, j,k,l
[Mij,Mkl] ⊗ Eij ⊗ Ekl, (8.18)
P [M ⊗ 1,1⊗ M] =
(∑
a,b
Eab ⊗ Eba
)(∑
i, j,k,l
[Mij,Mkl] ⊗ Eij ⊗ Ekl
)
(8.19)
=
(∑
a,b
∑
i, j,k,l
[Mij,Mkl] ⊗ Eab Eij ⊗ EbaEkl
)
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(∑
a,b
∑
i, j,k,l
[Mij,Mkl] ⊗ Eajδbi ⊗ Eblδak
)
(8.20)
=
( ∑
i, j,k,l
[Mij,Mkl] ⊗ Ekj ⊗ Eil
)
=
( ∑
i, j,k,l
[Mkj,Mil] ⊗ Eij ⊗ Ekl
)
. (8.21)
Thus [M ⊗1,1⊗M] = P [M ⊗1,1⊗M] is equivalent to [Mij,Mkl] = [Mkj,Mil], which is the deﬁnition
of Manin matrices, and (1) ⇔ (M is a Manin matrix) is proved.
To derive that the properties 1,2,3,4 are equivalent to each other is trivial use of the properties:
(M ⊗ 1)P = P (1⊗ M), (1⊗ M)P = P (M ⊗ 1). 
Corollary 8. Let M or Mt be a Manin matrix. Then:
[M ⊗ 1,1⊗ M]2 = 0. (8.22)
Proof. Let us consider M to be Manin matrix, the other case being similar.
[M ⊗ 1,1⊗ M] = P [M ⊗ 1,1⊗ M], let us square this equality: (8.23)
[M ⊗ 1,1⊗ M]2 = P [M ⊗ 1,1⊗ M]P [M ⊗ 1,1⊗ M], (8.24)
P [M ⊗ 1,1⊗ M]P = [PM ⊗ 1P , P1⊗ MP ] = [1⊗ M,M ⊗ 1] = −[M ⊗ 1,1⊗ M], (8.25)
so: [M ⊗ 1,1⊗ M]2 = −[M ⊗ 1,1⊗ M]2.  (8.26)
We will show below (see Corollary 29) the following:
Proposition 17. Let M be a two-sided invertible Manin matrix. Then
0= P[M1 −1,M2 −1][M1 ,M2 ] = P [M1 ,M2 ]M1 −1M2 −1[M1 ,M2 ]. (8.27)
It is actually equivalent to the theorem that the inverse to a two-sided invertible Manin matrix is
again a Manin matrix.
The following generalization of Lemma 27 has been discovered by A.Silantiev:
Proposition 18. Let M be an n × n Manin matrix. Then ∀m:
AmM
1
M
2
· · ·M
m
= AmM
1
M
2
· · ·M
m
Am, (8.28)
M
1
M
2
· · ·M
m
Sm = SmM
1
M
2
· · ·M
m
Sm, (8.29)
where we consider the tensor product K ⊗ Mat⊗mn , M
k
is
∑
i j Mij ⊗ 1 ⊗ · · · ⊗ Eij ⊗ 1 ⊗ · · · ⊗ 1, where Eij
stands on kth position. Sm, (Am) is (anti)-symmetrizer in (Cn)⊗m, i.e. permutation group Sm naturally acts on
(Cn)⊗m and Am is an image of
∑
σ∈Sm (−1)σ σ and Sm is an image of
∑
σ∈Sm σ under this action.
The proof will be provided in [20].
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Recall (see Section 3.1.1 page 248) that by a Poisson–Manin matrix we call a matrix with entries
in some Poisson algebra, such that the Manin relations {Mij,Mkl} = {Mkj,Mil} are satisﬁed by the
Poisson brackets between the corresponding elements.
Let us give a Poisson version of Lemma 27:
Lemma 28. A Matrix M is a Poisson–Manin matrix iff :
{M
1 ⊗, M
2
} = P {M
1 ⊗, M
2
}, (8.30)
while the matrix Mt is a Poisson–Manin matrix iff :
{M
1 ⊗, M
2
} = {M
1 ⊗, M
2
}P . (8.31)
Here we have used the matrix (Leningrad) notation {A1 ⊗, B2 } for the Poisson case, which is deﬁned
as follows:
{A
1 ⊗, B
2
} def= {Aij, Bkl} ⊗ Eij ⊗ Ekl. (8.32)
We have proved before (Theorem 1) that the inverse to a Manin matrix is again a Manin matrix,
under the condition that M be two sided invertible. Let us give a Poisson version of this theorem Its
proof shows, incidentally, the eﬃciency of matrix notations in calculations.
Theorem 17. Assume that M is an invertible Poisson–Maninmatrix; then M−1 is again Poisson–Maninmatrix.
Proof. Due to Lemma 28 above it is enough to prove that:
{
M
1 −1 ⊗, M
2 −1}= P{M1 −1 ⊗, M2 −1}. (8.33)
This can be achieved by the following straightforward calculation:
{
M
1 −1 ⊗, M
2 −1}= −M2 −1{M1 −1 ⊗, M2 −1}M2 −1 = M2 −1M1 −1{M1 ⊗, M2 }M1 −1M2 −1 (8.34)
using “Pyatov’s lemma” 28: {M
1 ⊗, M
2
} = P {M
1 ⊗, M
2
} we get: (8.35)
= M
2 −1M
1 −1P {M
1 ⊗, M
2
}M
1 −1M
2 −1 (8.36)
let us use that ∀ matrices A: A
1
P = P A
2
, A
2
P = P A
1
so we get: (8.37)
= PM
1 −1M
2 −1{M
1 ⊗, M
2
}M
1 −1M
2 −1
= for matrices with commutating elements A
1
B
2
= B
2
A
1
(8.38)
= PM
2 −1M
1 −1{M
1 ⊗, M
2
}M
1 −1M
2 −1 = P{M1 −1 ⊗, M2 −1}.  (8.39)
Let us ﬁnally mention a “curious” corollary, which arises if one uses the same arguments as above
in the noncommutative case (that is, not in the Poisson case) and also uses the established fact that
M−1 is again a Manin matrix.
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0= P[M1 −1,M2 −1][M1 ,M2 ] = P [M1 ,M2 ]M1 −1M2 −1[M1 ,M2 ]. (8.40)
9. Conclusion and open questions
Let us make concluding remarks and mention open problems.
In the present paper we considered a class of matrices with noncommutative entries and demon-
strated that most of the linear algebra properties can be transferred to this class. We refer to [12,16,
17,19,20,102] for applications and related issues.
The natural question is whether one can extend such theory to the other classes of noncommuta-
tive matrices. We already have proved results on q-analogs [20] and more general matrices appearing
in Manin’s framework, and we hope to publish this in some future. However what seems to be un-
clear – what can be applications of the “noncommutative endomorphisms” of general algebras, what
it can give for studies of Sklyanin algebras or Calabi–Yau algebras [46]?
Although Manin’s framework is quite general, it does not seem to cover all the examples of non-
commutative matrices which appear in applications and for which some sporadic interesting results
has been already obtained.
First class of examples comes from the theory of quantum integrability – almost all integrable
systems have Lax matrices, and so their quantum versions provides matrices with noncommutative
entries. We expect that linear algebra can be developed in all these cases and it will have important
applications [18]; however it is not so clear how to tackle this problem.
Moreover, related questions appear in quantum group and Lie algebra theory: gl(n)-related matri-
ces in the non-vector representations [65,101]; quantum groups for non-gl(n)-case; twisted current
algebras and twisted Yangians (e.g. [82]); reﬂection equation and more general quadratic algebras
L. Freidel and J.M. Maillet [38]. Let us mention quite an interesting matrix related to symmetric group
Sn appearing in M. Gould [49, page 1], and P. Biane [7] from completely different points of view, [49]
also contains generalizations to the more general ﬁnite groups.
The diversity of interesting noncommutative matrices suggest that it might natural not to work
case by case, but rather ask a general question: given a matrix with noncommutative entries is it
possible to understand whether its proper determinant does exist? If yes, how to develop linear alge-
bra?
So we see that there is a ﬁeld for the further research which concerns generalization of Manin
matrices. Let us ﬁnally mention some more concrete questions related to Manin matrices themselves.
9.1. Tridiagonal matrices and duality in Toda system
Let us recall a matrix identity for tridiagonal matrices and rise a question on its extension to Manin
matrices. The identity is very well known in integrability theory, and implies that the classical Toda
system has two different Lax representations: one by n × n matrices and another by 2 × 2 matrices.
In the language of integrability theory our question is about quantization of this identity.
Let us consider commutative variables xi and pi ; consider the following matrices:
Ln×n(v) =
⎛⎜⎜⎜⎜⎝
−p1 1 . . . 0 v−1ex1n
ex21 −p2 . . . 0 0
. . . . . . . . . . . . . . .
0 0 . . . −pn−1 1
v 0 . . . exn,n−1 −pn
⎞⎟⎟⎟⎟⎠ , x jk ≡ x j − xk, (9.1)
L2×2(u) =
(
u + pn −exn
e−xn 0
)(
u + pn−1 −exn−1
e−xn−1 0
)
. . .
(
u + p1 −ex1
e−x1 0
)
. (9.2)
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and is also known in the other ﬁelds of mathematical physics [84], Theorem 1 (there its generalization
for block tridiagonal matrices has been found).
Lemma 30. The following holds true:
(−1)n−1det(u − Ln×n(v))= v2 detcol(1− v−1L2×2(u)). (9.3)
Now consider the quantum case, i.e. consider noncommuting variables pˆi and xˆi , such that they
satisfy the Heisenberg standard commutation relations: [pˆi, xˆ j] = δi j , [pˆi, pˆ j] = [xˆi, xˆ j] = 0. Consider
the matrices L̂n×n(u), L̂2×2(u) deﬁned by the same formulas as above substituting xˆi for xi and
respectively pˆi for pi .
One can see directly (see also [16], Section 3.2), that
e−∂u L̂2×2(u) is a Manin matrix. (9.4)
Question. Is it possible to ﬁnd an appropriate deﬁnition for “det(u − L̂n×n(e∂u ))” such that:
(−1)n−1“det(u − L̂n×n(e∂u ))”=e2∂udetcol(1− e−∂u L̂2×2(u))? (9.5)
The matrix u − L̂n×n(e∂u ) does not seem to be related to Manin matrices at least in any simple
way. So solution to this problem may lead to the development of linear algebra for noncommutative
matrices beyond Manin’s case, which is highly desired.
Remark 41. For readers who are not familiar with Lax matrices let us add the following brief remark
(see also [16], Section 3). Lax matrices L(z) should satisfy several properties, perhaps the most basic
of which being that their characteristic polynomial detcol(λ − L(z)) =∑i j Hi j ziλ j should produce a
complete set of Liouville integrals of motion. This means that {Hij, Hkl} = 0 and any further integral
of motion is a function of Hij . Lax matrices have been found for the majority of integrable systems.
One integrable system may have several Lax matrices. Matrices L2×2(u), Ln×n(u) are such two ex-
amples of Lax matrices for the same system (the Toda classical integrable system). In the quantum
case it is quite natural to look for a kind of determinantal formula: “detcol(λˆ − L(zˆ))” to produce all
quantum integrals of motion: [Ĥi j, Ĥkl] = 0, and, possibly, to satisfy other important properties (see
[18]). Formula detcol(1− e−∂u L̂2×2(u)) is such a formula for quantum Toda system.
9.2. Fredholm type formulas
In the commutative case the following formulas can be found in [15]. Fredholm’s formulas for the
solution of an integral equation is a particular case of them [15, Section 4].
Let C[x1, x2, . . . , xn] be the algebra of polynomials. Let C(x1, x2, . . .) be the operator of multiplica-
tion by the polynomial C(x1, x2, . . .); Let A(∂x1 , ∂x2 , . . .) be a polynomial in the operators ∂x1 = ∂∂x1 ,
∂x2 = ∂∂x2 , . . . .
Conjecture 1. Consider n × n Manin matrix M , assume that [Mij, xk] = 0 and deﬁne its action on
C[x1, x2, . . . , xn] in a standard way: xi →∑ j Mijx j and M(xi1 . . . xik ) = M(xi1 ) . . .M(xik ). Then:
Tr
C[x1,x2,...,xn]
(
MA(∂x1 , ∂x2 , . . . .)C(x1, x2, . . .)
)
= ( Tr
C[x1,x2,...,xn]
M)
〈
A(∂x1 , ∂x2 , . . . .)
∣∣∣∣ 11− M C(x1, x2, . . .)
〉
. (9.6)
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(∂x1)
i1 . . . (∂xn)
in
∣∣(x1) j1 . . . (xn) jn 〉= δ j1i1 . . . δ jnin i1! . . . in!.
The trace of the operator M: C[x1, x2, . . .] → C[x1, x2, . . .] is the sum of diagonal elements in the
natural basis (x1)i1 (x2)i2 . . . (xk)ik .
Analog formulas are conjectured to hold for the anticommuting variables ξiξ j = −ξ jξi :
Conjecture 2.
Tr
Λ[ξ1,ξ2,...]
(
MA(∂ξ1 , ∂ξ2 , . . .)C(ξ1, ξ2, . . .)
)
= ( Tr
Λ[ξ1,ξ2,...]
M)
〈
A(∂ξ1 , ∂ξ2 , . . .)
∣∣∣∣ 11+ M C(ξ1, ξ2, . . .)
〉
. (9.7)
Corollary 9. Let v=∑k vkxk,w=∑k wk∂xk , C(ev) : C[x1, x2, . . . , xn] → C[x1, x2, . . . , xn] operator of mul-
tiplication on (ev) and A(ew) : C[x1, x2, . . . , xn] → C[x1, x2, . . . , xn] exponential of differentiation operator.
Then
TrC[x1,x2,...,xn](MA(ew)C(ev))
TrC[x1,x2,...,xn](M)
= e〈w| 11−M v〉 (9.8)
(see [15], Formula 3.4).
9.3. Tensor operations, immanants, Schur functions . . .
In the commutative case one can consider tensor powers V μ of V = Cn and corresponding tensor
powers Mμ of any matrix M , indexed by a Young diagram μ. Can one extend this to the case of
Manin matrices?
The obvious problem is the following: symmetric powers of a Manin matrix M can be deﬁned by
the right action on xi , while antisymmetric powers by the left action on ψi . So it is not clear whether
the natural way to mix left and right actions exists or not.
Schur functions S(λ1, . . . , λn) can be considered as traces Tr(Mμ), where λi are eigenvalues of M .
They satisfy plenty of relations. Can one generalize them to the case of Manin matrices? Tr(Mμ) are
written explicitly in terms of sum of principal μ-immanants of M (
∑
i1,i2,...
∑
σ∈Sn μ(σ )
∏
Mip ,σ (ip) ,
where μ(σ ) is a character of irrep of SN corresponding to Young diagram μ). The determinant and
permanent are particular cases of immanants. The problem above show up itself again: the permanent
was deﬁned by the row-expansion, while the determinant via column expansion. One can try to
consider symmetrized immanants. (For Manin matrices symmetrized-determinant equals to column-
determinant and symmetrized-permanent equals to row-permanent, since determinant (permanent)
behaves well under permutations of columns (rows)).
Progress in this question may be applied to quantum immanants theory by A. Okounkov, G. Ol-
shansky [92–94] (see also [81]) and to the related so-called “fusion” procedure in quantum integrable
systems theory (e.g. V. Kazakov, A. Sorin, A. Zabrodin [63], D. Gurevich, P. Pyatov, P. Saponov [53]) via
applications to examples of Manin matrices considered in [16].
Noncommutative Schur functions were proposed in [44]. Is this recipe related to symmetrized
(or whatever) immanants of Manin matrices? Can one relate these Schur functions to quantum
immanants from [92] via specialization to a Manin matrix deﬁned by the ﬁrst formula of (3.41)
page 257?
These questions seems to us quite important, but we have not analyzed them yet. Let us ﬁnally
list some more problems that might be of interest:
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are useful in symmetric function theory ([44] and references therein), but the natural co-product
for Manin matrices is different from that used therein.)
• Let us consider the algebra generated by Manin’s relations [Mij,Mkl] = [Mkj,Mil], and consider
the moduli space of all its k-dimensional representations (i.e. just the set of k × k matrices Aij
satisfying the relations above, modulo conjugation). It is some manifold (or orbifold)? What can
be said about it? That question might be of some interest since in a particular case it includes
the “commuting variety”: A, B : [A, B] = 0, which is a subject of intensive research.
• Concerning the algebra generated by Mij with the only relations [Mij,Mkl] = [Mkj,Mil], it seems
also little to be known. Are their left or right zero divisors? If no - can one embed it into some
ﬁeld of fractions? What is its Poincarè series with respect to the natural grading ?
• Recently some non-linear algebra of multi-index multi-matrices began to emerge [2], where
appropriate resultants play role of the determinant. It might be interesting to obtain some non-
commutative generalizations of their results in the spirit of the present paper.
• Can one successfully study properties of random Manin matrices?
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