Abstract. An elementary example shows that the number of zeroes of a component of a solution of a system of linear ordinary differential equations cannot be estimated through the norm of coefficients of the system.
y
(n) (t) + a 1 (t)y (n−1) (t) + ... + a n (t)y(t) = 0.
with continuous coefficients bounded on [α, β] ⊂ R: |a i (t)| ≤ C for some C ≥ 1.
Theorem 1 (see [3, 4] ). The number of isolated zeros of any solution of the equation (1) on [α, β] cannot exceed n − 1 + n ln 2 C|β − α|. An analog of this result for systems of ordinary differential equations (vector fields in space) would concern the number of isolated intersections between integral trajectories of the field and hyperplanes (and, more generally, hypersurfaces). Such result was proved in [3], see also [2] , for polynomial vector fields and algebraic hypersurfaces, and the bound for the number of isolated intersections is given in terms of the height (maximal magnitude of coefficients) of the polynomials in the right hand side of the system. Consider a system of polynomial ordinary differential equations of degree d in R n ,
and an algebraic hypersurface {P = 0}, where P = P (t, x) is another polynomial of the same degree.
Theorem 2 (see [2, 3] ). Assume that all coefficients of the system (2) are bounded by some constant C, |v ikα | ≤ C. Let γ(t) be an integral curve of this vector field lying entirely in the box B C = {|t| < C, |x i | < C} ⊂ R n+1 of the same size C. Then the number of isolated intersections between γ and {P = 0} can be at most
B , where B = B(n, d) is an explicit elementary function of d and n only, growing no faster than exp exp exp exp(4n ln d + O(1)) as d, n → ∞.
As it was remarked in [3], this result is nontrivial even for linear systemṡ
and linear hyperplanes { n 1 p i x i = 0}. In this case the box condition reduces to specifying the interval t ∈ [−C, C] and the height condition means that the norms of the matrix coefficients A k ∈ Mat n×n (R) are assumed to be bounded, A k ≤ C.
Corollary 3. The number of isolated zeros of any component of a solution for the linear system (3) on the interval [−C, C] admits an explicit upper bound in terms of C as above, uniformly over all solutions of this system.
Comparing these two theorems suggests the question whether the polynomiality condition in the second theorem can be relaxed and replaced, say, by the norm max i=1,...,n, (t,x)∈BC |v i (t, x)| or, in the case of the linear system (3), by max t∈[−C,C] A(t) . We show that this is impossible.
The example. We construct a linear 2 × 2-system (3) that is polynomial of an arbitrarily high degree 2d, but has the coefficient matrix A 
Its solution φ 1 = exp( a(t)dt) has no zeroes at all, but the derivative φ 2 =φ 1 = a(t)φ 1 has the same zeroes as a(t) and satisfies the equationφ 2 = (ȧ + a 2 )φ 1 . Consider now the linear systeṁ
2 )x 1 .
The curve γ = (φ 1 (t), φ 2 (t)) is a solution of this system and its second component has d zeroes on [−1, 1]. The coefficients of the system are bounded by 1 in the supremum norm on the interval [−1, 1]. The size of solution is irrelevant since the system is linear (in other words, we can multiply it by a constant so small that it will not leave the box B 1 for |t| ≤ 1). However, choosing d sufficiently large, we can obtain any number of zeroes. Remark 1. The same example also shows that one cannot extend estimates of the Theorem 1 to derivatives of the solution.
Actually, by choosing λ sufficiently small one can ensure that the coefficients of the constructed system are uniformly small in an arbitrarily chosen complex neighborhood of the real segment [−1, 1] . This shows that the bounds for oscillation around hyperplanes cannot be achieved in the spirit of [1] (in terms of the bounds for analytic coefficients in the complex domain) as well.
