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Abstract
In the ﬁeld of manufacturing engineering, process designers conduct numerical simulation experiments to observe the impact of varying input
parameters on certain outputs of a production process. The disadvantage of these simulations is that they are very time consuming and their results
do not help to fully understand the underlying process. For instance, a common problem in planning processes is the choice of an appropriate
machine parameter set that results in desirable process outputs. One way to overcome this problem is to use data mining techniques that extract
previously unknown but valuable knowledge from simulation results. Our research examines the use of such techniques within the ﬁeld of Virtual
Production Intelligence (VPI). This paper proposes a novel approach for applying machine learning models, namely classiﬁcation and regression
trees, to design a laser cutting process. The evaluation shows that the models accurately identify regions in the multidimensional parameter space
that increase the quality of the process (i.e. high cut quality). We implemented the models in the web-based VPI-platform, where the user is able
to gain valuable insights into the laser cutting process with the aim of optimizing it.
c© 2016 The Authors. Published by Elsevier B.V.
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1. Introduction
Nowadays, production companies in high-wage countries
face the challenge of meeting individual customer requirements
and rapidly changing market demands while keeping costs low.
Providing a reliable but eﬃcient production leads to growing
complexities in the production processes [1]. Production plan-
ning and scheduling requires a large amount of human infor-
mation processing and decision making. In particular in the
ﬁeld of manufacturing process planning, decisions involve the
consideration of the eﬀect of multidimensional parameters on
preselected criteria of the manufacturing process. For instance,
one common problem is the choice of an appropriate machine
parameter set that results in desirable process outputs (e.g. high
output quality or minimal energy consumption). Due to a high-
dimensional domain space, the relationships between interde-
pendent parameters and criteria is very diﬃcult to achieve. In
addition, they are very complex for the human mind to handle
at a time.
In order to handle these problems, process designers make use
of modern computational approaches for modeling and simu-
lating manufacturing processes. The conventional technique
is to perform several sets of simulation runs on the process,
whereas each individual simulation is characterized by a high-
dimensional set of parameters and several criteria [2]. The
problem is that revealing the whole process behavior requires
a very large number of time-consuming experiments. It is not
feasible to run full numerical simulations throughout the whole
parameter space at a reasonable computational cost. Because
of that, experimental simulation runs are performed by appro-
priate Design of Experiment (DoE) techniques as well as other,
experience-based procedures. Since simulations are based on
discrete sets of process parameters, they can only cover partial
aspects of the process and do not provide insights into the whole
process. This is essential when it comes to extract useful infor-
mation from the results and to understand the overall behavior
of the underlying manufacturing process.
There exist diﬀerent ways to cope with the computational
complexity for analyzing processes and simulation results. At
present, a paradigm shift is taking place towards a data driven
simulation analysis by the use of data mining techniques. Data
mining is the process of discovering interesting and yet un-
known knowledge in data by the application of machine-aided
algorithms [3]. In the context of manufacturing process plan-
ning, data mining models support the decision making pro-
cess of engineers and thus help to gain competitive advantages
of complex processes. Especially classiﬁcation and regression
techniques can identify process limits and reveal the impact of
certain process parameters on the output. Process designers can
use the gained knowledge to choose appropriate parameter sets
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for a given market demand (e.g. high quality output, process
speed). For this purpose, the data mining results need to provide
accurate insights in an intuitive way. Many existing solutions
involve black box approaches that make it diﬃcult to under-
stand and contextualize the ﬁndings. Hence, within the scope
of this paper, one key requirement is that the applied models are
interpretable for the user. In addition to that, they need to accu-
rately reﬂect the underlying manufacturing process and produce
reliable results. In order to fulﬁll these requirements, this paper
answers the following two research questions:
• How can data mining techniques in terms of classiﬁcation
and regression provide reliable decision support to opti-
mize a manufacturing planning process?
• What are the necessary steps of evaluation and visualiza-
tion to overcome the trade-oﬀ between interpretability and
accuracy of the models?
The paper is organized as follows: Section 2 presents the related
work. It brieﬂy introduces the data mining process, including
classiﬁcation and regression trees that are investigated. Fur-
thermore, it includes related work that deals with data mining
solutions in the context of manufacturing simulation. Section
3 describes the laser cutting process for sheet metal. It pro-
vides the use case for an exemplary application of classiﬁcation
and regression trees in section 4. The evaluation results pro-
vide answers to the stated research questions. Finally, section 5
summarizes the main issues of this paper and gives an outlook
on our future research.
2. Related work
2.1. Data Mining and Knowledge Discovery
In the narrow sense, data mining means the application of
machine learning techniques for extracting certain patterns in
data [4]. However, the solely application of algorithms does
not suﬃce for gaining knowledge from data. For this purpose,
diﬀerent process models have been developed to provide an
overview of essential steps that have to be taken for data min-
ing. A popular model that is widely used within the data mining
community is the process for knowledge discovery in databases
(KDD) [5]. Given that the relevant data is collected, the KDD
process basically consists of three large phases: pre-processing
(e.g. data cleaning and transformation), modeling, and model
evaluation (see Fig. 1). In a broader sense data mining is re-
ferred to be the knowledge discovery process that comprises all
of these steps.
The modeling step of the data mining process involves the ap-
plication of learning algorithms to reveal certain patterns. The
algorithms are used to solve various types of problems. In this
paper, two existing learning tasks are studied: classiﬁcation and
regression.
Classiﬁcation is based on the following idea: given a certain
problem domain, unknown relations can be identiﬁed on the
basis of existing observations. Classiﬁcation is used to learn a
so called classiﬁer on such a set of observations. It is applied
on data which has many records, input variables (i.e. character-
istics of records), and a categorical outcome variable (i.e. the
target class) [6]. Given such a data set, the purpose is to train a
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Fig. 1. Important steps of the knowledge discovery process [5]
model that analyzes the class label on the basis of the input vari-
ables. The found model can then be used to predict the classes
of further records whose classes are not known yet.
Regression is similar to classiﬁcation, but instead of a categor-
ical class, it estimates a numerical output value [3,6]. Thus,
regression is applied on numerical data only. Regression algo-
rithms are generally used to analyze the relationship between
a dependent variable (outcome) and several independent ones
(attributes).
Once a data mining model has been learned on a training set,
it is essential to evaluate its predictive performance on a sepa-
rate test set. In doing so, the predicted outcomes of a model are
compared with the real outcome of the test instances. Concern-
ing the classiﬁcation, the classiﬁcation accuracy is one of the
most widely used evaluation metrics [3].
Accuracy =
# correctly classi f ied instances
# all instances
(1)
There exist diﬀerent metrics to evaluate the predictive perfor-
mance of a numerical prediction. This paper proposes the mean
absolute error (MAE). The lower this error is, the better the
model predicts the output. Assuming that p1, . . . , pn are the pre-
dicted values of the test set and a1, . . . , an are the actual ones,
the MAE is calculated as follows [4]:
MAE =
|p1 − a1| + . . . + |pn − an|
n
(2)
Various classiﬁcation and regression models have been devel-
oped, each diﬀering in certain aspects (e.g. functionality, per-
formance, interpretability). In this paper, the main focus lies on
tree-based learning models. The reason is that, in contrast to
existing black-box models, they are understandable and inter-
pretable by the user. This is one of the main requirements for
the model. Furthermore, they reveal non-linear relationships
between the inputs and the output variable. A tree-based model
depicts a tree-structure which consists of a single root node,
several internal nodes, edges and leafs [3]. A node represents
a test on a certain attribute of the training set and thus divides
the set into subsets. The edges that start from this node corre-
spond to the outcome of this test. Each of them is linked to a
child-node or a leaf node. A leaf speciﬁes the class label (in
classiﬁcation) or the predicted numerical value (in regression).
The prediction happens in a top-down manner, beginning from
the root and walking down the tree.
Classiﬁcation and regression trees divide the input data space
into several segments, where each segment corresponds to a
certain target value (i.e. class or predicted value). As a result,
a trained model can not only be used for predicting unknown
outcomes but also to analyze the relationships between speciﬁc
output ranges and input data ranges in a visual manner. The
visualization aspect makes them superior to other established
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machine learning techniques, such as support vector machines
or artiﬁcial neural networks. In contrast to tree-based models,
these models are black-box models and do not provide insights
on how patterns are found.
2.2. Virtual Production Intelligence
Virtual Production Intelligence (VPI) designates our concept
that enables product-, factory-, and machine planners to plan
products and their production collaboratively and holistically
[7]. It refers to methods of an integrated handling and analysis
of information generated in the context of Virtual Production as
deﬁned in the VDI Guideline 4499 Digital Factory [8].
Our research deals with a VPI driven information system that
supports planners more eﬃciently and with a better understand-
ing of the ongoing processes. In order to demonstrate our con-
cepts, we implement a web-based platform that is accessible
via smartphone, tablet, and personal computer. The VPI plat-
form enables the user to trigger the integration of process data
as well as its analysis over a graphical user interface. Within
the domain of manufacturing processes (i.e. laser cutting), we
provide exploratory and interactive analyzes that help the user
to study and to validate his process models. The analyzes are
based on various statistical techniques such as correlation and
sensitivity analyzes [9].
2.3. VPI and data mining in manufacturing simulation
As stated before, this paper studies the use of tree-based
learning methods for analyzing simulation data of manufac-
turing processes. However, there exist diﬀerent ways to cope
with the mentioned complexity for analyzing processes in man-
ufacturing. Current research deals with issues related to the
trade-oﬀ between complex (i.e. accurate) and simple (i.e. in-
terpretable) techniques. One approach to solve this trade-oﬀ is
to use sophisticated visualization techniques of highly complex
models. Within our context of Virtual Production Intelligence,
major contributions on this issue have been done in [10]. Here,
the authors develop approximation models (so called metamod-
els) to reproduce the behavior of the original simulation. Meta-
models act as cheap numeric surrogate models that produce
simulation outputs in a less expensive and much faster way.
The drawback of them is that, in order to understand the under-
lying relationships, sophisticated visualization techniques for
multidimensional data have to be applied. Gebhardt et al. [11]
developed a technique that is based on hyperslices (i.e. two-
dimensional planar slices of the multi-dimensional parameter
space). It provides the user to navigate through the multidi-
mensional parameter space. Such a visual exploration of the
process helps to identify impacts of parameter changes on the
process output.
Another alternative way to solve the trade-oﬀ is to make use
of both simple as well as complex data mining models. While
interpretable model results are provided to the user, complex
and accurate ones are used for further machine-aided optimiza-
tions. Such an approach is provided by [12]. Here, the authors
make use of support vector machine (SVM) classiﬁcation to
explore the manufacturability of new materials within a mild
steel stamping process. In order to make the results more in-
terpretable for the user, the results of less complex models (i.e.
linear SVMs) are visualized in two-dimensional input spaces.
In [13], the authors propose a visual analytics approach for an-
alyzing discrete event manufacturing simulations. Their solu-
tion is based on the previously described KDD process with the
focus on the visual examination of data mining results. Speciﬁ-
cally, they apply clustering algorithms to ﬁnd groups of similar
performance values in simulation runs and conduct an interac-
tive visualization of the found groups. For this purpose, multi-
dimensional visualization techniques like scatter-plot matrices
and parallel coordinates are used.
Instead of using visualization-based approaches for gaining
process understanding, it is also possible to reveal the relation-
ships between inputs and outputs by creating diﬀerent test beds
for data mining. In [14], a statistical regression model (i.e. the
Gaussian Process) is used as an energy consumption prediction
model for a milling machine tool. Since the regression model
does not provide insights on which parameters have the great-
est impact, several prediction tests on diﬀerent subsets of the
parameter space are conducted. The subset which leads to the
highest predictive accuracy of the model is regarded to be most
relevant for the energy consumption model.
3. Laser cutting scenario
3.1. Sheet Metal Cutting
Laser cutting is a thermal separation process widely used
in shaping and contour cutting applications. One of the most
common use cases of laser cutting in the manufacturing indus-
try is the fusion metal cutting process. It comprises the cutting
of large metal sheets into smaller pieces with speciﬁed con-
tours. During the fusion cutting process, a high energy den-
sity laser beam is focused on a work surface. The thermal en-
ergy is absorbed which heats and transforms the work volume
into a molten, vaporized, or plasma state that can easily be re-
moved by the ﬂow of high pressure assist gas jet [15,16]. The
schematic of the laser cutting process is shown in Fig. 2a.
There are gaps in understanding the dynamical behavior of the
process, especially with regard to issues related to the cut qual-
ity [17]. Important degradation of the quality is due to the onset
of unevenness and roughness of the cut edges as well as the ap-
pearance of adherent dross. One of the current challenges in re-
search and development is to design beam-shaping optics such
that the ripple structures on the cutting kerf surface stay mini-
mal, as shown in Fig. 2b. For this purpose, the institute of Non-
linear Dynamics of Laser Processing (NLD) of RWTH Aachen
Fig. 2. (a) Schema of a conventional laser cutting process; (b) smooth (top) and
non-smooth (bottom) cutting surface
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University developed a simulation tool named QuCut. It is a
numerical simulation model for continuous wave laser cutting
that predicts cutting quality criteria like ripples and dross for-
mation on the basis of several parameters [18]. However, the
output of a simulation run can not only be the process crite-
rion but also the technical or physical feasibility of a laser cut.
In fact, QuCut also identiﬁes simulation runs with non-feasible
cuts.
3.2. Simulation data
In this paper, the simulation data from QuCut provides the
basis for the classiﬁcation and regression analyzes in section 4.
The data set contains in total 22, 454 instances, whereas 20, 237
represent feasible cuts and 2, 217 non-feasible cuts. It consists
of 5 laser optics design parameters and a single process crite-
rion. The parameters are the beam quality, the astigmatism, the
focal position, and the beam radius in both the x and y direc-
tions (as an elliptical laser beam was used). The properties of
the parameters are listed in Table 1.
Table 1. Data basis of process simulation
Beam Parameter Minimum Maximum Sampling Points
Beam Quality M2 7 13 7
Astigmatism [mm] -15 25 9
Focal Position [mm] -8 2 10
Beam Radius x-direction [μm] 60 200 6
Beam Radius y-direction [μm] 80 230 6
The selected criterion is the surface roughness (Rz in μm) that
represents the ripple structure of the laser cut. Rz is simulated
at a 7mm depth of an 8 mm workpiece and ranges from 0.2μm
to maximum 631μm. In the cases of non-feasible cuts in the
simulation, Rz is assigned a value of −1.
4. Application of data mining in laser cutting
Choosing the appropriate machine parameter set is a crucial
ingredient in coping with the complex laser cutting task. In this
paper, two diﬀerent problems are solved with data mining. On
the one hand, classiﬁcation models are used to reveal the pro-
cess limits concerning the feasibility of a laser cut. The goal is
to identify machine parameter sets at which a cut is feasible or,
respectively, not feasible. On the other hand, regression mod-
els help to ﬁnd parameters of laser optics that lead to minimal
ripple structure of the cut. The data basis for both problems is
provided by QuCut. Section 4.3 provides a deeper discussion
of the experimental results.
4.1. Cut feasibility prediction
First of all, the simulation data needs to be transformed to
a classiﬁcation data basis. For this purpose, a new binary ﬁeld
named cut (yes or no) is generated as the target class. It rep-
resents the feasibility of a cut for the respective parameter set-
tings.
In the ﬁrst step, several classiﬁcation experiments with diﬀerent
tree sizes are conducted on the whole simulation data. The goal
is to investigate the trade-oﬀ between complexity and accuracy
Table 2. Diﬀerent sizes of decision trees and their accuracy performances
Sample Size Tree Size Accuracy
100% 693 nodes 97.88%
100% 131 nodes 95.45%
100% 15 nodes 93.83%
75% 573 nodes 97.22%
50% 359 nodes 95.99%
20% 145 nodes 94.92%
of the trees. The second step involves the application of full
classiﬁcation trees on diﬀerent portions of the data. Since the
process simulation is a time-consuming and cost-intensive task,
it would be beneﬁcial to see whether small data sets provide a
suﬃcient amount of information for classiﬁcation. The eval-
uation within the experiments is performed by 10-fold cross-
validation. It makes use of the accuracy metric (see section
2.1) for comparing the resulting models. Table 2 lists the ex-
perimental results. They show that manually reducing the size
of classiﬁcation trees slightly deteriorates the predictive perfor-
mance from 97.88% to 93.83%. However, as it can be seen, a
small tree (with 15 nodes) is accurate enough to identify feasi-
ble and non-feasible cut regions in the parameter space. In this
case the tree consists of seven inner nodes and eight leaf nodes
(see Fig. 3). It can be seen that the learning algorithm chooses
the astigmatism as the ﬁrst parameter to be split. This means
that astigmatism distinguishes the best between parameter sets
of feasible and non-feasible cut regions. In fact, on the basis of
the QuCut simulation data, the process always results in a cut
whenever the astigmatism is above 5mm. Another interesting
Astigmatism
AstigmatismAstigmatism
yesFocalPosition
w0x
w0y yes
yes
FocalPosition yes
yes no no no
≤ 5mm > 5mm
≤ 0mm > 0mm
≤  134μm > 134μm
≤ 100μm > 100μm
≤ -5mm > -5mm
≤ 0mm > 0mm ≤ 0mm > 0mm
Fig. 3. Resulting classiﬁcation tree to identify no-cut-regions
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result is that the beam quality is not considered in the small tree
at all. This suggests that it has the least inﬂuence on the class
output.
4.2. Ripple quality prediction
In the second evaluation, regression tasks are performed on
the simulation data to examine the relationship between the ﬁve
input parameters and the roughness of the cut. Since the simu-
lation data exists in the appropriate format for applying regres-
sion, data preprocessing is hardly needed for this solution. Only
examples that represent the non-feasible regions are removed
from the original data set. The resulting set consists of 20, 237
examples. The experiments closely resemble those from the
classiﬁcation analysis. Instead of the accuracy, the evaluation
considers the mean-absolute error (see also section 2.1).
Table 3. Diﬀerent sizes of regression trees and mean-absolute error perfor-
mances
Sample Size Tree Size Mean-absolute error
100% 3199 nodes 11.6
100% 597 nodes 14.1
100% 61 nodes 25.3
75% 2779 nodes 19.5
50% 1883 nodes 22.4
20% 683 nodes 28.0
The results in table 3 show that minimizing the tree size highly
deteriorates the predictive performance. The best prediction of
the roughness is gained with the most complex tree. The rea-
son is that the underlying regression problem is a more complex
one than the binary classiﬁcation problem. As a matter of fact,
the tree is too complex to be interpreted by the user. An alter-
native way to gain insights into the results is to visualize the
predictions of the model. Fig. 4 shows two density plots for the
numeric prediction of Rz in 2-dimensional spaces. The left one
(a) depicts a good separation of low and high roughness values.
It shows that low values of astigmatism and beam radius in x-
direction produce large roughness regions of laser cuts (yellow
and areas). However, as it can be seen in Fig. 4b, other pa-
rameters produce bad separations of the output and thus do not
provide many useful insights for the user.
4.3. Discussion of results
As the evaluation results show, the advantage of complex
classiﬁcation and regression trees are the accurate prediction
of the outcome and a ﬁne-grained segmentation of the param-
eter space. However, the more complex a model becomes, the
harder it is to interpret the found patterns. In order to gain any
process understanding, the data mining results need to be vi-
sualized. The section above shows a two-dimensional visual-
ization of the regression results. It has to be stated that this
kind of visualization is static, which means that only two pa-
rameters can be considered at once while the other ones are not
changed. Such a two-dimensional visualization of a multidi-
mensional problem might not suﬃce. Current research deals
with more sophisticated visualization techniques in multidi-
mensional spaces. Concerning such a solution for the laser cut-
Fig. 4. Separation of roughness values: (a) Good separation; (b) Bad separation
ting process, interested readers may refer to [11].
In some use cases, such as the prediction of desirable process
output ranges, a possible solution to overcome the complexity
of a regression problem is to transform it into a classiﬁcation
problem. This is accomplished by discretizing the numerical
output (i.e. the criterion) into a user-speciﬁed categorical class
(e.g. class of small roughness regions). After that, classiﬁcation
trees can be used to predict the class on the basis of the input
parameters.
In general, the user has to solve the trade-oﬀ between inter-
pretability and accuracy of the data mining models. Whether
simple and interpretable or complex but accurate trees are found
appropriate depends on the speciﬁc use case. In our scenario,
the understanding of the underlying laser cutting process has a
high priority. Because of that, we focus on simple models with
suﬃcient accuracy. In contrast to that, if models are generally
used to predict unknown outcomes of a process, one might pre-
fer the more accurate ones.
The results show that data mining helps to understand as well
to optimize the laser cutting process. For instance, in the case
of classiﬁcation trees, the potential beneﬁt is that the obtained
results can be used for subsequent planning and simulation ex-
periments. If the boundaries between feasible and non-feasible
regions are known, unnecessary experiments in non-feasible re-
gions can be avoided. As a matter of fact, optimized design of
experiments reduce time and costs for process planning. Con-
cerning the use regression trees, they answer the question which
parameter settings lead to desirable laser cut qualities. The
main beneﬁt is that they can be used to predict unknown process
outcomes for continuous operating points. This makes them
superior to time-consuming simulation experiments that reveal
only a discrete set of potentially beneﬁcial parameter settings.
4.4. Implementation in the VPI Platform
As described in section 2.2, we implement our concept of the
Virtual Production Intelligence in a web-based platform. Cur-
rently we are extending the functionalities by the evaluated tree-
based learning methods. For each simulation process, the user
can upload the corresponding data source to the platform. Sub-
sequently, the platform triggers the integration of the data and
the application of classiﬁcation and regression trees. During
these steps, the simulation data as well as the analysis results
are stored in a database. Thus the user is able to access them
at any time. As an example, Fig. 5 shows the implementation
of a classiﬁcation tree in the laser cutting domain. By selecting
a certain simulation process, the respective classiﬁcation tree is
retrieved from the database. In the case of regression, the user
is also able to select the process criterion to be analyzed.
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Fig. 5. Examining a classiﬁcation tree in the VPI platform
5. Summary and outlook
The conducted experiments showed that data mining tech-
niques in terms of classiﬁcation and regression can indeed help
to gain insights to complex manufacturing processes. A small
and simple classiﬁcation tree does not only provide accurate
predictions of feasible laser cuts but also allows designers to
analyze the relationships between the process parameters and
the cut feasibility. In addition, the implemented regression trees
accurately predict the laser cut roughness on the basis of the pa-
rameters.
Finding an appropriate trade-oﬀ between interpretability and
accuracy of data mining models is a challenging task. We con-
cluded that one possibility to solve the trade-oﬀ is to use appro-
priate visualization. Thus, possible future research will focus
on sophisticated visualization techniques for complex models
in laser cutting. Since major contributions on this issue have
been done by [11], we will investigate the integration of these
solutions into the VPI platform. They will allow the user to in-
teract with the data mining results and to visually explore the
found patterns.
In addition to the integration of visualization techniques, we
will extend the data mining process by further learning tech-
niques. So far, we demonstrated how to use classiﬁcation and
regression models to predict the output of a single criterion (i.e.
the roughness). However, there exist more process and qual-
ity related criteria that need to be investigated in a laser cutting
process, such as the cutting speed or the dross formation. Fu-
ture research will deal with the investigation of several criteria
at once by adding clustering techniques in the preprocessing
phase. In a two-stage analysis process, the user will ﬁrst be
able to identify multidimensional simulation outputs of interest
(e.g. high cut quality and simultaneously high cutting speed).
In the subsequent stage, classiﬁcation techniques will be used
to identify parameter settings that lead to these outputs.
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