abstract: Debates concerning the roles of different factors that may limit an organism's reproductive success pervade evolutionary ecology. We suggest that a broad class of limiting-factors problems involving essential resources or essential components of reproductive effort can be analyzed with an evolutionary application of Liebig's law of the minimum. We explore life-history evolution using the metaphor of an organism that must harvest two essential resources (resources 1 and 2) from a stochastically varying environment. Our models make three predictions. First, organisms should overinvest, relative to the deterministic case, in harvesting the resource whose per-offspring harvest cost is smaller. Second, at the optimum, organisms balance multiple fitness-limiting factors rather than being consistently limited by one factor. Third, the optimal investment in harvesting a resource is directly linked to the probability that the organism's fitness will be limited by that resource. Under temporal variation, the optimal proportional investment in harvesting resource 1 is equal to the probability that resource 1 will limit fitness. Our results help to explain why the responses of populations to environmental perturbations are hard to predict: as an organism transitions between different limiting factors, its responses to perturbations of those factors will likewise change.
Introduction
All organisms have the potential to produce descendants whose numbers grow exponentially but are eventually prevented from doing so by the action of various factors that limit survival and reproduction. The field of ecology is largely devoted to the study of these limiting factors. Debates concerning the relative importance of different potentially limiting factors for particular microbe, plant, and animal taxa pervade the evolutionary ecology literature (table 1) . Important progress has been made in developing theory to resolve these debates in particular contexts (Haig and Westoby 1988; Kozlowski and Stearns 1989; Cohen and Dukas 1990; Kirkwood and Rose 1991; Burd 1995 Burd , 2008 Dawkins 1995; Ellers et al. 2000; Gardner et al. 2003; Gandon et al. 2009; Olofsson et al. 2009 ). However, theoretical treatments of fitness-limiting factors have been developed in isolation from one another, with little attempt to develop a more general approach. Perhaps as a consequence, debates on fitness-limiting factors have persisted and frequently have been contentious, often with opposing positions in which the primacy of a particular limiting factor is championed. The resolution of these debates is important for our understanding of ecology. A population of organisms whose fitness is consistently limited by one particular factor will respond predictably to perturbations of that factor. On the other hand, a population of organisms whose fitness is limited by different factors at different times or places will respond to perturbations less predictably.
We suggest that these seemingly disparate debates concerning limiting factors share a common logical structure. First, the focal organism inhabits a stochastic environment in which it faces more than a single potentially limiting factor. Most of the debates have been framed as the competing importance of two or three factors whose magnitude can vary in time or space (table 1) . Second, the organism can allocate resources to ameliorate the impact of a particular potentially limiting factor. However, because resources are finite, an increased allocation to coping with limiting factor A must be traded off against a reduced allocation to coping with limiting factor B. Third, the organism has limited phenotypic plasticity or a limited ability to assess its environment, such that it cannot adjust its allocations to match perfectly its local circumstances. Thus, organisms are faced with an evolutionary problem of how best to allocate finite resources to cope with the impact of multiple limiting factors whose anticipated magnitudes are uncertain.
In this study, we focus on a class of limiting-factors problems that involve essential (nonsubstitutable) resources or essential components of reproductive effort (table 1). These problems can be analyzed with an evolutionary application of Liebig's law of the minimum (Brock 2002) . As originally framed, Liebig's law of the minimum states that the rate of plant growth is defined by the single nutrient that is most scarce in relation to the needs of the plant. Here we define a factor (e.g., an essential resource, x) as limiting to fitness (F) if a small increase in the availability of that factor increases realized reproductive success (i.e., ). When dF/dx 1 0 this definition is applied to individual organisms faced with a Liebigian limiting-factors problem, we can usually identify a single factor that acts as the limit to fitness (for all other factors, ); however, multiple factors can act sidF/dx p 0 multaneously as limits when the problem is viewed at the population level or at the community level (e.g., Danger et al. 2008) .
To the best of our knowledge, the literature on limiting factors has never been synthesized. Here, to motivate our attempt to produce a more general treatment of life-history evolution under multiple potentially limiting factors, we briefly examine previous models of the various contextor taxon-specific expressions of Liebigian limiting-factors problems to ask what predictions have been made regarding (i) the optimal allocations to coping with different potential limitations and (ii) the resulting probabilities that a particular factor will emerge as the limit to fitness.
How should organisms change their allocations to coping with different potentially limiting factors in unpredictable environments? Early models predicted that environmental stochasticity favored increased investment in the less expensive early stages of reproduction (e.g., eggs for birds or insects, ovules for plants; Temme and Charnov 1987; Kozlowski and Stearns 1989; Burd 1995; Sevenster et al. 1998; Ellers et al. 2000) or the less expensive offspring gender in species with local mate competition (Green et al. 1982; Heimpel 1994; Nagelkerke and Hardy 1994; West et al. 2002; Gardner et al. 2003) . Later models, however, predicted instead either overinvestment or underinvestment in the initial stages of reproductive effort (Cohen and Dukas 1990; Sakai 1996 Sakai , 1997 Burd 2008 ) and highlighted the discrepancy with earlier results. A likely contributor to the lack of consensus is that the subliteratures have not communicated with each other; however, even within the well-integrated literature on plant reproduction, authors have emphasized the divergent predictions of different models (Sakai 1996 (Sakai , 1997 Burd 2008) .
Similarly, there has been little agreement on the frequencies with which different factors should be expected to emerge as limits to fitness in stochastic environments. Early analyses, not based in mathematical modeling, led to suggestions that particular factors should function as consistent limits to reproductive success while other factors should be relatively unimportant (e.g., Janzen 1977; Willson and Burley 1983; Godfray 1990; Hardy and Godfray 1990 ; see reviews in Elser et al. 2000; Sterner and Elser 2002; Williams 2005; Rosenheim et al. 2008) . Dawkins (1995) , however, considering the functional morphology of organisms, argued that natural selection would never favor a design in which a particular component consistently emerged as the weak link in the organism's physical durability. Such a design, he noted, implied that all other parts were overbuilt. Dawkins (1995, p. 124) argued that a "proper balance" of different limitations should instead be favored by natural selection. Indeed, predictions of preeminent roles for single limiting factors have almost universally failed to be supported when the question of competing limitations has been explored mathematically. Models have suggested instead that organisms should evolve life histories under which the probability of an individual's fitness being limited by any particular factor, P, is intermediate ( ; Haig and Westoby 1988 ; Cohen 0 ! P ! 1 and Dukas 1990; Kirkwood and Rose 1991; Heimpel 1994; Burd 1995; Rosenheim 1996) .
But what should the proper balance be? Here there has been less progress. Some authors have suggested that realistically high levels of environmental stochasticity can push life histories very close to the case where one factor is the universal limit (e.g., Begon and Parker 1986; Sevenster et al. 1998; Ellers et al. 2000) . Other authors have suggested that the proper balance of two limitations occurs when each is expressed 50% of the time (Thomson 2001 ). Several models have yielded analytical solutions for expected frequencies with which particular factors will emerge as limits to fitness (Kozlowski and Stearns 1989; Cohen and Dukas 1990; Burd 1995; Rosenheim 1996; Sakai 1996 Sakai , 1997 Sevenster et al. 1998; Ellers et al. 2000) , but simple biological interpretations for the derived expressions have been elusive.
Our goals are to see whether a generic model of lifehistory evolution under multiple potential limiting factors can lead to simple and readily interpreted predictions for (1) how stochasticity shapes optimal investment in coping with different limiting factors and (2) what the resulting expectations are for the probabilities of being limited by particular factors. Although previous authors have often discussed spatial and temporal stochasticity together, nearly all the models have analyzed spatial variation only (exceptions include Temme and Charnov 1987; Cohen and Dukas 1990) . Our final objective is therefore to examine temporal and spatial stochasticity separately and to contrast their effects.
Models

Limiting Factors in a Deterministic Environment
We introduce here the biological metaphor, chosen for its transparency, that we will employ throughout. As a key benchmark, we begin with the case of an organism that lacks phenotypic plasticity and that occupies a deterministic environment. Assume that a hypothetical organism makes copies of itself using just two resources, resources 1 and 2. It harvests these resources from the environment, where they are present in concentrations x and y, respectively, constant over time and space. Our organism allocates proportions u and from an internal metabolic pool v of some constant size to produce pumps for resources 1 and 2, respectively. The central allocation trade-off is u ϩ v p 1.
(1)
In a key simplifying assumption, we let the harvest of resources be linearly related to the investment in pumps. We let the cost per pump for the two pump types be equal and assume that the pumps have the same inherent capacity (these two assumptions could trivially be relaxed); thus, the lifetime harvests of resources 1 and 2 are proportional to ux and , respectively. For simplicity, we vy assume that the constant of proportionality is 1 in both cases. We denote the amounts of resources 1 and 2 needed to produce a single offspring as a and b, respectively. Thus, the offspring equivalents of resources 1 and 2 that are harvested are and , respectively, and the number ux/a vy/b of offspring that can be produced, a measure of fitness, F, is ux vy
( ) a b
Equation (2) is an application of Liebig's law of the minimum to lifetime reproduction. Our use of Liebig's law of the minimum incorporates the key assumptions that our two resources are nonsubstitutable and that one resource does not facilitate acquisition of the other. Liebig's law of the minimum is a heuristic model for many, but not all, limiting-factor debates (see table 1 ). In particular, Liebig's law can be applied to two types of limiting-factors debates. First, Liebig's law can be applied to organisms that must harvest from the environment multiple essential resources that are then packaged together when making offspring. For this case, our verbal metaphor is directly appropriate. Second, Liebig's law can be applied to organisms that must make multiple reproductive allocations, without any of which the entire reproductive endeavor fails. This applies to cases where reproduction involves a temporally distinct sequence of allocations (e.g., for plants: allocations first to securing pollinations, then to provisioning seeds, and, finally, to maturing fruits; for birds: allocations first to producing eggs, then to incubating eggs, and, finally, to feeding chicks) or where reproduction requires production of different types of offspring (e.g., both males and females for species with obligate sib mating). In these cases, a different verbal metaphor is needed (investments are no longer made in resource pumps but rather in the different required reproductive allocations), but the mathematical formulation is the same.
We note two important cases in which alternate model formulations may be more useful. First, for some organisms, and especially long-lived and iteroparous organisms, the factor that limits reproductive output may vary over time across successive bouts of reproduction. In this case, lifetime reproductive success for an individual is limited jointly by multiple factors, and a different modeling framework that explicitly considers age-specific mortality and reproduction is needed (e.g., Tuljapurkar et al. 2009 ). Second, some limiting-factors debates, such as the debate concerning whether population regulation acts via top-down versus bottom-up mechanisms or debates involving the size versus the quality of individual offspring (table 1), involve competing factors that interact multiplicatively to define individual fitness rather than in the complementary manner represented by equation (2).
As shown in figure 1 (top), F in equation (2) is maximized with respect to u under the constraint of equation (1) in a deterministic environment at , given by *
The numerator of equation (3) represents the costliness of harvesting one offspring equivalent of resource 1, whereas the denominator represents the costliness of harvesting one offspring equivalent of both resources. Thus, the optimal allocation to pumps for resource 1 is equal to the proportion of total harvest costs contributed by the cost of harvesting resource 1. At this optimal allocation, the offspring equivalents of resources 1 and 2 harvested are equal ( ); this is a perfectly balanced har-
vest, with no excess or waste of either resource. This solution is directly analogous to the threshold element ratios of ecological stoichiometry (Sterner and Elser 2002 ) and the symmorphosis condition of functional morphology (Weibel et al. 1991) . If were less than , the orux/a vy/b ganism would have harvested an excess of resource 2, resource 1 would be defined as limiting, and fitness would be enhanced by allocating less to pumps for resource 2 and more to pumps for resource 1. The reverse is true when . At the perfect balance, we cannot define ux/a 1 vy/b a single limiting factor; instead, both factors are simultaneously limiting ( fig. 1 ). This creates both perfect ecological predictability and an asymmetry: increasing the harvest of either resource 1 or resource 2 alone will not harvest cost of resource 1 is smaller than the per-offspring harvest cost of resource 2 (i.e., ). Bottom, limiting factors in a stochastic x/a 1 y/b environment. The environmental availability of resource 2 is unpredictable, such that the maximum harvest possible varies following a uniform distribution between and . A value of u slightly greater than 1.5y/b 0.5y/b produces an expected gain in fitness; a large potential gain, realized * u d when resource 1 is limiting and the fitness returns are defined by the steep slope of the resource 1 harvest function, more than offsets the small potential loss, incurred when resource 2 is limiting and fitness returns are defined by the shallow slope of the resource 2 harvest function. Thus, selection favors under stochasticity (i.e., overinvestment in the * u 1 u d harvest of the resource whose per capita harvest costs are lower). In the example shown here, , from equation (3) we obtain *
, and simulations show that the optimal allocation to harvesting 0.167 resource 1 in a temporally stochastic environment, , is 0.205. * u s increase fitness, but decreasing the harvest of either will decrease fitness (Haig and Westoby 1988; Cohen and Dukas 1990; Burd 2008) . For this reason, at this hypothetical optimum and in the strict absence of phenotypic plasticity, natural selection, curiously, is unable to favor mutants with more efficient pumps for resource 1 or resource 2, that is, pumps that cost the same but that would harvest more of resource 1 or resource 2 over the organism's lifetime (e.g., Partridge and Gems 2006) ; only a mutation that simultaneously enhanced pumping efficiency for both resources would be favored. Thus, under this solution we have a population whose ecology is perfectly predictable and whose evolution is highly constrained.
Limiting Factors in a Stochastic Environment
We now introduce environmental stochasticity. Many organisms exhibit phenotypic plasticity and can continuously change their allocations in response to local conditions. Thus, building on the deterministic model, an organism may make its initial allocations u and in response to the v long-term average availabilities of resources 1 and 2. If it then finds itself in an environment where resource 1 is less abundant than average, it can reallocate by tearing down some pumps for resource 2 and building more pumps for resource 1 (e.g., Bloom et al. 1985; van den Berg et al. 2002; Klausmeier et al. 2007) .
Although phenotypic plasticity is broadly important in this context, there are limits to what it can accomplish. Organisms often must allocate resources at different times to cope with different potential limiting factors. For example, plants often allocate first to ovules, then to pollinator attraction, then to seed provisioning, and, finally, to fruit maturation. In such cases, early allocations must be made before the conditions are known under which subsequent allocations will occur, and only a perfect forecasting ability would allow phenotypic plasticity to achieve an exactly balanced allocation.
Here, therefore, we focus on the case without phenotypic plasticity (we return to plasticity in the "Discussion"). We assume that organisms inhabiting a stochastic environment can make only a single, irreversible allocation. We further assume that the probability distributions of availabilities of resources 1 and 2 have median values equal to the deterministic case values. One possible scenario is that our focal organism could continue to express the allocation that was optimal for the deterministic case. It would then experience a 50% probability of being limited by resource 1 and a 50% probability of being limited by resource 2. Is this optimal?
Temporal Stochasticity
Temporal and spatial heterogeneity often have different effects on life-history evolution (Roff 2002 ); thus, we will treat them separately. To study evolution in a temporally variable environment, we use the standard approach (e.g., Roff 2002) of maximizing the natural log of the geometric mean of the per-generation fitness. .
portional allocation to pumps for the harvest of resource 1, . Shown * u is a comparison of the optimal allocation when resources 1 and 2 are present at a fixed concentration in the environment ("deterministic") and when their concentrations are variable, following the uniform probability density ("stochastic"). The optimal strategy is to overallocate, relative to the deterministic case, to the harvest of the cheaper resource (ratio 11.0) and underallocate to the harvest of the more expensive resource (ratio !1.0; see arrows). B, Ratio of optimal investment in the harvest of resource 1, stochastic/deterministic. The dotted line where the ratio of investment p 1 is indicated as a benchmark. C, Probability that reproduction is limited by resource 1, P 1 , given the optimal allocation for the stochastic case. If the allocation that was optimal for the deterministic case were retained in the stochastic setting, the outcome would be (dotted line). Note that the shifted allocation depresses the P p 0.5 1 probability that fitness will be limited by the cheaper resource and elevates the probability that fitness will be limited by the more expensive resource (see arrows). Shown for comparison is the optimal allocation to pumps for resource 1, . Note that the two functions are equal. * u As a special case of temporal (between-generation) heterogeneity that is amenable to analytic solution, assume that resource availabilities, , are uniformly distributed (x, y) with probability density , where X and Y p(x, y) p 1/XY are the maximum possible concentrations of resources 1 and 2, respectively. As we did for the deterministic case, we will first identify the optimal allocations to harvesting resources 1 and 2 and then determine how these allocations influence the likelihood that fitness will be limited by resource 1 or resource 2. We wish to find such * u p u that the temporal case fitness, denoted and defined
is maximal under the constraint (eq.
[1]) of fixed total allocation to pumps. In appendix A in the online edition of the American Naturalist, we show that
The optimal strategy is to overinvest, relative Y/b ! X/a to the deterministic case, in pumps for the resource whose harvest, on average, is less costly per offspring produced (i.e., that has the larger value, comparing with ) X/a Y/b and to underinvest in pumps for the resource whose harvest is more costly per offspring ( fig. 2) .
Can we understand intuitively why it should be optimal to overinvest in harvesting the less expensive resource? We suggest two lines of reasoning. The first is a verbal argument: if an organism starts at the deterministic solution and then reallocates a unit of investment from harvesting the more costly component to the less costly component, the result is a greater proportional increase in supply of the less costly component compared to a smaller proportional decrease in supply of the more costly component. For example, if the deterministic solution is to allocate 1% to harvesting resource 1 and 99% to harvesting resource 2, then in a stochastic environment increasing the allocation to 2% for harvesting resource 1 doubles the harvest of resource 1 while sacrificing only one-ninety-ninth of the harvest of resource 2. Therefore, the reallocation is favored (Sevenster et al. 1998; Ellers et al. 2000) .
We can also provide a graphical explanation ( fig. 1 , bottom) that will be helpful later when we consider nonlinear harvest functions (see "Discussion"). We continue with the example introduced in figure 1, in which resource 1 is the less expensive component of reproduction (i.e.,
, and therefore, the absolute value of the slope of x/a 1 y/b the resource 1 harvest function is greater than the absolute value of the slope of the resource 2 harvest function). Consider the simple case where the availability of resource 1 in the environment remains fixed but the environmental availability of resource 2 is unpredictable, following a uniform distribution between 1.5 and 0.5 of its mean availability. The slope of the resource 2 harvest function can now fall anywhere between the two thin lines shown in figure 1 (bottom) . If we consider values of u close to , * u d then we expect fitness to be limited by the harvest of resource 1 half the time; in this case, fitness payoffs associated with any strategy u are defined by the harvest function for resource 1. Of course, in the remaining half of the time, resource 2 will be limiting, and fitness payoffs are defined by the harvest function for resource 2. Consider, then, a strategy of choosing u slightly smaller than . When fitness is defined by the resource 1 harvest, the * u d new strategy suffers a large decrease in fitness compared to the strategy because the slope of the harvest function * u d for resource 1 is steep. When fitness is defined by the resource 2 harvest, the new strategy benefits from a small increase in fitness because the slope of the harvest function for resource 2 is shallow. Averaging these two effects, we see that is not favored. In contrast, values of *
produce an expected gain in fitness: a large potential * u d gain, realized when resource 1 is limiting, more than offsets the small potential loss incurred when resource 2 is limiting. Thus, some overinvestment in harvesting the less expensive resource is favored. As u increases further above , the probability that fitness will be limited by the harvest * u d of resource 1 decreases from 0.5 to 0.0, while the probability that fitness will be limited by the harvest of resource 2 increases from 0.5 to 1.0. Thus, with increasing u, an equilibrium is eventually reached at which further increases in u are no longer favored because a shrinking chance of a large payoff (on the steep resource 1 harvest curve) no longer offsets a growing chance of incurring a small cost (on the shallow resource 2 harvest curve). For the case depicted in figure 1 , , whereas the * u p 0.167 d optimal allocation to harvesting resource 1 in a temporally stochastic environment, , is 0.205. The graphical argu- * u s ment highlights that it is the relative slopes of the two harvest functions in the vicinity of the point where the two functions intersect that determine the optimal response to stochasticity.
Stochastic simulations (see Matlab code, available as a zip file in the online edition of the American Naturalist) suggest that the qualitative form of the optimal allocation curve shown in figure 2A is robust to different underlying distributions for the two resources ( fig. D1 in the online edition of the American Naturalist). Simulations also demonstrate that the large proportional increase in the harvest of the less costly resource is favored because (i) it insures against reproductive shortfalls that can occur when the less costly resource is unusually rare and (ii) it ensures that the organism can capitalize on opportunities for reproductive bonanzas that can occur when the more costly resource is unusually abundant (fig. 3) .
How does the optimal allocation to pumps (eqq.
[5], [6]) in a temporally varying environment shape the probability that a given resource will limit an individual's fitness? The overallocation to harvesting the less costly resource depresses the probability that this resource will be limiting below 50% but not to 0 ( fig. 2C ), as has been implied in limiting-factors debates by positions favoring an exclusive role for a single limiting factor. Rather, as shown in appendix A, our central result is that the probability of being limited by a particular resource (here taken as resource 1), P 1 , is equal to the cost of the optimal allocation made for its harvest: * P p u .
1 Thus, whenever an organism must incur some cost to ameliorate the impact of a potentially limiting factor, our analysis suggests that natural selection favors a balancing of different limiting factors. Only free resources should never be limiting, and an organism whose fitness is never limited by a costly resource must be overinvesting in its harvest of that resource. That the equality described in equation (7) is robust to different assumptions regarding the underlying distributions of x and y is supported by a general analytic solution (see app B, eq.
[B1], in the online edition of the American Naturalist). Can we understand intuitively why organisms faced with a Liebigian limiting-factors problem should always balance different limitations rather than being consistently limited by one factor? Here we extend the explanations provided by Dawkins (1995) and Rosenheim (1996) . Consider an organism that requires two essential resources to reproduce, and assume that the per-offspring harvest costs for the two resources are equal (this assumption simplifies the logic and makes it clear that the balancing of limitations is unrelated to the overinvestment in the less expensive resource). Now, assume that all members of our population are consistently limited by their harvest of resource 1 and never limited by their harvest of resource 2. Can this be an optimal strategy? To evaluate the fitness of a mutant strategy that invested slightly less in the harvest of resource 2 and slightly more in the harvest of resource To isolate the influence of variability in resource 1 versus resource 2, simulations were conducted in which the availability of resource 1 only (R1), resource 2 only (R2), or both resources (both) were stochastic. Parameter values: mean environmental availabilities of resources 1 and 2 are assumed to be equal; the per-offspring requirement for resource 2 is 99 times greater than the per-offspring requirement for resource 1 ( , ). Resource concentrations follow the uniform disa p 0.01 b p 0.99 tribution (A) or the exponential distribution (B). Overinvestment in the harvest of resource 1 is enhanced when the availability of only resource 1 is stochastic to insure against shortfalls of reproduction that occur when this resource is unusually rare. Overinvestment in the harvest of resource 1 is enhanced when the availability of only resource 2 is stochastic to capitalize on opportunities for high reproduction when resource 2 is unusually abundant. Note that under temporal stochasticity, the optimal investment in the harvest of resource 1, , is equal to the * u probability that resource 1 is limiting, P 1 , whereas under spatial variability, the optimal investment in the harvest of resource 1 is equal to the product (probability that resource 1 is limiting) • (fitness of individuals whose reproduction is limited by resource 1),
. Shown are means ϩ 1 P 7 w 1 1 SE.
1, we need to consider the benefits and costs of this new strategy. The benefits can be calculated as a product: (the probability of reaping a benefit) 7 (the expected magnitude of the benefit). Because the entire population is initially limited by resource 1, the probability of benefiting by increasing the harvest of resource 1 is ≈1.0. Let the magnitude of the benefit, in terms of the increase in the number of offspring equivalents of resource 1 harvested, be denoted as d 1 , where . Thus, the overall benefit will d K 1 1 be ≈ . The costs of the new strategy can
also be calculated as a product: (the probability of incurring a cost) 7 (the expected magnitude of the cost). Because no member of the population is initially limited by its harvest of resource 2, the probability d 2 that a member of the population will incur any cost from a slight decrease in the harvest of resource 2 is very small: . The d K 1 2 magnitude of the expected cost for any individuals who become limited by resource 2 will be ≤d 1 because the peroffspring harvest costs of the two resources have been taken to be equal. Thus, the overall cost will be ≤ . We see then that the benefits (d 1 ) exceed the
costs (≤d 2 d 1 ) because . For this reason, natural d K 1.0 2 selection will favor a reallocation of resources until at least some fraction of the population is limited by each resource, that is, until we have balanced limitations. In this example, it is easy to see that the reallocation will continue until 50% of the population is limited by each resource because it is at that point that the benefits of a further reallocation, (the probability of reaping a benefit) 7 (the expected magnitude of the benefit) ≈ , no longer exceed the (0.5) 7 (d ) 1 costs, (the probability of incurring a cost) 7 (the expected magnitude of the cost) ≈ .
Spatial Stochasticity
We now treat the case of spatial heterogeneity. Here we maximize the spatial case fitness, denoted , which is AF S the arithmetic mean reproduction,
where is a heuristic fitness function that is suitable for AF S populations with complete mixing and hard selection (i.e., selection can modify the proportional contribution of each location to the total offspring population). In appendix A we show that the optimal allocation to resource 1, denoted in the spatial case as , is given bỹ u
. Thus, spatial stochasticity also favors over-Y/b ! X/a investment in the harvest of the less costly resource ( fig.  D2 in the online edition of the American Naturalist). Temporal stochasticity produces especially strong penalties for generations with very low fitness and therefore favors heavier overinvestment, relative to the spatial case, in harvesting the less costly resource to reduce the impact of generations with extreme scarcity of that resource (e.g., fig. 3B, contrast 1) . Spatial stochasticity, on the other hand, favors strategies that perform best in locations where fitness is particularly high and therefore favors stronger overinvestment, relative to the temporal case, in harvesting the less costly resource to capitalize on locations where the more costly resource is abundant (e.g., fig. 3B, contrast 2) . Finally, as shown in appendix A, under spatial stochasticity the key relationship linking the probability of fitness being limited by resource 1, denoted , and the optimal allo-P 1 cation to the harvest of resource 1 (cf. eq. [7] for thẽ u temporal case) now includes a weighting factor, w 1 , which can be interpreted as the mean relative fitness of individuals whose reproduction is limited by resource 1, where the mean population fitness is taken as 1.0:P 7 w p u.
( 1 1 ) 1 1
For some underlying distributions of resource availabilities, the relative fitness of individuals whose reproduction is limited by resource 1 is equal to the relative fitness of individuals whose reproduction is limited by resource 2 (i.e., ), and equation (11) reduces to equaw p w p 1.0 1 2 tion (7) (see fig. D3B , D3D, D3E in the online edition of the American Naturalist). In other cases, however, w ( 1 , and natural selection favors allocations that reduce the w 2 likelihood that fitness will be limited by the factor that constrains the more highly reproductive class of individuals (see figs. D2, D3A, D3C). We present a general analytical solution in appendix C in the online edition of the American Naturalist (eqq.
[C1], [C2]), demonstrating that equation (11) is robust to different assumptions regarding the underlying distributions of x and y.
Discussion
Our results have the following implications. First, although we have focused on the problem of fitness-limiting factors, strong parallels exist with other problems of optimization under stochasticity that emerge in biology (e.g., quantitative evolutionary design ; Alexander 1997; Diamond 2002; Salvador and Savageau 2006) , in engineering (e.g., safety factors in design; Elishakoff 2004) , and in economics (e.g., safety stocks in inventory control; Axsäter 2006; Teunter et al. 2010) . We suggest that there are substantial opportunities to share insights across these problems.
Second, our results allow us to resolve some of the apparent contradictions emerging from models of optimal allocations for coping with limiting factors in stochastic environments. As reviewed in the "Introduction," several models have predicted that stochastic environments favor overinvestment in harvesting less expensive resources (Kozlowski and Stearns 1989; Cohen and Dukas 1990; Burd 1995; Alexander 1997; Ellers et al. 2000) . However, other studies have predicted decreased investment in harvesting key resources as stochasticity increases, and their authors highlighted the apparent discrepancy with earlier results (Sakai 1996 (Sakai , 1997 Burd 2008) . We can reconcile these views: the shift from overinvestment to underinvestment coincides with a shift in parameter values that renders the focal resource the more costly rather than the less costly contributor to offspring production. For example, in figure 2 of Sakai (1997) , renders flowers a p 4.5 less expensive than fruits and, thus, increasing stochasticity favors overinvestment in flowers, whereas renders a p 0.5 flowers more expensive than fruits and, thus, increasing stochasticity favors underinvestment in flowers. Similarly, in figure 2 of Burd (2008) , for the rich habitat, seed maturation is less costly than securing fertilization and, thus, stochasticity favors overinvestment in seeds, whereas for the poor habitat, seeds are more costly than fertilizations and, thus, stochasticity favors underinvestment in seeds. This helps to explain the paradoxical result discussed in this study. Another scenario that can explain the failure to observe overinvestment in the less expensive resource involves temporal stochasticity combined with unequal levels of uncertainty in the availability of different essential resources (a scenario not explored in this article). In this case, the need to bet-hedge to avoid extremely low fitness in some generations can lead to overinvestment in the more expensive resource when the availability of that resource is more highly variable (Cohen and Dukas 1990; J. A. Rosenheim, unpublished manuscript) .
Third, our models predict that natural selection favors life histories that cope with multiple limiting factors in a way that links two levels of biological organization: (i) the internal world of physiological costs of resource allocations and (ii) the external world of ecological interactions with a stochastically variable environment. Equation (7) says that for an optimal life history in a temporally variable environment, the proportional allocation to the harvest of a particular potentially limiting resource (measurable in the physiology of the organism) is equal to the eventual likelihood that this resource becomes limiting to the organism's fitness (measurable in the ecology of the organism). Equation (11) says that in a spatially variable environment, the same link exists but now includes a weighting factor, the mean relative fitness of individuals whose reproduction is limited by a particular factor. For example, if individuals whose fitness is limited by resource 1 produce, on average, twice the number of offspring as individuals whose fitness is limited by resource 2, then it is optimal to double the allocation to the harvest of resource 1. We believe this study is the first to note these links between optimal allocations and the resulting likelihood of different limitations, although support for some kind of relationship between allocation costs and the likelihood of limitation by a given factor can also be obtained by rearranging analytical results given by Cohen and Dukas (1990) , Burd (1995) , and Rosenheim (1996; see also Kozlowski and Stearns 1989; Ellers et al. 2000) . This mapping implies that at the optimum, an organism invests resources in direct proportion to the magnitude of the problem posed by a particular limiting factor. Thus, within an optimized life history, factors that are frequently limiting are major problems, and the organism invests heavily to ameliorate their impact; factors that are rarely limiting are minor problems, and the organism invests only lightly. This central prediction of our model should be readily testable. Although no tests of a link between physiological costs and the likelihood that fitness will be limited by a particular factor have been reported in the literature, research examining the relationship between limiting factors measured at the population level and per offspring allocation costs (e.g., with plant populations; Moles and Westoby 2002; Clark et al. 2007 ) suggests useful avenues for future work.
We note three important caveats. First, our model makes the conventional assumption that a trade-off exists between allocations to harvesting two essential resources (eq.
[1]). In some cases, however, this trade-off need not operate. For example, many heterotrophs (phagotrophs) ingest multiple nutrients simultaneously when they feed rather than ingesting different nutrients separately from the environment. In this case, we may not observe the evolution of balanced limitations; instead, some factors may never be limiting. For example, phloem-feeding aphids may be limited by essential amino acids but virtually never by sugars, which they ingest in quantities that vastly exceed their metabolic requirements, only to be voided as honeydew (Douglas 2003) . Balanced limitations thus flow from the assumption of harvest trade-offs.
Second, the exact forms of equations (7) and (11) are sensitive to our assumption of a linear relationship between investment in pumps and the resulting amount of resource harvested. The linear case is useful, both because it will be appropriate in various biological applications and because it serves as a benchmark against which nonlinear cases can be compared. Although a full treatment of nonlinear harvest functions awaits further research, using figure 1 we can anticipate some likely results. As long as (i) the harvest of resource 1 is a strictly increasing function of investment in pumps for resource 1 and (ii) the harvest of resource 2 is a strictly decreasing function of investment in pumps for resource 1, the optimal allocation strategy for the deterministic case will be unique (i.e., the harvest functions will cross only once). Stochasticity will then favor overinvestment in harvesting the resource whose harvest function is the steeper in the vicinity of the deterministic optimum. This need not be the resource whose average per-offspring cost is the greater; instead, the focus now shifts to the marginal costs associated with harvesting an additional offspring's worth of each resource. As in the linear case, overinvestment in the harvest of a resource is expected to push below .5 the probability that this resource will emerge as the limit to fitness. Although the quantitative details will differ from those in equations (7) and (11), some linkage between physiological allocation costs and the likelihood that a factor is limiting appears likely to emerge in some settings with nonlinear harvest functions (e.g., sex allocation; J. A. Rosenheim, unpublished data), but in some-perhaps exceptional-cases this linkage may be broken (e.g., Rosenheim 1996) .
Third, as noted in the "Introduction," our analysis considers evolutionary responses to stochasticity in the absence of phenotypic plasticity. How might our conclusions change if we allow evolutionary processes and plasticity to operate together? A full treatment of this question is beyond the scope of this article; however, preliminary analyses with a simulation model provide some initial hints ( fig. D4 ). We modified our simulation model to allow pumps for whichever resource is harvested in excess to be torn down and the resulting molecular building blocks reassembled into pumps for the limiting resource; we assumed 50% efficiency (half of the initial allocation is lost during reallocation) and either limited or full plasticity (up to 20% or up to 100% reallocation allowed, respectively). The model continues to predict overinvestment in harvesting the less expensive resource relative to the deterministic case, even when plasticity is incorporated (fig.  D4A) ; the overinvestment is stronger when plasticity is limited. Plasticity generates large changes in what factor(s) are predicted to emerge as limits to individual fitness (fig.  D4B ); in particular, plasticity allows many individuals to achieve the perfectly balanced harvest, under which fitness is simultaneously limited by both resources (e.g., multiple limitation [Rastetter and Shaver 1992; van den Berg et al. 2002] and colimitation [Klausmeier et al. 2007] ). Nevertheless, at least for the less expensive resource, we continue to observe a positive relationship between optimal investment in pumps and the probability that the resource emerges as the sole limit to fitness ( fig. D4C ). Thus, even in the presence of plasticity, our central result, that the optimal investment in harvesting a resource is linked to the probability that the organism's fitness will be limited by that resource (eqq. [7] , [11] ), continues to be expressed, although the quantitative details are different.
Finally, our results suggest an explanation that complements other types of explanations (Benincà et al. 2008; Doak et al. 2008; Ives et al. 2008 ) for why researchers must often concede that the answer to many questions in ecology seems to be "It depends." Our analysis suggests that natural selection molds life histories to balance multiple limiting factors when these factors interact following Liebig's law to shape fitness. There will be no silver bullet in the ecology of a focal species that universally shapes individual reproductive success and hence population growth rates. Empirical evidence regarding the joint importance of multiple limiting factors in nature provides essentially universal support for this prediction (table 1) . From the precarious perch on the knife edge of multiple limiting factors, an organism's responses to environmental perturbations will be fundamentally contingent on local conditions. When an organism is limited by factor A, it will respond predictably to perturbations of factor A but not to perturbations of factor B. When the organism is limited by factor B instead, sensitivity to small perturbations of factor A will disappear. This dependence on spatial and temporal variation in the environment renders the reproductive responses of populations hard to predict and is one reason that ecologists may search in vain for laws that are directly analogous to the deterministic laws of physics or chemistry. However, rather than viewing this as a shortcoming of ecology, we argue that the conditional dynamics of populations should be viewed as a fundamental feature of life histories shaped by organic evolution. At the same time, the balancing of different limiting factors broadens the range of efficiency-enhancing mutations that will be exposed to natural selection because an improved ability to cope with any of the balanced limiting factors will benefit at least some individuals occupying particular locations at particular times. In sum, our analysis suggests that optimal life histories lead ineluctably to contingent reproductive responses of populations while simultaneously expanding the purview of natural selection.
