The nonlinear RD system (2) can be simplified using the following re-scaling of the variables
and introducing new notations α 1 = c 31 K 3 a 2 , α 2 = c 12 K 2 a 2 , α 3 = c 13 K 1 a 2 , α 4 = c 32 K 2 a 2 , β 1 = a 1 a 2 , β 3 = a 3 a 2 , κ 1 = K 3 K 2 , κ 2 = K 1 K 2 , d 1 = λ 1 λ 2 , d 3 = λ 3 λ 2 .
Thus, system (2) is reduced to the equivalent form
(3)
Notably, system (3) with α 1 = α 3 = 0 is a particular case of the well-known DLVS, which describes 63 a large number of processes in biology and chemistry (see, e.g., [2, 4] and references cited therein).
64
However the above restriction is equivalent to c 13 = c 31 = 0 in (2), what contradicts to the basic 65 restrictions in the model (see interpretation of the terms c 31 uw and c 13 uw). Thus, hereafter we assume 66 that c 2 13 + c 2 31 = 0 ⇔ α 2 1 + α 2 3 = 0, i.e., system (3) is not equivalent to DLVS.
67
It is well known that there is no general theory of integrating nonlinear partial differential 68 equations at the present time and it is very unlikely that one will be developed soon. The most 69 effective methods for constructing particular exact solutions of nonlinear differential equations of 70 reaction-diffusion type are the classical Lie method and its various generalizations (see, e.g., the recent 71 monographs [1,11,12] for more details). Here we apply the classical Lie method and the so-called tanh 72 method [13].
73
Theorem 1. The nonlinear system (3) for any set of specified nonnegative coefficients with the additional restrictions d 1 d 3 κ 1 κ 2 = 0 and α 2 1 + α 2 3 = 0 is invariant only with respect to the time and space translations generated by Lie symmetries
The proof is based on application of the well known Lie's algorithm to system (3) and is reduced 74 to examination of several cases depending on values of the coefficients arising in the system. interested in such type solutions because their realistic interpretation is questionable.
84
The second ansatz follows from the linear combination P t + µP x of the Lie symmetries (4) and has the form In the case of nonlinear RD systems, the progress is rather modest. To the best of our knowledge, 91 an essential progress is derived only in the case of DLVS. Several traveling fronts are constructed in 92 [4, [18] [19] [20] for the two-component DLVS and in [21, 22] for the three-component DLVS.
93
So, our aim is to find traveling fronts for system (3). Substituting ansatz (5) into system (3), one obtains
System (6) is three-component system of nonlinear second-order ODEs. Although this system is simpler object than the original RD system (3), we can speak nothing about its integrability because even the similar system obtained by reducing of the two-component DLVS has been not solved in [4, [18] [19] [20] . In order to find particular solutions of (6), we start from the steady-state points. Obviously that steady-state points of (6) coincide with the stationary (homogenous) those of the RD system (3) and can be easily calculated by solving algebraic equations. Assuming u 0 v 0 w 0 = 0, the full list of steady-state points are as follows
Obviously there are also steady-state points (u 0 , v 0 , w 0 ), where u 0 v 0 w 0 = 0, however we prefer 94 examine this case elsewhere. Notably, the 3rd and 4th points, similarly to 5th and 6th those, are 95 equivalent because the first and third equations of system (6) have the same structure. So, without a 96 generality we may say that there are only four essentially different points in (7).
97
Typically, each traveling front possesses the following property: such solution connects two 98 steady-state points provided ω → ±∞. We were able to identify the relevant traveling fronts in the 99 cases listed below.
, 0 (as ω → −∞) and (0, 0, 1) (as ω → +∞). restriction α 2 = 0 takes place.
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Let us consider Case 1 and use the tanh method (see, e.g., [13, 23, 24] ). Thus, we are immediately looking for traveling fronts of the form
where σ i and n i are real and natural numbers, respectively. Since the exact solution of the form (8) connects steady-state points (U 0 , V 0 , 0) and (0, 0, 1), one immediately obtains the sigma-s values
Substituting (8) into system (6) and taking into account (9), one can determine sufficient conditions 105 for the coefficients n i when the traveling fronts can be found explicitly.
106
Omitting the relevant calculations, we present only the result. So, system (3) has the exact solution
provided its coefficients satisfy the restrictions:
The second exact solution u = β 1 +α 2 4(β 1 +κ 2 α 2 2 )
was constructed provided the coefficients of system (3) satisfy the restrictions:
It is easily seen that the traveling front (10) is more general than (12), since its velocity µ is not fixed.
108
In Case 2, taking into account the corresponding steady-state points, we are looking for the traveling fronts in the form U = β 1 +α 2 2 n 1 (β1+κ2α 2 2 )
(1 − tanh ω) n 1 ,
where σ is an unknown positive constant. Substituting (14) into system (6) and making the corresponding calculations, we arrive at the exact solution
The traveling front (15) satisfies system (3) if the coefficient restrictions
are satisfied.
109
Finally, in Case 3, the exact solutions of system (6) were prescribed to have the form
After the relevant calculations, the traveling front
of the nonlinear system (3) was derived provided the coefficient restrictions
take place.
Remark 2. In Cases 1-3 there exist such sets of the positive parameters (excepting α 2 = 0 in Case 3)
satisfying the restrictions (11), (13), (16) and (18) 
Interpretation of traveling fronts 113
In this section, we study in detail exact solution (10) . First of all, we answer the question: When Thus, one needs to examine separately two cases: (i) µ > 0 and (ii) µ < 0.
118
In Case (i), one immediately obtains 0 < µ < 5 2 (see the formula for κ 1 in (11)). For a simplicity, we assume additionally α 2 = α 4 ≡ α and introduce the notations
Substituting these notations into (11), we arrive at the system of the inequalities:
Since all the component of (10) should be nonnegative (we remind the reader that each component 119 means a frequency of the community speakers), the inequality β 1 < 24d 1 takes place, which follows 120 from V ≥ 0. Thus, the restriction G F < 1 2 is obtained. It can be also noted that F > 0 and G > 0 (the 121 case F < 0 and G < 0 leads to a contradiction).
122
In order to satisfy all the inequalities in (19) , we set
where ε > 0 is a sufficiently small parameter. Now the 4th inequality in (19) is reduced to the form:
hence µ > 1 2 . The 2nd and 3rd those are satisfied provided
Now one realizes that the following algorithm guarantees the positivity of all the coefficients in 123 (11). Firstly, we fix any µ from the interval 1 2 , 5 2 and a small ε, say ε < 1. Secondly, we take any d 3 124 satisfying (20) and calculate α = (5 − 2µ)d 3 + ε. Finally, we choose a sufficiently large d 1 > 0 in order 125 to satisfy inequalities (21) .
126
Remark 3. In the case α 2 = α 4 ≡ α and d 1 = d 3 ≡ d, the above algorithm is simplified to the identification of 127 the restrictions d ≥ 2µ+ε 2µ−1 and α = (5 − 2µ)d + ε, where ε > 0, µ ∈ 1 2 , 5 2 .
128
Case (ii) is essentially simpler. In fact, one immediately obtains α 1 > 0 and κ 1 > 0 in (11). Assuming additionally that α 2 = 24d 1 and solving the inequalities β 1 > 0 and β 3 > 0 (see (11)), we obtain the restrictions α 2 = 24d 1 , d 3 < 1, µ < d 3 2(d 3 −1) , Figure 1 . Traveling fronts (10) . Curves represent the functions u(t 0 , x) (blue), v(t 0 , x) (red) and w(t 0 , x) (green) for the fixed time t 0 = 0.01 (left) and t 0 = 4 (right) and the parameters µ = 3 2 , d 1 = d 3 = 2, α 2 = α 4 = 5 (other parameters are calculated by formulae (11)).
Figure 2.
Traveling fronts (10) . Curves represent the functions u(t 0 , x) (blue), v(t 0 , x) (red) and w(t 0 , x) (green) for the fixed time t 0 = 6 and the parameters µ = 3 2 , d 1 = d 3 = 2, α 2 = α 4 = 5 (other parameters are calculated by formulae (11)).
Figure 3.
Traveling fronts (10) . Curves represent the functions u(t 0 , x) (blue), v(t 0 , x) (red) and w(t 0 , x) (green) for the fixed time t 0 = 0.01 (left) and t 0 = 3 (right) and the parameters µ = −5, d 1 = d 3 = 1 2 , α 2 = α 4 = 12 (other parameters are calculated by formulae (11)). course, one can expect the almost complete extinction of Ukrainian language speakers as it is shown
