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Abstract
The human visual system encodes the chromatic signals conveyed by the three types of retinal cone photoreceptors in an op-
ponent fashion. This opponency is thought to reduce redundant information by decorrelating the photoreceptor signals. Correla-
tions in the receptor signals are caused by the substantial overlap of the spectral sensitivities of the receptors, but it is not clear to
what extent the properties of natural spectra contribute to the correlations. To investigate the inﬂuences of natural spectra and
photoreceptor spectral sensitivities, we attempted to ﬁnd linear codes with minimal redundancy for trichromatic images assuming
human cone spectral sensitivities, or hypothetical non-overlapping cone sensitivities, respectively. The resulting properties of basis
functions are similar in both cases. They are non-orthogonal, show strong opponency along an achromatic direction (luminance
edges) and along chromatic directions, and they achieve a highly eﬃcient encoding of natural chromatic signals. Thus, color op-
ponency arises for the encoding of human cone signals, i.e. with strongly overlapping spectral sensitivities, but also under the as-
sumption of non-overlapping spectral sensitivities. Our results suggest that color opponency may in part be a result of the properties
of natural spectra and not solely a consequence of the cone spectral sensitivities.
 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction
The human visual system encodes the chromatic sig-
nals conveyed by the three types of retinal cone photo-
receptors in an opponent fashion. This color opponency
is often interpreted as an attempt to remove correlations
in the signals of diﬀerent cone types that are introduced
by the strong overlap of the cone spectral sensitivities
(Buchsbaum & Gottschalk, 1983). This explanation is in
accordance with Barlow’s hypothesis (Barlow, 1961)
that the goal of sensory information processing is to
transform the input signals such that the redundancy
between the inputs is reduced. Buchsbaum and Gott-
schalk (1983) studied an orthogonal decorrelation
scheme to remove the correlations introduced by the
strong spectral overlap of the human photoreceptor
sensitivities. The result was a cone opponency that
matched qualitatively the opponent characteristics of
parvocellular neurons in the retina and lateral geniculate
nucleus (LGN) of primates. However, as the authors
noted, the overlaps of the cone spectral sensitivities are
not the only source of correlations across wavelengths.
Naturally occurring spectra are known to be fairly
smooth (e.g. Maloney, 1986; Marimont & Wandell,
1992; Stiles, Wyszecki, & Ohta, 1977) and therefore may
contribute substantially to redundancies in the cone
signals (Brill & Benzschawel, 1985). Ruderman, Cronin,
and Chiao (1998) applied principal component analysis
(PCA) to analyze cone signals in response to natural
spectra. They found small diﬀerences between results
obtained with natural spectra and results obtained with
random spectra that were uncorrelated across wave-
lengths. A shortcoming of orthogonal decorrelation as
obtained by PCA in the analysis of chromatic signals is
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that it will lead inevitably to color opponency (Buchs-
baum & Gottschalk, 1983). There is, however, no reason
why the visual system should be restricted to orthogo-
nal decorrelation. Therefore, a more general analysis
method should be used in order to investigate possible
causes of color opponency. In a previous study (Wach-
tler, Lee, & Sejnowski, 2001), we found that non-or-
thogonal color-opponent codes can indeed be highly
eﬃcient. Here, we show that color opponency consti-
tutes a sparse code for natural images, and that color
opponency is eﬃcient not only because of the correla-
tions introduced by the overlaps of the cone spectral
sensitivities, but also because there are substantial cor-
relations across wavebands in natural spectra.
We investigated samples of spectral images (Parraga,
Brelstaﬀ, Troscianko, & Moorehead, 1998) of natural
scenes. Our goal was to ﬁnd eﬃcient representations of
the chromatic sensory information for overlapping as
well as non-overlapping spectral sensitivities such that
spatial and chromatic redundancy is reduced signiﬁ-
cantly. The method we used for ﬁnding statistically eﬃ-
cient representations is independent component analysis
(ICA). ICA is a way of ﬁnding a linear non-orthogonal
coordinate system in multivariate data that minimizes
mutual information among the axial projections of the
data. The directions of the axes of this coordinate system
(basis functions) are determined by both second and
higher-order statistics of the original data. This contrasts
to PCA which uses solely second order statistics and has
orthogonal basis functions. The ICA algorithm used here
diﬀers from results obtained in our earlier studies
(Wachtler et al., 2001) since the nonlinear function is
ﬂexible and adapts to the density of the data, i.e. it does
not enforce sparseness and focuses only on the inde-
pendence assumption.
2. Methods
2.1. Data
We analyzed a set of 256 256 pixels hyperspectral
images (Parraga et al., 1998). Each pixel is represented
by radiance values for 31 wavebands of 10 nm width,
sampled in 10 nm steps between 400 and 700 nm. The
pixel size corresponds to 0:056 0:056 of visual angle.
The images were recorded around Bristol, UK, either
outdoors, or inside the glass houses of Bristol Botanical
Gardens. We chose eight of these images which had been
obtained outdoors under apparently diﬀerent illumina-
tion conditions. Each image contains a gray reﬂectance
standard mounted on a tripod. Image samples taken for
analysis were restricted to the image regions outside the
areas occupied by these objects. The vector of 31 spec-
tral radiance values of each pixel was converted to a
vector of three cone excitation values whose components
were the inner products of the radiance vector with the
cone sensitivity vectors (Fig. 1(b)). The logarithms of
these values were used in the analysis (Ruderman et al.,
1998). As cone spectral sensitivitiy functions, we used
the estimates of Stockman et al. (1993), and, in addition,
hypothetical non-overlapping sensitivities. The latter
were rectangular functions with absorptions between
420 and 480 nm (S0), 490 and 550 nm (M 0), and 560 and
620 nm (L0), respectively. For additional analyses, nar-
rower non-overlapping functions were used (see Section
3). From the image data, 7 7 pixel image patches were
chosen randomly, yielding 7 7 3 ¼ 147 dimensional
vectors.
2.2. Analysis
The goal of ICA is to perform a linear transform
which makes the resulting source outputs as statistically
independent from each other as possible (Bell & Sej-
nowski, 1995; Comon, 1994; Jutten & Herault, 1991;
Fig. 1. Analysis of natural scenes. (a) Synthesis and analysis model.
Synthesis: a small image patch x is generated linearly using a set of
basis functions A and its corresponding source coeﬃcients or activa-
tions s. Analysis: the image patch can be linearly decomposed into ICA
ﬁltersW and their corresponding independent source activations s. The
small bars for the activations indicate the strength of the activation.
Sparse sources have mostly weak or zero activations and only a few
strong activations. (b) For the main analysis, we used estimates of the
human cone sensitivities (Stockman, MacLeod, & Johnson, 1993)
(thick lines). In an additional analysis, we used hypothetical rectan-
gular, non-overlapping sensitivities (thin lines).
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Lee, 1998). ICA assumes an unknown source vector s
with mutually independent components si. The observed
data x can be represented as a linear combination of
source components si such that
x ¼ As ¼
XN
i¼1
aisi; ð1Þ
where A is a scalar square matrix and the columns of A
(ai) are the basis functions. In a generative image model
(Bell & Sejnowski, 1997; Olshausen & Field, 1996) A
represents the basis functions generating the observed
image pattern in the real world whereas W ¼ A1 refers
to the ICA ﬁlters that transform the image pattern into
activations or source coeﬃcients s ¼ Wx. Since A and s
are unknown, the goal of ICA is to adapt the basis
functions by estimating s so that the individual compo-
nents si are statistically independent and this adapta-
tion process minimizes the mutual information between
the components si. A learning algorithm can be derived
using the information maximization principle (Bell &
Sejnowski, 1995) or the maximum likelihood estimation
method (Pearlmutter & Parra, 1996) which can be shown
to be equivalent in this case (Cardoso, 1997). In our ex-
periments, we used the infomax learning rule with nat-
ural gradient extension and the learning algorithm for
updating the basis functions is
DA / A½I uðsÞsT	; ð2Þ
where I is the identity matrix, uðsÞ ¼ ðopðsÞ=osÞ=pðsÞ
and sT denotes the matrix transpose of s. DA is the
change of the basis functions that is added to A. The
change in DA will converge to zero once the adaptation
process is complete. Note that uðsÞ requires a density
model for pðsiÞ. We assumed a parametric exponential
power density pðsiÞ / expðjsijqiÞ and updated the pa-
rameters qi during the adaptation process to match the
distribution of the estimated sources (Lee & Lewicki,
2000). This was accomplished by ﬁnding the maximum
posteriori value of qi given the observed data. The ICA
algorithm can thus characterize a wide class of statistical
distributions including uniform, Gaussian, Laplacian,
and other so-called sub- and super-Gaussian densities.
In other words, our experiments do not constrain the
coeﬃcients to have a sparse distribution, unlike some
previous methods (Bell & Sejnowski, 1997; Olshausen &
Field, 1996).
For adapting the basis functions we used Eq. (2).
Training was done in 500 training steps, each using a set
of spectra of 40,000 image patches, 5000 chosen ran-
domly from each of the eight images, excluding the
image regions corresponding to the reﬂectance standard.
The parameters qi of the exponential power density were
initialized as Gaussian densities and updated after each
training step.
2.2.1. Displaying the results
To visualize the learned basis functions (Fig. 2), we
used the method by Ruderman et al. (1998) and plotted
for each basis function a 7 7 pixel matrix, with the
color of each pixel indicating the combination of L, M,
and S cone responses as follows. The values for each
patch were normalized to values between 0 and 255,
with 0 cone excitation corresponding to a value of 128.
Thus, the R, G, and B components of each pixel rep-
resent the relative excitations of L, M, and S cones,
respectively. This yields a pseudo-color representation
which, however, is qualitatively similar to a true color
rendering of the respective cone values. To further il-
lustrate the chromatic properties of the basis functions,
we convert the L, M, S vector of each pixel to its co-
ordinates in a cone-opponent color space (Derrington,
Krauskopf, & Lennie, 1984; MacLeod & Boynton,
1979). The x-axis corresponds to the diﬀerence between
L andM cone stimulation, the y-axis corresponds to the
diﬀerence between S-cone stimulation and the sum of L
and M cone stimulation, and the z-axis corresponds to
the sum of L and M cone stimulation. Here, we plot x
versus y coordinates, i.e. the projection of the color
coordinates onto the isoluminant plane. For each pixel
of the basis functions, a point is plotted at its corre-
sponding location in the x–y plane of that color space
(Fig. 2(b) and (d)). The color of the points are the same
as used for the pixels in the left part of the ﬁgure. Thus,
although only the projection onto the isoluminant plane
is shown, the third dimension (i.e. luminance) can be
inferred by the brightness of the points.
3. Results
3.1. Color opponency
Fig. 2(a) shows the learned ICA basis functions in
pseudo-color representation (see Section 2) for over-
lapping cone spectra. In Fig. 2(b), the chromaticities of
the pixels in each basis function are shown in a cone-
opponent color space. The basis functions are shown in
order of decreasing L2-norm (deﬁnition of L2-norm:
square root of the sum of the vector elements squared).
There are three main types of basis functions, namely
homogeneous chromatic, oriented achromatic (lumi-
nance edges), and color-opponent (color edges) basis
functions. These results are qualitatively similar to those
obtained in our earlier analysis (Wachtler et al., 2001).
Luminance edges tended to have higher L2-norm than
color edge basis functions. This reﬂects the fact that in
the natural environment, luminance variations are gen-
erally larger than chromatic variations (Parraga et al.,
1998). The achromatic basis functions were localized
and oriented, similar to those found in the analysis
of grayscale natural images (Bell & Sejnowski, 1997;
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Olshausen & Field, 1996). Most of the chromatic basis
functions, particularly those with strong contributions,
were color opponent, i.e. the chromaticities of their
pixels lay roughly along a line through the origin of our
color space. Most chromatic basis functions with rela-
tively high contributions were modulated between light
blue and dark yellow, in the plane deﬁned by luminance
and S-cone modulation. Those with lower L2-norm were
highly localized, but still were mostly oriented. Other
chromatic basis functions showed opponency axes cor-
responding to blue versus orange colors. The chroma-
ticities of these basis functions occupied mainly the
second and fourth quadrant. The basis functions with
lowest contributions were less strictly aligned in color
space, but still tended to be color opponent, mostly
along a bluish-green/orange direction. The opponency
axes of both blue–yellow and red–green basis functions
were tilted with respect to the color space axes. This
most likely reﬂects the distribution of the chromaticities
in our images.
In natural images, L–M and S coordinates in our
color space are negatively correlated (Webster & Mol-
lon, 1997). ICA ﬁnds the directions that correspond to
maximally independent signals, i.e. extracts statistical
Fig. 2. Basis functions derived from natural scenes. 147 ICA basis functions of trichromatic image patches for overlapping cone spectra (a,b), and
non-overlapping spectra (c,d). Subplots (a) and (c) show the spatiochromatic structure of the basis functions. Each patch represents a 7 7 pixel
basis function. Red, green, and blue pixel values correspond to L, M, and S cone stimulation, respectively. Subplots (b) and (d) show the chro-
maticities of basis function pixels projected onto the isoluminant plane of cone-opponent color space. Horizontal axis: L–M; vertical axis: S–(LþM).
See text for further details.
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structure of the inputs. PCA did not yield basis func-
tions in these directions (Ruderman et al., 1998;
Wachtler et al., 2001), probably because it is limited by
the orthogonality constraint.
3.2. Non-overlapping spectral sensitivities
In order to determine the contribution of natural
spectra to the statistical dependencies in the receptor
signals (Buchsbaum & Gottschalk, 1983), we repeated
the analysis, but with hypothetical receptor sensitivities
(L0, M 0, S0) that have no overlap, while sampling in
roughly the same spectral regions as the L, M, and S
cones (see Section 2 and Fig. 2(c)). The resulting basis
functions were strongly color opponent, as for over-
lapping cone sensitivities. The chromatic axis of oppo-
nency of the red–green basis functions was slightly
closer to the L–M color space axis than in the case of
overlapping sensitivities. This indicates that the axis of
opponency reﬂects the diﬀerences in correlations of L
and M cone, and of M- and S-cone signals. Our ﬁnding
of strong opponency with non-overlapping sensitivities
suggests that in natural spectra the correlations of ra-
diance values between diﬀerent wavelengths are suﬃ-
ciently high to require a color-opponent code in order to
represent the chromatic structure eﬃciently. To further
investigate this point, we calculated the correlations
between L and M, and between L0 and M 0 signals, re-
spectively, for diﬀerent input ensembles. For spectra
drawn from the hyperspectral image dataset, the corre-
lation between L andM signals was 0.99, the correlation
between L0 and M 0 was 0.94. For random spectra that
were uncorrelated across wavelengths, the correlation
between L and M was 0.91, the correlation between L0
and M 0 was, by deﬁnition, zero. Thus, the correlations in
cones with non-overlapping sensitivities due to natural
spectra were even slightly larger than correlations due to
the overlaps of human cone sensitivities alone. Although
ICA takes also higher-order statistics into account, these
results support the conclusion that color opponency is
in part a result of the properties of natural spectra.
To study in more detail the eﬀect of the properties of
the non-overlapping cone sensitivities itself we have
carried out experiments for other cone sensitivity char-
acteristics. Sampling in regions that are narrower and
further apart than the human cone sensitivities might
not lead to cone opponency. However, when we used
sensitivities of 30 nm width, either centered on the peaks
of the human cone sensitivities, or further apart in the
visible spectrum (at 420, 530, and 640 nm), all cases led
to opponent basis functions. Opponency emerged even
with narrower sensitivities, although for 20 and 10 nm,
measurement noise in the data led to very slow con-
vergence of the algorithm and less pronounced oppo-
nency. Our experiments suggest that color opponency
can be achieved with many other non-overlapping cone
sensitivity functions.
3.3. Coding eﬃciency and sparseness
The densities for the coeﬃcients si in Eq. (1) are
highly sparse (Fig. 3) with an average kurtosis value of
18.6. This shows that the independence criterion alone is
suﬃcient to learn sparse image codes. Although no
sparseness constraint was imposed, most of the obtained
ICA coeﬃcients were extremely sparse, i.e. the data x
were encoded in the sources s in such a way that the
coeﬃcients of s were mostly around zero; there is only a
small percentage of informative values (non-zero coef-
ﬁcients). From an information coding perspective this
implies that we can encode and decode each chromatic
image patch with only a small percentage of the basis
functions. In contrast, Gaussian densities as assumed in
PCA were not sparsely distributed and a large portion of
the basis functions was required to represent the chro-
matic images. In this sense, the basis functions that
produce sparse distributions are statistically eﬃcient
codes.
Fig. 3. ICA coeﬃcients are sparsely distributed. The distributions of
the coeﬃcients for ICA in Fig. 2(a) for the ﬁrst 25 basis functions. The
coeﬃcients were computed from 40,000 randomly selected image
patches using the ICA basis functions. The normalized kurtosis value
is shown on top of each distribution. This value indicates how sparse
the distribution is compared to a Gaussian distribution. The normal-
ized kurtosis for the Gaussian density is zero and the sparser the
density the greater its value. Negative values indicate sub-Gaussian
densities such as the uniform density. Averaged over all distributions
for the ICA coeﬃcients the normalized kurtosis was 18.6, suggesting
highly sparse source density functions producing eﬃcient codes.
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To quantitively measure the encoding diﬀerence we
compared the coding eﬃciency between ICA and PCA
using Shannon’s theorem to obtain a lower bound on
the number of bits required to encode a spatiochromatic
pattern (Lewicki & Olshausen, 1999; Lewicki & Sej-
nowski, 2000). The average number of bits required to
encode 40,000 patches randomly selected from the eight
images in Fig. 1 with a ﬁxed noise coding precision of
rx ¼ 0:059 was 1.83 bits for ICA and 4.46 bits for PCA.
Note that the encoding diﬀerence for achromatic image
patches using ICA and PCA was about 20% in favor of
ICA (Lewicki & Olshausen, 1999). The encoding dif-
ference in the chromatic case was signiﬁcantly higher
(>100%) and suggests that there is a large amount of
chromatic redundancy in the natural scenes. We believe
that this redundancy is mostly due to non-orthogonal
projections in the data that is captured by ICA using the
higher-order statistical information. To verify our ﬁnd-
ings, we computed the average pairwise mutual infor-
mation I in the original data (Ix ¼ 0:1522), the PCA
representation (IPCA ¼ 0:0123) and the ICA representa-
tion (IICA ¼ 0:0096). ICA was able to further reduce the
redundancy between its components, and its basis func-
tions therefore represent more eﬃcient codes. Although
those codes were allowed to produce source coeﬃcients
regardless of their density, sparse coeﬃcients with av-
erage normalized kurtosis values of 18.6 for ICA and 6.6
for PCA. Interestingly, the basis functions in Fig. 2(a)
produced only sparse coeﬃcients except for basis func-
tion 7 (green basis function), which has a nearly uniform
distribution (Fig. 3), suggesting that this basis function
is active almost all the time. The reason is that the green
color component is present in a large number of image
patches of the natural scenes. For the non-overlapping
sensitivities, the coding eﬃciency was 2.23 bits per pixel,
the average mutual information was 0.0102 and the
average kurtosis was 17.8. In comparison to the ICA
results obtained by overlapping spectral sensitivities the
small diﬀerences are not signiﬁcant (Table 1) and this
control experiment again supports the argument that
color opponency may be a consequence of eﬃcient en-
coding of spectral information.
We repeated the experiments and used other nonlin-
earities uðsÞ in the learning rule in Eq. (2) and obtained
similar results. Basis functions obtained with the expo-
nential power distributions or the simple Laplacian
prior (Wachtler et al., 2001) were statistically most eﬃ-
cient. The results using the JADE algorithm (Cardoso,
1999) and the ﬁxed-point ICA algorithm (Hyvaerinen &
Oja, 1997) resulted in qualitatively similar basis func-
tions with slightly higher entropy than the exponential
power function ICA algorithm, which is due to a more
accurate density estimation using a more ﬂexible ICA
algorithm.
In comparison of ICA to other decorrelation algo-
rithms, there are many ways to decorrelate the cone
signals. However, many decorrelation algorithms have
constraints in the basis functions such as orthogonality
in PCA and zero-phase in symmetric whitening ﬁlters.
ICA has no constraint in the structure of the basis
functions and it presents the most eﬃcient coding
scheme compared to all other decorrelation algorithms
because it not only removes second order redundancies
but other higher-order redundant information. There is
no analytical way to achieve the same. Certain decor-
relation algorithms such as PCA may give a very limited
number of color-opponent basis functions but this could
have been a result of the constraints (orthogonality in
PCA or symmetry in ZCA) and not a result of ﬁnding an
eﬃcient coding scheme for the input signals.
4. Discussion
In studies where ICA had been applied to achromatic
images of natural scenes (Bell & Sejnowski, 1997; Lew-
icki & Olshausen, 1999; Olshausen & Field, 1996; van
Hateren & van der Schaaf, 1998), the resulting basis
functions were localized and orientation sensitive. In
other words, the basis functions represented luminance
edges useful for representing image features. Those basis
functions are non-orthogonal and adapted to the struc-
ture inherent in the data. We analyzed chromatic images
and obtained, in addition to achromatic edges, basis
functions that correspond to color edges. These basis
functions were likewise non-orthogonal and their coef-
ﬁcients had sparse distributions, indicating a highly ef-
ﬁcient encoding of the data. Recently, Caywood,
Willmore, and Tolhurst (2001) analyzed the same hy-
perspectral data set that we used and found similar
results. Hoyer and Hyvaerinen (2000) had used un-
compressed RGB images of natural scenes to adapt
basis functions. Our results using L, M, S cone inputs
derived from spectra of natural scenes yielded qualita-
tively similar results, thus supporting the hypothesis of
these authors that nonlinearities in the generation of
RGB images do not strongly inﬂuence the qualitative
structure of the results. A quantitative comparison, in
particular with respect to the opponency axes, is not
possible, since calibration data for the acquisition of the
RGB images are not available. Results obtained from
images encoded with the lossy JPEG compression
Table 1
Coding eﬃciencies for raw data, PCA and ICA
Kurtosis Mutual infor-
mation
Entropy (bits/
pixel)
Raw 0.4 0.1522 7.50
PCA 6.6 0.0123 4.46
ICA 18.6 0.0096 1.83
ICA (no-overlap) 17.8 0.0102 2.23
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(Tailor, Finkel, & Buchsbaum, 2000) would be even less
comparable. In an attempt to accurately model the ret-
inal properties Doi and Inui (2000) applied natural
scenes (RGB images) to simulated trichromatic cone
mosaic outputs and obtained similar results.
The results presented here extend earlier ﬁndings
(Wachtler et al., 2001) by showing that the sparseness
arises due to the statistical structure of the data. Fur-
thermore, we show that color opponency may serve not
only to remove spectral correlations introduced by
overlapping photoreceptor sensitivities, but also corre-
lations inherent in the natural spectra. Indeed, our re-
sults indicate that those two inﬂuences are about equally
strong. Thus, encoding signals of cones with non-over-
lapping spectral sensitivities leads to equally strong
opponency and similar coding eﬃciency as with over-
lapping sensitivities. In other words, given the properties
of natural spectra, the diﬀerences of having cone sensi-
tivities with less overlap than the human cones would be
minor in terms of coding eﬃciency.
Regarding interpretations of the results obtained by
ICA, one issue to consider is whether one should focus
on the basis functions A, or rather on the corresponding
ICA ﬁlters W. For achromatic images of natural scenes,
there are small diﬀerences (Bell & Sejnowski, 1997;
Olshausen & Field, 1996) between the characteristics of
the basis functions and ICA ﬁlters. For the chromatic
case, the diﬀerences are not negligible. In our analysis,
we adapted the basis functions, corresponding to the
image features that are represented. The ﬁlters W were
derived by inverting the basis function matrix A and
therefore are constrained by the inversion process. In
particular, a ﬁlter will give no response to any but its
corresponding basis function. Furthermore, the basis
function corresponding to a ﬁlter is not necessarily the
stimulus that will yield the largest response. The ﬁlter for
which a particular basis function would give the largest
response would essentially look like this basis function,
thus achieving the largest dot product of basis function
and ﬁlter. The basis functions correspond to what the
algorithm estimates as independent causes of the images,
as well as to ﬁlters for which these causes would be ‘best’
stimuli. Therefore, we focus on the basis functions ra-
ther than the ﬁlters.
It has been pointed out that the achromatic ICA basis
functions resemble receptive-ﬁeld characteristics of neu-
rons in the visual cortex (Bell & Sejnowski, 1997; Lew-
icki & Olshausen, 1999; Olshausen & Field, 1996; van
Hateren & van der Schaaf, 1998), leading to the con-
clusion that the receptive ﬁelds of visual neurons reﬂect
an eﬃcient code for the visual signals. If the visual
system encodes chromatic signals eﬃciently, one could
expect to ﬁnd similar correspondences in the chromatic
domain. The visual system of trichromatic primates
encodes retinal color signals in a color-opponent fash-
ion. In the LGN of monkeys, color selective cells re-
spond best for chromatic stimuli along the coordinate
axes of a cone-opponent color space (Derrington et al.,
1984), indicating a coding scheme that decorrelates the
signals from diﬀerent cone classes (Buchsbaum & Gott-
schalk, 1983). In the visual cortex, the chromatic tuning
of color selective cells is not restricted to the color space
axes (De Valois, Cottaris, Elfar, Mahon, & Wilson,
2000; Hanazawa, Komatsu, & Murakami, 2000; Lennie,
Krauskopf, & Sclar, 1990; Wachtler, Sejnowski, & Al-
bright, 1999). Owing to our method of deriving cone
responses from natural spectra, we can make some
quantitative statements about eﬃcient encoding of reti-
nal signals under natural conditions. Our results indicate
that the chromatic axes for eﬃcient opponent encoding
do not necessarily correspond to the ‘cardinal’ directions
of color opponency as found in LGN cells. While the
results of PCA show chromatic organization along these
axes, ICA basis functions show opponency along inter-
mediate directions. Comparing the properties of these
coding schemes with the properties of visual neurons,
one could speculate that, in retina and LGN, the visual
system may take advantage of PCA-like encoding to
encode as much signal as possible with the limited
number of ﬁbers in the optic nerve, while recoding the
chromatic signals in the cortex to achieve a sparse code
that better reﬂects the statistical structure of the envi-
ronment (Field, 1994).
Often, double-opponent cells (Daw, 1967) have been
associated with the cortical coding of color (Hubel &
Wiesel, 1968; Livingstone & Hubel, 1984). Our chro-
matic ICA basis functions do not show the typical
double-opponent organization. Usually, the contribu-
tions of diﬀerent cone types in our basis functions have
both positive and negative regions, but these regions are
out of phase, such that maximal stimulation (positive or
negative) of one cone type coincides with close-to-zero
stimulation of another cone type. This is more similar to
single opponency with anisotropic center-surround or-
ganization than to classical double opponency.
Two further properties of our ICA basis functions do
not match the classical double-opponent receptive ﬁeld.
First, the opponency axis of red–green basis functions
does not correspond to pure L versus M signals, but
indicates contributions from S cones. Interestingly, a
recent study (Conway, 2001) investigating cone inputs to
V1 neurons reported double-opponent receptive ﬁelds
where L input had opposite sign to both M and S input.
Thus, the opponency axis did not coincide with the L–M
axis, but rather was tilted in the same way as the red–
green basis functions of our results. Second, the spatial
organization of the chromatic basis functions does not
show circular symmetry like the classical double-oppo-
nent cell’s receptive ﬁeld. The spatial structure of the
chromatic basis functions is similar to the achromatic
ones, which have been interpreted as luminance edges.
Likewise, the chromatic basis functions may represent
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chromatic edges. Commonly, color coding neurons are
assumed to be non-oriented, despite the undisputed
opinion that chromatic contrast is an important feature
in color vision. However, oriented chromatically selec-
tive cells in primary visual cortex have been described
(Johnson, Hawken, & Shapley, 2001; Michael, 1978;
Ts’o & Gilbert, 1988). In view of our results, this may
suggest that indeed eﬃcient encoding may be a factor
inﬂuencing the properties of cortical receptive ﬁelds.
Although the analysis of natural signals can lead to
important insights in the encoding strategies of the visual
system, one has to be aware of the limits of such com-
parisons. The assumption of a linear encoding of the
visual signals is an idealization. Furthermore, the rele-
vance of the visual signals, e.g. in signalling food, should
be taken into account (Mollon, 1989; Osorio & Voro-
byev, 1996). However, even without these additional
criteria, our results show that non-orthogonal basis
functions provide an eﬃcient encoding of chromatic
natural images, and that color opponency is not a mere
consequence of overlapping cone spectral sensitivities.
This supports the hypothesis that cortical neurons rep-
resent the intrinsic spatiochromatic structure of the
natural environment in a statistically eﬃcient manner.
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