Discrete optimization problems (DOPs) arise in various applications such as planning, scheduling, computer aided design, robotics, game playing and constraint directed reasoning. Often, a DOP is formulated in terms of nding a (minimum cost) solution path in a graph from an initial node to a goal node and solved by graph/tree search methods such as branch-and-bound and dynamic programming. Availability of parallel computers has created substantial interest in exploring the use of parallel processing for solving discrete optimization problems. This article provides an overview of parallel search algorithms for solving discrete optimization problems.
Sequential Algorithms for Solving Discrete Optimization
Problems.
Here we provide a brief overview of sequential search algorithms. For detailed descriptions, see 54, 62, 26] .
Depth-First Search Algorithms.
Depth-rst search is a name commonly used for various search techniques for solving DOPs that perform search as follows. The search begins by expanding the initial node, i.e., by generating its successors. At each subsequent step, one of the most recently generated nodes is expanded.
(In some problems, heuristic information is used to order the successors of an expanded node. This determines the order in which these successors will be visited by the depth-rst search method.) If this most recently generated node does not have any successors (or if it can be determined that the node will not lead to any solutions), then backtracking is done, and a most recently generated node from the remaining (as yet unexpanded) nodes is selected for expansion. A major advantage of depth-rst search is that its storage requirement is linear in the depth of the search space being searched. Following are three search methods that use the depth-rst search strategy.
Simple Backtracking is a depth-rst search method that terminates on nding the rst solution. This solution is obviously not guaranteed to be the minimum-cost solution. In the simple version, no heuristic information is used for ordering the successors of an expanded node (which happen to be at the same depth). In its variant, \Ordered Backtracking", heuristics are used for ordering the successors of an expanded node.
Depth-First Branch-and-Bound (DFBB) is a DFS algorithm which searches the whole search space exhaustively; i.e., search continues even after nding the solution path. Whenever a new solution path is found, the current best solution path is updated. Whenever an inferior partial solution path (i.e., a partial solution path whose extensions are guaranteed to be worse than the current best solution path) is generated, it is eliminated.
Iterative Deepening A* (IDA*) performs repeated cost-bounded DFS over the search space. In each iteration, IDA* keeps on expanding nodes in a depth-rst fashion until the total cost of the selected node reaches a given threshold which is increased for each successive iteration. The algorithm continues until a goal node is selected for expansion. It might appear that IDA* performs a lot of redundant work in successive iterations. But for many problems of interest, the redundant work is minimal and the algorithm nds an optimal solution 30].
2.2 Best-First Search.
Best-rst search techniques use heuristics to direct search to spaces which are more likely to yield solutions. A*/Best-rst branch-and-bound search is a commonly used best-rst search technique. A* makes use of a heuristic evaluation function, f, de ned over the nodes of the search space. For each node n, f(n) gives an estimate of the cost of the optimal solution path passing through node n.
A* maintains a list of nodes called \OPEN" which holds the nodes which have been generated but not expanded. This list is sorted on the basis of the f values of the nodes. The nodes with the lowest f values are expanded rst. The main drawback of this scheme is that it runs out of memory very fast since its memory requirement is linear in the size of the search space explored.
Dynamic Programming
Dynamic programming (DP) is a powerful technique used for solving DOPs. Problems which can be solved e ciently using DP are characterized by the Principle of Optimality de ned by Bellman 8] . This principle states that an optimal sequence of decisions has the property that irrespective of the initial state and decision, the remaining decisions must constitute an optimal decision sequence with respect to the state resulting from the rst decision. Many di erent formulations of DP have been presented 36, 27, 25] . The essence of many DP algorithms lies in computing solutions to the smallest subproblems and storing the results and using them to compute solution to bigger problems. Thus the solution to the original problem is constructed in a bottom-up fashion 4]. We will illustrate this algorithm using the classical example of nding the multiplication sequence of a sequence of matrices so that the total number of operations (individual multiply / add operations) is minimized 4]. Let the given matrices be represented as M 1 ; M 2 ; ::::; M n . Also let m ij denote the number of operations required to multiply matrices M i through M j in sequence. The DP algorithm proceeds by calculating m ij 's as minf(m ik + m k+1;j + r i?1 r k r j ) k i k < j g, where r i?1 ; r k are the dimensions of the product of matrices M i through M k , and r k ; r j are the dimensions of the product of matrices M k+1 through M j . The rst term, m ik , represents the number of operations required for multiplying matrices i through k, the second term, m k+1;j represents the number of operations for multiplying matrices k+1 through j, and the third term, r i?1 r k r j , represents the number of operations required in computing the product of these two matrices.
Clearly, if m ik and m k+1;j have been precomputed, m ij can be computed easily. This process is continued until m 1n is computed. The computation is illustrated in Figure 1 . Note that the total number of distinct multiplication sequences is exponential in n. However, the DP algorithm has a complexity of O(n 3 ).
3 Parallel Formulations 3.1 Parallel Depth-First-Search Algorithms.
The state space tree to be searched by DFS-based algorithms such as backtracking, IDA*, DFBB etc. can easily be partitioned into smaller parts. These parts can be searched by di erent processors. Searching these parts requires no (e.g., in backtracking and IDA*) or minimal (e.g., in DFBB) communication. However, for most applications, state-space trees generated by DFS tend to be highly irregular, and any static allocation of subtrees to processors is bound to result in signi cant load imbalance among processors. The core of any parallel formulation of DFS algorithms is thus a dynamic load balancing technique which minimizes communication and processor idling. A number of load distribution techniques have been developed for parallel DFS 72, 73, 34, 39, 48, 67, 28] . A general method for parallelizing DFS is presented in 34, 39] . In this formulation, each processor searches a disjoint part of the search space in a depth-rst fashion. When a processor nishes searching its part of the search space, it tries to get an unsearched part of the search space from other processors. When a goal is found, all of them quit. If the search space is nite and has no solutions, then eventually all the processors would run out of work, and the (parallel) search will terminate. Since each processor searches the space in a depth-rst manner, the (part of) state space to be searched can be e ciently represented by a stack. The depth of the stack is the depth of the node being explored currently. Each level of the stack keeps track of the untried alternatives at that level. Each processor maintains its own local stack on which it executes DFS. When the local stack is empty, it takes some of the untried alternatives of another processor's stack. For shared memory architectures 24], this operation can be performed by simply locking the other processor's stack and picking up a part of its search space. For distributed memory machines 24], this has to be accomplished using messages. The detailed schematic of this process is shown in Figure 2 . A processor on running out of work selects a target processor for addressing a work request. On receiving a work request, a processor either responds with a part of its own work, or a reject message in case it does not have any work. This process continues until all processors go idle or a solution is found. In such a formulation, all search space is initially assigned to one processor and other processors are given null spaces. Subsequently, the search space is divided and distributed among various processors. example, two techniques discussed in 34] are random polling and global round robin. In random polling, a processor is selected at random and the work request is targeted to this processor. In global round robin, a global pointer is maintained at a designated processor. This pointer determines the target of a work request. Every time a work request is made, the pointer is read and incremented (modulo the number of processors). Though the global round robin scheme minimizes the total number of work requests for a wide class of problems, accessing the global pointer forms a bottleneck 34]. Consequently, when the number of processors increases, its performance degrades. On the other hand, random polling does not su er from such a drawback. However, on machines that have hardware support for concurrent access to a global pointer (e.g., the hardware fetch and add 16]), the performance of the global round robin scheme would be better than random polling. When a work transfer is made, work in the donor's stack is split into two stacks one of which is given to the requester. In other words, some of the nodes (i.e., alternatives) from the donor's stack are removed and added to the requester's stack. Figure 3 illustrates the process of splitting a stack into two parts. Intuitively it is ideal to split the stack into two equal pieces. If the work associated with either of the stacks is too small, the corresponding processor would become idle too soon.
In the above formulation of parallel DFS, a processor requests for work when it becomes idle. An alternate technique is to distribute parts of the search space as they are being generated. For example, every time the successors of a node are generated, they could be sent to selected processors. A number of schemes have been proposed which use such work distribution strategies 67, 18, 17]. A major drawback of these schemes is that an interprocessor communication is required for each node generation. For a detailed discussion on the relative merits of these schemes, see 34].
Parallel Formulations of DFBB. Parallel formulations of DFBB are similar to those of DFS. The parallel formulation of DFS described above can be applied to DFBB with one minor modi cation. Now we need to keep all the processors informed of the current best solution path. On a shared memory architecture, this can be done by maintaining a global best solution path. On a distributed memory architecture, this can be done by allowing each processor to maintain the current best solution path known to it. Whenever a processor nds a solution path better than the current best known, it broadcasts it to all the other processors which update (if necessary) their current best solution path. Note that if a processor's current best solution path is worse than the global best solution path, then it only a ects the e ciency of the search but not its correctness. Parallel formulations of DFBB have been shown to yield linearly increasing speedups for many problems and architectures 5, 6] .
Parallel Formulations of IDA*. There are two approaches to parallelizing IDA*. In one approach, di erent processors work on di erent iterations of IDA* independently 31, 35] . This approach is not very suitable for nding optimal solutions. This is because a solution found by a node on a particular iteration is not provably optimal until all the other processors have also exhausted search space until that iteration and have not found a better solution. Another approach is to execute each iteration of IDA* via parallel DFS 38, 39, 51] . Since all processors work with the same cost bound, each processor stores this value locally and performs DFS on its own search space.
Speedup Anomalies in Backtracking / DFS.
In parallel DFS, the speedup can di er greatly from one execution to another, as the actual parts of the search space examined by di erent processors are determined dynamically, and can be di erent for di erent executions. Hence, for some execution sequences the parallel version may nd a solution by visiting fewer nodes than the sequential version thereby giving superlinear speedup, whereas for others it may nd a solution only after visiting more nodes resulting in sublinear speedup. It may appear that on the average the speedup would be either linear or sublinear. This phenomenon of speedup greater than P on P processors in isolated executions of parallel DFS has been reported by many researchers 32, 40, 44, 49, 53] for a variety of problems and is referred to by the term speedup anomaly. The average speedup in parallel DFS for two di erent types of models has been analyzed in 52, 69] . In the rst model, no heuristic information is available to order the successors of a node. For this model, analysis shows that on the average, the speedup obtained is (i) linear when distribution of solutions is uniform, and (ii) superlinear when distribution of solutions is non-uniform. This model is validated by experiments on synthetic state-space trees modeling the hackers problem 75], the 15-puzzle problem and the N-Queens problem 23]. (In these experiments, serial and parallel DFS do not use any heuristic ordering, and select successors arbitrarily.) The basic reason for this phenomenon is that parallel search can invest resources into multiple regions of the search frontier concurrently. When the solution density in di erent regions of the search frontier is nonuniform and these nonuniformities are not known a priori, then sequential search has equal chance of searching a low density region or a high density region. On the contrary, parallel search can search all regions at the same time, ensuring faster success rate. In the second model, the search tree contains a small number of solutions and a strong heuristic is available that directs search to regions that contain solutions. There is, however, some probability that the heuristic makes an error and directs search to regions containing no solutions. The work distribution method used for partitioning the tree does not use any heuristic information. However, each processor searches its own space using the heuristic. For this model, analysis shows that the average speedup is at least linear. This may appear surprising since at any given time most of the processors will be searching spaces that are considered unpromising by the heuristic. An intuitive explanation is that for this model, parallel DFS performs much better than serial DFS when the heuristic makes an error, and thus compensates for the lost performance in the case in which the heuristic is correct. Results from this model have been veri ed on the parallel formulation of a DFS algorithm, called PODEM, which uses very powerful heuristics to order the search tree 7].
Parallel Best-First Search.
A number of researchers have investigated parallel formulations of A*/B&B algorithms 35, 37, 43, 48, 64, 70, 77, 80 ]. An important component of A*/B&B algorithms is the priority queue which is used to maintain the \frontier" (i:e:, unexpanded) nodes of the search graph in a heuristic order. In the sequential A*/B&B algorithm, in each cycle a most promising node from the priority queue is removed and expanded, and the newly generated nodes are added to the priority queue. In most parallel formulations of A*, di erent processors concurrently expand di erent frontier nodes. Conceptually, these formulations di er in the data structures used to implement the priority queue of the A* algorithm. In some schemes, a global priority queue is maintained at a designated processor. In each node expansion cycle, a processor picks up the current best node from this queue, expands it and inserts the successors back into the queue. Clearly, accessing such a queue would become a bottleneck for parallel algorithms. Consequently, schemes using global priority queues are suited only for small number of processors. One way to avoid contention due to global priority queues is to let each processor have its own local queue. Initially, the search space is statically divided and given to di erent processors (by expanding some nodes and distributing them to the local queues of di erent processors). Now all the processors select and expand nodes simultaneously without causing contention on the shared queue as before. In the absence of any communication between individual processors, it is possible that some processors may work on a good part of the search space, while others may work on bad parts that would have been pruned by sequential search. This would lead to redundant node expansions and poor speedups. Various schemes can be developed to trade o redundant node expansions, communication overheads and contention to optimize performance. A commonly used technique for implementing distributed queues is to hash every node generated to a unique processor. As shown in 46] this method ensures a good distribution of promising nodes among all processors. This technique also allows checking for duplication of nodes which is required for graph search. For instance, if we are searching for an optimal path through a graph, it might be possible to reach a given vertex in a graph using two di erent paths. Thus, on reaching any vertex, we rst check if it has been reached before from any other path in the graph to avoid extra search. This is accomplished by hashing the node corresponding to the vertex to a unique processor where node duplications can be checked. Note that node duplications need to be checked only for graph search and not for tree search problems. Hashing techniques themselves cause performance degradation as each node generation results in a corresponding communication cycle.
Parallel Dynamic Programming.
Parallel formulations of DP di er signi cantly for di erent serial DP algorithms. First we discuss parallel formulations of those DP algorithms in which subproblems can be statically organized into levels such that solution to a subproblem depends only upon the solutions to the subproblems at preceding levels. For example, consider the optimal matrix multiplication sequence problem discussed in Section 2.3. As seen in Figure 1 , computation for a node depends only on the nodes at preceding levels. If there are I nodes at a level, we could assign I=p nodes to each of the p processors. Each processor computes the cost of the nodes assigned to it. This is followed by an all-to-all broadcast during which solution costs of all nodes at that level are made known to all processors. This completes the DP algorithm corresponding to one level. Since each processor has complete information about node costs at preceding levels, no communication is needed other than the all-to-all broadcast. This processor can use no more processors than the maximum number of nodes at any level. In many applications, it is possible to extract a greater degree of parallelism than the above formulation. The rst technique uses multiple processors to compute the cost of a node (e.g., 25]). In the second technique, processing of nodes at di erent levels is pipelined. Thus, processing of a node at level i does not wait for all nodes at levels below i to be completed. Instead, it waits only for the nodes on which its own processing depends. Kung and Leiserson use this technique and present a parallel formulation of the DP algorithm for the matrix multiplication sequence problem which can use O(n 2 ) processors and run in O(n) time 22] . Not all DP algorithms can, however, be formulated as a multilevel bottom-up tree structure (e.g., see DP algorithms for solving the 0/1 Knapsack problem and the single source shortest path problem). Parallel formulations of these algorithms have to be specially designed. For example, Lee et. al. 42] use the divide-and-conquer strategy for parallelizing the DP algorithm for the 0/1 knapsack problem on a MIMD distributed memory computer.
Parallel Integer Linear Programming Algorithms
In the next two sections we discuss parallel algorithms for solving the general linear zero-one and the quadratic assignment problems. Integer linear programming problems appear in many applications and are solved, in general, by some branch and bound type algorithm 58], 65].
In this section, we describe some of the rst attempts to parallelize these branch and bound algorithms for integer linear programs. 1) is considered. We may assume that all cost coe cients c i are nonnegative (if some c i < 0 then we may replace x i by 1 ? x i ). The branch and bound algorithm (using best-rst search) for solving (6) is described by the following steps:
1. Let f U be the incumbent which contains the best solution found during the search (initially f U is 1). The initial subproblem (all variables are free) is created. A list of active subproblems is then created and the initial subproblem is inserted into it.
2. Select a subproblem from the list of active subproblems whose lower bound is smallest. 
The feasibility of each constraint is checked using the condition Assigning the value of 0 to each free variable in a subproblem is referred to as the "lower bound completion". At this point the feasibility of the lower bound completion is checked using (7) which reduces to checking A subproblem that is not deleted is added to the list of active subproblems.
6. Repeat steps 2-5 until the list of active subproblems is empty. When the list is empty, the algorithm terminates. The optimal solution is the current incumbent.
The simpli ed "logical model" for the parallel execution of the branch and bound algorithm consists of:
1. A set of N processors.
2. Global data that consists of the list of active subproblems and the incumbent. The global data is accessible by all processors and it is assumed that no overhead is incurred by a processor when it accesses the global data. The processors continue to iterate until the list of active subproblems becomes empty. The algorithm then terminates and the solution is stored at the incumbent. Abdelrahman and Mudge 3] propose two parallelization methods on a distributed memory multiprocessor. The rst method maintains a centralized list of subproblems (using N slave processes) and a manager (master process). The master process maintains the global data, and the slave processes perform the operations necessary for the expansion of subproblems.
The master process selects N subproblems from the list of active subproblems and assigns one subproblem to each slave process. The N subproblems selected have the best bounds among those subproblems in the list of active subproblems. Then each slave process expands its subproblem generating subproblems and computing the corresponding lower bounds. In addition, each slave process performs the tests regarding lower bound, feasibility and termination tests on the subproblems it generated. The results are sent back to the master process which inserts them in the list. The algorithm terminates when the list of active subproblems becomes empty and all the slave processes are idle. The algorithm has the advantage of expanding subproblems whose bounds are best in the global sense (since subproblems that have smaller lower bounds are most likely to lead to solutions than others that have larger lower bounds). The main disadvantage of this approach is communication cost and the requirement of large memory to maintain the list of active subproblems.
The second method outperforms the rst by distributing the list of subproblems and balancing the load among neighboring processors. When all neighboring processors are idle, the algorithm "guesses" to terminate (for details see 3]). The two methods are also capable of incorporating multiple search strategies. Computational results on an NCUBE/six multiprocessor are reported.
In 11] a methodology is proposed which uses a collection of workstations connected by an Ethernet network as a parallel processor for solving 0-1 linear problems. The algorithm is a based on the branch and cut approach and has been used to solve a set of test problems from 13].
A Parallel Algorithm for the Quadratic Assignment Problem
In this section we consider one of the most di cult discrete problems, the quadratic assignment problem, and discuss some details on solution techniques using parallel machines 45]. The quadratic assignment problem (QAP) is a mathematical model arising from many location problems in which the cost associated with allocating a facility at a certain location depends, not only on the distances from other facilities, but also on the interaction with other facilities. This model, rst proposed by Koopmans and Beckmann in 1957 29] , can be stated as the following minimization problem
where n is a positive integer,
, and is the set of permutations of the set N = f1; :::; ng.
In the framework of location problems, the set N represents the set of n locations on which n facilities are to be allocated. For matrix F, the entries f ij ; i; j = 1; :::; n, represent the ows between facilities i and j. For matrix D, the entries d ij ; i; j = 1; :::; n, represents the distances between locations i and j. The goal then is to assign the facilities to the locations such that the total cost is minimal. Besides applications in facility allocation, this model can be applied in many other applications, including backboard wiring, machine scheduling, ordering interrelated data on a computer storage device, scheduling of economic lot sizes, and designing typewriter keyboard 45]. Next, we discuss a parallel exact algorithms for the QAP. Roucairol 12] rst proposed a parallel branch-and-bound algorithm for solving the QAP and implemented the algorithm on a CRAY XMP/48. However her computational results were not very satisfactory and only problems of sizes 12 were solved. As a comparison, Pardalos and Crouse 57] proposed a more e cient branch-and-bound algorithm. The discussion in the rest of this section is based on 57]. The exact algorithm presented below is of the branch-and-bound type 57], 61]. The term "solution" and "permutation" are used interchangeably in our discussion. The algorithm consists of three steps. In the rst step, the algorithm computes an initial best known upper bound (BKUB) and sets up an initial branch-and-bound search tree, The initial best known upper bound is computed by using the heuristic algorithm described in 10]. Then the initial search tree consists of n (n ? 1) nodes storing partial permutations p de ned by p(1) = i; p(2) = j; for i; j = 1; 2; : : :; n and i 6 = j;
i.e., those permutations whose rst two assignments are xed. The tree is organized in the form of a heap keyed by the lower bounds (LWRBND) associated with the partial permutations stored in the tree. The root of the tree has the maximum key value. For each partial permutation (solution) in the heap, the corresponding subproblem is the QAP with part of the facilities being allocated. In the second step, the four procedures of the branch-and-bound (selection, branching, elimination, and termination 76]) are used as follows:
1. The selection procedure simply selects the partial permutation stored in the root of the heap. Note that in the selection procedure, since the partial permutation at the root is generally closer to being a complete permutation, it is thus a promising candidate for reducing the BKUB. Furthermore, the partial permutation at the root has the highest lower bound among the lower bounds of the partial permutations stored in the tree. It can be discarded early in the search process, hence keeping the height of the heap small. This is very important since the solution space is extremely large even if the size of the problem is moderate. In the nal step, the best permutation(s) found is taken as the global optimal permutation(s). The algorithm can be described as follows. For the parallel version of the algorithm, we assume there are a total number of P processors available. One way to parallelize the sequential branch-and-bound algorithm is to use the simple idea of having all P processors accessing the heap in parallel. In practice, this approach will result in a signi cant amount of overhead in accessing the heap concurrently. Another approach is to simply divide the heap into P disjoint sub-heaps and assign one for each processor. After each processor nishes its heap, the suboptimal solutions of the processors are collected and the global optimal solution(s) can be found. This approach generally introduces a balanced load among the processors, and it was used in our study. The parallel algorithm can be described as follows Algorithm 2: A Parallel Exact Algorithm for the QAP Input: n, matrices F; D of size n n.
Output: Optimal permutations for the QAP.
1. Find an initial value of the BKUB and create a heap of the n (n ? 1) partial solutions.
Divide the heap into P sub-heaps, one for each processor.
2. For each processor, execute step 2 of Algorithm 1 in parallel.
3. Collect all the suboptimal solution(s) from the P processors, print the best solution(s) found as the optimal solution(s) p, and stop.
The above parallel algorithm was coded in PARALLEL FORTRAN to run on the IBM ES/3090-600S VF computer, that has 6 identical processors capable of processing independent tasks. In our experiment, we used all 6 processors. Given the 6 processors, the parallel algorithm divides the initial tree of n (n ? 1) nodes into 6 sub-heap of n (n ? 1)=6 nodes each. Hence, each processor has its own heap to process. Then, 6 parallel tasks are dispatched for nding optimal solutions within their respective sub-heap. This procedure not only balances the load among all processors, but also keeps the processors busy to the fullest extent. The shared variable BKUB is updated in a critical section (using the LOCK and UNLOCK facility). The matrices F; D are shared data. Since they are accessed only by reading, they are not locked in a critical section. The heaps of the processors are not shared among them. The Gilmore-Lawler lower bound 20, 41] is used here as the lower bound of a partial permutation. If the given problem has multiple optimal solutions, the algorithm nds all the optimal solutions.
The algorithm is evaluated with two classes of test problems. The rst set of problems include the NUGENT collection of the QAP 55] . The other set of test problems, denoted PALU-BETSKES, are generated by the algorithm described in 50, 56] . The NUGENT set of test problems is one of the most widely used in the literature and can be used to test both heuristic and exact algorithms for the QAP. For our study, test problems of sizes n = 5; 6; 7; 8; 12; 15; 20, and 30 are used. For problems of sizes 20 and 30, optimal solutions can not be obtained in a reasonable amount of CPU time (due to this di culty, the exact algorithm was not run on these two cases).
The PALUBETSKES set of test problems are generated according to the test problem generator, which outputs test problems with known optimal solutions, as reported in 50, 56] . The test problem generator contains two positive integer parameters, z and w. A random variable with a uniform distribution in (0; 1) is used also in the generator. For our experiments, seven test problems are created with sizes n = 10; 11; 12; 13; 14; 15, and 16, with z = 9; w = 5. The optimal objective function value for a test problem generated here is dependent on n and z and is independent of the value of w. Thus, the generated test problems with the same value for the parameter z have the same optimal objective function value for each xed n. 47 ] present parallel formulations of the branch and bound technique for solving the asymmetric traveling salesman problem on heterogeneous network computer architectures. Roucairol 71] presents parallel branch and bound formulations for shared memory computers and uses these to solve the Multiknapsack and Quadratic assignment problems. Lee et. al. 42 ] demonstrate experimentally that it is possible to obtain linear speedup for large instances of the 0/1 knapsack problem, using a divide-and-conquer DP algorithm, provided enough memory is available. Dantas et. al. 15 ] use vectorized formulations of DP for the Cray to solve optimal control problems. A technique for parallelizing DP algorithms in VLSI is presented in 22]. In summary, multiprocessors o er the potential for e ectively speeding up many computationally intensive applications in discrete optimization.
