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a b s t r a c t
This paper considers iterative learning control law design for both trial-to-trial error convergence
and along the trial performance. It is shown how a class of control laws can be designed using the
theory of linear repetitive processes for this problem where the computations are in terms of linear
matrix inequalities (LMIs). It is also shown how this setting extends to allow the design of robust
control laws in the presence of uncertainty in the dynamics produced along the trials. Results from
the experimental application of these laws on a gantry robot performing a pick and place operation are
also given.
& 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Iterative learning control (ILC) is a technique for controlling
systems operating in a repetitive (or pass-to-pass) mode with the
requirement that a reference trajectory yref ðtÞ deﬁned over a ﬁnite
interval 0rtra, where a denotes the trial length, is followed to a
high precision. Examples of such systems include robotic
manipulators that are required to repeat a given task, chemical
batch processes or, more generally, the class of tracking systems.
Since the original work Arimoto, Kawamura, and Miyazaki
(1984), the general area of ILC has been the subject of intense
research effort. Initial sources for the literature here are the
survey papers Bristow, Tharayil, and Alleyne (2006) and Ahn,
Chen, and Moore (2007). In ILC, a major objective is to achieve
convergence of the trial-to-trial error. It is, however, possible that
enforcing fast convergence could lead to unsatisfactory perfor-
mance along the trial, and here this problem is addressed by ﬁrst
showing that ILC schemes can be designed for a class of discrete
linear systems by extending techniques developed for linear
repetitive processes (Rogers, Galkowski, & Owens, 2007). This
allows us to use the strong concept of stability along the pass (or
trial) for these processes, in an ILC setting, as a possible means of
dealing with poor/unacceptable transients in the dynamics
produced along the trials. The results developed give control
law design algorithms that can be implemented via LMIs, and
results from their experimental implementation on a gantry robot
executing a pick and place operation are also given. Finally, it is
shown how the analysis can be extended to robust control where
the uncertainty is associated with along the trial dynamics, and
again supporting experimental results are given.
Throughout this paper Mg0 (respectively,!0) denotes a real
symmetric positive (respectively, negative) deﬁnite matrix. Also
the identity and null matrices of the required dimensions are
denoted by I and 0, respectively.
2. Background
Consider a case when the plant to be controlled can bemodeled as
a differential linear time-invariant system with state-space model
deﬁned by fAc;Bc ;Ccg. In an ILC setting this is written as
_xkðtÞ ¼ AcxkðtÞþBcukðtÞ; 0rtra
ykðtÞ ¼ CcxkðtÞ ð1Þ
where on trial k, xkðtÞARn is the state vector, ykðtÞARm is the output
vector, ukðtÞARr is the vector of control inputs, and ao1 is the trial
length. If the signal to be tracked is denoted by yref ðtÞ then
ekðtÞ ¼ yref ðtÞykðtÞ is the error on trial k, and the most basic
requirement is to force the error to converge as k-1. In particular,
the objective of constructing a sequence of input functions such that
the performance is gradually improving with each successive trial can
be reﬁned to a convergence condition on the input and error
lim
k-1
JekJ¼ 0; lim
k-1
Juku1J¼ 0 ð2Þ
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where J  J is a signal norm in a suitably chosen function space with a
norm-based topology.
It is, however, possible that trial-to-trial convergence will occur
but produce dynamics along the trials which is far from satisfactory
for many practical applications. Consider, for example, a gantry
robot executing the following set of operations: (i) collect an object
from a location and place it on a moving conveyor, (ii) return to the
original location and collect the next one and place it on the
conveyor, and (iii) repeat (i) and (ii) for the next one and so on. Then
if the object has an open top and is ﬁlled with liquid, and/or is fragile
in nature, unwanted vibrations during the transfer time could have
very detrimental effects. Hence in such cases there is also a need to
control along the trial.
One approach to the analysis of ILC schemes with the potential
to address the dynamics in both directions, i.e. trial-to-trial and
along the trial, is to use a 2D systems setting. There has already
been work in this direction using the well known Roesser (1975)
and Fornasini and Marchesini (1978) state-space models. For
example, in Kurek and Zaremba (1993) it was shown how trial-to-
trial error convergence of linear ILC schemes in the discrete
domain could be examined as a stability problem in terms of a
Roesser state-space model interpretation of the dynamics. To-
date, however, relatively little attention has been directed
towards control law design in a 2D systems setting for both
error-to-error convergence and along the trial dynamics, with the
exception of Shi, Gao, and Wu (2005) for the robust control case.
In this last publication, the ILC control law is ﬁrst applied to
the process and then the uncertainty structure is assumed for the
resulting model. This is somewhat artiﬁcial and here the more
natural case when the uncertainty is associated with the
uncontrolled process model is considered and therefore the need
to deal with uncertainty associated with products of matrices is
avoided. Also the robust control laws here are experimentally
veriﬁed and the level of control action monitored.
There has been a considerable volume of work on robust ILC
for discrete processes, see, for example, van de Wijdeven and
Bosgra (2008) in the case of trial-to-trial uncertainty. Most of the
work reported in this area uses the concept of lifting for ILC
systems described by discrete linear time-invariant state-space
models, see, for example, Ahn, Moore, and Chen (2007) for
background, which uses stacked state, output and input vectors to
write the ILC dynamics in a standard linear systems setting. This
involves the products of state-space model matrices, which is very
difﬁcult to handle in uncertainty characterization.
Given that the trial length is ﬁnite by deﬁnition, it follows that
ILC ﬁts naturally into the class of so-called repetitive processes
(Rogers et al., 2007). The unique characteristic of a repetitive, or
multipass, process is a series of sweeps, termed passes, through a
set of dynamics deﬁned over a ﬁxed ﬁnite duration known as the
pass length. On each pass an output, termed the pass proﬁle, is
produced which acts as a forcing function on, and hence
contributes to, the dynamics of the next pass proﬁle. This, in
turn, leads to the unique control problem that the output
sequence of pass proﬁles generated can contain oscillations that
increase in amplitude in the pass-to-pass direction.
To introduce a formal deﬁnition, let ao1 denote the pass
length (assumed constant). Then in a repetitive process the pass
proﬁle ykðtÞ, 0rtra, generated on pass k acts as a forcing
function on, and hence contributes to, the dynamics of the next
pass proﬁle ykþ1ðtÞ, 0rtra, kZ0.
Attempts to control these processes using standard systems
theory and algorithms fail (except in a few very restrictive special
cases) precisely because such an approach ignores their inherent
2D systems structure, i.e. information propagation occurs from
pass-to-pass (k direction) and along a given pass (t direction) and
also the initial conditions are reset before the start of each new
pass. To remove these deﬁciencies, a rigorous stability theory has
been developed (Rogers et al., 2007) based on an abstract model
of the dynamics in a Banach space setting that includes a very
large class of processes with linear dynamics and a constant pass
length as special cases, including those considered in this paper.
To introduce the required background on the abstract model,
let Ea be a Banach space and Wa a linear subspace of Wa. Suppose
also that ykAEa is the pass proﬁle on pass k. Then the process
dynamics are described by linear recursion relations of the form
ykþ1 ¼ Laykþbkþ1; kZ0 ð3Þ
where La is a bounded linear operator mapping Ea into itself and
bkþ1 represents known initial conditions, disturbance and control
input effects on pass kþ1.
Consider now discrete linear repetitive processes described by
the following state-space model over p¼ 0;1; . . . ;a1; kZ0,
xkþ1ðpþ1Þ ¼ Axkþ1ðpÞþBukþ1ðpÞþB0ykðpÞ
ykþ1ðpÞ ¼ Cxkþ1ðpÞþDukþ1ðpÞþD0ykðpÞ ð4Þ
where on pass k, xkðpÞARn is the state vector, ykðpÞARm is the
pass proﬁle vector, ukðpÞARr is the control input vector, a is the
ﬁnite pass length. To complete the process description, it is
necessary to specify the initial, or boundary, conditions, i.e. the
state initial vector on each pass and the initial pass proﬁle. Here
these are taken to be zero. To write this process in abstract model
terms, regard the pass proﬁle on pass k as the ordered set
yk ¼ fykð0Þ; ykð1Þ; . . . ; ykðaÞg regarded as a point in the product
space Ea ¼ fRm  Rm      Rmg with norm JykJ¼max0rpra
JykðpÞJ
0
(where J  J0 denotes the norm in Rm). Then La is the
convolution operator for the linear discrete-time system deﬁned
by the state-space quadruple (state, input, output and direct
feedthrough matrix, respectively) fA;B0;C;D0g.
In the next section, it is shown how a repetitive process setting
can be used to analyze ILC schemes and, in particular, how the
stability theory of these processes can be employed to develop
algorithms for control law design for trial-to-trial error conver-
gence and along the trial performance.
3. ILC analysis and control law design
From this point onwards, the discrete domain is considered
and hence it is assumed that the process dynamics have been
sampled by the zero-order hold method at a uniform rate Ts
seconds to produce a discrete state-space model with matrices
fA;B;Cg. Also rewrite the state equation of the process model in
the form
xkðpÞ ¼ Axkðp1ÞþBukðp1Þ ð5Þ
and introduce
Zkþ1ðpþ1Þ ¼ xkþ1ðpÞxkðpÞ ð6Þ
Dukþ1ðpÞ ¼ ukþ1ðpÞukðpÞ ð7Þ
Then
Zkþ1ðpþ1Þ ¼ AZkþ1ðpÞþBDukþ1ðp1Þ ð8Þ
Consider also a control law of the form
Dukþ1ðpÞ ¼ K1Zkþ1ðpþ1ÞþK2ekðpþ1Þ ð9Þ
and hence
Zkþ1ðpþ1Þ ¼ ðAþBK1ÞZkþ1ðpÞþBK2ekðpÞ ð10Þ
Also ekþ1ðpÞekðpÞ ¼ ykðpÞykþ1ðpÞ and hence
ekþ1ðpÞekðpÞ ¼ CAðxkðp1Þxkþ1ðp1ÞÞþCBðukðp1Þukþ1ðp1ÞÞ
ð11Þ
L. Hladowski et al. / Control Engineering Practice 18 (2010) 339–348340
Author's personal copy
ARTICLE IN PRESS
Using (6) now gives
ekþ1ðpÞekðpÞ ¼CAZkþ1ðpÞCBDukþ1ðp1Þ
or, using (9),
ekþ1ðpÞ ¼CðAþBK1ÞZkþ1ðpÞþðICBK2ÞekðpÞ ð12Þ
Also introduce
A^ ¼ AþBK1
B^0 ¼ BK2
C^ ¼CðAþBK1Þ
D^0 ¼ ICBK2 ð13Þ
Then clearly (10) and (12) can be written as
Zkþ1ðpþ1Þ ¼ A^Zkþ1ðpÞþ B^0ekðpÞ
ekþ1ðpÞ ¼ C^Zkþ1ðpÞþD^0ekðpÞ ð14Þ
which is of the form (4) and hence the repetitive process stability
theory can be applied to this ILC control scheme. In particular,
stability along the trial is equivalent to uniform bounded input
bounded output stability (deﬁned in terms of the norm on the
underlying function space), i.e. independent of the trial length,
and hence it may be possible to achieve trial-to-trial error
convergence with acceptable along the trial dynamics.
The stability theory for linear constant pass length repetitive
processes consists of two distinct concepts termed asymptotic
stability and stability along the pass, respectively, both of which
are expressed in terms of the pass-to-pass updating structure
where in the abstract model (3) this is given by the term Layk,
kZ0. Asymptotic stability demands that a bounded initial pass
proﬁle y0 produces a bounded sequence of pass proﬁles fykgkZ1
over the ﬁxed ﬁnite pass length a40, and this requires the
existence of ﬁnite real scalars Ma40 and laA ð0;1Þ such that
JLkaJrMal
k
a, kZ0, where J  J also denotes the induced operator
norm. For processes described by (4) it has been shown
elsewhere, see, for example, Rogers et al. (2007, Chapter 3), that
this property holds if, and only if, all eigenvalues of the matrix D0
have modulus strictly less than unity, written as rðD0Þo1 where
rðÞ denotes the spectral radius of its matrix argument.
At ﬁrst sight, this result is somewhat surprising in that
it is independent of the state dynamics and, in particular, of
the eigenvalues of the matrix A. This is due to the ﬁnite
pass length since even an unstable system can only produce a
bounded output over a ﬁnite interval. When applied to the ILC
(where the term pass is replaced by trial) state-space model (14)
this asymptotic stability condition requires that rðD^0Þ ¼
rðICBK2Þo1.
This last condition is precisely that obtained by applying 2D
discrete linear systems stability theory to (14), as ﬁrst proposed in
Kurek and Zaremba (1993), to ensure trial-to-trial error conver-
gence only. Note also that this result is independent of the
eigenvalues of the state matrix A and clearly these have a critical
inﬂuence on the dynamics along the trial. In particular, trial-to-
trial error convergence can be achieved without the K1 term in the
control law (9). This term is, however, essential if it is also
required to control the trial dynamics as the analysis that follows
shows. In particular, using the repetitive process setting, however,
provides a means of examining what happens after a ‘very large’
number of trials have elapsed if this form of stability holds. The
method of doing this is by the so-called limit proﬁle for
asymptotically stable linear repetitive processes, which is now
introduced in terms of (4). In the experimental results section of
this paper, an example is given of where an ILC algorithm based
only on ensuring rðD^0Þ ¼ rðICBK2Þo1 results in trial-to-trial
error convergence but totally unacceptable along the trial
dynamics. This example is based on a model constructed from
frequency domain tests on the gantry robot used to obtain the
experimental results given in support of the new design
algorithms developed in this paper.
Suppose that (4) is asymptotically stable, i.e. rðD0Þo1. Suppose
also that the input sequence applied fukþ1gkZ0 converges
strongly, i.e. in the sense of the norm on the underlying function,
as k-1 to u1. Then the strong limit y1 :¼ limk-1yk
is termed the limit proﬁle corresponding to this input
sequence and its dynamics (with D¼ 0 for ease of presentation)
is described by
x1ðpþ1Þ ¼ ðAþB0ðID0Þ1CÞx1ðpÞþBu1ðpÞ
y1ðpÞ ¼ ðID0Þ1Cx1ðpÞ ð15Þ
Note, however, that the ﬁnite pass length means that
the dynamics of this limit proﬁle can be unacceptable. In
particular, over a ﬁnite duration even an unstable 1D linear
system can only produce a bounded output. Hence
rðAþB0ðID0Þ1CÞZ1 is possible, e.g. in the case that A¼0:5,
B¼ 0, B0 ¼ 0:5þb, C ¼ 1, D¼ 0, D0 ¼ 0 and b is a real scalar such
that jbjZ1.
Even if rðAþB0ðID0Þ1CÞo1 the process may still have a
transient response that is unacceptable for a given application,
e.g. a gantry robot placing open top containers containing liquid
on a moving conveyor belt. In cases where such features are not
acceptable, the stronger concept of stability along the pass must
be used. In effect, for the model (4), this requires that the
BIBO stability property holds uniformly with respect to the pass
length a.
For the discrete linear repetitive processes considered, there
are a wide range of stability along the pass tests, such as the
following.
Theorem 1. A discrete linear repetitive process described by (4) is
stable along the pass if, and only if, (i) rðD0Þo1, (ii) rðAÞo1, and (iii)
all eigenvalues of
GðzÞ ¼ CðzIAÞ1B0þD0
have modulus strictly less than unity for all jzj ¼ 1.
Note here that it is condition (iii) that is violated for the simple
example given above and, in particular, the intuitively obvious
condition rðAÞo1 plus asymptotic stability is not strong enough.
Despite the fact that these conditions can be tested by direct
application of standard linear systems tests, this result has not
proved to be a basis for control law design to achieve stability
along the pass and/or desired performance.
An alternative approach that does lead to control law design
algorithms is Rogers et al. (2007) to use a Lyapunov function of
the form
Vðk; pÞ ¼ V1ðk; pÞþV2ðk; pÞ
with
V1ðk; pÞ ¼ xTkþ1P1xkþ1ðpÞ
V2ðk; pÞ ¼ yTk ðpÞP2ykðpÞ
where Pig0, i¼ 1:2, with associated increment
DVðk; pÞ ¼ V1ðk; pþ1ÞV1ðk; pÞþV2ðkþ1; tÞV2ðk; pÞ
Then stability along the pass holds if DVðk; pÞo0 for all k and p
which is equivalent to the requirement that
FTPFP!0 ð16Þ
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where (in terms of (4))
F¼
A B0
C D0
" #
; P¼ diagfP1; P2g
and (16) is the so-called 2D Lyapunov matrix equation.
It is possible to develop (16) into an LMI condition and from this
basis the following result for stability along the trial under control
action together with formulas for computing the control lawmatrices
can now be established.
Theorem 2. The ILC scheme of (14) is stable along the trial if there
exist compatibly dimensioned matrices X1g0, X2g0, R1 and R2 such
that the following LMI is feasible:
M¼
X1 0 X1ATþRT1BT X1ATCTRT1BTCT
0 X2 RT2BT X2RT2BTCT
AX1þBR1 BR2 X1 0
CAX1CBR1 X2CBR2 0 X2
2
66664
3
77775!0
ð17Þ
If (17) holds, the control law matrices K1 and K2 can be computed using
K1 ¼ R1X11 ; K2 ¼ R2X12 ð18Þ
Proof. By the 2D Lyapunov equation (14) for discrete linear
repetitive processes, is stable along the trial if there exists
P¼ diagfP1; P2g 0 such that
FTPFP!0 ð19Þ
where
F¼ A^ B^0
C^ D^0
" #
ð20Þ
An obvious application of the Schur’s complement formula to (19)
yields
P1 0 A^T C^ T
0 P2 B^
T
0 D^
T
0
A^ B^0 P11 0
C^ D^0 0 P12
2
666664
3
777775!0 ð21Þ
Now introduce
X1 ¼ P11 ; X2 ¼ P12 ð22Þ
and pre- and post multiply (21) by diagfX1;X2; I; Ig to obtain
M¼
X1 0 X1A^T X1C^ T
0 X2 X2B^
T
0 X2D^
T
0
A^X1 B^0X2 X1 0
C^X1 D^0X2 0 X2
2
666664
3
777775!0 ð23Þ
Now use (13) to obtain (after some routine manipulations)
M¼
X1 0 H1 H2
0 X2 X2KT2BT X2X2KT2BTCT
AX1þBK1X1 BK2X2 X1 0
HT2 H
T
1 0 X2
2
66664
3
77775!0 ð24Þ
where
H1 ¼ X1ATþX1KT1BT
H2 ¼X1ATCTX1KT1BTCT
Finally, let
R1 ¼ K1X1
R2 ¼ K2X2 ð25Þ
to obtain the required LMI of (17) and the control law matrices
which deﬁne (18) can be calculated from (25). This completes the
proof. &
In practical applications, it is often beneﬁcial (or indeed essential) to
bound the entries (above or below) in the control lawmatrices. In the
ILC setting, there could well be cases where it is beneﬁcial to keep the
entries in the control law matrix K2 as large as possible. Note,
however, that direct manipulation of the entries in K2 is difﬁcult to
achieve in an LMI setting and hence other approaches must be
employed. An example in this latter category is described next
drawing on the work of Siljak and Stipanovic (2000) (in a non-ILC
setting). The basic result is that if L and hl40 are real scalars subject
to the constraint
L2ohl ð26Þ
then in LMI terms this can be written as
hl LT
L 1
" #
!0 ð27Þ
This operation can also be applied in the matrix case, where the scalar
L2 is replaced by the matrix LTL, hl by hlI, and less than is replaced by
a negative deﬁnite constraint.
4. Robustness
As noted earlier, relatively little attention has been directed
towards robust control law design where the uncertainty is
associated with the dynamics produced along the trials. This is in
contrast to uncertainty associated with the trial-to-trial updating
where one approach is to use a form of lifting and an alternative is
to work in the frequency domain. Examples of the various
approaches used can be found in, for example, (Bristow et al.,
2006; Ahn et al., 2007; Inaba, Wanf, Tomizuka, & Packard, 2009;
Fine, Mishra, & Tomizuka, 2009).
In the case of uncertainty associated with the dynamics produced
along the trials, the repetitive process setting is clearly one way to
proceed. The only previous work on using a 2D systems framework
for this problem is Shi et al. (2005) where the ILC control law is ﬁrst
applied to the process and then the uncertainty structure is assumed
for the resulting model. Here an alternative is developed that avoids
the difﬁculties associated with this approach and again the resulting
control law matrices can be computed using LMIs and they are
experimentally tested on the gantry robot.
As the ﬁrst approach in this area, a form of time varying
uncertainty that is best introduced in a standard linear systems
setting is considered. In particular, consider a system described by
xðpþ1Þ ¼ AxðpÞþmE½pHxðpÞþBuðpÞ
yðpÞ ¼ CxðpÞ; p¼ 0;1; . . . ;a1 ð28Þ
where the same notation as the previous section is used. In the
time-varying term mE½pHxðpÞ, m is a constant positive scalar, the
normalizing matrix HARhn has constant entries and it is
E½pARnh which brings in the time-varying dynamics. This last
matrix is assumed to satisfy
E½pTE½p!I; 8p¼ 0;1; . . . ;a1 ð29Þ
Proceeding to set up the ILC problem of the previous section for
this case results in the following uncertain discrete linear
repetitive process
Zkþ1ðpþ1Þ ¼ ½A^þmC^ðpÞZkþ1ðpÞþ B^0ekðpÞ
ekþ1ðpÞ ¼ ½C^mU^ðpÞZkþ1ðpÞþD^0ekðpÞ ð30Þ
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where
C^ðpÞ :¼ E½p1H
U^ðpÞ :¼ CE½p1H ð31Þ
to which the 2D Lyapunov equation condition for stability along
the trial can be applied.
In order to establish the main result of this section, extensive
use is made of the following well known result (see Du & Xie,
2002 for details).
Lemma 1. Assume that S;Y;X;P and D are real matrices, with X
symmetric and Pg0, such that DTPD$P. Then
SþYDXþXTDTYT!0 ð32Þ
if, and only if, there exists a scalar l40 satisfying
SþlYPYTþl1XTPX!0
The following theorem is the ﬁrst main result of this paper.
Theorem 3. The ILC scheme described by (30) is stable along the
trial for all time-varying uncertainties satisfying (29) if there exist R1,
R2, X1g0, X2g0 and scalars l40 and g40 such that the following
LMI is feasible:
X1 0 X1ATþX1KT1BT X1ATCTX1KT1BTCT X1HT
0 X2 X2KT2BT X2X2KT2BTCT 0
AX1þBK1X1 BK2X2 X1þgI 0 0
CAX1CBK1X1 X2CBK2X2 0 X2þgCCT 0
HX1 0 0 0 0:5lI
2
6666664
3
7777775
!0
ð33Þ
Also an upper bound for the parameter m in the time-varying
uncertainty description of (28) is given by
m¼
ﬃﬃﬃ
g
l
r
If this condition holds, the control law matrices K1 and K2 are given
by K1 ¼ R1X11 and K2 ¼ R2X12 .
Proof. It is routine to argue that the 2D Lyapunov equation
(Rogers, Galkowski & Owens, 2007) for discrete linear repetitive
process also applies in this case. Hence (30) is stable along the
trial if there exists P¼ diagfP1; P2gg0 such that
F½pTPF½pP!0; 8 p¼ 0;1; . . . ;a1 ð34Þ
where
F½p ¼
A^þmC^ðpÞ B^0
C^mU^ðpÞ D^0
" #
ð35Þ
Now apply the Schur’s complement formula to (34) with W ¼P,
L¼F½p and V ¼ P, then set X1 ¼ P11 , X2 ¼ P12 and ﬁnally pre- and
post multiply the result from this second step by diagfX1;X2; I; Ig
to obtain
M¼
X1 0 X1A^TþX1mC^ðpÞT X1C^ TX1mU^ðpÞT
0 X2 X2B^
T
0 X2D^
T
0
A^X1þmC^ðpÞX1 B^0X2 X1 0
C^X1mU^ðpÞX1 D^0X2 0 X2
2
666664
3
777775!0
ð36Þ
The problem now is that (36) contains the time-varying terms
C^ðpÞ and U^ðpÞ and hence there are severe design difﬁculties. What
is required here is a control law design algorithm which ensures
stability along the pass under the constraint (29) and also gives a
bound on the maximum value of m allowed. To achieve this, use is
made of Lemma 1.
First, write M of (36) as
M¼Sþ
¼
X1 0 X1A^T X1C^ T
0 X2 X2B^
T
0 X2D^
T
0
A^X1 B^0X2 X1 0
C^X1 D^0X2 0 X2
2
666664
3
777775
þ
0 0 X1mC^ðpÞT X1mU^ðpÞT
0 0 0 0
mC^ðpÞX1 0 0 0
mU^ðpÞX1 0 0 0
2
66664
3
77775 ð37Þ
Apply next (13) and (31), to establish that in (37) can be written
as ¼YDXþXTDTYT , where
Y¼
0 0 0 0
0 0 0 0
0 0 mI 0
0 0 0 mC
2
66664
3
77775; P¼ I;
D¼
0 0
0 0
E½p1 0
E½p1 0
2
66664
3
77775; X¼
HX1 0 0 0
HX1 0 0 0
" #
ð38Þ
Moreover, the requirement that DTPD$P (see Lemma 1) holds
due to the assumption (29).
Return now to M¼SþlYPYTþl1XTPX. Then substituting
(38) into (32) and using (13) gives (after some routine manipula-
tions which are omitted here)
M¼
X1 0 X1ATþX1KT1BT X1ATCTX1KT1BTCT
0 X2 X2KT2BT X2X2KT2BTCT
AX1þBK1X1 BK2X2 X1þlm2I 0
CAX1CBK1X1 X2CBK2X2 0 X2þlm2CCT
2
66664
3
77775
þ
X1H
T
0
0
0
2
6664
3
7775½2l1I½HX1 0 0 0!0 ð39Þ
Hence writing M as M¼ W^ þ L^T V^ L^, assuming g¼ lm2 and then
applying the Schur’s complement formula yields (33). &
Theorem 3 gives a method of obtaining the control law matrices
with a bound on the allowed uncertainty level m. For practical
applications, however, it is important to obtain an acceptable
trial-to-trial convergence speed, which mostly is related to
maximizing the value of the norm of K2 (in this case K2 is a
scalar and hence jK2j is maximized). This, however, conﬂicts with
maximizing the uncertainty bound and also the structure of the
LMI in Theorem 3 means it is not possible to inﬂuence it directly
as K2 ¼ R2X12 . Hence the aim is to maximize the norm of R2 and,
simultaneously, minimize X2. Also, it is beneﬁcial to maximize the
value of m, which can be achieved by maximizing g when
minimizing l.
Currently available numerical packages can solve the LMIs
subject to a linear objective function. Hence the aim is to
construct an objective function to enforce the minimization of
the norm of X2 and l when maximizing R2 and g. This requires
some additional notation and auxiliary matrix functions as
introduced next.
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Deﬁne
P
M^ ¼ Pni ¼ 1Ppj ¼ 1ðm^i;jÞ for any matrix M^ ¼ ½m^i;jA
Rnp. Also, for a square symmetric matrix M¼MT ¼ ½mi;jARnn
deﬁne
fsymðMÞ ¼ ½vk; vði1Þðn1Þþ j1 ¼mi;j; 8ir j ð40Þ
For example, for M¼
m1;1 m2;1
m2;1 m2;2
" #
fsymðMÞ ¼ ½m1;1 m2;1 m2;2.
Finally, deﬁne for an arbitrary, possibly rectangular, matrix
M^ ¼ ½m^i;jARnp the function fvalðM^Þ ¼ ½v^k, v^ði1Þpþ j ¼ m^i;j,
81r irn, 1r jrp, where, for example, if
M^ ¼
m^1;1 m^1;2 m^1;3
m^2;1 m^2;2 m^2;3
" #
then
fvalðM^Þ ¼ ½m^1;1 m^1;2 m^1;3 m^2;1 m^2;2 m^2;3
The following linear objective function is suitable for current
numerical packages:
f ðc1; c2; c3; c4Þ ¼
X
c1fvalðR2Þ
 
þ
X
c2fsymðX2Þ
 
þc3gþc4l ð41Þ
but it still remains to select appropriate values of cw, w¼ 1; . . . ;4.
This can be achieved by introducing another objective function
gðK2;mÞ ¼ 
X
jK2j
 
 1
logð0:1mÞ


 
þ
X
ðsevðK2;K2;maxÞÞ
þ
X
ðsevðK2;max;K2ÞÞ ð42Þ
where ðP jK2jÞ is the sum of absolute values of all elements of
matrix K2 and sevð ~M , ~NÞ ¼ ½ ~vi;j, ~vi;j ¼ e ~mi;j ~ni;j , ~M ¼ ½ ~mi;jARnp,
~N ¼ ½ ~ni;jARnp. Additionally K2;min and K2;max are assumed
(possibly arbitrarily) bounds for the values of K2.
The algorithm used here can be divided into two parts,
initialization and optimization, respectively. The initialization
part is run once and consists of the following steps.
1. Choose suitable values for K2;min and K2;max.
2. Select any initial value for cw; w¼ 1; . . . ;4, such that, for at
least one w, cwa0.
3. Set gopt ¼1. gopt will hold the minimal value of the objective
function of (42).
The iterative optimization part is given by the following steps.
1. Choose R2, X2, g and l that minimize the function f ðc1; c2; c3; c4Þ
of (41) while maintaining feasibility of (33) and store the
values of X1 and R1. This step can be performed by existing
numerical packages (e.g. Matlab’s mincx procedure).
2. Calculate K1, K2 and m using the results of Theorem 3 and the
values of R1, X1, R2, X2, g and l obtained in step 1 of the
optimization part.
3. Calculate the value of g^ ¼ gðK2;mÞ.
4. If g^ogopt , set gopt ¼ g^ and K1;opt ¼ K1, K2;opt ¼ K2, and mopt ¼ m.
Save gmin, K1;opt , K2;opt , mopt between iterations.
5. If further reﬁnement is needed, go to step 1, else ﬁnish with
the optimum value of K1 ¼ K1;opt and K2 ¼ K2;opt .
The inputs to the optimization part are the values of cw,
w¼ 1; . . . ;4, and the output is the value of g^ , therefore it can be
expressed as
g^ ¼ optimizationstepðc1; c2; c3; c4Þ
The values of cw, w¼ 1; . . . ;4 can therefore be optimized to
minimize this function. A good result can be obtained by using a
global optimization algorithm (e.g. simulated annealing) for a few
hundred steps to ﬁnd a suitable initial value for cw, w¼ 1; . . . ;4
and then applying a local optimization method to ﬁne-tune it.
Note that the last step of the optimization part here ensures that
the best possible values of K1 ¼ K1;opt , K2 ¼ K2;opt and m¼ mopt are
selected.
To further justify the choice of the objective function (41), ﬁrst
note that available numerical packages cannot handle LMIs with
non-linear objective functions and hence the form of this
function. Therefore, the only method of ensuring an optimal
value of K2 and m is to manipulate the set of constants cw. The
reason why only K2 is included in (41) and (42) is that the matrix
K1 in the control law is primarily there to deal with the dynamics
produced along the trials and the trial-to-trial error convergence
is governed by K2 (recall that trial-to-trial error convergence is
guaranteed when rðICBK2Þo1). Note also that it is impossible to
directly inﬂuence K2 (and K1) in LMI, this can only be done by
manipulating the matrices R2 and X2.
The main problem here is appropriate selection of weights cw
of (41) by means of some pre-speciﬁed quality function where
there are no constraints on the g function and hence its choice is
arbitrary. The goal is to obtain K2 within speciﬁed bounds whilst
maximizing the maximum allowable value of the time-varying
term m in (28) and ensuring, in the scalar case, a reasonably large
K2 (in modulus or absolute terms). To obtain the soft-bounded
value of K2, i.e. a value slightly exceeding the bound is acceptable
if it yields an exceptionally good m and K2, exponential functions
have been employed. Values that greatly exceed the bound will be
discarded as the exponential penalty function (either
sevðK2;K2;maxÞ or sevðK2;min;K2Þ depending on whether K2oK2;min
or K24K2;max) grows much faster than the desired function
P jK2j  j1=logð0:1mÞj. From numerical experiments, the value
of m is always less than 1 and hence a small gain change in m is
relatively much larger than the same absolute change in K2. To
take this fact into account a logarithm has been added in (42) and
hence a small change in m has greater inﬂuence on the result than
the same change in K2.
Theorem 3 does provide a compromise between the uncer-
tainty bounds and convergence speed, but does not give the
answer to the problem of ﬁnding the maximum possible bound on
m that can be obtained independent of K1 and K2. This can be
obtained by the following theorem.
Theorem 4. The ILC scheme described by (30) is stable along the
trial for all time-varying uncertainties satisfying (29) if there exist R1,
R2, X1g0, X2g0 and a scalar l40 such that the following
Generalized Eigenvalue Problem (GEVP) is feasible
minimize Z40
subject to:
0 0 0 0 0
0 0 0 0 0
0 0 I 0 0
0 0 0 CCT 0
0 0 0 0 0
2
6666664
3
7777775
!ZO ð43Þ
where
O¼
X1 0 X1ATRT1BT X1ATCTþRT1BTCT X1HT
0 X2 RT2BT X2þRT2BTCT 0
AX1BR1 BR2 X1 0 0
CAX1þCBR1 X2þCBR2 0 X2 0
HX1 0 0 0 0:5lI
2
6666664
3
7777775
ð44Þ
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and Og0. Also an upper bound for the parameter m in the time-
varying uncertainty description of (28) is given by
mmax ¼
ﬃﬃﬃﬃﬃﬃ
1
Zl
s
ð45Þ
If this condition holds, the control law matrices K1 and K2 are given
by K1 ¼ R1X11 and K2 ¼ R2X12 .
Proof. Multiply both sides of (33) by Z¼ g1, then rearrange the
outcome to obtain the GEVP problem of the theorem and also
(45). As the GEVP problem requires Z40 therefore g40 and
hence this requirement (present in the results of Theorem 3) is
dropped from (43). This completes the proof. &
The upper bound on m in this last result provides knowledge
about the maximum possible model uncertainties that can be
handled using a control law designed by the approach developed
in this paper (even at the expense of stable but relatively poor
performance). Such information can, in principle, be used in
selecting the constraints for this method.
5. Experimental results
The new ILC control law design algorithms developed in this
paper have been experimentally validated using a multi-axis
gantry robot, see Fig. 1, previously used for testing and comparing
the performance of other ILC algorithms, see, for example,
Ratcliffe, Lewin, Rogers, Hatonen, and Owens (2006). This
section gives (some of) the results obtained together with
supporting discussion. Each axis of the gantry robot is modeled
based on frequency response tests where, since the axes are
orthogonal, it is assumed that there is minimal interaction
between them. Consider the X-axis (the one parallel to the
conveyor in Fig. 1), for which frequency response tests (using the
Bode gain and phase plots in Fig. 2) result in a 7th order
continuous time transfer-function as an adequate model of the
dynamics to use for control law design. The transfer-function is
discretized with a sampling time of Ts ¼ 0:01 s to develop a
discrete linear state-space model. The required reference
trajectory is designed to simulate a ‘‘pick and place’’ process of
duration 2 s, and this signal is used in all algorithm tests in order
to make all results comparable. The 3D reference trajectory is
shown in Fig. 3 and that for the X-axis is given in Fig. 4.
Fig. 1. The gantry robot with the three axes marked.
10−1 100 101 102 103
M
ag
ni
tu
de
 (d
B
)
10−1 100 101 102 103
−80
−60
−40
−20
−180
−135
−90
Frequency (rad/s)
P
ha
se
 (d
eg
re
e)
Fig. 2. X-axis Bode gain and phase plots where the blue lines represent the
measured data and the red lines those for the transfer-function used in design. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred
to the web version of this article.)
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Fig. 3. The reference trajectory for the gantry robot.
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Fig. 4. The reference trajectory for the X-axis.
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After discretization, the state-space model matrices for the X-
axis are given by
A¼
2:41 0:86 0:85 0:59 0:30 0:19 0:32
4:00 0 0 0 0 0 0
0 1:00 0 0 0 0 0
0 0 1:00 0 0 0 0
0 0 0 1:00 0 0 0
0 0 0 0 0:50 0 0
0 0 0 0 0 0:25 0
2
666666666664
3
777777777775
B¼ ½0:0313 0 0 0 0 0 0T
C ¼ ½0:0095 0:0023 0:0048 0:0027 0:0029 0:0011 0:0029
Note here that the A matrix has all eigenvalues inside the unit
circle except for one of value unity on the real axis of the complex
plane.
It is of interest to ﬁrst consider the design of an ILC control law
for trial-to-trial error convergence only, i.e. following Kurek and
Zaremba (1993) and choose K2 to satisfy rðD^0Þ ¼ rðICBK2Þo1.
One choice is
K1 ¼ ½0 0 0 0 0 0; K2 ¼ 50 ð46Þ
Fig. 5 shows the input, error and output progression for this
design and Fig. 6 the response on trial 4. These are totally
unacceptable and were not implemented experimentally to avoid
damage to the equipment.
The LMI based designs here actually produce a family of
solutions. As one example, consider the case when the following
constraints (see Siljak & Stipanovic, 2000) are imposed (where for
Fig. 5. The input, error and output progression for the design of (46).
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Fig. 6. The output on trial 4 (red line) compared to the reference (blue line)
together with the input (middle plot) and the error (bottom plot). (For
interpretation of the references to color in this ﬁgure legend, the reader is referred
to the web version of this article.)
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Fig. 7. The effect of ﬁltering—red line without, blue line with ﬁlter added. (For
interpretation of the references to color in this ﬁgure legend, the reader is referred
to the web version of this article.)
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this particular case X2 is a scalar) on the LMI of Theorem 2
X2o1 104
XT1X1!1 104I
RT1R1!1 104I ð47Þ
resulting in the following matrices for the control law (9):
K1 ¼ ½7:3451 2:7245 0:1499 7:6707 2:7540 3:6088 20:4519
K2 ¼ 82:4119 ð48Þ
In, for example, Longman (2000), it is reported that ILC
algorithms can exhibit higher frequency noise build up as the
number of trials increases, and tracking of the reference signal
then begins to diverge due to numerical problems in both
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Fig. 8. The input, error and output progression for the design of (48).
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computation and measurement. In this design, the higher
frequency component buildup is observed in some cases, resulting
in vibrations that increase the trial error. One relatively simple
option in such cases is to employ a zero-phase Chebyshev low-
pass ﬁlter. Here the ﬁlter used has transfer-function.
HðzÞ ¼ 0:0002þ0:0007z
1þ0:0011z2þ0:0007z3þ0:0002z4
13:5328z1þ4:7819z22:9328z3þ0:6868z4
ð49Þ
with cut-off frequency 10Hz and is applied to the current trial
error. Fig. 7 shows a case where the trial error without ﬁltering
starts to diverge after (approximately) 100 trials but the addition
of the ﬁlter (49) of this type is able to maintain (this aspect of
overall) performance. Such a ﬁlter is not required in all cases and
an open research question is whether or not its selection can be
included in the overall design algorithm.
As representative of the performance possible, and making use
of the tuning opportunities offered by the LMI solutions, Fig. 8
shows the experimentally measured, with the zero-phase ﬁlter in
place, input, error and output progression over 20 trials. From
these, it can be concluded that within only 20 trials, the tracking
error has been reduced to a very small value.
Fig. 9 shows the input, error and output signals on trial 200
which are highly acceptable. The design exercise has been
repeated for the Y (perpendicular to the X-axis in the same
plane) and Z (perpendicular to the X–Y plane)-axes. Fig. 10 shows
the mean square error (MSE) for all axes in comparison to those
from a simulation study for each corresponding axis with the ILC
control law of (9) applied.
Consider now the robust control case when
H¼ ½H1 H2
where
H1 ¼ ½0:7982 0:6544 0:1946 0:4276 0:8214 0:5845 0:8930
ð50Þ
H2 ¼ ½0:1722 0:1299 0:8293 0:4927 0:3235 0:7293 0:5630
ð51Þ
Then with (47) in place, l¼ 5:1562 1010, g¼ 2:5833 1013
and
K1 ¼ ½5:95 2:191:28 19:66 4:30 4:76 55:56 ð52Þ
K2 ¼ 44:6833 ð53Þ
and mmax ¼ 0:0638. Application to the gantry robot also showed
good agreement between predicted and measured performance.
Clearly this can be reﬁned by tuning the parameters in this design.
There is clearly much further development work to do in terms
of providing guidelines on how to best use this robust control
design. There is a need, for example, to do in depth comparisons of
how designs based on the nominal and robust models compare
and a major aspect of this is to investigate example cases when
the nominal model is stable along the trial but the perturbed
model is unstable along the trial. This is left here as a topic for
further research.
6. Conclusions
The stability theory for discrete linear repetitive processes has
been used to design ILC laws for both trial-to-trial error
convergence and performance along the trial. The resulting
computations are in the form of LMIs. Results from the
experimental application of these laws to a gantry robot are also
reported and show that control over both performance aspects,
i.e. trial-to-trial and along the trial, respectively, is possible. A
similar conclusion also follows from the results in this paper that
extends the algorithms to the case when there is uncertainty
associated with the process dynamics.
The results in this paper deal with uncertainty in the trial
dynamics. It is important to stress, however, that the approach here
is only one way of addressing the problem and alternatives exist
such as the lifting approach, see, for example, van de Wijdeven and
Bosgra (2008) or formulating the problem in the frequency domain.
For eventual application to industrial systems, it is therefore
necessary to provide ways of reducing the conservativeness
inherent in all of these approaches. In this context, the results here
provide a comparative basis, in both simulation and experiments,
for any results obtained.
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