Abstract. The method of fundamental solutions (MFS) and the Collocation Trefftz method have been known as two highly effective boundary-type methods for solving homogeneous equations. Despite many attractive features of these two methods, they also experience different aspects of difficulty. Recent advances in the selection of source location of the MFS and the techniques in reducing the condition number of the Trefftz method have made significant improvement in the performance of these two methods which have been proven to be theoretically equivalent. In this paper we will compare the numerical performance of these two methods under various smoothness of the boundary and boundary conditions.
Introduction
The method of fundamental solutions (MFS) [3, 9] and the Collocation Trefftz method (CTM) [14, 26, 27] are considered to be two of the most powerful boundary meshless methods for solving homogeneous equations under the condition that either the fundamental solution or the T-complete functions are available for the given differential equation. One of the great advantages of using these types of boundary-only solution procedure is simplicity. Furthermore, the solution of both of these methods converges exponentially. On the negative side, the MFS has the uncertainty of placing the source points outside the domain. Some improvements proposed like adaptive approach [6, 21] were computational expensive and nonlinear that hard to be solved, they were replaced by later fixed approach [3, 6, 8] to bear mentioned problems. Selection of optimal source location, accuracy of MFS primarily depending on, were dealt with by various algorithms [1, 7, 24, 25] . In particular, the LOOCV (Leave-One-Out Cross Validation) algorithm [23] has been successfully adopted to locate the optimal source points [1] . Collocation Trefftz method is notorious for ill-conditioning of the resultant matrix. In recent years, significant advances have been developed to alleviate these deficiencies. The collocation Trefftz method was proposed to deal with the singularity by adopting nonsingular T-complete basis function [10, 12] . Recently,the so-called multiple scale technique [13] [14] [15] 17] , a preconditioning technique, has been proposed to reduce the condition number of the resultant matrix for the nonlinear problems. In summary, both the MFS and the Trefftz method have been further enhanced and become more powerful. It is of interest to note that there is a strong mathematical connection between the MFS and the Trefftz method. Chen et al. [2] showed that the MFS and the Trefftz method are theoretically equivalent for solving the Laplace and biharmonic equations for the case of the circular domain. Liu [16] extended the equivalence between the Trefftz method and the MFS to the arbitrary domain. On the other hand, the numerical procedure of these two methods are completely different. Fu [5] has extended the MFS and collocation Trefftz method for solving nonlinear and anisotropic equations, Fu [4] has solved Laplace transformed time fractional diffusion equations which extends MFS and Trefftz Method. To the best of our knowledge, no research has been conducted to compare the performance of LOOCV-MFS and multiple scale CTM numerically. In particular, due to the recent development of the MFS in the selection of the source points and the Trefftz method in the reduction of the condition number, it is the purpose of this paper to study the performance and make a comparison of these two powerful numerical methods. The paper is organized as follows. In Section 2 we describe Laplace equations and biharmonic equations and introduce the modified Trefftz method which has multiple-scale in Trefftz bases to solve the Laplace equation with Dirichlet boundary condition and Biharmonic equation with the first and second kind, respectively. In Section 3 we briefly review the MFS for solving two kinds of equations as shown in Section 2. Numerical comparisons of these two methods have been provided in Section 4. In Section 5 we draw conclusions on the performance and comparison of these two methods.
The multiple-scale Trefftz method

Laplace equation
We consider the following Laplace equation with Dirichlet boundary condition 
The above system of equations can be written in the matrix form
where K is a n×(2m+1) coefficient matrix, 2m+1 is the number of T-complete functions, a = [a 0 ,a 1 ,b 1 ,··· ,a m ,b m ] T is a (2m+1)×1 coefficient vector to be determined, and f is an n×1 matrix. When m becomes large, K in (2.3) is highly ill-conditioned. Liu [14] first proposed the idea of characteristic length, which can be used to reduce the ill-conditioning of the Trefftz method. Then Liu [18] proposed how to locate the best source points in MFS to equilibrate the matrix. The equilibrated matrix has the minimal condition number resulting from the fact that all the column norms or row norms are the same [20] . If we find fixable multiple-scale R 0 ,R 1 ,··· ,R 2m on Eq. (2.3), we could reduce the condition number of K. The characteristic length is defined as follows
and let
where
Then K can be represented as follows: 
Hence, a new matrix system equivalent to Eq. (2.3) is:
In order to reduce the condition number of K, we adjust this matrix to equilibrate by choosing a suitable R k . Since the condition number is almost minimum when each column of matrix K is equivalent and the square norm of the each column of matrix K are the same:
where γ is an amplification factor, ranging from 0.5 to 2, which is applied to reduce the condition number better. For simplicity, let γ be 1. Consequently, Eq. (2.5) can be solved as follows Aa = f 1 ,
The above pre-conditioning process will significantly reduce the conditioning number of the matrix system resulting from the Trefftz collocation method. As shown in the section of numerical results, the Trefftz method becomes very stable using the above multiple scale technique.
Biharmonic equation
In this section, we give a brief review of the multiple-scale Trefftz method. The biharmonic equation of a two-dimensional boundary value problem is as follows: The multiple-scale characteristic length is added to the above T-complete functions, the approximation of u can be written as
For the first biharmonic problem, we collocate the boundary condition with n boundary points {(r i ,θ i )} n i=1 and obtain
Then from Eq. (2.8), we have
Put Eq. (2.10) into Eq. (2.8) and Eq. (2.9), we derive a 2n * (4m+2) dimensions linear equation system as:
are unknown coefficients to be determined, and
We denote Eq. (2.11) as
The norm of the first column of K in Eq. (2.12) is √ 2m+1. Multiple-scale R k can be solved in the same way as Eq. (2.6)
For the second kind of boundary condition Eq. (2.7c), we can derive the corresponding linear algebraic system in a similar way:
are used in the approximation of such boundary condition:
(2.14)
Put Eq. (2.10) into Eq. (2.8) and Eq. (2.14) and derive a 2n×(4m+2) dimensions linear equation system similar to Eq. (2.11) as:
As K should be equilibrated, R i is derived :
We refer readers to [19] for further details.
3 The MFS with LOOCV algorithm
MFS solving Laplace equation
Here we consider Eq. (2.1a) with Dirichlet boundary condition Eq. (2.1b). Let {ξ k } M k=1 denote the source points which are located on a pseudo-boundary outside the closure of Ω. The solution to the Laplace equation (2.1a) can be approximated by a linear combination of fundamental solutions as follows:
be the collocation points on the domain boundary in the approximation, the Dirichlet boundary condition Eq. (2.1b) is rewritten as:
In matrix form, we have the following N × M system of equations
and c = [c 1 ,c 2 ,··· ,c M ] T is the coefficient vector to be determined. In the mixed Dirichlet-Neumann boundary condition:
5)
M source points and N boundary collocation points are chosen, we have: 6) where N = N 1 +N 2 , what we obtained is still an N× M equation system equal to Eq. (3.4) , where 
MFS solving Biharmonic equation
Here we consider the biharmonic equation with two boundary conditions. The solution u can be approximated as follows:
where G 1 is given in (3.2), and 
which yields a 2N ×2M system 11) where in the first biharmonic problem
In the second biharmonic problem, we have
and c = [a,b] T is the coefficient vector to be determined.
LOOCV algorithm on choosing source points
The LOOCV Algorithm was designed to choose a suitable shape parameter by Rippa [23] in the Radial Basis Function. In MFS, this algorithm is used to select suitable distance of source points to achieve relative better results. We only present the process of harmonic and non-harmonic problem in this section. Biharmonic and non-biharmonic problems are easy to be extended. Suppose the boundary curve ∂Ω is presented in polar coordinates like:
Discrete θ as θ i , i = 1,··· , N, then we can get corresponding r i = r(θ i ), i = 1,··· , N, which could be used to describe boundary collocation points in the approximation of boundary:
In [1, 11] , we know that results would be excellent to collocate source points uniformly at fixed distance from boundary, thus we choose two approaches placing source points as follows for different boundary conditions:
1. On a circle by equal angles: When the boundary condition is harmonic, satisfied accuracy would be achieved by locating source points uniformly as a circle ∂Ω surrounding boundary ∂Ω.
we get boundary collocation points distributed as (3.12) and source points represented as:
where R ≥ max|r| which is large enough to satisfy: ∂Ω ⊂ ∂Ω.
2. At fixed distance from boundary by equal segments: In order to collocate source points by equal segments, we should determine uniform boundary collocation points at first. The length S of boundary curve is calculated by : 
Put θ i , i = 1,··· , N −1, into (3.13), boundary collocation points are evaluated. Outward normal vector of each boundary collocation points are defined as:
where i = 1,··· , N. The number of source points and boundary collocation points are M and N respectively. Let M = N/µ and µ is an integer, source points could be placed along outward normal vectors at distance h as follows:
The right hand side of (3.4) f is calculated through these points and the coefficient vector c is achieved through (3.4). Let
where t equals to R or h depending on harmonic problem or non-harmonic problem, K andf are reconstructed by source points and test points which are different from collocation points on the boundary.
is the error function in the process of Leave-one-out Cross Validation, where e(t) = [e 1 (t),e 2 (t),··· ,e M (t)] and e j (t) = c j (t)
k jj (t) are the diagonal elements of matrix K −1 . LOOCV algorithm will search the best value of t in given search interval by re-calculating K andf for each t, until satisfying that E 1 (t) is as small as possible. Then coefficient vector c is determined and could be used to evaluate test points.
Numerical examples
To compare the performance of the MFS and the Trefftz Method, we consider four twodimensional problems. In this section, n b , n s , n t denotes the number of boundary points, source points, and test points, respectively. According to the Maximum Principle [22] , the maximum error would occur on the boundary. Hence, test points and collocation points are selected on the boundary where the boundary values are known. The accuracy is calculated by the root-mean-square error (RMSE) which is defined as follows:
where u i andū i are the exact solution and approximation solution, respectively. As shown in Fig. 1 , five irregular domains are considered in this section. The parametric equation of the boundary ∂Ω is defined as follows:
where r(θ) depends of the given domain. They are 1. Cassini domain:
2. Amoeba-like domain:
3. Cardioid domain:
L-shaped domain:
No parametric equation is available in this case.
5. Gear-shaped domain:
For the MFS, collocation points are uniformly distributed on the boundary.When the boundary condition is harmonic, source points are placed on a circle covering the domain. See Fig. 2a . When the imposed boundary condition is non-harmonic, source points are selected on a fictitious boundary with similar shape that is close to the boundary as shown in Fig. 2b . To find a suitable distance from source points to the boundary points, we apply the Leave-One-Out cross validation (LOOCV) algorithm. We refer readers to [1] for further details.
For the Trefftz Method, just boundary collocation points on the boundary are sufficient. To reduce the condition number, the multiple scale technique is required in the implementation of the Trefftz method. Since the boundary condition is harmonic, the exact solution is given as u(x,y) = e x sin(y), (x,y) ∈Ω. First, we consider the Cassini domain (see Fig. 1a ). Table 1 shows the results of the MFS with LOOCV using various numbers of collocation and source points, and r is the maximal distance from the geometry center to the boundary. In [1] , the number of collocation points and source points are equal. In our approach, we find that similar accuracy can be achieved using less source points which implies less computational time.
For the Trefftz method, b denotes the number of a group of Trefftz bases of the Laplace operator. Fig. 3 shows the profiles of condition numbers and errors with and without using the multiple scale method. Without using the multiple scale method, the condition number grows proportional to the number of basis functions of the Trefftz method and will quickly go out of control. With the multiple scale method, the solutions are stable and reliable. From Table 2 , we observe that the accuracy obtained by using the Trefftz method is as good as the MFS. In Table 3 , we compare these two methods for various domains as shown in Fig. 1 . For the MFS, we choose n b = n s = 500, and n t = 400. From the results in these three tables, we conclude both methods are equally effective in terms of accuracy. However, we prefer the MFS due to its simplicity in numerical implementation. We consider Ω to be the amoeba domain as shown in Fig. 1b . The number of test points is n t = 400. d is the maximum distance between the two neighboring collocation points. To improve the accuracy, an equal number of source points are located at a fixed distance h from the boundary.
For the Trefftz method, we select the same number of collocation points. As shown in Fig. 4 , we present the profiles of condition number and error with and without using the multiple scale method. In the case of a non-harmonic boundary condition, the condition number without using the multiple scale method is even worse than high condition number for the Trefftz method. Table 4 and Table 5 show the results of both the Trefftz method and the MFS in the amoeba domain. In Table 6 , we compare the accuracy of these two methods for various irregular domains shown in Fig. 1 .
Overall, the MFS is superior to the Trefftz method in terms of accuracy. The better accuracy of the MFS is at the expense of a searching algorithm for the optimal source location using LOOCV. But even with such additional cost, the computational cost of both methods is not much different. Despite the advantage of simplicity, the need of searching for the optimal location of the source points presents a disadvantage for the MFS. With the LOOCV, we are able to overcome such shortcoming at a reasonable cost. Example 4.3. In this example, we consider the following biharmonic problem:
where Ω is a Cardioid domain. In this example, n b = 500 and n t = 201 are chosen for all the tests. For the MFS, the source points are placed very close to the boundary with distance h. d is the maximum distance between two neighboring collocation points. For the Trefftz method, we use various numbers of biharmonic T-complete functions to approximate the solution u.
From Table 7 and Table 9 , we notice that the optimal source points are very close to the physical boundary. This is consistent with the results obtained in [1] . Comparing the results in Tables 7 and 8 , it is clear that the MFS is again superior to the Trefftz method in terms of accuracy, but the Trefftz method consumes less CPU time. For the MFS in Table  9 , we choose the same number of boundary points and source points. For four domains as shown in Table 9 , it is clear that the MFS is far superior to the Trefftz method in terms of accuracy. Example 4.4. We consider the equation with the first biharmonic boundary conditions
To study the stability of these two methods, the boundary conditions are disturbed by random noise for the Gear-shaped domain. We utilize the MATLAB function Rand to generate random noise
be the boundary collocation points, andũ and ∂ũ/∂n be the perturbed boundary conditions which can be explicitly expressed as follows:
where i = 1,2,··· ,n b and s is the level of noise.
For the numerical implementation, we choose n b = n s = 500, n t = 201. The noise level is chosen s = 3%. As shown in Table 10 , the numerical results obtained by the MFS are very stable for various search intervals using LOOCV. From Tables 10 and 11 , we observe that the Trefftz method can not achieve the same level of accuracy as the MFS. From Table 12 , we show that the MFS is far superior to the Trefftz method in accuracy for four irregular domains. This is consistent with the results obtained in Examples 4.2 and 4.3. We also notice that for the Cassini domain, we consistently obtain a highly accurate solution regardless of the types of differential equations and boundary conditions we have tested. We believe the main reason is due to the symmetry and the high smoothness of the boundary of the Cassini domain.
Conclusions
In this paper, we make comparisons of two powerful boundary meshless methods: the Trefftz method and the MFS. We consider the Laplace and biharmonic equations for five irregular domains. To enhance the performance of these two methods, we apply the LOOCV algorithm to choose optimal source location. For the Trefftz, the multiple scale technique is implemented to reduce its severe ill condition numbers. For the harmonic boundary condition, these two methods are equally powerful. For the nonharmonic boundary condition, the MFS is clearly superior to the Trefftz method in terms of accuracy. For the biharmonic equation, we have the similar conclusion. For the boundary condition with noise, the Trefftz method is more stable that the MFS. Another important advantage of the MFS is its simplicity in numerical implementation. The fundamental solution of the MFS is simpler than the Trefftz method. The recent advances in the selection of the source location using the LOOCV has put the MFS in an even better position to compete with other established boundary meshless methods. Hence, as far as the numerical computation is concerned, we conclude the MFS is superior to the Trefftz method in the two dimensional case.
