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Einleitung
Gebiet der Arbeit
Die Darstellungstheorie befasst sich mit dem Problem, abstrakt gegebene algebraische Strukturen wie
Gruppen und Algebren
”
konkret abzubilden“. Dabei bedeutet
”
konkret abbilden“, eine Abbildung
in eine Matrixalgebra anzugeben, die mit der algebraischen Struktur vertra¨glich ist. So ist eine Ma-
trixdarstellung einer (endlichen) Gruppe G beispielsweise eine Abbildung von G in die Gruppe der
invertierbaren Matrizen einer gewissen Gro¨ße u¨ber einem Ring, so dass das Bild des Produktes von je
zwei beliebigen Gruppenelementen gleich dem Matrixprodukt der beiden Bilder ist. Die Kenntnis der
Darstellungen eines mathematischen Objekts ist nicht nur an sich interessant, sondern erlaubt auch
Ru¨ckschlu¨sse u¨ber das Objekt selbst.
Ein Grundproblem der Darstellungstheorie ist die Klassifikation aller Darstellungen einer gegebenen
algebraischen Struktur. Diese erfolgt in der Regel in zwei Schritten: Zuna¨chst kommt die Klassifikati-
on der einfachen Darstellungen — sozusagen der Atome. Dabei ist eine Darstellung einfach, wenn sie
in einem gewissen Sinne keine
”
kleineren“ Darstellungen entha¨lt. Als zweiter Schritt wird analysiert,
wie die nicht-einfachen Darstellungen aus den einfachen zusammengesetzt sind.
Je nachdem, aus welchem Ring die Eintra¨ge der darstellenden Matrizen stammen, sind diese beiden
Schritte unterschiedlich schwierig. Zum Beispiel sind alle einfachen Darstellungen der symmetrischen
Gruppe Sn auf n Punkten u¨ber dem Ko¨rper C der komplexen Zahlen, der sogenannte
”
gewo¨hnliche“
Fall, vollsta¨ndig bekannt. Außerdem sind alle endlich-dimensionalenC-Darstellungen einer endlichen
Gruppe halbeinfach, was bedeutet, dass sie direkte Summen von einfachen sind. Der Isomorphietyp
einer beliebigen C-Darstellung von Sn ha¨ngt also nur von den Vielfachheiten der einfachen Summan-
den ab — die Klassifikation ist abgeschlossen.
Ganz anders ist die Situation, wenn man sich fu¨r die Matrixdarstellungen der symmetrischen Grup-
pe Sn u¨ber dem endlichen Ko¨rper F` mit ` Elementen interessiert, wobei ` eine Primzahl ist, die
die Gruppenordnung n! teilt. Hier ist nur eine Parametrisierung der einfachen Darstellungen bekannt,
noch nicht einmal die Gro¨ße der Matrizen in den einfachen Darstellungen la¨sst sich (außer in klei-
nen Beispielen) bestimmen! Zusa¨tzlich sind die Darstellungen nicht alle halbeinfach, sondern es gibt
Darstellungen, die sich nicht mehr weiter in direkte Summen kleinerer Darstellungen zerlegen lassen,
aber selbst nicht einfach sind. Dieser
”
modulare“ Fall fu¨r die symmetrischen Gruppen ist eines der
großen, offenen Probleme der Darstellungstheorie.
Ganz a¨hnlich sieht es fu¨r die Darstellungen der GL(n, q) aus, der Gruppe der invertierbaren n × n-
Matrizen mit Eintra¨gen im endlichen Ko¨rper mit q Elementen. Wa¨hrend die gewo¨hnliche Darstel-
lungstheorie u¨ber C wieder gut verstanden ist, sind wir weit von einer Klassifikation der modularen
Darstellungen entfernt. Die modulare Darstellungstheorie von GL(n, q) ist ein weiteres, großes, offe-
nes Problem.
Beim Studium dieser beiden Probleme ist man auf Iwahori-Hecke-Algebren gestoßen. Diese traten
zuna¨chst als Endomorphismenringe gewisser Moduln auf, wurden aber spa¨ter (1964 von Iwahori,
siehe [Iwa64]) auch abstrakt als assoziative Algebren u¨ber Erzeuger und Relationen definiert:
Es sei S := {(1, 2), (2, 3), . . . , (n − 1, n)} die Menge der Nachbartranspositionen in Sn . Dann la¨sst
sich jedes Element von Sn als Produkt von Elementen von S schreiben. Die Iwahori-Hecke-Algebra
HA(u) zur symmetrischen Gruppe Sn (das heißt
”
Typ An−1“) u¨ber einem Ring A mit Parameter u ∈ A
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ist dann die assoziative A-Algebra mit Erzeugern {Ts | s ∈ S}, fu¨r die die Relationen
T 2s = u · 1H + (u − 1) · Ts fu¨r s ∈ S und
Ts Tt = Tt Ts fu¨r s, t ∈ S mit st = ts und
Ts Tt Ts = Tt Ts Tt fu¨r s, t ∈ S mit st 6= ts
gelten. So gibt es also fu¨r jeden kommutativen Ring A und jeden Parameter u ∈ A eine Iwahori-
Hecke-Algebra zu Sn . Die kombinatorischen Daten zur Konstruktion sind jeweils gleich.
Diese Tatsache fu¨hrt dazu, dass jeder Ringhomomorphismus θ : A → A′ einen Ringhomomorphis-
mus zwischen den Iwahori-Hecke-AlgebrenHA(u) undHA′(θ(u)) induziert. Eine solche Abbildung
θ wird
”
Spezialisierung“ genannt. Ein wichtiger Spezialfall ist, dass A ein lokaler Ring ist, A′ sein
Restklassenko¨rper und θ die kanonische Abbildung.
Ist u = 1, so istHA(u) isomorph zur Gruppenalgebra von Sn u¨ber dem Ring A. Die Gruppenalgebra
kann man sich als die Algebra der A-wertigen Funktionen auf Sn mit Konvolutionsprodukt vorstellen,
sie hat dieselben Darstellungen u¨ber dem Ring A wie die Gruppe selbst. Man nennt die Iwahori-
Hecke-Algebra fu¨r einen Parameter u 6= 1 eine
”
Deformation“ der Gruppenalgebra.
Ko¨nnte man alle Darstellungen von HK (u) fu¨r beliebige Ko¨rper K und beliebige Parameter u ∈ K
bestimmen, so enthielte dies also alle modularen Darstellungen der symmetrischen Gruppe. Ande-
rerseits zeigt ein scho¨nes Ergebnis von Karin Erdmann (siehe [Erd97]), dass die Kenntnis aller ein-
fachen Darstellungen aller symmetrischen Gruppen auch die Kenntnis aller einfachen Darstellungen
der Gruppen GL(n, q) u¨ber Ko¨rpern der Charakteristik ` mit ` | q implizieren wu¨rde.
So gibt es also viele Verbindungen der Iwahori-Hecke-Algebren mit anderen, interessanten Fragestel-
lungen.
James’ Vermutung
Beim Studium der modularen Darstellungstheorie der Gruppen GL(n, q) haben Richard Dipper und
Gordon James sogenannte
”
q-Schur-Algebren“ betrachtet. Diese treten — wie die Iwahori-Hecke-
Algebren der symmetrischen Gruppe — als Endomorphismenringe gewisser Moduln auf. So gibt es
auch fu¨r jedes n ∈ N, jeden kommutativen Ring A und jeden Parameter u ∈ A eine q-Schur-Algebra.
Das q im Namen
”
q-Schur-Algebra“ kommt genau von diesem Parameter, der in der Literatur meist
mit q bezeichnet wird, hier aber u heißt zur besseren Unterscheidung vom q der GL(n, q).
Vor 1990 untersuchten Richard Dipper und Gordon James die Darstellungen dieser Algebren fu¨r
n 6 10 und endliche Ko¨rper F` (` eine Primzahl) mit 0 6= u ∈ F`. Dabei beobachtete Gordon Ja-
mes, dass die Darstellungstheorie in diesem Fall nicht wirklich von ` und u abha¨ngt, sondern dass es
(wenn ` groß genug ist) nur auf den Parameter e ankommt, der so definiert ist: e ∈ N ist die kleinste
Zahl, fu¨r die 1 + u + u2 + · · · + ue−1 = 0 ist. Fu¨r u = 1 ist e = `, und fu¨r u 6= 1 ist e gleich der
multiplikativen Ordnung von u in F`.
Er vermutete also im Jahre 1990 in [Jam90], dass die Darstellungstheorie der q-Schur-Algebra u¨ber
F` mit Parameter 0 6= u ∈ F` nur von e und nicht von ` und u abha¨ngt, solange nur e · ` > n ist.
Zwei q-Schur-Algebren u¨ber F` bzw. F`′ mit Parameter u ∈ F` bzw. u′ ∈ F`′ verhalten sich also in
Bezug auf ihre Darstellungen u¨ber dem Ko¨rper F` bzw. F`′
”
im Wesentlichen gleich“, wenn nur beide
dasselbe e haben und e · ` > n ist.
”
Sich im Wesentlichen gleich verhalten“ bedeutet hier zuna¨chst, dass es eine Bijektion zwischen den
Mengen der Isomorphieklassen einfacher Darstellungen der beiden Algebren gibt, so dass die Gro¨ßen
der vorkommenden Matrizen von dieser Bijektion respektiert werden. Zusa¨tzlich wird aber noch eine
Vertra¨glichkeit mit den gewo¨hnlichen Darstellungen u¨ber dem Funktionenko¨rper C(v) in einer Unbe-
stimmten v vermutet, die mit sogenannten
”
Zerlegungsabbildungen“ formuliert werden kann (siehe
weiter unten bzw. in Kapitel V). Dazu wird die Spezialisierung θ : Z[v] → F`, v 7→ u betrachtet, die
die kanonische Abbildung Z→ F` fortsetzt.
In [Gec98] formuliert Meinolf Geck 1998 eine Variante dieser Vermutung fu¨r Iwahori-Hecke-Algeb-
ren. Dabei dehnt er sie auf andere Typen als Typ A aus und beschreibt gleichzeitig die vermutete
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Klassifikation der einfachen Darstellungen konkreter. Dafu¨r ist die Voraussetzung e · ` > n zu ` > n
verscha¨rft, was na¨mlich beim Typ A genau bedeutet, dass ` kein Teiler der Gruppenordnung n! der
symmetrischen Gruppe ist.
Obgleich schon in [Gec98] gezeigt wird, dass die Aussage der Vermutung fu¨r genu¨gend große `
stimmt, ist bis heute keine explizite untere Schranke fu¨r ` bekannt, oberhalb der sie richtig ist.
In der vorliegenden Arbeit werden andere, aber zu James’ Vermutung a¨quivalente Aussagen vorge-
stellt mit der Idee, auf diese Weise neue Ansa¨tze fu¨r einen Beweis zu finden. So stellt diese Arbeit
eher den Anfang eines Forschungsprojekts dar als den Abschluss.
Inhalt der Arbeit
Im Folgenden wird der Inhalt der Arbeit nicht in der Reihenfolge des logischen Aufbaus, sondern in
der Reihenfolge der gegenseitigen Motivation beschrieben. Diese Reihenfolge entspricht auch etwa
der, in der die Ideen entstanden sind.
Die James-Geck-Vermutung ist in [Gec98] mit Hilfe von Zerlegungsabbildungen beschrieben. Da-
bei wird die
”
generische“ Iwahori-Hecke-Algebra HQ(v)(v) vom Typ A u¨ber dem Funktionenko¨rper
Q(v) in einer Unbestimmten v mit den
”
spezialisierten“ Iwahori-Hecke-Algebren HQ(ζe)(ζe) u¨ber
dem Kreisteilungsko¨rper Q(ζe) und HF`(u) u¨ber dem endlichen Ko¨rper F` verglichen, insbesondere
in Bezug auf die Frage, wie die jeweiligen Darstellungen u¨berQ(v),Q(ζe) bzw. F` zusammenha¨ngen.
Dabei dient die Algebra u¨berQ(ζe) als Prototyp fu¨r all diejenigen Algebren u¨ber F`, deren e(u) gleich
e ist.
Ist A ein Integrita¨tsbereich, dann wird eine Zerlegungsabbildung im Wesentlichen definiert, indem
man eine Darstellung einer A-Algebra H u¨ber dem Quotientenko¨rper K von A durch Basiswechsel
”
ganzzahlig“ macht und dann auf die Eintra¨ge in den Darstellungsmatrizen einen Ringhomomor-
phismus in einen Ko¨rper k anwendet, so dass man eine Darstellung einer
”
spezialisierten“ Algebra
kH := k ⊗
A
H u¨ber k erha¨lt. Ist KH := K ⊗
A
H die Konstantenerweiterung, dann kann man so einem
einfachen KH -Modul einen kH -Modul zuordnen. Einfache Darstellungen werden bei diesem Pro-
zess im Allgemeinen reduzibel, und die Zerlegungsabbildung kodiert dann fu¨r jeden Isomorphietyp
einfacher KH -Moduln, wie oft die einfachen kH -Moduln als Konstituenten in der oben beschrie-
benen
”
Spezialisierung“ vorkommen. Diese Konstruktion ergibt eine wohldefinierte Abbildung zwi-
schen den Grothendieck-Gruppen R0(KH) und R0(kH). Kennt man die Darstellungen von KH ,
dann ist die Kenntnis der Zerlegungsabbildung a¨quivalent zur Kenntnis der einfachen Darstellungen
von kH .
Fu¨r die Formulierung der James-Geck-Vermutung in [Gec98] definiert man drei Zerlegungsabbildun-
gen zwischen den Grothendieck-Gruppen der oben beschriebenen Algebren, die ein kommutatives
Dreieck bilden:
R0(Q(v)H)
d` //
dζe ((PP
PPP
PPP
PPP
P
	
R0(F`H)
R0(Q(ζe)H)
dζe`
77ooooooooooo
Die James-Geck-Vermutung besagt dann, dass fu¨r ` > n die Zerlegungsabbildung dζe` trivial ist, also
ein Isomorphismus ist, der die Klassen der einfachen Moduln auf ebensolche abbildet. Dies bedeutet,
dass eben die Zerlegungsabbildung dζe den
”
generischen“ Zerlegungsfall darstellt, der fu¨r alle ` ab
einer gewissen Schranke auch bei allen Zerlegungsabbildungen d` eintritt. Diese Formulierung der
James-Geck-Vermutung ist der Ausgangspunkt dieser Arbeit.
In Kapitel V wird zuna¨chst auf die Definition von Zerlegungsabbildungen eingegangen, und es wird
gekla¨rt, welche Voraussetzungen u¨ber die vorkommenden Ringe, Ko¨rper und Algebren zu machen
sind. Danach wird ein zur Zerlegungsabbildung duales und in vielen Fa¨llen a¨quivalentes Konzept
eingefu¨hrt, na¨mlich das der
”
Klebeabbildung“. Dabei betrachtet man die projektiven Grothendieck-
Gruppen K0(KH) und K0(kH). An die Stelle von einfachen Moduln treten projektiv unzerlegbare,
und die Klebeabbildung wird zwischen den projektiven Grothendieck-Gruppen in der umgekehrten
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Richtung definiert, also von K0(kH) nach K0(KH): Man wa¨hlt zuna¨chst einen geeigneten lokalen
Ring O mit Restklassenko¨rper k, fu¨r den A ⊆ O ⊆ K gilt. Dann beginnt man mit einem beliebigen
primitiven Idempotent f in kH , hebt dieses zu einem Idempotent f ∈ OH := O ⊗
A
H und ordnet
dem projektiv unzerlegbaren kH -Modul f kH den projektiven KH -Modul f KH zu. Dies liefert
eine wohldefinierte Abbildung K0(kH)→ K0(KH).
Es stellt sich heraus, dass unter geeigneten Voraussetzungen an den Ring O die Klebeabbildung die
duale Abbildung der Zerlegungsabbildung ist.1 Diese Tatsache wird
”
Brauer-Reziprozita¨t“ genannt
und ist in der modularen Darstellungstheorie von endlichen Gruppen ein Standardwerkzeug. Die
Ausfu¨hrungen in Kapitel V zu diesem Thema basieren auf einer Arbeit von Meinolf Geck und Ra-
phae¨l Rouquier (siehe [GR97]). Wirklich neu ist an Kapitel V nur der Name
”
Klebeabbildung“ und
eine sorgfa¨ltige Kla¨rung der beno¨tigten Voraussetzungen.
Es kommt na¨mlich heraus, dass die wesentliche Voraussetzung an den lokalen Ring O ist, dass die
O-Algebra OH semiperfekt ist. Das bedeutet, dass OH/ rad(OH) ein halbeinfacher, artinscher Ring
ist und zu jedem Idempotent f ∈ OH/ rad(OH) ein Idempotent f ∈ OH existiert, das unter der
kanonischen Abbildung OH  OH/ rad(OH) auf f abgebildet wird.2 Diese Existenzaussage wird
”
Heben von Idempotenten“ genannt. Ein semiperfekter Ring ist also einer, bei dem das Heben von
Idempotenten vom Radikalfaktor mo¨glich ist.
In Kapitel II werden Bedingungen an lokale Ringe O und AlgebrenH gesucht, die dafu¨r ausreichen,
dass die Algebra OH semiperfekt ist. Klassisch (insbesondere in der modularen Darstellungstheo-
rie endlicher Gruppen) wird hierfu¨r ein vollsta¨ndiger, diskreter Bewertungsring O benutzt. Da dies
aber im Zusammenhang mit der James-Geck-Vermutung zu weit reichende Voraussetzungen sind,
wird in Kapitel II einerseits gezeigt, dass man in der Regel auf die Vervollsta¨ndigung verzichten kann
(Stichwort
”
Verbesserung von Idempotenten“, siehe II.(6.1)), zum Anderen werden nicht-diskrete Be-
wertungsringe betrachtet. Dies wird spa¨ter beno¨tigt, um Ketten von ineinander enthaltenen Bewer-
tungsringen zu erhalten (siehe unten).
Die Abschwa¨chung der Voraussetzungen anO macht eine genaue Analyse des Vervollsta¨ndigungspro-
zesses, der dabei vorkommenden Topologien und der verfu¨gbaren Verfahren zum Heben von Idempo-
tenten notwendig. Insbesondere wird in Kapitel II eine Topologie auf Algebren OH auf verschiedene
Weisen definiert, um in verschiedenen Situationen unterschiedliche Beweistechniken zur Verfu¨gung
zu haben. Die dabei vorgestellten Techniken sind nach Kenntnis des Autors neu.
In Kapitel III wird der Ring Z[v, v−1] und sein Quotientenko¨rperQ(v) betrachtet. Neben einer Klassi-
fikation der Primideale von Z[v, v−1]werden dort nicht-diskrete Bewertungen mit Wertegruppe Z×Z
konstruiert, die an Primidealketten 0 ( q ( p G Z[v, v−1] angepasst sind. Dadurch erha¨lt man inein-
ander enthaltene Bewertungsringe O und O′ mit Z[v, v−1] ( O ( O′ ( Q(v), wobei O′ diskret und
O nicht-diskret ist. Diese Bewertungsringe erfu¨llen die Voraussetzungen aus Kapitel II, so dass man
semiperfekte Algebren OH und O′H erha¨lt, die ebenfalls ineinander enthalten sind. Nach Kenntnis
des Autors sind diese Konstruktionen neu.
Die bisher aufgeza¨hlten Resultate erlauben nun in Kapitel VII zwei Umformulierungen der James-
Geck-Vermutung mit Hilfe von Idempotenten. Dabei werden Bewertungsringe und die Semiperfekt-
heit der Iwahori-Hecke-Algebren daru¨ber benutzt, um Klebeabbildungen zu definieren, die wie oben
die Zerlegungsabbildungen ein kommutatives Dreieck bilden:
K0(Q(v)H) oo
e`
hh
eζe PP
PPP
PPP
PPP
P
	
K0(F`H)
K0(Q(ζe)H)
ww e
ζe
`
ooooooooooo
Die erste Umformulierung verwendet, dass wegen der Dualita¨t zu den entsprechenden Zerlegungsab-
bildungen die James-Geck-Vermutung a¨quivalent dazu ist, dass die Klebeabbildung eζe` ein Isomor-
1
”
Dual“ ist bezu¨glich der Paarung von R0(KH) und K0(KH) gemeint, die von der Tatsache kommt, dass die projektiv
unzerlegbaren KH -Moduln genau die projektiven Hu¨llen der einfachen KH -Moduln sind.
2 Mit rad(OH) ist das Jacobson-Radikal von OH bezeichnet.
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phismus ist, der die Klassen der projektiv unzerlegbaren Moduln auf ebensolche abbildet. Die zweite
Umformulierung vergleicht die beiden Klebeabbildungen eζe und e` durch Betrachten von Idempo-
tenten in den Iwahori-Hecke-Algebren u¨ber den zwei Bewertungsringen O und O′.
Außerdem entha¨lt Kapitel VII eine weitere Umformulierung mittels Gram-Matrizen. Fu¨r diese Um-
formulierung wa¨hlt man eine bestimmte Z-Linearkombination ψ˜ irreduzibler Charaktere von H , die
die Eigenschaft hat, dass sie nach Spezialisierung eine nicht-ausgeartete Spurform auf der Algebra
Q(ζe)H/ rad(Q(ζe)H) induziert. Betrachtet man nun die Gram-Matrix M von ψ˜ bezu¨glich einer be-
liebigen Z[v, v−1]-Basis von H , so ist die James-Geck-Vermutung a¨quivalent zu der Aussage, dass
fu¨r ` > n der Rang von M nach Spezialisierung zu Q(ζe) und zu F` gleich ist.
Nach Kenntnis des Autors sind alle drei Umformulierungen neu.
Im Hinblick auf einen mo¨glichen Beweis von James’ Vermutung sehen Formulierungen, die Idempo-
tente in nicht-halbeinfachen Algebren involvieren, nicht gerade erfolgversprechend aus. Wa¨hrend es
na¨mlich fu¨r halbeinfache Algebren mit Hilfe der Frobenius-Schur-Relationen eine gut bekannte Me-
thode gibt, aus einfachen Matrixdarstellungen primitive Idempotente zu gewinnen (siehe z.B. [GP00,
7.2.7]), ist es im Allgemeinen fu¨r nicht-halbeinfache Algebren schwierig, explizite Formeln fu¨r pri-
mitive Idempotente anzugeben.
In Kapitel IV werden die Ergebnisse in [GP00, 7.2.7] auf den Fall symmetrischer Algebren, die nicht
halbeinfach sind, verallgemeinert. Statt mit einem einfachen Modul startet man mit einem projek-
tiv unzerlegbaren Modul mit einer besonderen Basis. Diese Basis muss na¨mlich an die Radikalreihe
des Moduls angepasst sein. Man erha¨lt eine Verallgemeinerung der Frobenius-Schur-Relationen, die
eine explizite Konstruktion von primitiven Idempotenten ermo¨glichen, bei der die Nenner der Ko-
ordinaten der Idempotente in einer bestimmten Basis der Algebra kontrolliert werden ko¨nnen. Nach
Kenntnis des Autors ist dies die erste explizite Konstruktion von primitiven Idempotenten fu¨r nicht-
halbeinfache, symmetrischen Algebren.
Im Hinblick auf die Umformulierungen der James-Geck-Vermutung in Kapitel VII bedeuten diese
Ergebnisse, dass ein mo¨glicher Beweisansatz die Konstruktion ganzzahliger Formen projektiv un-
zerlegbarer Moduln mit einer an die Radikalreihe angepassten Basis wa¨re. Auch dies ist aber im
Allgemeinen nicht explizit mo¨glich.
Iwahori-Hecke-Algebren haben aber eine besondere Basis. Im Jahr 1979 konstruierten na¨mlich Da-
vid Kazhdan und George Lusztig in [KL79] die nach ihnen benannte Kazhdan-Lusztig-Basis. Diese
Basis hat einige phantastische Eigenschaften. Insbesondere erlaubt sie die Definition von aufsteigen-
den Ketten von Idealen in H , und die daraus resultierenden Quotienten liefern ganzzahlige Formen
einfacher Moduln fu¨r die generische Algebra HQ(v1/2)(v) u¨ber dem Funktionenko¨rper Q(v1/2) in ei-
ner Unbestimmten v1/2 (fu¨r diese Konstruktionen werden die Quadratwurzeln des Parameters v der
Algebra beno¨tigt). Diese Moduln heißen
”
Zellmoduln“, da bei ihrer Konstruktion die symmetrische
Gruppe in sogenannte
”
Zellen“ partitioniert wird. Weil diese Moduln ganzzahlig, also bereits u¨ber
dem Ring Z[v1/2, v−1/2] definiert sind, kann man sie spezialisieren und Moduln fu¨r die spezialisierten
AlgebrenHQ(ζ2e)(ζe) undHF`(u1/2)(u) erhalten.
Im ersten Teil von Kapitel VI sind neben den grundlegenden Definitionen von Iwahori-Hecke-Al-
gebren diese Resultate aus der Kazhdan-Lusztig-Theorie dargestellt. Ganz am Ende des Kapitels ist
eine Beobachtung beschrieben, na¨mlich, dass sich unter den spezialisierten Zellmoduln tatsa¨chlich
projektive Moduln finden lassen. Obwohl nicht alle Isomorphietypen projektiv unzerlegbarer Moduln
auftauchen, sieht es so aus, als ob sich unter den Zellmoduln genu¨gend
”
kleine“ projektive Moduln
finden lassen, um die fu¨r die Formeln in Kapitel IV beno¨tigten Moduln zu liefern. Die angepasste
Basis ist in Form der Kazhdan-Lusztig-Basis der Zellmoduln bereits vorhanden.
Leider ist es im Rahmen dieser Arbeit nicht gelungen, die beobachteten projektiven Moduln hinrei-
chend zu erkla¨ren bzw. zu beweisen, dass genu¨gend viele projektive Moduln auftreten. In Abschnitt
VI.6 ist zwar der Satz bewiesen, dass der induzierte Modul eines Zellmoduls einer parabolischen
Unteralgebra wieder ein Zellmodul ist, dies erkla¨rt die beobachteten projektiven aber nur zum Teil.
Kapitel VI entha¨lt noch ein anderes interessantes Resultat, das womo¨glich einen Ansatz zum Beweis
von James’ Vermutung liefern ko¨nnte. In Abschnitt VI.4 wird na¨mlich bewiesen, dass man aus der
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Kazhdan-Lusztig-Basis und ihrer dualen explizit eine Wedderburn-Zerlegung von HQ(v1/2)(v) kon-
struieren kann. Da die Kenntnis der Wedderburn-Zerlegung einer halbeinfachen Algebra a¨quivalent
mit der Konstruktion aller einfachen Moduln ist und deswegen im Allgemeinen eben nicht ohne Mu¨he
explizit erhalten werden kann, unterstreicht dieses Ergebnis die Besonderheit der Kazhdan-Lusztig-
Basis einmal mehr. In den Beweis dieser Konstruktion gehen extrem tiefliegende Positivita¨tsresultate
u¨ber die beru¨hmten Kazhdan-Lusztig-Polynome ein. Außerdem wird mehrfach verwendet, dass die
zugrunde liegende Iwahori-Hecke-Algebra vom Typ A ist.
Schließlich wird in Abschnitt VI.5 noch eine Verbindung zu Lusztig’s asymptotischer Algebra J
und dem Lusztig-Homomorphismus φ : H → J hergestellt. Diese wurden von George Lusztig in
einer Reihe von Arbeiten in den Jahren 1985 bis 1987 konstruiert (siehe [Lus85], [Lus87a], [Lus87b]
und [Lus87c]) und spa¨ter mehrfach mit großem Erfolg benutzt. Die asymptotische Algebra J hat
eine ausgezeichnete Basis und in Abschnitt VI.5 werden explizit Urbilder dieser Basiselemente unter
dem Lusztig-Homomorphismus angegeben. Diese Urbilder sind bis auf eine Ringinvolution genau
die Basiselemente, die in der in VI.4 konstruierten Wedderburn-Zerlegung vorkommen. Dadurch la¨sst
sich der Lusztig-Homomorphismus als Einbettung der AlgebraH in das Z[v1/2, v−1/2]-Erzeugnis der
in VI.4 konstruierten Wedderburn-Basis interpretieren. Nach Kenntnis des Autors sind die Resultate
u¨ber die Wedderburn-Zerlegung und die Induktion von Zellmoduln neu.
In Kapitel I sind elementare Bezeichnungen und einige bekannte Ergebnisse zur Verwendung in den
hinteren Kapiteln zusammengefasst.
Im Anhang sind Erga¨nzungen zum Haupttext gesammelt. Dies sind zum Einen Ergebnisse, die zwar
als solche interessant, aber fu¨r den weiteren Verlauf der Arbeit nicht relevant sind. Zum Anderen sind
hier der Vollsta¨ndigkeit halber auch Beweise aufgenommen worden, die aus irgendeinem Grund im
Haupttext entbehrlich sind.
Der Autor hegt die Hoffnung, dass diese Arbeit einen Beitrag leistet, Ansa¨tze fu¨r einen Beweis von
James’ Vermutung zu finden.
Bemerkungen zum Text
Kapitel I ist von grundlegender Natur und entha¨lt keine neuen Ergebnisse. Die Kapitel II bis VI sind
weitgehend unabha¨ngig und bereiten Kapitel VII vor.
Der Text aller Kapitel außer Kapitel VII ist so geschrieben, dass es mo¨glich ist, an einer beliebigen
Stelle anzufangen zu lesen. Dies wird dadurch erreicht, dass in jedem Unterabschnitt alle vorkom-
menden Symbole erkla¨rt sind oder zumindest Informationen angegeben sind, die den Leser zu den
entsprechenden Definitionen fu¨hren.
Dies ist in Kapitel VII anders. Dieses Kapitel ist so aufgebaut, dass alle einmal eingefu¨hrten Bezeich-
nungen ihre Gu¨ltigkeit ohne weiteren Kommentar behalten.
Auf den Seiten 136 bis 139 ist der Bezeichnungsindex zu finden, in dem alle vorkommenden Symbole
zusammen mit Referenzen zu ihrer Definition aufgefu¨hrt ist. Ganz am Ende dieser Arbeit befindet
sich der Index. Darin sind fu¨r die meisten Worte nicht alle Stellen verzeichnet, an denen ein Wort
vorkommt. Vielmehr wurde versucht, nur auf die entscheidende Stelle zu verweisen, in den meisten
Fa¨llen ist dies die Definition.
Nach jedem Eintrag im Literaturverzeichnis folgt eine Liste der Abschnitte, in denen auf den Eintrag
verwiesen wurde.
In der PDF-Version (Portable Document Format) dieser Arbeit sind alle Verweise Hyperlinks, so dass
man ihnen durch Mausklick folgen kann. Die endgu¨ltige Version dieses Dokuments kann u¨ber das
folgende URL heruntergeladen werden:
http://www.math.rwth-aachen.de/ ˜Max.Neunhoeffer/phd/
Dort sind auch Korrekturen zu finden, wenn diese notwendig werden.
Kapitel I
Bezeichnungen und Grundlagen
Dieses Kapitel dient zwei Zwecken: Zum Einen werden die in dieser Arbeit verwendeten Bezeich-
nungen und Konventionen eingefu¨hrt. Zum Anderen werden aber auch einige Hilfsergebnisse vorge-
stellt, auf die dann im Rest der Arbeit verwiesen werden kann.
I.1 Moduln und Bimoduln
(1.1) Konventionen fu¨r Ringe, Moduln und Homomorphismen
Alle vorkommenden Moduln sind — wenn nicht explizit anders erwa¨hnt — Rechts-Moduln. Alle
Ringe haben eine 1, sollte doch einmal ein Ring ohne 1 vorkommen, wird er
”
Rng“ genannt.
Moduln u¨ber kommutativen Ringen werden wie Bimoduln behandelt mit derselben Operation von
links und von rechts.
Ist H ein Ring, so bezeichnet mod-H die Kategorie der endlich erzeugten (Rechts-)H -Moduln und
proj-H die volle Unterkategorie von mod-H der endlich erzeugten, projektiven (Rechts-)H -Moduln.
Die Menge der Homomorphismen zwischen zwei Moduln M, N ∈ mod-H wird mit HomH (M, N )
bezeichnet. Homomorphismen werden von links geschrieben und mit ◦ verkettet.
Ist M ein H -Modul, dann bezeichnen wir mit rad M das Jacobson-Radikal von M , also den Durch-
schnitt aller maximalen Untermoduln (wenn M keine maximalen Untermoduln hat, ist rad M = M).
Der
”
Kopf“ von M ist der Radikalfaktor M/ rad M .
Mit
”
Integrita¨tsbereich“ meinen wir einen kommutativen, nullteilerfreien Ring (mit Eins und 0 6= 1).
(1.2) Lemma (Fu¨nfer-Lemma, vgl. [Lan75, I.3.3])
Es seiH ein Ring und
A
f
//
α

B
g
//
β

C h //
γ

D
j
//
δ

E
ε

A′
f ′
// B ′
g′
// C ′ h
′
// D′
j ′
// E ′
ein kommutatives Diagramm mit exakten Zeilen in der Kategorie derH -Moduln. Dann gilt:
(i) Sind β und δ injektiv und ist α surjektiv, dann ist γ injektiv.
(ii) Sind β und δ surjektiv und ist ε injektiv, dann ist γ surjektiv.
(iii) Sind α, β, δ und ε bijektiv, so ist auch γ bijektiv.
Beweis: Wir veranstalten eine Diagrammjagd (und lassen ◦ fu¨r Verkettung in diesem Beweis weg):
Es seien β und δ injektiv und α surjektiv. Sei c ∈ C mit γ c = 0. Dann ist h′γ c = δhc = 0, also
auch hc = 0. Deswegen gibt es ein b ∈ B mit c = gb. Also ist 0 = γ gb = g′βb und es gibt ein
a ∈ A mit f ′αa = β f a = βb. Dann ist aber f a = b, da beide unter β auf βb gehen. Also ist
c = gb = g f a = 0.
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Es seien β und δ surjektiv und ε injektiv. Sei c′ ∈ C ′ beliebig. Dann gibt es ein d ∈ D mit δd = h′c′.
Da 0 = j ′h′c′ = j ′δd = ε jd und damit jd = 0 ist, gibt es ein c ∈ C mit hc = d . Nun ist
h′(c′ − γ c) = δd − δhc = 0, also gibt es ein b ∈ B mit g′βb = c′ − γ c. Dann ist aber c + gb ein
Urbild von c′ unter γ , denn γ (c + gb) = γ c + g′βb = c′.
Behauptung (iii) folgt aus (i) und (ii). 
(1.3) Lemma (Freiheit von Tensorprodukten)
Es seien A und B Ringe. Weiter sei MA ein A-Modul und A NB ein A-B-Bimodul. Ist MA frei als
A-Modul und A NB frei als B-Modul, dann ist MA ⊗A A NB ein freier B-Modul.
Beweis: Ist MA ein freier A-Modul, so ist MA isomorph zu einer direkten Summe von Kopien des
rechts-regula¨ren Moduls: MA ∼=∐i∈I AA mit einer Indexmenge I . Da das Tensorprodukt von Moduln
mit direkten Summen vertauscht (siehe z.B. [CR81, (2.17)]), ist
MA ⊗A A NB
∼=
(∐
i∈I
AA
)
⊗
A A NB
∼=
∐
i∈I
(
AA ⊗A A NB
) ∼=∐
i∈I
A NB als B-Moduln.
Letztere Isomorphie kommt vom natu¨rlichen Isomorphismus von Links-A-Moduln A AA ⊗A A N
∼= A N .
Ist aber A NB frei als B-Modul, dann ist A NB ∼= ∐j∈J BB als B-Moduln mit einer Indexmenge J .
Dann ist aber
MA ⊗A A NB
∼=
∐
i∈I
∐
j∈J
BB
als B-Moduln, was die Behauptung beweist. 
(1.4) Lemma (Projektivita¨t von Tensorprodukten)
Es seien A und B Ringe. Weiter sei MA ein A-Modul und A NB ein A-B-Bimodul. Ist MA projektiv
als A-Modul und A NB projektiv als B-Modul, dann ist MA ⊗A A NB ein projektiver B-Modul.
Beweis: Da A NB als B-Modul projektiv ist, gibt es einen B-Modul N ′B , so dass A NB ⊕ N ′B als B-
Modul frei ist. Weil MA ein projektiver A-Modul ist, gibt es einen A-Modul M ′A, so dass MA ⊕ M ′A
frei ist. Es ist (
MA ⊗A A NB
)
⊕
(
M ′A ⊗A A NB
) ∼= (MA ⊕ M ′A) ⊗A A NB .
Wie im Beweis von Lemma I.(1.3) folgt, dass dieser Modul eine direkte Summe von Kopien von A NB
ist. Addiert man fu¨r jeden Summanden eine Kopie von N ′B , so erha¨lt man einen freien B-Modul. Also
ist MA ⊗A A NB als B-Modul direkter Summand eines freien Moduls und damit projektiv. 
(1.5) Definition (Endlich pra¨sentierter Modul)
Es sei A ein Ring und M ein A-Modul. Eine exakte Sequenz
F1 −→ F0 −→ M −→ 0
von A-Moduln heißt Pra¨sentation von M , wenn F0 und F1 freie A-Moduln sind. Besitzt M eine
Pra¨sentation mit freien Moduln F0 und F1 von endlichem Rang, dann heißt M endlich pra¨sentiert.
Bemerkung: Jeder Modul besitzt eine Pra¨sentation, da jeder Modul Quotient eines freien ist.
I.2 Algebren
Der Begriff der Algebra ist grundlegend fu¨r den Rest der Arbeit.
(2.1) Definition (O-Algebra, vgl. [CR81, (1.1)])
Es sei O ein kommutativer Ring. Eine O-Algebra H ist ein Ring zusammen mit einem Ringhomo-
morphismus ψ : O→ Z(H) von O ins Zentrum vonH .
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(2.2) Definition (Idempotent)
Es seiH ein Ring. Ein Idempotent inH ist ein Element 0 6= e ∈ H , fu¨r das e2 = e gilt. Wir nennen
zwei Idempotente e1, e2 ∈ H orthogonal, wenn e1 · e2 = 0 = e2 · e1 gilt. Ein Idempotent e ∈ H heißt
primitiv, wenn es inH nicht als Summe zweier orthogonaler Idempotente geschrieben werden kann.
(2.3) Bemerkung (Modulstruktur u¨ber dem Grundring)
Ist O ein kommutativer Ring und H eine O-Algebra, dann ist jeder H -Modul automatisch auch ein
O-Modul. Ist na¨mlich ψ : O→ Z(H) der Ringhomomorphismus, derH zurO-Algebra macht, dann
operiert ein Element o ∈ O durch h · o := h · ψ(o) auf h ∈ H .
(2.4) Definition (O-Ordnung, vgl. [CR81, (23.1)])
Es sei O ein kommutativer Ring. Eine O-Ordnung ist eine O-Algebra, die als O-Modul endlich
erzeugt und frei ist.
(2.5) Definition (O-Gitter, vgl. [CR81, §10D])
Es sei O ein kommutativer Ring. Ein O-Gitter ist ein endlich erzeugter, O-freier O-Modul.
(2.6) Definition (H -Gitter, vgl. [CR81, (23.2)])
Es sei O ein kommutativer Ring und H eine O-Ordnung. Ein H -Gitter ist ein H -Modul, der als
O-Modul endlich erzeugt und frei ist.
(2.7) Lemma (Homomorphismen aus projektiven Moduln heraus)
Es sei O ein kommutativer Ring, H eine O-Algebra, e ∈ H ein Idempotent und M ein H -Modul.
Dann ist HomH (eH ,M) ∼= Me als O-Moduln. Ist M = eH , dann ist EndH (eH) ∼= eHe als O-
Algebren.
Beweis: Ein Homomorphismus ϕ ∈ HomH (eH ,M) ist durch den Wert, den er auf e annimmt, be-
stimmt:
ϕ(eh) = ϕ(e)h fu¨r alle h ∈ H .
Fu¨r jeden solchen Wert ϕ(e) gilt aber:
ϕ(e) = ϕ(e2) = ϕ(e)e ∈ Me.
Umgekehrt definiert aber jedes beliebige Element m ∈ Me wegen m = me einen Homomorphismus
ϕm ∈ HomH (eH ,M) durch:
ϕm(eh) := mh fu¨r alle h ∈ H .
Dies ist wohldefiniert, da fu¨r eh = eh′ auch mh = meh = meh′ = mh′ gilt. Außerdem ist ϕm ein
H -Homomorphismus:
ϕm(ehh′) = mhh′ = ϕm(eh)h′ fu¨r alle h, h′ ∈ H .
Die Zuordnung ϕ 7→ ϕ(e) ist offensichtlich O-linear, damit ist die erste Behauptung bewiesen.
Ist M = eH , dann ist der obige Isomorphismus sogar mit der Multiplikation vertra¨glich:
(ψ ◦ ϕ)(e) = ψ(eϕ(e)) = ψ(e) · ϕ(e).

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I.3 Wechsel des Grundrings
In diesem Abschnitt wird beschrieben, wie man den Grundring einer Algebra und ihrer Moduln
vera¨ndern kann. Dies kann eine Ringerweiterung (oder Ko¨rpererweiterung) sein, aber auch eine Rest-
klassenbildung oder allgemeiner ein beliebiger Homomorphismus zwischen Ringen. Im so genannten
”
Change of Rings“-Lemma geht es um die Folgen fu¨r Homomorphismenmengen bei Vera¨nderung des
Grundrings.
(3.1) Definition/Proposition (Wechsel des Grundrings)
Es seienO undO′ kommutative Ringe,H eineO-Algebra undH ′ gleichzeitig eineO-Algebra und ei-
neO′-Algebra (siehe I.(2.1)). Dann ist auchH ′ ⊗
O
H gleichzeitig eineO′-Algebra und eineO-Algebra
mit der Multiplikation, die durch (h′⊗ h) · (k ′⊗ k) := h′k ′⊗ hk und lineare Fortsetzung gegeben ist.
Beweis: Wir ko¨nnen H ′ als O′-O-Bimodul auffassen und H als Links-O-Modul. Dann ist das Ten-
sorprodukt ein Links-O′-Modul. Die Linksmultiplikation mit einem beliebigen Element h ∈ H ist
ein O-Endomorphismus von H . Die Linksmultiplikation mit einem beliebigen Element h′ ∈ H ′ ist
ein Endomorphismus von H ′, sowohl als O-Modul als auch als Links-O′-Modul aufgefasst. Des-
wegen gibt es fu¨r jedes Paar (h′, h) ∈ H ′ × H einen O′-Endomorphismus von H ′ ⊗
O
H , der durch
(g′⊗ g) 7→ (h′g′⊗ hg) fu¨r g ∈ H und g′ ∈ H ′ gegeben ist. Durch lineare Fortsetzung ist damit
eine Multiplikation definiert. Wir mu¨ssen noch zeigen, dass fu¨r diese die Ringaxiome erfu¨llt sind:
Die Assoziativita¨t vererbt sich sofort vonH ′ undH , das Element 1H ′ ⊗ 1H ist das neutrale Element.
Die Distributivgesetze folgen ebenfalls direkt aus der Definition bzw. aus den entsprechenden in H ′
undH . Das Tensorprodukt ist eine O′-Algebra (bzw. O-Algebra), da man den Homomorphismus von
O′ (bzw. O) ins Zentrum von H ′, der H ′ zur O′-Algebra (bzw. O-Algebra) macht, einfach mit dem
Ringhomomorphismus vonH ′ nachH ′ ⊗
O
H , der h′ auf h′⊗ 1H abbildet, verketten kann. 
(3.2) Bemerkung (Konstantenreduktion und Konstantenerweiterung)
Proposition I.(3.1) la¨sst sich insbesondere in der folgenden Situationen anwenden: Es sei H eine
Algebra u¨ber einem Ring O und ϕ : O→ O′ ein Ringhomomorphismus. Dann ist O′ vermo¨ge ϕ eine
O-Algebra und O′ ⊗
O
H eine Algebra u¨ber dem Ring O′. Wir nennen dies Konstantenreduktion und
schreiben kurz O′H fu¨r O′ ⊗
O
H .
Ha¨ufig ist zum Beispiel O ein lokaler Ring mit maximalem Ideal m und ϕ : O → k die kanonische
Projektion auf den Restklassenko¨rper k := O/m.
Ist ϕ injektiv, dann nennen wir O′H auch Konstantenerweiterung.
(3.3) Definition/Proposition (Wechsel des Grundrings fu¨r Moduln)
Es seien O und O′ wie in I.(3.1) kommutative Ringe, H eine O-Algebra und H ′ gleichzeitig eine
O-Algebra und eine O′-Algebra. Weiter sei M ein H -Modul. Dann ist H ′ ⊗
O
M ein H ′ ⊗
O
H -Modul
durch die Operation (h′⊗m) · (g′⊗ g) := h′g′⊗mg fu¨r h′ ∈ H ′, m ∈ M , g′ ∈ H ′ und g ∈ H .
Beweis: Da M ein H -Modul und damit auch ein O-Modul ist und O kommutativ ist, ko¨nnen wir
M als Links-O-Modul auffassen und das Tensorprodukt H ′ ⊗
O
M bilden. Die H -Operation auf M
kann durch einen Antihomomorphismus von Ringen ϕ : H → EndO(M) beschrieben werden (man
beachte, dass M ein Rechts-H -Modul ist und wir Endomorphismen von links schreiben).
Die Abbildung r : H ′ → EndO(H ′), die einem Element g′ ∈ H ′ die Rechtsmultiplikation r(g′) mit
g′ zuordnet, ist ein Antihomomorphismus vonH ′ nach EndO(H ′).
Verkettet man r ⊗ϕ : H ′ ⊗
O
H → EndO(H ′) ⊗
O
EndO(M) mit dem kanonischen Homomorphismus
EndO(H ′) ⊗
O
EndO(M)→ EndO(H ′ ⊗
O
M), erha¨lt man eine Rechtsoperation vonH ′ ⊗
O
H aufH ′ ⊗
O
M .
Diese ist genau durch die Formel aus der Proposition gegeben. 
(3.4) Bemerkung (Konstantenreduktion und Konstantenerweiterung fu¨r Moduln)
Wie in Bemerkung I.(3.2) la¨sst sich Proposition I.(3.3) auch in der folgenden Situation anwenden:
Ist H eine Algebra u¨ber einem kommutativen Ring O und ϕ : O → O′ ein Ringhomomorphismus,
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dann ist fu¨r einen H -Modul M die Konstantenreduktion O′ ⊗
O
M ein O′H = O′ ⊗
O
H -Modul. Wir
schreiben auch kurz O′M fu¨r O′ ⊗
O
M .
Wieder wird sehr ha¨ufig O ein lokaler Ring mit maximalem Ideal m sein und ϕ : O → k die kanoni-
sche Projektion auf den Restklassenko¨rper k := O/m.
Ist ϕ injektiv, dann nennen wir O′M auch Konstantenerweiterung.
(3.5) Lemma (Wechsel des Grundrings bei freien und projektiven Moduln)
Es seien O und O′ kommutative Ringe,H eine O-Algebra undH ′ sowohl eine O- als auch eine O′-
Algebra. Ist F ein freierH -Modul, dann istH ′ ⊗
O
F ein freierH ′ ⊗
O
H -Modul. Ist P ein projektiver
H -Modul, dann ist auchH ′ ⊗
O
P alsH ′ ⊗
O
H -Modul projektiv.
Beweis: Ist F frei, dann ist F alsH -Modul isomorph zur direkten Summe
∐
i∈I HH mit einer Index-
menge I . Dann ist aberH ′ ⊗
O
F ∼=∐i∈I (H ′ ⊗OH), also ein freierH ′ ⊗OH -Modul. Ist P projektiv, dann
gibt es einenH -Modul P ′, so dass P⊕P ′ frei ist. Dann ist aber (H ′ ⊗
O
P)⊕(H ′ ⊗
O
P ′) ∼= H ′ ⊗
O
(P⊕P ′)
ein freierH ′ ⊗
O
H -Modul, also istH ′ ⊗
O
P projektiv. 
(3.6) Lemma (Change of Rings, vgl. [CR81, (2.38)])
Es seien O ein kommutativer Ring, H und H ′ Algebren u¨ber O und M und N Rechts-H -Moduln.
Dann ist die folgende Abbildung ein Homomorphismus von O-Moduln:
α : H ′ ⊗
O
HomH (M, N ) −→ HomH ′⊗
O
H (H
′ ⊗
O
M,H ′ ⊗
O
N ),
h′ ⊗ f 7−→ l(h′)⊗ f
wobei l(h′) die Linksmultiplikation mit h′ auf H ′ ist. Beide Seiten haben eine H ′-H ′-Bimodul-
struktur, die von derjenigen von H ′ kommt. Die Abbildung α respektiert diese, ist also ein H ′-H ′-
Bimodulhomomorphismus.
IstH ′ als O-Modul flach, dann gilt:
(i) Ist M alsH -Modul endlich erzeugt, dann ist α injektiv.
(ii) Ist M alsH -Modul endlich pra¨sentiert, dann ist α bijektiv.
(iii) Ist M alsH -Modul endlich erzeugt und istH ′ als O-Modul frei, dann ist α bijektiv.
Beweis: Alle Tensorprodukte seien u¨ber dem RingO. Zuna¨chst ist zu pru¨fen, ob fu¨r beliebige h′ ∈ H ′
und f ∈ HomH (M, N ) die Abbildung l(h′)⊗ f von H ′⊗M nach H ′⊗ N ein Homomorphismus
vonH ′⊗H -Moduln ist: Es ist aber(
(l(h′)⊗ f )(g′⊗m)) · (x ′⊗ x) = h′g′x ′⊗ f (m)x = (l(h′)⊗ f ) ((g′⊗m) · (x ′⊗ x))
fu¨r alle h′ ∈ H ′, g′ ∈ H ′, x ′ ∈ H ′, m ∈ M , x ∈ H und f ∈ HomH (M, N ). Da (h′, f ) 7→ l(h′)⊗ f
bilinear ist, ist α mit Hilfe der universellen Eigenschaft des Tensorproduktes wohldefiniert, zuna¨chst
als Homomorphismus zwischen O-Moduln.
Die Menge H ′⊗HomH (M, N ) wird durch h′ · (g′⊗ f ) · h′′ := h′g′h′′⊗ f fu¨r g′, h′, h′′ ∈ H ′
und f ∈ HomH (M, N ) zu einem H ′-H ′-Bimodul. Außerdem ist HomH ′⊗H (H ′⊗M,H ′⊗ N ) ein
H ′-H ′-Bimodul — die Linksoperation kommt von der Links-H ′-Operation im Bildbereich und die
Rechtsoperation von der Links-H ′-Operation im Urbildbereich. Man rechnet leicht nach, dass α sogar
ein Homomorphismus vonH ′-H ′-Bimoduln ist.
Von nun an seiH ′ als O-Modul flach. Wir betrachten eine Pra¨sentation (vgl. I.(1.5)) von M :
F1
µ−→ F0 pi−→M −→ 0.
Dann sind
0 −→ HomH (M, N ) pi
∗−→HomH (F0, N ) µ
∗−→HomH (F1, N )
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und damit
0 −→ H ′⊗HomH (M, N ) 1⊗pi
∗−→ H ′⊗HomH (F0, N ) 1⊗µ
∗−→ H ′⊗HomH (F1, N )
exakte Sequenzen von O-Moduln, daH ′ flach ist.
Andererseits ist
H ′⊗ F1 1⊗µ−→H ′⊗ F0 1⊗pi−→H ′⊗M −→ 0
wegen der Flachheit vonH ′ exakt. Also ist auch
0 −→ Hom(H ′⊗M,H ′⊗ N ) (1⊗pi)∗−→ Hom(H ′⊗ F0,H ′⊗ N ) (1⊗µ)
∗−→ Hom(H ′⊗ F1,H ′⊗ N )
eine exakte Sequenz von O-Moduln (Homomorphismenmengen jeweils u¨berH ′⊗H ).
Man kann nun nachrechnen, dass man ein kommutatives Diagramm mit exakten Zeilen erha¨lt:
0 // H ′⊗HomH (M, N ) 1⊗pi
∗
//
α

	
H ′⊗HomH (F0, N ) 1⊗µ
∗
//
α′

	
H ′⊗HomH (F1, N )
α′′

0 // Hom(H ′⊗M,H ′⊗ N ) (1⊗pi)
∗
// Hom(H ′⊗ F0,H ′⊗ N ) (1⊗µ)
∗
// Hom(H ′⊗ F1,H ′⊗ N ).
Man erha¨lt die Abbildungen α′ und α′′ analog zu α, indem man M durch F0 bzw. F1 ersetzt. Die
Kommutativita¨t des Diagramms kommt daher, dass α natu¨rlich in M ist.
Ist nun M endlich erzeugt, dann ko¨nnen wir F0 =∐i∈I HH mit I endlich annehmen. Es ist aber
HomH
(∐
i∈I
HH , N
)
∼=
∏
i∈I
HomH (HH , N ) ∼=
∏
i∈I
N (I.1)
als O-Moduln (siehe Definition des Koprodukts [Jac89, Definition 1.5]) und damit
H ′⊗HomH
(∐
i∈I
HH , N
)
∼=
∏
i∈I
(H ′⊗ N ) ∼= HomH ′⊗H
(∐
i∈I
(H ′⊗H)H ′⊗H ,H ′⊗ N
)
∼= HomH ′⊗H (H ′⊗ F0,H ′⊗ N ),
weil fu¨r endliche Indexmengen direkte Summe und direktes Produkt isomorph sind und weil das Ten-
sorprodukt mit direkten Summen vertauscht (siehe z.B. [CR81, (2.17)]). Hier haben wir die Rechnung
in Gleichung I.1 nochmal in umgekehrter Richtung u¨berH ′⊗H benutzt. Die Abbildung α′ vermittelt
genau diesen Isomorphismus. Also folgt mit dem Fu¨nfer-Lemma (siehe I.(1.2)), dass α injektiv ist.
Damit ist (i) bewiesen.
Ist M endlich pra¨sentiert, dann kann man zusa¨tzlich annehmen, dass F1 = ∐j∈J HH mit einem
endlichen J ist und erha¨lt ebenso, dass α′′ ein Isomorphismus ist. Also folgt wieder mit dem Fu¨nfer-
Lemma, dass α bijektiv ist. Damit ist (ii) bewiesen.
(Ist M nicht endlich pra¨sentiert, dann ist F1 =∐j∈J HH mit einer unendlichen Indexmenge J . Nun ist
aber H ′⊗∏j∈J N nicht mehr isomorph zu ∏j∈J (H ′⊗ N ), weil das Tensorprodukt im Allgemeinen
nicht mit direkten Produkten vertauscht.)
IstH ′ als O-Modul frei, dann ist die kanonische AbbildungH ′ ⊗
O
(∏
j∈J N
)
→∏j∈J (H ′ ⊗O N ) nach
[Bou70, II.3.7, Corollary 3] injektiv. Damit kann man wie oben das Fu¨nfer-Lemma I.(1.2) anwenden
und erha¨lt, dass α bijektiv ist, was (iii) beweist. 
(3.7) Lemma (Wechsel des Grundrings und Idempotente)
Es seien O ein kommutativer Ring, H und H ′ Algebren u¨ber O und e ∈ H ein Idempotent. Weiter
sei M ein beliebigerH -Modul. Dann gelten:
(i) 1H ′ ⊗
O
e ∈ H ′ ⊗
O
H ist ein Idempotent oder gleich 0.
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(ii) (1H ′ ⊗
O
e)(H ′ ⊗
O
H) = H ′ ⊗
O
eH .
(iii) (H ′ ⊗
O
M)(1H ′ ⊗
O
e) = H ′ ⊗
O
Me.
Beweis: Alle Tensorprodukte seien u¨ber O. Die Aussage (i) ergibt sich direkt aus der Definition der
Algebra H ′⊗H . Da 1H ′ ⊗ e in H ′⊗ eH liegt, ist
”
⊆“ in (ii) klar. Andererseits ist ∑ni=1 h′i ⊗ ehi =
(1H ′ ⊗ e) ·∑ni=1 h′i ⊗ hi fu¨r ein beliebiges Element∑ni=1 h′i ⊗ ehi ∈ H ′⊗ eH , woraus
”
⊇“ und damit
(ii) folgt. Die analoge Rechnung (∑ni=1 h′i ⊗mi) (1H ′ ⊗ e) =∑ni=1 h′i ⊗mi e beweist (iii). 
(3.8) Lemma (Wechsel des Grundrings bei projektiven Moduln)
Es seien O ein kommutativer Ring,H und H ′ Algebren u¨ber O und M ein Rechts-H -Modul. Weiter
sei e ∈ H ein Idempotent. Dann gilt:
HomH ′⊗
O
H (H
′ ⊗
O
eH ,H ′ ⊗
O
M) ∼= H ′ ⊗
O
HomH (eH ,M)
alsH ′-O-Bimoduln.
Beweis: Alle Tensorprodukte seien u¨ber O.
Mit Hilfe von Lemma I.(3.7) folgt, dassH ′⊗ eH = (1H ′ ⊗ e)(H ′⊗H) ist. Daraus folgt mit Lemma
I.(2.7), dass die linke Seite als O-Modul isomorph zu (H ′⊗M)(1H ′ ⊗ e) und die rechte Seite als
O-Modul isomorph zuH ′⊗Me ist. Diese beiden sind aber wieder nach Lemma I.(3.7) gleich.
Man rechnet leicht nach, dass alle Isomorphismen auch mit der Links-H ′-Modulstruktur vertra¨glich
sind. 
(3.9) Definition (absolut einfacher Modul, vgl. [CR81, (3.42)])
Es sei F ein Ko¨rper,H eine F-Algebra und V ein einfacherH -Modul. Dann heißt V absolut einfach,
wenn fu¨r jeden Erweiterungsko¨rper F ′ ⊃ F die Konstantenerweiterung F ′V als F ′H -Modul einfach
ist.
(3.10) Theorem (Kriterium fu¨r ”absolut einfach“, vgl. [CR81, (3.43)])
Es sei F ein Ko¨rper,H eine F-Algebra und V ein einfacherH -Modul. Dann ist V genau dann absolut
einfach, wenn EndH (V ) = F · 1V ist.
Beweis: Siehe [CR81, (3.43)]. 
(3.11) Definition (Zerfa¨llungsko¨rper, vgl. [CR81, (7.12)])
Es sei F ein Ko¨rper, H eine F-Algebra und E ein Erweiterungsko¨rper von F . Dann heißt E Zer-
fa¨llungsko¨rper fu¨rH , wenn jeder einfache EH -Modul absolut einfach ist.
Kapitel II
Vollsta¨ndigkeit und Heben von
Idempotenten
In diesem Kapitel fu¨hren wir zuna¨chst lineare Topologien ein. Dies sind Topologien auf Ringen
bzw. Moduln, die mit der linearen Struktur zusammenpassen. Spezialfa¨lle hiervon sind Topologien,
die von Idealen herkommen und Topologien, die von Bewertungen kommen. Es wird gezeigt, wie sich
diese Ideen auf nicht-kommutative Algebren, die frei u¨ber ihrem Grundring sind, u¨bertragen lassen.
Danach wird erkla¨rt, wie Moduln bzw. Ringe, die mit einer linearen Topologie versehen sind, ver-
vollsta¨ndigt werden ko¨nnen. Hierbei geht entscheidend ein, dass eine lineare Topologie automatisch
eine uniforme Struktur definiert.
Der na¨chste Abschnitt bescha¨ftigt sich mit dem Heben von Idempotenten, es werden Voraussetzungen
angegeben, unter denen dies geht. Danach wird der Begriff der Semiperfektheit eingefu¨hrt und erkla¨rt,
was dieser mit dem Heben von Idempotenten zu tun hat.
Der letzte Abschnitt bescha¨ftigt sich mit der Frage, unter welchen Voraussetzungen man auf die
Vervollsta¨ndigung verzichten kann. Es zeigt sich, dass dies geht, wenn der Grundring ein geeigne-
ter Bewertungsring ist, da man die durch einen Grenzu¨bergang in der Vervollsta¨ndigung erhaltenen
Idempotente nachtra¨glich durch eine Approximation wieder
”
verbessern“ kann, so dass man die Ver-
vollsta¨ndigung wieder los wird.
Der Begriff der Vollsta¨ndigkeit wird wie in [Mat86, Kapitel 8] eingefu¨hrt, also insbesondere nicht
durch die Standardkonstruktion mit Cauchy-Folgen und Nullfolgen. Dadurch ist es leichter mo¨glich,
die Topologie auf verschiedene Arten zu definieren und so verschiedene Konstruktionen
”
der“ Ver-
vollsta¨ndigung zu erhalten, die aber als topologische Moduln bzw. Ringe isomorph sind.
Letzteres wird wichtig, da die einschla¨gigen Ergebnisse zum Heben von Idempotenten immer von
Topologien ausgehen, die durch ein zweiseitiges Ideal gegeben sind, wa¨hrend die Ergebnisse zum
”
Verbessern von Idempotenten“ besser mit einer anderen Konstruktion der Vervollsta¨ndigung formu-
liert werden ko¨nnen.
II.1 Lineare Topologien und additive Bewertungen
In diesem Abschnitt werden lineare Topologien auf Moduln bzw. Ringen eingefu¨hrt. Die Ausfu¨hr-
ungen lehnen sich eng an [Mat86, Kapitel 8] an, wobei dort alle Ringe als kommutativ vorausgesetzt
sind. Der Vollsta¨ndigkeit halber sind in Anhang A ausfu¨hrliche Beweise fu¨r alle Resultate aufgefu¨hrt,
wenn diese in [Mat86] nur fu¨r kommutative Ringe stehen oder ganz fehlen.
(1.1) Definition (Lineare Topologie, vgl. [Mat86, Kapitel 8] bzw. A.(1.1))
Es sei H ein Ring, M ein H -Modul, 3 eine gerichtete Menge und {Mλ | λ ∈ 3} ein System von
Untermoduln von M mit Mλ ⊇ Mµ, wenn λ 6 µ ist. Die lineare Topologie auf M bezu¨glich {Mλ}
ist dadurch definiert, dass die Mengen x + Mλ fu¨r x ∈ M und λ ∈ 3 eine Umgebungsbasis bilden.
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Das bedeutet: Eine Teilmenge X ⊆ M ist genau dann offen, wenn zu jedem Punkt x ∈ X ein λ ∈ 3
existiert mit x + Mλ ⊆ X .
Der Spezialfall, dass M = H selbst ist und die Mλ Ideale sind, wird spa¨ter eine Rolle spielen.
Bemerkung: Diese Definition steht in [Mat86, Kapitel 8] nur fu¨r kommutative Ringe H . Sie funk-
tioniert aber exakt genau so auch fu¨r nicht-kommutative Ringe. Der Vollsta¨ndigkeit halber ist in Ab-
schnitt A.(1.1) im Anhang ein Beweis aufgefu¨hrt, dass die Mengen x + Mλ fu¨r x ∈ M und λ ∈ 3 die
Axiome einer Umgebungsbasis einer Topologie erfu¨llen. 
(1.2) Proposition (Eigenschaften von linearen Topologien, vgl. [Mat86, Kapitel 8] bzw. A.(1.2))
Es seienH , M , 3 und {Mλ} wie in II.(1.1). Dann sind die Addition in M , das Bilden von Negativen
und die Operation jedes Elementes vonH auf M bezu¨glich der linearen Topologie stetig. Ist M = H
und sind die Mλ zweiseitige Ideale inH , so ist auch die Multiplikation als Abbildung H ×H → H
stetig (Produkttopologie aufH ×H ).
Die lineare Topologie ist genau dann hausdorffsch, wenn
⋂
λ∈3 Mλ = {0} ist.
Jede der Mengen x + Mλ ist offen und abgeschlossen, so dass die Quotiententopologie auf jedem
M/Mλ diskret ist.
Ist N ⊆ M ein Teilmodul, dann ist die Teilraumtopologie gleich der linearen Topologie auf N , die
durch das System {N ∩ Mλ | λ ∈ 3} gegeben ist. Die Quotiententopologie auf M/N ist gleich der
linearen Topologie, die durch das System {(Mλ + N )/N | λ ∈ 3} gegeben ist. Sie ist genau dann
hausdorffsch, wenn N in M abgeschlossen ist.
Bemerkungen zum Beweis: In [Mat86] sind alle Ringe als kommutativ vorausgesetzt. Dies wird aber
fu¨r die Beweise der Behauptungen in dieser Proposition nicht beno¨tigt. Die vorletzte Behauptung u¨ber
die Teilraumtopologie ist in [Mat86] ohne Beweis erwa¨hnt. Der entscheidende Trick hier ist, dass der
Abschluss U einer Menge U ⊆ M gleich ⋂λ∈3(U + Mλ) ist, da x ∈ u + Mλ genau dann gilt, wenn
u ∈ x + Mλ ist.
Der Vollsta¨ndigkeit halber ist in Abschnitt A.(1.2) im Anhang ein kompletter Beweis fu¨r die obige
Proposition aufgefu¨hrt. 
(1.3) Korollar (Lineare Topologien und direkte Summen)
Es seien H ein Ring und L und N zwei H -Moduln, die jeweils mit einer linearen Topologie bezu¨glich
eines Systems von Untermoduln {Lλ | λ ∈ 3} bzw. {Nλ | λ ∈ 3} mit derselben gerichteten Index-
menge 3 versehen sind. Dann kann man die direkte Summe M := L ⊕ N durch Mλ := Lλ ⊕ Nλ
fu¨r λ ∈ 3 ebenfalls mit einer linearen Topologie versehen. Diese Topologie auf M hat die folgende
Eigenschaft: Fasst man L bzw. N als Teilmoduln auf, dann entspricht die Teilraumtopologie jeweils
der auf L bzw. N gegebenen linearen Topologie und fasst man L bzw. N als Faktormoduln M/N
bzw. M/L auf, dann entspricht die Quotiententopologie jeweils der gegebenen, linearen Topologie.
Insbesondere sind die kanonischen Inklusionen und Projektionen in den beiden kurzen exakten Se-
quenzen 0→ L → M → N → 0 und 0→ N → M → L → 0 alle stetig.
Beweis: Fasst man L u¨ber die Inklusion L ↪→ L⊕N als Teilmodul von M auf, dann ist Lλ = L∩Mλ,
also hat L mit Proposition II.(1.2) die Teilraumtopologie. Fasst man L u¨ber die Projektion L⊕N  L
als Faktormodul M/N von M auf, so ist Lλ = (Mλ + N )/Mλ, also hat L ebenfalls mit Proposition
II.(1.2) die Quotiententopologie. Das Analoge gilt fu¨r N . 
In dieser Arbeit kommen zwei Spezialfa¨lle von linearen Topologien vor, die I -adische Topologie, die
durch ein Ideal I gegeben ist, und die ν-adische Topologie, die durch eine Bewertung ν gegeben ist.
Im Folgenden wird dies vorbereitet und erkla¨rt.
(1.4) Definition/Proposition (I-adische Topologien als lineare Topologien)
Es seiH ein Ring, M einH -Modul und I ein echtes, zweiseitiges Ideal inH . Dann ist durch3 := N
(natu¨rliche Zahlen ohne 0) und Mn := M I n eine lineare Topologie auf M und mit Nn := I n eine auf
H definiert. Sie heißt I-adische Topologie.
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Ist H = O ein noetherscher Integrita¨tsbereich, so ist wegen dem Krullschen Durchschnittssatz (sie-
he [Mat86, 8.10]) jede I -adische Topologie auf O hausdorffsch, da
⋂
n∈N I n = {0} ist. Ist M ein
endlich erzeugter O-Modul und gilt zusa¨tzlich I ⊆ radO, dann ist die I -adische Topologie auf M
hausdorffsch.
Beweis: Siehe [Mat86, 8.10]. 
Wir betrachten nun Bewertungen:
(1.5) Definition (Additive Bewertung, vgl. [Jac89, (9.4′)])
Es sei A ein kommutativer Ring und G eine total geordnete, abelsche Gruppe (wir schreiben G addi-
tiv). Dann heißt eine Abbildung ν : A→ G ∪ {∞} eine additive Bewertung von A, wenn gilt:
(i) ν(x) = ∞ ⇐⇒ x = 0.
(ii) ν(xy) = ν(x)+ ν(y) fu¨r alle x, y ∈ A.
(iii) ν(x + y) > min{ν(x), ν(y)} fu¨r alle x, y ∈ A.
Das Erzeugnis des Bildes von ν in G wird Wertegruppe genannt; wenn es als total geordnete Gruppe
isomorph zu Z ist, dann nennen wir ν diskret.
Da die Wertegruppe eine Untergruppe von G ist, ko¨nnen wir bei Bedarf ohne Beschra¨nkung der
Allgemeinheit annehmen, dass sie gleich G ist.
Die Menge Bg(x) :=
{
x ′ ∈ A ∣∣ ν(x − x ′) > g} heißt die Kugel um x mit Radius g.
Bemerkung:
Wenn wir im Folgenden von
”
Bewertung“ reden, meinen wir immer
”
additive Bewertung“.
(1.6) Lemma (Eigenschaften von additiven Bewertungen)
Es seien A ein kommutativer Ring, G eine total geordnete, abelsche Gruppe und ν : A → G ∪ {∞}
eine additive Bewertung. Dann gelten:
(i) ν(1) = ν(−1) = 0 ∈ G.
(ii) ν(x) = ν(−x) fu¨r alle x ∈ A.
(iii) Ist ν(x) < ν(y) fu¨r x, y ∈ A, dann ist ν(x + y) = ν(x).
(iv) A ist ein Integrita¨tsbereich.
(v) ν la¨sst sich durch ν(x/y) := ν(x)− ν(y) fu¨r x, y ∈ A und y 6= 0 eindeutig zu einer additiven
Bewertung des Quotientenko¨rpers K := Quot(A) fortsetzen.
Beweis: Es ist ν(1) = ν(1 · 1) = ν(1) + ν(1) und es folgt ν(1) = 0 durch Addition von −ν(1) auf
beiden Seiten. Damit ist 0 = ν(1) = ν((−1) · (−1)) = ν(−1)+ ν(−1), also hat ν(−1) in G Ordnung
1 oder 2. Da aber G total geordnet ist, wu¨rde aus ν(−1) > 0 (analog: ν(−1) < 0) der Widerspruch
0 = ν(1) = ν(−1) + ν(−1) > ν(−1) > 0 folgen. Also ist auch ν(−1) = 0 und wir haben (i)
bewiesen. Daraus folgt (ii) wegen ν(−x) = ν(−1 · x) = 0+ ν(x) sofort.
Sind x, y ∈ A mit ν(x) < ν(y), dann ist einerseits ν(x + y) > min{ν(x), ν(y)} = ν(x). Andererseits
gilt ν(x) = ν(x + y− y) > min{ν(x + y), ν(y)}. Da aber ν(x) < ν(y) ist, folgt ν(x) > ν(x + y) und
damit (iii).
Aus x 6= 0 und y 6= 0 folgt ν(xy) 6= ∞ und damit xy 6= 0, womit (iv) bewiesen ist.
Ist x/y = x ′/y′ ∈ K mit x, x ′, y, y′ ∈ A, dann ist xy′ = x ′y ∈ A, also ν(xy′) = ν(x ′y), was
die Wohldefiniertheit von ν auf K zeigt. Die Eigenschaften einer additiven Bewertung auf K folgen
dann direkt aus denen von ν auf A. Ist 0 6= y ∈ A, so ist ν(1/y) + ν(y) = ν(1) = 0, also ist
ν(1/y) = −ν(y), was die Eindeutigkeit beweist. 
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(1.7) Definition/Proposition (Bewertungsring)
Es sei A ein kommutativer Ring, ν : A→ G∪{∞} eine additive Bewertung mit einer total geordneten,
abelschen Gruppe G und K der Quotientenko¨rper von A (existiert wegen Lemma II.(1.6).(iv)). Dann
ist O := {x ∈ K | ν(x) > 0} ein Teilring von K . Er heißt Bewertungsring zur Bewertung ν im
Ko¨rper K und ist ein lokaler Ring mit maximalem Ideal m := {x ∈ K | ν(x) > 0}. Der Ring O heißt
genau dann diskreter Bewertungsring, wenn die Bewertung ν diskret ist.
Ist K ein beliebiger Ko¨rper und O ⊆ K ein Teilring mit der Eigenschaft, dass fu¨r jedes x ∈ K \ {0}
mindestens eines der Elemente x und x−1 in O liegt, dann gibt es eine Bewertung ν : K → G ∪ {∞}
mit einer total geordneten, abelschen Gruppe G, so dass O der Bewertungsring von ν ist.
Beweis: Siehe [Mat86, §10]. 
Die folgende Schreibweise wird im Folgenden sehr ha¨ufig in Voraussetzungen gebraucht.
(1.8) Bezeichnungen (Bewertungssystem)
Ein Bewertungssystem ist ein Fu¨nftupel (A, K ,G, ν,O), bei dem A ein Integrita¨tsbereich ist, K
sein Quotientenko¨rper, G eine total-geordnete, abelsche Gruppe, ν : K → G ∪ {∞} eine surjektive,
additive Bewertung und O ⊆ K der Bewertungsring zu ν in K . Zusa¨tzlich soll A in O enthalten sein,
so dass also ν(x) > 0 ∈ G ist fu¨r alle x ∈ A.
Bemerkung: Mitunter schreiben wir (O, K ,G, ν,O), wenn kein anderer Ring außer dem Bewer-
tungsring vorkommt. Man beachte, dass durch die Surjektivita¨t von ν vorausgesetzt ist, dass die Wer-
tegruppe gleich G ist.
Diskrete Bewertungsringe kann man durch Lokalisieren erhalten:
(1.9) Lemma (Lokalisierung ist diskreter Bewertungsring)
Es sei (A, K ,Z, ν,O) ein Bewertungssystem. Dann ist q := {a ∈ A ∣∣ ν(a) > 0} ein Primideal in A.
Ist q ein Hauptideal in A, dann ist die Lokalisierung Aq von A bei q gleich dem diskreten Bewer-
tungsring O zur Bewertung ν im Quotientenko¨rper K von A.
Beweis: Dass q ein Primideal ist, folgt sofort aus den Eigenschaften der Bewertung ν, weil alle Ele-
mente in A einen Wert gro¨ßer oder gleich 0 haben. Im Quotientenko¨rper K ist Aq die Menge der
Elemente, die sich als Quotienten a/b schreiben lassen mit a, b ∈ A und ν(b) = 0. Die Inklusion
Aq ⊆ O ist klar, da nur durch Elemente mit Wert 0 dividiert wird.
Fu¨r die Inklusion Aq ⊇ O benutzen wir, dass q = pi A ist fu¨r ein Element pi ∈ q. Dann ist ν(pi) = 1 (da
ν nach Voraussetzung surjektiv ist). Es sei a/b ∈ O, also a, b ∈ A mit b 6= 0. Dann ist ν(a) > ν(b)
wegen ν(a/b) > 0. Sollte ν(b) > 0 sein, dann ist b ∈ q, also von der Form pib′ mit einem b′ ∈ A.
Dasselbe gilt fu¨r a, so dass wir mit pi ku¨rzen ko¨nnen. Dies la¨sst sich wiederholen, bis ν(b) = 0 ist
und wir damit gezeigt haben, dass a/b ∈ Aq ist. 
Bemerkung: Ist ν eine nicht-diskrete Bewertung, dann ist die Lokalisierung von A bei dem Ideal{
a ∈ A ∣∣ ν(a) > 0} im Allgemeinen nicht gleich dem Bewertungsring von ν im Quotientenko¨rper
von A, was man schon daran sieht, dass nicht-diskrete Bewertungsringe laut [Mat86, 11.1] nicht
noethersch sind, wa¨hrend Lokalisierungen von noetherschen Ringen wieder noethersch sind (siehe
[Mat86, Corollary to 4.1]). Andererseits gibt es auch Fa¨lle, in denen q kein Hauptideal ist, aber trotz-
dem Aq gleich dem diskreten Bewertungsring zu ν in K ist (vergleiche dazu Lemma III.(2.1)).
Versieht man einen Integrita¨tsbereich mit einer Topologie, die von einer additiven Bewertung kommt,
dann lassen sich einige Aussagen u¨ber die Beziehungen zum Quotientenko¨rper, dessen Topologie und
dem zur Bewertung geho¨renden Bewertungsring darin machen:
(1.10) Definition/Proposition (Lineare Topologien, die von additiven Bewertungen kommen)
Es sei (A, K ,G, ν,O) ein Bewertungssystem. Dann ist durch3 := G und Mλ := {x ∈ A | ν(x) > λ}
eine lineare Topologie auf A definiert. Sie heißt ν-adische Topologie und ist hausdorffsch.
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Durch 3 := G und Nλ := {x ∈ O | ν(x) > λ} ist auf O eine lineare Topologie definiert. Durch
Lλ := {x ∈ K | ν(x) > λ} ist auch auf dem O-Modul K eine lineare Topologie gegeben. Wir nennen
diese beiden Topologien jeweils ν-adische Topologie, sie sind hausdorffsch.
Die ν-adische Topologie auf A ist die Teilraumtopologie der ν-adischen Topologie auf O und die
wiederum die Teilraumtopologie der ν-adischen Topologie auf K . Dementsprechend sind die Ein-
bettungsabbildungen A ↪→ O ↪→ K stetig. Außerdem sind Addition, Bildung von Negativen und
Multiplikation in K stetig bezu¨glich der ν-adischen Topologie. Die Inversenbildung in K \ {0} ist
auch stetig.
Versieht man G mit der diskreten Topologie, dann ist ν : K \ {0} → G (und damit jeweils auch die
Einschra¨nkung auf A bzw. O) stetig.
Bemerkung: Die Konstruktion der Topologien auf A bzw. O ist vo¨llig analog zu der in einem me-
trischen Raum, indem man einfach die u¨blichen Absta¨nde in R+ durch die Wertegruppe G ∪ {∞}
ersetzt und die Anordnung herumdreht (∞ hier entspricht der 0 ∈ R+). Die Beweise orientieren sich
an dieser Analogie und die Vertra¨glichkeit der Topologien auf A, der auf O und der auf K kommt
genau daher.
Beweis: Die Mλ sind Ideale in A und die Nλ sind Ideale in O, da alle Elemente in A bzw. O Werte
gro¨ßer oder gleich 0 haben. Die ν-adische Topologie ist hausdorffsch, da jedes Element 0 6= x ∈ K
einen endlichen Wert hat.
Addition, Bildung von Negativen und Multiplikation in A undO sind bereits nach Bemerkung II.(1.2)
stetig. Da Mλ = A ∩ Nλ fu¨r alle λ ∈ G gilt, ist die ν-adische Topologie auf A genau die Teilraum-
topologie der ν-adischen Topologie auf O (vergleiche die Ausfu¨hrungen zur Teilraumtopologie in
Proposition II.(1.2)). Genau so argumentiert man fu¨r O ⊆ K . Also sind auch die Einbettungsabbil-
dungen A ↪→ O ↪→ K stetig.
Die Multiplikation in K ist stetig, da aus ν(a − a′) > g1 und ν(b − b′) > g2 sofort ν(ab − a′b′) =
ν(ab− a′b+ a′b− a′b′) > min{ν((a − a′)b), ν(a′(b− b′))} > min{g1 + ν(b), ν(a′)+ g2} folgt und
ν(a′) = ν(a − (a − a′)) > min{ν(a), g1} gilt. Also kann man fu¨r jedes g ∈ G ein g′ finden, so dass
aus ν(a − a′) > g′ und ν(b − b′) > g′ folgt, dass ν(ab − a′b′) > g ist.
Bei Inversenbildung wird der ν-Wert offenbar negiert: ν(y/x) = −ν(x/y).
Mit y−1−x−1 = x−y
xy fu¨r x, y ∈ K \{0} zeigt man die Stetigkeit der Inversenbildung: Ist na¨mlich y ”so
nah“ bei x , dass ν(x − y) > ν(x) gilt, dann muss wegen ν(x) = ν(x − y+ y) > min{ν(x − y), ν(y)}
die Abscha¨tzung ν(x) > ν(y) gelten. Also ist ν
(
y−1 − x−1) = ν(x − y)− ν(x)− ν(y)
”
groß“, wenn
ν(x− y)
”
groß“ ist. Deswegen gibt es zu jeder Kugel B um x−1 eine Kugel um x , die beim Invertieren
ganz nach B abgebildet wird.
Das Urbild der Menge {λ} ⊆ G unter ν : K \ {0} → G ist die Menge X := {x ∈ K | ν(x) = λ}. Ist
aber x ∈ X und µ > λ beliebig, dann folgt mit Lemma II.(1.6).(iii), dass x + Mµ ⊆ X ist. Also ist X
offen in der ν-adischen Topologie und ν damit stetig auf K \ {0}. 
In Bewertungsringen ist es vergleichbar einfach, sich einen ¨Uberblick u¨ber alle Ideale I zu ver-
schaffen. Außerdem ist es mo¨glich, ein Kriterium anzugeben, wann die I -adische Topologie mit der
Bewertungs-Topologie u¨bereinstimmt. Dies zeigen die folgenden Resultate. Es sind zuna¨chst zwei
Definitionen notwendig:
(1.11) Definition (nach oben abgeschlossene Teilmenge, vgl. [Bou64, VI.§3.5])
Es sei G eine total-geordnete, abelsche Gruppe. Wir nennen eine Teilmenge T ⊆ G∪{∞} nach oben
abgeschlossen, wenn fu¨r alle t ∈ T und t ′ ∈ G ∪ {∞} mit t ′ > t auch t ′ ∈ T ist. Ist S ⊆ G ∪ {∞}
eine beliebige Teilmenge, dann bezeichnen wir mit S := {g ∈ G ∣∣ es gibt ein s ∈ S mit g > s} ihren
Abschluss nach oben; dieser ist per definitionem nach oben abgeschlossen.
(1.12) Definition (Ideale zu einer Bewertung)
Es sei (A, K ,G, ν,O) ein Bewertungssystem (siehe II.(1.8)). Ist T ⊆ G ∪ {∞} eine nach oben
abgeschlossene Teilmenge, dann ist I AT :=
{
x ∈ A ∣∣ ν(x) ∈ T } ein Ideal in A.
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(1.13) Lemma (Ideale in Bewertungsringen, siehe [Bou64, VI.§3.5])
Es sei (O, K ,G, ν,O) ein Bewertungssystem und G+ die Menge der positiven Elemente in G.
Dann ist die Abbildung T 7→ IOT =
{
x ∈ O ∣∣ ν(x) ∈ T } eine Bijektion von der Menge der nach oben
abgeschlossenen Mengen T ⊆ G+ ∪ {∞} auf die Menge der echten Ideale des Bewertungsrings O.
Beweis: Siehe [Bou64, VI.§3.5, Corollaire]. 
(1.14) Definition (archimedische Teilmenge)
Es sei G eine total-geordnete, abelsche Gruppe und T ⊆ G ∪ {∞} eine Teilmenge. Dann bezeichnen
wir mit T n fu¨r n ∈ N den Abschluss nach oben der Menge der n-fachen Summen, also
T n :=

n∑
j=1
tj
∣∣∣ tj ∈ T fu¨r 1 6 j 6 n

=
t ∈ G ∪ {∞} ∣∣∣ es gibt tj ∈ T fu¨r 1 6 j 6 n, so dass t >
n∑
j=1
tj
 .
Wir nennen eine nach oben abgeschlossene Teilmenge T ⊆ G ∪ {∞} archimedisch, wenn fu¨r jedes
g ∈ G ein n ∈ N existiert mit t > g fu¨r alle t ∈ T n .
Bemerkung: Offensichtlich sind alle Elemente einer archimedischen Teilmenge positiv.
(1.15) Proposition (Die ν-adische Topologie als Topologie, die von einem Ideal stammt)
Es sei (O, K ,G, ν,O) ein Bewertungssystem und G+ die Menge der positiven Elemente in G. Weiter
sei T ⊆ G+∪{∞} eine archimedische Teilmenge und I := IOT =
{
x ∈ O ∣∣ ν(x) ∈ T } das zugeho¨rige
Ideal (vergleiche Definition II.(1.12)).
Dann stimmen die ν-adische Topologie und die I -adische Topologie auf O u¨berein.
Beweis: Beide Topologien sind lineare. Es reicht also zu zeigen, dass in jeder Nullumgebung der einen
Topologie eine Nullumgebung der anderen enthalten ist und umgekehrt.
Die Nullumgebungen in der I -adischen Topologie sind die Potenzen von I . Es gilt I n = IOT n : Die
Inklusion
”
⊆“ folgt direkt aus den Eigenschaften der Bewertung ν und der Definition von T n in
II.(1.14). Fu¨r die Inklusion
”
⊇“ sei 0 6= x ∈ IOT n . Fu¨r t := ν(x) gibt es also tj ∈ T fu¨r 1 6 j 6 n
mit t >
∑n
i=1 ti . Da ν surjektiv ist und O der Bewertungsring zu ν in K , gibt es in I Elemente i j mit
ν(i j ) = tj fu¨r 1 6 j 6 n, so dass mit y := ∏nj=1 i j ∈ I n gilt, dass ν(y) = ∑nj=1 tj 6 t ist. Also ist
x/y ∈ O und damit x ∈ I n .
Die Eigenschaft von T , archimedisch zu sein, bedeutet nun gerade, dass zu jedem g ∈ G ein n ∈ N
existiert mit I n = IOT n ⊆ Bg(0), wobei Bg(0) fu¨r die Kugel um die Null mit Radius g steht (siehe
Definition II.(1.5)).
Umgekehrt ist fu¨r ein n ∈ N wegen I n = IOT n fu¨r jedes t ∈ T n die Kugel Bt(0) in I n enthalten. 
(1.16) Bemerkung (Beispiel fu¨r archimedische Mengen)
Es sei K ein Ko¨rper, G eine total-geordnete, abelsche Gruppe und Z × G lexikographisch geordnet.
Es gilt also genau dann (a, a′) > (b, b′), wenn entweder a > b ist oder a = b und a′ > b′ ist.
Dann ist die Menge T := {(a, a′) ∈ Z× G ∣∣ a > 0} ∪ {∞} archimedisch.
Im Fall von regula¨ren, lokalen Ringen sind die beiden Konzepte
”
m-adische Topologie fu¨r das maxi-
male Ideal m“ und
”
Topologie zu einer Bewertung“ sogar a¨quivalent. Dies wird im na¨chsten Theorem
gezeigt, direkt nach der Wiederholung der Definition von
”
regula¨rem, lokalem Ring“.
Dieses Resultat wird im Rest der Arbeit nicht mehr verwendet.
(1.17) Definition (Regula¨rer, lokaler Ring, vgl. [Kun85, VI.1.6])
Ein regula¨rer, lokaler Ring ist ein kommutativer, noetherscher, lokaler Ring A, dessen maximales
Ideal von d Elementen erzeugt wird, wobei d die Dimension von A ist.
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Bemerkung: Ist A ein lokaler Ring mit maximalem Idealm und ist k := A/m sein Restklassenko¨rper,
dann ist
emb dim A := dimk m/m2
die so genannte Einbettungsdimension von A. Fu¨r jeden lokalen Ring A gilt
emb dim A > dim A
und Gleichheit gilt genau dann, wenn m durch dim A Elemente erzeugt werden kann (vgl. Krulls
Hauptidealsatz [Mat86, 13.5]). Ein regula¨rer, lokaler Ring ist immer ein Integrita¨tsbereich (siehe
[Mat86, 14.3]).
(1.18) Theorem (Die m-adische Topologie bei regula¨ren, lokalen Ringen)
Es seien A ein regula¨rer, lokaler Ring mit maximalem Ideal m und K := Quot(A) sein Quotien-
tenko¨rper. Dann gibt es eine (additive) Bewertung νm : K → Z ∪ {∞}, die auf A die m-adische
Topologie induziert. Eine Mo¨glichkeit fu¨r νm wird im Beweis explizit angegeben.
Bemerkung: Man beachte, dass A im Allgemeinen kein Bewertungsring ist! Regula¨re, lokale Rin-
ge liefern also Beispiele fu¨r Topologien, die sich sowohl als m-adische als auch als solche, die von
Bewertungen kommen, auffassen lassen!
Beweis: Wir definieren νm zuna¨chst auf A, was wegen Lemma II.(1.6).(v) ausreicht, um eine Bewer-
tung auf K zu definieren. Da A als regula¨rer, lokaler Ring per definitionem noethersch und wegen
[Mat86, 14.3] nullteilerfrei ist, ist ⋂n∈Nmn = {0} (siehe Krullscher Durchschnittssatz [Mat86, 8.10])
und zu jedem 0 6= x ∈ A gibt es genau ein t ∈ N ∪ {0} mit x ∈ mt \ mt+1 (hier ist m0 = A). Es sei
nun
νm(x) :=
{ ∞ fu¨r x = 0
t fu¨r x ∈ mt \mt+1
Dann ist offenbar νm(x) = ∞ genau dann, wenn x = 0 ist. Außerdem folgt aus νm(x) = t und
νm(y) = s, dass x + y ∈ mmin{s,t} ist. Wenn s 6= t gilt, dann ist x + y /∈ mmin{s,t}+1, also ist in diesem
Fall sogar νm(x + y) = min{νm(x), νm(y)}. Ist s = t , dann ist jedenfalls noch
νm(x + y) > νm(x) = νm(y) = min{νm(x), νm(y)}.
Fu¨r νm(xy) = νm(x) + νm(y) brauchen wir nun die Regularita¨t von A. Aus [Mat86, 14.4] folgt
na¨mlich, dass der graduierte Ring
grm(A) =
⊕
n∈N∪{0}
mn/mn+1
isomorph zu einem Polynomring u¨ber einem Ko¨rper ist, also insbesondere nullteilerfrei ist. Das be-
deutet, dass das Produkt x · y ∈ mt+s/mt+s+1 zweier homogener Elemente 0 6= x ∈ mt/mt+1
und 0 6= y ∈ ms/ms+1 ungleich 0 ist. Also ist das Produkt zweier Elemente x ∈ mt \ mt+1 und
y ∈ ms \ms+1 zwar in ms+t , nicht jedoch in ms+t+1. Daraus folgt, dass νm(xy) = νm(x)+ νm(y) ist.
Diese Bewertung νm wird nun wie in II.(1.6).(v) auf K fortgesetzt: νm(x/y) := νm(x) − νm(y) fu¨r
x, y ∈ A mit y 6= 0.
Die Mengen x + mn (mit x ∈ A und n ∈ N) der oben definierten Umgebungsbasis der m-adischen
Topologie sind gerade die
”
Kugeln“
{
y ∈ A ∣∣ νm(x − y) > n}. Also induziert νm die m-adische Topo-
logie auf A. Außerdem wird so auf K eine Topologie induziert, so dass die m-adische Topologie auf
A die Teilraumtopologie A ⊆ K ist. 
Bemerkung: Dieses Resultat zeigt die Existenz eines diskreten Bewertungsrings O mit A ⊆ O ⊆ K
und radO ∩ A = m fu¨r den Fall, dass A ein regula¨rer, lokaler Ring ist.
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II.2 Lineare Topologien auf Ordnungen
Dieser Abschnitt zeigt, wie lineare Topologien auf Ordnungen definiert werden ko¨nnen. Die Ergeb-
nisse werden spa¨ter zum Heben von Idempotenten benutzt.
Bei Vektorra¨umen lassen sich aus Absolutbetra¨gen auf dem Grundko¨rper mit Hilfe von Normen To-
pologien definieren. Fu¨r freie Moduln u¨ber kommutativen Ringen geht dies analog mit Bewertungen.
Dazu fu¨hren wir den folgenden Begriff ein:
(2.1) Definition (Additive Norm)
Es sei A ein kommutativer Ring und ν : A → G ∪ {∞} eine additiven Bewertung mit einer total
geordneten, abelschen Gruppe G. Weiter sei M ein A-Modul.
Dann heißt eine Abbildung
∥∥− ∥∥ : M → G ∪ {∞} additive Norm, wenn gilt:
(i) ∥∥m∥∥ = ∞ ⇐⇒ m = 0.
(ii) ∥∥mx∥∥ = ∥∥m∥∥+ ν(x) fu¨r alle m ∈ M und x ∈ A.
(iii) ∥∥m + m ′∥∥ > min {∥∥m∥∥, ∥∥m ′∥∥} fu¨r alle m,m ′ ∈ M .
Die Menge Bg(m) :=
{
m ′ ∈ M ∣∣ ∥∥m − m ′∥∥ > g} heißt die Kugel um m mit Radius g.
Bemerkung: Aus (ii) folgt sofort, dass M keine A-Torsion hat.
(2.2) Definition/Proposition (Lineare Topologien, die von additiven Normen kommen)
Es sei (A, K ,G, ν,O) ein Bewertungssystem. Weiter sei M ein A-Modul mit einer additiven Norm∥∥ − ∥∥ : M → G ∪ {∞}. Dann ist durch 3 := G und Mλ := {m ∈ M ∣∣ ∥∥m∥∥ > λ} eine lineare
Topologie auf M definiert. Sie heißt Normtopologie und ist hausdorffsch, da jedes Element außer der
Null eine endliche Norm hat.
Die Norm
∥∥− ∥∥ la¨sst sich durch ∥∥m
x
∥∥ := ∥∥m∥∥− ν(x) fu¨r m ∈ M und x ∈ A \ {0} eindeutig zu einer
Norm auf K M := K ⊗
A
M fortsetzen. Ist OM := O ⊗
A
M , dann ist durch 3 := G und
Nλ :=
{
m ∈ OM ∣∣ ∥∥m∥∥ > λ}
eine lineare Topologie auf OM (als O-Modul) definiert. Durch
Lλ :=
{
m ∈ K M | ∥∥m∥∥ > λ}
ist auch auf dem O-Modul K M eine lineare Topologie definiert. Wir nennen diese beiden Topologien
jeweils Normtopologie, sie sind hausdorffsch, da jedes Element außer dem Nullvektor eine endliche
Norm hat. Die Operation von K auf K M ist stetig, wenn K mit der ν-adischen Topologie versehen
wird wie in II.(1.10) beschrieben.
Die Normtopologie auf M ist gleich der Teilraumtopologie der Normtopologie auf OM und diese
gleich der Teilraumtopologie der Normtopologie auf K M . Dementsprechend sind die Einbettungsab-
bildungen M ↪→ OM ↪→ K M stetig bezu¨glich der Normtopologien.
Beweis: Wegen ν ist A ein Integrita¨tsbereich und wegen
∥∥ − ∥∥ ist M torsionsfrei als A-Modul. Des-
wegen ist die Konstantenerweiterung K M isomorph zur Lokalisierung des Moduls M bei der mul-
tiplikativ abgeschlossenen Menge A \ {0} (siehe [Mat86, Theorem 4.4]), so dass wir uns Elemente
von K M als Bru¨che vorstellen ko¨nnen. Es folgt aus m/x = m ′/x ′ ∈ K M sofort mx ′ = m ′x ∈ M
und damit
∥∥m∥∥ − ν(x) = ∥∥m ′∥∥ − ν(x ′). Damit ist durch ∥∥m/x∥∥ := ∥∥m∥∥ − ν(x) eine Abbildung
wohldefiniert. Die Eigenschaften (i) und (ii) einer additiven Norm sind klarerweise erfu¨llt, wobei hier
K M als O-Modul aufzufassen ist. Bei (ii) gilt sogar ∥∥my∥∥ = ∥∥m∥∥ + ν(y) fu¨r alle m ∈ K M und
y ∈ K .
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Eigenschaft (iii) ist erfu¨llt, da∥∥∥∥mx + m ′x ′
∥∥∥∥ = ∥∥∥∥mx ′ + m ′xxx ′
∥∥∥∥ = ∥∥mx ′ + m ′x∥∥− ν(xx ′)
> min
{∥∥m∥∥+ ν(x ′), ∥∥m ′∥∥+ ν(x)}− ν(x)− ν(x ′)
= min {∥∥m∥∥− ν(x), ∥∥m ′∥∥− ν(x ′)}
gilt. Analog zu II.(1.10) sind die Nλ Untermoduln des O-Moduls OM , also ist eine lineare Topologie
auf OM definiert. Da Mλ = M ∩ Nλ gilt, ist die Normtopologie auf M genau die Teilraumtopologie
der Normtopologie auf OM (vergleiche die Ausfu¨hrungen zur Teilraumtopologie in II.(1.2)). Genau
so argumentiert man fu¨r OM ⊆ K M . Also sind die Einbettungsabbildungen M ↪→ OM ↪→ K M
stetig.
Die Operation von K auf K M ist bezu¨glich der Normtopologie auf K M (und der ν-adischen auf K )
stetig: Die Abbildung K M × K → K M, (m, y) 7→ my (hier ist K M × K mit der Produkttopologie
versehen) ist na¨mlich stetig, da aus ∥∥m−m ′∥∥ > g1 und ν(y−y′) > g2 fu¨r m,m ′ ∈ K M und y, y′ ∈ K
und g1, g2 ∈ G sofort∥∥my − m ′y′∥∥ = ∥∥my − my′ + my′ − m ′y′∥∥ > min {∥∥m∥∥+ ν(y − y′), ∥∥m − m ′∥∥+ ν(y′)}
> min
{∥∥m∥∥+ g2, g1 + ν(y′)}
folgt und aus ν(y′) = ν(y − (y − y′)) > min{ν(y), ν(y − y′)} folgt, dass ν(y′) > ν(y) ist fu¨r
g2 > ν(y). Deswegen kann man zu jedem Punkt (m, y) ∈ K M × K und jedem g ∈ G Elemente
g1, g2 ∈ G so wa¨hlen, dass die Menge
{
(m ′, y′) ∈ K M × K ∣∣ ∥∥m − m ′∥∥ > g1 und ν(y − y′) > g2}
ganz in die Kugel mit Radius g um my ∈ K M abgebildet wird. 
Nachdem bislang in diesem Abschnitt nur von Moduln u¨ber kommutativen Ringen die Rede war,
kommen nun Algebren ins Spiel. Wir brauchen hierfu¨r einige Vorbereitungen, insbesondere fu¨r die
Konstruktion von zweiseitigen Idealen darin.
Fu¨r A-Ordnungen ko¨nnen wir aus einer Bewertung auf A eine additive Norm konstruieren:
(2.3) Theorem (Normtopologie bei einem Gitter u¨ber einem bewerteten Ring)
Es sei A ein kommutativer Ring mit einer additiven Bewertung ν : A→ G∪{∞} und M ein A-Gitter
(vgl. I.(2.5)). Weiter sei (b1, . . . , bd) eine beliebige A-Basis von M . Dann definiert
∥∥m∥∥ := min {ν(mi ) ∣∣ i = 1, . . . , d} falls m = d∑
i=1
bi mi ist mit mi ∈ A
eine additive Norm auf M .
Gilt ν(a) > 0 fu¨r alle a ∈ A, dann ist die Definition von ∥∥ − ∥∥ sogar unabha¨ngig von der gewa¨hlten
Basis. Die Kugel Bg(0) ⊆ M entspricht dann na¨mlich bezu¨glich jedes Isomorphismus M ∼=⊕di=1 A
dem Teilmodul
⊕d
i=1 I , wobei I gleich dem Ideal
{
a ∈ A ∣∣ ν(a) > g} in A ist.
Beweis: Bezu¨glich einer festen Basis (b1, . . . , bd) ist die Wohldefiniertheit klar.
Die Eigenschaften einer additiven Norm werden genau so von den Eigenschaften der additiven Bewer-
tung ν vererbt wie bei der Definition der Maximumnorm mit einem Absolutbetrag: Nur der Nullvektor
hat Norm unendlich. Ist m =∑di=1 bi mi , dann ist∥∥mx∥∥ = min {ν(mi x)} = min {ν(mi )+ ν(x)} = min {ν(mi )}+ ν(x) = ∥∥m∥∥+ ν(x).
Außerdem gilt mit m ′ =∑di=1 bi m ′i :∥∥m + m ′∥∥ = min {ν(mi + m ′i )} > min {min(ν(mi ), ν(m ′i ))} =
= min (min{ν(mi )},min{ν(m ′i )}) = min {∥∥m∥∥, ∥∥m ′∥∥} .
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Damit ist gezeigt, dass
∥∥− ∥∥ eine additive Norm auf M ist.
Gilt ν(a) > 0 fu¨r alle a ∈ A, dann ist fu¨r jedes g ∈ G die Menge {m ∈ M ∣∣ ∥∥m∥∥ > g} (definiert u¨ber
eine beliebige Basis wie oben) gleich der Menge M I (unabha¨ngig von der Basis!), wobei I gleich
dem Ideal
{
a ∈ A ∣∣ ν(a) > g} in A ist: Die Inklusion
”
⊆“ folgt, da Summen ∑di=1 bi mi ∈ M I liegen
fu¨r mi ∈ I . Fu¨r die Inklusion
”
⊇“ verwendet man, dass nach Definition der Norm ∥∥m∥∥ > 0 ist fu¨r
alle m ∈ M , weil ν(mi ) > 0 ist fu¨r alle mi ∈ A. 
(2.4) Lemma (Multiplikation in normierten A-Ordnungen)
Es sei (A, K ,G, ν,O) ein Bewertungssystem,H eine A-Ordnung und
∥∥− ∥∥ eine additive Norm auf
H wie in Theorem II.(2.3). Dann gilt fu¨r alle h, h′ ∈ H , dass ∥∥h · h′∥∥ > ∥∥h∥∥+ ∥∥h′∥∥ ist.
Beweis: Es seien (b1, . . . , bd) die Basis von H , die zur Definition der Norm wie in Theorem II.(2.3)
benutzt wurde, und hi jk ∈ A die Strukturkonstanten von H bezu¨glich dieser Basis, es gelte also
bi · bj =∑dk=1 bkhi jk fu¨r 1 6 i, j 6 d .
Sind h =∑di=1 bi ai ∈ H mit ai ∈ A und h′ =∑dj=1 bj a′j ∈ H mit a′j ∈ A zwei Elemente inH , dann
sind nach Definition
∥∥h∥∥ = min {ν(ai ) ∣∣ 1 6 i 6 d} und ∥∥h′∥∥ = min {ν(a′j ) ∣∣ 1 6 j 6 d}. Also ist
∥∥h · h′∥∥ = ∥∥∥∥∥∑
i, j,k
bkhi jkai a′j
∥∥∥∥∥ > mini, j,k {∥∥bkhi jkai a′j∥∥}
= min
i, j,k
{∥∥bk∥∥+ ν(hi jk)+ ν(ai )+ ν(a′j )} > ∥∥h∥∥+ ∥∥h′∥∥,
was zu beweisen war. 
Bemerkung: Daraus folgt sofort, dass die Kugeln um die Null, die in H durch die Norm
∥∥ − ∥∥
gegeben sind, zweiseitige Ideale in H sind. Das folgende Lemma gibt genauere Auskunft u¨ber diese
Ideale.
(2.5) Lemma (Konstruktion zweiseitiger Ideale in Algebren)
Es sei A ein kommutativer Ring, I G A ein Ideal in A und H eine A-Algebra (siehe Definition I.(2.1)).
Dann ist
IH =

n∑
j=1
i j h j
∣∣ n ∈ N, i j ∈ I und h j ∈ H fu¨r 1 6 j 6 n

ein zweiseitiges Ideal inH und es gilt (IH)k = I k ·H .
Beweisidee: Nachrechnen. Fu¨r die letzte Behauptung benutzt man, dassH eine 1 entha¨lt und deswe-
gen i1 · i2 · · · · · ik · h = (i1 · 1H ) · (i2 · 1H ) · · · · · (ik · h) ist fu¨r i j ∈ I und h ∈ H . 
(2.6) Definition/Proposition (Ideale in A-Ordnungen, die durch eine Norm beschrieben sind)
Es sei (A, K ,G, ν,O) ein Bewertungssystem,H eine A-Ordnung und
∥∥− ∥∥ eine additive Norm auf
H wie in II.(2.3). Ist ∅ 6= T ⊆ G ∪ {∞} eine nach oben abgeschlossene Menge (siehe Definition
II.(1.11)), dann ist IHT :=
{
h ∈ H ∣∣ ∥∥h∥∥ ∈ T } ein zweiseitiges Ideal inH und es gilt IHT = I AT H fu¨r
das Ideal I AT =
{
a ∈ A ∣∣ ν(a) ∈ T } von A (vergleiche Definition II.(1.12)).
Beweis: Dass I AT ein Ideal in A ist folgt direkt aus der Tatsache, dass ν(x) > 0 ist fu¨r alle x ∈ A und
der Eigenschaft der Menge T , nach oben abgeschlossen zu sein (vergleiche II.(1.12)). Dann folgt aus
Lemma II.(2.5), dass I AT H ein zweiseitiges Ideal inH ist. Die Gleichheit IHT = I AT H wird bewiesen
wie die letzte Aussage von Theorem II.(2.3). 
Analog zu Proposition II.(1.15) ko¨nnen wir auch die Normtopologie auf einer Ordnung u¨ber einem
Bewertungsring als Topologie, die von einem Ideal stammt, deuten:
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(2.7) Korollar (Normtopologie als Topologie, die von einem Ideal stammt)
Es sei (A, K ,G, ν,O) ein Bewertungssystem und G+ die Menge der positiven Elemente in G. Es sei
T ⊆ G+ ∪ {∞} eine archimedische Teilmenge und I := IOT =
{
x ∈ O ∣∣ ν(x) ∈ T } das zugeho¨rige
Ideal (vergleiche Definition II.(1.12)). Weiter sei H eine O-Ordnung und
∥∥ − ∥∥ eine Norm auf H
wie in II.(2.3). Dann stimmen die Normtopologie auf H , die IHT -adische Topologie und die I -adische
Topologie auf H (im letzteren Fall als O-Modul) u¨berein.
Beweis: Das zweiseitige Ideal IHT (vergleiche II.(2.6)) ist gleich IOT H = IH und (IHT )n = I nH fu¨r
n ∈ N (siehe Lemma II.(2.5)). Also sind die IHT -adische Topologie der AlgebraH und die I -adische
Topologie des O-ModulsH identisch.
Dieselbe Argumentation wie im Beweis zu Proposition II.(1.15) zeigt aber nun, dass in jeder Nullum-
gebung I nH der IHT -adischen Topologie eine Nullumgebung der Normtopologie liegt und umgekehrt.
Also sind alle drei linearen Topologien gleich. 
Das folgende Lemma wird sich an mehreren Stellen als nu¨tzlich erweisen:
(2.8) Lemma (Invertierbarkeit in A-Ordnungen)
Es sei A ein Integrita¨tsbereich und H eine A-freie A-Algebra von endlichem Rang. Dann ist ein
Element h ∈ H genau dann invertierbar inH , wenn seine Determinante in der regula¨ren Darstellung
eine Einheit in A ist.
Beweis: Es sei B := (bi )16i6n eine beliebige Basis von H und D die rechts-regula¨re Matrixdarstel-
lung von H bezu¨glich der Basis B. Ist h ∈ H invertierbar, dann ist D(h) · D(h−1) = En (n-reihige
Einheitsmatrix). Also ist det D(h) wegen dem Determinanten-Multiplikationssatz eine Einheit in A.
Sei umgekehrt det D(h) eine Einheit in A. Dann ist die Matrix D(h) invertierbar und D(h)−1 ist ein
Polynom in D(h)mit Koeffizienten aus A, liegt also in D(H). Damit ist h invertierbar inH , denn die
regula¨re Darstellung ist treu. 
(2.9) Proposition (Eigenschaften von Normtopologien)
Es sei (A, K ,G, ν,O) ein Bewertungssystem,H eine A-Ordnung und
∥∥− ∥∥ eine additive Norm auf
H wie in Theorem II.(2.3). Mit KH sei die Konstantenerweiterung K ⊗
A
H bezeichnet und die Norm∥∥− ∥∥ wie in II.(2.2) auf KH fortgesetzt.
Dann sind Addition undMultiplikation inH bzw. KH bezu¨glich der durch
∥∥−∥∥ definierten Topologie
stetig. Ist u ∈ KH invertierbar, dann gibt es ein g ∈ G, so dass fu¨r alle v ∈ KH mit ∥∥u−v∥∥ > g auch
v in KH invertierbar ist, die Menge der invertierbaren Elemente in KH ist also offen. Inversenbildung
auf dieser Menge ist ebenfalls stetig.
Außerdem gilt: Es seien e′ ∈ OH := O ⊗
A
H und e ∈ KH beliebig mit ∥∥e− e′∥∥ > 0. Dann liegt auch
e in OH .
Beweis: Es sei B := (b1, . . . , bd) die A-Basis von H , bezu¨glich der die Norm
∥∥ − ∥∥ in Theorem
II.(2.3) definiert ist. Wir stellen uns alle Elemente in KH in Koordinaten bezu¨glich der Basis B
geschrieben vor.
Laut Proposition II.(1.10) sind Addition und Multiplikation in K stetig bezu¨glich der ν-adischen To-
pologie.
Die Addition in KH erfolgt komponentenweise, so dass sich die Stetigkeit der Addition in K direkt
auf H und KH fortsetzt
(
ist
∥∥a − a′∥∥ > g und ∥∥b − b′∥∥ > g, dann ist ∥∥(a + b)− (a′ + b′)∥∥ > g).
Dies folgt auch aus der Tatsache, dass die Topologie auf KH eine lineare ist.
Die Multiplikation in H bzw. KH la¨sst sich mit den Strukturkonstanten bezu¨glich der Basis B be-
schreiben:
bi · bj =
d∑
k=1
bkhi jk mit hi jk ∈ A fu¨r 1 6 i, j, k 6 d.
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Daraus ergibt sich eine Multiplikationsformel fu¨r beliebige Elemente x ∈ H und y ∈ H , die in jeder
Komponente des Ergebnisses einen bilinearen Ausdruck in den Koordinaten von x und y hat:( d∑
i=1
bi xi
)
·
 d∑
j=1
bj yj
 = d∑
k=1
bk ·∑
i, j
xi yj hi jk
 .
Also existiert fu¨r jedes g ∈ G ein g′ ∈ G, so dass aus ∥∥x − x ′∥∥ > g′ und ∥∥y − y′∥∥ > g′ folgt, dass∥∥xy − x ′y′∥∥ > g ist. Deswegen ist die Multiplikation inH stetig.
Fu¨r die Inversenbildung kann man die (rechts-)regula¨re Darstellung betrachten:
Ein Element u ∈ KH ist nach Lemma II.(2.8) genau dann invertierbar in KH , wenn die Matrix von
u in der regula¨ren Darstellung bezu¨glich einer beliebigen Basis Determinante ungleich 0 hat.
Die Abbildung, die einem Element u ∈ KH die Determinante seiner Abbildungsmatrix in der rechts-
regula¨ren Darstellung bezu¨glich B zuordnet, ist aber eine stetige Funktion und K ist hausdorffsch,
deswegen folgt: Wenn u in KH invertierbar ist, dann gibt es ein g ∈ G, so dass alle v ∈ KH mit∥∥u − v∥∥ > g ebenfalls invertierbar in KH sind. Also ist die Menge der invertierbaren Elemente in
KH offen.
Die Inversenbildung in K \ {0} ist laut Proposition II.(1.10) stetig. Das Inverse eines invertierbaren
Elements in KH errechnet sich komponentenweise als Lo¨sung eines linearen Gleichungssystems
(regula¨re Darstellung!). Nach der Cramerschen Regel ha¨ngt das Inverse von u also stetig von u ab.
Die Elemente e in KH mit
∥∥e∥∥ > 0 sind genau diejenigen, deren sa¨mtliche Koordinaten bezu¨glich
B im Bewertungsring O liegen, also die Elemente von OH . Deswegen folgt aus e′ ∈ OH und∥∥e − e′∥∥ > 0, dass ∥∥e∥∥ = ∥∥e − e′ + e′∥∥ > min {∥∥e − e′∥∥, ∥∥e′∥∥} > 0 ist, dass also e ∈ OH liegt. 
II.3 Vervollsta¨ndigung
Es sei nochmals darauf hingewiesen, dass die hier angegebene Konstruktion von Vervollsta¨ndigungen
nicht die u¨bliche Konstruktion mit Cauchy-Folgen und Nullfolgen ist. In Anhang A wird aber gezeigt,
dass zumindest der hier definierte Begriff der Vollsta¨ndigkeit a¨quivalent zum u¨blichen ist.
(3.1) Definition/Proposition (Vervollsta¨ndigung, vgl. [Mat86, Kapitel 8])
Es sei H ein Ring, M ein H -Modul, 3 eine gerichtete Menge und {Mλ | λ ∈ 3} ein System von
Untermoduln mit Mλ ⊇ Mµ, wenn λ 6 µ ist. Die Vervollsta¨ndigung Mˆ von M ist der inverse
Limes lim←−M/Mλ des Systems {M/Mλ | λ ∈ 3} mit der folgenden Topologie: Jedes M/Mλ wird mit
der diskreten Topologie versehen, das direkte Produkt
∏
λ∈3 M/Mλ mit der Produkttopologie und Mˆ
mit der Teilraumtopologie in diesem Produkt. Diese Topologie ist eine lineare Topologie auf Mˆ , die
durch das System der Kerne ker pµ der Projektionen pµ : lim←−M/Mλ→ M/Mµ auf die Komponenten
des direkten Produkts gegeben ist. Die Vervollsta¨ndigung von Mˆ bezu¨glich dieser Topologie ist als
topologischer Modul isomorph zu Mˆ .
Die kanonische, lineare Abbildung i : M → Mˆ , m 7→ (m+Mλ)λ∈3 ist stetig und das Bild i(M) liegt
dicht in Mˆ . Der Kern ker i von i ist gleich
⋂
λ∈3 Mλ, die Abbildung i ist also genau dann injektiv,
wenn die lineare Topologie auf M hausdorffsch ist.
Ein Modul M heißt vollsta¨ndig in der linearen Topologie bezu¨glich {Mλ | λ ∈ 3}, wenn die
Abbildung i ein Isomorphismus der topologischen Moduln M (lineare Topologie, siehe Definition
II.(1.1)) und Mˆ ist. Also ist Mˆ selbst vollsta¨ndig.
Ist M = H und sind die Mλ zweiseitige Ideale, dann ist die Vervollsta¨ndigung Hˆ ein Ring, da dann
alle M/Mλ Ringe sind und Mˆ der inverse Limes von Ringen ist.
Beweis: Alle Behauptungen sind in [Mat86, Kapitel 8] bewiesen, wobei dort aber unno¨tigerweise der
Ring H als kommutativ vorausgesetzt ist. Der Vollsta¨ndigkeit halber sind in Abschnitt A.(1.3) im
Anhang komplette Beweise zu finden. 
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Bemerkungen:
• Der Begriff
”
vollsta¨ndig“ hier entspricht
”
vollsta¨ndig und separiert“ in Bourbaki-Terminologie.
• Im Allgemeinen braucht man fu¨r den Begriff der Vollsta¨ndigkeit nicht nur eine Topologie, son-
dern eine uniforme Struktur. Eine lineare Topologie liefert aber automatisch eine solche, da die
Umgebungen eines beliebigen Punktes einfach die verschobenen Nullumgebungen sind.
(3.2) Proposition (Vervollsta¨ndigung und Teilmoduln, vgl. [Mat86, Kapitel 8])
Die Bezeichnungen seien wie in Definition II.(3.1). Ist N ⊆ M ein Teilmodul, dann sind die Teil-
raumtopologie von N in M und die Quotiententopologie auf M/N lineare Topologien, gegeben durch
die Systeme {N ∩ Mλ | λ ∈ 3} bzw. {(Mλ + N )/N | λ ∈ 3}. Die folgenden Vervollsta¨ndigungen
sind jeweils mit diesen Topologien zu verstehen.
Die kurze, exakte Sequenz 0 → N → M → M/N → 0 induziert im inversen Limes die exakte
Sequenz 0→ Nˆ → Mˆ → ̂(M/N ), wobei die letzte Abbildung surjektiv ist, wenn die Topologie eine
I -adische ist (I ein zweiseitiges Ideal in H ). Wir ko¨nnen also Nˆ als Untermodul von Mˆ auffassen.
Es ist Nˆ genau der topologische Abschluss von i(N ) in Mˆ .
Außerdem istVervollsta¨ndigen ein Funktor: Sind M und M ′ mit linearen Topologien versehen, dann
gibt es zu jedem stetigen Homomorphismus f : M → M ′ genau einen stetigen Homomorphismus
fˆ : Mˆ → Mˆ ′, der mit den kanonischen Abbildungen M → Mˆ und M ′ → Mˆ ′ insofern vertra¨glich
ist, als das Diagramm
M
f
//
i

M ′
i

Mˆ
fˆ
// Mˆ ′
kommutativ ist. Sind M und M ′ Ringe (und die Nullumgebungen fu¨r die lineare Topologie zweiseitige
Ideale, so dass Mˆ und Mˆ ′ ebenfalls Ringe sind) und ist f ein stetiger Ringhomomorphismus, dann ist
auch fˆ ein stetiger Ringhomomorphismus.
Beweis: Siehe [Mat86, Kapitel 8]. Obwohl in [Mat86] alle Ringe kommutativ sind, wird dies in den
Beweisen zu dieser Proposition in Kapitel 8 nicht beno¨tigt. Der Vollsta¨ndigkeit halber ist in Abschnitt
A.(1.4) ein kompletter Beweis zu finden. 
(3.3) Korollar (Vervollsta¨ndigung und direkte Summen)
Es seienH ein Ring und L und N zweiH -Moduln, die jeweils mit einer linearen Topologie bezu¨glich
eines Systems von Untermoduln {Lλ | λ ∈ 3} bzw. {Nλ | λ ∈ 3} mit derselben gerichteten Index-
menge 3 versehen sind. Versieht man dann wie in Korollar II.(1.3) die direkte Summe M := L ⊕ N
durch Mλ := Lλ⊕Nλ fu¨r λ ∈ 3 ebenfalls mit einer linearen Topologie, dann ist die Vervollsta¨ndigung
Mˆ von M bezu¨glich dieser Topologie als topologischerH -Modul isomorph zur direkten Summe der
Vervollsta¨ndigungen Lˆ und Nˆ .
Beweis: Wir betrachten die aufspaltende kurze exakte Sequenz
0 // L
j
// M
p
)) N
r
ii
(( 0ii ,
in der alle Abbildungen laut Korollar II.(1.3) stetige Homomorphismen sind. Nach Proposition II.(3.2)
erhalten wir daraus die folgenden stetigen Homomorpismen zwischen den Vervollsta¨ndigungen
0ˆ // Lˆ
jˆ
// Mˆ
pˆ
))
Nˆ
rˆ
ii 0ˆii ,
wobei, wenn wir alle Inklusionen von Moduln in ihre Vervollsta¨ndigung mit i bezeichnen, i ◦ j = jˆ ◦i ,
i ◦ p = pˆ ◦ i und i ◦r = rˆ ◦ i gelten. Wegen p ◦r = idN ist also i = i ◦ p ◦r = pˆ ◦ i ◦r = pˆ ◦ rˆ ◦ i und
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damit pˆ ◦ rˆ = idNˆ als eindeutiger, stetiger Homomorphismus von Nˆ nach Nˆ , der auf dem Bild i(N )
der Teilmenge N ⊆ M gleich der Identita¨t ist (siehe wieder Proposition II.(3.2)). Also ist insbesondere
pˆ surjektiv und wir haben eine zerfallende, kurze exakte Sequenz 0→ Lˆ → Mˆ → Nˆ → 0. 
(3.4) Proposition (Universelle Eigenschaft der Topologie von Mˆ)
Die Bezeichnungen seien wie in Definition II.(3.1). Zusa¨tzlich sei
j : Mˆ = lim←−M/Mλ→
∏
λ∈3
M/Mλ
die Inklusion in das direkte Produkt und pµ : ∏λ∈3 M/Mλ → M/Mµ jeweils die kanonische
Projektion auf die µ-Komponente. Dann hat die Topologie von Mˆ die folgende universelle Eigen-
schaft: Ein H -Modul-Homomorphismus ϕ : X → Mˆ ist genau dann stetig, wenn die Abbildung
pµ ◦ j ◦ ϕ : X → M/Mµ fu¨r jedes µ ∈ 3 stetig ist, wobei M/Mµ mit der diskreten Topologie
versehen ist.
Beweis: Wir setzen die universellen Eigenschaften der Teilraumtopologie und der Produkttopologie
zusammen: Da Mˆ die Teilraumtopologie im direkten Produkt
∏
λ∈3 M/Mλ hat, ist ϕ genau dann
stetig, wenn j ◦ ϕ stetig ist. Aus der universellen Eigenschaft der Produkttopologie folgt dann die
Behauptung. 
(3.5) Proposition (Vervollsta¨ndigung ha¨ngt nur von der Topologie ab)
Die Bezeichnungen seien wie in Definition II.(3.1). Dann ha¨ngt die Vervollsta¨ndigung Mˆ nur von der
Topologie ab und nicht von der speziellen Wahl der Umgebungsbasis.
Genauer: Ist M mit einer zweiten linearen Topologie versehen, die von einem anderen System von
Nullumgebungen {Nγ | γ ∈ 0} mit einer gerichteten Menge 0 herkommt (wir bezeichnen diese
Kopie von M mit M ′), so dass aber die Identita¨t in beiden Richtungen stetig ist, dann induziert die
Identita¨t einen Isomorphismus Mˆ ∼= Mˆ ′, insbesondere ist M genau dann vollsta¨ndig bezu¨glich der
linearen Topologie, die durch {Mλ | λ ∈ 3} gegeben ist, wenn M vollsta¨ndig ist bezu¨glich der
linearen Topologie, die durch {Nγ | γ ∈ 0} gegeben ist.
Beweis: Wir bezeichnen den Modul M mit der zweiten linearen Topologie mit M ′. Nach Voraus-
setzung ist die Identita¨t in beiden Richtungen stetig, so dass es also nach Proposition II.(3.2) stetige
Abbildungen f und g gibt, die das Diagramm
M id //

M ′ id //

M

id // M ′

Mˆ
f
// Mˆ ′
g
// Mˆ
f
// Mˆ ′
kommutativ machen. Wegen der Eindeutigkeit in Proposition II.(3.2) ist g◦ f bzw. f ◦g jeweils gleich
der identischen Abbildung auf Mˆ bzw. Mˆ ′. 
(3.6) Bemerkung (Vervollsta¨ndigung mit Netzen)
¨Ublicherweise wird die Vervollsta¨ndigung mit Cauchy-Folgen und Nullfolgen definiert. Eine Ver-
allgemeinerung davon benutzt den Begriff des
”
Netzes“. Im Anhang in den Abschnitten A.(1.5) bis
A.(1.8) findet sich diese Definition, eine andere Konstruktion der Vervollsta¨ndigung und der Beweis,
dass diese a¨quivalent zur obigen Definition ist. Gleichzeitig wird so der Zusammenhang mit der u¨bli-
chen Definition der Vervollsta¨ndigung mittels Cauchy-Folgen klar.
Insbesondere la¨sst sich ein Integrita¨tsbereich bezu¨glich einer Bewertung vervollsta¨ndigen. Dieser Fall
wird sich spa¨ter als besonders wichtig erweisen. Zusa¨tzlich la¨sst sich in diesem Fall Einiges u¨ber die
auftretenden Quotientenko¨rper und Restklassenko¨rper sagen:
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(3.7) Proposition (Vervollsta¨ndigung bezu¨glich einer Bewertung und Quotientenko¨rper)
Es sei (A, K ,G, ν,O) ein Bewertungssystem. Dann ist wie in Proposition II.(1.10) durch das Sys-
tem {Mλ | λ ∈ G} von Idealen von A mit Mλ := {x ∈ A | ν(x) > λ} bzw. durch das System
{Nλ | λ ∈ G} von Idealen von O mit Nλ := {x ∈ O | ν(x) > λ} bzw. durch das System {Lλ | λ ∈ G}
von O-Untermoduln von K mit Lλ := {x ∈ K | ν(x) > λ} sowohl auf A als auch auf O und
K jeweils eine lineare Topologie definiert. Wir bezeichnen mit Aˆ die Vervollsta¨ndigung von A und
mit Oˆ die Vervollsta¨ndigung von O. Dann ist Oˆ ein Integrita¨tsbereich. Wir bezeichnen mit Kˆ den
Quotientenko¨rper von Oˆ, also nicht die Vervollsta¨ndigung von K bezu¨glich obiger Topologie!
Die stetigen Einbettungen A ↪→ O ↪→ K zusammen mit den kanonischen Einbettungen A ↪→ Aˆ
und O ↪→ Oˆ und Oˆ ↪→ Kˆ und der aus der Funktorialita¨t der Vervollsta¨ndigung (siehe Theorem
II.(3.2)) kommenden Abbildungen Aˆ ↪→ Oˆ bilden ein kommutatives Diagramm stetiger, injektiver
Ringhomomorphismen:
A //

	
O //

K
Aˆ // Oˆ // Kˆ .
(II.1)
Die Bewertung ν : A → G ∪ {∞} la¨sst sich zu einer Bewertung auf Oˆ fortsetzen und liefert damit
automatisch eine Fortsetzung von ν : A→ G ∪ {∞} auf Aˆ. Es gilt ν(x) > 0 fu¨r alle x ∈ Oˆ. Die Fort-
setzung ν ist dadurch eindeutig bestimmt, dass die Abbildung ν : Oˆ \ {0} → G stetig ist, wenn man
G mit der diskreten Topologie versieht. Die Topologien auf Aˆ und Oˆ (aus dem Vervollsta¨ndigungs-
prozess) sind gleich der ν-adischen Topologie (bezu¨glich der fortgesetzten Bewertung). Wir setzen ν
von Oˆ auf den Quotientenko¨rper Kˆ fort und versehen Kˆ mit der ν-adischen Topologie.
Dann gibt es genau einen stetigen, injektiven Ko¨rperhomomorphismus j : K ↪→ Kˆ , der mit den
Inklusionen O ↪→ K und O ↪→ Oˆ ↪→ Kˆ vertra¨glich ist, also das kommutative Diagramm II.1 rechts
komplettiert. Das Bild von j liegt dicht in Kˆ .
Ist m := {x ∈ A | ν(x) > 0} und mˆ die Vervollsta¨ndigung des A-Untermoduls m von A, dann ist
mˆ = {x ∈ Aˆ | ν(x) > 0} und es gilt Aˆ = A + mˆ, so dass also A/m ∼= Aˆ/mˆ als Ringe ist.
Die Vervollsta¨ndigung Oˆ ist gleich dem Bewertungsring von ν in Kˆ und Kˆ ist die Lokalisierung von
Oˆ bei der multiplikativ abgeschlossenen Teilmenge A \ {0}.
Der Schnitt K ∩ Aˆ (betrachtet als Teilmengen von Kˆ ) ist im Bewertungsring O enthalten.
Beweis: Das kommutative Diagramm II.1 ergibt sich direkt aus den Eigenschaften der Vervollsta¨ndi-
gung in Theorem II.(3.2). Wegen Mλ = A ∩ Nλ und Nλ = O ∩ Lλ fu¨r alle λ ∈ 3 ist A na¨mlich nach
Proposition II.(1.2) mit der Teilraumtopologie der linearen Topologie auf O, und O mit der Teilraum-
topologie der linearen Topologie auf K versehen. Es ist klar, dass alle vorkommenden Topologien
hausdorffsch sind, da sie von Bewertungen kommen. Man beachte, dass wir zuna¨chst noch keine Ab-
bildung K → Kˆ haben, da Kˆ nicht als Vervollsta¨ndigung von K bezu¨glich der ν-adischen Topologie,
sondern als Quotientenko¨rper von Oˆ definiert wurde.
Die Fortsetzung von ν auf Oˆ la¨sst sich explizit angeben: Ist 0 6= xˆ = (xλ+Nλ)λ∈G ∈ Oˆ ein Element im
inversen Limes lim←−O/Nλ = Oˆ, dann gibt es ein µ ∈ G mit xµ /∈ Nµ. Wir setzen dann ν(xˆ) := ν(xµ).
Dies ha¨ngt nicht von der Wahl von µ ab: Sei na¨mlich µ′ ∈ G gegeben mit xµ′ /∈ Nµ′ und (ohne
Beschra¨nkung der Allgemeinheit) µ′ > µ, dann ist xµ′ − xµ ∈ Nµ (da xˆ im inversen Limes ist), also
ν(xµ′ − xµ) > µ. Weil aber xµ /∈ Nµ ist, ist ν(xµ) < µ. Also gilt ν(xµ′) = ν(xµ + xµ′ − xµ) = ν(xµ)
wegen Lemma II.(1.6).(iii).
Diese Festlegung ist also wohldefiniert, liefert eine Fortsetzung (x ∈ O ist als (x + Nλ)λ∈G ∈ Oˆ
eingebettet) und erfu¨llt die Eigenschaften einer additiven Bewertung (per direkter Vererbung der Ei-
genschaften von ν, wenn man
”
weit genug hinten schaut“). Sie schra¨nkt auf analoge Weise auf den
inversen Limes Aˆ ein und offensichtlich ist ν(xˆ) > 0 fu¨r alle xˆ ∈ Oˆ. Der Beweis der Eindeutigkeit
folgt weiter unten.
Aus der Existenz von ν folgt mit Lemma II.(1.6).(iv), dass Oˆ ein Integrita¨tsbereich ist.
Wir zeigen zuna¨chst, dass die Topologie auf Oˆ aus der Konstruktion der Vervollsta¨ndigung gleich der
ν-adischen Topologie mit dieser Fortsetzung ist: Laut II.(3.1) ist die Topologie auf Oˆ eine lineare To-
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pologie, die durch das System der Kerne ker pµ der Projektionen pµ : lim←−O/Nλ → O/Nµ definiert
ist.
Ist nun (x + Nλ)λ∈3 = xˆ ∈ ker pµ, also xµ ∈ Nµ, dann ist nach obiger Festsetzung ν(xˆ) = ν(xµ′)
fu¨r ein beliebiges µ′ mit xµ′ /∈ Nµ′ . Daraus folgt µ′ > µ, also xµ′ − xµ ∈ Nµ und damit ν(xµ′) > µ.
Ist andererseits ν(xˆ) > µ, dann ist entsprechend xµ′ ∈ Nµ fu¨r jedes µ′ mit xµ′ /∈ Nµ′ , also xµ ∈ Nµ.
Demnach sind die Kerne der Projektionen pµ sogar genau die Kugeln um die Null bezu¨glich der
fortgesetzten Bewertung ν. Genau so argumentiert man fu¨r Aˆ.
Dann ist aber genau wie in II.(1.10) die Abbildung ν : Oˆ \ {0} → G stetig, wenn man G mit der
diskreten Topologie versieht. Daraus folgt die Eindeutigkeit der Fortsetzung, da O dicht in Oˆ liegt
und es deswegen ho¨chstens eine stetige Fortsetzung der stetigen Abbildung ν : O \ {0} → G gibt.
Wir konstruieren nun einen injektiven, stetigen Ko¨rperhomomorphismus j : K → Kˆ . Da K der Quo-
tientenko¨rper von O ist, hat er folgende (universelle) Eigenschaft: Ist i : O ↪→ K die Inklusion, R ein
kommutativer Ring und ϕ : O → R ein Ringhomomorphismus, so dass die Bilder der Elemente von
O \ {0} invertierbar sind, dann gibt es genau einen Ringhomomorphismus j : K → R mit ϕ = j ◦ i .
Dies wenden wir auf R := Kˆ und ϕ : O ↪→ Kˆ an und erhalten zuna¨chst einen Ringhomomorphis-
mus j : K → Kˆ , der Diagramm II.1 kommutativ macht. Da K ein Ko¨rper ist, ist j injektiv und ein
Ko¨rperhomomorphismus. Wir fassen K von nun an als Teilmenge von Kˆ auf.
Die Abbildung j ist dadurch gegeben, dass man fu¨r ein Element a/b ∈ K mit a, b ∈ A jeweils a
und b einzeln abbildet (mit ϕ) und dann in Kˆ dividiert. Deswegen ist die Bewertung ν auf Kˆ eine
Fortsetzung von ν auf K . Dementsprechend ist die Inklusion stetig, da sowohl K als auch Kˆ mit der
ν-adischen Topologie versehen sind. Da Inversenbildung in Kˆ \{0} und Multiplikation in Kˆ stetig sind,
ko¨nnen wir ein Element a/b ∈ Kˆ mit a, b ∈ Oˆ beliebig genau durch ein Element in K approximieren,
indem wir a und b jeweils durch Elemente in a′, b′ ∈ O so genau approximieren, dass ν(a/b− a′/b′)
groß genug ist. Also liegt K dicht in Kˆ .
Die Gleichung Aˆ = A + mˆ folgt so: Sind µ > 0 und 0 6= xˆ = (xλ + Mλ)λ∈G ∈ Aˆ beliebig, dann ist
ν(xˆ − xµ) > µ > 0, da aus xλ − xµ /∈ Nλ folgt, dass λ > µ ist. Also ist xˆ − xµ ∈ mˆ. Deswegen ist
A/m ∼= Aˆ/mˆ. Genau so kann man fu¨r O argumentieren.
Offensichtlich gilt fu¨r alle Elemente yˆ ∈ mˆ, dass ν(yˆ) > 0 ist. Sei nun umgekehrt xˆ ∈ Aˆ mit ν(xˆ) > 0.
Wegen Aˆ = A + mˆ ist xˆ von der Form xˆ = a + yˆ fu¨r ein a ∈ A und ein yˆ ∈ mˆ. Aus ν(xˆ) > 0 und
ν(yˆ) > 0 folgt nun, dass ν(a) > 0 ist und damit a ∈ m, also auch a ∈ mˆ. Damit ist gezeigt, dass
mˆ = {xˆ ∈ Aˆ | ν(xˆ) > 0} ist.
Wir zeigen als na¨chstes, dass Oˆ der Bewertungsring von ν in Kˆ ist. Bereits oben wurde gezeigt, dass
ν(xˆ) > 0 ist fu¨r alle xˆ ∈ Oˆ.
Dazu brauchen wir zuna¨chst eine Hilfsaussage: Ist xˆ = (xλ + Nλ)λ∈3 ∈ Oˆ mit ν(xˆ) = µ > 0
und y ∈ O mit ν(y) 6 µ, dann gibt es ein zˆ ∈ Oˆ mit zˆ · y = xˆ , es ist also xˆ/y ∈ Oˆ ⊆ Kˆ . Das
Element zˆ = (zλ + Nλ)λ∈3 la¨sst sich explizit angeben: Wir setzen na¨mlich zλ−µ := 0 fu¨r alle λ 6 µ
und zλ−µ := xλ/y fu¨r alle λ > µ, in letzterem Fall ist na¨mlich ν(xλ) = µ (sonst wa¨re ν(xˆ) > µ),
also ist zλ−µ ∈ O. Das so gebildete Element zˆ liegt im inversen Limes, denn fu¨r γ > λ > 0 folgt
ν(zγ − zλ) = ν(xγ+µ/y − xλ+µ/y) > λ und fu¨r λ 6 0 ist sowieso Nλ = O. Außerdem ist y · zˆ = xˆ ,
denn fu¨r λ > 0 ist ν(y · zλ − xλ) = ν(y · xλ+µ/y − xλ) > λ.
Sei nun aˆ/bˆ ∈ Kˆ mit aˆ, bˆ ∈ Oˆ gegeben mit ν(aˆ/bˆ) > 0, also ν(aˆ) > ν(bˆ). Ist ν(bˆ) > 0, dann ko¨nnen
wir die Hilfsaussage benutzen und mit einem Element aus O ku¨rzen, so dass wir ohne Beschra¨nkung
der Allgemeinheit ν(bˆ) = 0 annehmen ko¨nnen. Wir zeigen nun, dass bˆ in Oˆ invertierbar ist, indem wir
explizit ein Inverses cˆ = (cλ+Nλ)λ∈3 ∈ Oˆ angeben: Ist na¨mlich bˆ = (bλ+Nλ)λ∈3 mit ν(bˆ) = 0, dann
gilt bλ /∈ Nλ fu¨r alle λ > 0 (sonst wa¨re ν(bˆ) > 0) und wir ko¨nnen ohne Einschra¨nkung annehmen,
dass bλ = 1 ist fu¨r alle λ 6 0. Dann setzen wir cλ := 1 fu¨r alle λ 6 0 und cλ := b−1λ ∈ O fu¨r λ > 0, da
in letzterem Fall ν(bλ) = 0, also bλ im Bewertungsring O invertierbar ist. Das so gebildete Element cˆ
liegt im inversen Limes, da aus 0 < λ < γ und ν(bγ − bλ) > λ sofort
ν(b−1λ − b−1γ ) = ν
(
bγ − bλ
bλ · bγ
)
= ν(bγ − bλ) > λ
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folgt. Fu¨r λ 6 0 ist sowieso Nλ = O. Offensichtlich ist cˆ das Inverse von bˆ und liegt in Oˆ. Damit ist
gezeigt, dass 1/bˆ und damit auch aˆ/bˆ in Oˆ liegt.
Andererseits haben wir damit auch gleich gezeigt, dass Kˆ die Lokalisierung von Oˆ bei der multiplika-
tiv abgeschlossenen Teilmenge A \ {0} ist. Ist na¨mlich aˆ/bˆ ∈ Kˆ beliebig mit aˆ, bˆ ∈ Oˆ, dann ko¨nnen
wir diesen Bruch so mit einem Element c ∈ A erweitern, dass aˆ/bˆ = aˆ/c · c/bˆ ist mit ν(c/bˆ) > 0, so
dass also c/bˆ im Bewertungsring Oˆ liegt (man beachte, dass nach Voraussetzung ν : K → G ∪ {∞}
surjektiv und K der Quotientenko¨rper von A ist, so dass in A Elemente mit beliebig großen ν-Werten
existieren).
Ist x ∈ K ∩ Aˆ, dann ist ν(x) > 0, da Aˆ im Bewertungsring Oˆ von Kˆ enthalten ist. Also liegt x im
Bewertungsring O von K . 
Bemerkung: Im Allgemeinen ist der Schnitt K ∩ Aˆ echt gro¨ßer als A, wie man schon daran sieht,
dass der Grenzwert−∑∞i=0 4i in der Vervollsta¨ndigung Z2 von Z bezu¨glich der 2-adischen Bewertung
gleich 1/3 ist, wenn man ihn in der entsprechenden Vervollsta¨ndigung Q2 von Q betrachtet.
Diese Resultate u¨ber kommutative, bewertete Ringe lassen sich auf Ordnungen u¨ber solchen Ringen
verallgemeinern:
(3.8) Bemerkung (Vervollsta¨ndigung einer Ordnung bezu¨glich einer Norm)
Es sei (A, K ,G, ν,O) ein Bewertungssystem, H eine A-Ordnung und
∥∥ − ∥∥ eine additive Norm
auf H wie in Theorem II.(2.3). Dann sind die Nullumgebungen Bg(0) zweiseitige Ideale in H , so
dass also die Vervollsta¨ndigung vonH bezu¨glich der Normtopologie eine Aˆ-Algebra ist, wobei Aˆ die
Vervollsta¨ndigung des Grundrings A bezu¨glich der ν-adischen Topologie ist.
Beweis: Wegen Lemma II.(2.4) sind die Nullumgebungen Bg(0) zweiseitige Ideale, da nach Kon-
struktion der Norm
∥∥h∥∥ > 0 ist fu¨r alle h ∈ H . Dadurch hat der inverse Limes Hˆ eine Multiplikation.
Der Ringhomomorphismus j : A → H , der H nach Definition I.(2.1) zu einer Algebra macht, ist
stetig, also gibt es laut Proposition II.(3.2) genau einen stetigen Ringhomomorphismus jˆ : Aˆ → Hˆ ,
der mit den Inklusionen vertra¨glich ist. Dieser macht Hˆ zu einer Aˆ-Algebra. Dass das Bild von jˆ
im Zentrum von Hˆ liegt, folgt daraus, dass A dicht in Aˆ und H dicht in Hˆ liegt und deswegen aus
Stetigkeitsgru¨nden jˆ(a)h = h jˆ(a) nicht nur fu¨r a ∈ A und h ∈ H , sondern auch fu¨r a ∈ Aˆ und
h ∈ Hˆ gilt. 
Es folgen einige Hilfssa¨tze fu¨r solche vervollsta¨ndigte Ordnungen, insbesondere um sie mit der Kon-
stantenerweiterung mit der Vervollsta¨ndigung des Grundrings zu vergleichen.
(3.9) Proposition (Vervollsta¨ndigung ist Tensorierung, vgl. [Mat86, 8.7])
Es sei A ein kommutativer, noetherscher Ring, I ein Ideal in A und M ein endlich erzeugter A-
Modul. Dann ist die I -adische Vervollsta¨ndigung Mˆ von M als topologischer Aˆ-Modul isomorph
zur Konstantenerweiterung Aˆ ⊗
A
M , wobei Aˆ die I -adische Vervollsta¨ndigung von A ist. Ist also A
vollsta¨ndig bezu¨glich der I -adischen Topologie, dann ist auch M vollsta¨ndig bezu¨glich der I -adischen
Topologie.
Beweis: Siehe [Mat86, 8.7]. Am angegebenen Ort wird zwar eine Bijektion angegeben, aber nicht auf
die Topologien bzw. die Stetigkeit eingegangen.
Die Vervollsta¨ndigung Aˆ hat nach der Konstruktion in II.(3.1) eine lineare Topologie, die durch die
Kerne der Projektionen pn : Aˆ → A/I n gegeben ist. Durch das Mengensystem (ker pn ⊗A M)n∈N
ist eine lineare Topologie auf der Konstantenerweiterung Aˆ⊗M definiert. Man kann nachrechnen,
dass die bijektive A-lineare Abbildung Aˆ ⊗
A
M → Mˆ, (an + I n)n∈N ⊗A m 7→ (anm + I n M)n∈N genau
die Mengen der Umgebungsbasis von Aˆ ⊗
A
M auf die Mengen der Umgebungsbasis von Mˆ abbildet.
Deswegen ist diese Abbildung ein Isomorphismus topologischer Aˆ-Moduln. 
II.3. Vervollsta¨ndigung 35
(3.10) Proposition (Flachheit der Vervollsta¨ndigung, vgl. [Mat86, 8.14])
Es sei A ein kommutativer, noetherscher Ring, I ein Ideal in A und A mit der I -adischen Topologie
versehen. Dann sind a¨quivalent:
(i) I ⊆ rad A (ii) die I -adische Vervollsta¨ndigung Aˆ von A ist treu-flach u¨ber A.
Beweis: Siehe [Mat86, 8.14]. 
(3.11) Proposition (Vollsta¨ndigkeit von A-Ordnungen, vgl. Bemerkung nach [CR81, (5.22)])
Es sei A ein kommutativer, lokaler Ring mit maximalem Ideal m und H eine A-Ordnung.
Wenn A vollsta¨ndig bezu¨glich der m-adischen Topologie ist, dann ist auch H vollsta¨ndig in der m-
adischen Topologie.
Ist A nicht vollsta¨ndig und Aˆ die Vervollsta¨ndigung, dann gilt fu¨r die Vervollsta¨ndigung Hˆ von H
bezu¨glich der m-adischen Topologie:
Hˆ ∼= Aˆ ⊗
A
H (als topologische Aˆ-Moduln).
Beweis: Siehe [CR81, nach (5.22)]. 
Bemerkung: A ist nicht als noethersch vorausgesetzt, sonst ko¨nnte man Proposition II.(3.9) verwen-
den. Diese Proposition ist nur zum Vergleich aufgefu¨hrt und wird spa¨ter nicht verwendet. In [CR81]
wird na¨mlich eine andere Definition von Vollsta¨ndigkeit benutzt (Cauchyfolgen). Diese ist zwar a¨qui-
valent, jedoch ist diese Tatsache nicht unmittelbar klar (siehe Bemerkung II.(3.6)).
Dasselbe gilt analog fu¨r den Fall einer Ordnung u¨ber einem Ring A mit einer Bewertung, wenn die
Topologie durch die Bewertung bzw. durch eine Norm gegeben ist, auch wenn der Grundring nicht
noethersch ist, wie zum Beispiel bei nicht-diskreten Bewertungsringen.
(3.12) Proposition (Vollsta¨ndigkeit von A-Ordnungen bezu¨glich einer Bewertung)
(vgl. Bemerkung nach [CR81, (5.22)])
Es sei (A, K ,G, ν,O) ein Bewertungssystem,H eine A-Ordnung und
∥∥− ∥∥ eine additive Norm auf
H wie in Theorem II.(2.3).
Ist A vollsta¨ndig bezu¨glich der ν-adischen Topologie, dann ist auch H vollsta¨ndig in der Normtopo-
logie. Ist A nicht vollsta¨ndig und Aˆ die Vervollsta¨ndigung, dann gilt fu¨r die Vervollsta¨ndigung Hˆ von
H bezu¨glich der Normtopologie:
Hˆ ∼= Aˆ ⊗
A
H (als topologische Aˆ-Algebren).
Beweis: Es sei Ag :=
{
a ∈ A ∣∣ ν(a) > g} und Hg := {h ∈ H ∣∣ ∥∥h∥∥ > g}, jeweils fu¨r g ∈ G. Weiter
sei (b1, . . . , bd) die A-Basis vonH , bezu¨glich der wie in Theorem II.(2.3) die Norm
∥∥−∥∥ definiert ist.
Die analoge Definition mit der Aˆ-Basis (1 Aˆ ⊗A b1, . . . , 1 Aˆ ⊗A bd) von Aˆ ⊗A H setzt die Norm fort. Damit
ist auch Aˆ ⊗
A
H mit einer linearen Topologie versehen.
Wir definieren eine A-lineare Abbildung ϕ : Aˆ ⊗
A
H → Hˆ durch die Vorschrift
(ag + Ag)g∈G ⊗A h 7→ (agh +Hg)g∈G fu¨r ag ∈ A und h ∈ H .
Das Element auf der rechten Seite liegt tatsa¨chlich in Hˆ , da
∥∥h∥∥ > 0 ist fu¨r alle h ∈ H und deswegen∥∥agh − ag′h∥∥ > g ist fu¨r alle g, g′ ∈ G mit g′ > g. Man kann nachrechnen, dass ϕ sogar ein
Homomorphismus von Aˆ-Algebren ist.
Ist umgekehrt hˆ = (hg +Hg)g∈G ein Element von Hˆ , so ko¨nnen wir jedes hg als Linearkombination
in der obigen Basis schreiben: hg = ∑di=1 αg,i bi fu¨r alle g ∈ G, wobei αg,i ∈ A ist fu¨r g ∈ G und
1 6 i 6 d. Dabei folgt fu¨r g < g′ aus
∥∥hg − hg′∥∥ > g sofort ν(αg,i − αg′,i ) > g fu¨r 1 6 i 6 d wegen
der Definition der Norm. Also ist aˆi := (αg,i + Ag)g∈G fu¨r 1 6 i 6 d jeweils ein Element von Aˆ und
damit durch hˆ 7→∑di=1 aˆi ⊗A bi die Umkehrabbildung von ϕ konstruiert. Deswegen ist ϕ bijektiv.
36 Kapitel II. Vollsta¨ndigkeit und Heben von Idempotenten
Man u¨berzeugt sich leicht, dass die Mengen der Umgebungsbasis von Aˆ ⊗
A
H von ϕ genau auf dieje-
nigen der Umgebungsbasis von Hˆ abgebildet werden, so dass also ϕ ein Isomorphismus von topolo-
gischen Aˆ-Algebren ist. 
Bemerkung: Der Unterschied zu Proposition II.(3.11) ist nur die Art der Definition der Topologie:
Dort war die Topologie als m-adische definiert, hier als von einer Bewertung bzw. Norm induzierte.
II.4 Heben von Idempotenten
Ist ϕ : A→ B ein Ringhomomorphismus, dann wird ein Idempotent e ∈ A unter ϕ auf ein Idempotent
ϕ(e) oder auf 0 abgebildet. Unter dem Begriff
”
Heben von Idempotenten“ versteht man den Vorgang
in der anderen Richtung: Man finde zu einem Idempotent f ∈ B ein Idempotent e ∈ A mit ϕ(e) = f .
In diesem Abschnitt geht es um einige Aussagen zu diesem Thema.
Das folgende Lemma erweist sich als extrem nu¨tzlich:
(4.1) Lemma (Radikal einer Algebra u¨ber einem lokalen Ring, vgl. [CR81, (5.22)])
Es sei A ein kommutativer, lokaler Ring mit maximalem Idealm und Restklassenko¨rper k undH eine
A-Algebra, die als A-Modul endlich erzeugt ist. Wir setzenH := H/mH , eine endlich-dimensionale
k-Algebra, und bezeichnen die kanonische Projektion mit ϕ : H → H . Dann gilt:
(i) radH = ϕ−1 (radH) ⊇ mH .
(ii) Die Abbildung ϕ induziert einen Isomorphismus von k-AlgebrenH/ radH ∼= H/ radH .
(iii) H/ radH ist ein halbeinfacher artinscher Ring.
(iv) Es gibt eine natu¨rliche Zahl j mit (radH) j ⊆ mH .
(v) Es istH/mH ∼= k ⊗
A
H als k-Algebren.
Beweis: Die Aussagen (i) bis (iv) sind wo¨rtlich aus [CR81, (5.22)] u¨bernommen. Die Abbildung
h 7→ 1k ⊗A h hat das Ideal mH im Kern und induziert einen Isomorphismus von k-Algebren, dessen
Inverses durch x ⊗
A
h 7→ x · (h +mH) gegeben ist, was (v) beweist. 
Da Ideale eines Rings, die von Idempotenten erzeugt werden, projektive Untermoduln des regula¨ren
Moduls sind, wird folgende Proposition relevant:
(4.2) Proposition (Kopf bestimmt Isomorphietyp von projektiven Moduln, vgl. [CR81, (6.6)])
Es sei I ein zweiseitiges Ideal in einem RingH mit I ⊆ radH und Q und Q′ zwei endlich erzeugte,
projektiveH -Moduln. Dann ist Q ∼= Q′ genau dann, wenn Q/Q I ∼= Q′/Q′ I alsH/I -Moduln ist.
Beweis: Siehe [CR81, (6.6)]. 
Das folgende Theorem ist Standard. Der Beweis ist aber komplett angegeben, da er an unsere De-
finition der Vervollsta¨ndigung angepasst ist und wir spa¨ter Ideen und Methoden daraus anderweitig
brauchen (in Kapitel IV).
(4.3) Theorem (Heben von Idempotenten, vgl. [CR81, (6.7) und (6.8)])
Es seiH ein Ring und I ein zweiseitiges Ideal inH mit I ⊆ radH . Weiter seiH vollsta¨ndig in der I -
adischen Topologie. Wir setzenH := H/I und bezeichnen die kanonische Projektion mit Querstrich:
h 7→ h := h + I . Dann gilt:
(i) Zu jedem Idempotent f ∈ H existiert ein Idempotent e ∈ H mit e = f .
(ii) Fu¨r beliebige Idempotente e1, e2 ∈ H sind die H -Rechtsmoduln e1H und e2H genau dann
isomorph, wenn e1H und e2H isomorph alsH -Rechtsmoduln sind.
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(iii) Ein Idempotent e ∈ H ist genau dann primitiv, wenn e primitiv inH ist.
(iv) Jede Zerlegung
H = e1H ⊕ · · · ⊕ enH mit e2i = ei
in unzerlegbare Rechtsideale eiH vonH ergibt eine Zerlegung
H = e1H ⊕ · · · ⊕ enH mit e2i = ei
in unzerlegbare Rechtsideale eiH vonH . Umgekehrt kommt jede solche Zerlegung vonH von
einer vonH , man kann also Idempotente simultan heben.
Beweis: Siehe auch [CR81, (6.7) und (6.8)].
Wir betrachten zuna¨chst eine Folge von Polynomen in Z[X ], die wir aus der Identita¨t
1 = (X + (1− X))2t =
2t∑
s=0
(
2t
s
)
X2t−s(1− X)s fu¨r t ∈ N (II.2)
gewinnen, indem wir die Summe nur bis t laufen lassen:
ft :=
t∑
s=0
(
2t
s
)
X2t−s(1− X)s, fu¨r t ∈ N.
Fu¨r diese Polynome gilt in Z[X ] fu¨r t > 1:
(a) ft ∈ Z[X ].
(b) ft ≡ 0 (mod X t) und ft ≡ 1 (mod (1− X)t).
(c) ft ≡ f 2t (mod X t · (1− X)t).
(d) ft ≡ ft+1 (mod X t · (1− X)t).
(e) ft ≡ X (mod X · (1− X)).
Die Aussage (a) ist klar, da Binomialkoeffizienten ganzzahlig sind. Aussage (b) gilt, da aus s 6 t
folgt, dass 2t − s > t ist, und damit jeder Summand in der Definition von ft durch X t teilbar ist.
Andererseits ist 1 − ft durch (1 − X)t teilbar, da 1 − ft gleich der Summe u¨ber die Summanden in
Gleichung II.2 ist, fu¨r die s > t ist.
Nun ist aber (c) einfach: ft − f 2t = ft · (1− ft) ist na¨mlich sowohl durch X t als auch durch (1− X)t
teilbar und letztere sind teilerfremd. Auch (d) folgt sofort aus (b), da ft+1 erst recht durch X t und
ft+1 − 1 durch (1− X)t teilbar ist. Damit ist ft − ft+1 = (1− ft+1)− (1− ft) sowohl durch X t als
auch durch (1− X)t teilbar, also auch durch X t · (1− X)t . Aussage (e) folgt, da alle Summanden von
ft außer dem fu¨r s = 0 durch X · (1 − X) teilbar sind und X2t − X sowohl durch X als auch durch
(1− X) teilbar ist.
Ist nun f ∈ H ein Idempotent, so wa¨hlen wir zuna¨chst ein Element h ∈ H mit h = f . Dann ist
h2 − h = 0, also h2 − h ∈ I . Wir ko¨nnen nun explizit ein Element inH = Hˆ = lim←−H/I t angeben
durch e := ( ft(h)+ I t)t∈N. Wegen (d) liegt e im inversen Limes und damit wegen der Vollsta¨ndigkeit
auch inH , wegen (c) ist es ein Idempotent und wegen (e) ist e − h ∈ I und damit e = f .
Aussage (ii) folgt sofort aus Proposition II.(4.2) und der Tatsache, dass e1H und e2H projektive
Moduln sind fu¨r zwei Idempotente e1, e2 ∈ H und dass eiH = eiH alsH -Moduln sind.
Fu¨r Aussage (iii) sei e ∈ H ein Idempotent, und e = f1 + f2 mit zwei orthogonalen Idempotenten
f1, f2 ∈ H . Zu zeigen ist, dass auch e nicht primitiv ist. Dazu wa¨hlen wir ein h ∈ H mit h = f1 und
setzen g := ehe. Dann ist g = e f1e = f1 und eg = g = ge. Ist nun wie oben e1 gleich dem Element
( ft(g)+ I t)t∈N ∈ H , so gilt nicht nur e21 = e1, sondern auch ee1 = e1 = e1e und e1 = f1. Setzen wir
nun e2 := e− e1, so folgt e22 = e2 und e2 = f2. Außerdem ist e1e2 = 0 = e2e1 und e ist nicht primitiv.
Da die andere Richtung trivial ist, haben wir Aussage (iii) bewiesen.
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Aussage (iv) entha¨lt die Aussagen aus Theorem [CR81, (6.8)], wo allerdings zusa¨tzliche Voraus-
setzungen gemacht werden, die aber nur fu¨r die Vollsta¨ndigkeit gebraucht werden, die hier sowieso
vorausgesetzt ist: Zu zeigen ist also noch, dass eine Zerlegung der Eins 1 = f1+· · ·+ fn in paarweise
orthogonale Idempotente inH simultan hochgehoben werden kann. Dies ist fu¨r n = 1 trivial und fu¨r
n = 2 kann man einfach f1 zu e1 heben und erha¨lt mit 1− e1 automatisch eine Hebung fu¨r f2.
Dann geht man per Induktion vor: Wenn die Aussage fu¨r n − 1 bewiesen ist, dann gruppiert man
f1 und f2 zu f := f1 + f2 zusammen und wa¨hlt nach Induktionsannahme eine simultane Hebung
1 = e+e3+· · ·+en zu paarweise orthogonalen Idempotenten, wobei jeweils ei u¨ber fi fu¨r 3 6 i 6 n
und e u¨ber f liegt. Fu¨r f1 geht man nun vor wie im Beweis zu Aussage (iii). Dies liefert ein e1 mit
e1 = f1 und ee1 = e1 = e1e. Dann ist e1 · ei = (e1 · e) · ei = 0 = ei · (e · e1) = ei · e1 fu¨r alle i > 3
und e2 := e− e1 ein Idempotent inH , das orthogonal zu e1 und allen ei fu¨r 3 6 i 6 n ist und fu¨r das
e2 = f2 gilt. Damit ist Aussage (iv) bewiesen. 
Dieses Theorem u¨ber das Heben von Idempotenten ist insbesondere in zwei Situationen anwendbar:
(4.4) Proposition (Algebra u¨ber einem noetherschen, vollsta¨ndigen, lokalen Ring)
Es sei A ein kommutativer, noetherscher, lokaler Ring mit maximalem Ideal m, der in der m-adischen
Topologie vollsta¨ndig ist. Weiter seiH eine als A-Modul endlich erzeugte A-Algebra und darin I :=
mH ⊆ radH (nach Lemma II.(4.1)). Dann ist I ein zweiseitiges Ideal in H und die I -adische
Topologie aufH stimmt mit der m-adischen (H als A-Modul aufgefasst) u¨berein.
Die Algebra H ist vollsta¨ndig in der I -adischen Topologie, so dass man mit Theorem II.(4.3) Idem-
potente vonH/I nachH heben kann.
Beweis: Da alle unsere Algebren eine Eins haben (siehe Definition I.(2.1)), ist I k = mkH fu¨r alle
k ∈ N (siehe Lemma II.(2.5)). Deswegen stimmt die I -adische Topologie vonH mit der m-adischen
u¨berein. Aus Proposition II.(3.9) folgt, dass H mit A vollsta¨ndig in der m-adischen Topologie ist.
Dann ist aberH wegen Proposition II.(3.5) auch vollsta¨ndig in der I -adischen Topologie. 
(4.5) Proposition (Ordnung u¨ber einem vollsta¨ndigen Bewertungsring)
Es sei (O, K ,G, ν,O) ein Bewertungssystem und G+ die Menge der positiven Elemente in G. Es
sei O vollsta¨ndig bezu¨glich der ν-adischen Topologie, H eine O-Ordnung und
∥∥ − ∥∥ eine additive
Norm wie in Theorem II.(2.3). Es sei T ⊆ G+ ∪ {∞} eine archimedische Teilmenge und I das Ideal
IHT =
{
h ∈ H ∣∣ ν(h) ∈ T } (vergleiche Definition II.(2.6)).
Dann istH vollsta¨ndig in der IHT -adischen Topologie, so dass man mit Theorem II.(4.3) Idempotente
vonH/IHT nachH heben kann.
Beweis: Aus Korollar II.(2.7) folgt, dass die IHT -adische Topologie auf H mit der Normtopologie
u¨bereinstimmt. Wegen der Vollsta¨ndigkeit von O in der ν-adischen Topologie ist die AlgebraH nach
II.(3.12) bezu¨glich der Normtopologie vollsta¨ndig. Die Vervollsta¨ndigung ha¨ngt aber nach II.(3.5) nur
von der Topologie ab, also istH auch vollsta¨ndig bezu¨glich der IHT -adischen Topologie und man kann
Theorem II.(4.3) anwenden. 
Bemerkung: Der Unterschied zwischen den beiden letzten Propositionen ist, dass einmal der Grund-
ring als noethersch vorausgesetzt ist. Hat man dies nicht, braucht man dafu¨r Projektivita¨t u¨ber dem
Grundring, außerdem muss das Ideal I inH so gewa¨hlt sein, dass die Elemente in den Potenzen von
I in der Norm
”
immer gro¨ßere Werte“ bekommen (dies wird hier durch die Voraussetzung
”
archime-
disch“ fu¨r T erreicht). Die Voraussetzung
”
Bewertungsring“ wird hier wegen der Verwendung von
II.(3.12) gebraucht, damit die I -adische Topologie wirklich dieselbe ist wie die Normtopologie (und
keine feinere).
II.5 Semilokale und semiperfekte Ringe
In diesem Abschnitt wird der Begriff der Semiperfektheit eines Ringes eingefu¨hrt. Es wird gezeigt,
dass fu¨r semiperfekte Ringe der Satz von Krull und Schmidt fu¨r projektive Moduln gilt. Semiperfekte
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Ringe werden in Kapitel V zur Definition der Klebeabbildung (siehe V.(3.1)) und fu¨r die Brauer-
Reziprozita¨t (siehe V.(4.1)) verwendet und spielen deswegen eine wichtige Rolle bei den Umformu-
lierungen der James-Geck-Vermutung in Kapitel VII.
(5.1) Definition (Semilokaler Ring, vgl. [CR81, (5.27)])
Ein RingH heißt semilokal, wennH/ radH ein halbeinfacher, artinscher Ring ist.
(5.2) Proposition (Endlich erzeugte Algebra u¨ber lokalem Ring, vgl. [CR81, (5.28)(ii)])
Sei A ein kommutativer, lokaler Ring undH eine endlich erzeugte A-Algebra. Dann istH semilokal.
Beweis: Siehe [CR81, (5.28)(ii)]. 
(5.3) Lemma (Radikalfaktor projektiver Moduln)
Es sei H ein semilokaler Ring und e ∈ H ein Idempotent. Weiter sei die kanonische Projektion
H → H/ radH mit pi bezeichnet. Dann ist der Radikalfaktor eH/ rad(eH) des projektiven H -
Moduls eH isomorph zu pi(e)(H/ radH).
Beweis: Wegen [CR81, (5.29)] ist rad(eH) = (eH) · radH = e radH , daH semilokal ist. Anderer-
seits ist e radH = eH ∩ radH . Also ist die Einschra¨nkung von pi auf eH gleich der Projektion auf
eH/ rad(eH). Das Bild von eH unter pi ist aber gleich pi(e)(H/ radH). 
Der folgende Begriff ist fu¨r diese Arbeit von grundlegender Bedeutung.
(5.4) Definition (Semiperfekter Ring, vgl. [CR81, (6.22)])
Ein Ring H heißt semiperfekt, wenn H/ radH ein halbeinfacher, artinscher Ring ist (d.h. H ist
semilokal) und sich jedes Idempotent inH/ radH zu einem Idempotent inH heben la¨sst.
Die folgende Proposition ist genau so einfach zu beweisen wie nu¨tzlich, da alle endlich-dimensionalen
Algebren u¨ber Ko¨rpern artinsche Ringe sind:
(5.5) Proposition (Artinsche Ringe sind semiperfekt, vgl. [CR81, (5.19)])
Jeder artinsche RingH ist semiperfekt.
Beweisidee: Mit [CR81, (5.19)] istH/ radH halbeinfach und wegen [CR81, (6.5)] istH vollsta¨ndig
(radH ist nilpotent), also kann man Idempotente nach Theorem II.(4.3) heben. 
(5.6) Theorem (Projektive Hu¨llen bei semiperfekten Ringen, vgl. [CR81, (6.23)])
Es seienH ein semiperfekter Ring und N := radH . Dann hat jeder endlich erzeugteH -Modul X eine
projektive Hu¨lle. Genauer: Es gibt einen endlich erzeugten, projektiven H -Modul P mit P/P N ∼=
X/X N alsH/N -Moduln und dieser Isomorphismus la¨sst sich zu einer surjektiven Abbildung P  X
heben, so dass P damit eine projektive Hu¨lle von X ist.
Beweis: Siehe [CR81, (6.23)]. 
Bemerkung: Die Tatsache, dass jeder Modul X eine projektive Hu¨lle hat, ist nach [CR81, (6.26)(i)]
sogar a¨quivalent damit, dass H semiperfekt ist. In II.(5.10) unten wird ein Spezialfall dieses Ergeb-
nisses bewiesen.
(5.7) Korollar (Projektive Moduln sind Summen von PIMs)
Es seien H ein semiperfekter Ring und Q ein endlich erzeugter, projektiver H -Modul. Dann ist
Q isomorph zu einer (endlichen) Summe von projektiv unzerlegbaren Moduln der Form eiH mit
primitiven Idempotenten ei ∈ H .
Beweis: Wir wenden Theorem II.(5.6) fu¨r X = Q an: Wie im Beweis dieses Resultats in [CR81,
(6.23)] findet man P , indem man die einfachen direkten Summanden des halbeinfachen H/ radH -
Moduls Q/ rad Q ∼= Q/(Q radH) (siehe [CR81, (5.29)]) in der Form ei (H/ radH) schreibt und
die primitiven Idempotente ei zu primitiven Idempotenten ei ∈ H hebt. Wegen Lemma II.(5.3) ist der
Radikalfaktor eiH/ rad(eiH) jeweils alsH -Modul isomorph zu ei (H/ radH). Der projektive Modul
Q ist natu¨rlich seine eigene projektive Hu¨lle, welche eindeutig ist, also hat Q die behauptete Form. 
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(5.8) Lemma (Kopf der projektiven Hu¨lle eines einfachen Moduls)
Es seien H ein Ring, V ein einfacher H -Modul und f : P  V eine projektive Hu¨lle von V . Dann
ist ker f = rad P , also hat P einen einfachen Kopf.
Beweis: Angenommen P ha¨tte zwei verschiedene maximale Untermoduln M1 := ker f und M2.
Dann ko¨nnte f |M2 nicht gleich der Nullabbildung sein (sonst wa¨re M2 ⊆ M1), wa¨re also surjektiv
(V ist einfach). Dann wa¨re aber f nicht essentiell und P damit keine projektive Hu¨lle. Also hat P
einen eindeutigen, maximalen Untermodul rad P = ker f . 
Bemerkung: An diesem und dem vorigen Ergebnis sieht man, dass die endlich erzeugten, projek-
tiv unzerlegbaren Moduln semiperfekter Ringe genau die projektiven Hu¨llen der einfachen Moduln
sind. Es gibt also zu jedem Isomorphietyp einfacher Moduln genau einen Isomorphietyp projektiv
unzerlegbarer Moduln.
(5.9) Theorem (Krull-Schmidt fu¨r projektive Moduln u¨ber semiperfekten Ringen)
Es sei H ein semiperfekter Ring. Jeder endlich erzeugte, projektive H -Modul ist isomorph zu einer
endlichen direkten Summe projektiv unzerlegbarer H -Moduln, na¨mlich den projektiven Hu¨llen der
einfachen Konstituenten seines Kopfs. Sind zwei endliche direkte Summen projektiv unzerlegbarer
H -Moduln als Ganzes isomorph, gilt also
n⊕
i=1
Pi ∼=
m⊕
j=1
Q j (II.3)
dann ist n = m und es gibt eine Permutation pi auf {1, . . . , n}, so dass Pi ∼= Qpi(i) fu¨r 1 6 i 6 n gilt.
Beweis: Nach Korollar II.(5.7) ist jeder endlich erzeugte, projektive Modul isomorph zu einer endli-
chen direkten Summe projektiv unzerlegbarer Moduln. Diese Zerlegung findet man, indem man die
projektiven Hu¨llen der einfachen Konstituenten des Kopfs des Moduls nimmt und deren direkte Sum-
me bildet. Dies sind nur endlich viele, da der Kopf auch endlich erzeugt ist.
Da nach II.(5.7) und II.(5.8) die projektiv unzerlegbarenH -Moduln genau diejenigen Projektiven mit
einfachem Kopf sind, sind zwei projektiv unzerlegbare Moduln wegen Proposition II.(4.2) genau dann
isomorph, wenn ihre Ko¨pfe isomorph sind, dann sind sie na¨mlich jeweils die projektive Hu¨lle ihres
einfachen Kopfes.
In Gleichung II.3 folgt aus der Isomorphie der Moduln als Ganzes die Isomorphie der Ko¨pfe auf
beiden Seiten. Das Radikal auf beiden Seiten ist aber jeweils die direkte Summe der Radikale der
projektiv unzerlegbaren Summanden (siehe [CR81, Exercise 5.11]). Also ha¨ngt der Isomorphietyp
und die Vielfachheit der Pi bzw. der Q j nur vom Isomorphietyp und der Vielfachheit der einfachen
Konstituenten im Kopf des Moduls ab. 
(5.10) Proposition (Semiperfektheit und Heben von Idempotenten)
Es sei H eine Algebra u¨ber dem kommutativen, lokalen Ring A, die als A-Modul endlich erzeugt
ist, und k sei der Restklassenko¨rper von A. Dann ist H genau dann semiperfekt, wenn zu jedem
Idempotent e ∈ kH ein Idempotent e ∈ H existiert mit 1k ⊗A e = e.
Beweis: Die kanonische Projektion H  H/ radH sei mit pi und das maximale Ideal von A mit m
bezeichnet. Nach Lemma II.(4.1).(v) ist H/mH ∼= k ⊗
A
H = kH und mH ⊆ radH (Teil (i)). Wir
haben also die Restklassenvergro¨berung ψ : H/mH → H/ radH . Wir bezeichnen die kanonische
Projektion H → H/mH mit ϕ, es gilt also pi = ψ ◦ ϕ. Außerdem ist nach Lemma II.(4.1) das
Radikal von H genau das Urbild des Radikals von H/mH unter ϕ. Deswegen hat ψ als Kern das
Radikal vonH/mH undH/ radH ist isomorph zum Radikalfaktor vonH/mH .
Angenommen zu jedem Idempotent e ∈ kH existiert ein Idempotent e ∈ H mit 1k ⊗A e = e. Nach
Proposition II.(5.2) istH semilokal. Es bleibt also zu zeigen, dass zu jedem Idempotent eˆ ∈ H/ radH
ein Idempotent e existiert mit pi(e) = eˆ. Da aber kH ∼= H/mH als endlich-dimensionale k-Algebra
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semiperfekt ist, gibt es zu jedem Idempotent eˆ ∈ H/ radH ein Idempotent e ∈ H/mH mitψ(e) = eˆ.
Dazu gibt es aber nach Voraussetzung ein Idempotent e ∈ H mit ϕ(e) = 1k ⊗A e = e.
Also ist (ψ ◦ ϕ)(e) = pi(e) = eˆ und wir haben gezeigt, dassH semiperfekt ist.
Sei umgekehrtH semiperfekt. Ist e ∈ H/mH ein Idempotent, so ist eˆ := ψ(e) ∈ H/ radH ebenfalls
eines, wir finden also nach Voraussetzung ein Idempotent e ∈ H mit pi(e) = ψ(ϕ(e)) = eˆ = ψ(e) ∈
H/ radH . Es kann nun aber sein, dass e′ := ϕ(e) 6= e ist, obgleich beide unter ψ auf eˆ abgebildet
werden!
Nach Lemma II.(5.3) bedeutet ψ(e′) = ψ(e) aber, dass die projektiven kH -Moduln ekH und e′kH
isomorph sind, da ihre Radikalfaktoren beide isomorph zu eˆ · (H/ radH) sind (vgl. Proposition
II.(4.2)). Also gibt es eine Einheit u ∈ kH mit ue′u−1 = e. Ist nun u ein beliebiges Urbild von u
unter ϕ, dann ist u in H invertierbar: In kH ist die Linksmultiplikation mit u surjektiv. Also gilt
in H , dass uH + mH = H ist, nach dem Nakayama-Lemma ist also uH = H , also hat u ein
Rechtsinverses ur . Analog hat u aber auch ein Linksinverses ul . Dann gilt aber ul = ul · u · ur = ur .
Also ist e := ue′u−1 ein Idempotent inH mit ϕ(e) = e. 
II.6 Verbesserung von Idempotenten
Unter dem Stichwort
”
Verbesserung von Idempotenten“ verstehen wir den Vorgang, zu einem Idem-
potent, das nach einem Hebungsvorgang in einer Vervollsta¨ndigung gefunden wurde, nachtra¨glich
durch einen Approximationsvorgang ein
”
besseres“ zu finden, das auch eine Hebung ist, aber kei-
ne Vervollsta¨ndigung braucht. Dadurch kann an vielen Stellen auf die Vervollsta¨ndigung verzichtet
werden.
(6.1) Theorem (Idempotente-Verbesserungssatz, vgl. [Mu¨l95, 3.4.1] bzw. [CR81, Exercise 6.16])
Es sei (O, K ,G, ν,O) ein Bewertungssystem, H eine O-Ordnung und die Konstantenerweiterung
KH zerfalle u¨ber K . Die Vervollsta¨ndigung von O bezu¨glich ν sei mit Oˆ bezeichnet, Kˆ sei der
Quotientenko¨rper von Oˆ und ν sei auf Oˆ und Kˆ fortgesetzt (vergleiche Proposition II.(3.7)). Wie in
Theorem II.(2.3) definieren wir mit ν durch Wahl einer Basis in H eine additive Norm
∥∥ − ∥∥ auf
H (und den Konstantenerweiterungen). Zusa¨tzlich sei eˆ ∈ OˆH ein Idempotent und 0 6 g ∈ G ein
Element der Wertegruppe.
Dann gibt es ein Idempotent e ∈ H mit ∥∥e − eˆ∥∥ > g.
Beweis: Es gelten die Inklusionen Oˆ ⊆ Kˆ und K ⊆ Kˆ , so dass also Kˆ ein Erweiterungsko¨rper von
K ist (vergleiche Proposition II.(3.7)) und K in Kˆ bezu¨glich der ν-adischen Topologie dicht liegt.
Wir setzen Jˆ := rad(KˆH) und J := rad(KH). Weil K Zerfa¨llungsko¨rper von KH ist, folgt aus
[CR81, (7.9).(i)], dass Jˆ = Kˆ ⊗
K
J und KˆH/ Jˆ ∼= Kˆ ⊗
K
(KH/J ) ist.
Wir zeigen zuna¨chst die Existenz eines Idempotents e′ ∈ KH mit e′ KˆH ∼= eˆKˆH als KˆH -Rechts-
moduln.
Da KH endlich-dimensional ist, ist es als artinscher Ring semiperfekt und damit insbesondere semi-
lokal (d.h., dass KH/J halbeinfach und artinsch ist, siehe II.(5.5)), dasselbe gilt fu¨r KˆH . Deswegen
ist der KˆH/ Jˆ -Modul eˆKˆH/ rad(eˆKˆH) mit Lemma II.(5.3) isomorph zum Rechtsideal fˆ · (KˆH/ Jˆ )
fu¨r ein Idempotent fˆ ∈ KˆH/ Jˆ .
Aber K ist Zerfa¨llungsko¨rper fu¨r die Algebra KH/J . Also gibt es ein Idempotent f ′ ∈ KH/J mit
fˆ · (KˆH/ Jˆ ) ∼= f ′ · (KˆH/ Jˆ ) (siehe [CR62, (29.21)]). Da KH semiperfekt ist, la¨sst sich f ′ zu einem
Idempotent e′ ∈ KH heben. Nach Proposition II.(4.2) folgt, dass eˆKˆH ∼= e′ KˆH ist, und wir haben
e′ gefunden.
Dann ist aber auch (1−e′)KˆH ∼= (1− eˆ)KˆH , da KˆH endlich-dimensional ist (siehe Krull-Schmidt-
Azumaya [CR81, (6.12)] oder Theorem II.(5.9)). Daher gibt es nach [CR81, Exercise 6.14] eine Ein-
heit u ∈ KˆH mit eˆ = ue′u−1.
Wir approximieren nun u in KˆH so gut durch ein v ∈ KH , dass erstens v auch (in KH !) invertierbar
ist und zweitens v · e′ · v−1 ∈ KH immer noch so nah an eˆ liegt, dass es nicht nur in OˆH und damit
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in KH ∩ OˆH ⊆ H liegt, sondern auch noch die Behauptung des Theorems erfu¨llt. Dazu benutzen
wir die Eigenschaften von Topologien, die durch additive Normen definiert sind (siehe Proposition
II.(2.9)):
Sei 0 6 g ∈ G aus den Voraussetzungen gegeben. Zuna¨chst gibt es ein g1 ∈ G, so dass jedes v ∈ KˆH
mit
∥∥v − u∥∥ > g1 in KˆH invertierbar ist (siehe Proposition II.(2.9)). Weiter ist wegen der Stetigkeit
der Multiplikation und Inversion in KˆH die Abbildung v 7→ ve′v−1 stetig (siehe Proposition II.(2.9)).
Also gibt es ein g2 ∈ G, so dass fu¨r
∥∥u − v∥∥ > g2 auch ∥∥eˆ − ve′v−1∥∥ = ∥∥ue′u−1 − ve′v−1∥∥ > g ist.
Da KH in KˆH dicht liegt (siehe II.(3.12) und II.(3.7)), ko¨nnen wir nun ein v ∈ KH wa¨hlen, fu¨r das∥∥u− v∥∥ > max{g1, g2} ist. Dann ist v genau wie u invertierbar, zuna¨chst in KˆH , da aber daraus nach
Lemma II.(2.8) folgt, dass die Determinante von v in der regula¨ren Darstellung auf KˆH ungleich
Null ist, gilt dasselbe auch in KH und es folgt, dass v auch in KH invertierbar ist. Außerdem ist∥∥eˆ − ve′v−1∥∥ > g. Wir setzen e := ve′v−1.
Da v und e′ in KH liegen, gilt dies auch fu¨r e. Da aber g gro¨ßer oder gleich 0 ist, ist
∥∥eˆ − e∥∥ > 0,
also liegt nach Proposition II.(2.9) auch e in OˆH und damit inH . 
(6.2) Proposition (Semiperfekte Ordnungen u¨ber Bewertungsringen)
Es sei (O, K ,G, ν,O) ein Bewertungssystem, H eine O-Ordnung und die Konstantenerweiterung
KH zerfalle u¨ber K . Das maximale Ideal von O sei mit m = {x ∈ O ∣∣ ν(x) > 0} bezeichnet. Die
Vervollsta¨ndigung von O bezu¨glich ν sei mit Oˆ bezeichnet.
Fu¨r die Vervollsta¨ndigung Hˆ ∼= OˆH (vergleiche Proposition II.(3.12)) gelte, dass sich Idempotente
von OˆH/mˆOˆH nach OˆH heben lassen, wobei mˆ das maximale Ideal des Bewertungsrings Oˆ ist.
Dann ist H semiperfekt.
Bemerkung: Hier muss man explizit voraussetzen, dass sich Idempotente nach Vervollsta¨ndigung
heben lassen, da ν eine nicht-diskrete Bewertung sein kann. In diesem Fall kann man na¨mlich nicht
direkt Theorem II.(4.3) anwenden, da die Topologie in OˆH nicht durch ein Ideal in OˆH definiert ist.
Beweis: Es sei wie in Proposition II.(3.7) mit Kˆ der Quotientenko¨rper von Oˆ bezeichnet und ν auf Oˆ
und Kˆ fortgesetzt. Dann ist Oˆ der Bewertungsring in Kˆ zur fortgesetzten Bewertung ν (siehe wieder
Proposition II.(3.7)). Wie in Theorem II.(2.3) definieren wir mit ν durch Wahl einer Basis in H eine
additive Norm
∥∥ − ∥∥ auf H (und den Konstantenerweiterungen). Es ist mH = {h ∈ H ∣∣ ∥∥h∥∥ > 0}
und mˆOˆH = {h ∈ OˆH ∣∣ ∥∥h∥∥ > 0} (siehe Definition II.(2.6) mit T := {g ∈ G | g > 0} ∪ {∞}).
Wegen Proposition II.(5.10) bleibt zu zeigen, dass sich Idempotente vonH/mH nachH heben lassen.
Sei also f ein Idempotent in H/mH . Wir betrachten ein beliebiges Element f ∈ H , das u¨ber f
liegt. Es ist ein Idempotent
”
modulo mH“:
∥∥ f 2− f ∥∥ > 0. Fassen wir f als Element von OˆH auf, so
ko¨nnen wir nach Voraussetzung ein Idempotent eˆ ∈ Hˆ finden mit f − eˆ ∈ mˆOˆH , also ∥∥ f − eˆ∥∥ > 0.
Da K Zerfa¨llungsko¨rper fu¨r KH ist, ko¨nnen wir nun den Idempotente-Verbesserungssatz II.(6.1)
verwenden, um ein Idempotent e ∈ H mit ∥∥e − eˆ∥∥ > g zu finden fu¨r irgendein g > 0. Dann ist aber
wegen
∥∥e − eˆ∥∥ > 0 und ∥∥eˆ − f ∥∥ > 0 auch ∥∥e − f ∥∥ > 0, also e − f ∈ mH und e liegt u¨ber dem
urspru¨nglichen f . 
(6.3) Korollar (Ordnungen u¨ber diskreten Bewertungsringen sind semiperfekt)
Es sei (O, K ,Z, ν,O) ein Bewertungssystem, also ν eine diskrete Bewertung. Es sei H eine O-
Ordnung und K Zerfa¨llungsko¨rper fu¨r die Konstantenerweiterung KH . Dann istH semiperfekt.
Beweis: Das maximale Ideal von O sei mit m bezeichnet. Es sei Oˆ die Vervollsta¨ndigung von O
bezu¨glich der ν-adischen Topologie und mˆ die von m. Wir benutzen Proposition II.(6.2), es bleibt zu
zeigen, dass sich Idempotente von OˆH/mˆOˆH nach OˆH heben lassen.
Die Menge T := {t ∈ Z ∪ {∞} ∣∣ t > 0} ist archimedisch und mˆOˆH = I OˆHT wegen Proposition
II.(2.6), also folgt die Behauptung aus Proposition II.(4.5). 
Kapitel III
Der Polynomring u¨ber Z
Dieses Kapitel beginnt mit einem Abschnitt, in dem die Primideale im Polynomring u¨ber Z und im
Ring der Laurent-Polynome u¨ber Z klassifiziert werden. Danach wird unter gewissen Voraussetzung-
en fu¨r eine Primidealkette in einem Ring eine additive Bewertung konstruiert, die insofern angepasst
ist, als im zugeho¨rigen Bewertungsring ebenfalls eine Primidealkette existiert, die u¨ber der urspru¨ng-
lichen liegt. Dies ermo¨glicht, im Quotientenko¨rper eine entsprechende Kette von ineinander enthal-
tenen Bewertungsringen zu definieren. Als Letztes wird noch gezeigt, dass Ordnungen u¨ber diesen
Bewertungsringen semiperfekt sind.
All diese Konstruktionen werden bei der Umformulierung der James-Vermutung in Kapitel VII be-
nutzt.
III.1 Primideale von Z[v]
Im ganzen Abschnitt sei v eine Unbestimmte und Z[v] der Polynomring u¨ber dem Ring Z der ganzen
Zahlen. Zuna¨chst wollen wir uns einen ¨Uberblick u¨ber das Spektrum von Z[v] verschaffen.
(1.1) Definition (Inhalt von Polynomen u¨ber Q, vgl. [Jac74, 2.16])
Der Inhalt eines Polynoms aus Z[v] ist der (positive) gro¨ßte gemeinsame Teiler der Koeffizienten und
Polynome mit Inhalt 1 heißen primitiv. Wir definieren fu¨r ein Polynom p ∈ Q[v] seinen Inhalt als
dasjenige positive Element γ ∈ Q, fu¨r das p/γ ein primitives Polynom in Z[v] ist (vgl. [Jac74, 2.16,
Lemma 1]). Der Inhalt ist eindeutig bestimmt.
(1.2) Proposition (Primideale von Z[v])
Der Polynomring Z[v] hat die folgenden Primideale:
(i) Das Nullideal {0}.
(ii) Die Ideale qZ[v], wobei q ein in Z[v] irreduzibles Polynom mit Inhalt 1 ist.
(iii) Die Ideale `Z[v], wobei ` ∈ N eine Primzahl ist.
(iv) Die Ideale `Z[v] + pZ[v], wobei ` ∈ N eine Primzahl und p ein normiertes, in Z[v] irredu-
zibles Polynom ist, dessen Bild unter der kanonischen Abbildung Z[v] → F`[v] irreduzibel
ist.
Die Krull-Dimension von Z[v] ist 2, alle Primidealketten maximaler La¨nge sind entweder von der
Form {0} ( `Z[v] ( `Z[v] + pZ[v] fu¨r eine Primzahl ` ∈ N und ein Polynom p wie in (iv) oder
von der Form {0} ( qZ[v] ( `Z[v] + pZ[v] fu¨r ein Primideal qZ[v] wie in (ii) und ein Primideal
`Z[v] + pZ[v] wie in (iv).
Beweis: Die Primideale lassen sich zuna¨chst unterteilen nach der Charakteristik des Restklassenring-
es. Anders gesagt, man kann den Schnitt mit dem Teilring Z betrachten: Sei p G Z[v] ein Primideal.
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Dann ist der Schnitt p∩Z ein Primideal in Z, also entweder das Nullideal oder ein Ideal, das von einer
rationalen Primzahl ` erzeugt wird.
Wir betrachten zuna¨chst den Fall, dass der Restklassenring Charakteristik 0 hat, dass also p∩Z = {0}
ist. Dann ko¨nnen wir na¨mlich die Lokalisierung des Ringes Z[v] an der multiplikativ abgeschlossenen
Teilmenge S := Z \ {0} betrachten, diese ist isomorph zuQ[v], dem Polynomring u¨ber den rationalen
Zahlen. Wir ko¨nnen nun alle Primideale von Z[v], die S nicht schneiden, bestimmen, indem wir die
Primideale von Q[v] bestimmen und
”
zuru¨ckschneiden“ (siehe z.B. [AM69, Proposition 3.11]).
Da aber Q[v] als Polynomring in einer Unbestimmten u¨ber einem Ko¨rper ein Hauptidealring ist, wird
jedes Primideal von einem irreduziblem Polynom q ∈ Q[v] erzeugt. Wir ko¨nnen ohne Beschra¨nkung
der Allgemeinheit annehmen, dass q Koeffizienten in Z hat und Inhalt 1. Fu¨r ein beliebiges Element
g ∈ Z[v] ∩ qQ[v], also beispielsweise g = qh mit h ∈ Q[v], ist dann nach dem Gaußschen Lemma
(siehe z.B. [Jac74, 2.16, Lemma 2]) der Inhalt von g gleich dem Inhalt von h, also ist h auch in Z[v]
und der Schnitt von p mit Z[v] ist das Hauptideal qZ[v].
Ebenfalls mit dem Gaußschen Lemma folgt, dass jedes in Z[v] irreduzible Polynom auch in Q[v]
irreduzibel ist, also sind alle in (ii) aufgefu¨hrten Ideale Primideale von Z[v]. Damit ist bewiesen, dass
in (i) und (ii) sa¨mtliche Primideale von Z[v] aufgefu¨hrt sind, deren Restklassenring Charakteristik 0
hat.
Wir betrachten nun den Fall, dass der Restklassenring Charakteristik ` hat, wobei ` ∈ N eine Primzahl
ist. Der kanonische Epimorphismus ϕ : Z → F` la¨sst sich koeffizientenweise auf den Polynomring
fortsetzen: ϕ : Z[v] → F`[v]. Der Kern von ϕ besteht aus den Polynomen, deren sa¨mtliche Koef-
fizienten durch ` teilbar sind, ist also gleich dem Hauptideal, das von ` erzeugt wird. Nach [AM69,
Kapitel I] stehen die Primideale von Z[v], die `Z[v] enthalten, in 1-1-Korrespondenz zu denjenigen
von F`[v].
Jedes Primideal außer dem Nullideal im Hauptidealring F`[v] la¨sst sich von einem irreduziblen Po-
lynom p¯ erzeugen, das wir ohne Einschra¨nkung normiert wa¨hlen ko¨nnen. Das Urbild eines solchen
Ideals p¯F`[v] unter dem kanonischen Epimorphismus besteht dann aus allen Polynomen g ∈ Z[v],
deren Reduktion modulo ` gleich einem Vielfachen von p¯ ist. Anders ausgedru¨ckt bedeutet das, dass
ϕ−1( p¯F`[v]) = `Z[v] + pZ[v] ist, wobei p ein beliebiges Urbild von p¯ ist. Dieses Urbild ko¨nnen
wir ohne Einschra¨nkung normiert und von gleichem Grad wie p¯ wa¨hlen. Ein normiertes Polynom
p ∈ Z[v], dessen Reduktion modulo ` irreduzibel ist, muss aber selbst irreduzibel u¨ber Z sein.
Damit ist bewiesen, dass in (iii) und (iv) alle Primideale von Z[v] aufgefu¨hrt sind, deren Restklassen-
ring positive Charakteristik hat.
Die Bemerkungen u¨ber die Krull-Dimension und Primidealketten folgen sofort aus der Klassifikation
der Primideale. 
(1.3) Korollar (Primideale von Z[v, v−1])
Der Ring Z[v, v−1] der Laurent-Polynome u¨ber den ganzen Zahlen hat die folgenden Primideale:
(i) Das Nullideal {0}.
(ii) Die Ideale qZ[v, v−1], wobei q ein in Z[v] irreduzibles Polynom ungleich ±v mit Inhalt 1 ist.
(iii) Die Ideale `Z[v, v−1], wobei ` ∈ N eine Primzahl ist.
(iv) Die Ideale `Z[v, v−1] + pZ[v, v−1], wobei ` ∈ N eine Primzahl und p ein normiertes, in
Z[v] irreduzibles Polynom ist, dessen Bild unter der kanonischen Abbildung Z[v] → F`[v]
in F`[v] irreduzibel und ungleich v ist.
Beweis: Der Laurent-Polynomring Z[v, v−1] ist die Lokalisierung des Polynomrings Z[v] an der mul-
tiplikativ abgeschlossenen Teilmenge S := {vk ∣∣ k ∈ N \ {0}}. Wir mu¨ssen also nur zeigen, dass die
einzigen Primideale von Z[v], die nicht-leeren Schnitt mit S haben, vZ[v] und `Z[v]+vZ[v] fu¨r eine
beliebige Primzahl ` ∈ N sind.
Ist qZ[v] ein Ideal aus (ii) in Proposition III.(1.2), also q ein in Z[v] irreduzibles Polynom mit Inhalt
1, so ist nur dann eine Potenz von vk in qZ[v], wenn q selbst ein Teiler von vk ist. Das kommt — da
q irreduzibel ist — nur in den Fa¨llen q = ±v vor, die explizit ausgeschlossen sind.
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Ist p := `Z[v] + pZ[v] ein Ideal aus (iv) in Proposition III.(1.2), so ist p ein normiertes, in Z[v]
irreduzibles Polynom, dessen Bild unter der kanonischen Abbildung ϕ : Z[v] → F`[v] irreduzibel in
F`[v] ist. Dieses Ideal p entha¨lt genau dann eine Potenz von v, wenn sein Bild ϕ(p) eine Potenz von
v entha¨lt. Dies ist aber wie oben nur dann der Fall, wenn ϕ(p) selbst eine Potenz von v ist. Weil ϕ(p)
irreduzibel und normiert ist, trifft dies aber nur fu¨r den Fall zu, der explizit ausgeschlossen ist. 
III.2 Primidealketten und nicht-diskrete Bewertungen
Das folgende Lemma wird nur fu¨r den Beweis des darauffolgenden Theorems gebraucht.
(2.1) Lemma (Existenz diskreter Bewertungen)
Es sei R ein noetherscher Integrita¨tsbereich, K = Quot(R) sein Quotientenko¨rper und p G R ein
Primideal der Ho¨he 1. Zusa¨tzlich sei entweder vorausgesetzt, dass
(a) p = piR ein Hauptideal ist, oder, dass
(b) der Ring R ganz-abgeschlossen in K ist.
Dann ist die Lokalisierung Rp ein diskreter Bewertungsring und es gibt eine eindeutig bestimmte, ad-
ditive, diskrete Bewertung νp : K → Z∪{∞}mit Wertegruppe Z, so dass Rp =
{
x ∈ K ∣∣ νp(x) > 0}
ist. Es gilt νp(x) > 0 fu¨r alle x ∈ R und p =
{
x ∈ R ∣∣ νp(x) > 0}.
Im Fall (a) ist νp(pi) = 1 und es gilt fu¨r alle x ∈ R mit νp(x) = n > 0, dass x ∈ pn ist und
pi−n · x ∈ R \ p ist.
Beweis: Die Lokalisierung Rp ist wie R ein noetherscher Integrita¨tsbereich (vgl. [Mat86, 4.1]) und
außerdem lokal. Da p in R die Ho¨he 1 hat, ist Rp eindimensional. Unter der Voraussetzung (a) ist das
maximale Ideal pRp von Rp genau wie p vom Element pi ∈ R erzeugt. Damit sind die Voraussetz-
ungen von [Mat86, 11.2.(3)] erfu¨llt. Unter der Voraussetzung (b) folgt mit [Mat86, §9, Example 3],
dass Rp ebenfalls ganz-abgeschlossen in K ist, so dass die Voraussetzungen von [Mat86, 11.2.(4)]
erfu¨llt sind (man beachte, dass in diesem Fall die Definition von
”
normal“ bei Matsumura mit
”
ganz-
abgeschlossen“ u¨bereinstimmt). In beiden Fa¨llen folgt mit [Mat86, 11.2], dass Rp ein diskreter Be-
wertungsring ist.
Wie in [Mat86, §10] erkla¨rt, entspricht dem diskreten Bewertungsring Rp eine additive Bewertung
νp : K → Z ∪ {∞} mit Wertegruppe Z (d.h. νp ist surjektiv). Unter allen a¨quivalenten Bewertungen
mit Bewertungsring Rp wird νp durch diese Voraussetzung eindeutig bestimmt.
Wegen R ⊆ Rp folgt νp(x) > 0 fu¨r alle x ∈ R. Da Rp die Lokalisierung von R bei p ist, gilt
p = R ∩ pRp, so dass also p =
{
x ∈ R ∣∣ νp(x) > 0} ist.
Im Fall (a) ist — wie oben erwa¨hnt — das maximale Ideal pRp von Rp gleich piRp. Da ν surjektiv
ist, gibt es ein x ∈ K mit ν(x) = 1 und dieses x ist nicht nur im Bewertungsring Rp, sondern auch in
dessen maximalem Ideal pRp. Da dieses aber — wie oben erwa¨hnt — vom Element pi erzeugt wird,
folgt sofort, dass im Fall (a) das Element pi den Wert 1 hat.
Es bleibt zu zeigen, dass fu¨r alle x ∈ R mit νp(x) = n > 0 gilt, dass x ∈ pn liegt und pi−n · x ∈ R \ p
ist.
Sei also x ∈ R und νp(x) = n > 0 fu¨r ein n ∈ N. Dann ist x von der Form pin · y mit einem y ∈ Rp.
Das Element y ist von der Form a/b mit a ∈ R und b ∈ R \p. Also ist x ·b = pina. Da p ein Primideal
von R ist, folgt, dass x ∈ p = piR ist. Also ist pi−1 · x ∈ R und wir erhalten (pi−1 · x) · b = pin−1 · a,
welches wieder eine Gleichung in R ist. Induktiv zeigt man so, dass x in R durch pin teilbar ist, also
im Ideal pin R liegt. Wa¨re x ∈ pin+1 R = pn+1, dann wa¨re νp(x) > n. Also ist pi−n · x /∈ piR. 
Bemerkung: Es gilt pin R = {x ∈ R ∣∣ νp(x) > n} fu¨r n ∈ N. Daraus folgt sofort, dass im Fall (a)
die Gleichung pin R = R ∩ pin Rp gilt. Die Inklusion
”
⊆“ ist klar und die Inklusion
”
⊇“ wurde oben
gezeigt.
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(2.2) Theorem (Bewertung, die an eine Primidealkette angepasst ist)
Es sei A ein noetherscher Integrita¨tsbereich, der ganz-abgeschlossen in seinem Quotientenko¨rper K
ist und 0 = p0 ( p1 ( p2 ( · · · ( pk ( A eine aufsteigende Kette von Primidealen von A, so dass
pi fu¨r 1 6 i 6 k von der Ho¨he i ist. Zusa¨tzlich sei fu¨r 1 6 i < k das Ho¨he-1-Primideal pi/pi−1 in
A/pi−1 ein Hauptideal und A/pk−1 ganz-abgeschlossen in Quot(A/pk−1).
Dann gibt es eine additive Bewertung ν : A→ Zk ∪ {∞}, so dass fu¨r 1 6 i 6 k gilt:
pi =
{
x ∈ A ∣∣ ν(x) > 0 und eine der ersten i Komponenten von ν(x) ist ungleich 0} . (III.1)
Eine Mo¨glichkeit fu¨r ν wird im Beweis explizit konstruiert.
Bemerkungen:
• Die abelsche Gruppe (Zk,+) sei lexikographisch geordnet, so dass also fu¨r a, b ∈ Zk genau
dann a < b gilt, wenn die erste nicht-verschwindende Komponente von b − a positiv ist.
Zusa¨tzlich sei a <∞ fu¨r alle a ∈ Zk .
• Durch die Projektion Zk  Zi auf die ersten i Komponenten erha¨lt man fu¨r 1 6 i 6 k − 1
jeweils eine additive Bewertung νi : A→ Zi ∪ {∞}, so dass pi =
{
x ∈ A ∣∣ νi (x) > 0} ist.
Beweis: Wir bezeichnen fu¨r 1 6 i 6 k den Quotienten A/pi−1 mit Ai und das Ho¨he-1-Primideal
pi/pi−1 in Ai mit qi . Es ist also Ai+1 ∼= Ai/qi fu¨r 1 6 i < k. Nach Voraussetzung sind die qi fu¨r
1 6 i < k Hauptideale, sie seien jeweils vom Element pii ∈ Ai erzeugt.
Natu¨rlich setzen wir ν(0) := ∞. Ansonsten erfolgt die Definition von ν induktiv, wobei wir in jedem
der Schritte 1 bis k einmal Lemma III.(2.1) anwenden:
Es sei 0 6= x1 ∈ A = A1 gegeben (der Index 1 steht hier aus systematischen Gru¨nden).
Fu¨r die erste Komponente von ν wenden wir das Lemma auf R := A = A1 und das Primideal
p := p1 = q1 an. Die Lokalisierung von A1 bei q1 ist also ein diskreter Bewertungsring, die zugeho¨rige
Bewertung νq1 aus dem Lemma ergibt die erste Komponente von ν. Wir setzen also ν(x1)1 := νq1(x1).
Da wir im Fall (a) des Lemmas sind, folgt, dass wir pi1 abdividieren ko¨nnen, es ist also
pi
−νq1 (x1)
1 · x1 ∈ A1 \ q1.
Wir betrachten dieses Element nun modulo q1, also in A2, und setzen
0 6= x2 := pi−νq1 (x1)1 · x1 + q1 ∈ A1/q1 ∼= A2.
Fu¨r die i-te Komponente von ν (2 6 i < k) wenden wir das Lemma auf R := Ai und das Primideal
p := qi an. Die Lokalisierung von Ai bei qi ist also ein diskreter Bewertungsring, die zugeho¨rige
Bewertung νqi aus dem Lemma ergibt die i-te Komponente von ν. Wir setzen also ν(x1)i := νqi (xi ).
Da wir im Fall (a) des Lemmas sind, folgt, dass wir pii abdividieren ko¨nnen, es ist also
pi
−νqi (xi )
i · xi ∈ Ai \ qi .
Wir betrachten dieses Element nun modulo qi , also in Ai+1, und setzen
0 6= xi+1 := pi−νqi (xi )i · xi + qi ∈ Ai/qi ∼= Ai+1.
Fu¨r die k-te Komponente von ν wenden wir das Lemma auf R := Ak und das Primideal p := qk
an. Hier sind wir im Fall (b) des Lemmas. Die Lokalisierung von Ak bei qk ist also ein diskreter
Bewertungsring, die zugeho¨rige Bewertung νqk aus dem Lemma ergibt die k-te Komponente von ν.
Wir setzen also
ν(x1)k := νqk (xk).
Da aber die Induktion hier endet, ist auch kein weiteres Abdividieren erforderlich.
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Die Wohldefiniertheit dieser Konstruktion ist klar. Sie ha¨ngt allerdings von der Wahl der Hauptideal-
erzeuger pii fu¨r 1 6 i < k ab. Als na¨chstes wird gezeigt, dass ν eine additive Bewertung ist.
Nach Definition ist ν(x1) = ∞ genau dann, wenn x1 = 0 ist, fu¨r x1 6= 0 ist in der Induktion gewa¨hr-
leistet, dass alle Zwischenergebnisse xi ungleich 0 sind.
Die anderen Eigenschaften einer additiven Bewertung kommen aus der Konstruktion und den Eigen-
schaften der verwendeten diskreten Bewertungen. Es seien also 0 6= x1, y1 ∈ A gegeben, wir setzen
z1 := x1 · y1 und argumentieren wieder induktiv:
Fu¨r die erste Komponente von ν folgt ν(z1)1 = ν(x1)1 + ν(y1)1 direkt aus den Eigenschaften der
diskreten Bewertung νq1 . Es wird nun fu¨r x2, y2 und z2 aus x1, y1 bzw. z1 die Zahl pi1 so oft wie
mo¨glich abdividiert. Da aber ν(z1)1 = ν(x1)1 + ν(y1)1 ist, gilt
z2 = pi−νq1 (z1)1 · z1 + q1 = (pi
−νq1 (x1)
1 · x1 + q1) · (pi
−νq1 (y1)
1 · y1 + q1) = x2 · y2 ∈ A1/q1 ∼= A2.
Es sei nun bereits ν(z1)j = ν(x1)j + ν(y1)j fu¨r 1 6 j 6 i − 1 und zi = xi · yi bewiesen. Fu¨r die i-te
Komponente von ν folgt nun ν(z1)i = ν(x1)i + ν(y1)i direkt aus der entsprechenden Eigenschaft von
νqi , da ν(z1)i = νqi (zi ) und ν(x1)i = νqi (xi ) und ν(y1)i = νqi (yi ) ist. Fu¨r i < k wird nun wieder aus
xi , yi und zi in Ai die Zahl pii so oft wie mo¨glich abdividiert, wieder gilt aber
zi+1 = pi−νqi (zi )i · zi + qi = (pi−νqi (xi )i · xi + qi ) · (pi−νqi (yi )i · yi + qi ) = xi+1 · yi+1 ∈ Ai/qi ∼= Ai+1.
Damit ist ν(z1) = ν(x1 · y1) = ν(x1)+ ν(y1) fu¨r beliebige 0 6= x1, y1 ∈ A gezeigt.
Es sei nun fu¨r den Nachweis der Minimumsungleichung s1 := x1+y1. Wir ko¨nnen ohne Beschra¨nkung
der Allgemeinheit ν(x1) 6 ν(y1) annehmen und unterscheiden die beiden Fa¨lle ν(x1) = ν(y1) und
ν(x1) < ν(y1).
Ist ν(x1) = ν(y1), so werden zur Konstruktion der xi und yi fu¨r 2 6 i 6 k jeweils dieselben Potenzen
von pii abdividiert und es gilt νqi (xi ) = νqi (yi ) fu¨r 1 6 i 6 k. Wir betrachten nun die Konstruktion
von ν(s1). In der ersten Komponente kann entweder ν(s1)1 > ν(x1)1 sein, woraus wegen der lexi-
kographischen Ordnung sofort ν(s1) > ν(x1) folgt, oder es kann ν(s1)1 = ν(x1)1 sein. In diesem
Fall wird aber zur Konstruktion von s2 dieselbe Potenz von pi1 von s1 abdividiert wie bei x1 und y1.
Also ist s2 = x2 + y2. Betrachten wir nun die weiteren Komponenten, so folgt, dass jeweils entweder
ν(s1)i > ν(x1)i und damit ν(s1) > ν(x1) gilt und weitere Komponenten uninteressant sind, oder dass
ν(s1)i = ν(x1)i ist und damit auch si+1 = xi+1 + yi+1 ist.
Ist ν(x1) < ν(y1), so gibt es eine kleinste Komponente i , in der ν(x1)i < ν(y1)i ist. Bis vor dieser
Komponente greift die Argumentation aus dem letzten Absatz. Ist fu¨r 1 6 j < i noch ν(s1)j = ν(x1)j ,
dann folgt daraus si = xi + yi . Nun folgt aber aus ν(x1)i < ν(y1)i und Lemma II.(1.6).(iii), dass
ν(s1)i = ν(x1)i ist. Dann ist aber (wenn i < k ist)
si+1 = pi−νqi (si )i · si + qi = (pi−νqi (xi )i · xi + pi−νqi (xi )i · yi )+ qi = xi+1 ∈ Ai/qi ∼= Ai+1,
weil pi−νqi (xi )i · yi ∈ qi ist. Also ist si+1 = xi+1 und damit auch ν(s1) = ν(x1).
Damit ist gezeigt, dass ν eine Bewertung ist.
Es bleibt, den Zusammenhang von ν mit der Primidealkette in Gleichung III.1 zu zeigen. Nach Kon-
struktion liegt ein x1 ∈ A genau dann in p1 = q1, wenn ν(x1)1 > 0 ist. Damit ist Gleichung III.1 fu¨r
i = 1 bewiesen, also
p1 =
{
x1 ∈ A
∣∣ ν(x1) > 0 und die erste Komponente von ν(x1) ist ungleich 0} .
Fu¨r i > 1 argumentieren wir wieder induktiv: Es sei 1 < j 6 k und Gleichung III.1 bereits bis
1 6 i < j bewiesen. Fu¨r x1 ∈ pj−1 ( pj ist dann bereits bewiesen, dass ν(x1) > 0 ist und mindestens
eine der Komponenten vor der j-ten ungleich 0 ist. Fu¨r x1 /∈ pj−1 ist dann aber ebenfalls bereits
bewiesen, dass die ersten j − 1 Komponenten alle gleich 0 sind. Also ist in der obigen Konstruktion
x j = x1 + pj−1 ∈ Aj = A/pj−1. Dann ist aber die j-te Komponente nach Definition genau dann
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gro¨ßer als 0, wenn x j ∈ qj = pj/pj−1 ist, was a¨quivalent zu x1 ∈ pj ist. Also ist Gleichung III.1 fu¨r
i = j und damit auch induktiv fu¨r alle i 6 k bewiesen. 
Es folgt nun ein Beispiel zur Anwendung dieses Theorems auf den Polynomring Z[v]:
(2.3) Korollar (Zweistufige Bewertungen auf Z[v, v−1])
Es sei ` ∈ N eine Primzahl und v eine Unbestimmte. Weiter sei p = `Z[v, v−1] + pZ[v, v−1]
das von p und ` erzeugte Ho¨he-2-Primideal von Z[v, v−1], wobei p ein normiertes, irreduzibles
Polynom aus Z[v] ist, dessen Bild unter der kanonischen Abbildung Z[v]  F`[v] irreduzibel in
F`[v] und ungleich v ist. Außerdem sei q ∈ Z[v] ein irreduzibles Polynom ungleich ±v mit Inhalt
1, das in p enthalten ist. Wir bezeichnen das von q erzeugte Ho¨he-1-Primideal mit q, wir haben
also die Primidealkette 0 ( q ( p in Z[v, v−1]. Es sei Z[v, v−1]/q ganz-abgeschlossen in seinem
Quotientenko¨rper.
Dann gibt es eine nicht-diskrete Bewertung ν : Z[v, v−1] → Z × Z ∪ {∞} (mit lexikographischer
Ordnung auf Z× Z), so dass
q = {h ∈ Z[v, v−1] ∣∣ ν(h) > (1, 0)} , p = {h ∈ Z[v, v−1] ∣∣ ν(h) > (0, 0)} und ν(q) = (1, 0)
gelten und es ein x ∈ p mit ν(x) = (0, 1) gibt. Ist ∞ 6= ν(h) = (ν(h)1, ν(h)2), dann lassen sich die
beiden Komponenten ν(h) zum Beispiel durch folgende Eigenschaften bestimmen:
h ∈ qν(h)1 \ qν(h)1+1 ⊆ Z[v, v−1] und ν(h)2 = νp/q
(
q−ν(h)1 · h + q) , (III.2)
wobei νp/q die diskrete Bewertung zum diskreten Bewertungsring (Z[v, v−1]/q)p/q mit Wertegruppe
Z ist.
Beweis: Wir wenden Theorem III.(2.2) auf A := Z[v, v−1] und die Primidealkette 0 ( q ( p an.
Die Ho¨hen der Ideale stimmen, das erste Primideal q ist ein Hauptideal und Z[v, v−1]/q ist nach
Voraussetzung ganz-abgeschlossen in Quot(Z[v, v−1]/q).
Die Konstruktion im Theorem ist genau durch die in Gleichung III.2 angegebenen Eigenschaften be-
schrieben: Fu¨r die erste Komponente von ν(h) wird geza¨hlt, wie oft q in h aufgeht und fu¨r die zweite
Komponente von ν(h) wird — nach Abdividieren von q — im Quotienten Z[v, v−1]/q die Bewertung
zum diskreten Bewertungsring (Z[v, v−1]/q)p/q genommen. Die in Korollar III.(2.3) angegebene Ver-
bindung zu q bzw. zu p ergibt sich aus dem Theorem, da ν nach Konstruktion auf Z[v, v−1] nur Werte
in (N ∪ {0})× (N ∪ {0}) annimmt.
Die Gleichung ν(q) = (1, 0) ergibt sich aus der Konstruktion (und natu¨rlich der Wahl der diskreten
Bewertung im Lemma) und die Existenz eines Elements x ∈ p mit ν(x) = (0, 1) kommt von der Wahl
der diskreten Bewertung im Quotienten Z[v, v−1]/q im Lemma. 
Insbesondere la¨sst sich vorstehendes Korollar auf den Fall anwenden, dass ` eine rationale Primzahl
und q = ϕe das e-te Kreisteilungspolynom fu¨r ein e > 1 ist:
(2.4) Korollar (Anwendung auf Kreisteilungspolynome)
Es sei ` ∈ N eine Primzahl, v eine Unbestimmte, 1 < e ∈ N und ϕe das e-te Kreisteilungspolynom im
Polynomring Z[v]. Weiter sei q := ϕeZ[v, v−1] das von ϕe in Z[v, v−1] erzeugte Ho¨he-1-Primideal.
Es sei ψ : Z[v]  F`[v] die kanonische Abbildung, p¯ ∈ F`[v] ein normierter, irreduzibler Faktor
von ψ(ϕe) in F`[v] und p ∈ Z[v] ein normiertes ψ-Urbild von p¯. Dann ist p¯ 6= v, da ϕe in Z[v] ein
Teiler von ve − 1 ist und damit auch p¯ in F`[v] ein Teiler von ve − 1 ist.
Das Primideal `Z[v, v−1] + pZ[v, v−1] sei mit p bezeichnet, es ist von der Ho¨he 2 entha¨lt q. Wir
haben also die Primidealkette
0 ( q = ϕeZ[v, v−1] ( p = `Z[v, v−1] + pZ[v, v−1].
Der Quotient Z[v, v−1]/q ist isomorph zum Ganzheitsring Z[ζe] des Kreisteilungsko¨rpers Q(ζe),
wobei ζe eine primitive e-te Einheitswurzel ist. Also ist Z[v, v−1]/q ganz-abgeschlossen in seinem
Quotientenko¨rper.
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Damit ist Korollar III.(2.3) anwendbar. Es gelten die dortigen Ausfu¨hrungen. Insbesondere la¨sst sich
die dort konstruierte Bewertung ν : Z[v, v−1] → Z×Z∪{∞}wie folgt beschreiben: Fu¨r h ∈ Z[v, v−1]
gibt ν(h)1 ∈ N∪{0} an, wie oft h durch ϕe teilbar ist. Die zweite Komponente ν(h)2 von ν(h) ist dann
der Wert von ϕ−ν(h)1e · h + ϕeZ[v, v−1] ∈ Z[v, v−1]/ϕeZ[v, v−1] ∼= Z[ζe] in der diskreten Bewertung
mit Wertegruppe Z, die zum Primideal p/q G Z[v, v−1]/ϕeZ[v, v−1] geho¨rt.
Beweis: Siehe Beweis zu III.(2.3). 
Der Restklassenko¨rper des Bewertungsrings zur so konstruierten Bewertung la¨sst sich bestimmen:
(2.5) Proposition (Isomorphie von Restklassenko¨rpern)
Es gelten dieselben Voraussetzungen wie in Korollar III.(2.4).
Dann sind der Restklassenko¨rper k1 des Bewertungsrings O zur Bewertung ν in Q(v), der Restklas-
senko¨rper k2 der Lokalisierung Z[v, v−1]p beim Ho¨he-2-Primideal p und der Restklassenko¨rper k3 des
diskreten Bewertungsrings (Z[v, v−1]/q)p/q isomorph.
Beweis: Es sei O der Bewertungsring zur Bewertung ν, also O := {x ∈ Q(v) ∣∣ ν(x) > (0, 0)} und
m := {x ∈ Q(v) ∣∣ ν(x) > (0, 0)} sein maximales Ideal.
Da die erste Komponente von ν die (diskrete) Bewertung ist, die in Z[v, v−1] Teilbarkeit durch ϕe
misst (bzw. im Sinne von Lemma III.(2.1) zum Primideal q geho¨rt), ist O′ := {x ∈ Q(v) ∣∣ ν(x)1 > 0}
ein diskreter Bewertungsring, dessen maximales Ideal gleich m′ := {x ∈ Q(v) ∣∣ ν(x)1 > 0} ist. Es
gilt m′ ( m ( O ( O′, alle Inklusionen sind echt.
Der Ring O′ ist gleich der Lokalisierung Z[v, v−1]q von Z[v, v−1] beim Primideal q = ϕeZ[v, v−1]
(siehe Lemma III.(2.1)). Also ist m′ = qq und wegen Z[v, v−1]/q ∼= Z[ζe] istQ(ζe) = Quot(Z[ζe]) ∼=
Quot(Z[v, v−1]/q) ∼= (Z[v, v−1]q)/(qq) = O′/m′ (Lokalisierung vertauscht mit Quotientenbildung,
siehe [Mat86, 4.2]).
Nun ko¨nnen wir aber [Mat86, 10.1] anwenden. Danach ist m′ ein Primideal von O und O/m′ ein
Bewertungsring im Ko¨rper O′/m′ mit maximalem Ideal m/m′. Da aber O′/m′ ∼= Q(ζe) ist, ist O/m′
darin gerade der diskrete Bewertungsring, der durch die zweite Komponente von ν gegeben ist. Also
ist (O/m′)/(m/m′) ∼= O/m = k1 isomorph zu k3.
Andererseits ist k2 = Z[v, v−1]p/pp ∼= Z[v, v−1]/p ∼= (Z[v, v−1]/q)/(p/q) = k3, wieder mit [Mat86,
4.2]. Damit sind alle Behauptungen bewiesen. 
Fu¨r gewisse Werte von ` und e la¨sst sich noch mehr u¨ber den Restklassenko¨rper des Bewertungsrings
zur Bewertung ν sagen:
(2.6) Proposition (Restklassenko¨rper ist F`)
Es gelten dieselben Voraussetzungen wie in Korollar III.(2.4). Gilt zusa¨tzlich, dass ` ≡ 1 mod e oder
e = ` ist, dann ist der Restklassenko¨rper des Bewertungsrings O zur Bewertung ν aus Korollar
III.(2.4) isomorph zu F`.
Bemerkung: Diese Situation wird spa¨ter bei einer Umformulierung der James-Vermutung auftreten.
Beweis: Wir betrachten den Ganzheitsring Z[ζe] ∼= Z[v, v−1]/q des Kreisteilungsko¨rpers Q(ζe) ∼=
Z[v, v−1]q/qq. Wegen Proposition III.(2.5) ko¨nnen wir so den Isomorphietyp des Restklassenko¨rpers
des Bewertungsrings zur Bewertung ν bestimmen.
Aus ` ≡ 1 mod e folgt zuna¨chst, dass e ein Teiler von ` − 1 ist, dass also im endlichen Ko¨rper
F` primitive e-te Einheitswurzeln existieren. Zusa¨tzlich bedeutet dies nach [CR81, (4.34)+Beweis],
dass ϕe modulo ` in paarweise verschiedene Linearfaktoren zerfa¨llt, dass das Hauptideal `Z[ζe] ein
Produkt aus paarweise verschiedenen Primidealen ist und dass deren Restklassenko¨rper (da Z[ζe] ein
Dedekindring ist, sind alle Primideale maximal) isomorph zu F` sind. Insbesondere ist also das p¯
aus III.(2.4) gleich v − q fu¨r eine primitive e-te Einheitswurzel q ∈ F` ist und das p aus III.(2.4)
von der Form v − a, wobei a ∈ Z Urbild von q unter der kanonischen Abbildung Z  F` ist. Also
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wird das Ideal p = `Z[v, v−1] + (v − a)Z[v, v−1] unter der kanonischen Abbildung Z[v, v−1] 
Z[v, v−1]/q ∼= Z[ζe] auf das Ideal p¯ = `Z[ζe] + (ζe − a)Z[ζe] abgebildet.
Im anderen Fall folgt aus e = ` mittels [CR81, (4.38)], dass die Reduktion von ϕe modulo ` gleich
(v − 1¯)e−1 ∈ F`[v] ist, dass das p aus III.(2.4) ohne Beschra¨nkung der Allgemeinheit gleich v − 1
ist, dass das Bild p¯ von p unter der kanonischen Abbildung Z[v, v−1]  Z[v, v−1]/q ∼= Z[ζe] gleich
(ζe − 1)Z[ζe] ist und dass der zu p¯ diskrete Bewertungsring Z[ζe]p¯ von Z[ζe] den Restklassenko¨rper
F` hat.
Also ist in beiden Fa¨llen der Restklassenko¨rper des diskreten Bewertungsrings (Z[v, v−1]/q)p/q iso-
morph zu F`. Dies gilt nach Proposition III.(2.5) dann auch fu¨r den Restklassenko¨rper von O. 
III.3 Semiperfekte Ordnungen u¨ber Bewertungsringen in Q(v)
Semiperfektheit bedeutet im Wesentlichen (siehe II.(5.10)), dass man Idempotente heben kann. Fu¨r
Ordnungen u¨ber vollsta¨ndigen, diskreten Bewertungsringen ist dies ein klassisches Resultat. Dass man
im Fall von diskreten Bewertungsringen ohne Vervollsta¨ndigung auskommt, steht bereits in [CR81,
Example 6.16] und [Mu¨l95, 3.4.1]. Neu an den Ergebnissen in diesem Abschnitt ist, dass Ordnungen
u¨ber gewissen nicht-diskreten Bewertungsringen semiperfekt sind.
(3.1) Voraussetzungen
Es sei (O, K ,Z × G, ν,O) ein Bewertungssystem (siehe II.(1.8)), wobei Z × G lexikographisch
geordnet sei. Es sei p := {x ∈ K ∣∣ ν(x) > (0, 0)} das maximale Ideal des Bewertungsrings O.
(3.2) Folgerungen/Bezeichnungen
Es gelten die Voraussetzungen aus III.(3.1). Wir bezeichnen die beiden Komponenten der Bewertung
ν mit ν1 : K → Z ∪ {∞} bzw. ν2 : K → G ∪ {∞}, so dass also ν(x) = (ν1(x), ν2(x)) ist fu¨r x 6= 0
und ν1(0) = ∞ = ν2(0). Dann ist ν1 eine diskrete Bewertung auf K . Es sei O′ der Bewertungsring
zu ν1, so dass also O ( O′ ( K gilt. Das maximale Ideal von O′ ist gleich q :=
{
x ∈ K ∣∣ ν1(x) > 0},
es ist ein Primideal in O mit q ( p. Laut [Mat86, 10.1] ist dann O′ gleich der Lokalisierung Oq von
O beim Primideal q und R := O/q ist ein Bewertungsring in seinem Quotientenko¨rper
Quot(O/q) ∼= Oq/qq = O′/qq = O′/q
(das letzte Gleichheitszeichen gilt, da q das maximale Ideal von O′ ist).
Weil ν1 auf den Nebenklassen x + q ⊆ O′ \ q konstant gleich 0 ist, induziert ν2 auf O′/q eine
additive Bewertung, die wir ebenfalls mit ν2 bezeichnen. Es gilt ν2(r) > 0 fu¨r alle r ∈ R. Da
andererseits ν2(x) < 0 fu¨r alle x ∈ O′ \ O gilt, ist R gleich dem Bewertungsring zur Bewertung ν2
auf Quot(R) ∼= O′/q. Das maximale Ideal von R ist deswegen gleich p := p/q.
(3.3) Theorem (Ordnung u¨ber Bewertungsring ist semiperfekt)
Es gelten die Voraussetzungen aus III.(3.1) und die Folgerungen und Bezeichnungen aus III.(3.2).
Weiter sei H eine O-Ordnung, so dass K Zerfa¨llungsko¨rper fu¨r die Konstantenerweiterung KH ist
und RH semiperfekt ist. Dann istH semiperfekt.
Beweis: Wir benutzen Proposition II.(5.10), mu¨ssen also nur noch zeigen, dass wir Idempotente von
H/pH nachH heben ko¨nnen.
Wie in Theorem II.(2.3) wa¨hlen wir eine beliebige, aber feste Basis von H und erhalten damit aus
ν eine Norm
∥∥ − ∥∥ auf H mit Werten in (Z × G) ∪ {∞}. Es seien S, T ⊆ (Z × G) ∪ {∞} die
beiden nach oben abgeschlossenen Teilmengen S := {(z, g) ∈ Z× G ∣∣ (z, g) > (0, 0)} ∪ {∞} und
T := {(z, g) ∈ Z× G ∣∣ z > 0} ∪ {∞}, wobei letztere laut Bemerkung II.(1.16) sogar archimedisch
(vgl. Definition II.(1.14)) ist. Nach Proposition II.(2.6) gilt pH = IHS und qH = IHT , natu¨rlich gilt
qH ( pH . Also haben wir die kanonischen Abbildungen
H // // H/qH ∼= RH // // H/pH ∼= RH/pRH .
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Es sei nun e ∈ H/pH ∼= RH/pRH ein Idempotent. Dann ist zu zeigen, dass ein Idempotent e ∈ H
existiert, das unter der kanonischen Abbildung auf e abgebildet wird.
Da RH nach Voraussetzung semiperfekt ist, folgt mit Proposition II.(5.10), dass es ein Idempotent
e ∈ H/qH ∼= RH gibt, das u¨ber e liegt. Um dieses wiederum u¨ber den zweiten SchrittH  qH zu
heben, brauchen wir voru¨bergehend eine Vervollsta¨ndigung.
Es sei Oˆ die Vervollsta¨ndigung von O bezu¨glich der ν-adischen Topologie und Kˆ der Quotien-
tenko¨rper von Oˆ. Nach Proposition II.(3.7) ist O ein Teilring von Oˆ und K ein Teilko¨rper von Kˆ
und ν la¨sst sich auf Oˆ und Kˆ fortsetzen. Außerdem ist Oˆ der Bewertungsring der Fortsetzung ν in
Kˆ . Wir setzen qˆ := I OˆT =
{
x ∈ Oˆ ∣∣ ν(x) ∈ T }. Damit ist qˆ ein Primideal von Oˆ, das im maximalen
Ideal pˆ enthalten ist. Der Ring R = O/q bettet in den Ring Oˆ/qˆ ein, weil q der Kern der Abbildung
O ↪→ Oˆ  Oˆ/qˆ ist. Also ist auch die Konstantenreduktion RH ∼= H/qH in OˆH/qˆOˆH enthalten
und wir ko¨nnen e als Element von OˆH/qˆOˆH auffassen.
Da T eine archimedische Teilmenge von (Z × G) ∪ {∞} ist, existiert nach Proposition II.(4.5) ein
Idempotent eˆ ∈ OˆH , das unter der kanonischen Abbildung auf e ∈ OˆH/qˆOˆH abgebildet wird.
Dieses la¨sst sich aber mit Hilfe von Theorem II.(6.1) zu einem Idempotent e ∈ H
”
verbessern“, fu¨r
das
∥∥e− eˆ∥∥ > (1, 0) ist. Ist nun f ∈ H ein beliebiges Element, das unter der kanonischen Abbildung
H → H/qH auf e abgebildet wird, dann ist ∥∥eˆ − f ∥∥ ∈ T , da eˆ unter der kanonischen Abbildung
OˆH  OˆH/qˆOˆH auf e abgebildet wird. Also ist
∥∥e − f ∥∥ > min {∥∥e − eˆ∥∥, ∥∥eˆ − f ∥∥} ∈ T und e
liegt u¨ber e und damit auch u¨ber e. 
(3.4) Theorem (Ordnung u¨ber Bewertungsring zu Primidealkette ist semiperfekt)
Es gelten die Voraussetzungen aus Theorem III.(2.2), ν sei die dort konstruierte Bewertung auf K
und O ⊆ K der Bewertungsring zu ν. Weiter sei H eine O-Ordnung, so dass K Zerfa¨llungsko¨rper
fu¨r KH und Quot(A/pi ) fu¨r 1 6 i < k jeweils Zerfa¨llungsko¨rper fu¨r Quot(A/pi )H . Dann ist H
semiperfekt.
Beweis: Die Behauptung folgt per Induktion u¨ber die La¨nge k der Primidealkette in III.(2.2) mit Hilfe
von Theorem III.(3.3): Im Fall k = 1 ist der Bewertungsring O gleich der Lokalisierung von A beim
Ho¨he-1-Primideal p1, also ein diskreter Bewertungsring. Damit istH nach Korollar II.(6.3) semiper-
fekt. Fu¨r k > 1 liefert Theorem III.(3.3) genau den Induktionsschritt: Man spaltet mit G := Zk−1
den ersten Faktor in Zk ∼= Z × G ab, dann ist die zweite Komponente ν2 der Bewertung ν genau die
Bewertung, die mit Theorem III.(2.2) fu¨r den Ring A/p1 und die Primidealkette 0Gp2/p1 G · · · Gpk/p1
der La¨nge k − 1 konstruiert wird. Dadurch und durch die Voraussetzung mit den Zerfa¨llungsko¨rpern
sind alle Voraussetzungen von III.(3.3) erfu¨llt und die Behauptung ist bewiesen. 
(3.5) Korollar (Anwendung auf Spezialfall in III.(2.3))
Es gelten die Voraussetzungen aus Korollar III.(2.3). Es sei O der Bewertungsring zur Bewertung ν
in K = Quot(Z[v, v−1]) = Q(v) und H sei eine O-Ordnung. Es seien K Zerfa¨llungsko¨rper fu¨r die
Konstantenerweiterung KH und Quot(Z[v, v−1]/q) Zerfa¨llungsko¨rper fu¨r die Konstantenreduktion
Quot(Z[v, v−1]/q)H . Dann istH semiperfekt.
Beweis: Dies ist ein Spezialfall von Theorem III.(3.4). 
Kapitel IV
Idempotente aus Matrixdarstellungen zu
projektiven Moduln
Ist H eine halbeinfache Algebra u¨ber dem Ko¨rper K und K Zerfa¨llungsko¨rper fu¨r H , dann kann
man mit Hilfe der Frobenius-Schur-Relationen aus irreduziblen Matrixdarstellungen vonH explizite
Formeln fu¨r primitive Idempotente in H gewinnen. In diesem Kapitel wird dies auf den Fall einer
symmetrischen Algebra H u¨ber einem Ko¨rper verallgemeinert. Man kommt dann aber nicht mehr
mit irreduziblen Matrixdarstellungen aus, sondern braucht Matrixdarstellungen, die durch geeigne-
te Basiswahl aus projektiv unzerlegbaren Moduln entstehen. Hierbei ist eine Basis eines projektiv
unzerlegbarenH -Moduls P
”
geeignet“, wenn sie an die Untermodulkette
soc P 6 rad P 6 P
angepasst ist, wobei soc P der Sockel und rad P das Radikal von P sind.
IV.1 Grundlagen und Definitionen
(1.1) Definition (Nicht ausgeartete Bilinearform, vgl. [GP00, 7.1.1])
Es sei A ein kommutativer Ring und H eine A-freie A-Algebra von endlichem Rang. Eine Bilinear-
form (−|−) : H ×H → A auf H heißt nicht ausgeartet, wenn fu¨r eine A-Basis (Tw)w∈W von H
die Determinante der Gram-Matrix (Tw|Tv)w,v∈W eine Einheit in A ist.
(1.2) Proposition (Duale Basen)
Es sei A ein kommutativer Ring und H eine A-freie A-Algebra von endlichem Rang. Weiter sei
(−|−) : H ×H → A eine Bilinearform aufH .
Ist (−|−) nicht ausgeartet, dann ist fu¨r eine beliebige A-Basis (Cy)y∈W vonH die Determinante der
Matrix (Cy|Cx)y,x∈W eine Einheit in A und es gibt eine A-Basis (C∨y )y∈W vonH mit
(C∨y |Cx) = δy,x fu¨r alle y, x ∈ W. (IV.1)
Diese nennen wir die zu (C y) y∈W duale Basis.
Existiert umgekehrt zu einer A-Basis (Cy)y∈W von H eine Basis (C∨y )y∈W mit IV.1, dann ist die
Bilinearform (−|−) nicht ausgeartet.
Beweis:
Es sei (Tw)w∈W eine A-Basis von H , fu¨r die die Determinante der Gram-Matrix (Tw|Tv)w,v∈W eine
Einheit in A ist.
Fu¨r eine beliebige A-Basis (Cy)y∈W von H gibt es dann eine Basiswechselmatrix S = (Sy,w)y,w∈W
mit Cy = ∑w∈W Sy,wTw fu¨r alle y ∈ W , und die Determinante von S ist ebenfalls eine Einheit in A.
Dann gilt aber die folgende Matrixgleichung:
(Cy|Cx)y,x∈W = S(Tw|Tv)w,v∈W ST ,
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wobei ST die Transponierte von S ist. Daraus folgt, dass die Determinante von (Cy|Cx)y,x∈W ebenfalls
eine Einheit ist.
Wenn N = (Nw,y)w,y∈W die Inverse der Gram-Matrix (Cy|Cx)y,x∈W ist, dann setzen wir einfach
C∨w :=
∑
y∈W Nw,yCy fu¨r w ∈ W . Damit gilt (C∨w|Cx) = δw,x fu¨r alle w, x ∈ W . Also ist (C∨w)w∈W
die duale Basis zu (Cw)w∈W .
Existiert zu einer beliebigen A-Basis (Cy)y∈W vonH die duale Basis (C∨y )y∈W , dann kann man C∨y in
der Basis (Cw)w∈W schreiben:
C∨y =
∑
w∈W
Ny,wCw fu¨r alle y ∈ W.
Da aber auch (C∨y )y∈W eine A-Basis von H ist, ist die Matrix N = (Ny,w)y,w∈W invertierbar, also ist
ihre Determinante det(N ) eine Einheit in A. Weil
(C∨y |Cx)y,x∈W = N · (Cw|Cx)w,x∈W
die Einheitsmatrix ist, ist (−|−) nicht ausgeartet. 
(1.3) Definition (Spurform, symmetrische Algebra, vgl. [GP00, (7.1.1)])
Es sei A ein kommutativer Ring undH eine A-freie A-Algebra von endlichem Rang. Eine A-lineare
Abbildung τ : H → A heißt Spurform, wenn τ(hh′) = τ(h′h) fu¨r alle h, h′ ∈ H gilt. Wir nennen
eine Spurform τ symmetrisierend, wenn die zugeho¨rige symmetrische Bilinearform
H ×H → A, (h, h′) 7→ τ(hh′)
nicht ausgeartet im Sinne von IV.(1.1) ist. Eine Algebra H wie oben mit einer symmetrisierenden
Spurform τ heißt symmetrische Algebra.
(1.4) Lemma (Isomorphie mit Dualraum, vgl. [CR81, (9.5)])
Es sei H eine symmetrische Algebra u¨ber dem kommutativen Ring A mit symmetrisierender Spur-
form τ . Dann ist die Abbildung
θ : HH −→ (HH)∗ := HomA(HH , A)
h 7−→ (x 7→ τ(hx))
ein Isomorphismus vonH -Moduln.
Beweis: Offenbar ist θ linear und ein Homomorphismus vonH -Moduln:
θ(hy)(x) = τ(hy · x) = τ(h · yx) = θ(h)(yx) fu¨r alle h, x, y ∈ H .
Da die Bilinearform zu τ , die (h, h′) auf τ(h · h′) abbildet, nach Voraussetzung nicht ausgeartet ist,
existiert wegen Proposition IV.(1.2) zu jeder Basis (Tw)w∈W die duale Basis (T ∨w )w∈W . Deswegen ist θ
injektiv, ist na¨mlich h =∑w∈W awTw, so folgt aus 0 = θ(h)(T ∨w ) = τ(h · T ∨w ) = aw fu¨r alle w ∈ W ,
dass h = 0 ist. Der Homomorphismus θ ist aber auch surjektiv, da ein Element von (HH)∗ durch
seine Werte auf einer Basis vonH festgelegt wird. 
(1.5) Definition/Proposition (Element zρ , vgl. [CR81, (9.17)])
Es seiH eine symmetrische Algebra mit Spurform τ u¨ber dem kommutativen Ring A. Wir bezeichnen
mit zρ das Element vonH (siehe IV.(1.4)), fu¨r das die Linearform h 7→ τ(zρ ·h) gleich dem Charakter
ρ der regula¨ren Darstellung vonH ist (damit ist auch in Charakteristik p 6= 0 die Spur der regula¨ren
Darstellung gemeint).
Dann la¨sst sich zρ auch so beschreiben: Ist (Tw)w∈W eine beliebige A-Basis vonH und (T ∨w )w∈W die
zugeho¨rige duale Basis, dann gilt:
zρ =
∑
w∈W
T ∨w Tw =
∑
w∈W
ρ(Tw) · T ∨w .
Außerdem ist zρ zentral inH .
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Beweis: Wir verwenden mehrfach, dass die zu τ geho¨rende symmetrische Bilinearform nicht ausge-
artet ist, also wie in IV.(1.4) einen Isomorphismus mit dem Dualraum induziert.
Die Koordinaten eines beliebigen Elements x ∈ H bezu¨glich der Basis (Tw)w∈W lassen sich wegen
x =
∑
w∈W
τ(T ∨w · x)Tw fu¨r alle x ∈ H (IV.2)
bequem mit der dualen Basis ausdru¨cken. Fu¨r den Charakter ρ der rechts-regula¨ren Darstellung ist
der Charakterwert ρ(h) eines Elementes h ∈ H gleich der Summe der Diagonaleintra¨ge der Darstel-
lungsmatrix zu h bezu¨glich einer beliebigen Basis. Deswegen gilt mit Gleichung IV.2
ρ(h) =
∑
w∈W
τ(T ∨w · Twh)
fu¨r alle h ∈ H und damit:
τ(zρ · h) = ρ(h) =
∑
w∈W
τ(T ∨w · Twh) = τ
(∑
w∈W
T ∨w Tw · h
)
fu¨r alle h ∈ H.
Also ist zρ =∑w∈W T ∨w Tw und diese Formel ist unabha¨ngig von der gewa¨hlten Basis.
Die andere Gleichung folgt sofort wegen τ(zρ · Tv) = ρ(Tv) fu¨r alle v ∈ W , da dies zeigt, dass die
T ∨v -Koordinate von zρ gleich ρ(Tv) ist.
Wegen
τ(zρh · Tw) = ρ(hTw) = ρ(Twh) = τ(zρ · Twh) = τ(hzρ · Tw) fu¨r alle w ∈ W
vertauscht zρ mit jedem Element h ∈ H . 
(1.6) Definition/Proposition (Mittelungsoperator I , vgl. [GP00, (7.1.9)])
Es sei H eine symmetrische Algebra mit Spurform τ u¨ber dem kommutativen Ring A. Weiter seien
M und N zwei H -Moduln, ϕ ∈ HomA(M, N ) ein A-Modulhomomorphismus und (Tw)w∈W eine
beliebige A-Basis vonH mit zugeho¨riger dualer Basis (T ∨w )w∈W .
Wir definieren I (ϕ) ∈ HomH (M, N ) durch:
I (ϕ)(m) :=
∑
w∈W
ϕ(mT ∨w )Tw fu¨r alle m ∈ M.
Dann ist I (ϕ) einH -Modulhomomorphismus und ha¨ngt nicht von der Wahl der Basis ab. Sind X und
Y zwei weitereH -Moduln, dann gilt fu¨r beliebige ψ ∈ HomH (X,M) und pi ∈ HomH (N , Y ):
I (ϕ ◦ ψ) = I (ϕ) ◦ ψ und I (pi ◦ ϕ) = pi ◦ I (ϕ) .
Bemerkung: Diese
”
Mittelungsmethode“ wird zum Beispiel auch zum Beweis des Satzes von Masch-
ke benutzt und erlaubt, einen A-Homomorphismus zwischenH -Moduln zu einemH -Homomorphis-
mus zu
”
verbessern“.
Beweis: Nachrechnen, siehe z.B. [GP00, (7.1.10)]. 
(1.7) Lemma (Gaschu¨tz-Ikeda, vgl. [GP00, 7.1.11])
Es sei H eine symmetrische Algebra mit Spurform τ u¨ber dem kommutativen Ring A. Weiter sei P
einH -Modul, der als A-Modul projektiv ist. Dann ist P alsH -Modul genau dann projektiv, wenn es
ein ϕ ∈ EndA(P) gibt mit I (ϕ) = idP .
Beweis: Siehe [GP00, 7.1.11]. 
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IV.2 Symmetrische Algebren u¨ber Ko¨rpern
(2.1) Vorbemerkungen (Krull-Schmidt-Azumaya, projektiv unzerlegbare Moduln)
In diesem Abschnitt werden wir symmetrische Algebren u¨ber Ko¨rpern betrachten. Da man hier mit der
Dimension u¨ber dem Grundko¨rper argumentieren kann, erha¨lt man automatisch die aufsteigende und
die absteigende Kettenbedingung fu¨r endlich-dimensionale Moduln und damit den Satz von Krull-
Schmidt-Azumaya (siehe [CR81, (6.12)]). Deswegen ist jeder projektiv unzerlegbare Modul fu¨r eine
symmetrische AlgebraH u¨ber einem Ko¨rper alsH -Modul isomorph zu einem Ideal eH , wobei e ein
primitives Idempotent inH ist.
(2.2) Definition/Proposition (Schur-Elemente, vgl. [GP00, (7.2.1)])
Es sei H eine endlich-dimensionale symmetrische Algebra mit Spurform τ u¨ber dem Ko¨rper K und
V ein absolut einfacherH -Modul. Dann gibt es eine eindeutige Konstante cV ∈ K mit
I (ϕ) = cV Tr(ϕ) idV fu¨r alle ϕ ∈ EndK (V ).
Die Konstante cV ha¨ngt nur vom Isomorphietyp von V ab. Sie wird das Schur-Element zu V genannt.
Beweis: Siehe [GP00, (7.1.10)], analoge Rechnungen finden sich spa¨ter in diesem Abschnitt. 
(2.3) Definition/Proposition (Orthogonalraum, vgl. [CR81, (9.8)])
Es sei H eine endlich-dimensionale symmetrische Algebra mit Spurform τ u¨ber dem Ko¨rper K und
M ⊆ H eine Teilmenge. Dann heißt
M⊥ := {h ∈ H | τ(hm) = 0 fu¨r alle m ∈ M}
der Orthogonalraum von M .
Ist L ein Linksideal in H , dann ist L⊥ ein Rechtsideal in H , na¨mlich der Rechtsannihilator von L .
Ist R ein Rechtsideal in H , dann ist R⊥ ein Linksideal, na¨mlich der Linksannihilator von R. Die
Zuordnung L ↔ L⊥ ist eine bijektive, inklusionsumkehrende Korrespondenz zwischen der Menge
der Linksideale vonH und der Menge der Rechtsideale vonH .
Beweis: Nach Definition bedeutet h ∈ L⊥, dass τ(Lh) := {τ(lh) | l ∈ L} gleich {0} ist. Daraus folgt
aber sofort Lh = 0, da τ symmetrisierend ist. Damit ist klar, dass L⊥ gleich dem Rechtsannihilator
des Linksideals L , also ein Rechtsideal und insbesondere ein Untervektorraum vonH ist. Die zweite
Behauptung folgt analog.
Aus M ⊆ N folgt sofort M⊥ ⊇ N⊥, also ist L ↔ L⊥ inklusionsumkehrend. Die Inklusion L ⊆ L⊥⊥
ist klar, da aber H und H∗ als K -Vektorra¨ume isomorph sind, ist dimK L⊥ = dimK H − dimK L ,
also ist sogar L = L⊥⊥. 
Bemerkung: Fu¨r diese Proposition braucht man nicht
”
symmetrische Algebra“, sondern nur
”
Frobe-
nius-Algebra“. Dann muss man aber den Orthogonalraum anders definieren (siehe [CR81, (9.8)]).
(2.4) Proposition (symmetrisch H⇒ quasi-Frobenius, vgl. [CR81, (9.9)])
Es sei H eine endlich-dimensionale symmetrische Algebra mit Spurform τ u¨ber dem Ko¨rper K und
N := rad(H) das Jacobson-Radikal vonH . Dann gilt:
1. N⊥ ist ein zweiseitiges Ideal vonH .
2. Fu¨r jedes primitive Idempotent e ∈ H ist eN = rad(eH) der eindeutige maximale Untermodul
von eH und e · (N⊥) = soc(eH) der eindeutige minimale Untermodul von eH .
3. Die Algebra H ist selbst-injektiv (= quasi-Frobenius), d.h. der rechts-regula¨re Modul HH ist
injektiv.
Beweis: Analog zu [CR81, (9.9)]. Beachte N⊥ = {h ∈ H | Nh = 0} aus Proposition IV.(2.3). 
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IV.3 Schur-Relationen
Die folgenden Voraussetzungen sind nu¨tzlich, wenn man explizit u¨ber die Struktur eines projektiv
unzerlegbaren Moduls (PIM) reden will:
(3.1) Voraussetzungen (Basiswahl in projektiv unzerlegbarem Modul)
Es sei H eine endlich-dimensionale symmetrische Algebra mit Spurform τ u¨ber dem Ko¨rper K und
N := radH das Jacobson-Radikal von H . Der Ko¨rper K sei ein Zerfa¨llungsko¨rper fu¨r H . Weiter
sei P ein nicht-einfacher, projektiv unzerlegbarer Modul fu¨r H mit Sockel V := soc P und Radikal
rad P .
Es seien d,m, n ∈ N und (bi )16i6n eine Basis von P , so dass (bi )16i6d eine Basis von V = soc P
und (bi )16i6m eine Basis von rad P ist.
Wie in IV.(2.1) erkla¨rt, ist P alsH -Modul isomorph zum Rechtsideal eH fu¨r ein primitives Idempo-
tent e ∈ H und mit [CR81, Proposition (9.12)] folgt, dass der Kopf P/ rad P alsH -Modul isomorph
zum Sockel V = soc(P) ist. Also ist n = m + d .
Die Basis sei nun so gewa¨hlt, dass
pi : P −→ P
bi 7−→
{
bi−m fu¨r i > m
0 sonst
einH -Endomorphismus ist. Wir nennen pi die Projektion vom Kopf auf den Sockel.
Wir bezeichnen mit (b∗i )16i6n die zu (bi )16i6n duale Basis von P∗ := HomK (P, K ), es gilt also
b∗i (bj ) = δi j fu¨r 1 6 i, j 6 n.
(3.2) Bemerkung (Basiswahl ist immer mo¨glich)
Obige Basiswahl ist immer mo¨glich: Nach Voraussetzung ist P nicht einfach, also sind Sockel, Ra-
dikal und P echt verschieden. Man kann nun zuna¨chst eine Basis des Sockels wa¨hlen, dann zu einer
Basis des Radikals erga¨nzen und verwenden, dass der Kopf isomorph zum Sockel ist. Wa¨hlt man
dann na¨mlich Urbilder der Basisvektoren des Sockels unter einem Endomorphismus von P , der das
Radikal im Kern hat und den Sockel als Bild, dann erha¨lt man automatisch Vektoren (bi )m<i6n mit
der gewu¨nschten Eigenschaft.
(3.3) Proposition (Struktur von EndH (P))
Es gelten die Voraussetzungen in IV.(3.1). Dann gibt es fu¨r jedes ϕ ∈ EndH (P) eine eindeutige
Konstante c ∈ K , so dass Im(ϕ − c · idP) ⊆ rad P ist. Es gilt dann pi ◦ ϕ = c · pi = ϕ ◦ pi .
Beweis: Man beachte, dass wir fu¨r die folgenden ¨Uberlegungen nicht verwenden, dass P projektiv
ist, sondern nur, dass P einen einfachen Kopf hat, der isomorph zum Sockel soc P = V ist.
Da K Zerfa¨llungsko¨rper fu¨r H ist, ist der einfache Modul V absolut einfach und es gilt EndH (V ) =
K · idV (siehe zum Beispiel [CR81, (3.43)]). Das Radikal rad P liegt im Kern jedes Homomorphismus
ϕ ∈ HomH (P, V ). Dementsprechend ist HomH (P, V ) eindimensional als K -Vektorraum, besteht
also nur aus den Vielfachen der kanonischen Projektion P  P/ rad P ∼= V . Die folgende Sequenz
ist exakt (Hom(M,−) ist links-exakt):
0→ HomH (P, rad P)→ HomH (P, P)→ HomH (P, P/ rad P).
Fassen wir HomH (P, rad P) als Teilmenge von HomH (P, P) auf, so folgt daraus, dass es zu jedem
ϕ ∈ EndH (P) eine eindeutige Konstante c ∈ K gibt, fu¨r die ϕ − c · idP ∈ HomH (P, rad P) ist, so
dass also Im(ϕ − c · idP) ⊆ rad P gilt.
Dann ist pi ◦ (ϕ − c · idP) = 0, da rad P = kerpi ist, und damit pi ◦ ϕ = c · pi . Fu¨r die andere
Verkettung u¨berlegt man sich, dass ein H -Endomorphismus von P , dessen Bild im Radikal liegt, in
der Radikalreihe
”
nach unten“ abbildet, also den Sockel auf 0 abbildet, da der Sockel der letzte nicht-
verschwindenden Modul in der Radikalreihe ist. Also ist auch (ϕ− c · idP) ◦pi = 0, da soc P = Impi
ist. So folgt ϕ ◦ pi = c · pi . 
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Bemerkung: Wir ha¨tten die vorliegende Proposition auch folgendermaßen beweisen ko¨nnen: Wie
oben erwa¨hnt ist P alsH -Modul isomorph zum Rechtsideal eH fu¨r ein primitives Idempotent e ∈ H .
Der Endomorphismenring EndH (eH) ist nach [CR81, (6.10)] lokal. Wegen [Fei82, (I.18.8)] ist aber
EndH (eH)/ rad(EndH (eH)) ∼= eHe/ rad(eHe) ∼= K .
Ein Endomorphismus von eH ist aber genau dann nicht invertierbar (und damit in rad(eHe)), wenn
er nicht surjektiv ist, wenn er also ins Radikal (eindeutiger, maximaler Untermodul) abbildet. 
(3.4) Proposition (Umformulierung in Koordinaten)
Es gelten die Voraussetzungen in IV.(3.1). Dann gibt es zu jedem Endomorphismus ϕ ∈ EndH (P)
von P eine eindeutige Konstante c ∈ K , so dass fu¨r die Matrixkoordinatenfunktionen gilt:
b∗i (ϕ(bj )) =

δi j · c fu¨r 1 6 i 6 d und 1 6 j 6 d
δi j · c fu¨r m < i 6 n und m < j 6 n
0 fu¨r d < i 6 n und 1 6 j 6 d
0 fu¨r m < i 6 n und 1 6 j 6 m
.
Fu¨r die Konstante c ∈ K gilt pi ◦ ϕ = c · pi = ϕ ◦ pi mit dem Endomorphismus pi aus IV.(3.1).
Beweis: Ein Endomorphismus ϕ ∈ EndH (P) bildet das Radikal rad P in sich ab (siehe z.B. [CR81,
(5.1)(i)]). Dies gilt dann induktiv auch fu¨r die weiteren Glieder der Radikalreihe, also zuletzt auch fu¨r
den Sockel. Damit folgen alle Aussagen aus der Basiswahl in IV.(3.1) und aus IV.(3.3). 
(3.5) Bemerkung (Umformulierung mit Matrizen)
Beschreibt man einen Endomorphismus ϕ ∈ EndH (P) bezu¨glich der Basis (bi )16i6n durch eine
Matrix (in Spaltenkonvention), so erha¨lt man eine Blockstruktur, wie sie in Abbildung IV.1 zu sehen
ist (mit Ed ist die d × d-Einheitsmatrix gemeint).

c · Ed ∗ ∗
 d Zeilen
0 ∗ ∗
m − d Zeilen
︸ ︷︷ ︸
d
Spalten
0
︸ ︷︷ ︸
m − d
Spalten
0
︸ ︷︷ ︸
d
Spalten
c · Ed
 d Zeilen

Abbildung IV.1: Matrizen von Endomorphismen bezu¨glich der Basis (bi ) in Spaltenkonvention
Wir betrachten jetzt den Mittelungsoperator I mit expliziten Koordinatenrechnungen. Wir werden uns
na¨mlich einen ¨Uberblick u¨ber alle Mittelungen verschaffen, indem wir K -Homomorphismen vom
Rang 1 mitteln. Wir betrachten insbesondere solche, deren Kern von allen bis auf einen Basisvektor
aufgespannt wird.
(3.6) Proposition (Mittelung von K -Homomorphismen vom Rang 1)
Es gelten die Voraussetzungen aus IV.(3.1). Zusa¨tzlich sei V˜ ein einfacher H -Modul, der nicht iso-
morph zu V , dem Kopf von P , ist. Weiter seien v˜ ∈ V˜ und b∗ ∈ P∗ beliebig, (Bw)w∈W eine beliebige
Basis vonH und (B∨w)w∈W die zugeho¨rige duale Basis bezu¨glich der zu τ geho¨renden Bilinearform.
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Dann verschwindet die Mittelung I (ϕ) des K -Homomorphismus vom Rang 1
ϕ : P −→ V˜
x 7−→ b∗(x) · v˜
u¨berall, es gilt also
0 = I (ϕ)(x) =
∑
w∈W
b∗(x Bw)v˜B∨w fu¨r alle x ∈ P.
Insbesondere ist fu¨r jede Linearform f ∗ ∈ V˜ ∗ = HomK (V˜ , K )
0 =
∑
w∈W
b∗(x Bw) f ∗(v˜B∨w) fu¨r alle x ∈ P.
Bemerkung: Die letzte Gleichung kann wie bei den klassischen Frobenius-Schur-Relationen als ei-
ne Orthogonalita¨t von Matrixkoordinatenfunktionen verschiedener Darstellungen aufgefasst werden
(vgl. [GP00, 7.2.2]).
Beweis: Nach Schur’s Lemma (siehe z.B. [CR81, (3.17)]) ist HomH (V, V˜ ) = 0. Da aber P ein Modul
mit einfachem Kopf V ist, ist auch HomH (P, V˜ ) = 0, weil P keinen Untermodul mit Faktormodul
isomorph zu V˜ hat. Die Mittelung I (ϕ) ist aber einH -Homomorphismus. 
(3.7) Proposition (Mittelung von K -Endomorphismen vom Rang 1)
Es gelten die Voraussetzungen aus IV.(3.1). Es sei (Bw)w∈W eine beliebige Basis vonH und (B∨w)w∈W
die zugeho¨rige duale Basis bezu¨glich der zu τ geho¨renden Bilinearform.
Weiter sei fu¨r 1 6 s, t 6 n mit ϕs,t der K -Endomorphismus des projektiven Moduls P vom Rang 1
mit der folgenden Abbildungsvorschrift bezeichnet:
ϕs,t : P −→ P
x 7−→ b∗s (x) · bt .
Dann gilt fu¨r die Matrixkoordinaten der Mittelung I (ϕs,t):
C(i, j, s, t) := b∗i
(
I (ϕs,t)(bj )
) =∑
w∈W
b∗i
(
bt Bw
) · b∗s (bj B∨w) = b∗s (I (ϕi, j )(bt)) (IV.3)
fu¨r 1 6 i, j, s, t 6 n.
Damit haben wir fu¨r diese Zahlen eine zweite Interpretation als Matrixkoordinaten einer anderen
Mittelung gefunden! Wir bezeichnen den Ausdruck in Gleichung IV.3 mit C(i, j, s, t), es gilt also
C(i, j, s, t) = C(s, t, i, j) fu¨r alle i , j , s und t zwischen 1 und n.
Bemerkung: Dieser Trick stammt aus [GP00, 7.2.1] und wird dort zum Beweis der Frobenius-Schur-
Relationen fu¨r Matrixkoordinatenfunktionen einfacher Moduln benutzt.
Beweis: Es gilt
b∗i
(
I (ϕs,t)(bj )
) = ∑
w∈W
b∗i
(
b∗s (bj B∨w) · bt Bw
)
=
∑
w∈W
b∗i (bt Bw) · b∗s (bj B∨w)
=
∑
w∈W
b∗s
(
b∗i (bt Bw) · bj B∨w
)
= b∗s
(
I (ϕi, j )(bt)
)
,
weil die Mittelung unabha¨ngig von der gewa¨hlten Basis ist und (Bw)w∈W die duale Basis zu (B∨w)w∈W
bezu¨glich der zu τ geho¨renden Bilinearform ist. 
¨Uber den Ausdruck C(i, j, s, t) in Gleichung IV.3 ko¨nnen wir nun mit Hilfe von Proposition IV.(3.4)
einige Aussagen treffen, indem wir beide Interpretationen als Mittelung verwenden:
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(3.8) Proposition (Koordinaten der Mittelung von K -Endomorphismen vom Rang 1)
Es gelten die Voraussetzungen aus IV.(3.1) und die Bezeichnungen aus IV.(3.7).
Es seien weiter 1 6 i, j, s, t 6 n. Dann gilt fu¨r den Ausdruck in Gleichung IV.3:
C(i, j, s, t) =

0 fu¨r s > d und t 6 d (♠)
0 fu¨r s > m und t 6 m (♠)
0 fu¨r i > d und j 6 d (♥)
0 fu¨r i > m und j 6 m (♥)
0 fu¨r s, t 6 d und s 6= t (♠)
0 fu¨r s, t > m und s 6= t (♠)
0 fu¨r i, j 6 d und i 6= j (♥)
0 fu¨r i, j > m und i 6= j (♥)
C(i, j, 1, 1) fu¨r s = t 6 d (♣)
C(i, j, 1, 1) fu¨r s = t > m (♣)
C(1, 1, s, t) fu¨r i = j 6 d (♦)
C(1, 1, s, t) fu¨r i = j > m (♦)
.
Beweis: Die Behauptungen folgen mit Proposition IV.(3.4) direkt aus der jeweiligen Interpretation als
H -Endomorphismus. Die mit (♠) bzw. (♣) markierten Aussagen folgen aus der Interpretation von
C(i, j, s, t) = b∗s
(
I (ϕi, j )(bt)
)
als Koordinaten der Mittelung von ϕi, j (siehe Gleichung IV.3). Die mit
(♥) bzw. (♦) markierten Aussagen folgen aus der Interpretation von C(i, j, s, t) = b∗i
(
I (ϕs,t)(bj )
)
als Koordinaten der Mittelung von ϕs,t . Fu¨r (♣) und (♦) verwendet man, dass die Diagonalkoordina-
ten alle gleich sind. 
Nach Proposition IV.(3.3) ist jederH -Endomorphismus von P eindeutig als Summe eines Vielfachen
der Identita¨t und einem nilpotenten H -Endomorphismus zu schreiben. Wir wollen nun unser Au-
genmerk auf die Frage richten, welche Mittelungen u¨berhaupt eine Identita¨tskomponente haben. Wir
verwenden als na¨chstes, dass man H -Endomorphismen (wie zum Beispiel pi aus IV.(3.1)) aus einer
Mittelung herausziehen kann (siehe Proposition IV.(1.6)).
(3.9) Proposition (Identita¨tskomponente von Mittelungen)
Es gelten die Voraussetzungen aus IV.(3.1) und die Bezeichnungen aus IV.(3.7).
Ist t 6 m oder s > d , dann ist die Mittelung I (ϕs,t) nilpotent, bildet also ins Radikal von P ab.
Insbesondere gilt in diesem Fall fu¨r i, j 6 d:
C(i, j, s, t) = 0. (IV.4)
Fu¨r t > m und s 6 d und i, j 6 d gilt:
C(i, j, s, t) =

0 fu¨r i 6= j
0 fu¨r s 6= t − m
C(1,m + 1, 1, 1) fu¨r i = j und s = t − m
. (IV.5)
Die Zahl C(1,m + 1, 1, 1) ist ungleich 0.
Beweis: Wir betrachten die Verkettungen pi ◦ ϕs,t und ϕs,t ◦ pi mit dem H -Endomorphismus pi aus
IV.(3.1). Es gilt na¨mlich
pi ◦ ϕs,t =
{
0 falls t 6 m
ϕs,t−m falls t > m
und ϕs,t ◦ pi =
{
0 falls s > d
ϕs+m,t falls s 6 d
,
wie man sich sofort mit den Definitionen von pi und ϕs,t in IV.(3.1) und IV.(3.7) u¨berlegt. Da aber pi
einH -Endomorphismus ist und deswegen nach Proposition IV.(1.6) folgt, dass
I (pi ◦ ϕs,t) = pi ◦ I (ϕs,t) und I (ϕs,t ◦ pi) = I (ϕs,t) ◦ pi
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ist, gilt:
pi ◦ I (ϕs,t) =
{
0 falls t 6 m
I (ϕs,t−m) falls t > m
und I (ϕs,t) ◦ pi =
{
0 falls s > d
I (ϕs+m,t) falls s 6 d
. (∗)
Darauf wenden wir nun Proposition IV.(3.3) an. Da I (ϕs,t) ein H -Endomorphismus ist, gibt es da-
nach ein eindeutiges c ∈ K , so dass Im (I (ϕs,t)− c · idP) ⊆ rad P ist. Es hat die Eigenschaft, dass
pi ◦ I (ϕs,t) = c · pi = I (ϕs,t) ◦ pi ist. Nun folgt fu¨r t 6 m (betrachte pi ◦ I (ϕs,t) in (∗) links) oder
s > d (betrachte I (ϕs,t) ◦ pi in (∗) rechts) jeweils zuna¨chst c = 0 und dann mit Proposition IV.(3.8)
(obere (♥)-Zeile bzw. obere (♦)-Zeile) die Behauptung in Gleichung IV.4, da C(1, 1, s, t) = c ist.
Fu¨r t > m und s 6 d und i, j 6 d ist nun nach Proposition IV.(3.8) zuna¨chst C(i, j, s, t) = 0 fu¨r
i 6= j (obere (♥)-Zeile) und C(i, j, s, t) = C(1, 1, s, t) fu¨r i = j (obere (♦)-Zeile). Nun ko¨nnen wir
unsere Erkenntnisse u¨ber pi benutzen:
C(1, 1, s, t) = b∗1
(
I (ϕs,t)(b1)
) = b∗1 ((I (ϕs,t) ◦ pi) (bm+1))
= b∗1
(
I (ϕs+m,t)(bm+1)
) = C(1,m + 1, s + m, t).
Da s + m > m ist, folgt wieder mit Proposition IV.(3.8), dass dieser Ausdruck fu¨r s + m 6= t
verschwindet (untere (♠)-Zeile) und sonst gleich C(1,m + 1, 1, 1) ist (untere (♣)-Zeile), was zu
beweisen war.
Damit kennen wir nun die
”
Identita¨tskomponente“ einer beliebigen Mittelung I (ϕs,t) fu¨r 1 6 s, t 6 n.
Diese verschwindet nur fu¨r s 6 d und t = s+m nicht und ist in diesem Fall gleich C(1,m+1, 1, 1).
Da die K -Endomorphismen (ϕs,t)16s,t6n eine Basis von EndK (P) bilden und nach dem Lemma von
Gaschu¨tz-Ikeda (siehe IV.(1.7)) ein K -Endomorphismus von P existiert, dessen Mittelung gleich der
Identita¨t ist, folgt, dass C(1,m + 1, 1, 1) 6= 0 ist. 
(3.10) Korollar (Frobenius-Schur-Relationen, vgl. [GP00, 7.2.2])
Es gelten die Voraussetzungen aus IV.(3.1) und die Bezeichnungen aus IV.(3.7). Wir interpretieren
nun die Zahl C(i, j, s, t) erneut anders.
Fu¨r j 6 d und 1 6 i, s, t 6 n gilt:
C(i, j, s, t) =
∑
w∈W
b∗i (bt Bw) · b∗s (bj B∨w) = δi, j · δs+m,t · C(1,m + 1, 1, 1). (IV.6)
Bemerkung: Die Abbildungen h 7→ b∗i (bt h) vonH nach K sind Matrixkoordinatenfunktionen einer
Darstellung vonH auf dem projektiven Modul P und die Abbildungen h 7→ b∗s (bj h) fu¨r 1 6 s, j 6 d
sind Matrixkoordinatenfunktionen einer Darstellung von H auf dem einfachen Modul V = soc P .
Gleichung IV.6 zeigt also eine Art Orthogonalita¨tsrelationen zwischen diesen beiden Funktionenmen-
gen.
Beweis: Ist i > d , so verschwindet C(i, j, s, t) wegen Proposition IV.(3.8) und j 6 d. Sei nun auch
i 6 d . Mit Proposition IV.(3.9) folgt, dass C(i, j, s, t) = 0 ist fu¨r t 6 m oder s > d . Im Fall t > m
und s 6 d folgt Gleichung IV.6 direkt aus Proposition IV.(3.9). 
IV.4 Primitive Idempotente
In diesem Abschnitt werden einige spezielle Elemente in symmetrischen Algebren betrachtet und
ihre Wirkung auf projektiv unzerlegbaren Moduln. Schließlich werden explizit primitive Idempotente
konstruiert.
(4.1) Definition/Proposition (Element zθ , vgl. [CR81, (9.17)])
Es gelten die Voraussetzungen aus IV.(3.1) und die Bezeichnungen aus IV.(3.7). Der Charakter des
einfachen Moduls V sei mit θ bezeichnet. Wir bezeichnen mit zθ das Element von H , fu¨r das die
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Linearform h 7→ τ(zθ ·h) gleich demCharakter θ ist (siehe IV.(1.4)). Dann ist zθ zentral inH , operiert
also auf jedemH -Modul als ein H -Endomorphismus und es gilt fu¨r den unzerlegbaren Modul P:
bt · zθ =
{
0 fu¨r t 6 m
C(1,m + 1, 1, 1) · bt−m fu¨r t > m . (IV.7)
Das Element zθ projiziert somit den Kopf auf den Sockel, hat also das Radikal rad P im Kern und als
Bild den Sockel soc P .
Außerdem annulliert zθ jeden einfachen Modul V˜ , der nicht isomorph zu V ist und jeden projektiv
unzerlegbaren Modul Q, der nicht isomorph zu P ist.
Bemerkung: Man beachte, dass laut Proposition IV.(3.9) die Zahl C(1,m + 1, 1, 1) ungleich 0 ist.
Beweis: Dass zθ zentral in H ist, folgt wie am Ende des Beweises von Proposition IV.(1.5). Fu¨r ein
beliebiges h ∈ H gilt na¨mlich:
τ(zθh · Bw) = θ(h · Bw) = θ(Bw · h) = τ(zθ Bw · h) = τ(hzθ · Bw) fu¨r alle w ∈ W.
Also ist zθh = hzθ fu¨r alle h ∈ H .
Da zθ = ∑w∈W θ(Bw) · B∨w ist (es gilt τ(zθ Bw) = θ(Bw) fu¨r alle w ∈ W ) und der Modul V gleich
dem Sockel von P ist, ko¨nnen wir zθ auch so schreiben:
zθ =
∑
w∈W
θ(Bw) · B∨w =
∑
w∈W
d∑
s=1
b∗s
(
bs · Bw
) · B∨w = d∑
s=1
(∑
w∈W
b∗s
(
bs · Bw
) · B∨w
)
. (IV.8)
Wir bezeichnen den Ausdruck in der Klammer mit zs :=∑w∈W b∗s (bs · Bw) · B∨w ∈ H fu¨r 1 6 s 6 d
und betrachten, wie zs auf P operiert. Dazu seien i, t ∈ N mit 1 6 i, t 6 n beliebig. Dann gilt:
b∗i
(
bt · zs
) = b∗i
(
bt ·
(∑
w∈W
b∗s
(
bs · Bw
) · B∨w
))
=
∑
w∈W
b∗i
(
bt · B∨w
) · b∗s (bs · Bw)
= C(i, s, s, t)
= δi,s · δs+m,t · C(1,m + 1, 1, 1),
wobei letzteres Gleichheitszeichen gilt, da wir Korollar IV.(3.10) anwenden ko¨nnen, weil nach Vor-
aussetzung s 6 d ist. Damit ist aber gezeigt, dass alle Basisvektoren außer bs+m durch zs auf Null
abgebildet werden und dass bs+mzs = C(1,m + 1, 1, 1) · bs ist. Zusammen mit Gleichung IV.8 folgt
damit Gleichung IV.7.
Ist andererseits V˜ ein einfacher H -Modul, der nicht isomorph zu V ist, und ist v˜ ∈ V˜ ein beliebiger
Vektor, dann gilt:
v˜ · zs = v˜ ·
(∑
w∈W
b∗s
(
bs · Bw
) · B∨w
)
=
∑
w∈W
b∗s
(
bs · Bw
) · v˜ · B∨w = 0
laut Proposition IV.(3.6), also annulliert zs und damit wegen Gleichung IV.8 auch zθ ganz V˜ .
Sei nun Q ein projektiv unzerlegbarer H -Modul, der nicht isomorph zu P ist, also als Kopf einen
einfachen Modul V˜ hat, der nicht isomorph zu V ist. Wir betrachten ein beliebiges Element x ∈ Q.
Es ist
x · zs =
∑
w∈W
b∗s
(
bs · Bw
) · x · B∨w .
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Ist f ∗ ∈ Q∗ eine beliebige Linearform auf Q, dann ist
f ∗(x · zs) =∑
w∈W
b∗s
(
bs · Bw
) · f ∗(x · B∨w). (IV.9)
Da s 6 d ist, ist h 7→ b∗s (bs ·h) eine Matrixkoordinatenfunktion einer Darstellung vonH auf dem ein-
fachen Modul V = soc P . Deswegen kann man Proposition IV.(3.6) auf den projektiv unzerlegbaren
Modul Q mit einfachem Kopf V˜ und den einfachen Modul V in der folgenden Weise anwenden:
(P, V, V˜ , b∗, v˜, f ∗)IV.(3.6) = (Q, V˜ , V, f ∗, bs, b∗)hier .
Also ist f ∗(x ·zs) = 0 fu¨r jedes beliebige f ∗ ∈ Q∗ (beachte Gleichung IV.9), damit gilt auch x ·zs = 0
in Q. Wegen Gleichung IV.8 annulliert dann auch zθ ganz Q. 
(4.2) Korollar (Operation von zρ auf PIMs)
Es gelten die Voraussetzungen aus IV.(3.1) und die Bezeichnungen aus IV.(3.7). Das Element zρ aus
IV.(1.5) entspricht bezu¨glich des Isomorphismus aus IV.(1.4) dem regula¨ren Charakter. Es ist also
gleich einer Summe aus Vielfachen der Elemente zθ , wobei θ durch die einfachen Charaktere la¨uft
und zθ jeweils das vermo¨ge IV.(1.4) entsprechende Element inH ist. Die Vielfachheit ist dabei jeweils
die Vielfachheit des entsprechenden einfachen Moduls im regula¨ren. Also operiert zρ auf jedem nicht-
einfachen, projektiv unzerlegbaren Modul P als Projektion von Kopf auf Sockel, es sei denn, die
Vielfachheit des einfachen im regula¨ren Modul ist durch die Charakteristik des Grundko¨rpers teilbar.
In letzterem Fall operiert zρ wie die Null. 
(4.3) Definition/Proposition (Primitive Idempotente)
Es gelten die Voraussetzungen aus IV.(3.1) und die Bezeichnungen aus IV.(3.7). Der Charakter des
einfachen Moduls V sei mit θ bezeichnet.
Wir bezeichnen die Zahl C(1,m + 1, 1, 1) mit c. Sie ist ungleich 0 und wir setzen fu¨r 1 6 i 6 d:
e˜i := c−1 ·
∑
w∈W
b∗i
(
bi+m · Bw
) · B∨w (IV.10)
Dann gibt es ein ganzzahliges Polynom f ∈ Z[X ], so dass ei := f (e˜i ) fu¨r 1 6 i 6 d primitive
Idempotente in H sind, die modulo dem Radikal von H paarweise orthogonal sind, und fu¨r die die
Rechtsideale eiH alsH -Moduln isomorph zu P sind. Es gilt also:
e2i = ei , eiH ∼= P und ei · ei ′ ∈ rad(H) fu¨r 1 6 i, i ′ 6 d und i 6= i ′. (IV.11)
Das Polynom f ist im Beweis explizit angegeben.
Beweis: Dass c = C(1,m + 1, 1, 1) ungleich 0 ist, wurde bereits in Proposition IV.(3.9) bewiesen.
Wir betrachten zuna¨chst die Elemente e˜i .
Die Operation von e˜i auf dem Modul V = soc P bestimmen wir, indem wir s, j ∈ N mit s, j 6 d
wa¨hlen und betrachten:
b∗s
(
bj · e˜i
) = c−1 · b∗s
(
bj ·
(∑
w∈W
b∗i
(
bi+m · Bw
) · B∨w
))
= c−1 ·
∑
w∈W
b∗i
(
bi+m · Bw
) · b∗s (bj · B∨w)
Die letzte Summe ist nach der Definition in Gleichung IV.3 gleich C(i, j, s, i +m). Nach Proposition
IV.(3.10) gilt: C(i, j, s, i +m) = δi, j · δs+m,i+m ·C(1,m+ 1, 1, 1). Deswegen ist b∗s
(
bj · e˜i
)
genau fu¨r
s = j = i gleich 1 und sonst gleich 0. Damit operiert e˜i auf V bezu¨glich der Basis (bs)16s6d als eine
Matrix mit genau einer Eins auf der Diagonalen in Zeile i und sonst lauter Nullen. Das Produkt e˜i · e˜i ′
annulliert fu¨r i 6= i ′ ganz V .
Auf einem einfachen Modul V˜ , der nicht isomorph zu V ist, annulliert e˜i alles: Ist na¨mlich v˜ ∈ V˜
beliebig, dann ist
v˜ · e˜i = c−1 ·
∑
w∈W
b∗i
(
bi+m · Bw
) · v˜ · B∨w = 0,
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wie man sofort mit Proposition IV.(3.6) sieht. Also liegen e˜2i − e˜i fu¨r 1 6 i 6 d und e˜i · e˜i ′ fu¨r
1 6 i, i ′ 6 d und i 6= i ′ im Radikal radH , denn sie annullieren jeden einfachen Modul.
Nun sind wir aber genau in der Situation des
”
Hebens von Idempotenten“ (vgl. Theorem II.(4.3)). Die
Algebra H ist na¨mlich — da sie endlich-dimensional u¨ber einem Ko¨rper ist — ein artinscher Ring,
ihr Radikal ist nilpotent. Dadurch ist sie automatisch vollsta¨ndig in der radH -adischen Topologie.
Wie in Theorem II.(4.3) wa¨hlen wir t ∈ N so groß, dass (radH)t = 0 ist und setzen
f (X) :=
t∑
s=0
(
2t
s
)
X2t−s(1− X)s .
Fu¨r dieses Polynom gilt (siehe Beweis zu Theorem II.(4.3) oder [CR81, (6.7)]):
(i) f ∈ Z[X ]
(ii) f 2 − f ≡ 0 (mod X t(1− X)t)
(iii) f ≡ X (mod X (1− X))
Wegen (iii) operiert ei := f (e˜i ) auf jedem einfachenH -Modul wie e˜i . Insbesondere ist damit ei 6= 0
fu¨r 1 6 i 6 d . Wegen (ii) und X t(1 − X)t = (X − X2)t sind die ei Idempotente in H , da e˜i − e˜2i ∈
radH ist.
Wir haben also bewiesen, dass eiH ein projektiver H -Modul ist. Wegen Proposition [CR81, (6.6)]
la¨sst sich der Isomorphietyp solcher Moduln an ihrem Kopf ablesen: Es ist eiH ∼= eH genau dann,
wenn eiH/ rad(eiH) ∼= V ist. ¨Uber den Kopf eines projektiven Moduls eiH gibt aber die Homo-
morphismenmenge HomH (eiH , V ) ∼= V ei Auskunft: Die K -Dimension ist gleich der Vielfachheit,
mit der V im Kopf von eiH vorkommt (siehe [Fei82, I.8.2]). Diese ist hier aber gleich 1, weil V ei
eindimensional ist, da ei wie die Projektion auf den i-ten Basisvektor von V operiert. Alle anderen
einfachen Moduln V ′ kommen u¨berhaupt nicht im Kopf vor, da HomH (eiH , V ′) ∼= V ′ei = 0 ist.
Damit sind aber die ei (fu¨r 1 6 i 6 d) primitive Idempotente zum projektiven Modul P , es gilt also
eiH ∼= P als H -Moduln. Zusa¨tzlich sind die ei paarweise orthogonal modulo dem Radikal, es gilt
na¨mlich ei · ei ′ ∈ radH fu¨r alle 1 6 i, i ′ 6 d und i 6= i ′, da diese Produkte in jeder einfachen
Matrixdarstellung vonH auf 0 abgebildet werden. 
(4.4) Bemerkung (Bibliographischer Kommentar)
Die in IV.(3.6) und IV.(3.10) beschriebenen verallgemeinerten Frobenius-Schur-Relationen tauchen
schon in einer alten Arbeit von Brauer (siehe [Bra45, Theoreme 4 und 5]) fu¨r Frobenius-Algebren
auf, wurden aber dort nicht verwendet, um primitive Idempotente zu konstruieren.
Kapitel V
Zerlegungsabbildungen und
Brauer-Reziprozita¨t
In diesem Kapitel werden zuna¨chst einige Grundlagen fu¨r die Betrachtung modularer Darstellungen
von Algebren gelegt, indem Zerlegungsabbildungen definiert werden. Dabei werden im Wesentlichen
Darstellungen u¨ber einem Ko¨rper K
”
ganzzahlig“ gemacht und dann elementweise modulo einem
maximalen Ideal reduziert, um Darstellungen u¨ber einem anderen Ko¨rper L zu erhalten.
Danach wird gezeigt, dass diese sich auch anders beschreiben lassen, na¨mlich durch Betrachtung
von projektiv unzerlegbaren Moduln bzw. primitiven Idempotenten. Hierbei geht man in der anderen
Richtung vor: Die primitiven Idempotente in der Algebra u¨ber L lassen sich zu Idempotenten in der
Algebra u¨ber einem geeigneten Ring O heben, dessen Quotientenko¨rper gleich K ist. Dabei gehen
die vorigen Ergebnisse u¨ber Semiperfektheit ein. Dieser Ansatz fu¨hrt zur Definition einer
”
Klebeab-
bildung“, die beschreibt, wie die primitiven Idempotente in der Algebra u¨ber K
”
zusammenkleben“,
wenn man die Algebra u¨ber O betrachtet, also weniger Nenner zula¨sst.
Die Tatsache, dass beide Konzepte im Wesentlichen dasselbe sind, wird unter dem Stichwort
”
Brauer-
Reziprozita¨t“ bewiesen. Am Ende des Kapitels folgt noch ein Abschnitt u¨ber die Faktorisierung von
Zerlegungsabbildungen. Dort wird eine Situation beschrieben, in der sich eine Zerlegungsabbildung
als Verkettung von zwei anderen beschreiben la¨sst. Dies wird spa¨ter bei der Formulierung der James-
Vermutung verwendet.
V.1 Grundlagen und Definitionen
(1.1) Definition (Grothendieck-Gruppe, vgl. [CR81, §16B])
Es seiH ein Ring. Wir bezeichnen mit R0(H) die Grothendieck-Gruppe der Kategorie mod-H der
endlich erzeugtenH -Moduln.
Die abelsche Gruppe R0(H) ist also von den Isomorphieklassen [V ] endlich erzeugterH -Moduln V
erzeugt. Fu¨r diese Erzeuger gelten die Relationen [V ] = [V ′] + [V ′′] fu¨r jede kurze exakte Sequenz
0→ V ′→ V → V ′′→ 0 vonH -Moduln V , V ′ und V ′′. Wir bezeichnen mit R+0 (H) das Teilmonoid
von R0(H), das aus den Elementen [V ] besteht, wobei [V ] eine Isomorphieklasse endlich erzeugter
H -Moduln ist.
(1.2) Proposition (Grothendieck-Gruppe eines artinschen Rings, vgl. [CR81, (16.6)])
Es sei H ein artinscher Ring. Fu¨r zwei H -Moduln V und V ′ ist genau dann [V ] = [V ′] ∈ R0(H),
wenn sie dieselben Vielfachheiten von Kompositionsfaktoren haben. Es folgt, dass R0(H) eine freie
abelsche Gruppe ist mit einer Basis, die durch die Isomorphieklassen der einfachenH -Moduln gege-
ben ist.
Beweis: Siehe [CR81, (16.6)]. 
Bemerkung: Dies gilt insbesondere fu¨r den Fall, dass H eine endlich-dimensionale Algebra u¨ber
einem Ko¨rper ist.
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(1.3) Definition/Proposition (Funktorialita¨t von R0)
Es seien H und H ′ Ringe und F : mod-H → mod-H ′ ein exakter Funktor. Dann induziert F
vermo¨ge [V ] 7→ [FV ] einen Homomorphismus R0(F) zwischen den abelschen Gruppen R0(H)
und R0(H ′). Ist H ′′ ein weiterer Ring und G : mod-H ′ → mod-H ′′ ein exakter Funktor, dann gilt
R0(G ◦ F) = R0(G) ◦ R0(F).
Beweis: Offensichtlich ist [V ] 7→ [FV ] eine wohldefinierte Abbildung auf der Menge der Isomor-
phieklassen endlich erzeugter Moduln. Da F exakt ist, gehen exakte Sequenzen 0 → V ′ → V →
V ′′→ 0 in exakte Sequenzen 0→ FV ′→ FV → FV ′′→ 0 u¨ber und R0(F) ist wohldefiniert. Die
Vertra¨glichkeit mit Verkettung ist klar. 
(1.4) Beispiel (Konstantenerweiterung induziert Gruppenhomomorphismus)
Es sei F ein Ko¨rper, F ′ ⊃ F ein Erweiterungsko¨rper und H eine F-Algebra. Dann ist die Konstan-
tenerweiterung (vgl. I.(3.2) und I.(3.4)) ein exakter Funktor von der Kategorie mod-H der endlich
erzeugtenH -Moduln in die Kategorie mod-F ′H der endlich erzeugten F ′H -Moduln. Es ist na¨mlich
F ′ ein F-Vektorraum und damit als F-Modul frei und deswegen flach. Also ist F ′ ⊗
F
− ein exakter
Funktor.
Deswegen induziert die Konstantenerweiterung nach V.(1.3) einen Homomorphismus zwischen den
abelschen Gruppen R0(H) und R0(F ′H), der durch [V ] 7→ [F ′ ⊗F V ] gegeben ist.
(1.5) Bezeichnungen (Konstantenerweiterung bei Grothendieck-Gruppen)
In der Situation aus V.(1.4) bezeichnen wir den durch den Konstantenerweiterungs-Funktor induzier-
ten Homomorphismus zwischen R0(H) und R0(F ′H) mit d F
′
F .
(1.6) Definition (projektive Grothendieck-Gruppe, vgl. [CR81, §16B])
Es sei H ein Ring. Wir bezeichnen mit K0(H) die projektive Grothendieck-Gruppe, also die
Grothendieck-Gruppe der Kategorie proj-H der endlich erzeugten, projektivenH -Moduln.
Die abelsche Gruppe K0(H) ist also von den Isomorphieklassen [P] endlich erzeugter, projektiver
H -Moduln P erzeugt. Fu¨r diese Erzeuger gelten die Relationen [P] = [P ′] + [P ′′] fu¨r jede direkte
Summenzerlegung P ∼= P ′ ⊕ P ′′ von endlich erzeugten, projektiven H -Moduln P , P ′ und P ′′. Wir
bezeichnen mit K+0 (H) das Teilmonoid von K0(H), das aus den Elementen [P] besteht, wobei P ein
endlich erzeugter, projektiverH -Modul ist.
Bemerkung: In der Kategorie der projektiven Moduln brauchen wir fu¨r die Relationen nur direkte
Summenzerlegungen, da jede kurze exakte Sequenz aufspaltet.
(1.7) Proposition (Grothendieck-Gruppe eines semiperfekten Rings, vgl. [CR81, (16.7)])
Es sei H ein semiperfekter Ring. Fu¨r zwei endlich erzeugte, projektive H -Moduln P und P ′ gilt
genau dann [P] = [P ′] ∈ K0(H), wenn sie dieselben Vielfachheiten von projektiv unzerlegbaren
Summanden haben. Es folgt, dass K0(H) eine freie abelsche Gruppe ist mit einer Basis, die durch die
Isomorphieklassen der endlich erzeugten, projektiv unzerlegbarenH -Moduln gegeben ist.
Beweis: Siehe [CR81, (16.7)]. 
Bemerkungen: Wegen Korollar II.(5.7) ist jeder endlich erzeugte, projektive Modul direkte Summe
von projektiv unzerlegbaren.
Nach Proposition II.(5.5) ist eine endlich-dimensionale Algebra u¨ber einem Ko¨rper semiperfekt, also
gelten die obigen Aussagen u¨ber K0(H) insbesondere in diesem Fall.
(1.8) Definition/Proposition (Funktorialita¨t von K0)
Es seienH undH ′ Ringe und F ein additiver Funktor von der Kategorie proj-H der endlich erzeug-
ten, projektiven H -Moduln in die Kategorie proj-H ′ der endlich erzeugten, projektiven H ′-Moduln.
Dann induziert F vermo¨ge [P] 7→ [F P] einen Homomorphismus K0(F) zwischen den abelschen
Gruppen K0(H) und K0(H ′). Ist H ′′ ein weiterer Ring und G ein weiterer additiver Funktor von
der Kategorie der endlich erzeugten, projektiven H ′-Moduln in die Kategorie der endlich erzeugten,
projektivenH ′′-Moduln, dann gilt K0(G ◦ F) = K0(G) ◦ K0(F).
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Beweis: Offensichtlich ist [P] 7→ [F P] eine wohldefinierte Abbildung auf der Menge der Isomor-
phieklassen endlich erzeugter, projektiver Moduln. Da F additiv ist, gehen direkte Summen P ∼=
P ′⊕ P ′′ in direkte Summen F P ∼= F P ′⊕ F P ′′ u¨ber und K0(F) ist wohldefiniert. Die Vertra¨glichkeit
mit Verkettung ist klar. 
(1.9) Beispiel (Ringhomomorphismus induziert Gruppenhomomorphismus)
Ist ϕ : H → H ′ ein Ringhomomorphismus, dann ko¨nnen wir H ′ vermo¨ge ϕ als H -H ′-Bimodul
auffassen und jedem projektiven H -Modul P den projektiven H ′-Modul P ⊗
H
H ′ zuordnen. Da der
Tensorproduktfunktor− ⊗
H
H ′ ein additiver Funktor ist, induziert das einen Gruppenhomomorphismus
K0(− ⊗
H
H ′) : K0(H)→ K0(H ′), fu¨r den also K0(− ⊗
H
H ′)([P]) = [P ⊗
H
H ′] gilt. Dadurch kann man
K0 als einen Funktor von der Kategorie der Ringe in die Kategorie der abelschen Gruppen auffassen.
(1.10) Beispiel (Konstantenerweiterung induziert Gruppenhomomorphismus)
Es sei O ein Ring und H eine O-Algebra. Weiter sei O′ ein Erweiterungsring von O. Dann ist die
Konstantenerweiterung ein additiver Funktor von der Kategorie proj-H der endlich erzeugten, pro-
jektiven H -Moduln in die Kategorie proj-O′H der endlich erzeugten, projektiven O′H -Moduln. Ist
na¨mlich P ein endlich erzeugter, projektiver H -Modul, dann ist O′P = O′ ⊗
O
P nach Lemma I.(3.5)
ein projektiver O′H -Modul. Als Tensorprodukt-Funktor ist O′ ⊗
O
− automatisch additiv, induziert al-
so nach Proposition V.(1.3) einen Homomorphismus K0(O′ ⊗
O
−) : K0(H) → K0(O′H) abelscher
Gruppen.
(1.11) Bezeichnungen (Konstantenerweiterung bei projektiven Grothendieckgruppen)
Mit der Inklusionsabbildung i : H ↪→ O′H erha¨lt man mit Hilfe von V.(1.9) dieselbe Abbildung von
K0(H) nach K0(O′H) wie in V.(1.10) mit dem Konstantenerweiterungs-Funktor. Wir bezeichnen
diese Abbildung mit eO′O .
(1.12) Definition (Paarung zwischen K0(H) und R0(H), vgl. [GR97, 2.1])
Es sei F ein Ko¨rper undH eine endlich-dimensionale F-Algebra. Dann definiert〈[P]∣∣[V ]〉 := dimF HomH (P, V )
eine bilineare Abbildung 〈−|−〉 : K0(H)× R0(H)→ Z.
Beweis: Die Wohldefiniertheit folgt, weil HomH (−, V ) additiv und HomH (P,−) exakt ist, da P
projektiv ist. 
(1.13) Proposition (Duale Basen von Grothendieck-Gruppen)
Es sei F ein Ko¨rper und H eine endlich-dimensionale F-Algebra. Weiter sei F Zerfa¨llungsko¨rper
fu¨r H . Dann ist die Basis von K0(H), die durch die projektiv unzerlegbaren Moduln gegeben ist,
bezu¨glich 〈−|−〉 dual zur Basis von R0(H), die durch die einfachen Moduln gegeben ist.
Beweis: DaH nach Proposition II.(5.5) semiperfekt ist, sind die projektiv unzerlegbaren Moduln laut
Lemma II.(5.8) (und der daran anschließenden Bemerkung) genau die projektiven Hu¨llen der einfa-
chen Moduln. Ist P die projektive Hu¨lle des einfachen Moduls V , dann ist HomH (P, V ′) fu¨r jeden
einfachen Modul V ′ als F-Vektorraum isomorph zu HomH (V, V ′). Wegen dem Schur’schen Lemma
und Theorem I.(3.10) ist die Dimension dieses F-Vektorraums gleich 0, wenn V ′ nicht isomorph zu
V ist, und gleich 1, wenn V isomorph zu V ′ ist, da F Zerfa¨llungsko¨rper fu¨rH ist. 
Bemerkung: Ist P die projektive Hu¨lle des einfachen Moduls V , so gibt 〈[P]|[M]〉 die Vielfachheit
von V in einer Kompositionsreihe des Moduls M und 〈[Q], [V ]〉 die Vielfachheit von V im Kopf
des projektiven Moduls Q an. Die Vielfachheiten der einfachen Moduln im Kopf eines projektiven
beschreiben dessen Isomorphietyp vollsta¨ndig.
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(1.14) Definition/Proposition (Charakteristisches Polynom, vgl. [GP00, 7.3.1])
Es sei R ein kommutativer Ring, θ : R → F ein Ringhomomorphismus in einen Ko¨rper F , H eine
R-freie R-Algebra von endlichem Rang und X eine Unbestimmte u¨ber F . Es sei mit Maps(H , F[X ])
die Menge der Abbildungen vonH nach F[X ] bezeichnet. Sie ist eine Halbgruppe bezu¨glich punkt-
weiser Multiplikation. Wir fassen F-Vektorra¨ume vermo¨ge θ als R-Moduln auf und bezeichnen die
Konstantenreduktion bzw. Konstantenerweiterung mit FH := F ⊗
R
H . Dann definieren wir:
pF : R+0 (FH) −→ Maps(H , F[X ]),
[M] 7−→ (h 7→ χ (M)(1⊗ h))
wobei χ (M)(1⊗ h) das charakteristische Polynom desjenigen F-Endomorphismus von M ist, der durch die
Operation von 1F ⊗ h ∈ FH gegeben ist. Dies ist ein Homomorphismus von Halbgruppen.
Bemerkung: Ha¨ufig wird θ eine Inklusion oder eine kanonische Projektion sein oder sogar die Iden-
tita¨t. Wenn sie sich unzweifelhaft aus dem Zusammenhang ergeben, werden R und θ im Folgenden
meist nicht mehr erwa¨hnt.
Beweis: Die Abbildung ist wohldefiniert, da wegen Proposition V.(1.2) aus [M] = [M ′] ∈ R+0 (FH)
folgt, dass M und M ′ dieselben Kompositionsfaktoren haben, und weil fu¨r jede kurze, exakte Sequenz
0→ M ′→ M → M ′′→ 0 die Moduln M ′ und M ′′ zusammen dieselben Kompositionsfaktoren wie
M haben (Vielfachheiten beru¨cksichtigt!). Das charakteristische Polynom χ(1⊗ h) ha¨ngt aber nur von
den Kompositionsfaktoren von M ab. Das charakteristische Polynom auf einer direkten Summe von
Moduln ist das Produkt der charakteristischen Polynome auf den Summanden. 
(1.15) Lemma (Brauer-Nesbitt, vgl. [GP00, 7.3.2])
Es sei F ein Ko¨rper, H eine endlich-dimensionale F-Algebra und F sei Zerfa¨llungsko¨rper fu¨r H .
Dann ist die Abbildung pF aus V.(1.14) mit R = F und θ = idF injektiv.
Beweis: Da F Zerfa¨llungsko¨rper ist, folgt mit [CR81, (3.41)], dass die Menge der irreduziblen Cha-
raktere von H eine linear unabha¨ngige Teilmenge von H∗ := HomF(H , F) ist. Damit sind alle
Voraussetzungen in [GP00, 7.3.2] erfu¨llt. 
(1.16) Lemma (Kompatibilita¨t mit Ko¨rpererweiterung, vgl. [GP00, 7.3.4])
Es sei F ein Ko¨rper,H eine endlich-dimensionale F-Algebra und F ′ ein Erweiterungsko¨rper von F .
Dann induziert die Konstantenerweiterung wie in V.(1.4) vermo¨ge [M] 7→ [F ′ ⊗
F
M] einen Homomor-
phismus d F ′F : R0(H)→ R0(F ′H), der das folgende Diagramm kommutativ macht:
R+0 (H)
  pF //
d F ′F

	
Maps(H , F[X ])
 _

R+0 (F ′H)
  pF ′ // Maps(H , F ′[X ])
Hierbei sind pF und pF ′ jeweils die Abbildungen aus V.(1.14) und der rechte Pfeil ist durch die Ein-
bettung F[X ] ↪→ F ′[X ] gegeben. Ist F Zerfa¨llungsko¨rper fu¨r H , dann ist d F ′F ein Isomorphismus,
der die Isomorphieklassen der einfachen Moduln erha¨lt.
Beweis: Siehe [GP00, 7.3.4]. 
(1.17) Lemma (Kompatibilita¨t mit Ko¨rpererweiterung II)
Es sei F ein Ko¨rper, H eine endlich-dimensionale F-Algebra und F ′ ein Erweiterungsko¨rper von
F . Dann induziert die Konstantenerweiterung wie in V.(1.10) vermo¨ge [P] 7→ [F ′ ⊗
F
P] einen Homo-
morphismus eF
′
F : K0(H)→ K0(F ′H). Dieser und d F ′F aus V.(1.5) bzw. V.(1.16) sind vertra¨glich mit
der Paarung aus V.(1.12), es gilt na¨mlich fu¨r alle P ∈ proj-H und alle M ∈ mod-H :〈[P]∣∣[M]〉
H
=
〈
eF
′
F ([P])
∣∣d F ′F ([M])〉F ′H = 〈[F ′P]∣∣[F ′M]〉F ′H . (V.1)
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Ist F Zerfa¨llungsko¨rper fu¨r H , dann ist eF ′F ein Isomorphismus, der die Isomorphieklassen der pro-
jektiv unzerlegbaren Moduln erha¨lt.
Beweis: Der Konstantenerweiterungs-Funktor F ′ ⊗
F
− induziert wie in V.(1.4) und V.(1.10) Homomor-
phismen d F ′F : R0(H) → R0(F ′H) und eF ′F : K0(H) → K0(F ′H). Wir benutzen nun das
”
Change
of Rings“-Lemma aus I.(3.6): Da F ′ als F-Modul frei und alle vorkommenden Moduln endlich er-
zeugt sind, ist F ′ ⊗
F
HomH (P,M) ∼= HomF ′H (F ′P, F ′M) als F ′-Vektorra¨ume. Die F ′-Dimension der
linken Seite ist aber gleich der F-Dimension von HomH (P,M), also gilt〈[P]∣∣[M]〉
H
= 〈[F ′P]∣∣[F ′M]〉F ′H fu¨r alle P ∈ proj-H und alle M ∈ mod-H .
Ist F Zerfa¨llungsko¨rper fu¨rH , dann ist d F ′F laut Lemma V.(1.16) ein Isomorphismus, der die Isomor-
phieklassen der einfachen Moduln erha¨lt. Ist P projektiv unzerlegbar, dann ist F ′P wegen Gleichung
V.1 und der Bemerkung nach V.(1.13) ein projektiver F ′H -Modul mit einfachem Kopf, also unzer-
legbar. 
(1.18) Definition (O-Form)
Es sei K ein Ko¨rper, O ⊆ K ein Teilring,H eine O-freie O-Algebra von endlichem Rang und M ein
endlich erzeugter KH -Modul. Dann heißt ein O-freier H -Modul M˜ , fu¨r den K ⊗
O
M˜ ∼= M gilt, eine
O-Form von M.
(1.19) Proposition (Bei Bewertungsringen ist ”torsionsfrei“ gleich ”frei“, vgl. [Gol80, (5.2)])
Es sei O ein Bewertungsring und M ein endlich erzeugter, torsionsfreier O-Modul. Dann ist M frei.
Beweisidee: Das maximale Ideal von O sei mit m bezeichnet, der Restklassenko¨rper mit k und die
kanonische Projektion mit einem Querstrich: : O → k. Es sei (mi )16i6n ein minimales Erzeugen-
densystem fu¨r M . Dies bedeutet nach [Kun85, IV.2.4], dass (mi )16i6n eine Basis von M = M/(mM)
ist. Da O ein Bewertungsring ist, ko¨nnte man in einer nicht-trivialen Relation
∑n
i=1 oi mi = 0 mit
oi ∈ O durch den Koeffizienten mit der niedrigsten Bewertung teilen und erhielte so eine ebensolche
Relation, in der ein Koeffizient gleich 1 ist, also auch nach ¨Ubergang zu k eine nicht-triviale Relation
zwischen den (mi )16i6n . Dies wa¨re aber ein Widerspruch dazu, dass (mi )16i6n eine Basis ist. 
(1.20) Korollar (Existenz von O-Formen u¨ber Bewertungsringen)
Es sei K ein Ko¨rper, O ⊆ K ein Bewertungsring, H eine O-freie O-Algebra von endlichem Rang
und M ein endlich erzeugter KH -Modul. Dann gibt es zu M eine O-Form M˜ .
Beweis: Wir wa¨hlen eine K -Basis (b1, . . . , bn) von M und eineO-Basis (h1, . . . , hm) vonH . DasO-
Erzeugnis der (bi h j )16i6n,16 j6m ist dann ein H -Untermodul von M , der als torsionsfreier O-Modul
nach V.(1.19) O-frei ist. 
(1.21) Proposition (Existenz von Bewertungsringen, vgl. [Mat86, Theorem 10.2])
Es sei K ein Ko¨rper, A ⊆ K ein Ring und q ein Primideal von A. Dann gibt es einen Bewertungsring
O in K mit A ⊆ O und A ∩ radO = q.
Beweis: Siehe [Mat86, Theorem 10.2]. 
V.2 Zerlegungsabbildungen
Fu¨r den Rest des Kapitels benutzen wir die folgenden Bezeichnungen:
(2.1) Voraussetzungen (Spezialisierung)
Es sei A ein Integrita¨tsbereich und H eine A-freie A-Algebra von endlichem Rang. Der Quotien-
tenko¨rper von A sei mit K und die Konstantenerweiterung K ⊗
A
H mit KH bezeichnet (vgl. I.(3.2)).
Entsprechend schreiben wir OH fu¨r O ⊗
A
H , wenn O ein Ring mit A ⊆ O ist.
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Zusa¨tzlich sei A ganz-abgeschlossen in K und θ : A→ L ein Ringhomomorphismus in einen Ko¨rper
L , so dass L der Quotientenko¨rper von θ(A) ist. Vermo¨ge θ ko¨nnen wir L als einen A-Modul auffassen
und von LH = L ⊗
A
H sprechen (vgl. I.(3.2)). Es sei L Zerfa¨llungsko¨rper fu¨r LH . Da L ein Ko¨rper
ist, ist q := ker θ ein Primideal in A.
(2.2) Definition (Zerlegungsabbildung dθ , vgl. [GP00, 7.4.2 und 7.4.3])
Es gelten die Voraussetzungen aus V.(2.1). Die Zerlegungsabbildung dθ ist dann durch die folgende
universelle Eigenschaft definiert: dθ : R0(KH) → R0(LH) ist der Homomorphismus abelscher
Gruppen, fu¨r den das folgende Diagramm kommutativ ist:
R+0 (KH)
  pK //
dθ

	
Maps(H , A[X ])
θ∗

R+0 (LH)
  pL // Maps(H , L[X ])
(V.2)
Dabei steht pK fu¨r die Abbildung aus V.(1.14). Dass die Polynome im Bildbereich von pK Koeffizi-
enten aus A haben, wird in V.(2.5) bewiesen. Die Abbildung pL ist die entsprechende Abbildung u¨ber
dem Ko¨rper L und θ∗ steht fu¨r die Abbildung, die durch Anwendung von θ auf die Koeffizienten der
Polynome induziert wird. Außerdem wird dθ mit seiner Einschra¨nkung auf R+0 (KH) ⊆ R0(KH)
identifiziert.
Bemerkung: In Proposition V.(2.5) wird Existenz und Eindeutigkeit der Zerlegungsabbildung bewie-
sen. Dort findet sich auch eine genaue Konstruktion und eine Begru¨ndung dafu¨r, dass obige Eigen-
schaft
”
universell“ ist.
(2.3) Voraussetzungen (Hilfsring)
Es gelten die Voraussetzungen aus V.(2.1). Es sei O ein lokaler Ring, fu¨r den gilt (vgl. V.(1.21)):
(i) A ⊆ O ⊆ K .
(ii) radO ∩ A = q.
Der Restklassenko¨rper O/ rad(O) sei mit k bezeichnet; er ist ein Erweiterungsko¨rper von L , da die
Abbildung A ↪→ O  k einen injektiven Homomorphismus L ↪→ k induziert (L ist der Quotien-
tenko¨rper von θ(A)).
(2.4) Voraussetzungen (Existenz von O-Formen)
Es gelten die Voraussetzungen aus V.(2.1) und V.(2.3). Weiter habe O die folgende Eigenschaft:
(t) Zu jedem einfachen KH -Modul V gibt es eine O-Form, also ein OH -Gitter V˜ mit
V ∼= K ⊗
O
V˜ als KH -Moduln.
Bemerkung: Korollar V.(1.20) zeigt, dass (t) erfu¨llt ist, wenn O ein Bewertungsring ist, da dann
sogar jeder endlich erzeugte KH -Modul M eine O-Form besitzt.
(2.5) Proposition (Existenz, Eindeutigkeit und Konstruktion der Zerlegungsabbildung)
(vgl. [GP00, 7.4.2 und 7.4.3])
Es gelten die Voraussetzungen aus V.(2.1). Dann existiert die Zerlegungsabbildung dθ aus V.(2.2) und
ist eindeutig durch die dort angegebene Eigenschaft charakterisiert.
Genauer: Es sei O ein beliebiger Ring, der die Voraussetzungen aus V.(2.3) erfu¨llt und der die Ei-
genschaft (t) aus V.(2.4) hat. Dann la¨sst sich das Bild einer Isomorphieklasse [V ] einfacher KH -
Moduln wie folgt beschreiben: Es sei V˜ eine O-Form von V . Da L Zerfa¨llungsko¨rper fu¨r LH ist, ist
dkL : [U ] 7→ [k ⊗L U ] nach Proposition V.(1.16) ein Isomorphismus zwischen R0(LH) und R0(kH).
Es ist
dθ ([V ]) = (dkL)−1([k ⊗O V˜ ]) ∈ R+0 (LH).
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Beweis: Zuna¨chst sei bemerkt, dass es immer einen Ring O gibt, der die Voraussetzungen aus V.(2.3)
und (t) aus V.(2.4) erfu¨llt. Wir brauchen na¨mlich nur einen Bewertungsring O mit A ⊆ O ⊆ K
und radO ∩ A = q zu wa¨hlen. Dieser existiert nach Proposition V.(1.21). Die fu¨r (t) notwendigen
O-Formen existieren dann nach Korollar V.(1.20).
Wir zeigen nun, dass die Abbildung pK : R+0 (KH)→ Maps(H , K [X ]) aus V.(1.14) in Wirklichkeit
nur Werte in Maps(H , A[X ]) annimmt: Sei na¨mlich M ein beliebiger endlich erzeugter KH -Modul.
Dann existiert nach V.(1.20) fu¨r jeden beliebigen Bewertungsring O mit A ⊆ O ⊆ K eine O-Form,
also ein OH -Gitter M˜ mit K ⊗
O
M˜ ∼= M . Daher la¨sst sich die zu M geho¨rende Matrixdarstellung von
H u¨ber O realisieren und die charakteristischen Polynome χh haben fu¨r beliebiges h ∈ H Koeffizi-
enten in O. Da A aber laut V.(2.1) ganz-abgeschlossen in K ist und der Schnitt aller Bewertungsringe
O zwischen A und K gleich dem ganzen Abschluss von A in K — also gleich A ist (siehe [Mat86,
10.4]), haben alle charakteristischen Polynome χh Koeffizienten in A.
Zu jeder additiven Abbildung ϕ zwischen den abelschen Halbgruppen R+0 (KH) und R+0 (LH) gibt
es genau einen Homomorphismus zwischen den abelschen Gruppen R0(KH) und R0(LH), der auf
ϕ einschra¨nkt. Da aber pL nach Lemma V.(1.15) injektiv ist, kann es ho¨chstens ein dθ geben, dessen
Einschra¨nkung auf R+0 (KH) das Diagramm V.2 kommutativ macht. Damit ist die Eindeutigkeit der
Zerlegungsabbildung bewiesen. Dies zeigt, dass die Eigenschaft von dθ , das Diagramm V.2 kommu-
tativ zu machen,
”
universell“ bzw.
”
charakterisierend“ ist.
Zum Beweis der Existenz sei O ein beliebiger Ring, der die Voraussetzungen aus V.(2.3) erfu¨llt und
die Eigenschaft (t) aus V.(2.4) hat. Wir definieren nun zuna¨chst eine Abbildung
dOθ : R+0 (KH)→ R+0 (LH)
so, wie in der Formulierung der Proposition angegeben, also durch Angabe der Bilder der Isomor-
phieklassen einfacher Moduln und lineare Fortsetzung. Wir zeigen, dass dieser Homomorphismus
von Halbgruppen das Diagramm V.2 kommutativ macht: Es sei na¨mlich M ein endlich erzeugter
KH -Modul, h ∈ H und χh das charakteristische Polynom der Operation von 1K ⊗ h auf M . Dann
ist (θ∗ ◦ pK )([M])(h) gleich dem Polynom, das aus χh durch Anwenden von θ auf die Koeffizienten
von χh entsteht. Andererseits ist χh gleich dem Produkt der charakteristischen Polynome der Operati-
on von 1K ⊗ h auf den Kompositionsfaktoren (Vielfachheiten beru¨cksichtigt). Das Bild dOθ ([M]) von
[M] ist nach Definition die Summe der Bilder der Isomorphieklassen der Kompositionsfaktoren von
M . Fu¨r die Isomorphieklassen der einfachen Moduln V existieren O-Formen V˜ , die mit k tensoriert
werden. Deswegen ist (pL ◦dOθ )([M])(h) gleich dem Produkt der Polynome, die aus den charakteristi-
schen Polynomen der Kompositionsfaktoren durch Anwenden von θ auf die Koeffizienten entstehen.
Man beachte, dass die Abbildung dkL nach Proposition V.(1.16) ein Isomorphismus ist, der die Isomor-
phieklassen der einfachen Moduln erha¨lt und vertra¨glich mit der Bildung charakteristischer Polynome
ist.
Damit ist gezeigt, dass jedes solche dOθ das Diagramm V.2 kommutativ macht. Deswegen haben wir
dθ = dOθ unabha¨ngig von der Wahl des Ringes O und der Wahl der O-Formen V˜ konstruiert und die
Existenz ist bewiesen. 
V.3 Klebeabbildungen
In diesem Abschnitt werden wir unter denselben Voraussetzungen wie bei der Zerlegungsabbildung
(siehe V.(2.1)) eine andere Abbildung zwischen Grothendieck-Gruppen definieren. Hier betrachten
wir projektiv unzerlegbare Moduln anstelle von einfachen und benutzen die projektiven Grothendieck-
Gruppen. Die Abbildung geht
”
in die andere Richtung“.
Spa¨ter wird sich herausstellen, dass dies genau die duale Abbildung der Zerlegungsabbildung ist.
(3.1) Definition (Klebeabbildung)
Es gelten die Voraussetzungen aus V.(2.1) und V.(2.3). Zusa¨tzlich sei OH semiperfekt. Dann definie-
ren wir eine Abbildung eOθ : K0(LH)→ K0(KH) wie folgt: Ein projektiv unzerlegbarer LH -Modul
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P ist von der Form e¯LH fu¨r ein primitives Idempotent e¯ ∈ LH . Dieses Idempotent ist auch ein Idem-
potent in kH (beachte, dass L ⊆ k ist) und weilOH semiperfekt ist, kann man e¯ zu einem Idempotent
e ∈ OH heben (man beachte Proposition II.(5.10)), so dass also 1k ⊗
O
e = e¯ ist. Wir setzen dann
eOθ ([P]) := [eKH ] ∈ K+0 (KH).
Wir nennen eOθ Klebeabbildung.
Bemerkung: Der Name
”
Klebeabbildung“ kommt daher, dass sie beschreibt, wie die primitiven Idem-
potente in KH zusammenkleben, wenn man die Algebra OH u¨ber dem Ring O betrachtet. Dies
kommt durch das Fehlen von Nennern. Die Zerlegung eines Idempotents e in eine Summe von paar-
weise orthogonalen, primitiven Idempotenten ist dasselbe wie die Zerlegung des projektiven Moduls
eKH in eine direkte Summe von projektiv unzerlegbaren. Da KH als endlich-dimensionale Algebra
u¨ber einem Ko¨rper semiperfekt ist, ist diese Zerlegung in Bezug auf den Isomorphietyp bis auf die
Reihenfolge eindeutig (siehe Theorem II.(5.9)).
(3.2) Proposition (Wohldefiniertheit der Klebeabbildung)
Die Klebeabbildung eOθ in V.(3.1) ist wohldefiniert.
Beweis: Nach Lemma II.(4.1).(v) (angewandt aufOH ) ist kH ∼= OH/mOH , wenn m das maximale
Ideal von O ist, und mOH ⊆ radOH , so dass wir die Restklassenvergro¨berung
ψ : OH/mOH  OH/ radOH
haben. Zwei verschiedene Hebungen e und e′ von e¯ sind also immer modulo radOH gleich, so dass
die projektiven Moduln eOH und e′OH mit Proposition II.(4.2) und Lemma II.(5.3) alsOH -Moduln
isomorph sind. Insbesondere ist also [eKH ] = [e′KH ] ∈ K0(KH) und eOθ ([P]) ha¨ngt nicht von der
Wahl von e ab.
Die gleiche Argumentation greift auch in dem Fall, dass man mit zwei verschiedenen primitiven Idem-
potenten e¯ und e¯′ in LH anfa¨ngt: Weil e¯LH und e¯′LH als LH -Moduln isomorph sind, gilt auch
e¯kH ∼= e¯′kH als kH -Moduln, also ist ψ(e¯) · (OH/ radOH) ∼= ψ(e¯′) · (OH/ radOH) (wieder mit
Proposition II.(4.2) und Lemma II.(5.3) angewandt auf OH ). Dann kann man aber wieder wie oben
schließen und sieht, dass eOθ ([P]) auch nicht von der Wahl von e¯ abha¨ngt. 
(3.3) Lemma (Variante von ”Change of Rings“, vgl. [Fei82, Lemma 17.6])
Es sei O ein kommutativer, lokaler Ring mit Quotientenko¨rper K und Restklassenko¨rper k. Weiter sei
OH eine O-Ordnung, P ∈ proj-OH und M ein OH -Gitter. Zusa¨tzlich sei OH semiperfekt.
Dann ist HomOH (P,M) ein endlich erzeugter, O-freier O-Modul und
Homk⊗
O
OH (k ⊗
O
P, k ⊗
O
M) ∼= k ⊗
O
HomOH (P,M).
Außerdem gilt fu¨r den Rang r von HomOH (P,M):
dimk Homk⊗
O
OH (k ⊗
O
P, k ⊗
O
M) = r = dimK HomK ⊗
O
OH (K ⊗
O
P, K ⊗
O
M).
Beweis: Wegen Korollar II.(5.7) ist P isomorph zu einer endlichen direkten Summe von projektiv
unzerlegbaren Moduln der Form eiOH fu¨r Idempotente ei ∈ OH . Da Hom additiv ist, kann man also
ohne Beschra¨nkung der Allgemeinheit annehmen, dass P = eOH ist fu¨r ein primitives Idempotent
e ∈ OH . Dann ist aber HomOH (eOH ,M) als O-Modul isomorph zu Me. Da M als O-Modul frei
ist und die Zerlegung in eine direkte Summe M = Me⊕ M(1− e) hat, ist Me ein O-projektiver und
damit (O ist lokal, siehe [Mat86, Theorem 2.5]) ein O-freier Modul, der als direkter Summand von
M endlich erzeugt ist. Also ist auch gezeigt, dass HomOH (eOH ,M) als O-Modul frei ist.
Mit Lemma I.(3.8) haben wir sowohl fu¨r k als auch fu¨r K das
”
Change of Rings“-Lemma zur Verfu¨-
gung und schließen sofort
Homk⊗
O
OH (k ⊗
O
eOH , k ⊗
O
M) ∼= k ⊗
O
HomOH (eOH ,M) als k-Vektorra¨ume
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und
HomK ⊗
O
OH (K ⊗
O
eOH , K ⊗
O
M) ∼= K ⊗
O
HomOH (eOH ,M) als K -Vektorra¨ume.
Da HomOH (eOH ,M) als O-Modul frei ist, folgen die Behauptungen u¨ber den Rang r und die Di-
mensionen. 
(3.4) Proposition (Unabha¨ngigkeit der Klebeabbildung von O)
Die Klebeabbildung eOθ aus Definition V.(3.1) ha¨ngt nicht von der Wahl des Hilfsrings O ab, so-
lange O die Voraussetzungen aus V.(2.3) und (t) aus V.(2.4) erfu¨llt, OH semiperfekt ist und K
Zerfa¨llungsko¨rper fu¨r KH ist.
Genauer: Es gelten die Voraussetzungen aus V.(2.1). Zusa¨tzlich sei K Zerfa¨llungsko¨rper fu¨r KH .
Sind O1 und O2 zwei Ringe, die jeweils die Voraussetzungen aus V.(2.3) und (t) aus V.(2.4) erfu¨llen
und fu¨r die O1H und O2H semiperfekt sind, dann gilt fu¨r alle projektiv unzerlegbaren LH -Moduln
P:
e
O1
θ ([P]) = eO2θ ([P]) ∈ K+0 (KH).
Beweis: Es sei k1 der Restklassenko¨rper von O1 und k2 derjenige von O2. Weiter seien e¯ ∈ LH ein
Idempotent, fu¨r das P ∼= e¯LH ist, und e1 ∈ O1H und e2 ∈ O2H Idempotente, fu¨r die 1k1 ⊗O1 e1 =
e¯ ∈ k1H und 1k2 ⊗O2 e2 = e¯ ∈ k2H gilt. Wir vergleichen nun e1 KH und e2 KH , indem wir jeweilsVielfachheiten von einfachen Moduln im Kopf za¨hlen, also die Paarung aus V.(1.12) verwenden:
Ist V ein beliebiger einfacher KH -Modul, dann ist
〈[ei KH ]∣∣[V ]〉KH die Vielfachheit von V im Kopf
von ei KH fu¨r i = 1, 2 (vgl. Proposition V.(1.13) mit Bemerkung). Nun existieren nach Voraussetzung
aber sowohl eine O1-Form V1 von V als auch eine O2-Form V2 von V und wir ko¨nnen Lemma V.(3.3)
in beiden Fa¨llen anwenden. Daraus folgt, dass〈[ei KH ]∣∣[V ]〉KH = 〈[e¯kiH ]∣∣[ki ⊗Oi Vi ]〉kiH
ist fu¨r i = 1, 2.
Da aber L Zerfa¨llungsko¨rper fu¨r LH ist, induziert die Konstantenerweiterung von L nach ki jeweils
einen Isomorphismus von R0(LH) nach R0(kiH) und von K0(LH) nach K0(kiH) und wir erhalten
wegen der Vertra¨glichkeit mit 〈−|−〉 (vgl. Lemma V.(1.16) und Lemma V.(1.17)):〈[ei KH ]∣∣[V ]〉KH = 〈[e¯LH ]∣∣(dkiL )−1([ki ⊗Oi Vi ])〉LH = 〈[e¯LH ]∣∣dθ ([V ])〉LH
fu¨r i = 1, 2. Nun steht aber auf der rechten Seite das Bild von [V ] ∈ R0(KH) unter der Zerle-
gungsabbildung dθ , die — wie in Proposition V.(2.5) bewiesen — unabha¨ngig vom Ring O ist. Also
ist die Vielfachheit eines beliebigen einfachen KH -Moduls V im Kopf von e1 KH gleich derjeni-
gen im Kopf von e2 KH . Damit sind die Ko¨pfe von e1 KH und e2 KH isomorph und deswegen mit
Proposition II.(4.2) auch e1 KH und e2 KH selbst. Die Behauptung ist bewiesen. 
Bemerkung: Der Beweis zu dieser Behauptung liefert in Wirklichkeit noch mehr. Er zeigt na¨mlich,
dass die Klebeabbildung die duale Abbildung zur Zerlegungsabbildung ist bezu¨glich der Paarungen
〈−|−〉 fu¨r KH und LH . Davon handelt der na¨chste Abschnitt.
V.4 Brauer-Reziprozita¨t
(4.1) Theorem (Brauer-Reziprozita¨t, vgl. [GR97, 2.12])
Es gelten die Voraussetzungen aus V.(2.1) und V.(2.3), außerdem gelte (t) aus V.(2.4) und OH sei
semiperfekt. Zusa¨tzlich sei K Zerfa¨llungsko¨rper fu¨r die Algebra KH . Dann ist die Klebeabbildung
eθ : K0(LH)→ K0(KH) die duale Abbildung der Zerlegungsabbildung dθ : R0(KH)→ R0(LH)
bezu¨glich der Paarung 〈−|−〉 aus V.(1.12). Es gilt also〈[P]∣∣dθ ([M])〉LH = 〈eθ ([P])∣∣[M]〉KH fu¨r alle P ∈ proj-LH und alle M ∈ mod-KH . (V.3)
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Bemerkung: Dieses Theorem kann folgendermaßen interpretiert werden:
Schreibt man die Z-lineare Abbildung dθ : R0(KH)→ R0(LH) als Matrix bezu¨glich der Basen von
R0(KH) bzw. R0(LH), die aus den Isomorphieklassen der einfachen Moduln bestehen (vgl. Proposi-
tionen V.(1.2) und V.(1.7)), erha¨lt man die so genannte Zerlegungsmatrix. ¨Ublicherweise indizieren
die Isomorphieklassen der einfachen KH -Moduln die Zeilen und die Isomorphieklassen der einfa-
chen LH -Moduln die Spalten dieser Matrix. Die Konstruktion der Zerlegungsabbildung zeigt nun,
dass in jeder Zeile der Zerlegungsmatrix die Vielfachheiten der einfachen LH -Moduln in der Kon-
stantenreduktion einer O-Form eines einfachen KH -Moduls stehen.
Die Paarung 〈−|−〉 stellt nun sowohl fu¨r KH als auch fu¨r LH jeweils eine Bijektion zwischen den
einfachen und den projektiv unzerlegbaren Moduln her. Also sagt Theorem V.(4.1), dass in jeder
Spalte der Zerlegungsmatrix die Vielfachheiten der projektiv unzerlegbaren KH -Moduln in einer
direkten Summenzerlegung einer Hebung eines projektiv unzerlegbaren LH -Moduls stehen.
Beweis: Weil dθ und eθ Homomorphismen abelscher Gruppen sind und 〈−|−〉 bilinear ist, reicht
es, Gleichung V.3 auf Basisvektoren nachzurechnen. Wir benutzen die Basis von R0(KH) der Iso-
morphieklassen einfacher KH -Moduln (vgl. Proposition V.(1.2)) und die Basis von K0(LH) der
Isomorphieklassen projektiv unzerlegbarer LH -Moduln.
Es sei dazu e¯LH ein projektiv unzerlegbarer LH -Modul mit einem primitiven Idempotent e¯ ∈ LH
und e ∈ OH eine Hebung, also ein Idempotent mit 1k ⊗
O
e = e¯ ∈ kH ⊇ LH . Weiter sei V ein
einfacher KH -Modul mit einer O-Form V˜ . Dann ko¨nnen wir Lemma V.(3.3) anwenden und erhalten,
dass HomOH (eOH , V˜ ) ein O-freier O-Modul vom Rang r ist und dass〈
[e¯kH ]∣∣[kV˜ ]〉
kH
= r =
〈
[eKH ]∣∣[K V˜ ]〉
KH
gilt. Da aber dθ ([V ]) = (dkL)−1([kV˜ ]) ist, folgt
〈[e¯LH ]∣∣dθ ([V ])〉LH = 〈eθ ([e¯LH ])∣∣[V ]〉KH . 
V.5 Faktorisierung von Zerlegungsabbildungen
(5.1) Voraussetzungen (Faktorisierung von Zerlegungsabbildungen)
Es seien A ein Integrita¨tsbereich und p und q zwei Primideale von A mit 0 6= q ( p. Die Lokalisier-
ungen von A bei p bzw. q seien mit Ap und Aq bezeichnet und die entsprechenden Restklassenringe
mit kp = Ap/ rad(Ap) und kq = Aq/ rad(Aq). Es sei K der Quotientenko¨rper von A.
Dann ist kq der Quotientenko¨rper des Ringes A/q, da Lokalisierung mit Quotientenbildung vertauscht
(siehe [Kun85, III.4.16]). Es sei A/q ganz-abgeschlossen in kq und A ganz-abgeschlossen in K . Wir
betrachten die drei kanonischen Ringhomomorphismen θp : A ↪→ Ap  kp und θq : A ↪→ Aq  kq
und θqp : A/q ↪→ Ap/qp  Ap/pp = kp.
Das Bild von θq liegt im Definitionsbereich von θqp , so dass wir uns erlauben, von der
”
Verkettung“
θ
q
p ◦ θq zu sprechen.
Es sei H eine A-freie A-Algebra von endlichem Rang. Weiter sei K Zerfa¨llungsko¨rper fu¨r die Kon-
stantenerweiterung KH und es seien kq und kp Zerfa¨llungsko¨rper fu¨r die Konstantenreduktionen kqH
bzw. kpH .
(5.2) Proposition (Faktorisierung von Zerlegungsabbildungen, vgl. [Gec98, Abschnitt 2])
Unter den Voraussetzungen in V.(5.1) sind drei Zerlegungsabbildungen definiert:
R0(KH)
dp
//
dq &&MMM
MMM
MMM
M
	
R0(kpH)
R0(kqH)
dqp
88qqqqqqqqqq
Dieses Diagramm ist kommutativ, es gilt also dp = dqp ◦ dq.
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Beweis: Die gemachten Voraussetzungen sind genau diejenigen, die fu¨r die Definition der drei Zerle-
gungsabbildungen notwendig sind (vgl. V.(2.1)), dabei ist dq = dθq und dp = dθp und dqp = dθqp nach
Definition V.(2.2). Das bedeutet insbesondere, dass dq die Abbildung ist, die das Diagramm
R+0 (KH)
  //
dq

	
Maps(H , A[X ])
(θq)∗

R+0 (kqH)
  // Maps(H , kq[X ])
(V.4)
kommutativ macht, wobei die waagrechten Pfeile jeweils wie in V.(2.2) Bildung des charakteristischen
Polynoms sind und (θq)∗ die Abbildung zwischen den Abbildungen in die Polynomringe ist, die θq
auf die Koeffizienten anwendet.
Entsprechend ist dqp die Abbildung, die das Diagramm
R+0 (kqH)
  //
dqp

	
Maps(H , (A/q)[X ])
(θ
p
q )∗

R+0 (kpH)
  // Maps(H , kp[X ])
kommutativ macht. Wie in Abschnitt V.(2.5) bewiesen wird, haben die charakteristischen Polynome,
die in der unteren Zeile von Diagramm V.4 vorkommen, in Wirklichkeit nur Koeffizienten in A/q,
da A/q nach Voraussetzung ganz-abgeschlossen in kq ist. Also ko¨nnen wir die beiden Diagramme
untereinander setzen und erhalten ein kommutatives Diagramm mit der Verkettung dqp ◦ dq:
R+0 (KH)
  //
dqp◦ dq

	
Maps(H , A[X ])
(θp)∗

R+0 (kpH)
  // Maps(H , kp[X ])
Wegen der Eindeutigkeit der Zerlegungsabbildung ist also dp = dqp ◦ dq. 
Als Na¨chstes folgt ein Kriterium dafu¨r, dass in der obigen Situation der zweite Schritt der Zerlegungs-
abbildung trivial ist, also ein Isomorphismus, der die Klassen der einfachen Moduln erha¨lt.
Wir brauchen dazu zuna¨chst das folgende Lemma:
(5.3) Lemma (Charaktere als Spurformen auf halbeinfachen Algebren)
Es sei F ein Ko¨rper und FH eine endlich-dimensionale, halbeinfache F-Algebra, so dass F Zerfa¨ll-
ungsko¨rper fu¨r FH ist. Weiter sei ψ : FH → F eine Linearform, die eine Summe von irreduziblen
Charakteren von FH ist, so dass jeder irreduzible Charakter χ mit einer Vielfachheit nχ vorkommt,
die mindestens 1 und nicht durch die Charakteristik des Ko¨rpers F teilbar ist.
Dann ist ψ eine nicht-ausgeartete Spurform auf FH und macht FH zu einer symmetrischen Algebra.
Bemerkungen:
• Vergleiche [CR81, (9.7)]. Der Beweis hier ist analog.
• Ist die Charakteristik von F ungleich 0, dann ist mit
”
irreduziblem Charakter“ hier die Line-
arform gemeint, die von der Spur auf einer irreduziblen Matrixdarstellung herkommt.
Beweis: Da ein Charakter einer Algebra von der Spur einer Matrixdarstellung her kommt, ist sofort
klar, dass ψ eine Spurform ist. Es bleibt also zu zeigen, dass ψ nicht ausgeartet ist.
Da F Zerfa¨llungsko¨rper und die Algebra FH halbeinfach ist, ist sie nach dem Satz von Wedderburn
(siehe [CR81, (3.28) bzw. (3.34)]) isomorph zu einer direkten Summe voller Matrixringe u¨ber F , wo-
bei jeder zu einem Isomorphietyp einfacher Moduln korrespondiert. Es gibt also einen Isomorphismus
ϕ von F-Algebren
ϕ : FH ∼=−→
⊕
χ∈Irr(FH)
Mdχ (F),
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wobei Irr(FH) die Menge der irreduziblen Charaktere von FH ist und dχ die F-Dimension des
einfachen FH -Moduls mit Charakter χ . Ist χ ∈ Irr(FH), dann ist χ(h) fu¨r h ∈ FH gleich der Spur
der Matrix in der χ -Komponente von ϕ(h).
Also gibt es zu jedem 0 6= h ∈ FH ein h′ ∈ FH , so dass ϕ(hh′) in genau einer Wedderburn-
Komponente (es sei χ der zugeho¨rige Charakter) ungleich Null ist und dort genau einen Wert ungleich
Null auf der Diagonalen hat (man kann fu¨r ϕ(h′) in einer geeigneten Komponente eine Matrix mit ge-
nau einer Eins an der richtigen Stelle wa¨hlen). Dann ist aber χ(hh′) 6= 0 und alle anderen Charaktere
verschwinden auf hh′. Aufgrund der Voraussetzung, dass die Vielfachheit nχ des Charakters χ in ψ
mindestens 1 und nicht durch die Charakteristik von F teilbar ist, folgt, dass auch ψ(hh′) 6= 0 ist.
Damit ist gezeigt, dass ψ auf FH nicht ausgeartet ist. 
Die folgenden Bezeichnungen werden zur Formulierung des Kriteriums gebraucht:
(5.4) Bezeichnungen (Bezeichnungen fu¨r Kriterium)
Es gelten die Voraussetzungen aus V.(5.1). Zusa¨tzlich sei die Zerlegungsabbildung dq surjektiv.
Wir bezeichnen den Ring A/q mit R. Mit Charakter meinen wir jeweils die Abbildung, die einem
Element einer Algebra die Spur der Darstellungsmatrix in einer entsprechenden Matrixdarstellung
zuordnet. Da R nach Voraussetzung ganz-abgeschlossen in kq ist, nehmen Charaktere der Algebra
kqH auf RH Werte in R an (die Spur einer Darstellungsmatrix ist ein Koeffizient des charakteristi-
schen Polynoms, vergleiche den Anfang des Beweises von Proposition V.(2.5)), wir ko¨nnen also die
Charaktere von kqH als R-lineare Abbildungen von RH → R auffassen, erlauben uns aber still-
schweigend die Konstantenerweiterung zu kq. Entsprechend nehmen die irreduziblen Charaktere von
KH auf Elementen vonH Werte in A an, da A nach Voraussetzung ganz-abgeschlossen in K ist. Wir
ko¨nnen also die irreduziblen Charaktere von KH als A-lineare AbbildungenH → A auffassen.
Es sei ψ : RH → R die Summe der irreduziblen Charaktere von RH , also eine Spurform mit
ψ(hh′) = ψ(h′h) fu¨r alle h, h′ ∈ RH . Weil dq surjektiv ist, gibt es eine Z-Linearkombination
ψ˜ : H → A der irreduziblen Charaktere von KH , so dass idR ⊗A ψ˜ = ψ ist. Die Koeffizienten von ψ˜
in dieser Z-Linearkombination lassen sich aus der Zerlegungsabbildung dq ablesen, sind jedoch nicht
eindeutig, wenn dq nicht injektiv ist.
Da ψ eine Summe von Charakteren von kqH ist, verschwindet es auf dem Radikal von kqH und
induziert so eine kq-Linearform ψ : kqH/ rad kqH −→ kq.
(5.5) Theorem (Kriterium dafu¨r, dass der zweite Schritt trivial ist)
Es gelten die Voraussetzungen aus V.(5.1) und die Bezeichnungen aus V.(5.4), insbesondere sei al-
so die Zerlegungsabbildung dq : R0(KH) → R0(kqH) surjektiv. Es sei M die Gram-Matrix der
Spurform ψ˜ : H → A bezu¨glich einer Basis (Bw)w∈W vonH , also M = (ψ˜(Bw · Bw′))w,w′∈W .
Dann ist die Zerlegungsabbildung dqp : R0(kqH) → R0(kpH) genau dann trivial, also ein Isomor-
phismus, der die Klassen der einfachen Moduln erha¨lt, wenn der Rang der Matrix 1kq ⊗A M u¨ber kq
gleich dem Rang der Matrix 1kp ⊗A M u¨ber kp ist.
Beweis: Mit Lemma V.(5.3) folgt, dass ψ eine nicht ausgeartete Spurform auf kqH/ rad kqH ist, da
diese Algebra halbeinfach ist. Also ist die Determinante der Gram-Matrix bezu¨glich einer beliebigen
kq-Basis von kqH/ rad kqH ungleich Null. Erga¨nzt man eine Basis von rad kqH zu einer Basis von
kqH und betrachtet die Gram-Matrix von ψ bezu¨glich dieser Basis, dann folgt aus den Erkenntnissen
u¨ber ψ , dass ihr Rang gleich der kq-Dimension von kqH/ rad kqH ist. Dasselbe gilt dann fu¨r die
Gram-Matrix von ψ bezu¨glich jeder anderen Basis von kqH , also auch fu¨r 1kq ⊗A M , da idR ⊗A ψ˜ = ψ
ist.
Dieselbe Argumentation wollen wir uns nun auch fu¨r kpH und kpH/ rad kpH zunutze machen.
Es sei zuna¨chst die Zerlegungsabbildung dqp trivial. Dann ist idkp ⊗R ψ = idkp ⊗A ψ˜ gleich der Summe
der irreduziblen Charaktere von kpH , da jede Reduktion eines (u¨ber einem geeigneten Ring
”
ganzzah-
lig“ gemachten) einfachen Moduls von kqH auch als kpH -Modul einfach ist. Damit greift dieselbe
Argumentation wie oben, so dass der Rang der Matrix 1kp ⊗A M u¨ber kp gleich der kp-Dimension von
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kpH/ rad kpH ist. Da beide Dimensionen gleich der Summe der Quadrate der Dimensionen der ein-
fachen Moduln sind, sind sie gleich.
Es seien nun umgekehrt der Rang der Matrix 1kq ⊗A M u¨ber kq gleich dem Rang der Matrix 1kp ⊗A M
u¨ber kp. Dann ist ϕ := idkp ⊗R ψ = idkp ⊗A ψ˜ immer noch gleich einer Summe von irreduziblen Cha-
rakteren von kpH , in der alle vorkommen, da jeder einfache Modul von kpH als Konstituent in ir-
gendeiner Reduktion eines einfachen Moduls von kqH vorkommt. Jedenfalls ist ϕ eine Spurform auf
kpH , die auf dem Radikal rad kpH verschwindet, also eine Spurform ϕ auf der halbeinfachen Alge-
bra kpH/ rad kpH induziert. Wenn diese nicht ausgeartet ist, ist wieder die Dimension der Algebra
kpH/ rad kpH gleich dem Rang der Matrix 1kp ⊗A M u¨ber kp. Wenn ϕ ausgeartet ist, dann ist der Rang
sogar noch kleiner.
Wenn aber mindestens eine Klasse einfacher Moduln [V ] ∈ R0(kqH) unter dqp auf eine Klasse nicht-
einfacher Moduln dqp([V ]) ∈ R0(kpH) abgebildet wird, ist die Summe der Quadrate der Dimension-
en der einfachen Moduln von kpH echt kleiner als die Summe der Quadrate der Dimensionen der
einfachen Moduln von kqH . Also ist auch die kq-Dimension von kqH/ rad kqH echt gro¨ßer als die
kp-Dimension von kpH/ rad kpH und damit die Behauptung bewiesen. 
Die eine Schlussrichtung dieses Ergebnisses funktioniert auch unter leicht abgewandelten Bedingun-
gen:
(5.6) Korollar (Kriterium dafu¨r, dass der zweite Schritt trivial ist, II)
Es gelten die Voraussetzungen aus V.(5.1) und die Bezeichnungen aus V.(5.4) mit den folgenden Ab-
wandlungen: Die Zerlegungsabbildung dq muss nicht surjektiv sein, dafu¨r sei aber die Charakteristik
von kq gleich Null. An Stelle der Spurform ψ benutzen wir hier den regula¨ren Charakter ρ von RH
und statt ψ˜ sei ρ˜ der regula¨re Charakter von H , dann gilt idR ⊗A ρ˜ = ρ. Es sei M ′ die Gram-Matrix
von ρ˜ bezu¨glich einer Basis (Bw)w∈W vonH , also M ′ := (ρ˜(Bw · Bw′))w,w′∈W . Wenn dann der Rang
der Matrix 1kq ⊗A M
′ u¨ber kq gleich dem Rang der Matrix 1kp ⊗A M
′ u¨ber kp ist, so ist die Zerlegungsab-
bildung dqp trivial, also ein Isomorphismus, der die Klassen der einfachen Moduln erha¨lt.
Beweis: Der Beweis geht wo¨rtlich wie die eine Richtung in Theorem V.(5.5), jeweils mit ρ an Stelle
von ψ bzw. ρ˜ statt ψ˜ . Zur Anwendung von Lemma V.(5.3) ist nicht mehr notwendig, dass jeder irre-
duzible Charakter von kqH genau einmal vorkommt, da die Charakteristik von kq gleich Null ist, also
keine Vielfachheit teilt. Die Umkehrung ist im Allgemeinen nicht mehr richtig, da die Charakteristik
von kp ein Teiler einer Vielfachheit eines irreduziblen Charakters von kpH in idkp ⊗A ρ sein ko¨nnte. 
Kapitel VI
Iwahori-Hecke-Algebren
In diesem Kapitel sind zuna¨chst grundlegende Definitionen und Bezeichnungen aufgefu¨hrt, die spa¨ter
verwendet werden. Fu¨r eine ausfu¨hrliche Erkla¨rung der Theorie und die Beweise sei auf [GP00] ver-
wiesen.
Die Abschnitte VI.4 bis VI.6 enthalten neue Ergebnisse u¨ber die beru¨hmte Kazhdan-Lusztig-Basis.
Insbesondere wird fu¨r Iwahori-Hecke-Algebren vom Typ A explizit eine Wedderburn-Zerlegung aus
der Kazhdan-Lusztig-Basis und ihrer dualen konstruiert. Diese Konstruktion fu¨hrt dann in Abschnitt
VI.5 zu einer neuen Interpretation des Lusztig-Homomorphismus in die asymptotische Algebra J, da
explizit Urbilder der Standardbasis von J unter dem Lusztig-Homomorphismus angegeben werden
ko¨nnen.
In Abschnitt VI.6 wird gezeigt, dass der induzierte Modul eines Zellmoduls einer parabolischen Un-
teralgebra wieder ein Zellmodul ist, der explizit kombinatorisch beschrieben werden kann.
Schließlich ist in Abschnitt VI.7 die Beobachtung beschrieben, dass sich unter den Zellmoduln u¨berra-
schend viele Moduln finden lassen, die bei Spezialisierung projektive Moduln liefern. Hierfu¨r konnte
bisher kein Argument gefunden werden, das diese Beobachtung hinreichend erkla¨rt.
VI.1 Grundlagen und Definitionen
Es wird angenommen, dass der Leser mit den Begriffen Coxetersystem und Coxetergruppe vertraut
ist. Sie werden hier so verwendet, wie in [GP00, Chapter 1] beschrieben ist.
(1.1) Definition/Proposition (La¨ngenfunktion, vgl. [GP00, 1.1.4 bis 1.1.8])
Es sei (W, S) ein Coxetersystem und w ∈ W . Ist w = s1 · · · · · sk eine ku¨rzest-mo¨gliche Darstellung
von w als Produkt von Coxetererzeugern si ∈ S, dann nennen wir dies einen reduzierten Ausdruck
fu¨r w. Wir bezeichnen mit l : W → N∪{0} die La¨ngenfunktion. Sie ist dadurch definiert, dass l(w)
die La¨nge eines (beliebigen) reduzierten Ausdrucks fu¨r w ist.
Ist w ∈ W und s ∈ S, dann ist l(w) − 1 6 l(ws) 6 l(w) + 1. Ist J ⊆ S und w ∈ W , dann gibt es
ein w′ ∈ 〈J 〉 und ein x ∈ W mit w = w′x , so dass l(w) = l(w′)+ l(x) ist und l(sx) > l(x) fu¨r alle
s ∈ J gilt.
Daraus folgt: Ist l(sw) < l(w), dann gibt es einen reduzierten Ausdruck s1 · · · · · sl(w)−1 fu¨r sw, so
dass s · s1 · · · · · sl(w)−1 ein reduzierter Ausdruck fu¨r w ist.
Alle Aussagen gelten analog, wenn ws und sw vertauscht werden.
Insbesondere folgt aus l(ws) < l(w), dass es einen reduzierten Ausdruck fu¨r w gibt, der mit s endet.
Beweis: Es gilt l(ws) 6 l(w)+1, da man aus einem reduzierten Ausdruck fu¨rw durch Anha¨ngen von
s einen Ausdruck fu¨r ws erha¨lt. Genauso folgt l(w) = l(wss) 6 l(ws)+ 1, da s2 = 1 gilt. Damit ist
die Abscha¨tzung der La¨nge von ws gezeigt. Die darauf folgende Aussage ist in [GP00, 1.1.8] durch
Induktion nach der La¨nge von w bewiesen bewiesen.
Benutzt man diese Aussage fu¨r J = {s}, so folgt aus l(sw) < l(w), dass w = w′x = sx ist mit
w′ ∈ 〈J 〉 und l(w) = l(sx) > l(x). Also hat x die La¨nge l(w)− 1. 
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(1.2) Definition/Proposition (Bruhat-Ordnung, vgl. [GP00, nach 1.2.5])
Es sei (W, S) ein Coxetersystem. Wir nennen v ∈ W Bruhat-kleiner-oder-gleich w ∈ W und
schreiben v 6 w, wenn es einen reduzierten Ausdruck w = s1 · · · · · sl(w) fu¨r w, ein 0 6 k 6 l(w)
und Indizes 1 6 i1 < i2 < · · · < ik 6 l(w) gibt, so dass v = si1 · · · · · sik ist. Wir nennen jedes
solches v einen Teilausdruck von w. Diese Sprechweise ist gerechtfertigt, da in diesem Fall v aus
jedem reduzierten Ausdruck fu¨r w als Teilausdruck gewonnen werden kann.
Durch diese Definition ist eine partielle Ordnung auf W definiert. Ist s ∈ S und w ∈ W , dann gilt
w 6 ws, falls l(ws) = l(w)+ 1, und ws 6 w, falls l(ws) = l(w)− 1 ist.
Beweis: Dass die Menge der Teilausdru¨cke von w nicht von dem gewa¨hlten reduzierten Ausdruck
fu¨r w abha¨ngt, ist mit dem Satz von Matsumoto ([GP00, Theorem 1.2.2]) in [GP00, Lemma 1.2.4]
bewiesen. Mit [GP00, Theorem 1.2.5] und [GP00, Exercise 1.7] folgt dann, dass die Bruhat-Ordnung
eine partielle Ordnung auf W ist.
Ist l(ws) = l(w) + 1, dann wird aus einem beliebigen reduzierten Ausdruck fu¨r w durch Anha¨ngen
von s einer fu¨r ws, also ist w ein Teilausdruck von ws und damit w 6 ws.
Ist l(ws) = l(w) − 1, dann existiert nach VI.(1.1) ein reduzierter Ausdruck fu¨r w, der mit s endet.
Also ist ws ein Teilausdruck von w und damit ws 6 w. 
(1.3) Definition (Bezeichnung fu¨r alternierende Produkte)
Ist A ein beliebiger Ring, a, b ∈ A und n ∈ N, dann bezeichnen wir mit Prod(a, b; n) das alternierende
Produkt a · b · a · · · ·︸ ︷︷ ︸
n Faktoren
mit n Faktoren.
(1.4) Definition/Proposition (Iwahori-Hecke-Algebra, vgl. [GP00, 4.4 bzw. 8.1])
Es sei A ein kommutativer Ring und (W, S) ein Coxetersystem von endlichem Typ mit Coxetergruppe
W und Coxetererzeugern S. Es sei (as)s∈S eine Sammlung von Elementen aus A, so dass as = at gilt,
wenn s, t ∈ S in W konjugiert sind.
Dann bezeichnen wir mit HA(W, S, (as)s∈S) die assoziative A-Algebra mit Eins, die durch die Erzeu-
ger {Ts | s ∈ S} und die Relationen
T 2s = as · 1H + (as − 1) · Ts fu¨r s ∈ S und
Prod(Ts, Tt ;mst) = Prod(Tt , Ts;mst) fu¨r s 6= t und s, t ∈ S und mst <∞
definiert ist, wobei mst ∈ N ∪ {∞} fu¨r s, t ∈ S die Ordnung von st ∈ W ist.
Sind alle as fu¨r s ∈ S gleich einem Wert a, dann schreiben wir dafu¨r auch kurz HA(W, S, a).
Fu¨r H = H(W, S, (as)s∈S) gilt:
(i) Fu¨r jedesw ∈ W gibt es ein wohldefiniertes Element Tw ∈ H , so dass Tw = Ts1 ·Ts2 · · · · ·Tsn
ist fu¨r jeden beliebigen reduzierten Ausdruck w = s1 · · · · · sn mit si ∈ S fu¨r 1 6 i 6 n.
Insbesondere ist T1 = 1H .
(ii) Fu¨r s ∈ S und w ∈ W gilt:
Ts Tw =
{
Tsw wenn l(sw) > l(w)
as Tsw + (as − 1)Tw wenn l(sw) < l(w),
wobei l die La¨ngenfunktion von W aus VI.(1.1) ist.
(iii) Die AlgebraH ist ein A-freier A-Modul und (Tw)w∈W ist eine A-Basis von H .
Wir nennen diese Basis die T-Basis.
Wir u¨bertragen die Typbezeichnungen der Coxetersysteme von endlichem Typ auf die zugeho¨ri-
gen Iwahori-Hecke-Algebren. Es ist also eine Iwahori-Hecke-Algebra vom Typ An eine Algebra
HA(W, S, a) wie oben, wobei (W, S) ein Coxetersystem vom Typ An ist. Hier kommt immer nur
ein Parameter vor, da alle s ∈ S zueinander konjugiert sind.
Beweis: Siehe [GP00, Abschnitt 4.4]. 
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(1.5) Definition/Proposition (Iwahori-Hecke-Algebren sind symmetrisch, vgl. [GP00, 8.1.1])
Es sei HA(W, S, (as)s∈S) eine Iwahori-Hecke-Algebra wie in VI.(1.4). Die Linearform τ : H → A
sei durch τ(Tw) := δ1,w fu¨r alle w ∈ W definiert.
Dann werden durch aw := as1 · · · · · asn fu¨r einen beliebigen reduzierten Ausdruck w = s1 · · · · · sn
Konstanten aw ∈ A fu¨r w ∈ W festgelegt, mit denen gilt:
τ(TwTw′) =
{
aw fu¨r w−1 = w′,
0 fu¨r w−1 6= w′.
Wenn alle as (fu¨r s ∈ S) Einheiten in A sind, dann ist τ symmetrisierend und H dementsprechend
eine symmetrische Algebra (vgl. IV.(1.3)).
Die zu (Tw)w∈W bezu¨glich τ duale Basis ist (T ∨w )w∈W mit T ∨w := a−1w · Tw−1 fu¨r alle w ∈ W .
Beweis: Siehe [GP00, 8.1.1]. Die Wohldefiniertheit der aw folgt aus dem Satz von Matsumoto. 
Bemerkung: Im Weiteren werden wir meistens annehmen, dass alle as (fu¨r s ∈ S) Einheiten in A
sind.
(1.6) Proposition (Index- und Signumsdarstellung, vgl. [GP00, 8.1.3])
Es sei HA(W, S, (as)s∈S) eine Iwahori-Hecke-Algebra wie in VI.(1.4) und A ein Integrita¨tsbereich.
Dann ist die A-lineare Abbildung ind : H → A, Tw 7→ aw (die aw wie in VI.(1.5)) eine Darstel-
lung von H . Wir nennen sie die Indexdarstellung. Weiter ist durch ε : H → A, Ts 7→ −1 eine
Darstellung vonH definiert, wir nennen sie die Signumsdarstellung.
Beweis: Siehe [GP00, 8.1.3]. 
(1.7) Definition (Generische Iwahori-Hecke-Algebren, vgl. [GP00, 8.1.4])
Es seien (W, S) ein Coxetersystem von endlichem Typ und v eine Unbestimmte u¨ber Z. Weiter sei
A := Z[v, v−1] der Ring der Laurent-Polynome u¨ber Z in der Unbestimmten v. Dann nennen wir die
AlgebraHA(W, S, v) die generische (Ein-Parameter-)Iwahori-Hecke-Algebra.
(1.8) Proposition (Spezialisierung, vgl. [GP00, 8.1.2])
Es seien A und A′ kommutative Ringe,H := HA(W, S, (as)s∈S) eine Iwahori-Hecke-Algebra u¨ber A
wie in VI.(1.4) und θ : A → A′ ein Ringhomomorphismus. Dann induziert θ einen Ringhomomor-
phismus von HA(W, S, (as)s∈S) nach H ′ := HA′(W, S, (θ(as))s∈S). Die Algebra H ′ ist kanonisch
isomorph zu A′ ⊗
A
H , wobei wir A′ hier durch θ als einen A′-A-Bimodul auffassen (vergleiche Bemer-
kung I.(3.2) und Proposition I.(3.1)).
In diesem Fall nennen wir H ′ eine Spezialisierung vonH .
Beweis: Siehe [GP00, 8.1.2]. 
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VI.2 Kazhdan-Lusztig-Basen
In diesem Abschnitt stellen wir die Ergebnisse u¨ber die Kazhdan-Lusztig-Basis einer generischen
Iwahori-Hecke-Algebra zusammen, die im weiteren Verlauf der Arbeit gebraucht werden. Die Notati-
on orientiert sich an [GP00, Chapter 11] und ha¨lt sich damit an den in der Literatur u¨blichen Standard.
Fu¨r Beweise wird auf die Literatur verwiesen. Zur Vereinfachung beschra¨nken wir uns auf den Ein-
Parameter-Fall.
Zur Konstruktion der Kazhdan-Lusztig-Basis werden die Quadratwurzeln des Parameters der Iwahori-
Hecke-Algebra beno¨tigt. Deswegen arbeiten wir von nun an u¨ber dem Ring der Laurent-Polynome in
der Wurzel der Unbestimmten:
(2.1) Bezeichnungen (Grundring mit Wurzeln, vgl. [GP00, Bemerkungen vor 9.4.7])
Es sei
√
v = v1/2 eine Unbestimmte. Wir bezeichnen das Quadrat von√v mit v und nennen√v
”
die
positive Quadratwurzel“ von v und −√v
”
die negative Quadratwurzel“. Es sei A := Z[v1/2, v−1/2]
der Ring der Laurent-Polynome in der Unbestimmten v1/2. Es sei A+ := v1/2 · Z[v1/2] die Teilmenge
der Polynome in v1/2 mit konstantem Koeffizienten 0 und A− := v−1/2 · Z[v−1/2] die Teilmenge der
Polynome in v−1/2 mit konstantem Koeffizienten 0. Weiter sei K = Q(v1/2) der Quotientenko¨rper
von A.
(2.2) Bezeichnungen (Die T˜ -Basis, siehe [GP00, 11.1.9])
Es seien
√
v, A und K wie in VI.(2.1). Weiter sei (W, S) ein Coxetersystem von endlichem Typ und
H := HA(W, S, v) die zugeho¨rige Iwahori-Hecke-Algebra u¨ber dem Ring A mit Parameter v (siehe
VI.(1.4)). Wir nennen H wie in VI.(1.7) generische Ein-Parameter-Iwahori-Hecke-Algebra. Der
einzige Unterschied ist, dass der Grundring zusa¨tzlich die Quadratwurzeln des Parameters entha¨lt. Wir
bezeichnen mit T˜w fu¨r w ∈ W die folgenden Vielfachen der Elemente der T-Basis: T˜w := v−l(w)/2Tw.
Da v1/2 in A invertierbar ist, ist (T˜w)w∈W eine Basis von H . Mit 6 sei die Bruhat-Ordnung in W
bezeichnet (siehe VI.(1.2)).
(2.3) Definition/Proposition (Eine Involution aufH , siehe [GP00, vor 11.1.10])
Es gelten die Bezeichnungen in VI.(2.1) und VI.(2.2). Wir erweitern die Involution a 7→ a auf A, die
v1/2 mit v−1/2 vertauscht, durch die folgende Abbildungsvorschrift zu einer Involution h 7→ h auf H :
∑
w∈W
aw T˜w :=
∑
w∈W
aw T˜−1w−1 .
Diese Involution ist ein Ringhomomorphismus (allerdings kein Homomorphismus von A-Algebren,
da nicht A-linear).
Beweis: Siehe Bemerkung vor [GP00, 11.1.10] bzw. [GP00, Exercises 8.1 und 8.2]. 
(2.4) Theorem (Existenz und Eindeutigkeit der Kazhdan-Lusztig-Basis, siehe [GP00, 11.1.10])
Es gelten die Bezeichnungen und Voraussetzungen aus VI.(2.1) bis VI.(2.3). Dann gibt es fu¨r jedes
w ∈ W ein eindeutiges Element C ′w ∈ H , so dass
C ′w = C ′w und C ′w ∈ T˜w +
∑
y∈W
A− · T˜y (VI.1)
gelten. Schreiben wir C ′w =
∑
y∈W P∗y,w T˜y mit P∗y,w ∈ A, dann ist P∗w,w = 1 fu¨r alle w ∈ W und
P∗y,w = 0, fu¨r alle y, w ∈ W , fu¨r die nicht y 6 w gilt. Die Elemente (C ′w)w∈W bilden eine A-Basis
vonH . Sie heißt Kazhdan-Lusztig-Basis (oder kurz KL-Basis) vonH .
Es sei µ(y, w) der Koeffizient von P∗y,w bei v−1/2.
Beweis: Siehe [GP00, 11.1.10]. 
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(2.5) Bemerkungen (Bezu¨ge zur Literatur)
• Diese Basis wurde von David Kazhdan und George Lusztig in [KL79] eingefu¨hrt. Schon dort
finden sich praktisch alle wesentlichen Eigenschaften und Konstruktionen, die wir hier zitieren.
• Die (C ′w)w∈W sind eine Variante der
”
eigentlichen“ Kazhdan-Lusztig-Basis (Cw)w∈W , die aus
den C ′w durch Anwenden einer weiteren Involution vonH hervorgehen (siehe [GP00, 11.1.10,
Step 3] bzw. Abschnitt VI.(5.1)). In dieser Arbeit werden hauptsa¨chlich die C ′w benutzt.
• Entsprechend sind die P∗y,w eine Variante der beru¨hmten Kazhdan-Lusztig-Polynome, die fu¨r
y, w ∈ W mit y 6 w durch Py,w := v(l(w)−l(y))/2 · P∗y,w gegeben sind. Die Py,w sind Polynome
in v (Achtung: nicht nur Polynome in v1/2) vom Grad kleiner oder gleich 12(l(w) − l(y) − 1)
mit konstantem Term 1. Sie sind ebenfalls in [KL79] zuerst eingefu¨hrt worden. Siehe dazu auch
[GP00, 11.1.11].
• Die Bezeichnungen hier halten sich exakt an den Standard in der Literatur, der durch [KL79]
und [Lus84] gegeben ist. Die — aus Sicht der vorliegenden Arbeit — unno¨tigen Striche an den
C ′w ergeben sich daraus.
(2.6) Lemma ({C ′s | s ∈ S} erzeugtH als A-Algebra)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Die AlgebraH wird als A-Algebra von der Menge {C ′s | s ∈ S} erzeugt.
Beweis: Es ist C ′1 = T˜1 = T1 = 1H und C ′s = T˜s + v−1/2T˜1 (siehe im Beweis zu [GP00, 11.1.10]
oder durch direktes Benutzen der Definition in Theorem VI.(2.4)). Da die T˜s die AlgebraH erzeugen
(siehe VI.(1.4)) und unsere Definition von A-Algebra immer eine Identita¨t erfordert, erzeugen auch
die C ′s ganzH . 
(2.7) Theorem (Multiplikationsformeln fu¨r die C ′w, siehe [Lus84, (5.1.15)])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Dann gelten fu¨r s ∈ S und w ∈ W :
C ′s · C ′w =

(
v1/2 + v−1/2) · C ′w fu¨r sw < w
C ′sw +
∑
y<w
l(y)6≡l(w) (2)
sy<y
µ(y, w) · C ′y fu¨r sw > w (VI.2)
und
C ′w · C ′s =

(
v1/2 + v−1/2) · C ′w fu¨r ws < w
C ′ws +
∑
y<w
l(y)6≡l(w) (2)
ys<y
µ(y, w) · C ′y fu¨r ws > w . (VI.3)
Hierbei ist µ(y, w) ∈ Z gleich dem Koeffizienten von P∗y,w bei v−1/2.
Beweis: Siehe [Lus84, (5.1.15)]. 
(2.8) Theorem (Positivita¨t der Koeffizienten der Kazhdan-Lusztig-Polynome)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Die Coxetergruppe W sei kristallographisch im Sinne von [Lus85, (3.1.1)] (das heißt,
dass alle mst in der Menge {2, 3, 4, 6,∞} liegen fu¨r s, t ∈ S).
Dann gilt: Die Koeffizienten der Polynome P∗y,w sind nicht-negativ. Insbesondere sind die µ(y, w) aus
Theorem VI.(2.7) nicht-negativ. Fu¨r alle x, y ∈ W ist C ′x ·C ′y eine A-Linearkombination der (C ′w)w∈W ,
in der alle als Koeffizienten vorkommenden Laurent-Polynome nicht-negative Koeffizienten haben.
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Beweis: Siehe [KL80] bzw. [Spr83]. Siehe auch die bibliographischen Hinweise am Ende von [GP00,
Chapter 11]. 
Bemerkung: Diese Positivita¨ts-Resultate sind extrem tiefliegend. Ihre Beweise erfordern komplizierte
geometrische Konstruktionen. Gleichzeitig haben sie starke Implikationen fu¨r die Struktur von H
und wichtige Konsequenzen in der Darstellungstheorie endlicher Chevalley-Gruppen (siehe [Lus84,
Chapters 5 and 12] und [Cur88]).
Eine der verblu¨ffenden Eigenschaften der Kazhdan-Lusztig-Basis ist, dass sie in gewisser Hinsicht
eine Filtrierung des regula¨ren Moduls realisiert. Um dies zu erkla¨ren, beno¨tigen wir einige Definitio-
nen:
(2.9) Definition (Linkszellen, Rechtszellen,
”
6
L
“ und
”
6
R
“)
(siehe [Lus84, nach 5.1.12] oder [KL79, Def. 1.2])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Es sei
”
4
L
“ (bzw.
”
4
R
“) die Relation auf W , fu¨r die y4
L
w (bzw. y4
R
w) mit y, w ∈ W
genau dann gilt, wenn y = w ist oder es ein s ∈ S gibt, so dass C ′s · C ′w (bzw. C ′w · C ′s), ausgedru¨ckt
in der C′-Basis, als C ′y-Koordinate einen Wert ungleich 0 hat (beachte Gleichung VI.2 (bzw. VI.3)).
Weiter sei
”
6
L
“ (bzw.
”
6
R
“) der transitive Abschluss der Relation
”
4
L
“ (bzw.
”
4
R
“). Es gilt also y6
L
w
(bzw. y6
R
w) genau dann, wenn eine Kette y1, . . . , yk ∈ W existiert mit y4L y14L y24L · · ·4L yk 4L w(bzw. y4
R
y14R y24R · · ·4R yk 4R w) fu¨r ein k ∈ N.
Dann ist
”
6
L
“ (bzw.
”
6
R
“) eine transitive Relation auf W . Die zugeho¨rige ¨Aquivalenzrelation sei mit
”
∼L “ (bzw.
”
∼R “) bezeichnet, es ist also y∼L w (bzw. y∼R w) genau dann, wenn y6L w und w6L y(bzw. y6
R
w und w6
R
y) ist. Die ¨Aquivalenzklassen bezu¨glich
”
∼L “ (bzw.
”
∼R “) heißen Linkszellen
(bzw. Rechtszellen).
Die Relation
”
6
L
“ (bzw.
”
6
R
“) induziert somit auf der Menge der Linkszellen (bzw. der Rechtszellen)
eine partielle Ordnung, die wir auch mit
”
6
L
“ (bzw.
”
6
R
“) bezeichnen.
(2.10) Bemerkung ( ¨Aquivalenz zur Definition in [Lus84])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4).
In [Lus84, nach (5.1.12)] ist
”
6
L
“ u¨ber die C-Basis statt u¨ber die C′-Basis definiert. Die Definitionen
stimmen aber genau u¨berein, da fu¨r die C-Basis in [Lus84, (5.1.12)] Formeln gelten, die sich von
denen in VI.2 und VI.3 nur um Vorzeichen unterscheiden.
In [KL79, Def. 1.2] ist
”
6
L
“ auf den ersten Blick anders definiert. Auch dort wird die C-Basis anstatt
der C′-Basis verwendet und es ist von
”
W-Graphen“ die Rede. Die Definitionen stimmen aber genau
u¨berein, die Unterschiede sind nur auf andere Bezeichnungen zuru¨ckzufu¨hren.
Sowohl in [KL79, Def. 1.2] als auch in [Lus84, nach (5.1.12)] ist y6
R
w als y−16
L
w−1 definiert. Dies
ist a¨quivalent mit unserer Definition, wie das folgende Argument zeigt:
Laut [GP00, Exercise 4.8] ist die Abbildung
ι : H −→ H ,
∑
w∈W
awTw 7−→
∑
w∈W
awTw−1
ein A-Algebren-Antiautomorphismus (wie man leicht nachrechnet, indem man die Relationen vonH
in der opposita¨ren Algebra Hop nachrechnet). Dieser bildet fu¨r w ∈ W das Element T˜w auf T˜w−1 ab,
da l(w) = l(w−1) ist. Andererseits bildet ι Elemente, die unter der Involution aus VI.(2.3) invariant
sind, wieder auf solche ab (kurze Rechnung, man benutze ι(T˜−1
w−1
) = T˜−1w ). Deswegen folgt mit der
Eindeutigkeit der Elemente (C ′w)w∈W aus Theorem VI.(2.4), dass ι(C ′w) = C ′w−1 ist fu¨r alle w ∈ W
und dass P∗y−1,w−1 = P∗y,w ist fu¨r alle y, w ∈ W , dass also insbesondere µ(y−1, w−1) = µ(y, w) ist.
Da auch die Bruhat-Ordnung nach Definition mit Invertieren vertra¨glich ist, transportiert ι Gleichung
VI.2 in Gleichung VI.3 und umgekehrt. Deswegen ist unsere Definition von
”
6
R
“ a¨quivalent zu der in
[KL79] bzw. [Lus84].
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Das folgende Lemma deutet die Relevanz obiger Definitionen an:
(2.11) Lemma (Andere Charakterisierung von ”6L“ und ”6R“)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Dann ist fu¨r y, w ∈ W genau dann y6
L
w (bzw. y6
R
w), wenn ein h ∈ H existiert, so
dass in
h · C ′w =
∑
x∈W
axC ′x
(
bzw. C ′w · h =
∑
x∈W
axC ′x
)
mit ax ∈ A fu¨r alle x ∈ W der Koeffizient ay ungleich Null ist.
Beweis: Wir zeigen die Aussage nur fu¨r
”
6
L
“, da
”
6
R
“ analog geht. Es sei zuna¨chst y6
L
w. Das bedeutet,
dass es ein k ∈ N und eine Kette y1, . . . , yk ∈ W mit y4L y14L y24L · · ·4L yk 4L w gibt. Es sei jeweils
si ∈ S fu¨r 0 6 i 6 k das Element aus S, das nach der Definition von
”
4
L
“ existiert. Dann ist
C ′s0 · C ′s1 · · · · · C ′sk · C ′w =
∑
x∈W
axC ′x
mit ax ∈ A und ay 6= 0, da sich beim sukzessiven Anwenden der C ′si auf Grund von Gleichung VI.2
und der Positivita¨t der µ(y, w) aus Theorem VI.(2.8) nie Koeffizienten wegheben ko¨nnen.
Sei nun umgekehrt h ·C ′w =
∑
x∈W axC ′x mit ax ∈ A fu¨r x ∈ W und ay 6= 0. Da laut Lemma VI.(2.6)
die AlgebraH gleich dem Erzeugnis der Menge {C ′s | s ∈ S} ist, ko¨nnen wir h als Linearkombination
von Produkten der C ′s schreiben. Also ko¨nnen wir ohne Beschra¨nkung der Allgemeinheit annehmen,
dass h = C ′s0 ·C ′s1 · · · · ·C ′sk ist fu¨r ein k ∈ N und s0, . . . , sk ∈ S. Durch wiederholtes Anwenden von
Gleichung VI.2 folgt nun y6
L
w. 
Durch letzteres Lemma ko¨nnen wir jetzt mit Hilfe der Kazhdan-Lusztig-Basis Ideale inH definieren:
(2.12) Definition/Proposition (Zellmoduln)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Weiter sei3 ⊆ W eine Vereinigung von Rechtszellen mit der Eigenschaft, dass mit jeder
Zelle 0 ⊆ W , die in 3 enthalten ist, auch jede 6
R
-kleinere Rechtszelle in 3 enthalten ist. Wir nennen
eine solche Menge nach unten abgeschlossen und bezeichnen mit
I3 :=
∑
x∈3
AC ′x ⊆ H
das A-Erzeugnis der den Elementen in3 entsprechenden Vektoren der Kazhdan-Lusztig-Basis. Dann
ist I3 ein Rechtsideal inH , also ein Rechts-H -Modul.
Ist 6 ( 3 eine weitere nach unten abgeschlossene Vereinigung von Rechtszellen, dann ist I6 ein
A-reines Untergitter von I3 und damit I3/I6 ein A-torsionsfreier Rechts-H -Modul. Wir bezeichnen
diesen Modul mit RC(3\6) und nennen solche Moduln Zellmoduln.
Damit ist fu¨r alle Mengen der Form 3 \ 6 wie oben ein Zellmodul definiert. Dies sind genau die
Teilmengen von W , die Vereinigung von Rechtszellen sind mit der Eigenschaft, dass mit zwei Zellen
0′6
R
0 auch alle Zellen 0′′ mit 0′6
R
0′′6
R
0 enthalten sind. Wir nennen solche Mengen 6
R
-konvex.
Insbesondere kann man, wenn 0 eine Rechtszelle ist, fu¨r 3 die Vereinigung aller Rechtszellen 0′
mit 0′6
R
0 nehmen und fu¨r 6 die Vereinigung aller Rechtszellen 0′ mit 0′<
R
0. Man erha¨lt dann den
Zellmodul RC(0) aus einer Zelle, wir sprechen von einem Einzellmodul.
Alle hier definierten Begriffe seien analog auch fu¨r ”6L “, Linkszellen und LC
(3\6) definiert.
Beweis: Dass die I3 Rechtsideale sind, folgt sofort aus Lemma VI.(2.11).
Jede Menge der Form 3 \ 6 ist 6
R
-konvex, da fu¨r 0,0′ ⊆ 3 \ 6 mit 0′6
R
0 und 0′6
R
0′′6
R
0 einer-
seits 0′′ ⊆ 3 ist (da 3 nach unten abgeschlossen ist) und andererseits 0′′ 6⊆ 6 (da 6 nach unten
abgeschlossen ist und sonst auch 0′ ⊆ 6 wa¨re).
Ist umgekehrt 1 ⊆ W eine Vereinigung von Rechtszellen und 6
R
-konvex, dann kann man fu¨r 3 die
Vereinigung aller Rechtszellen nehmen, die 6
R
als irgendeine Rechtszelle in 1 sind und fu¨r 6 die
Vereinigung aller Rechtszellen in 3, die nicht in 1 sind. 
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(2.13) Beispiel (Poset der Rechtszellen fu¨r die Iwahori-Hecke-Algebra vom Typ A3)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Der Typ des Coxetersystems (und damit der von H ) sei A3. In Abbildung VI.1 ist das
Hasse-Diagramm des Posets (Partially Ordered Set) der Rechtszellen mit
”
6
R
“ dargestellt. Die Vertizes
entsprechen den Rechtszellen, die von 1 bis 10 durchnummeriert sind. Weiter unten liegende Vertizes
sind kleiner als weiter oben liegende bezu¨glich
”
6
R
“, wenn sie durch eine Linie verbunden sind.
1
2
3
4
5
6
7
8
9
10
Abbildung VI.1: Rechtszellen-Poset fu¨r Typ A3
In Tabelle VI.1 steht fu¨r jede Zelle die Liste der Gruppenelemente, ausgedru¨ckt in den Standard-
Coxetererzeugern s1, s2 und s3, die in der Standard-Permutationsdarstellung fu¨r W = S4 auf 4 Punkten
jeweils den Nachbartranspositionen (1, 2), (2, 3) und (3, 4) entsprechen:
Rechtszelle Enthaltene Gruppenelemente
1 s1s2s1s3s2s1
2 s1s2s1 , s1s2s1s3 , s1s2s1s3s2
3 s1s3 , s1s3s2
4 s1s2s3s2 , s1s3s2s1 , s1s2s3s2s1
5 s1 , s1s2 , s1s2s3
6 s2s3s2 , s2s3s2s1 , s2s1s3s2s1
7 s2 , s2s1 , s2s3
8 s2s1s3 , s2s1s3s2
9 s3 , s3s2 , s3s2s1
10 id
Tabelle VI.1: Verteilung der Gruppenelemente von W = S4 auf die Rechtszellen
Die Zelleinteilung und -Anordnung wurde mit dem CHEVIE-Paket (siehe [GHL+96]) unter dem
Computer-Algebra-System GAP3 (siehe [S+95]) berechnet und das Poset wurde mit dem XGAP4-
Paket (siehe [CN99]) unter GAP4 (siehe [GAP02]) gezeichnet.
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Wir beno¨tigen noch die duale Basis der Kazhdan-Lusztig-Basis bezu¨glich der symmetrisierenden
Spurform τ :
(2.14) Definition/Proposition (Duale Basis der Kazhdan-Lusztig-Basis, vgl. [Lus84, (5.1.8)])
Es gelten die Voraussetzungen aus VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Kazhdan-Lusztig-Basis
aus VI.(2.4). Es sei (D′w)w∈W die Basis vonH , fu¨r die
τ(C ′w · D′y−1) = δw,y fu¨r alle w, y ∈ W
ist, wobei τ : H → A die symmetrisierende Spurform aus VI.(1.5) ist. Es gilt
D′w = v−l(w0)/2 · Cww0 Tw0
fu¨r alle w ∈ W , wobei w0 ∈ W das la¨ngste Element in W ist.
Beweis: Da v ∈ A invertierbar ist, ist H mit τ laut VI.(1.5) eine symmetrische Algebra, damit exi-
stiert nach Proposition IV.(1.2) die duale Basis von (C ′w)w∈W bezu¨glich τ und ist eindeutig. Die letzte
Formel steht in [Lus84, (5.1.8) und (5.1.10)]. Man beachte, dass in dieser Formel die urspru¨ngliche
Kazhdan-Lusztig-Basis (Cw)w∈W und die T-Basis (ohne Striche) benutzt wird. 
Als Na¨chstes zitieren wir einige Resultate u¨ber die Kazhdan-Lusztig-Basis und ihre duale, die zum
Teil extrem tiefliegend und schwierig zu beweisen sind, die sich aber als genauso extrem nu¨tzlich
erweisen werden:
(2.15) Proposition (Andere Charakterisierung von ”6L“ und ”6R“ II, vgl. [Lus84, (5.1.14)])
Es gelten die Voraussetzungen aus VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Kazhdan-Lusztig-Basis
aus VI.(2.4) mit ihrer dualen Basis (D′w)w∈W aus VI.(2.14). Dann gelten fu¨r alle y, x ∈ W :
y6
L
x genau dann, wenn C ′x D′y−1 6= 0 und
y6
R
x genau dann, wenn D′y−1C ′x 6= 0 .
Beweis: Wir imitieren exakt den Beweis in [Lus84, (5.1.14)] fu¨r (C ′w)w∈W und (D′w)w∈W an Stelle von
(Cw)w∈W und (Dw)w∈W :
Es sei zuna¨chst y6
R
x .
Das bedeutet, dass es ein p ∈ N und eine Kette y1, . . . , yp ∈ W mit y4R y14R · · ·4R yp 4R x gibt. Es
sei jeweils si ∈ S fu¨r 0 6 i 6 p das Element von S, das nach der Definition von 4R existiert. Da die
µ-Werte nicht-negativ sind (siehe VI.(2.8)) und sich deswegen keine Terme wegheben ko¨nnen, folgt
durch wiederholtes Anwenden von Gleichung VI.3, dass
C ′x · C ′s0 · · · · · C ′sp =
∑
z6
R
x
azC ′z
mit az ∈ A fu¨r z ∈ W und ay 6= 0 ist (alle az in obiger Summe sind tatsa¨chlich Polynome in
v1/2 + v−1/2 mit nicht-negativen, ganzen Koeffizienten). Also ist
0 6= ay = τ(D′y−1 · C ′x · C ′s0 · · · · · C ′sp)
und damit D′y−1C ′x 6= 0.
Ist umgekehrt D′y−1C ′x 6= 0, dann existiert ein h ∈ H mit τ(D′y−1C ′x · h) 6= 0, da die Bilinearform
(h, h′) 7→ τ(hh′) nicht ausgeartet ist. Da aber τ(D′y−1C ′x · h) gleich dem Koeffizient bei C ′y ist, wenn
man C ′x · h als Linearkombination der (C ′w)w∈W schreibt, folgt mit Lemma VI.(2.11), dass y6R x ist.
Der Beweis fu¨r die andere Aussage u¨ber
”
6
L
“ geht analog. 
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(2.16) Definition (
”
6
LR
“ und zweiseitige Zellen, vgl. [Lus84, nach (5.1.12)])
Es gelten die Voraussetzungen aus VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Kazhdan-Lusztig-Basis
aus VI.(2.4). Fu¨r x, y ∈ W sei x 6
LR
y genau dann, wenn es eine Folge x = x0, x1, . . . , xn = y ∈ W
gibt, so dass fu¨r 0 6 i 6 n − 1 jeweils xi 6L xi+1 oder xi 6R xi+1 gilt. Die zu dieser transitiven Relation
geho¨rende ¨Aquivalenzrelation sei mit
”
∼LR“ bezeichnet, es gilt also x ∼LR y genau dann, wenn x 6LR y und
y6
LR
x gilt. Die ¨Aquivalenzklassen heißen zweiseitige Zellen.
Jede zweiseitige Zelle ist also Vereinigung von Linkszellen und Vereinigung von Rechtszellen, so dass
sowohl aus y∼L x als auch aus y∼R x jeweils y∼LR x folgt.
Bemerkung: Im Allgemeinen ist
”
∼LR“ nicht die feinste ¨Aquivalenzrelation auf W , fu¨r die jede ¨Aqui-
valenzklasse Vereinigung sowohl von Linkszellen als auch von Rechtszellen ist. Fu¨r Typ A ist dies
jedoch richtig, siehe VI.(3.7).
(2.17) Theorem (Links-, Rechts- und zweiseitige Zellen, siehe [Lus84, (5.1.13)])
Es gelten die Voraussetzungen aus VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Kazhdan-Lusztig-Basis
aus VI.(2.4). Gelten y6
L
x und y∼LR x , dann ist y∼L x . Gelten y6R x und y∼LR x , dann ist y∼R x .
Beweis: Siehe [Lus84, (5.1.13)] bzw. [Lus81].
Dieses Ergebnis ist extrem tiefliegend, es ist kein elementarer Beweis bekannt.
Am angegebenen Ort steht nur die erste der beiden Aussagen. Die zweite folgt aber sofort, da laut
Bemerkung VI.(2.10) die Aussage y6
R
x a¨quivalent mit y−16
L
x−1 ist und deswegen aus y∼LR x auch
y−1∼LR x−1 folgt. Dann kann man aber die erste Aussage benutzen und erha¨lt, dass y−1∼L x−1 und
damit y∼R x ist. 
Bemerkung: Auch fu¨r Typ A folgt dieses Ergebnis nicht aus Theorem VI.(3.7), da die Robinson-
Schensted-Abbildung zwar die Links- und Rechts-Zelleinteilung kodiert, aber keine Beziehung zur
partiellen Ordnung
”
6
L
“ (bzw.
”
6
R
“) auf den Linkszellen (bzw. Rechtszellen) bekannt ist.
VI.3 Ergebnisse u¨ber Iwahori-Hecke-Algebren vom Typ A
¨Uber die Darstellungstheorie der Iwahori-Hecke-Algebren vom Typ A ist viel bekannt. Richard Dip-
per und Gordon James haben na¨mlich in [DJ86] eine direkte Verallgemeinerung der klassischen Er-
gebnisse u¨ber die symmetrischen Gruppen beschrieben. Wir zitieren einige Ergebnisse, die an mehre-
ren Stellen verwendet werden:
(3.1) Theorem (Zerfa¨llungsko¨rper fu¨r Iwahori-Hecke-Algebren vom Typ A, vgl. [DJ86, 7.6])
Es sei H := HF(W, S, a) eine Iwahori-Hecke-Algebra vom Typ An−1 u¨ber einem Ko¨rper F mit
a 6= 0, es sei also W = Sn die symmetrische Gruppe Sn auf n Ziffern und 0 6= a ∈ F . Dann ist F
Zerfa¨llungsko¨rper fu¨rH .
Beweis: Siehe [DJ86, Theorem 7.6]. In dieser Arbeit werden explizit
”
Specht-Moduln“ fu¨r Iwahori-
Hecke-Algebren vom Typ A konstruiert und es wird gezeigt, dass gewisse Quotienten von diesen
absolut einfache Moduln sind.
Fu¨r die generische Iwahori-Hecke-AlgebraHQ(√v)(W, S, v) vom Typ An u¨ber dem Funktionenko¨rper
in einer Unbestimmten
√
v (siehe VI.(1.7)) kann ein kompletter Satz absolut einfacher Moduln auch
aus den Kazhdan-Lusztig-Zellmoduln gewonnen werden (siehe Theorem VI.(3.9)), wobei hier aber
die Quadratwurzeln des Parameters im Grundring gebraucht werden. 
Die folgenden Definitionen sind Standard:
(3.2) Definition (Partition, Teile, e-regula¨re Partition, lexikographische Ordnung)
Es sei n ∈ N. Eine Partition von n ist eine Folge λ = (λi )i∈N von Zahlen λi ∈ N∪ {0} mit λi > λi+1
fu¨r alle i ∈ N und ∑i∈N λi = n (das bedeutet, dass nur endlich viele Folgenglieder ungleich 0 sind).
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Die λi mit λi > 0 heißen Teile von λ. Ist 1 < e ∈ N, dann heißt die Partition λ e-regula¨r, wenn in
λ kein Teil e mal oder o¨fter vorkommt. Man kann Partitionen lexikographisch ordnen, es ist λ genau
dann lexikographisch kleiner als µ, wenn λi < µi fu¨r das kleinste i ∈ N mit λi 6= µi gilt.
Ist λ eine Partition von n mit l Teilen, dann ist ein λ-Standardtableau eine treppenartige, linksbu¨ndi-
ge Anordnung der Zahlen {1, . . . , n} ⊆ N in l Zeilen der La¨ngen λ1, λ2, . . . , λl , so dass die Werte in
jeder Zeile von links nach rechts und in jeder Spalte von oben nach unten ansteigen, zum Beispiel fu¨r
λ = (6, 4, 3, 2, 1):
1 3 5 7 11 15
2 6 8 14
4 9 13
10 12
16
.
Formal kann man ein λ-Standardtableau als bijektive Abbildung
f : {(i, j) ∈ {1, . . . , l} × {1, . . . , λ1} ∣∣ j 6 λi}→ {1, . . . , n}
definieren mit f (i, j) < f (i+1, j) fu¨r alle 1 6 i < l und 1 6 j 6 λi+1 und mit f (i, j) < f (i, j+1)
fu¨r alle 1 6 i 6 l und 1 6 j < λi mit der offensichtlichen Visualisierung wie oben.
Die Partition λ eines λ-Standardtableaux t heißt Gestalt von t .
Das folgende Theorem gibt u¨ber die Fa¨lle Auskunft, in denen der Parameter keine Einheitswurzel ist:
(3.3) Theorem (Halbeinfachheit von Iwahori-Hecke-Algebren vom Typ A, vgl. [DJ86, 7.6])
Es seiH := HF(W, S, a) eine Iwahori-Hecke-Algebra vom Typ An−1 u¨ber einem Ko¨rper F und fu¨r
0 6= a ∈ F gelte, dass es kein e ∈ N gibt mit 1 + a + a2 + · · · + ae−1 = ∑e−1i=0 ai = 0. Dann ist H
halbeinfach. Die Isomorphietypen einfacher Moduln lassen sich durch die Menge der Partitionen von
n parametrisieren. Dabei entspricht dem Indexcharakter die Partition (n) und dem Signumscharakter
die Partition (1n) = (1, 1, . . . , 1).
Beweis: Siehe [DJ86, Theorem 7.6]. Dies ist eine direkte Verallgemeinerung der klassischen Resultate
u¨ber die symmetrische Gruppe. 
Das folgende Theorem gibt u¨ber die Fa¨lle Auskunft, in denen der Parameter eine Einheitswurzel ist:
(3.4) Theorem (Parametrisierung einfacher Moduln beim Typ A, vgl. [DJ86, 7.6 und 7.7])
Es sei HF := HF(W, S, a) eine Iwahori-Hecke-Algebra vom Typ An−1 u¨ber einem Ko¨rper F und
0 6= a ∈ F . Weiter sei {
d ∈ N ∣∣ d−1∑
i=0
ai = 0
}
6= ∅,
und es sei e die kleinste natu¨rliche Zahl in dieser Menge. Dann lassen sich die Isomorphieklassen
einfacherHF -Moduln durch die e-regula¨ren Partitionen parametrisieren. Fu¨r die Spezialisierung θ der
generischen Ein-Parameter-Iwahori-Hecke-Algebra HZ[v,v−1](W, S, v) zu H , die v auf a abbildet,
und die zugeho¨rige Zerlegungsabbildung
dθ : R0(HQ(v)(W, S, v))→ R0(HF(W, S, a))
(vergleiche V.(2.2)) gilt: Schreibt man das Bild dθ ([Sµ]) ∈ R0(HF) der Klasse [Sµ] ∈ R0(HQ(v))
eines einfachen HQ(v)-Moduls Sµ zum Parameter µ als ganzzahlige Linearkombination der Klassen
einfacher HF -Moduln und ist darin der Koeffizient vor einer Klasse [Dλ] eines einfachen Moduls
Dλ zum e-regula¨ren Parameter λ ungleich Null, dann ist µ lexikographisch kleiner oder gleich λ. Ist
µ = λ, dann ist die Vielfachheit genau 1. Insbesondere ist also dθ surjektiv.
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Bemerkung: Man kann die Zerlegungsabbildung unter Benutzung der Standardbasen der Klassen der
einfachen Moduln als Zerlegungsmatrix ausdru¨cken, deren Zeilen durch alle Partitionen von n und
deren Spalten durch die e-regula¨ren Partitionen indiziert sind. Ordnet man die Zeilen, die durch die
e-regula¨ren Partitionen in lexikographischer Ordnung indiziert sind, an den Anfang und die Spalten in
lexikographischer Ordnung der e-regula¨ren Partitionen an, dann hat die Zerlegungsmatrix die folgende
Form einer (rechteckigen) unteren Dreiecksmatrix mit Einsen auf der Diagonalen:
1 0 · · · 0
∗ 1 . . . ...
...
. . .
. . . 0
∗ · · · ∗ 1
∗ ∗ ∗ ∗
...
...
...
...
∗ ∗ ∗ ∗

.
Beweis: Siehe [DJ86, Theoreme 7.6 und 7.7]. 
(3.5) Definition/Proposition (Robinson-Schensted-Abbildung, vgl. [Knu98, 5.1.4])
Der folgende Algorithmus definiert eine Abbildung P , die von der symmetrischen Gruppe Sn in die
Menge der Standardtableaux, deren Gestalt eine Partition von n ist, geht:
Es sei pi ∈ Sn , aufgefasst als Bijektion der Menge {1, . . . , n} auf sich. Beginne mit dem leeren Stan-
dardtableau und fu¨ge sukzessive die Zahlen pi(1), . . . , pi(n) nach der folgenden Vorschrift ein:
1. a←− [ einzufu¨gende Zahl
2. z←− [ 1 (d.h. beginne in Zeile 1)
3. wenn a gro¨ßer als alle Zahlen in Zeile z ist: fu¨ge a ans Ende von Zeile z an, Ende.
4. sonst tausche die kleinste Zahl in Zeile z, die gro¨ßer als a ist, mit a aus
5. z←− [ z + 1
6. weiter bei 3.
Das Standardtableau nach dem Einfu¨gen von pi(n) ist P(pi). Die Robinson-Schensted-Abbildung
ist dann als Abbildung von Sn in die Paare von Standardtableaux definiert durch
pi 7→ (P(pi), P(pi−1)).
Es gilt: Fu¨r alle pi ∈ Sn ist die Gestalt von P(pi) gleich der von P(pi−1) und die Robinson-Schensted-
Abbildung ist eine Bijektion zwischen Sn und der Menge der Paare von Standardtableaux, deren beide
Komponenten als Gestalt dieselbe Partition von n haben.
Beweis: Siehe [Knu98, 5.1.4]. 
(3.6) Beispiel (Beispiel fu¨r Robinson-Schensted-Abbildung)
Fu¨r die Permutation pi := (1, 4)(3, 6, 5, 2) (Zykelschreibweise) auf 6 Punkten ist die Liste der Bilder
gleich (4, 3, 6, 1, 2, 5), so dass man beim Berechnen von P(pi) sukzessive die folgenden Standardta-
bleaux erha¨lt:
4 → 3
4
→ 3 6
4
→
1 6
3
4
→
1 2
3 6
4
→
1 2 5
3 6
4
= P(pi).
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Das Inverse von pi ist pi−1 = (1, 4)(3, 2, 5, 6), die Liste der Bilder ist gleich (4, 5, 2, 1, 6, 3), so dass
man beim Berechnen von P(pi−1) sukzessive die folgenden Standardtableaux erha¨lt:
4 → 4 5 → 2 5
4
→
1 5
2
4
→
1 5 6
2
4
→
1 3 6
2 5
4
= P(pi−1).
Das Bild von pi unter der Robinson-Schensted-Abbildung ist also das Paar
(
P(pi), P(pi−1)
) =
 1 2 53 6
4
,
1 3 6
2 5
4
 .
(3.7) Theorem (Robinson-Schensted und Iwahori-Hecke-Algebren vom Typ A, vgl. [KL79, §5])
Es gelten die Voraussetzungen aus VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Kazhdan-Lusztig-Basis
aus VI.(2.4). Zusa¨tzlich sei (W, S) (und damitH ) vom Typ An−1, so dass also W ∼= Sn ist (hier ist der
Isomorphismus gemeint, der fu¨r 1 6 i 6 n − 1 den Coxetererzeuger si auf die Nachbartransposition
(i, i + 1) abbildet).
Dann gelten fu¨r die Robinson-Schensted-Abbildung aus VI.(3.5) und alle y, x ∈ W :
1. Es gilt y∼L x genau dann, wenn P(y) = P(x) ist.
2. Es gilt y∼R x genau dann, wenn P(y−1) = P(x−1) ist.
3. Es gilt y∼LR x genau dann, wenn die Gestalt von P(y) gleich der von P(x) ist.
Beweis: In [KL79, §5] wird hierfu¨r auf einen Preprint von David Vogan verwiesen, in dem von soge-
nannten
”
verallgemeinerten τ -Invarianten“ die Rede ist. In [Shi86, Theorem 1.7.2] wird zum Beweis
auf [BV82] verwiesen (in [Shi86] steht das Symbol
”
6
0
“ fu¨r unser
”
6
LR
“).
Es folgt, dass beim Typ A die zweiseitigen Zellen die kleinsten Teilmengen von W sind, die gleichzei-
tig Vereinigung von Linkszellen und von Rechtszellen sind. Diese von
”
∼L “ und
”
∼R “ erzeugte ¨Aqui-
valenzrelation wird in [Shi86] mit
”
∼LR“ bezeichnet, ihre Klassen heißen dort LR-Zellen. 
(3.8) Korollar (Schnitt einer Linkszelle mit einer Rechtszelle)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Zusa¨tzlich sei das Coxetersystem (W, S) (und damitH ) vom Typ A. Gilt dann y∼L x und
y∼R x , dann ist y = x . Also ist der Schnitt einer beliebigen Linkszelle mit einer Rechtszelle immer
entweder einelementig oder leer, je nachdem, ob die Zellen in derselben zweiseitigen Zelle liegen
oder nicht.
Beweis: Wenn P(y) = P(x) und P(y−1) = P(x−1) ist, dann ist (P(x), P(x−1)) = (P(y), P(y−1))
und damit x = y. 
Beim Typ A ist die Kazhdan-Lusztig-Basis besonders nu¨tzlich, was man an folgendem Theorem sehen
kann:
(3.9) Theorem (Einfache Moduln als Einzellmoduln, siehe [KL79, Theorem 1.4])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Zusa¨tzlich sei das Coxetersystem (W, S) (und damit H ) vom Typ A. Dann ist fu¨r alle
Linkszellen 3 der Einzellmodul LC(3) eine A-Form eines einfachen KH -Linksmoduls und fu¨r alle
Rechtszellen 0 der Einzellmodul RC(0) eine A-Form eines einfachen KH -Moduls. Sind 31 und 32
zwei Linkszellen, dann ist LC(31) genau dann als Links-H -Modul isomorph zu LC(32), wenn31 und
32 in derselben zweiseitigen Zelle liegen.
Die Robinson-Schensted-Abbildung (siehe VI.(3.7)) liefert fu¨r alle w in derselben zweiseitigen Zelle
Paare von Standardtableaux mit derselben Gestalt. Diese Partition ist dieselbe, die auch bei der Para-
metrisierung der einfachenH -Moduln in VI.(3.3) den einfachenModuln LC(3) bzw. RC(0) entspricht,
wenn 3 eine Linkszelle und 0 eine Rechtszelle in der entsprechenden zweiseitigen Zelle ist.
90 Kapitel VI. Iwahori-Hecke-Algebren
Beweis: Siehe [KL79, Theorem 1.4] bzw. [KL79, §5]. Dort sind die Aussagen fu¨r Linkszellen bewie-
sen. Wie aber schon in Bemerkung VI.(2.10) gezeigt wurde, gilt y6
R
x genau dann, wenn y−16
L
x−1
ist, so dass die Einteilung in Rechtszellen dieselben Dimensionen und Vielfachheiten von Zellmoduln
liefert wie die Einteilung in Linkszellen. Also ist RC(0) eine A-Form eines einfachen KH -Moduls,
wenn 0 eine Rechtszelle ist, denn im regula¨ren Modul der halbeinfachen Algebra KH (siehe Theorem
VI.(3.3)) ist die Vielfachheit eines einfachen Moduls jeweils so groß wie seine Dimension.
Die letzte Bemerkung u¨ber die Robinson-Schensted-Abbildung ist in [Mu¨l95, 4.9.5] bewiesen. Dort
ist zwar die Rede von Darstellungen der Weylgruppe W , die ¨Ubertragung auf Darstellungen der gene-
rischen Iwahori-Hecke-Algebra vom Typ A erfolgt aber einfach durch Spezialisierung des Parameters
v auf 1 (bzw. v1/2 auf −1). 
Bemerkung: In [KL79, §5] wird nicht nur die obige Aussage bewiesen, sondern noch mehr angedeu-
tet: Bei geeigneter Anordnung der Standardbasisvektoren der Einzellmoduln erha¨lt man na¨mlich fu¨r
verschiedene Linkszellen in derselben zweiseitigen Zelle sogar exakt dieselben Darstellungsmatrizen!
Siehe dazu die Ausfu¨hrungen in VI.(3.22).
(3.10) Korollar (Irreduzible Charaktere)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4) mit ihrer dualen Basis (D′w)w∈W aus VI.(2.14). Zusa¨tzlich sei das Coxetersystem (W, S)
(und damit H ) vom Typ A.
Ist 3 ⊆ W eine Linkszelle, dann gilt fu¨r den irreduziblen Charakter χ3 des zugeho¨rigen Einzell-
moduls
χ3(h) =
∑
z∈3
τ
(
D′z−1 · h · C ′z
) = τ ((∑
z∈3
C ′z D′z−1
)
· h
)
fu¨r alle h ∈ H ,
woraus folgt, dass
∑
z∈3 C ′z D′z−1 im Zentrum vonH liegt.
Ist 0 ⊆ W eine Rechtszelle, dann gilt fu¨r den irreduziblen Charakter χ0 des zugeho¨rigen Einzell-
moduls
χ0(h) =
∑
z∈0
τ
(
C ′z · h · D′z−1
) = τ ((∑
z∈0
D′z−1C ′z
)
· h
)
fu¨r alle h ∈ H ,
woraus folgt, dass auch
∑
z∈0 D′z−1C ′z im Zentrum vonH liegt.
Beweis: Siehe die Definition von Zellmoduln in VI.(2.12), Theorem VI.(3.9) und die Rechnung im
Beweis der letzten Aussage in IV.(1.5), da fu¨r jeden Charakter χ vonH und zwei beliebige Elemente
h, h′ ∈ H gilt, dass χ(hh′) = χ(h′h) ist, und τ nicht ausgeartet ist. 
Bemerkung: Im Beweis von Theorem VI.(4.1) wird nebenbei bewiesen, dass der Charakter χ3 des
Links-Zellmoduls zur Linkszelle 3 gleich dem Charakter χ0 des Rechts-Zellmoduls zur Rechtszelle
0 ist, wenn 3 und 0 in derselben zweiseitigen Zelle liegen.
Fu¨r verschiedene Linkszellen in derselben zweiseitigen Zelle la¨sst sich noch mehr sagen, als bereits in
Theorem VI.(3.9) formuliert wurde, na¨mlich dass die entsprechenden Links-Zellmoduln in gewisser
Weise sogar dieselben Darstellungsmatrizen liefern. Dazu bedarf es einiger Vorbereitungen:
(3.11) Definition/Proposition (Parabolische Untergruppen, siehe [GP00, 1.2.9])
Es sei (W, S) ein Coxetersystem von endlichem Typ und J ⊆ S. Es sei WJ := 〈J 〉 ⊆ W die
von J erzeugte Untergruppe in W . Dann heißt WJ parabolische Untergruppe und ist selbst eine
Coxetergruppe zum Coxetersystem (WJ , J ).
Die La¨ngenfunktionen von W und WJ stimmen auf WJ u¨berein.
Beweis: Siehe [GP00, 1.2.9]. 
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(3.12) Definition/Proposition (Ausgezeichnete Nebenklassenvertreter, siehe [GP00, 2.1.1])
Es sei (W, S) ein Coxetersystem von endlichem Typ und J ⊆ S. Weiter sei
X J := {x ∈ W | l(sx) > l(x) fu¨r alle s ∈ J } .
Dann ist X J ein Vertretersystem fu¨r die Rechtsnebenklassen der parabolischen Untergruppe WJ in W .
Fu¨r jedes x ∈ W sind a¨quivalent:
• x ∈ X J .
• l(vx) = l(v)+ l(x) fu¨r alle v ∈ WJ .
• x ist das eindeutige Element ku¨rzester La¨nge in WJ · x .
Die Elemente in X J heißen ausgezeichnete Rechtsnebenklassenvertreter.
Vo¨llig analog definiert man die ausgezeichneten Linksnebenklassenvertreter, sie sind genau die
Inversen der Elemente in X J .
Beweis: Siehe [GP00, 2.1.1]. Vergleiche auch VI.(1.1). 
(3.13) Lemma (S3-Sechsecke, vgl. [Shi86, §1.6])
Es sei (W, S) ein Coxetersystem von endlichem Typ und {s, t} ⊆ S eine zweielementige Teilmenge
von S, so dass st Ordnung 3 hat, also 〈s, t〉 6 W isomorph zur symmetrischen Gruppe S3 auf 3
Punkten ist. Es sei w ∈ W mit ws < w und wt > w (Bruhat-Ordnung, siehe VI.(1.2)).
Dann gilt fu¨r die Bruhat-Ordnung innerhalb der Linksnebenklassew 〈s, t〉, dass genau eine der beiden
folgenden Situationen vorliegt:
wt
wts
w
wtst = wsts
ws
wst
wst
wsts = wtstws
w
wt
wts
Abbildung VI.2: Mo¨gliche Posets der Bruhat-Ordnung auf einer S3-Nebenklasse
In diesen Bildern ist das Hasse-Diagramm der Bruhat-Ordnung dargestellt, weiter oben liegende
Gruppenelemente sind also jeweils Bruhat-gro¨ßer als weiter unten liegende, wenn sie durch Striche
verbunden sind.
Beweis: Da ws < w ist, gibt es ein reduziertes Wort w′, so dass w = w′s ein reduziertes Wort fu¨r w
ist. Wir unterscheiden die beiden Fa¨lle w′t > w′ und w′t < w′. Im ersten Fall ist w′ wie in VI.(3.12)
der eindeutige ku¨rzeste Linksnebenklassenvertreter in w 〈s, t〉. Daraus folgt sofort, dass w = w′s,
w′t , wt = w′st , w′ts und w′sts = w′tst reduzierte Worte fu¨r die Elemente in w 〈s, t〉 sind und das
linke Bild vorliegt.
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Im anderen Fall w′t < w′ gibt es ein reduziertes Wort w′′, so dass w′′t = w′ und damit w′′ts = w′s =
w reduzierte Worte fu¨r w′ bzw. w sind. Da aber nun w′′tst = wt > w = w′′ts ist, ist die La¨nge
von w′′tst um 3 gro¨ßer als die von w′′, woraus folgt, dass dieses Mal w′′ der eindeutige ku¨rzeste
Linksnebenklassenvertreter in w 〈s, t〉 ist und das rechte Bild vorliegt. 
(3.14) Definition (Links- und Rechts-Abstiegsmengen)
Es sei (W, S) ein Coxetersystem von endlichem Typ. Dann sei fu¨r w ∈ W
L(w) := {s ∈ S ∣∣ sw < w} und R(w) := {s ∈ S ∣∣ws < w}
die Links- bzw. Rechts-Abstiegsmenge, wobei
”
<“ die Bruhat-Ordnung (siehe VI.(1.2)) bezeichnet.
(3.15) Theorem (Abstiegsmengen und Zellen, siehe [KL79, 2.4] bzw. [Shi86, 1.5.2])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) sowie VI.(2.9).
Dann gilt fu¨r x, y ∈ W :
(i) Gilt x 6
L
y, dann istR(x) ⊇ R(y). Gilt also x ∼L y, dann istR(x) = R(y).
(ii) Gilt x 6
R
y, dann ist L(x) ⊇ L(y). Gilt also x ∼R y, dann ist L(x) = L(y).
Beweis: Siehe [KL79, Proposition 2.4] bzw. [Shi86, Theorem 1.5.2]. 
(3.16) Definition/Proposition (Sternoperationen, siehe [KL79, 4.1] bzw. [Shi86, §1.6])
Es seien (W, S) ein Coxetersystem von endlichem Typ und {s, t} ⊆ S eine zweielementige Teilmenge,
so dass st Ordnung 3 hat. Wir definieren dann
DR(s, t) :=
{
w ∈ W ∣∣R(w) ∩ {s, t} ist einelementig}
bzw.
DL(s, t) :=
{
w ∈ W ∣∣L(w) ∩ {s, t} ist einelementig} .
Ist w ∈ DR(s, t), dann ist wegen Lemma VI.(3.13) genau eines der Elemente ws und wt ebenfalls
in DR(s, t). Wir bezeichnen dieses mit w∗, so dass also die Abbildung w 7→ w∗ eine Involution
auf DR(s, t) definiert, die Rechts-Sternoperation bezu¨glich {s, t}. Analog sei durch w 7→ ∗w eine
Involution aufDL(s, t) definiert, die Links-Sternoperation bezu¨glich {s, t}.
Beweis: Benutze Lemma VI.(3.13) und die entsprechende, linksha¨ndige Version. 
Bemerkung: Ist {s, t} ⊆ S eine zweielementige Teilmenge, so dass st Ordnung 3 hat, dann ha¨ngt
die Frage, ob w ∈ W im DefinitionsbereichDR(s, t) der Rechts-Sternoperation bezu¨glich {s, t} liegt,
nur von der Rechts-Abstiegsmenge R(w) ab. Da nach VI.(3.15) die Rechts-Abstiegsmengen aller
Elemente einer Linkszelle 3 gleich sind, liegen immer entweder alle oder keines der Elemente von
3 inDR(s, t). Die analoge Bemerkung gilt fu¨rDL(s, t) und Rechtszellen.
Die Sternoperationen sind eng mit der Einteilung in Links- bzw. Rechtszellen verbunden:
(3.17) Theorem (Sternoperationen und Zellen I, vgl. [Shi86, Theorem 1.6.3])
Es seien (W, S) ein Coxetersystem von endlichem Typ und {s, t} ⊆ S eine zweielementige Teilmenge,
so dass st Ordnung 3 hat. Dann gilt w∼L ∗w fu¨r alle w ∈ DL(s, t) und w∼R w∗ fu¨r alle w ∈ DR(s, t).
Ist weiter x, y ∈ W mit x ∼R y, dann gibt es eine Folge von Rechts-Sternoperationen, die x auf y
abbildet.
Genauer: Es gibt ein k ∈ N und eine Folge von Paaren {si , ti } ⊆ S (1 6 i 6 k), so dass si ti jeweils
Ordnung 3 hat, mit den folgenden Eigenschaften: Mit x0 := x und xi := x∗i−1 fu¨r 1 6 i 6 k ist
jeweils xi−1 ∈ DR(si , ti ) und xk = y (natu¨rlich ist jeweils bei x∗i−1 die Sternoperation bezu¨glich
{si , ti } gemeint).
Analog gibt es fu¨r x, y ∈ W mit x ∼L y eine Folge von Links-Sternoperationen, die x auf y abbildet.
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Beweis: Siehe [Shi86, Theorem 1.6.3]. Dort steht dieselbe Aussage in einer Formulierung mit ¨Aqui-
valenzklassen. 
Die Sternoperationen sind zusa¨tzlich besonders nu¨tzlich, da sie die Zelleinteilung auf der jeweils
anderen Seite respektieren:
(3.18) Theorem (Sternoperationen und Zellen II, siehe [KL79, 4.3] bzw. [Shi86, 1.6.2])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) sowie VI.(2.9). Weiter sei
{s, t} ⊆ S eine zweielementige Teilmenge, so dass st Ordnung 3 hat. Dann gilt:
(i) Es seien x, y ∈ DL(s, t). Dann gilt x ∼R y genau dann, wenn ∗x ∼R ∗y ist.
(ii) Es seien x, y ∈ DR(s, t). Dann gilt x ∼L y genau dann, wenn x∗∼L y∗ ist.
Beweis: Siehe [KL79, Corollary 4.3] bzw. [Shi86, Theorem 1.6.2]. 
Bemerkung: Dieses Ergebnis zeigt, dass eine Rechts-Sternoperation eine beliebige Linkszelle31 im
Definitionsbereich der Sternoperation bijektiv auf eine andere Linkszelle 32 abbildet, die im selben
Definitionsbereich liegt. Zusa¨tzlich liegt 32 in derselben zweiseitigen Zelle wie 31 (wegen (i) in
VI.(3.18)). Umgekehrt folgt aus dem vorigen Resultat VI.(3.17), dass es fu¨r zwei Linkszellen 31
und 32, die je ein Element x1 ∈ 31 und x2 ∈ 32 mit x1∼R x2 enthalten, eine Folge von Rechts-
Sternoperationen gibt, deren Verkettung 31 bijektiv auf 32 abbildet. Analoge Bemerkungen gelten
fu¨r Rechtszellen und Links-Sternoperationen.
Unglu¨cklicherweise beno¨tigen wir noch eine Bezeichnung, die eigentlich schlecht zu den anderen
Bezeichnungen in dieser Arbeit passt, um den reibungslosen Anschluss an die Literatur zu gewa¨hrleis-
ten:
(3.19) Definition (Vgl. [KL79, Definition 1.2] bzw. [Shi86, Definition 1.4.3])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4).
Wir schreiben y ≺ w, wenn y < w (Bruhat-Ordnung, siehe VI.(1.2)) gilt und µ(y, w) 6= 0 ist.
Bemerkung: Diese Definition stimmt mit der in [KL79, Definition 1.2] bzw. der in [Shi86, Definition
1.4.3] u¨berein, da wir µ(y, w) fu¨r alle y, w ∈ W definiert haben (siehe Theorem VI.(2.4)) und es
gleich 0 ist, wenn l(y) 6≡ l(w) (mod 2) oder Py,w nicht den ho¨chstmo¨glichen Grad (l(w)−l(y)−1)/2
hat.
Wir ko¨nnen nun die folgenden beiden Ergebnisse formulieren:
(3.20) Lemma (Siehe [Shi86, Lemma 1.4.5 (ii) bzw. Lemma 1.4.6])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) sowie VI.(2.9). Weiter
seien s ∈ S und x, x ′ ∈ W . Dann gilt:
(i) Es sei x < x ′ mit l(x)+ 1 = l(x ′). Dann ist x ≺ x ′ und µ(x, x ′) = 1.
(ii) Es seien x < x ′ und sx ′ < x ′ und sx > x . Es gilt x ≺ x ′ genau dann, wenn x ′ = sx ist. In
diesem Fall folgt µ(x, x ′) = 1.
(iii) Es seien x < x ′ und x ′s < x ′ und xs > x . Es gilt x ≺ x ′ genau dann, wenn x ′ = xs ist. In
diesem Fall folgt µ(x, x ′) = 1.
Beweis: Siehe [Shi86, Lemma 1.4.5 (ii) bzw. Lemma 1.4.6 (i) und (ii)]. 
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(3.21) Theorem (Stern-Operationen und µ, siehe [KL79, 4.2] bzw. [Shi86, 1.6.1])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) sowie VI.(2.9). Weiter sei
{s, t} ⊆ S eine zweielementige Teilmenge, so dass st Ordnung 3 hat. Dann gelten:
(i) Es seien y, w ∈ DL(s, t) und yw−1 /∈ 〈s, t〉. Dann ist y ≺ w genau dann, wenn ∗y ≺ ∗w ist
und es ist µ(y, w) = µ(∗y, ∗w).
(ii) Es seien y, w ∈ DL(s, t) und yw−1 ∈ 〈s, t〉. Dann ist y ≺ w genau dann, wenn ∗w ≺ ∗y ist
und es ist µ(y, w) = µ(∗w, ∗y) = 1.
(iii) Es seien y, w ∈ DR(s, t) und w−1 y /∈ 〈s, t〉. Dann ist y ≺ w genau dann, wenn y∗ ≺ w∗ ist
und es ist µ(y, w) = µ(y∗, w∗).
(iv) Es seien y, w ∈ DR(s, t) und w−1 y ∈ 〈s, t〉. Dann ist y ≺ w genau dann, wenn w∗ ≺ y∗ ist
und es ist µ(y, w) = µ(w∗, y∗) = 1.
Beweis: Siehe [KL79, Theorem 4.2] bzw. [Shi86, Theorem 1.6.1]. 
Die Vorbereitungen fu¨r das eigentliche Ergebnis dieses Abschnitts sind nun abgeschlossen:
(3.22) Theorem (Identische Links-Einzelldarstellungen, vgl. [KL79, §5] bzw. [Shi86, 1.7.3])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4) mit ihrer dualen Basis (D′w)w∈W aus VI.(2.14). Zusa¨tzlich sei das Coxetersystem (W, S)
(und damit H ) vom Typ A. Es seien 31 und 32 zwei verschiedene Linkszellen in derselben zweisei-
tigen Zelle und w, y ∈ 31. Dann gibt es eindeutige w′, y′ ∈ 32, so dass w′∼R w und y′∼R y gelten und
fu¨r diese gilt
τ
(
D′y′−1 · C ′u · C ′w′
) = τ (D′y−1 · C ′u · C ′w)
fu¨r alle u ∈ S. Daraus folgt, dass auch fu¨r alle h ∈ H
τ
(
D′y′−1 · h · C ′w′
) = τ (D′y−1 · h · C ′w)
gilt. Die Zahl τ
(
D′y−1 · h · C ′w
)
ist der Koeffizient bei C ′y , wenn man h · C ′w als Linearkombination
der C ′x schreibt. Deswegen werden hier Matrixkoeffizienten von einfachen Links-Zelldarstellungen
verglichen.
Beweis: Fu¨r diesen Beweis benutzen wir, dass mit Hilfe der Rechts-Sternoperationen eine Beziehung
zwischen den Linkszellen in einer zweiseitigen Zelle hergestellt werden kann. Da hier Typ A vor-
ausgesetzt ist, folgt aus der Tatsache, dass 31 und 32 in derselben zweiseitigen Zelle liegen, dass es
x1 ∈ 31 und x2 ∈ 32 gibt mit x1∼R x2 (siehe VI.(3.7)). Also zeigt Theorem VI.(3.17), dass es eine Fol-
ge von Rechts-Sternoperationen gibt, deren Verkettung x1 auf x2 abbildet. Wie in den Bemerkungen
nach VI.(3.16) und VI.(3.18) beschrieben, gibt es also fu¨r zwei Linkszellen in derselben zweiseitigen
Zelle eine Folge von Rechts-Sternoperationen, deren Verkettung eine Bijektion zwischen den beiden
Linkszellen liefert. Wir ko¨nnen uns hier also auf einen Schritt konzentrieren und ohne Beschra¨nkung
der Allgemeinheit annehmen, dass zwei Erzeuger s, t ∈ S existieren, so dass st Ordnung 3 hat,
dass {s, t} ∩R(w) = {s} fu¨r alle w ∈ 31 ist (beachte Proposition VI.(3.15)), und dass die Rechts-
Sternoperation zu den Erzeugern {s, t} eine Bijektion zwischen den Linkszellen 31 und 32 herstellt.
Diese Bijektion bildet w ∈ 31 nach VI.(3.17) auf das Element w∗ ∈ 32 ab, fu¨r das w∼R w∗ gilt, so
dass wir nur noch die Gleichung aus dem Theorem nachrechnen mu¨ssen.
Wir bezeichnen die von s und t erzeugte Untergruppe 〈s, t〉 von W mit S3 (sie ist tatsa¨chlich eine
Coxetergruppe vom Typ A2). Es sei u ∈ S beliebig. Wir unterscheiden mehrere Fa¨lle:
Ist uw < w, dann ist C ′u · C ′w =
(
v1/2 + v−1/2) · C ′w (siehe Gleichung VI.2). Da aber L(w∗) = L(w)
ist, folgt die Behauptung in diesem Fall sofort.
Ist uw > w und y = w, dann liegt der zweite Fall von Gleichung VI.2 vor. Es ist y∗ = w∗, und es gilt
τ
(
D′w−1 · C ′u · C ′w
) = 0 = τ (D′w∗−1 · C ′u · C ′w∗) .
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Es sei im Folgenden uw > w und y 6= w, wir betrachten also auch hier den zweiten Fall in Glei-
chung VI.2.
Fu¨r l(y) ≡ l(w) (mod 2) ist τ (D′y−1 · C ′u · C ′w) = 0 und da Sternoperationen immer die Parita¨t der
La¨nge vera¨ndern, folgt l(y∗) ≡ l(w∗) (mod 2), so dass auch τ (D′y∗−1 · C ′u · C ′w∗) = 0 gilt.
Es sei also im Folgenden zusa¨tzlich l(y) 6≡ l(w) (mod 2).
Ist y ∈ (wS3 \ {w}), dann bleibt aufgrund unserer Annahmen nur y = wsts, da wegen y∼L w die
Rechts-AbstiegsmengenR(w) undR(y) gleich sind, s nicht inR(ws) enthalten ist, aber t inR(wt).
Laut Lemma VI.(3.13) sind wir dann in einer der beiden dort durch Bilder (siehe Abbildung VI.2)
angegebenen Situationen.
Im linken Bild ist y > w, l(y) = l(w)+1, w∗ = wt , y∗ = wst , y∗ < w∗ und l(y∗) = l(w∗)−1. We-
gen Lemma VI.(3.20).(i) (angewandt auf (x, x ′) := (y∗, w∗) = (wst, wt)) ist τ (D′y∗−1 · C ′u · C ′w∗) =
1, also insbesondere y∗ ≺ w∗. Nach Theorem VI.(3.21).(iv) ist dannw ≺ y und deswegen mit Lemma
VI.(3.20).(ii) (angewandt auf (x, x ′, s) := (w, y, u), beachte uw > w und uy < y) y = uw. Dann ist
aber auch τ
(
D′y−1 · C ′u · C ′w
) = 1.
Im rechten Bild ist y < w, l(y) = l(w) − 1, w∗ = ws, y∗ = wts, y∗ > w∗ und l(y∗) = l(w∗)+ 1.
Wegen Lemma VI.(3.20).(i) (angewandt auf (x, x ′) := (y, w)) ist τ (D′y−1 · C ′u · C ′w) = 1, also
insbesondere y ≺ w. Nach Theorem VI.(3.21).(iv) ist dann w∗ ≺ y∗ und deswegen mit Lemma
VI.(3.20).(ii) (angewandt auf (x, x ′, s) := (w∗, y∗, u), beachte uw∗ > w∗ und uy∗ < y∗, da w∼R w∗
und y∼R y∗ und damit L(w) = L(w∗) und L(y) = L(y∗) gelten) y∗ = uw∗. Dann ist aber auch
τ
(
D′y∗−1 · C ′u · C ′w∗
) = 1. Damit ist die Behauptung fu¨r y ∈ wS3 gezeigt.
Es sei im Folgenden y /∈ wS3, also w−1 y /∈ 〈s, t〉.
Wir mu¨ssen nun nur noch die drei Fa¨lle y = uw, y ≺ w und y 6≺ w unterscheiden.
Ist y = uw (und nach wie vor uw > w), dann ist τ (D′y−1 · C ′u · C ′w) = 1 und wegen Lemma
VI.(3.20).(i) (angewandt auf (x, x ′) := (w, y)) folgt, dass w ≺ y gilt. Ist w∗ = wt (Fall des linken
Bildes in Abbildung VI.2), dann folgt mit Theorem VI.(3.21).(iii), dassw∗ ≺ y∗ ist, also insbesondere
w∗ < y∗ und l(w∗) < l(y∗) und damit auch y∗ = yt = uw∗ > w∗ und die Behauptung. Ist w∗ = ws
(Fall des rechten Bildes in Abbildung VI.2), dann ist
l(yst) = l(uwst) 6 l(ws) = l(ys)− 1,
so dass y∗ = ys = uw∗ > w∗ folgt. In beiden Fa¨llen ist also τ (D′y−1∗ · C ′u · C ′w∗) = 1 wegen
Gleichung VI.2.
Ist y ≺ w, dann ist wegen Theorem VI.(3.21).(iii) auch y∗ ≺ w∗ und µ(y, w) = µ(y∗, w∗) und die
Behauptung folgt.
Ist y 6≺ w, dann ist entsprechend auch y∗ 6≺ w∗ und τ (D′y−1 · C ′u · C ′w) = 0 = τ (D′y∗−1 · C ′u · C ′w∗)
und die Behauptung folgt auch hier.
Damit ist die Gleichung aus dem Theorem fu¨r alle C ′u fu¨r u ∈ S bewiesen. Nun sind aber die vor-
kommenden τ -Ausdru¨cke Matrixeintra¨ge der Links-Einzelldarstellungen zu den Zellmoduln LC(31)
bzw. LC(32) und wir haben damit gezeigt, dass die Darstellungsmatrizen fu¨r alle C ′u (u ∈ S) in bei-
den Matrixdarstellungen identisch sind. Dann sind diese Matrixdarstellungen aber fu¨r alle h ∈ H
identisch, da die C ′u ganzH als A-Modul erzeugen, und das Theorem ist bewiesen. 
Bemerkungen: Ordnet man also die Elemente (C ′w)w∈31 anhand ihrer Rechts-Zellzugeho¨rigkeit den
Elementen (C ′w′)w′∈32 zu, dann erha¨lt man bezu¨glich dieser Basen identische Darstellungsmatrizen
aus den Links-Einzellmoduln LC(31) und LC(32).
In [KL79, §5] bzw. [Shi86, Theorem 1.7.3] taucht dieses Ergebnis in der Form auf, dass die W-
Graphen zu den Zellen 31 und 32 (fu¨r Typ A) isomorph sind. Am angegebenen Ort wird jedoch der
Begriff der Isomorphie von W-Graphen nicht definiert und auch in der Literatur war keine Definition
zu finden. Zum Beweis dieses Ergebnisses ist die obige Fallunterscheidung wohl angemessen.
Dieses Resultat ist in [Gyo96, Theorem A] auch fu¨r andere Typen als A zu finden. Es ist dort mit
anderen Methoden bewiesen, der Beweis ist jedoch schwer nachzuvollziehen.
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VI.4 Kazhdan-Lusztig-Basis und Wedderburn-Zerlegung im Typ A
In diesem Abschnitt wird gezeigt, wie man in der generischen Iwahori-Hecke-Algebra vom Typ A
aus der Kazhdan-Lusztig-Basis (und ihrer dualen Basis) explizit eine Wedderburn-Zerlegung erhalten
kann.
Diese wird spa¨ter eine prominente Rolle im Zusammenhang mit Lusztig’s asymptotischer Algebra
spielen.
(4.1) Theorem (Wedderburn-Zerlegung fu¨r Iwahori-Hecke-Algebren vom Typ A)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4) mit ihrer dualen Basis (D′w)w∈W aus VI.(2.14). Zusa¨tzlich sei das Coxetersystem (W, S)
und damitH vom Typ A.
Es seien 31, . . . , 3r Linkszellen, so dass aus jeder zweiseitigen Zelle genau eine Linkszelle vor-
kommt, und 3 := ⋃ri=13i . Wir bezeichnen mit χ1, . . . , χr die zugeho¨rigen irreduziblen Charaktere
von KH (vgl. VI.(3.9)) und mit cχ1, . . . , cχr die zugeho¨rigen Schur-Elemente (siehe IV.(2.2)). Es sei
B := {C ′x D′y−1 ∣∣ x, y ∈ 3 und x ∼L y} .
Dann ist B u¨ber A linear unabha¨ngig und es gilt
C ′x D′y−1 · C ′x ′D′y′−1 =
{
0 falls y 6= x ′
cχi · C ′x D′y′−1 falls y = x ′ und x, y, x ′, y′ ∈ 3i
fu¨r alle x, y, x ′, y′ ∈ 3 mit x ∼L y und x ′∼L y′.
Beweis: Wir stellen zuna¨chst zur einfacheren Referenz einige Aussagen tabellarisch zusammen:
(i) y6
L
x ⇐⇒ C ′x D′y−1 6= 0 siehe Proposition VI.(2.15)
(ii) χj (h) =∑z∈3j τ (D′z−1 · h · C ′z) siehe Korollar VI.(3.10)
(iii) ∑z∈3j C ′z D′z−1 ist zentral inH siehe Korollar VI.(3.10)
(iv) y6
R
x ⇐⇒ D′y−1C ′x 6= 0 siehe Proposition VI.(2.15)
(v) y∼L x H⇒ y∼LR x siehe Definition VI.(2.16)
(vi) y6
R
x und y∼LR x H⇒ y∼R x siehe Theorem VI.(2.17)
(vii) y∼L x und y∼R x H⇒ y = x siehe Korollar VI.(3.8)
(viii) y6
L
x und y∼LR x H⇒ y∼L x siehe Theorem VI.(2.17)
Die Elemente C ′x D′y−1 ∈ B sind wegen (i) alle ungleich Null, da jeweils x ∼L y ist.
Wir betrachten gewisse Werte irreduzibler Charaktere: Es sei h ∈ KH beliebig, 1 6 i, j 6 r mit
i 6= j und x, y ∈ 3i . Dann gilt mit (ii) und (iii)
χj
(
h · C ′x D′y−1
) = ∑
z∈3j
τ
(
D′z−1 · h · C ′x D′y−1 · C ′z︸ ︷︷ ︸
(!)
)
= τ
∑
z∈3j
(
C ′z D′z−1
) · h · C ′x D′y−1

= τ
∑
z∈3j
h · C ′z D′z−1C ′x︸ ︷︷ ︸
(!)
D′y−1
 .
Wegen (iv) sind die Summanden in diesem Ausdruck gleich 0, wenn nicht y6
R
z und z6
R
x ist (beachte
die mit (!) markierten Stellen). Wenn aber y6
R
z6
R
x gilt, so folgt mit (v), dass z6
LR
x ∼LR y6LR z, also z∼LR x
ist. Da dies aber wegen j 6= i nicht gilt, ist
χj
(
h · C ′x D′y−1
) = 0 fu¨r x, y ∈ 3i , j 6= i und fu¨r alle h ∈ KH (VI.4)
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und es folgt, dass C ′x D′y−1 in der isotypischen (Wedderburn-)Komponente der Algebra KH zum
irreduziblen Charakter χi liegt. Insbesondere folgt daraus, dass C ′x D′y−1 · C ′x ′D′y′−1 = 0 fu¨r alle
x, y, x ′, y′ ∈ 3 mit x ∼L y und x ′∼L y′ ist, falls nicht y∼L x ′ gilt.
Es seien von nun an i fest und x, y, x ′, y′ ∈ 3i beliebig.
Wegen (iv) ist das Produkt C ′x D′y−1 ·C ′x ′D′y′−1 gleich 0, wenn nicht y6R x ′ ist. Da aber x ′∼L y und damit
x ′∼LR y (beachte (v)) ist, folgt aus y6R x ′ mit (vi), dass y∼R x ′ ist, und dann mit (vii), dass y = x ′ ist.
Also ist gezeigt, dass C ′x D′y−1 · C ′x ′D′y′−1 allenfalls fu¨r y = x ′ ungleich 0 ist.
Da
∑
z∈3i C
′
z D′z−1 in der isotypischen Komponente zum Charakter χi ist und mit (iii) zentral ist, ist
es gleich einem Vielfachen des zentral-primitiven Idempotents dieser Komponente. Wir bestimmen
dieses Vielfache, indem wir χi
(
C ′x D′x−1
)
fu¨r x ∈ 3i bestimmen (das zentral-primitive Idempotent
operiert na¨mlich auf einem einfachen Modul in der isotypischen (Wedderburn-)Komponente zum
Charakter χi wie die Identita¨t, hat also als Charakterwert den Charaktergrad):
Weil τ = ∑rj=1 c−1χj χj ist (siehe [GP00, 7.2.6]), alle χj fu¨r j 6= i auf C ′x D′x−1 verschwinden und
τ
(
C ′x D′x−1
) = 1 ist ((D′w)w∈W ist die duale Basis von (C ′w)w∈W bezu¨glich τ ), gilt χi (C ′x D′x−1) = cχi .
Daraus folgt, dass e(i) := c−1χi ·
∑
z∈3i C
′
z D′z−1 gleich dem zentral-primitiven Idempotent zum Charakter
χi ist.
Wir setzen nun e(i)z := c−1χi ·C ′z D′z−1 ∈ KH . Die obigen ¨Uberlegungen zeigen, dass einerseits e(i)z 6= 0
ist und andererseits e(i)z · e(i)z′ = 0 ist fu¨r z 6= z′, so dass e(i) =
∑
z∈3i e
(i)
z eine
”
orthogonale Summe“
ist und wegen
e(i)z = e(i)z · e(i) =
∑
z′∈3i
e(i)z e
(i)
z′ = e(i)z · e(i)z
fu¨r z ∈ 3i folgt, dass die e(i)z paarweise orthogonale Idempotente in KH sind.
Damit erhalten wir sofort, dass fu¨r x, y ∈ 3i beliebig
C ′x D′y−1 = e(i) · C ′x D′y−1 =
∑
z∈3i
e(i)z · C ′x D′y−1 = e(i)x · C ′x D′y−1 (VI.5)
und
C ′x D′y−1 = C ′x D′y−1 · e(i) =
∑
z∈3i
C ′x D′y−1 · e(i)z = C ′x D′y−1e(i)y (VI.6)
ist.
Die Elemente
{
C ′x D′y−1
∣∣ x, y ∈ 3i} sind u¨ber A linear unabha¨ngig:
Ist na¨mlich
∑
x,y∈3i αx,yC
′
x D′y−1 = 0 (mit αx,y ∈ A), dann ist fu¨r alle z, z′ ∈ 3i
0 = e(i)z ·
 ∑
x,y∈3i
αx,yC ′x D′y−1
 · e(i)z′ = αz,z′e(i)z C ′z D′z′−1e(i)z′ = αz,z′C ′z D′z′−1
(fu¨r die letzte Gleichheit benutzen wir Gleichungen VI.5 und VI.6) und damit αx,y = 0 fu¨r alle
x, y ∈ 3i , da C ′x D′y−1 6= 0 ist (siehe (i)). Damit spannen Sie aber aus Dimensionsgru¨nden in KH
die gesamte isotypische Komponente zum Charakter χi auf, so dass sich jedes Element in dieser
Komponente eindeutig als K -Linearkombination von Elementen aus
{
C ′x D′y−1
∣∣ x, y ∈ 3i} darstellen
la¨sst.
Wir bestimmen als na¨chstes C ′x D′y−1C ′y D′x−1 fu¨r x, y ∈ 3i , es ist als Produkt zweier Elemente in
der isotypischen Komponente e(i)KH ebenfalls darin enthalten. Also ko¨nnen wir es nach den obigen
Ergebnissen als K -Linearkombination der C ′vD′w−1 mit v,w ∈ 3i schreiben:
C ′x D′y−1C ′y D′x−1 =
∑
v,w∈3i
αv,wC ′vD′w−1 mit gewissen αv,w ∈ K .
Wieder ko¨nnen wir wie oben durch Multiplikation mit Elementen e(i)z von links und e
(i)
z′ von rechts
zeigen, dass C ′x D′y−1C ′y D′x−1 ein K -Vielfaches von C ′x D′x−1 ist, da 0 = e(i)z C ′x D′y−1C ′y D′x−1e(i)z′ fu¨r z 6= x
und z′ 6= x gilt. Um die Konstante zu bestimmen, berechnen wir τ (C ′x D′y−1C ′y D′x−1):
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Dazu sei 0 die Rechtszelle mit y ∈ 0. Dann ist C ′x D′y−1C ′y D′x−1 =
∑
y′∈0 C ′x D′y′−1C ′y′D′x−1 , da fu¨r alle
in y′ 6= y in derselben Rechtszelle nicht y′∼L y gilt (siehe (vii)) und damit auch nicht y′6L y (sonst
wa¨re mit (viii) auch y′∼L y), so dass C ′x D′y′−1 = 0 ist (beachte x ∼L y). Also gilt
τ
(
C ′x D′y−1C ′y D′x−1
) = ∑
y′∈0
τ
(
C ′x D′y′−1C ′y′D′x−1
) = τ
∑
y′∈0
D′y′−1C ′y′
 · D′x−1C ′x

(∗)= χi
(
D′x−1C ′x
) = χi (C ′x D′x−1) = cχi .
Zuna¨chst ist an der mit (∗) markierten Stelle nicht klar, welcher Charakter zum Rechts-Zellmodul
RC(0) geho¨rt. Laut Theorem VI.(3.9) und Korollar VI.(3.10) fu¨r Rechtszellen ist es ein irreduzibler
Charakter χ von KH , fu¨r den
χ(h) = τ
∑
y′∈0
D′y′−1C ′y′
 · h
 fu¨r alle h ∈ KH
gilt. Wir wollen zeigen, dass χ = χi ist. Dazu setzen wir zuna¨chst h := C ′z D′z−1 fu¨r z ∈ W und z 6∼LR y,
dann gilt na¨mlich
χ
(
C ′z D′z−1
) = χ (D′z−1C ′z) = τ
∑
y′∈0
D′y′−1C ′y′D′z−1C ′z

=
∑
y′∈0
τ
(
C ′z D′y′−1C ′y′D′z−1
) = 0,
weil nach (i) das Produkt C ′z D′y′−1 nur fu¨r y′6L z ungleich Null und das Produkt C ′y′D′z−1 nur fu¨r z6L y′
ungleich Null ist. Da aber aus y′∼L z und y∼R y′ sofort y∼LR z folgen wu¨rde, was nach Voraussetzung
nicht gilt, ist χ(C ′z D′z−1) = 0 fu¨r alle z ∈ W mit z 6∼LR y. Andererseits ist aber fu¨r z ∈ 3j mit j 6= i der
Charakterwert χj (C ′z D′z−1) gleich cχj , also insbesondere ungleich 0. Damit ist χ 6= χj fu¨r alle j 6= i ,
also χ = χi .
Da τ
(
C ′x D′x−1
) = 1 ist, folgt C ′x D′y−1C ′y D′x−1 = cχi · C ′x D′x−1 .
Um schließlich C ′x D′y−1C ′y D′z−1 fu¨r x, y, z ∈ 3i zu bestimmen, gehen wir analog vor:
Wie oben ist es ein Vielfaches von C ′x D′z−1 und wir ko¨nnen die Konstante bestimmen, indem wir
τ
(
C ′x D′z−1C ′z D′x−1
) = cχi mit τ (C ′x D′y−1C ′y D′z−1C ′z D′x−1) vergleichen: Es sei 0 die Rechtszelle mit
x ∈ 0. Dann gilt:
τ
(
C ′x D′y−1C ′y D′z−1C ′z D′x−1
) = ∑
x ′∈0
τ
(
C ′x ′D′y−1C ′y D′z−1C ′z D′x ′−1
) = χi (D′y−1C ′y D′z−1C ′z)
= χi
(
C ′z D′y−1C ′y D′z−1
) = χi (cχi · C ′z D′z−1) = c2χi .
Also ist C ′x D′y−1C ′y D′z−1 = cχi · C ′x D′z−1 und alle Behauptungen sind bewiesen. 
(4.2) Korollar (Verschiedene Linkszellen desselben Typs)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4) mit ihrer dualen Basis (D′w)w∈W aus VI.(2.14). Zusa¨tzlich sei das Coxetersystem (W, S)
und damitH vom Typ A.
Es seien 31 und 32 zwei Linkszellen, die in derselben zweiseitigen Zelle liegen, so dass also die
Links-Zellmoduln LC(31) und LC(32) isomorph sind.
Sind dann x, y ∈ 31, so gibt es eindeutige x ′, y′ ∈ 32, fu¨r die x ∼R x ′ und y∼R y′ gelten, und fu¨r diese
ist C ′x D′y−1 = C ′x ′D′y′−1 .
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Beweis: Alle Argumente in Theorem VI.(4.1) sind unabha¨ngig davon, ob31 oder32 diejenige Links-
zelle in ihrer zweiseitigen Zelle ist, die in 3 vorkommt. Daraus folgt erstens, dass die Elemente
C ′x ′D′y′−1 fu¨r x ′, y′ ∈ 32 in der isotypischen (Wedderburn-) Komponente zum einfachen Modul LC(31)
liegen, und zweitens, dass diese Elemente analoge Relationen erfu¨llen.
Wegen Theorem VI.(3.7) gibt es zu jedem x ∈ 31 genau ein x ′ ∈ 32 mit x ′∼R x (x ′ ist das Urbild
von (P(z), P(x−1)) unter der Robinson-Schensted-Abbildung, wobei z ein beliebiges Element aus
32 ist).
Es seien nun x ′, y′ ∈ 32 beliebig gewa¨hlt. Wir bestimmen C ′x ′D′y′−1 :
Es ist C ′x D′x−1 · C ′x ′D′y′−1 = 0 fu¨r x ∈ 31, falls nicht x 6R x ′, also mit (vi) (siehe Beweis zu VI.(4.1))
x ∼R x ′ ist. Entsprechendes gilt fu¨r C ′x ′D′y′−1C ′y D′y−1 und y ∈ 31. Deswegen folgt sofort, dass C ′x ′D′y′−1
ein K -Vielfaches von C ′x D′y−1 ist fu¨r die (eindeutigen) x, y ∈ 31 mit x ∼R x ′ und y∼R y′.
Fu¨r die Elemente C ′x ′D′x ′−1 mit x ′ ∈ 32 folgt damit sofort aus den Matrix-Einheits-Relationen in
VI.(4.1), dass C ′x ′D′x ′−1 = C ′x D′x−1 fu¨r x ∈ 31 mit x ∼R x ′ ist. Fu¨r beliebige C ′x ′D′y′−1 mit x ′, y′ ∈ 32
folgt C ′x ′D′y′−1 = C ′x D′y−1 (fu¨r x, y ∈ 31, x ∼R x ′ und y∼R y′), da nach Theorem VI.(3.22)
τ(C ′x ′D′y′−1 · h) = τ(D′y′−1 · h · C ′x ′) = τ(D′y−1 · h · C ′x) = τ(C ′x D′y−1 · h)
fu¨r alle h ∈ H ist. 
(4.3) Korollar (Matrix-Einheit einer Linkszelle)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4) mit ihrer dualen Basis (D′w)w∈W aus VI.(2.14). Zusa¨tzlich sei das Coxetersystem (W, S)
und damitH vom Typ A.
Es sei3 ⊆ W eine Linkszelle, χ ∈ Irr(H) der irreduzible Charakter des Links-Zellmoduls LC(3) (sie-
he VI.(3.9)) und cχ das zugeho¨rige Schur-Element (siehe IV.(2.2)). Dann ist der von den Elementen
M := {c−1χ · C ′x D′y−1 ∣∣ x, y ∈ 3} aufgespannte K -Untervektorraum 〈M〉K von KH ein zweiseitiges
Ideal in KH , das als Ring isomorph zu einem vollen Matrixring u¨ber K ist, wobei fu¨r die Elemente
von M die Relationen von Matrix-Einheiten gelten:(
c−1χ · C ′x D′y−1
) · (c−1χ · C ′z D′w−1) = δy,z · (c−1χ · C ′x D′w−1) .
Beweis: Die angegebenen Relationen sind in Theorem VI.(4.1) bewiesen. Da die Zellmoduln ein-
zelner Linkszellen irreduzibel sind (siehe VI.(3.9)), erzeugen die sa¨mtlichen Elemente aus Theorem
VI.(4.1) als K -Vektorraum ganz KH , so dass folgt, dass 〈M〉K ein zweiseitiges Ideal in KH ist. 
(4.4) Korollar (Wedderburn-Zerlegung)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4) mit ihrer dualen Basis (D′w)w∈W aus VI.(2.14). Zusa¨tzlich sei das Coxetersystem (W, S)
und damitH vom Typ A.
Durch die drei vorstehenden Resultate haben wir aus der Kazhdan-Lusztig-Basis und ihrer dualen
explizit eine Wedderburn-Zerlegung fu¨r H konstruiert. Dabei tauchen genau die Schur-Elemente als
Nenner auf.
Es seien also wie in VI.(4.1) 31, . . . , 3r Linkszellen, so dass aus jeder zweiseitigen Zelle genau
eine Linkszelle vorkommt, und 3 := ⋃ri=13i . Wir bezeichnen mit χ1, . . . , χr die zugeho¨rigen ir-
reduziblen Charaktere von KH (vgl. VI.(3.9)) und mit cχ1, . . . , cχr die zugeho¨rigen Schur-Elemente
(siehe IV.(2.2)). Dann bilden die Elemente{
c−1χi · C ′x D′y−1
∣∣ x, y ∈ 3i und 1 6 i 6 r}
eine Wedderburn-Basis vonH .
Beweis: Setze die Ergebnisse in VI.(4.1) und VI.(4.3) zusammen. 
Bemerkung: Die hier vorkommenden Elemente c−1χ · C ′x D′y−1 werden auch im na¨chsten Abschnitt
u¨ber Lusztig’s asymptotische Algebra eine prominente Rolle spielen.
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VI.5 Lusztig’s asymptotische Algebra J
In [Lus87b] hat George Lusztig zu einer Iwahori-Hecke-Algebra H u¨ber A = Z[v1/2, v−1/2] die
sogenannte
”
asymptotische Algebra“ J zusammen mit einem Homomorphismus φ : H → J von
A-Algebren eingefu¨hrt. Dieser Homomorphismus hat sich spa¨ter in etlichen Anwendungen (siehe
z.B. [Lus87c], [Lus87a] oder [GR01]) als sehr nu¨tzlich und ma¨chtig erwiesen.
In diesem Abschnitt wird gezeigt, dass im Typ A die Algebra J nichts Anderes als das A-Erzeugnis
der im letzten Abschnitt konstruierten Wedderburn-Zerlegung ist und der Lusztig-Homomorphismus
einfach die Inklusion vonH dort hinein.
Wir stellen zuna¨chst die Definition der asymptotischen Algebra und des Lusztig-Homomorphismus
vor, wobei wir fu¨r die Beweise auf die Literatur verweisen. Dort wird fu¨r die Konstruktion der asymp-
totischen Algebra die C-Basis (siehe VI.(2.5)) verwendet. Deswegen sind hier die folgenden Vorbe-
reitungen notwendig:
(5.1) Definition/Proposition (Involution j und Strukturkonstanten)
Es gelten die Bezeichnungen in VI.(2.1) bis VI.(2.3), so dass wir also mit a 7→ a fu¨r a ∈ A die
Involution von A bezeichnen, die v1/2 mit v−1/2 vertauscht. Es sei j : H → H die Abbildung, die
durch
j
(∑
w∈W
aw T˜w
)
7−→
∑
w∈W
aw(−1)l(w) · T˜w
fu¨r beliebige aw ∈ A definiert ist. Dann ist j ein Ringautomorphismus der Ordnung 2 vonH . Fu¨r die
C-Basis vonH gilt, dass Cw = (−1)l(w) · j (C ′w) ist fu¨r alle w ∈ W .
Es gilt dann auch C ′w = (−1)l(w) · j (Cw).
Sind hx,y,z ∈ A fu¨r x, y, z ∈ W die Strukturkonstanten vonH bezu¨glich der C-Basis, gilt also
Cx · Cy =
∑
z∈W
hx,y,zCz fu¨r alle x, y ∈ W,
dann gilt fu¨r die Strukturkonstanten h′x,y,z vonH bezu¨glich der C ′-Basis
C ′x · C ′y =
∑
z∈W
(−1)l(x)+l(y)+l(z) · hx,y,z · C ′z =
∑
z∈W
h′x,y,z · C ′z fu¨r alle x, y ∈ W,
so dass h′x,y,z = (−1)l(x)+l(y)+l(z) · hx,y,z fu¨r alle x, y, z ∈ W ist.
Mit den Bezeichnungen aus VI.(2.14) gilt h′x,y,z = τ(C ′xC ′y D′z−1) fu¨r alle x, y, z ∈ W , da beide Seiten
gleich dem Koeffizienten bei C ′z sind, wenn man C ′xC ′y in der C ′-Basis schreibt.
Beweis: In [GP00, Exercise 8.1] wird gezeigt, dass j ein Ringautomorphismus von H ist und in
[GP00, Theorem 11.1.10, Step 3], dass die C-Basis wie beschrieben aus der C′-Basis hervorgeht. 
(5.2) Korollar (Duale Basen und j )
Es gelten die Bezeichnungen in VI.(2.1) bis VI.(2.3) und die Definitionen aus VI.(5.1). Zusa¨tzlich
sei (D′w)y∈W wie in VI.(2.14) die bezu¨glich τ duale Basis von (C ′w)w∈W und analog (Dw)w∈W die
bezu¨glich τ duale Basis von (Cw)w∈W (es gilt also τ(Cw · Dy−1) = δw,y fu¨r alle w, y ∈ W ), dann ist
Dw = (−1)l(w) · j (D′w)
fu¨r alle w ∈ W .
Beweis: Der Ringautomorphismus j vonH respektiert insofern die Spurform τ , als τ( j (h)) = τ(h)
fu¨r alle h ∈ H gilt (man beachte die Definition von j in VI.(5.1) und die Tatsache, dass τ auf allen
T˜w mit w 6= 1 verschwindet und τ(T˜1) = 1 ist).
Also folgt aus τ
(
C ′w · D′y−1
) = δy,w durch Anwenden von , dass τ (Cw · (−1)l(w) · j (D′y−1)) = δy,w
ist und damit τ
(
Cw · j (D′y−1)
) = (−1)l(y) · δy,w ist. Daraus folgt die Behauptung. 
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(5.3) Definition/Proposition (Lusztig’s asymptotische Algebra, vgl. [Lus87b, 1.1])
Es gelten die Bezeichnungen und Voraussetzungen aus VI.(2.1) bis VI.(2.3) und in VI.(5.1). Weiter
sei fu¨r z ∈ W jeweils a(z) ∈ N ∪ {0} die natu¨rliche Zahl, fu¨r die
(v1/2)a(z) · hx,y,z ∈ Z[v1/2] ist fu¨r alle x, y ∈ W und
(v1/2)a(z)−1 · hx,y,z /∈ Z[v1/2] ist fu¨r gewisse x, y ∈ W.
Weiter setzen wir fu¨r x, y, z ∈ W jeweils γ ′x,y,z ∈ Z gleich dem konstanten Koeffizienten von
(−v1/2)a(z) · hx,y,z .
Es sei
D := {d ∈ W | a(d) = l(d)− 2 · deg(P1,d)} ,
wobei P1,d die Kazhdan-Lusztig-Polynome aus VI.(2.5) sind und deg P1,d als Grad von P1,d in v
(Achtung: nicht Grad in v1/2 — siehe VI.(2.5)) zu verstehen ist. Fu¨r die Elemente d ∈ D gilt d2 = 1,
sie heißen distinguierte oderDuflo-Involutionen (obwohl das Einselement dabei ist). Jede Linkszelle
von W entha¨lt genau ein Element vonD .
Es sei nun J die freie abelsche Gruppe mit Basis (tw)w∈W . Sie wird durch die γ ′x,y,z als Strukturkon-
stanten zu einer assoziativen Z-Algebra, indem wir also setzen:
tx · ty :=
∑
z∈W
γ ′x,y,ztz.
Ihr Einselement ist gleich
∑
d∈D td . Wir bezeichnen die assoziative A-Algebra A ⊗Z J mit J, sie heißt
Lusztig’s asymptotische Algebra.
Beweis: Siehe [Lus87b, Abschnitt 1 und 2]. Dass jede Linkszelle genau ein Element aus D entha¨lt,
steht in [Lus87b, Theorem 1.10]. 
Bemerkung: In [Lus87b] ist γx,y,z an Stelle von unserem γ ′x,y,z definiert, so dass γx,y,z−1 = γ ′x,y,z ist.
Die Inversenbildung scheint aber ein — wenn auch kleiner — so doch unno¨tiger Umweg zu sein.
(5.4) Definition/Proposition (Lusztig-Homomorphismus, siehe [Lus87b, Abschnitt 2])
Es gelten die Bezeichnungen und Voraussetzungen aus VI.(2.1) bis VI.(2.3) und VI.(5.1) bis VI.(5.3).
Dann ist durch die folgende Vorschrift eine A-lineare Abbildung der Algebra H in die Algebra J
gegeben:
φ(Cx) :=
∑
d∈D,z∈W
a(d)=a(z)
hx,d,z · tz =
∑
d∈D,z∈W
d ∼L z
hx,d,z · tz fu¨r alle x ∈ W.
Diese Abbildung φ ist ein Homomorphismus von A-Algebren und heißt Lusztig-Homomorphismus.
Wir bezeichnen die Fortsetzung idK ⊗A φ : KH → KJ auf die Konstantenerweiterungen mit dem
Quotientenko¨rper K = Quot(A) = Q(√v) ebenfalls mit φ. Sie ist ein Isomorphismus von K -
Algebren.
Beweis: Siehe [Lus87b, Abschnitt 2]. Fu¨r die zweite Gleichung siehe entweder [Lus87a, 3.2.(a)] oder
beachte [Lus85, Corollary 6.3.(b)] zusammen mit der Tatsache, dass hx,d,z = τ (Cx · Cd · Dz−1) = 0
ist, wenn nicht z6
L
d ist (siehe [Lus84, (5.1.14)]). In [Lus87b, Theorem 2.8] ist bewiesen, dass idK ⊗A φ
ein Isomorphismus ist. Dies folgt aber auch aus dem folgenden Theorem VI.(5.5), zu dessen Beweis
nicht verwendet wird, dass idK ⊗A φ ein Isomorphismus ist. 
(5.5) Theorem (Urbilder der t-Basis unter dem Lusztig-Homomorphismus beim Typ A)
Es gelten die Bezeichnungen und Voraussetzungen aus VI.(2.1) bis VI.(2.3) und VI.(5.1) bis VI.(5.4).
Zusa¨tzlich sei das Coxetersystem (W, S) und damit H vom Typ A. Dann gibt es fu¨r jedes z ∈ W
genau ein d ∈ D mit d ∼L z. Ist z ∈ W und 6 die Linkszelle, in der z liegt und cχ das Schur-Element
(siehe IV.(2.2)) zum einfachen Einzellmodul LC(6), dann ist φ
(
c−1χ · Cz Dd−1
)
= tz ∈ J fu¨r das
eindeutig bestimmte d ∈ D mit d ∼L z.
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Beweis: Dieses verblu¨ffende Resultat folgt direkt aus unseren Ergebnissen u¨ber die Kazhdan-Lusztig-
Basis und die Wedderburn-Zerlegung in VI.(4.1). Das liegt daran, dass die Abbildungsvorschrift des
Lusztig-Homomorphismus eine bemerkenswerte ¨Ahnlichkeit mit den Formeln der Links-Zelldarstel-
lungen hat (siehe dazu auch Bemerkung VI.(5.6)).
Es seien 31, . . . , 3r Linkszellen, so dass aus jeder zweiseitigen Zelle genau eine Linkszelle vor-
kommt, und 3 := ⋃ri=13i (vgl. VI.(4.1)). Ohne Beschra¨nkung der Allgemeinheit sei 6 = 3i . Wir
bezeichnen mit χ1, . . . , χr die zugeho¨rigen irreduziblen Charaktere von KH (vgl. VI.(3.9)) und mit
cχ1, . . . , cχr die zugeho¨rigen Schur-Elemente (siehe IV.(2.2)), es ist also cχ = cχi .
Es sei d ∈ D die (eindeutige) Duflo-Involution in 3i (siehe VI.(5.3)). Betrachten wir nun den Links-
Zellmodul LC(3i ) und die zugeho¨rige Links-Zelldarstellung bezu¨glich der Basis (C ′v)v∈3i , dann folgt
aus den Relationen in VI.(4.1), dass das Element c−1χi ·C ′z D′d−1 = c−1χi ·C ′z D′d in dieser Matrixdarstellung
auf eine Matrix abgebildet wird, die genau eine Eins und sonst lauter Nullen entha¨lt:
τ
(
D′w−1 · c−1χi · C ′z D′d−1 · C ′v
) = c−1χi · τ (C ′z D′d−1 · C ′vD′w−1) = δv,d · δw,z
fu¨r v,w ∈ 3i . In allen anderen einfachen Zelldarstellungen operiert dieses Element wie die Null —
diese Gleichung gilt na¨mlich sogar fu¨r alle v,w ∈ 3 mit v∼L w.
Schreiben wir nun c−1χi · C ′z D′d−1 in der Basis (C ′u)u∈W , also
c−1χi · C ′z D′d−1 =:
∑
u∈W
αu · C ′u mit αu ∈ K fu¨r alle u ∈ W,
dann folgt daraus
δv,d · δw,z = τ
(∑
u∈W
D′w−1 · αuC ′u · C ′v
)
=
∑
u∈W
αu · τ
(
C ′u · C ′vD′w−1
) =∑
u∈W
αu · h′u,v,w
fu¨r v,w ∈ 3mit v∼L w, wobei hier wieder wie in VI.(5.1) fu¨r die Strukturkonstanten vonH bezu¨glich
der C′-Basis h′u,v,w steht.
Wir betrachten nun das Bild von c−1χi ·C ′z D′d−1 unter der Verkettung φ◦ j des Lusztig-Homomorphismus
mit der Involution j aus VI.(5.1) (fortgesetzt auf die Konstantenerweiterung KH ):
(φ ◦ j)
(∑
u∈W
αuC ′u
)
= φ
(∑
u∈W
αu · (−1)l(u) · Cu
)
=
∑
u∈W
αu · (−1)l(u) · ∑
d ′∈D,z′∈W
d ′∼L z′
hu,d ′,z′ tz′

=
∑
d ′∈D,z′∈W
d ′∼L z′
(
(−1)l(d ′)+l(z′) ·
∑
u∈W
αu · h′u,d ′,z′
)
tz′ .
Hier sei angemerkt, dass
j (αu · C ′u) = j (αu T˜1C ′u) = j (αu T˜1) · j (C ′u) = αu · T˜1 · (−1)l(u)Cu = αu · (−1)l(u) · Cu
ist.
Wir betrachten nun ein Paar (d ′, z′) ∈ D ×W mit d ′∼L z′. DaH vom Typ A ist, ko¨nnen wir Theorem
VI.(3.5) und Theorem VI.(3.7) bzw. Korollar VI.(3.8) anwenden. Es gibt also genau ein v ∈ 3 mit
v∼R d ′ und genau ein w ∈ 3 mit w∼R z′. Man betrachtet na¨mlich das Bild (P(d ′), P(d ′−1)) von d ′
unter der Robinson-Schensted-Abbildung und ersetzt darin die erste Komponente P(d ′) durch das
Standardtableau derselben Gestalt, das zu der Linkszelle in 3 geho¨rt, die in der zweiseitigen Zelle zu
dieser Gestalt liegt. Das Urbild dieses neuen Paars unter der Robinson-Schensted-Abbildung ist dann
v, und fu¨r z′ verfa¨hrt man genauso.
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Aus d ′∼L z′ folgt insbesondere d ′∼LR z′ und damit v∼L w (weil v,w ∈ 3 liegen und in derselben zwei-
seitigen Zelle). Nun folgt aus Korollar VI.(4.2), dass C ′vD′w−1 = C ′d ′D′z′−1 ist, dass also insbesondere
h′u,d ′,z′ = τ
(
C ′u · C ′d ′D′z′−1
) = τ (C ′u · C ′vD′w−1) = h′u,v,w fu¨r alle u ∈ W
gilt. Also ist ∑
u∈W
αu · h′u,d ′,z′ =
∑
u∈W
αu · h′u,v,w = δv,d · δw,z =
∑
u∈W
αu · h′u,d ′,z′ .
Diese Summe ist also im Fall v = d und w = z gleich Eins, und gleich Null fu¨r alle anderen Paare
(v,w) ∈ 3×3 mit v∼L w.
Das Bild von d ′ unter der Robinson-Schensted-Abbildung (siehe VI.(3.5)) ist (P(d ′), P(d ′−1)) =
(P(d ′), P(d ′)), denn d ′ ist eine Involution. Wegen v∼R d ′ ist das Bild von v unter der Robinson-
Schensted-Abbildung gleich (P(v), P(v−1)) = (P(v), P(d ′)).
Liegt d ′ nicht in 3, dann ist v nicht in derselben Linkszelle wie d ′, also ist P(v) 6= P(d ′) wegen
Theorem VI.(3.7). Dann ist aber v keine Involution, da das Bild von v unter der Robinson-Schensted-
Abbildung zwei verschiedene Komponenten hat. Also ist v 6= d .
Liegt dagegen d ′ in 3, dann ist v = d ′ und w = z′, da in diesem Fall auch z′ ∈ 3 ist.
Der Fall (v,w) = (d, z) tritt damit genau fu¨r den Fall ein, dass (d ′, z′) = (d, z) selbst ist.
Damit ist gezeigt, dass
(φ ◦ j) (c−1χi · C ′z D′d−1) = (−1)l(d)+l(z) · tz
ist.
Nun folgt aber wegen j (C ′z D′d−1) = (−1)l(z)+l(d) · Cz Dd−1 (siehe VI.(5.2)) die Behauptung, dass
φ
(
c−1χi · Cz Dd−1
)
= tz
ist. 
(5.6) Bemerkung (Neue Interpretation des Lusztig-Homomorphismus)
Die Resultate in diesem Kapitel (insbesondere VI.(5.5)) ergeben eine neue Interpretation des Lusztig-
Homomorphismus fu¨r Typ A: Bis auf Verzierungen mit Automorphismen des Grundrings und der
Involution j sind die Urbilder der t-Basis der asymptotischen Algebra J unter dem Lusztig-Homo-
morphismus φ genau die Elemente der Wedderburn-Basis von KH . Da φ ein A-Algebren-Homo-
morphismus ist, der bei Konstantenerweiterung zum Quotientenko¨rper K ein Isomorphismus wird
(siehe [Lus87b, Theorem 2.8], dies folgt aber auch aus der Surjektivita¨t mit VI.(5.5)), ist der Lusztig-
Homomorphismus φ : H → J nichts Anderes als die Einbettung von H in das A-Erzeugnis der
Wedderburn-Basis aus VI.(4.4). Dies wird im folgenden Diagramm deutlich:
KH
idK ⊗(φ◦ j)
Isomorphismus
// KJ
L
?
OO
idK ⊗(φ◦ j)|L
Isomorphismus
// J
?
OO
mit L = 〈c−1χi C ′x D′y−1 ∣∣ 1 6 i 6 r und x, y ∈ 3i 〉A .
H
P0
aaBBBBBBBBB φ◦ j
>>}}}}}}}}}
Damit wird etwas klarer, warum φ an so vielen Stellen in der Literatur gewinnbringend fu¨r darstel-
lungstheoretische Fragen eingesetzt werden konnte (vgl. z.B. [Lus87c], [Lus87a] und [GR01]).
Es sieht so aus, als ob man mit Hilfe der C-Basis an Stelle der C′-Basis analog zu VI.(4.1) bis
VI.(4.4) eine Wedderburn-Zerlegung erhalten ko¨nnte, die dann direkt zur Definition des Lusztig-
Homomorphismus passt. Außerdem scheint man umgekehrt mit der C′-Basis eine zur asymptotischen
Algebra analoge Konstruktion durchfu¨hren zu ko¨nnen, die dann zu einer Definition eines Homomor-
phismus von A-Algebren fu¨hren wu¨rde, die direkt zur Einbettung in unsere Wedderburn-Zerlegung
auf Grundlage der C′-Basis passen wu¨rde.
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VI.6 Parabolische Unteralgebren und Induktion von Zellmoduln
In diesem Abschnitt wird gezeigt, dass die Bildung von Zellmoduln insofern mit der Induktion von pa-
rabolischen Unteralgebren vertra¨glich ist, als von Zellmoduln induzierte Moduln wieder Zellmoduln
sind. Welche dies genau sind, la¨sst sich kombinatorisch beschreiben.
(6.1) Definition/Proposition (Parabolische Unteralgebren, siehe [GP00, 4.4.7])
Es gelten die Voraussetzungen aus VI.(1.4). Es sei J ⊆ S und WJ ⊆ W die entsprechende paraboli-
sche Untergruppe der Coxetergruppe W (siehe Definition VI.(3.11)).
Es sei HJ das A-Erzeugnis der Tw mit w ∈ WJ . Dann ist HJ eine Unteralgebra von H mit demsel-
ben Einselement. Wir nennen HJ eine parabolische Unteralgebra. Sie ist kanonisch isomorph zur
Iwahori-Hecke-AlgebraHA(WJ , J, (as)s∈J ).
Beweis: Siehe [GP00, 4.4.7]. 
(6.2) Lemma (Deodhars Lemma, siehe [GP00, 2.1.2])
Es sei (W, S) ein Coxetersystem, J ⊆ S und X J die Menge der ausgezeichneten Rechtsnebenklas-
senvertreter (siehe VI.(3.12)). Weiter sei x ∈ X J einer dieser ausgezeichneten Rechtsnebenklassen-
vertreter und s ∈ S. Dann ist entweder xs ∈ X J oder xs = ux fu¨r ein u ∈ J .
Beweis: Siehe [GP00, 2.1.2]. 
Bemerkung: Daraus folgt, dass die ausgezeichneten Rechtsnebenklassenvertreter X J eine Schreier-
Transversale bilden, dass man also die Elemente von X J in einem Baum anordnen kann mit 1W
an der Wurzel, bei dem jeder Nachfolger durch Rechtsmultiplikation mit einem s ∈ S aus seinem
Vorga¨nger hervorgeht. Anders gesagt ist jeder Anfang einer reduzierten Darstellung eines ausgezeich-
neten Rechtsnebenklassenvertreters wieder ein solcher. Dieser Tatsache werden wir uns im Folgenden
bedienen.
(6.3) Bemerkung (Kazhdan-Lusztig-Basis fu¨r parabolische Unteralgebra)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Weiter sei J ⊆ W und HJ die zugeho¨rige parabolische Unteralgebra. Wie schon in
VI.(6.1) angemerkt ist HJ dann selbst eine generische Iwahori-Hecke-Algebra zum Coxetersystem
(WJ , J ). Entsprechend hat sie auch eine Kazhdan-Lusztig-Basis. Da die Involution in VI.(2.3) auf
HJ dieselbe ist, egal, ob man die vonH kommende einschra¨nkt oder die vonHJ kommende benutzt,
ist die Kazhdan-Lusztig-Basis von HJ einfach eine Teilmenge der Kazhdan-Lusztig-Basis von H .
Wir erhalten also die Elemente der Kazhdan-Lusztig-Basis vonHJ als (C ′w)w∈WJ .
Sa¨mtliche Ergebnisse, die in VI.(2.4) bis VI.(2.12) zitiert werden, gelten auch fu¨r HJ . Insbesondere
gibt es auch die Relationen
”
6
L
“ und
”
6
R
“ auf HJ . Zur Unterscheidung bezeichnen wir zuna¨chst mit
”
6
L
J
“ (bzw.
”
6
R
J
“) die Relation auf WJ , die u¨ber HJ definiert ist und mit
”
6
L
“ (bzw.
”
6
R
“) die Relation
auf W (auch wenn wir sie fu¨r Elemente y, w ∈ WJ ⊆ W anwenden).
Es ist zuna¨chst nicht klar, ob die von W auf WJ eingeschra¨nkten Relationen dieselben sind wie die
direkt vonHJ kommenden. Innerhalb vonHJ sind
”
4
L
“ und
”
4
R
“ identisch, da die Kazhdan-Lusztig-
Basiselemente dieselben sind und die C ′s fu¨r s ∈ S \ J bei Multiplikation aus HJ herausfu¨hren. Es
ko¨nnte aber auf den ersten Blick fu¨r y, w ∈ WJ ein k ∈ N und eine Kette y1, . . . , yk ∈ W mit
y4
L
y14L · · ·4L yk 4L w geben, so dass y6L w gilt, aber nicht y6L J w!
Dies ist aber durch das folgende Theorem unmo¨glich, so dass wir im Folgenden auf die Unterschei-
dung zwischen
”
6
L
“ und
”
6
L
J
“ (bzw.
”
6
R
“ und
”
6
R
J
“) wieder verzichten ko¨nnen.
(6.4) Theorem (Vertra¨glichkeit von ”6L“ und ”6R“ zu parabolischen Unteralgebren)
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Weiter sei J ⊆ W und HJ die zugeho¨rige parabolische Unteralgebra. Es sei X J das
System von ausgezeichneten Rechtsnebenklassenvertretern aus VI.(3.12) und ”6R “ die Relation aus
VI.(2.9) auf W und ”6R
J“ die entsprechende auf WJ .
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Sind y, w ∈ W mit y6
R
w und ist y = y′ · xy und w = w′ · xw mit y′, w′ ∈ WJ und xy, xw ∈ X J , dann
gilt y′6
R
Jw′.
Beweis: Siehe [BV83, Corollary 3.7] oder [Gec]. 
Bemerkungen:
• Das Analoge gilt fu¨r
”
6
L
“ und die ausgezeichneten Linksnebenklassenvertreter.
• Der Beweis basiert auf einer ¨Ubersetzung der Relation
”
6
L
“ auf den Linkszellen von H in die
Theorie der primitiven Ideale gewisser einhu¨llender Algebren. Diese ¨Ubersetzung verwendet
die Kazhdan-Lusztig-Vermutung, die von Brylinski und Kashiwara (siehe [BK81]) und un-
abha¨ngig von Beı˘linson und Bernstein (siehe [BB81]) bewiesen wurde.
• Erst in [Gec] ist ein elementarer Beweis im Rahmen von Iwahori-Hecke-Algebren zu finden.
• Siehe auch [Lus84, Referenzen nach Theorem 5.25].
(6.5) Theorem (Induktion von Zellmoduln, vgl. [BV83, Proposition 3.15] bzw. [Lus84, (5.26.1)])
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Weiter sei J ⊆ W und HJ die zugeho¨rige parabolische Unteralgebra. Es sei X J das
System von ausgezeichneten Rechtsnebenklassenvertretern aus VI.(3.12) und ”6R “ die Relation aus
VI.(2.9).
Weiter sei 3 ⊆ WJ eine nach unten abgeschlossene Vereinigung von Rechtszellen von HJ , es seien
also mit jeder Rechtszelle 0 ⊆ 3 auch alle Rechtszellen 0′ mit 0′6
R
0 in 3 enthalten.
Dann ist 3X J ⊆ W eine nach unten abgeschlossene Vereinigung von Rechtszellen vonH und es gilt
RC (3X J )H ∼= IndHHJ RC (3)HJ := RC (3)HJ ⊗HJ H alsH -Moduln,
wobei der IndexHJ andeutet, dass der Zellmodul bezu¨glich der Iwahori-Hecke-AlgebraHJ gemeint
ist.
Bemerkung: In [Lus84, (5.26.1)] steht ein entsprechendes Ergebnis fu¨r Moduln fu¨r die Gruppenal-
gebra QW .
Beweis: Wir fixieren fu¨r jedes x ∈ X J einen festen reduzierten Ausdruck x = s(x)1 · · · · · s(x)l(x) mit
s
(x)
i ∈ S fu¨r 1 6 i 6 l(x) so, dass fu¨r alle 1W 6= x ∈ X J mit t := s(x)l(x) fu¨r den Ausdruck x · t =
s
(xt)
1 · · · · · s(xt)l(xt) gilt, dass s(xt)j = s(x)j fu¨r 1 ≤ j ≤ l(x) − 1 ist. Dies geht, da nach Deodhars
Lemma VI.(6.2) jeder solche Anfang wieder ein ausgezeichneter Rechtsnebenklassenvertreter ist und
man induktiv von den kurzen zu den langen Elementen von X J die reduzierten Ausdru¨cke wa¨hlen
kann (vergleiche [GP00, 2.1.2, Algorithm B]).
Wir fu¨hren nun einige abku¨rzende Bezeichnungen ein: Es sei l ∈ N die gro¨ßte La¨nge eines ausge-
zeichneten Rechtsnebenklassenvertreters. Wir setzen fu¨r 0 6 i 6 l:
I (i) := 〈C ′w′·x ∣∣w′ ∈ 3 und x ∈ X J und l(x) 6 i 〉A ⊆ H ,
wobei 〈−〉A fu¨r das Erzeugnis als A-Untermodul vonH steht.
Fasst man I (0) ⊆ HJ ⊆ H als A-Untermodul von HJ auf, dann ist es ein Rechtsideal und als HJ -
Gitter isomorph zu RC (3)HJ , da 3 nach unten abgeschlossen ist.
Fu¨r w′ ∈ HJ und x ∈ X J sei
C˜(w′, 1W ) := C ′w′ und C˜(w′, x) := C ′w′ · C ′s(x)1 · · · · · C
′
s
(x)
l(x)
∈ H .
Wir setzen fu¨r 0 6 i 6 l:
I˜ (i) := 〈C˜(w′, x) ∣∣w′ ∈ 3 und x ∈ X J und l(x) 6 i 〉A ⊆ H .
Um Spezialfa¨lle zu vermeiden, setzen wir I (−1) = I˜ (−1) := {0}.
Wir beweisen nun gleichzeitig induktiv die folgenden drei Aussagen fu¨r 0 6 i 6 l:
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(ai ) C˜(w′, x)− C ′w′x ∈ I (i−1) fu¨r alle w′ ∈ 3 und alle x ∈ X J mit l(x) = i .
(bi ) I˜ (i) = I (i).
(ci ) I (i−1) · C ′s ⊆ I (i) fu¨r alle s ∈ S.
Wir betrachten zuna¨chst die drei Aussagen fu¨r i = 0:
Es sei w′ ∈ 3. Nach Definition ist C˜(w′, 1W ) = C ′w′ , also ist fu¨r (a0) nichts zu zeigen. Die Aussage
(b0) folgt sofort und Aussage (c0) ist klar, da I (−1) = {0} ⊆ I (0) ist.
Es sei nun 1 6 j 6 l und die drei Aussagen fu¨r alle i < j bereits bewiesen. Es seiw′ ∈ 3 und x ∈ X J
mit l(x) = j − 1 und s ∈ S mit xs ∈ X J und l(xs) = j . Zusa¨tzlich seien x und s so gewa¨hlt, dass in
dem oben fixierten reduzierten Ausdruck fu¨r xs der Erzeuger s ganz rechts steht (jedes Element von
X J der La¨nge j kann so erreicht werden wegen der Bemerkungen nach Lemma VI.(6.2)). Dann ist
w′xs > w′x und es folgt mit Gleichung VI.3:
C ′w′x · C ′s = C ′w′xs +
∑
y<w′x
l(y)6≡l(w′x) (2)
ys<y
µ(y, w′x) · C ′y . (VI.7)
Alle C ′y , die in dieser Summe mit µ(y, w′x) 6= 0 vorkommen, liegen in I ( j−1): Jedes y ∈ W , das
in der Summe vorkommt, ist na¨mlich Bruhat-kleiner als w′x und es gilt ys < y. Schreibt man also
w′ und x als reduzierte Ausdru¨cke und ha¨ngt diese zusammen, dann erha¨lt man einen reduzierten
Ausdruck fu¨r w′x (siehe Proposition VI.(3.12)) und y ist gleich einem Teilausdruck (siehe VI.(1.2)).
Deswegen gilt: Ist y = y′z mit y′ ∈ WJ und z ∈ X J , dann ist l(z) < l(x), da sonst z = x und damit
ys > y wa¨re. Da offensichtlich y6
R
w′x ist (es gilt ja sogar y4
R
w′x), folgt mit Theorem VI.(6.4), dass
y′6
R
w′, also y′ ∈ 3 ist, weil 3 nach unten abgeschlossen ist.
Nun folgt die Aussage (aj ) sofort:
C˜(w′, xs)− C ′w′xs = C˜(w′, xs)− C ′w′x · C ′s + C ′w′x · C ′s − C ′w′xs
= (C˜(w′, x)− C ′w′x)︸ ︷︷ ︸
∈ I ( j−2) wg. (aj−1)
·C ′s
︸ ︷︷ ︸
∈ I ( j−1) wg. (cj−1)
+
∑
y<w′x
l(y)6≡l(w′x) (2)
ys<y
µ(y, w′x) · C ′y
︸ ︷︷ ︸
∈ I ( j−2) ⊆ I ( j−1) wg. Gl. VI.7
Hier haben wir die Aussagen (aj−1) und (cj−1) fu¨r den ersten Teil und die Gleichung VI.7 mit den
Argumenten danach fu¨r den zweiten Teil benutzt.
Die Aussage (bj ) folgt nun direkt aus (aj ) und (bj−1), da sich die Elemente, die von I˜ ( j−1) nach I˜ ( j)
als Erzeuger hinzukommen, von den Elementen, die von I ( j−1) nach I ( j) als Erzeuger hinzukommen,
jeweils um ein Element aus I ( j−1) = I˜ ( j−1) unterscheiden.
Es bleibt, die Aussage (cj ) zu beweisen: Ist w′ ∈ 3 und x ∈ X J mit l(x) = j − 1, dann ist fu¨r
jedes s ∈ S entweder w′xs > w′x oder w′xs < w′x . In ersterem Fall ko¨nnen wir wieder Gleichung
VI.7 betrachten, die Summe darin liegt nach den Argumenten von oben in I ( j−1), also bleibt noch
C ′w′xs ∈ I ( j) zu zeigen. Ist xs ∈ X J , dann ist C ′w′xs ∈ I ( j), ansonsten gibt es nach dem Lemma
von Deodhar VI.(6.2) ein u ∈ J mit xs = ux , so dass w′xs = w′ux ∈ WJ x ist. Da wieder aus
w′xs = w′ux 6
R
w′x mit Theorem VI.(6.4) folgt, dass w′u6
R
w′ und damit w′u ∈ 3 ist, liegt also
C ′w′x · C ′s in jedem Fall in I ( j). Diese Argumentation funktioniert auch dann, wenn der oben fixierte
reduzierte Ausdruck fu¨r xs ∈ X J nicht auf s endet.
Im zweiten Fallw′xs < w′x ist laut Gleichung VI.3 das Produkt C ′w′x ·C ′s = (v1/2+v−1/2)·Cw′x ∈ I ( j)
und damit die Aussage (cj ) gezeigt.
Durch Induktion sind damit (ai ) bis (ci ) fu¨r 0 6 i 6 l bewiesen.
Ist w′ ∈ 3 und x ∈ X J mit l(x) = l, dann gibt es kein s ∈ S mit xs > x und xs ∈ X J . Damit
funktioniert die obige Argumentation fu¨r (cj ) auch noch fu¨r j = l + 1 und zeigt sogar, dass I (l)
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ein H -Modul ist. Der Rang von I (l) als freier A-Modul ist gleich dem Rang von RC(3)HJ multipliziert
mit der Anzahl der Elemente von X J , also dem Index von WJ in W . Da I (l) als A-Modul von einer
Teilmenge einer A-Basis von H erzeugt wird (indiziert durch 3X J ), ist es ein reiner A-Untermodul
vonH .
Fu¨r alle Elemente in3X J gilt, dass sie6R -kleiner oder gleich einem Element aus3 sind, da fu¨rw
′ ∈ 3
und x ∈ X J mit x = s(x)1 · · · · · s(x)l(x)
w′x 6
R
w′s(x)1 · · · · · s(x)l(x)−16R · · ·6R w′s
(x)
1 6R w
′
gilt (man beachte, dass die einzelnen s(x)j das Wort jeweils la¨nger machen und deshalb mit Gleichung
VI.3 und Definition VI.(2.9) sofort w′s(x)1 · s(x)j 6R w′s
(x)
1 · s(x)j−1 fu¨r 1 6 j 6 l(x) folgt).
Andererseits kann dies fu¨r kein Element von W \ 3X J gelten, da I (l) ein H -Untermodul von H
ist und wir das Kriterium in VI.(2.11) benutzen ko¨nnen. Also ist 3X J der 6R -Abschluss nach unten
von 3 in H und 3X J ist eine nach unten abgeschlossene Vereinigung von Rechtszellen von H .
Dementsprechend ko¨nnen wir u¨berhaupt von RC(3X J )H reden und es ist RC
(3X J )
H = I (l).
Da aberHJ laut VI.(6.1) eine Unteralgebra vonH ist und RC(3)HJ ein Rechtsideal inHJ ist, ko¨nnen wir
Letzteres als Teilmenge vonH auffassen. Mit dieser Einbettung ist der induzierte Modul RC(3)HJ ⊗HJ Hdann isomorph zumH -Erzeugnis von RC(3)HJ inH .
Dieses ist aber gleich I˜ (l), da die C ′s ganz H als Algebra erzeugen. Damit sind alle Behauptungen
bewiesen. 
(6.6) Korollar (Induktion von Zellmoduln, vgl. [BV83, Proposition 3.15] bzw. [Lus84, (5.26.1)])
Es gelten dieselben Bezeichnungen und Voraussetzungen wie in VI.(6.5) mit dem Unterschied, dass
3 nur eine 6
R
-konvexe Vereinigung von Rechtszellen vonHJ sein muss.
Dann ist 3X J ⊆ W eine 6R -konvexe Vereinigung von Rechtszellen vonH und es gilt
RC (3X J )H ∼= IndHHJ RC (3)HJ := RC (3)HJ ⊗HJ H alsH -Moduln,
wobei der IndexHJ andeutet, dass der Zellmodul bezu¨glich der Iwahori-Hecke-AlgebraHJ gemeint
ist.
Beweis: Dass 3 6
R
-konvex ist, bedeutet, dass eine nach unten abgeschlossene Vereinigung 0 von
Rechtszellen vonHJ existiert, so dass 0∪3 bezu¨glich
”
6
R
“ nach unten abgeschlossen und 0∩3 = ∅
ist. Wenden wir nun Theorem VI.(6.5) auf 0 ∪3 und auf 0 an, so folgt, dass
RC((0∪3)X J )H ∼= IndHHJ RC(0∪3)HJ und RC(0X J )H ∼= IndHHJ RC(0)HJ
alsH -Moduln ist. Es ist 3X J = ((0 ∪3)X J ) \ (0X J ) und damit 6R -konvex.
Da aber H als Links-HJ -Modul frei und damit projektiv ist (siehe [GP00, 4.4.7]), ist H als Links-
HJ -Modul auch flach (siehe [CR81, (2.28)]), also ist Induzieren ein exakter Funktor. Da sowohl das
HJ -Ideal RC(0)HJ im HJ -Ideal RC
(0∪3)
HJ
als auch das H -Ideal RC(0X J )H im H -Ideal RC
((0∪3)X J )
H ein
A-reiner A-Untermodul ist, folgt auch fu¨r die Faktormoduln RC(3X J )H ∼= IndHHJ RC(3)HJ . 
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VI.7 Projektive Zellmoduln
In VI.(2.12) sind die Zellmoduln zuna¨chst fu¨r generische Iwahori-Hecke-Algebren definiert. Spezia-
lisieren wir die Algebra, so erhalten wir aber mit derselben Methode Zellmoduln fu¨r die spezialisierte
Algebra. Da diese im Allgemeinen nicht halbeinfach ist (siehe z.B. VI.(3.4) fu¨r Typ A), sind nicht
mehr alle einfachen Moduln projektiv und die projektiv unzerlegbaren sind besonders interessant fu¨r
die Darstellungstheorie.
Induziert man projektive Moduln von parabolischen Unteralgebren, erha¨lt man wieder projektive (be-
nutze I.(1.4) und, dass eine Iwahori-Hecke-Algebra frei als Modul fu¨r ihre parabolischen Unteralge-
bren ist).
Insofern geben die Ergebnisse des letzten Abschnitts Anlass zur Hoffnung, dass unter den Zellmoduln
spezialisierter Iwahori-Hecke-Algebren zumindest diejenigen projektiven Moduln zu finden sind, die
man durch sukzessives Induzieren von parabolischen Unteralgebren erreichen kann.
Es zeigt sich nun in Beispielrechnungen mit dem Computer, dass sogar noch mehr projektive Moduln
unter den Zellmoduln sind als erwartet.
In diesem Abschnitt wird ein solches Beispiel vorgestellt.
(7.1) Das Poset der Rechtszellen fu¨r Typ A4
Es gelten die Bezeichnungen und Voraussetzungen in VI.(2.1) bis VI.(2.3) und (C ′w)w∈W sei die Basis
aus VI.(2.4). Das Coxetersystem (W, S) und damitH sei vom Typ A4.
In diesem Fall zerfa¨llt die Weylgruppe W in 26 Rechtszellen, deren Nummerierung wir festlegen,
indem wir in der folgenden Tabelle VI.2 fu¨r jede Rechtszelle ein darin enthaltenes Gruppenelement
angeben (genauer sogar die Duflo-Involution aus VI.(5.3)).
Rechtszelle Enthaltene Duflo-Involution Rechtszelle Enthaltene Duflo-Involution
1 s1s2s1s3s2s1s4s3s2s1 14 s2s3s2s4s3s2
2 s1s2s1s3s2s1 15 s2s3s2
3 s1s2s1s4 16 s2s1s3s2s1s4s3s2
4 s1s2s1s3s4s3s2s1 17 s2s4
5 s1s2s1 18 s2s3s4s3s2
6 s1s3s4s3 19 s2s1s3s4s3s2
7 s1s2s3s2s4s3s2s1 20 s2
8 s1s3 21 s2s1s3s2
9 s1s2s3s2s1 22 s3s4s3
10 s1s3s2s1s4s3 23 s3
11 s1s4 24 s3s2s4s3
12 s1s2s3s4s3s2s1 25 s4
13 s1 26 idW
Tabelle VI.2: Identifikation der Rechtszellen beim Typ A4
Im folgenden Bild VI.3 ist das Hasse-Diagramm des Posets der Rechtszellen fu¨r die Iwahori-Hecke-
Algebra vom Typ A4 abgebildet. Die Vertizes entsprechen den 26 Rechtszellen, die durchnummeriert
sind. Weiter unten liegende Zellen sind kleiner als weiter oben liegende bezu¨glich
”
6
R
“, wenn sie
durch eine Linie verbunden sind. Die auf gleicher Ho¨he angeordneten Rechtszellen liegen in einer ge-
meinsamen zweiseitigen Zelle. Am linken Rand ist fu¨r jede zweiseitige Zelle die Partition als Young-
Diagramm abgebildet, die dem Isomorphietyp der einfachen Rechts-Zellmoduln darin entsprechen
(siehe VI.(3.3) bzw. VI.(3.9)). Am rechten Rand sind fu¨r jede zweiseitige Zelle die a-Werte (siehe
VI.(5.3)) der Weylgruppenelemente aufgefu¨hrt.
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Abbildung VI.3: Poset der Rechtszellen fu¨r Typ A4
Die Zelleinteilung und -Anordnung wurde mit dem CHEVIE-Paket (siehe [GHL+96]) unter dem
Computer-Algebra-System GAP3 (siehe [S+95]) berechnet und das Poset wurde mit dem XGAP4-
Paket (siehe [CN99]) unter GAP4 (siehe [GAP02]) gezeichnet.
(7.2) Spezialisierung mit e = 3 und ` = 7
Wir spezialisieren nun die generische Iwahori-Hecke-AlgebraH vom Typ A4 zu derjenigen u¨ber dem
Ko¨rper F7 mit sieben Elementen und Parameter u ∈ F7, so dass u Ordnung 3 hat (d.h. e = 3 und ` = 7
im Sinne von Kapitel VII). Genauer gesagt benutzen wir den Ringhomomorphismus θ : A→ F7, der
die kanonische Abbildung Z → Z/7Z ∼= F7 fortsetzt und v1/2 auf θ(3) (in GAP ist das Z(7))
abbildet, ein Element der Ordnung 6 in F7 ∼= Z/7Z (vergleiche Abschnitt V.(2.2)).
Die zugeho¨rige Zerlegungsabbildung dθ la¨sst sich dann durch die Zerlegungsmatrix in Tabelle VI.3
beschreiben.
Partitionen 3-regula¨re: 5 4,1 3,2 3,1,1 2,2,1
Dimension 1 4 1 6 4
5 1 1 Indexdarstellung
4,1 4 · 1
3,2 5 · 1 1
3,1,1 6 · · · 1
2,2,1 5 1 · · · 1
2,1,1,1 4 · · · · 1
1,1,1,1,1 1 · · 1 · · Signumsdarstellung
Tabelle VI.3: Zerlegungsmatrix fu¨r Typ A, e = 3, ` = 7
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Darin sind die Zeilen durch die Isomorphietypen der einfachen Moduln von KH indiziert, wobei je-
weils die zugeho¨rige Partition (siehe VI.(3.3) bzw. VI.(3.9)) und die Dimension angegeben ist. Die
Spalten sind durch die Isomorphietypen der einfachen Moduln der spezialisierten Algebra F7H indi-
ziert, wobei ebenfalls die zugeho¨rige e-regula¨re Partition (siehe VI.(3.4)) und die Dimension angege-
ben sind. In jeder Zeile stehen die Vielfachheiten, mit denen die einfachen Moduln von F7H in einer
Reduktion F7 ⊗A RC
(6) eines einfachen Zellmoduls RC(6) zu einer Rechtszelle 6 vom entsprechenden
Typ als Konstituenten vorkommen.
Diese Zerlegungsmatrix wurde mit dem GAP3-Paket Specht von Andrew Mathas (siehe [Mat97])
berechnet.
(7.3) Projektive Moduln
Mit Hilfe von Brauer-Reziprozita¨t (siehe Theorem V.(4.1) und die daran anschließende Bemerkung)
ko¨nnen wir nun aus der Zerlegungsmatrix Informationen u¨ber die projektiv unzerlegbaren F7H -
Moduln ablesen. Ist na¨mlich O mit A ⊆ O ⊆ K ein geeigneter Ring (siehe V.(2.3)), so dass OH
semiperfekt ist, dann gibt es zu jedem projektiv unzerlegbaren F7H -Modul P eine
”
Hebung“, also
einen OH -Modul P˜ mit P ∼= F7 ⊗
O
P˜ . Die Spalten der Zerlegungsmatrix ko¨nnen nun wie folgt inter-
pretiert werden:
Ist P ein projektiv unzerlegbarer F7H -Modul mit einfachem Kopf V (siehe IV.(2.4)), dann stehen
in der Spalte, die zum einfachen Modul V geho¨rt, die Vielfachheiten, mit denen die einfachen KH -
Moduln als Konstituenten in einem Modul K P˜ mit P ∼= F7 ⊗
O
P˜ vorkommen.
Es gibt also einen projektiv unzerlegbaren F7H -Modul P , dessen K P˜ in dieser Weise als Konstitu-
enten jeweils einmal einen Einfachen zur Partition (2, 2, 1) und einen zur Partition (2, 1, 1, 1) entha¨lt.
Es sei nun 6i fu¨r 1 6 i 6 26 jeweils die Rechtszelle mit Nummer i .
Betrachtet man den Zellmodul RC(619∪614) und seine Reduktion F7 ⊗A RC
(619∪614)
, dann kann man mit
dem Computer nachrechnen, dass dieser ein projektiv unzerlegbarer F7H -Modul ist.
Analoges gilt fu¨r den Zellmodul RC(623∪624) und fu¨r viele weitere Beispiele von Zellmoduln, auch fu¨r
andere Typen als Typ A.
Leider wird der Rechenaufwand fu¨r die Kazhdan-Lusztig-Basis mit steigendem n sehr schnell sehr
groß, so dass solche Beispiele bislang nur bis zu den Typen A6, B5 und D5 betrachtet werden konnten.
In diesen Rechnungen zeigte sich, dass sehr viele projektive Moduln fu¨r spezialisierte Algebren als
Zellmoduln auftauchen. Die projektiv unzerlegbaren sind nicht immer dabei, aber dem Autor ist bis-
lang kein Fall bekannt, in dem nicht mindestens ein sogenanntes
”
basic set“, also eine Menge von
projektiven Moduln, deren Isomorphieklassen eine Basis der projektiven Grothendieck-Gruppe bil-
den, unter den Zellmoduln waren.
(7.4) Bemerkungen zu den Rechnungen
Bei den gro¨ßeren Beispielen wird der Rechenaufwand fu¨r die Kazhdan-Lusztig-Basis schnell extrem
groß. Deswegen wurden dafu¨r die Ergebnisse des Programms Coxeter (siehe [dC99] und [dC91])
nach CHEVIE/GAP3 importiert.
Die daraus resultierenden Zellmoduln wurden dann nach der Spezialisierung wieder aus GAP3 ex-
portiert und es wurde mit dem Programmpaket C-MeatAxe (siehe [Rin00]) eine Kompositionsreihe
und die Radikalreihe berechnet. Dabei kamen Programme aus [Szo˝98] zum Einsatz.
Das entscheidende Argument zum Nachweis der Projektivita¨t ist dann das folgende: Ist M ein Modul,
dessen einfache Konstituenten mit denen eines aus der Zerlegungsabbildung bekannten projektiv un-
zerlegbaren Moduls u¨bereinstimmt (Vielfachheiten geza¨hlt!), und ist der Kopf von M einfach, dann
ist M selbst projektiv unzerlegbar.
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(7.5) Interpretation und Erkla¨rungsversuch
Auf den ersten Blick ist es sehr verblu¨ffend, dass man unter den Zellmoduln projektive Moduln fu¨r
spezialisierte Iwahori-Hecke-Algebren findet, denn zuna¨chst ist kein guter Grund dafu¨r ersichtlich.
Andererseits entstehen die Zellmoduln aus Filtrierungen des regula¨ren Moduls, denn die Relationen
”
6
L
“ und
”
6
R
“ sind ja gerade so definiert, dass man Ideale erha¨lt (siehe VI.(2.9) bis VI.(2.12)). Insofern
ist es nicht ganz abwegig zu hoffen, dass der
”
Klebstoff“, der in den nicht einfachen Zellmoduln
sozusagen die einfachen Konstituenten
”
zusammenha¨lt“, etwas mit projektiven Moduln, also direkten
Summanden von freien, zu tun haben ko¨nnte.
Tatsa¨chlich wurde in Abschnitt VI.6 gezeigt, dass induzierte Moduln von Zellmoduln parabolischer
Unteralgebren wieder Zellmoduln sind. Da induzierte Moduln von projektiven wieder projektiv sind
(siehe I.(1.4)), ist zu erwarten, dass man unter den spezialisierten Zellmoduln zumindest diejenigen
Projektiven findet, die durch sukzessives Induzieren von parabolischen Unteralgebren zu erhalten
sind.
Das obige Beispiel RC(619∪614) la¨sst sich aber durch dieses Argument nicht erkla¨ren! Betrachtet man
na¨mlich alle projektiv unzerlegbaren Moduln maximal parabolischer Unteralgebren und ihre Induk-
tion zuH -Moduln, so kommt der Isomorphietyp von RC(619∪614) nicht vor.
Betrachtet man hingegen die sogenannte i-Induktion, also Induzieren mit nachfolgender Zerlegung
in Blo¨cke, so zeigt sich, dass der Isomorphietyp von RC(619∪614) tatsa¨chlich durch Induktion eines
projektiv unzerlegbaren Moduls einer maximal parabolischen Unteralgebra vom Typ A2 × A1 und
anschließender Zerlegung in Blo¨cke erhalten werden kann.
Andererseits ist — zumindest dem Autor — unklar, wie die Zerlegung in Blo¨cke im Zusammenhang
mit Zellmoduln zu einem Argument benutzt werden kann, das begru¨nden ko¨nnte, warum so viele
”
kleine“ projektive Moduln unter den Zellmoduln sind.
Zumindest deuten Beispielrechnungen darauf hin, dass folgende Hypothese richtig sein ko¨nnte:
Betrachtet man eine bezu¨glich
”
6
L
“ nach unten abgeschlossene Menge 0 von Rechtszellen, so dass
der Charakter des zugeho¨rigen Zellmoduls RC(0) nach Spezialisierung eine Summe von projektiven
Charakteren ist, dann ist auch RC(0) selbst ein projektiver Modul.
Spekulation: Wenn man zeigen ko¨nnte, dass zumindest ein
”
basic set“ von projektiven Moduln aus
den Zellmoduln gewonnen werden ko¨nnte, dann ha¨tte man womo¨glich explizite generische Moduln
fu¨r H mit einer ausgezeichneten Basis, auf die man die Methoden aus Kapitel IV anwenden ko¨nnte,
um eine explizite Konstruktion von primitiven Idempotenten zu gewinnen, bei der die Nenner der
Koeffizienten beispielsweise in der C′-Basis kontrolliert werden ko¨nnten. Dies wa¨re im Hinblick auf
Kapitel VII sehr interessant.
Kapitel VII
Die James-Geck-Vermutung
In diesem Kapitel wird eine bislang unbewiesene Vermutung von Gordon James aus dem Jahr 1990
vorgestellt. Urspru¨nglich (siehe [Jam90, Abschnitt 4]) ist diese Vermutung fu¨r q-Schur-Algebren vom
Typ A formuliert. In dieser Arbeit behandeln wir die Version fu¨r Iwahori-Hecke-Algebren. Wir geben
zuna¨chst eine Formulierung wieder, die sehr a¨hnlich zur Urversion ist, und dann eine, die von Meinolf
Geck stammt (siehe [Gec98, Conjecture 3.4]). Zur Vereinfachung beschra¨nken wir uns auch hier auf
den Typ A.
Der zweite Teil dieses Kapitels bescha¨ftigt sich mit zwei neuen Umformulierungen dieser Vermutung
mit Hilfe von Brauer-Reziprozita¨t und Idempotenten.
Im dritten Teil folgt eine weitere Umformulierung, bei der der Rang einer Gram-Matrix nach ver-
schiedenen Spezialisierungen verglichen wird.
Von hier an a¨ndert sich die Struktur des Dokuments: Wa¨hrend bisher in jedem Unterabschnitt ein
Verweis auf die Stelle angegeben war, wo die verwendeten Bezeichnungen eingefu¨hrt wurden, wird
nun ein zusammenha¨ngender Text folgen, in dem einmal eingefu¨hrte Bezeichnungen ohne weiteren
Kommentar bis zum Kapitelende weiter verwendet werden.
VII.1 Bisherige Formulierungen
(1.1) Bezeichnungen
Voraussetzungen: Es sei A := Z[v, v−1] der Ring der Laurent-Polynome in der Unbestimmten v u¨ber
den ganzen Zahlen und K := Quot(A) = Q(v) der Quotientenko¨rper von A. Weiter sei (W, S) ein
endliches Coxetersystem vom Typ An−1 (mit n > 2), es sind also W = Sn die symmetrische Gruppe
auf {1, . . . , n} und S = {(1, 2), (2, 3), . . . , (n − 1, n)} ihre Coxetererzeuger. MitH := HA(W, S, v)
sei die generische Ein-Parameter-Iwahori-Hecke-Algebra bezeichnet (siehe VI.(1.7)) und mit KH
ihre Konstantenerweiterung K ⊗
A
H (vgl. I.(3.2)).
Folgerungen: Wie in VI.(1.4).(iii) angemerkt ist H eine A-Ordnung, also eine A-Algebra, die als
A-Modul endlich erzeugt und frei ist. Der Ring A ist als Lokalisierung des faktoriellen Rings Z[v]
ganz-abgeschlossen in seinem Quotientenko¨rper K . Die Konstantenerweiterung KH zerfa¨llt u¨ber K
(siehe Theorem VI.(3.1)) und KH ist halbeinfach (siehe VI.(3.3) oder betrachte die Spezialisierung
v 7→ 1 ∈ Q und benutze Tits’ Deformationssatz, siehe [GP00, 7.4.6]).
Voraussetzungen: Es sei ` eine rationale Primzahl, L ein endlicher Ko¨rper der Charakteristik ` und
θ` : A → L eine Spezialisierung wie in Abschnitt V.(2.1), es sei also θ` ein Ringhomomorphismus,
so dass L der Quotientenko¨rper von θ`(A) ist. Wir fassen L vermo¨ge θ` als einen A-Modul auf und
bezeichnen die Konstantenreduktion L ⊗
A
H mit LH . Es sei u := θ`(v) ∈ L .
Wir bezeichnen mit e = e(u) ∈ N die kleinste natu¨rliche Zahl, fu¨r die 1+u+u2+· · ·+ue−1 = 0 ist.
Das bedeutet, dass e im Fall u 6= 1 gleich der multiplikativen Ordnung von u in L und sonst gleich
der Charakteristik ` ist. In jedem Fall ist also e > 1.
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Folgerungen: Der Ko¨rper L ist laut VI.(3.1) Zerfa¨llungsko¨rper fu¨r LH .
Die Spezialisierung θ` erfu¨llt damit alle Voraussetzungen, die fu¨r die Definition einer Zerlegungs-
abbildung nach V.(2.2) notwendig sind. Wir bezeichnen die zugeho¨rige Zerlegungsabbildung mit
dθ` : R0(KH)→ R0(LH).
Wir ko¨nnen nun die erste Fassung der Vermutung formulieren:
(1.2) Vermutung (James-Vermutung fu¨r Iwahori-Hecke-Algebren vom Typ A)
(vgl. [Jam90, Abschnitt 4])
Es seien alle Bezeichnungen wie oben. Zusa¨tzlich sei L = F` der Ko¨rper mit ` Elementen.
Betrachtet man alle Mo¨glichkeiten fu¨r θ` mit einer festen Charakteristik ` und festem e = e(u), wobei
e · ` > n ist, dann ha¨ngt die Zerlegungsabbildung dθ` nicht von θ`, also insbesondere nicht von u ab.
Genauer: Sind θ` : A → L und θ ′` : A → L ′ zwei Spezialisierungen wie oben (mit L = L ′ = F`),
fu¨r die gilt, dass e := e(θ`(v)) = e(θ ′`(v)) und e · ` > n ist, dann gibt es einen Isomorphismus
ψ : R0(LH) → R0(L ′H) abelscher Gruppen, der die Klassen der einfachen Moduln erha¨lt, so
dass fu¨r die beiden Zerlegungsabbildungen dθ` und dθ ′` der Zusammenhang dθ ′` = ψ ◦dθ` gilt. Hierbei
steht LH fu¨r die Konstantenreduktion von H bezu¨glich der Spezialisierung θ` und L ′H fu¨r diejenige
bezu¨glich θ ′`.
(1.3) Bemerkungen
• In [Jam90, Abschnitt 4] wird diese Aussage fu¨r q-Schur-Algebren mit Hilfe von Zerlegungsma-
trizen formuliert. Dort wird sogar auf die Voraussetzung L = F` verzichtet. Die Formulierung
hier ist eine Interpretation der Aussagen in [Jam90, Abschnitt 4] fu¨r Iwahori-Hecke-Algebren
vom Typ A, die den Bezeichnungen in dieser Arbeit angepasst wurde.
• Die Voraussetzung u ∈ F` kommt daher, dass die Spezialisierungen der q-Schur-Algebren in
[Jam90] vom Studium der `-modularen Zerlegungsabbildungen der Gruppe GLn(q) kommen,
wobei q ∈ N eine Primzahlpotenz ist, die nicht durch ` teilbar ist (
”
nicht-definierende Charakte-
ristik“). Dementsprechend ist der Parameter u nach der Spezialisierung einfach die `-modulare
Reduktion der natu¨rlichen Zahl q und liegt damit im Primko¨rper. Da L = Quot(A) vorausge-
setzt wurde, folgt sofort, dass L = F` ist. Diese Voraussetzung erscheint aber aus Sicht der
Iwahori-Hecke-Algebren bzw. der q-Schur-Algebren ku¨nstlich.
Fu¨r die Version nach Meinolf Geck (vgl. [Gec98, Conjecture 3.4]) brauchen wir einige weitere Be-
zeichnungen:
(1.4) Bezeichnungen
Voraussetzungen: Zusa¨tzlich zu den Bezeichnungen aus VII.(1.1) sei nun p der Kern der Spezialisie-
rung θ` : A→ L . Weiter sei ζe eine primitive e-te Einheitswurzel im Kreisteilungsko¨rper E := Q(ζe)
und ϕe das zugeho¨rige Kreisteilungspolynom in Z[v]. Es sei q := ϕe · A das von ϕe in A erzeugte
Hauptideal. Die kanonische Abbildung Z[v] F`[v] sei mit pi bezeichnet.
Folgerungen: Da L ein endlicher Ko¨rper der Charakteristik ` ist und u = θ`(v) damit endliche
Ordnung hat, ist p ein Primideal der Ho¨he 2 (siehe Korollar III.(1.3) auf Seite 44), also von der Form
` · A+ p · A mit einem normierten, in Z[v] irreduziblen Polynom p, dessen Bild unter der kanonischen
Abbildung pi irreduzibel und ungleich v ist. Damit ist p ein maximales Ideal. Der Restklassenko¨rper
A/p ∼= Ap/pp ist isomorph zu L , da nach Voraussetzung L = Quot(θ`(A)) ist. Das Kreisteilungspo-
lynom ϕe ist normiert und irreduzibel in Z[v]. Deswegen ist q ein Primideal der Ho¨he 1 in A (siehe
wieder III.(1.3)).
Ist u = 1, dann ist e = ` und ϕe = 1 + v + v2 + · · · + v`−1, also liegt ϕe in p. Ist u 6= 1, dann ist e
gleich der multiplikativen Ordnung von u in L , also ist u eine primitive e-te Einheitswurzel in L und
auch in diesem Fall liegt ϕe in p. Jedenfalls ist also q ein Primideal von der Ho¨he 1 in A und es gilt
0 6= q ( p.
Da ϕe in p liegt, ist pi(p) ein Teiler von pi(ϕe). Damit sind die Voraussetzungen von Korollar III.(2.4)
erfu¨llt, das weiter unten Anwendung finden wird.
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Der Ringhomomorphismus θζe : A → E , v 7→ ζe hat als Kern das Primideal q und als Bild den
Ganzheitsring Z[ζe] des Zahlko¨rpers E = Q(ζe) (siehe [CR81, (4.5)]). Also ist Z[ζe] als Ring iso-
morph zu A/q und E als Ko¨rper isomorph zum Quotientenko¨rper Quot(A/q), der isomorph zum
Restklassenko¨rper der Lokalisierung Aq ist.
Da q ( p = ker θ` ist, faktorisiert der Ringhomomorphismus θ` : A → L u¨ber den Ringho-
momorphismus θζe : A → Z[ζe] ∼= A/q, es gibt also einen eindeutigen Ringhomomorphismus
θ
ζe
` : Z[ζe] → L , so dass θ` = θ ζe` ◦ θζe ist, er bildet ζe auf θ`(v) ab (wir erlauben uns hier, von
Verkettung zu sprechen, da das Bild von θζe im Definitionsbereich von θ
ζe
` liegt).
Der Ring A ist ganz-abgeschlossen in K , da er Lokalisierung des Polynomrings Z[v] ist, der eindeu-
tige Primfaktorzerlegung hat (siehe [Kun85, II.2.8 und III.4.12]). Der Ring A/q ∼= Z[ζe] ist ganz-
abgeschlossen in E (siehe [CR81, (4.5)]).
Wie bereits in VII.(1.1) erwa¨hnt ist K Zerfa¨llungsko¨rper fu¨r KH . Aber auch E ist Zerfa¨llungsko¨rper
fu¨r EH , und L ist Zerfa¨llungsko¨rper fu¨r LH (siehe jeweils Theorem VI.(3.1)).
Damit haben wir gezeigt, dass alle Voraussetzungen fu¨r die Faktorisierung von Zerlegungsabbildun-
gen erfu¨llt sind (siehe V.(5.1)). Um Indizes zu sparen, fu¨hren wir die folgenden abku¨rzenden Bezeich-
nungen fu¨r die drei Zerlegungsabbildungen aus V.(5.1) ein:
d` := dθ` dζe := dθζe und dζe` := dθζe` .
Wir haben ein kommutatives Diagramm mit drei Zerlegungsabbildungen, fu¨r die d` = dζe` ◦ dζe gilt:
R0(KH)
d` //
dζe &&MM
MMM
MMM
MM
	
R0(LH)
R0(EH)
dζe`
88qqqqqqqqqq
(VII.1)
Nun ko¨nnen wir die James-Geck-Vermutung formulieren:
(1.5) Vermutung (James-Geck-Vermutung fu¨r Iwahori-Hecke-Algebren vom Typ A)
(vgl. [Gec98, Conjecture 3.4])
Es seien alle Bezeichnungen wie oben. Zusa¨tzlich sei L = F` der Ko¨rper mit ` Elementen und ` > n,
also kein Teiler der Gruppenordnung von W = Sn .
Dann ist die Zerlegungsabbildung dζe` ein Isomorphismus, der die Klassen der einfachen Moduln
erha¨lt.
(1.6) Bemerkungen
• Diese Vermutung ist in [Gec98] allgemeiner fu¨r Iwahori-Hecke-Algebren von beliebigem Typ
formuliert wobei vorausgesetzt ist, dass alle Parameter Potenzen derselben Unbestimmten sind.
Zur Vereinfachung beschra¨nken wir uns hier auf den Typ A, da man sonst allgemeiner u¨ber
Dedekindringen statt u¨berZ arbeiten muss und die Quadratwurzeln der Parameter im Grundko¨r-
per braucht, um Zerfa¨llungsko¨rper zu erhalten.
• Auch hier erscheint die Voraussetzung L = F` ku¨nstlich. Der Grund hierfu¨r ist derselbe wie
der in VII.(1.3) erwa¨hnte.
• In dieser Formulierung ist die Unabha¨ngigkeit der Zerlegungsabbildung d` von u expliziter
ausgefu¨hrt. Die Zerlegungsabbildung d` wird na¨mlich unabha¨ngig von ` und u fu¨r alle mo¨gli-
chen θ` durch den
”
generischen“ Fall dζe beschrieben. Dadurch wird genau spezifiziert, dass es
nur auf e(u), also die multiplikative Ordnung von u fu¨r u 6= 1 und die Charakteristik von L
fu¨r u = 1, ankommt. Insofern geht die Vermutung in VII.(1.5) sogar weiter als das Original in
VII.(1.2). Andererseits ist die Voraussetzung ` > n sta¨rker als e · ` > n im Original.
• In der Originalformulierung in [Jam90, Abschnitt 4] ist bereits die Idee der Faktorisierung von
Zerlegungsabbildungen angedeutet.
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VII.2 Neue Formulierungen mit Brauer-Reziprozita¨t
Wir formulieren nun mittels Brauer-Reziprozita¨t eine Aussage, die zur Version der Vermutung in
VII.(1.5) a¨quivalent ist.
(2.1) Vermutung (Erste Umformulierung der James-Geck-Vermutung)
(vgl. VII.(1.5) und [Gec98, Conjecture 3.4])
Es sei H die generische Iwahori-Hecke-Algebra vom Typ An−1 u¨ber dem Ring A = Z[v, v−1] mit
Parameter v, und ` > n eine Primzahl. Weiter sei 1 6= e ∈ N mit e | ` − 1 oder e = `. Im Fall
e | `− 1 sei a ∈ Z ein Element, das modulo ` die Ordnung e hat, sonst sei a = 1. Schließlich sei ζe
eine primitive e-te Einheitswurzel in C und p¯ das Primideal `Z[ζe] + (ζe − a)Z[ζe] in Z[ζe].
Dann ist jedes primitive Idempotent f ∈ Z[ζe]p¯H auch als Idempotent in Q(ζe)H primitiv.
(2.2) Bemerkungen
• Dabei ist Z[ζe]p¯ die Lokalisierung von Z[ζe] bei p¯. Dass das Ideal p¯ ein Primideal ist, folgt fu¨r
e | `− 1 aus [CR81, (4.34)+Beweis] und fu¨r e = ` aus [CR81, (4.38)+Beweis].
• Im Fall e = ` ist p¯ = (ζe − 1)Z[ζe], da
(ζe − 1) ·
e−1∑
i=1
i · ζ e−1−ie =
e−1∑
i=1
i · ζ e−ie −
e−1∑
i=1
i · ζ e−1−ie
=
e−2∑
i=0
(i + 1) · ζ e−1−ie −
e−1∑
i=1
i · ζ e−1−ie
= ζ e−1e +
e−2∑
i=1
ζ e−1−ie − (e − 1) · ζ 0e = −e
ist, weil
∑e−1
j=0 ζ
j
e = 0 ist.
• Im Gegensatz zu VII.(1.5) kommen in der Formulierung in VII.(2.1) nur Iwahori-Hecke-Algeb-
ren u¨ber Grundringen der Charakteristik 0 vor. Die Zerlegungsabbildung dζe fu¨r die Algebren
Q(v)H und Q(ζe)H ist durch die Ergebnisse in [Ari96] oder [LLT96, Conjecture 6.9(ii)] oder
[LLT95] bekannt, so dass James’ Vermutung durch diese Umformulierung zu einer arithmeti-
schen Fragestellung in der Algebra Q(ζe)H wird.
• Statt die Aussage fu¨r alle primitiven Idempotente von Z[ζe]p¯H zu formulieren, ha¨tte man sich
auch darauf beschra¨nken ko¨nnen, je ein primitives Idempotent fu¨r jeden Isomorphietyp projek-
tiv unzerlegbarer Moduln zu betrachten.
• Wenn man in der obigen Situation zu jedem Isomorphietyp projektiv unzerlegbarer Q(ζe)H -
Moduln ein Idempotent f ∈ Z[ζe]p¯H konstruieren ko¨nnte, so dass fQ(ζe)H von diesem Typ
ist, dann wa¨re die Vermutung bewiesen. Mit Hilfe der Ergebnisse in Kapitel IV ko¨nnte man
solche Idempotente konstruieren, wenn man ganzzahlige Formen von projektiv unzerlegbaren
Q(ζe)H -Moduln mit einer geeigneten Basis ha¨tte. Es ist denkbar, dass mit Hilfe der Beobach-
tungen, die in Abschnitt VI.7 beschrieben sind, aus der Kazhdan-Lusztig-Basis solche Idempo-
tente gewonnen werden ko¨nnen.
(2.3) Beweis der ¨Aquivalenz der ersten Umformulierung zu James’ Vermutung
Wir zeigen zuna¨chst, dass in VII.(1.5) und in VII.(2.1) dieselbe Situation vorliegt, und danach, dass
die Aussagen der Vermutungen a¨quivalent sind.
In der Situation der Vermutung VII.(1.5) folgt aus der Voraussetzung L = F`, dass entweder θ`(v) = 1
ist und damit e = ` und ker θ` = ` · A + (v − 1) · A gilt, oder dass e die Ordnung von θ`(v) in F`
ist, also ein Teiler von ` − 1. Der Kern von θ` ist dann wie in VII.(1.4) von der Form ` · A + p · A,
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wobei hier ohne Beschra¨nkung der Allgemeinheit p = v − a mit einem a ∈ Z wie in VII.(2.1) ist, da
aus [CR81, (4.34)+Beweis] folgt, dass das Bild des Kreisteilungspolynom ϕe unter der kanonischen
Abbildung Z[v]  F`[v] in Linearfaktoren zerfa¨llt. Betrachtet man nun den Kern von θ ζe` bzw. das
Bild von p unter θζe , dann erha¨lt man das Primideal p¯ = ` · Z[ζe] + (ζe − a) · Z[ζe] aus VII.(2.1).
Betrachtet man umgekehrt die Voraussetzungen in VII.(2.1), dann lassen sich die fu¨r VII.(1.5) not-
wendigen Bezeichnungen leicht festlegen: Die Spezialisierung θ` : A → F` setzt die kanonische
Abbildung Z  F` fort und bildet v auf das Bild von a in F` ab. Der Kern von θ` ist das maximale
Ideal ` · A + (v − a) · A und die beiden anderen Spezialisierungen werden definiert wie in VII.(1.4).
Damit erhalten wir die drei Zerlegungsabbildungen d`, dζe und d
ζe
` .
Wir ko¨nnen nun die ¨Aquivalenz der beiden Vermutungen in VII.(1.5) und VII.(2.1) beweisen. Dazu
bleiben alle Bezeichnungen und Voraussetzungen aus diesem Kapitel in Kraft.
Wir betrachten direkt die fragliche Zerlegungsabbildung dζe` : R0(EH) → R0(LH) in der Faktori-
sierung. Sie kommt von der Spezialisierung θ ζe` : Z[ζe] → L . Der Ring Z[ζe] sei mit R bezeichnet,
er ist der Ganzheitsring des Kreisteilungsko¨rpers E = Q(ζe) und damit ein Dedekindring (siehe
z.B. [CR81, (4.4) und (4.5)]). Der Kern von θ ζe` ist gleich dem Primideal p¯.
Zur Konstruktion von Zerlegungsabbildungen wie im Beweis zu Proposition V.(2.5) auf Seite 69 be-
nutzen wir die Lokalisierung Rp¯ von R bei p¯, es gilt na¨mlich R ⊆ Rp¯ ⊆ E und rad Rp¯ ∩ R = p¯. Der
Ring Rp¯ ist ein diskreter Bewertungsring (siehe [Mat86, 11.6 und 11.4]).
Ist M also ein EH -Modul, dann ist das Bild von [M] ∈ R0(EH) unter der Zerlegungsabbildung dζe`
definiert, indem man eine beliebige Rp¯-Form von M wa¨hlt, deren Reduktion modulo p¯ bestimmt und
zur entsprechenden Klasse in R0(LH) u¨bergeht.
Mit Hilfe desselben Ringes Rp¯ ko¨nnen wir nun auch eine Klebeabbildung eζe` : K0(LH)→ K0(EH)
zwischen den projektiven Grothendieck-Gruppen definieren. Dazu bleibt fu¨r Definition V.(3.1) nur zu
pru¨fen, dass Rp¯H semiperfekt ist. Dies gilt aber nach Korollar II.(6.3) auf Seite 42.
Die Klebeabbildung eζe` ist nun laut Definition V.(3.1) so definiert: Ist f ∈ LH ein Idempotent, dann
ist f LH ein projektiver Modul. Das Idempotent f la¨sst sich zu einem Idempotent f ∈ Rp¯H heben,
man kann f als Element von EH auffassen und erha¨lt einen projektiven Modul f EH . Das Bild der
Klasse [ f LH ] ∈ K0(LH) ist dann die Klasse [ f EH ] ∈ K0(EH).
Dieselben Voraussetzungen, die fu¨r die Definition der Klebeabbildung notwendig waren, erlauben uns
nun, die Brauer-Reziprozita¨t (siehe Theorem V.(4.1)) anzuwenden. Die Klebeabbildung eζe` ist also die
duale Abbildung zur Zerlegungsabbildung dζe` bezu¨glich der Paarungen
〈−|−〉 : K0(EH)× R0(EH)→ Z und 〈−|−〉 : K0(LH)× R0(LH)→ Z
aus Definition V.(1.12) auf Seite 66.
Wegen Proposition V.(1.13) ist die Basis von K0(EH) (bzw. K0(LH)), die aus den Klassen der
projektiv unzerlegbaren Moduln besteht, jeweils dual zu der Basis von R0(EH) (bzw. R0(LH)), die
aus den Klassen der einfachen Moduln besteht. Deswegen ist dζe` genau dann ein Isomorphismus,
der die Klassen der einfachen Moduln erha¨lt, wenn eζe` ein Isomorphismus ist, der die Klassen der
projektiv unzerlegbaren Moduln erha¨lt.
Die Klebeabbildung eζe` ist genau dann ein Isomorphismus, der die Klassen der projektiv unzerleg-
baren Moduln erha¨lt, wenn jedes primitive Idempotent f ∈ Rp¯H auch als Idempotent in Q(ζe)H
primitiv ist.
Damit ist gezeigt, dass Vermutung VII.(2.1) a¨quivalent zu Vermutung VII.(1.5) ist. 
(2.4) Bezeichnungen fu¨r die zweite Umformulierung
In der zweiten Umformulierung werden nur Iwahori-Hecke-Algebren u¨ber Grundringen vorkommen,
die den Ring A = Z[v, v−1] enthalten, es werden also Aussagen u¨ber die generische Iwahori-Hecke-
Algebra gemacht.
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Dazu betrachten wir nun die beiden Zerlegungsabbildungen dζe und d`. Sie kommen von den beiden
Spezialisierungen θζe bzw. θ`. Wir konstruieren explizit zwei Bewertungsringe, die zur Konstrukti-
on dieser Zerlegungsabbildungen wie im Beweis zu Proposition V.(2.5) auf Seite 69 geeignet sind.
Zusa¨tzlich ist der eine im anderen enthalten, damit sich die primitiven Idempotente in den Iwahori-
Hecke-Algebren u¨ber diesen Ringen besser vergleichen lassen. Man beachte, dass aus dieser letzten
Forderung folgt, dass nicht beide diskret sein ko¨nnen (siehe [Mat86, Theorem 10.1]).
Das Primideal q G A ist als von ϕe erzeugtes Hauptideal definiert. Das Primideal p G A ist von der
Ho¨he 2. Wie im Beweis zu Proposition III.(2.6) bzw. in VII.(2.3) folgt aufgrund der Voraussetzung
u = θ`(v) ∈ F` bzw. L = F`, dass das Primideal p von der Form `A+ p A ist mit p = v− a = v− 1
im Fall u = 1 ∈ F` und p = v − a fu¨r ein a ∈ Z sonst. In letzterem Fall ist a ein Urbild von u unter
der kanonischen Abbildung Z F`.
Damit sind alle Voraussetzungen von Korollar III.(2.4) auf Seite 48 erfu¨llt. Es sei ν die dort konstruier-
te, nicht-diskrete Bewertung ν : A→ Z×Z∪ {∞}. Ihre eindeutige Fortsetzung auf K (siehe Lemma
II.(1.6).(v)) sei ebenfalls mit ν bezeichnet, es seiO der Bewertungsring zu ν in K und m sein maxima-
les Ideal. In Korollar III.(2.3) wurde gezeigt, dass die Wertegruppe von ν gleich Z× Z ist. Deswegen
ist die erste Komponente ν1 von ν eine diskrete Bewertung auf K , der zu ν1 geho¨rende Bewertungsring
in K sei mit O′ bezeichnet, sein maximales Ideal mit m′, es gilt m′ ( m ( O ( O′ ( K .
Das bedeutet konkret, dass ein Element f/g ∈ K mit f, g ∈ Z[v] teilerfremd genau dann in O′
liegt, wenn g in Z[v] nicht durch ϕe teilbar ist. Ein Element f/g liegt genau dann in m′, wenn f in
Z[v] durch ϕe teilbar ist. Ist f/g ∈ O′ \ m′, sind also weder f noch g durch ϕe teilbar, dann liegt
f/g genau dann in O, wenn das Bild von f/g unter dem Einsetzungshomomorphismus v 7→ ζe in
der Lokalisierung Z[ζe]p¯ des Ganzheitsrings Z[ζe] des Kreisteilungsko¨rpers Q(ζe) beim Primideal
p¯ = `Z[ζe] + (ζe − a)Z[ζe] liegt.
(2.5) Vermutung (Zweite Umformulierung der James-Geck-Vermutung)
(vgl. VII.(1.5), VII.(2.1) und [Gec98, Conjecture 3.4])
Es sei H die generische Iwahori-Hecke-Algebra vom Typ An−1 u¨ber dem Ring A = Z[v, v−1] mit
Parameter v, und ` > n eine Primzahl. Weiter sei 1 6= e ∈ N mit e | ` − 1 oder e = `. Im Fall
e | `− 1 sei a ∈ Z ein Element, das modulo ` die Ordnung e hat, sonst sei a = 1.
Es seien q := ϕe A und p := `A + (v − a)A, wobei ϕe das e-te Kreisteilungspolynom ist.
Die Bewertung ν : Q(v) → Z × Z ∪ {∞} und die Bewertungsringe O = {x ∈ K | ν(x) > (0, 0)}
und O′ = {x ∈ Q(v) | ν1(x) > 0} seien wie in VII.(2.4) definiert, es gilt also A ( O ( O′ ( Q(v).
Dann ist jedes primitive Idempotent f ∈ OH auch als Idempotent in O′H primitiv.
(2.6) Bemerkungen
• In der Formulierung in VII.(2.5) kommen nur Iwahori-Hecke-Algebren u¨ber Grundringen vor,
die A = Z[v, v−1] enthalten.
• Statt die Aussage fu¨r alle primitiven Idempotente von OH zu formulieren, ha¨tte man sich auch
darauf beschra¨nken ko¨nnen, je ein primitives Idempotent fu¨r jeden Isomorphietyp projektiv
unzerlegbarer OH -Moduln zu betrachten.
• Wenn man unter den obigen Voraussetzungen zu jedem Isomorphietyp projektiv unzerlegbarer
O′H -Moduln ein Idempotent in f ∈ OH konstruieren ko¨nnte, so dass fO′H von diesem
Typ ist, dann wa¨re die Vermutung bewiesen. Mit Hilfe der Ergebnisse in Kapitel IV ko¨nnte
man solche Idempotente konstruieren, wenn man projektiv unzerlegbareO′H -Moduln mit einer
geeigneten Basis ha¨tte. Es ist mo¨glich, dass mit Hilfe der Beobachtungen, die in Abschnitt VI.7
beschrieben sind, aus der Kazhdan-Lusztig-Basis solche Moduln gewonnen werden ko¨nnen.
• Der Unterschied zwischen VII.(2.1) und VII.(2.5) ist, dass alle vorkommenden Grundringe im
ersten Fall in Q(ζe) und im zweiten Fall in Q(v) enthalten sind. Einmal liegt also eine
”
spe-
zialisierte“ Situation vor und einmal eine
”
generische“. Da sich Idempotente von Q(ζe)H nach
O′H , von F`H nach OH und von F`H nach Z[ζe]p¯H heben lassen, lassen sich die beiden
Umformulierungen relativ leicht auseinander ableiten. Das Heben von Idempotenten von F`H
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nach OH ist deutlich am aufwendigsten, denn man braucht zwei Vervollsta¨ndigungsschritte
mit nachfolgendem Verbessern von Idempotenten. Dies spricht dafu¨r, dass die Formulierung in
VII.(2.5)
”
weiter entfernt“ von der Originalversion der Vermutung ist als die in VII.(2.1).
(2.7) Beweis der ¨Aquivalenz der zweiten Umformulierung zu James’ Vermutung
Wie schon im Beweis der ¨Aquivalenz der ersten Umformulierung zu James’ Vermutung in VII.(2.3)
liegt hier dieselbe Situation vor wie in VII.(1.5). Es bleibt also die ¨Aquivalenz der Aussagen zu zeigen.
Es gilt m′ ( m ( O ( O′ ( K . Deswegen folgt aus [Mat86, Theorem 10.1], dass m′ ein Primideal
in O ist und dass O′ die Lokalisierung von O bei der multiplikativ abgeschlossenen Teilmenge O \m′
von O ist.
Die Bewertung ν ist so an die Primidealkette {0} ( q ( p ( A angepasst, dass q = A ∩ m′ und
p = A ∩ m ist. Hierbei folgt die Gleichung q = A ∩ m′ aus Korollar III.(2.3), da ν auf A \ {0} nur
Werte in (N ∪ {0})× (N ∪ {0}) annimmt.
Also ist O′ ein Bewertungsring, der wie in Proposition V.(2.5) auf Seite 69 geeignet ist, die Zerle-
gungsabbildung dζe zu definieren, und O ein Bewertungsring, der geeignet ist, die Zerlegungsabbil-
dung d` zu definieren, da sie na¨mlich jeweils die Voraussetzungen in V.(2.3) und V.(2.4) erfu¨llen. Es
sei an dieser Stelle angemerkt, dass sich im vorliegenden Fall jeder einfache KH -Modul auch schon
u¨ber A realisieren la¨sst (siehe [DJ86, 7.6]).
Laut Proposition III.(2.6) ist aufgrund der Voraussetzung ` ≡ 1 mod e oder e = ` der Restklas-
senko¨rper O/m von O isomorph zu L = F`. Der Restklassenko¨rper O′/m′ von O′ ist isomorph zu
E = Q(ζe), da nach Lemma II.(1.9) die Lokalisierung von A beim Primideal q gleichO′ ist und damit
O′/m′ = Aq/qq ∼= A/q ∼= Z[ζe] ist.
Zusa¨tzlich sind O′H und OH semiperfekt. Dies folgt fu¨r O′ aus Korollar II.(6.3) auf Seite 42, da O′
diskret und K laut Theorem VI.(3.1) Zerfa¨llungsko¨rper fu¨r KH ist. Fu¨rOH folgt die Semiperfektheit
aus Korollar III.(3.5) auf Seite 51, da Quot(A/q) ∼= Q(ζe) = E ebenfalls nach Theorem VI.(3.1)
Zerfa¨llungsko¨rper fu¨r EH ist. Insbesondere bedeutet dies laut Proposition II.(5.10) auf Seite 40, dass
sich jeweils Idempotente von LH ∼= OH/mOH nach OH bzw. von EH ∼= O′H/m′O′H heben
lassen.
Durch Definition V.(3.1) sind damit zwei Klebeabbildungen eζe := eO′θe : K0(EH) → K0(KH)
und e` := eOθ` : K0(LH)→ K0(KH) definiert. Das bedeutet, dass, wenn f ∈ EH ein primitives
Idempotent ist, das Bild der Klasse [ f EH ] ∈ K0(EH) unter eζe definiert ist als [ f KH ] ∈ K0(KH),
wenn f ∈ O′H ein Idempotent ist, das bei der kanonischen Abbildung O′H  EH auf f geht.
Fu¨r e` gilt entsprechend, dass, wenn f ∈ LH ein primitives Idempotent ist, das Bild der Klasse
[ f LH ] ∈ K0(LH) unter e` gleich [ f KH ] ∈ K0(KH) ist, wenn f ∈ OH ein Idempotent ist, das
bei der kanonischen Abbildung OH  LH auf f geht.
Wie schon bei der ersten Umformulierung ko¨nnen wir die Brauer-Reziprozita¨t anwenden: Wegen
Theorem V.(4.1) auf Seite 72 sind also die Klebeabbildungen eζe bzw. e` jeweils gleich der dualen
Abbildung der Zerlegungsabbildung dζe bzw. d` bezu¨glich der Paarung 〈−|−〉 aus Definition V.(1.12)
auf Seite 66. Also gilt e` = eζe ◦ eζe` mit der Abbildung eζe` aus VII.(2.3). Die Zerlegungsabbildung
dζe` ist, wie dort schon benutzt wurde, genau dann ein Isomorphismus, der die Klassen der einfachen
Moduln erha¨lt, wenn eζe` ein Isomorphismus ist, der die Klassen der projektiv unzerlegbaren Moduln
erha¨lt.
Wir behaupten nun, dass dies genau dann gilt, wenn jedes primitive Idempotent in OH auch in O′H
primitiv ist.
Es sei na¨mlich f ∈ OH ein primitives Idempotent. Dann ist das Bild f˜ von f unter der kanonischen
Abbildung OH  LH ebenfalls primitiv, also f˜ LH ein projektiv unzerlegbarer Modul. Genauso
ist das Bild f von f unter der kanonischen Abbildung O′H  EH ein Idempotent, das genau dann
primitiv (in EH ) ist, wenn f in O′H primitiv ist.
Dieses Bild f liegt sogar in (O/m′)H ⊆ (O′/m′)H = EH . Nun ist aber das Bild von f unter der
kanonischen Abbildung (O/m′)H  (O/m)H ∼= LH gleich f˜ . Die Klebeabbildung eζe` wird mit
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Hilfe eines diskreten Bewertungsrings R˜ mit
O/m′ ( R˜ ( O′/m′ = E
definiert, fu¨r den rad R˜ ∩ O/m′ = m/m′ gilt. Also ist [ f EH ] ∈ K0(EH) das Bild unter eζe` von
[ f˜ LH ] ∈ K0(LH).
Wenn also jedes primitive Idempotent f ∈ OH auch als Idempotent in O′H primitiv ist, dann ist
e
ζe
` ein Isomorphismus, der die Klassen der projektiv unzerlegbaren Moduln erha¨lt. Ist umgekehrt
f ∈ OH ein primitives Idempotent, das sich in O′H als orthogonale Summe zweier Idempotente
f = f ′1 + f ′2 schreiben la¨sst, dann folgt mit derselben Argumentation, dass [ f EH ] = eζe` ([ f˜ LH ])
nicht die Klasse eines projektiv unzerlegbaren Moduls ist.
Damit haben wir bewiesen, dass Vermutung VII.(2.5) a¨quivalent zu Vermutung VII.(1.5) ist. 
Bemerkung: Entscheidend bei diesem Beweis ist, dass OH semiperfekt ist, da wir die eigentliche
Aussage u¨ber primitive Idempotente in LH dadurch nach OH heben ko¨nnen.
VII.3 Neue Formulierungen mit Gram-Matrizen
Iwahori-Hecke-Algebren sind in natu¨rlicher Weise symmetrische Algebren (siehe Definition IV.(1.3)).
Sie besitzen u¨ber jedem Grundring (mit invertierbarem Parameter) eine nicht-ausgearteten Spurform τ
(siehe Proposition VI.(1.5)), die in der T-Basis durch die T1-Koordinate gegeben ist. Andererseits
ist jede halbeinfache Algebra u¨ber einem Ko¨rper symmetrisch (siehe [CR81, (9.7)]). Betrachtet man
also eine nicht-halbeinfache Spezialisierung einer Iwahori-Hecke-Algebra u¨ber einem Ko¨rper modulo
ihrem Radikal, dann erha¨lt man eine symmetrische Algebra. Die urspru¨ngliche natu¨rliche Spurform τ
liefert aber keine Spurform auf diesem halbeinfachen Quotienten, da sie auf dem Radikal der Algebra
nicht verschwindet. Bei der Suche nach nicht-ausgearteten Spurformen auf diesem Quotienten sto¨ßt
man auf Charaktere. Dies liefert eine weitere Umformulierung der James-Vermutung. Wir benutzen
hier die Ergebnisse in Abschnitt V.5.
(3.1) Bezeichnungen fu¨r die dritte Umformulierung
Es seien nach wie vor alle Voraussetzungen und Bezeichnungen dieses Kapitels in Kraft.
Nach Konstruktion liegt eine Situation wie in V.(5.1) mit einem kommutativen Diagramm von Zerle-
gungsabbildungen (siehe Diagramm VII.1) vor. Laut Theorem VI.(3.4) ist die Zerlegungsabbildung
dζe surjektiv. Deswegen ko¨nnen wir das Kriterium in Theorem V.(5.5) anwenden.
Dazu sei ψ die Linearform auf RH (Erinnerung: R = Z[ζe] und E = Q(ζe), siehe oben), die gleich
der Summe der irreduziblen Charaktere von EH ist. Da dζe surjektiv ist, gibt es eine (nicht eindeutig
bestimmte) Z-Linearkombination ψ˜ der irreduziblen Charaktere von KH (die wir als A-lineare Ab-
bildungenH → A auffassen, vergleiche die Ausfu¨hrungen in V.(5.4)), fu¨r die idR ⊗A ψ˜ = ψ ist. Es ist
dann ψ eine Spurform auf RH und ψ˜ eine Spurform aufH .
(3.2) Vermutung (Dritte Umformulierung der James-Geck-Vermutung)
(vgl. VII.(1.5) und [Gec98, Conjecture 3.4])
Es sei H die generische Iwahori-Hecke-Algebra vom Typ An−1 u¨ber dem Ring A = Z[v, v−1] mit
Parameter v, und ` > n eine Primzahl. Weiter sei 1 6= e ∈ N mit e | `− 1 oder e = `.
Es sei ψ˜ wie in VII.(3.1) und M die Gram-Matrix von ψ˜ bezu¨glich einer Basis (Bw)w∈W von H ,
also M := (ψ˜(Bw · Bw′))w,w′∈W .
Dann ist der Rang der Matrix 1E ⊗A M u¨ber E gleich dem Rang der Matrix 1L ⊗A M u¨ber L .
(Hier fassen wir jeweils E bzw. L vermo¨ge des Homomorphismus θζe bzw. θ` als A-Modul auf, um
die Konstantenreduktion der Matrix M zu definieren.)
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Beweis der ¨Aquivalenz zu VII.(1.5): Wie schon im Beweis der ¨Aquivalenz der ersten Umformulie-
rung zu James’ Vermutung in VII.(2.3) liegt hier dieselbe Situation vor wie in VII.(1.5). Die ¨Aquiva-
lenz der Aussagen folgt dann sofort aus Theorem V.(5.5). 
(3.3) Bemerkungen
• Diese Formulierung involviert nur die Charaktertafel der generischen Iwahori-Hecke-Algebra
und die Zerlegungsabbildung dζe zur Spezialisierung θζe . Dies alles ist bekannt (siehe fu¨r die
Charaktertafel [Sta75] oder [Ram91] oder [Gec99] und fu¨r die Zerlegungsabbildung [Ari96]
oder [LLT96, Conjecture 6.9(ii)] oder [LLT95]). Damit ist im Prinzip ein Algorithmus gegeben,
um fu¨r alle e und ` zu berechnen, ob die Vermutung stimmt. Allerdings werden die vorkom-
menden Gram-Matrizen mit n sehr schnell sehr groß, so dass dies wohl unpraktikabel ist.
• Der Ring A = Z[v, v−1] ist nicht semi-euklidisch (siehe [Gol80, Kapitel 5]), so dass das Kon-
zept der Elementarteiler nicht funktioniert. Dies liegt im Wesentlichen daran, dass man keinen
Gauß-Algorithmus fu¨r Matrizen u¨ber A durchfu¨hren kann. Die Bewertungsringe O und O′,
die wir in Abschnitt VII.(2.4) fu¨r Vermutung VII.(2.5) definiert haben, erlauben dagegen eine
Elementarteilertheorie, so dass man die Matrix M als Matrix u¨ber O auffassen kann und die
Aussage in VII.(3.2) als eine Aussage u¨ber die Elementarteiler dieser Matrix formulieren kann,
na¨mlich dass jeder O-Elementarteiler von M , der in p liegt, auch schon in q liegt.
• In [Gec01, Theorem 1.2] beweist Meinolf Geck, dass die analoge Version der Vermutung in
VII.(1.5) fu¨r q-Schur-Algebren a¨quivalent dazu ist, dass der Rang der Matrix des Du-Lusztig-
Homomorphismus von der q-Schur-Algebra in Lusztig’s asymptotische Algebra J (vergleiche
VI.(5.3)) nur von der multiplikativen Ordnung des Parameters q und nicht von der Charakte-
ristik ` abha¨ngt. Dieses Ergebnis weist erstaunliche Parallelen mit der in VII.(3.2) gegebenen
Formulierung auf, obgleich dort von einer vo¨llig anderen Matrix die Rede ist.
Wir ko¨nnen auch mit dem regula¨ren Charakter ρ von EH arbeiten, wobei wir dann nur ein hinrei-
chendes Kriterium erhalten:
(3.4) Aussage (Hinreichendes Kriterium fu¨r die Gu¨ltigkeit der James-Geck-Vermutung)
(vgl. VII.(1.5) und [Gec98, Conjecture 3.4])
Es sei H die generische Iwahori-Hecke-Algebra vom Typ An−1 u¨ber dem Ring A = Z[v, v−1] mit
Parameter v, und ` > n eine Primzahl. Weiter sei 1 6= e ∈ N mit e | `− 1 oder e = `.
Es sei M ′ die Gram-Matrix des regula¨ren Charakters ρ˜ von H bezu¨glich einer Basis (Bw)w∈W von
H , also M ′ := (ρ˜(Bw · Bw′))w,w′∈W .
Dann ist der Rang der Matrix 1E ⊗A M
′ u¨ber E gleich dem Rang der Matrix 1L ⊗A M
′ u¨ber L .
(Hier fassen wir jeweils E bzw. L vermo¨ge des Homomorphismus θζe bzw. θ` als A-Modul auf, um
die Konstantenreduktion der Matrix M ′ zu definieren.)
Beweis: Wie schon im Beweis der ¨Aquivalenz der ersten Umformulierung zu James’ Vermutung in
VII.(2.3) liegt hier dieselbe Situation vor wie in VII.(1.5). Wir arbeiten im Vergleich zu VII.(3.2) an
Stelle von ψ mit dem regula¨ren Charakter ρ von EH , wobei wir wie oben ρ als R-lineare Abbildung
von RH nach R = Z[ζe] auffassen. Damit erhalten wir mit Korollar V.(5.6) die Aussage. 
(3.5) Bemerkungen
• Ko¨nnte man diese Aussage beweisen, wa¨re die Vermutung in VII.(1.5) bewiesen.
• Die Ausfu¨hrungen in VII.(3.3) gelten sinngema¨ß.
• Die Aussage in VII.(3.4) ist nicht a¨quivalent zur Vermutung in VII.(1.5). Betrachtet man na¨m-
lich die Konstantenreduktion idL ⊗A ρ˜ des regula¨ren Charakters ρ˜ vonH , dann ist dies zwar eine
Summe irreduzibler Charaktere von LH , in der alle irreduziblen Charaktere vorkommen. Der
Vektor der Vielfachheiten ist aber eine N-Linearkombination der Zeilen der `-modularen Zer-
legungsmatrix zur Zerlegungsabbildung d` : R0(KH) → R0(LH), wobei die Koeffizienten
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gleich den Charaktergraden der irreduziblen Charaktere von KH sind. Obgleich diese Charak-
tergrade Teiler der Gruppenordnung n! der Weyl-Gruppe W = Sn sind, ist es mo¨glich, dass
(selbst fu¨r ` > n) die resultierenden Vielfachheiten der irreduziblen Charaktere von LH in
idL ⊗A ρ˜, also dem regula¨ren Charakter von LH , durch ` teilbar sind. Eventuell hilft die Aussage
in VII.(3.4) aber, die Vermutung in VII.(1.5) fu¨r eine scha¨rfere Bedingung an ` zu beweisen.
• Besonders interessant an dieser Aussage ist, dass die Determinante der Matrix M ′ durch das
nachfolgende Lemma (siehe VII.(3.6)) bekannt ist! Dies liegt daran, dass die dort vorkommende
Determinante der Matrix N eine Einheit in A ist.
Aber selbst wenn wir M ′ als Matrix u¨ber dem Bewertungsring O aus VII.(2.4) auffassen und
die Elementarteiler betrachten, dann folgt aus der Tatsache, dass die einzigen Faktoren der De-
terminante von M ′, die im Primideal p liegen (na¨mlich Potenzen von ϕe), alle auch schon im
Primideal q liegen, leider nicht, dass der Rang von 1E ⊗A M
′ gleich dem Rang von 1L ⊗A M
′ ist,
wie man an der folgenden Matrix sehen kann:
N :=
(
` ϕe
ϕe 0
)
.
Sie hat modulo q den Rang 1 und modulo p den Rang 0, ihre Elementarteiler im Bewertungsring
O sind ` und ϕ2e/` (beides Elemente in O) und die Determinante von N ist gleich −ϕ2e .
(3.6) Lemma (Determinante der Gram-Matrix des regula¨ren Charakters)
(vgl. [Fle93, Proposition 1.4])
Es sei A ein Integrita¨tsbereich und H eine A-freie A-Algebra von endlichem Rang mit einer nicht-
ausgearteten Spurform τ : H → A, die H zu einer symmetrischen Algebra macht. Weiter sei A ganz-
abgeschlossen in seinem Quotientenko¨rper K , der Zerfa¨llungsko¨rper fu¨r die Konstantenerweiterung
KH sei. Es seien ρ : H → A der regula¨re Charakter von H und cχ ∈ K fu¨r χ ∈ Irr(KH) die
Schur-Elemente (siehe Definition IV.(2.2), wobei Irr(KH) die Menge der irreduziblen Charaktere
von KH bezeichnet). Dann gilt fu¨r die Determinante der Gram-Matrix M ′ := (ρ(Bw · Bw′))w,w′∈W
der Spurform ρ und die Determinante der Gram-Matrix N := (τ (Bw · Bw′))w,w′∈W der Spurform τ
(bezu¨glich einer beliebigen Basis (Bw)w∈W von H ) der folgende Zusammenhang:
det M ′ = det N ·
∏
χ∈Irr(KH)
(
cχ · χ(1)
)χ(1)2
.
Beweis: Siehe [Fle93, Proposition 1.4]. Die Idee des Beweises ist, dass man in KH einen Basis-
wechsel zu einer Basis aus Matrix-Einheiten der Wedderburn-Zerlegung durchfu¨hrt. In dieser Basis
ist obiges Ergebnis sofort klar. 
Bemerkungen:
• Die Voraussetzung, dass H durch τ zu einer symmetrischen Algebra gemacht wird, bedeutet
genau, dass det N eine Einheit in A ist.
• Leider transportiert ein solcher Basiswechsel zwar die Determinante der Gram-Matrizen, nicht
jedoch die Elementarteiler.
• Bei generischen Iwahori-Hecke-Algebren vom Typ An−1 sind die Schur-Elemente (bis auf Po-
tenzen von v) Produkte von Kreisteilungspolynomen ϕk fu¨r 1 6 k 6 n (siehe [GP00, 10.5.2]).
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VII.4 Fazit
In diesem Kapitel wurde in Abschnitt VII.(1.2) die Vermutung von Gordon James fu¨r Iwahori-Hecke-
Algebren vom Typ A formuliert, die Motivation fu¨r diese ganze Arbeit war. Die Vermutung ist nach
wie vor unbewiesen, es gibt nicht einmal eine explizite untere Schranke fu¨r die Primzahl `, ab der die
Aussage der Vermutung bewiesen ist.
Mit der Umformulierung in VII.(2.1) ist es gelungen, eine zur Vermutung in VII.(1.5) a¨quivalente For-
mulierung zu geben, die nur Aussagen u¨ber Iwahori-Hecke-Algebren in Charakteristik 0 entha¨lt. Dort
ist na¨mlich die Rede von der spezialisierten Algebra, wobei der Parameter eine e-te Einheitswurzel ist.
Die Zerlegungsmatrix fu¨r diese Spezialisierung ist durch den Satz von Ariki (siehe [Ari96]) bekannt.
In VII.(2.5) ist eine Umformulierung, die nur Aussagen u¨ber Iwahori-Hecke-Algebren u¨ber Ringen
entha¨lt, die den Ring Z[v, v−1] enthalten. Dort ist also die Rede von Ordnungen in der generischen
Algebra u¨ber dem Funktionenko¨rper Q(v) in einer Unbestimmten v.
Durch diese beiden Formulierungen mit Hilfe von Idempotenten bzw. projektiv unzerlegbaren Moduln
ko¨nnten sich neue Ansa¨tze fu¨r einen Beweis von James’ Vermutung ergeben, da zum Beispiel die in
Kapitel IV beschriebenen Methoden helfen ko¨nnten, aus gewissen ganzzahligen Formen projektiv
unzerlegbarer Moduln mit einer geeigneten Basis explizit Idempotente zu konstruieren, wobei die
dabei auftretenden Nenner in den Koeffizienten kontrolliert werden.
Die Ergebnisse in Kapitel VI deuten darauf hin, dass die aus der Kazhdan-Lusztig-Basis konstruierten
Zellmoduln solche projektiv unzerlegbaren Moduln liefern ko¨nnten, insbesondere im Hinblick auf die
Beobachtungen, die in Abschnitt VI.7 beschrieben sind.
Auch die anderen Ergebnisse in Kapitel VI, die sich mit der Wedderburn-Zerlegung bescha¨ftigen,
die ebenfalls aus der Kazhdan-Lusztig-Basis und ihrer dualen Basis konstruiert wird, geben Grund
zur Hoffnung auf einen Beweis fu¨r James’ Vermutung. Sie werfen na¨mlich ein neues Licht auf den
Lusztig-Homomorphismus in die asymptotische Algebra (siehe VI.(5.3), VI.(5.4) und VI.(5.5)). Im
Fall von q-Schur-Algebren hat Meinolf Geck in [Gec01, Theorem 1.2] bewiesen, dass der Rang der
Abbildungsmatrix des Du-Lusztig-Homomorphismus in verschiedenen Spezialisierungen mit James’
Vermutung zu tun hat. Gela¨nge es, die Konstruktion der Wedderburn-Zerlegung auf q-Schur-Algebren
zu u¨bertragen, so ko¨nnte dies einen weiteren Ansatzpunkt fu¨r einen Beweis liefern.
Schließlich hat die dritte Umformulierung in VII.(3.2), die Aussagen u¨ber Ra¨nge von Gram-Matrizen
in verschiedenen Spezialisierungen macht, eine verblu¨ffende ¨Ahnlichkeit mit der Formulierung von
Meinolf Geck in [Gec01, Theorem 1.2]. Obgleich diese Umformulierung auf den ersten Blick wenig
greifbar erscheint, ko¨nnten sich auch hieraus Ansatzpunkte fu¨r einen Beweis ergeben.
Insgesamt hegt der Autor die Hoffnung, dass diese Arbeit einen Beitrag leistet, Ansa¨tze fu¨r einen
Beweis von James’ Vermutung zu finden.
Anhang A
Erga¨nzungen
In diesem Anhang sind Erga¨nzungen zum Haupttext gesammelt. Dies sind zum Einen Ergebnisse, die
zwar als solche interessant, aber fu¨r den weiteren Verlauf der Arbeit nicht relevant sind. Zum Anderen
sind hier der Vollsta¨ndigkeit halber auch Beweise aufgenommen worden, die aus irgendeinem Grund
im Haupttext entbehrlich sind.
A.1 Vollsta¨ndigkeit und Heben von Idempotenten
Die folgenden Definitionen und Propositionen sind direkt aus [Mat86, Kapitel 8] u¨bernommen und
kommen jeweils auch im Haupttext dieser Arbeit vor. Da aber in [Mat86] alle Ringe als kommu-
tativ vorausgesetzt sind, was im Folgenden nicht beno¨tigt wird, sind hier der Vollsta¨ndigkeit halber
komplette Beweise aufgenommen worden.
(1.1) Definition (Lineare Topologie, vgl. [Mat86, Kapitel 8])
Es sei H ein Ring, M ein H -Modul, 3 eine gerichtete Menge und {Mλ | λ ∈ 3} ein System von
Untermoduln von M mit Mλ ⊇ Mµ, wenn λ 6 µ ist. Die lineare Topologie auf M bezu¨glich {Mλ}
ist dadurch definiert, dass die Mengen x + Mλ fu¨r x ∈ M und λ ∈ 3 eine Umgebungsbasis bilden.
Das bedeutet: Eine Teilmenge X ⊆ M ist genau dann offen, wenn zu jedem Punkt x ∈ X ein λ ∈ 3
existiert mit x + Mλ ⊆ X .
Beweis: Es ist zu zeigen, dass das Mengensystem Ux := {x + Mλ | λ ∈ 3} fu¨r x ∈ M die Axiome
einer Umgebungsbasis einer Topologie auf M erfu¨llt. Dazu ist es notwendig, fu¨r alle x ∈ M zu zeigen,
dass (a) Ux nicht leer ist, dass (b) x ∈ V fu¨r alle V ∈ Ux gilt, dass es (c) fu¨r alle V,W ∈ Ux ein
Y ∈ Ux gibt mit Y ⊆ V ∩ W und dass (d) fu¨r alle Y ∈ Ux und alle y ∈ Y ein V ∈ Uy existiert mit
V ⊆ Y (vgl. [vQ76, Satz 2.16]).
Da offenbar x ∈ x + Mλ fu¨r alle λ ∈ 3 gilt, reicht es, (c) und (d) zu zeigen. Fu¨r (c) reicht es, dass fu¨r
λ, λ′ ∈ 3 ein µ ∈ 3 existiert mit x+Mµ ⊆ (x+Mλ)∩ (x+Mλ′). Dies ist aber fu¨r µ > λ und µ > λ′
erfu¨llt und solch ein µ existiert, weil 3 gerichtet ist. Behauptung (d) ist richtig, da fu¨r y ∈ x + Mλ
gilt, dass y + Mλ = x + Mλ ist.
ObH kommutativ ist, spielt hier u¨berhaupt keine Rolle. 
(1.2) Proposition (Eigenschaften von linearen Topologien, vgl. [Mat86, Kapitel 8])
Es seienH , M , 3 und {Mλ} wie in A.(1.1). Dann sind die Addition in M , das Bilden von Negativen
und die Operation jedes Elementes vonH auf M bezu¨glich der linearen Topologie stetig. Ist M = H
und sind die Mλ zweiseitige Ideale inH , so ist auch die Multiplikation als Abbildung H ×H → H
stetig (Produkttopologie aufH ×H ).
Die lineare Topologie ist genau dann hausdorffsch, wenn
⋂
λ∈3 Mλ = {0} ist.
Jede der Mengen x + Mλ ist offen und abgeschlossen, so dass die Quotiententopologie auf jedem
M/Mλ diskret ist.
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Ist N ⊆ M ein Teilmodul, dann ist die Teilraumtopologie gleich der linearen Topologie auf N , die
durch das System {N ∩ Mλ | λ ∈ 3} gegeben ist. Die Quotiententopologie auf M/N ist gleich der
linearen Topologie, die durch das System {(Mλ + N )/N | λ ∈ 3} gegeben ist. Sie ist genau dann
hausdorffsch, wenn N in M abgeschlossen ist.
Beweis: Vgl. [Mat86, Kapitel 8]. Zum Beweis der Stetigkeit reicht es jeweils, Stetigkeit in jedem
Punkt zu zeigen. Sind x, y ∈ M beliebig, dann folgt aus x ′ ∈ x + Mλ und y′ ∈ y + Mλ, dass
x ′+y′ ∈ x+y+Mλ ist. Also ist die Addition als Abbildung von M×M → M stetig (Produkttopologie
auf M×M). Ebenso ist−x ′ ∈ −x+Mλ und x ′h ∈ xh+Mλ fu¨r alle h ∈ H , da Mλ einH -Untermodul
von M ist. Also ist auch das Bilden von Negativen und die Operation jedes Elementes von H auf M
stetig.
Ist M = H und sind die Mλ zweiseitige Ideale inH , dann ist wegen (x +Mλ) · (y+Mλ) ⊆ xy+Mλ
auch die Multiplikation stetig, da Mλ ein zweiseitiges Ideal ist.
Offenbar la¨sst sich ein Punkt x ∈ M genau dann von der Null
”
trennen“, wenn eine Nullumgebung
Mλ existiert, so dass x /∈ Mλ ist, dann sind na¨mlich 0+ Mλ und x + Mλ disjunkt. Also ist die lineare
Topologie auf M genau dann hausdorffsch, wenn
⋂
λ∈3 Mλ = {0} ist.
Jede der Mengen x+Mλ ist offen, da mit jedem y ∈ x+Mλ auch y+Mλ ganz in x+Mλ enthalten ist.
Da das Komplement von x + Mλ aber die Vereinigung der anderen Nebenklassen von Mλ, also offen
ist, ist x + Mλ auch abgeschlossen fu¨r alle x ∈ M und alle λ ∈ 3. Also ist die Quotiententopologie
auf M/Mλ fu¨r alle λ ∈ 3 gleich der diskreten.
Ist N ⊆ M einH -Teilmodul, dann erfu¨llt das Mengensystem {N ∩ Mλ | λ ∈ 3} die Axiome fu¨r eine
lineare Topologie auf N . Wir nennen diese Topologie im Folgenden
”
lineare Topologie“, um sie von
der Teilraumtopologie zu unterscheiden.
Jede bezu¨glich der Teilraumtopologie offene Menge in N , die also Schnitt einer offenen Menge von
M mit N ist, ist auch in der linearen Topologie auf N offen. Also ist die lineare Topologie auf N
feiner als die Teilraumtopologie (oder gleich). Umgekehrt ist das nicht ganz so einfach zu sehen.
Wir zeigen zuna¨chst, dass der topologische Abschluss U einer Menge U ⊆ M bezu¨glich der linearen
Topologie gleich U ′ :=⋂λ∈3(U+Mλ) ist. Der Abschluss von U besteht aus allen Punkten x ∈ M , fu¨r
die in jeder Umgebung ein Punkt von U liegt. Da aber u ∈ x +Mλ genau dann gilt, wenn x ∈ u+Mλ
ist, folgt U ′ = U .
Ist eine Menge V ⊆ N nun offen in der linearen Topologie, dann ist U := N \ V abgeschlossen, es
gilt also U = U = ⋂λ∈3(U + (N ∩ Mλ)). Wir fassen nun U als Teilmenge von M auf und bilden
den topologischen Abschluss von U in M , also U ′ := ⋂λ∈3(U + Mλ). Dann ist U ′ abgeschlossen
bezu¨glich der linearen Topologie auf M . Aber weil U in N bezu¨glich der linearen Topologie abge-
schlossen ist und weil U + (N ∩ Mλ) = (U + Mλ) ∩ N fu¨r alle λ ∈ 3 gilt (U ist in N enthalten!),
ist U ′ ∩ N = U , also (M \ U ′) ∩ N = V . Damit ist V auch offen in der Teilraumtopologie und wir
haben gezeigt, dass die Teilraumtopologie mit der linearen Topologie u¨bereinstimmt.
Fu¨r die Quotiententopologie auf M/N sei zuna¨chst bemerkt, dass das Mengensystem {M ′λ | λ ∈ 3}
mit M ′λ := (Mλ + N )/N eine lineare Topologie auf M/N definiert, da aus Mλ ⊆ Mµ fu¨r beliebige
λ,µ ∈ 3 sofort Mλ + N ⊆ Mµ + N folgt. Eine Menge U ⊆ M/N ist genau dann offen in der
Quotiententopologie, wenn ihr Urbild unter der kanonischen Abbildung M  M/N offen bezu¨glich
der linearen Topologie auf M ist. Es sei U ⊆ M/N und U ′ das Urbild, dann ist fu¨r ein x ∈ U ′ genau
dann x +Mλ ⊆ U ′, wenn (x + N )+M ′λ ⊆ U ⊆ M/N ist, also stimmen die Quotiententopologie und
die lineare Topologie auf M/N u¨berein. Offenbar ist
⋂
λ∈3 M ′λ genau dann gleich {0 + N } ⊆ M/N ,
wenn
⋂
λ∈3 N + Mλ = N ist, also nach dem oben Gezeigten N in M abgeschlossen ist. 
(1.3) Definition/Proposition (Vervollsta¨ndigung, vgl. [Mat86, Kapitel 8])
Es sei H ein Ring, M ein H -Modul, 3 eine gerichtete Menge und {Mλ | λ ∈ 3} ein System von
Untermoduln mit Mλ ⊇ Mµ, wenn λ 6 µ. Die Vervollsta¨ndigung Mˆ von M ist der inverse Limes
lim←−M/Mλ des Systems {M/Mλ | λ ∈ 3} mit der folgenden Topologie: Jedes M/Mλ wird mit der
diskreten Topologie versehen, das direkte Produkt
∏
λ∈3 M/Mλ mit der Produkttopologie und Mˆ mit
der Teilraumtopologie in diesem Produkt. Diese Topologie ist eine lineare Topologie auf Mˆ , die durch
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das System der Kerne ker pµ der Projektionen pµ : lim←−M/Mλ → M/Mµ auf die Komponenten
des direkten Produkts gegeben ist. Die Vervollsta¨ndigung von Mˆ bezu¨glich dieser Topologie ist als
topologischer Modul isomorph zu Mˆ .
Die kanonische lineare Abbildung i : M → Mˆ , m 7→ (m+Mλ)λ∈3 ist stetig und das Bild i(M) liegt
dicht in Mˆ . Der Kern ker i von i ist gleich
⋂
λ∈3 Mλ, die Abbildung i ist also genau dann injektiv,
wenn die lineare Topologie auf M hausdorffsch ist.
Ein Modul M heißt vollsta¨ndig in der linearen Topologie bezu¨glich {Mλ | λ ∈ 3}, wenn die
Abbildung i ein Isomorphismus der topologischen Moduln M (lineare Topologie, siehe Definition
II.(1.1)) und Mˆ ist. Also ist Mˆ selbst vollsta¨ndig.
Ist M = H und sind die Mλ zweiseitige Ideale, dann ist die Vervollsta¨ndigung Hˆ ein Ring, da dann
alle M/Mλ Ringe sind und Mˆ der inverse Limes von Ringen ist.
Beweis: Vergleiche [Mat86, Kapitel 8]. Der Kern der Projektion pµ besteht aus allen Elementen xˆ =
(xλ)λ∈3 ∈ lim←−M/Mλ, fu¨r die xµ ∈ Mµ ist, ist also einH -Untermodul. Ist λ 6 µ, dann ist Mλ ⊇ Mµ,
und da xˆ im inversen Limes Mˆ liegt, folgt aus xµ ∈ Mµ sofort xλ ∈ Mλ, da xλ + Mλ das Bild
von xµ + Mµ unter der Restklassenvergro¨berung M/Mµ  M/Mλ ist. Also ist durch das System
{ker pλ | λ ∈ 3} eine lineare Topologie auf lim←−M/Mλ definiert.
Da jeder Faktor im direkten Produkt ∏λ∈3 M/Mλ mit der diskreten Topologie versehen ist, ist das
System der Mengen
Nx,µ :=
∏
λ 6=µ
M/Mλ × {x + Mµ} =
{
(xλ)λ∈3 ∈
∏
λ∈3
M/Mλ
∣∣ xµ = x} ,
wobei x durch M la¨uft und µ durch 3, eine Subbasis der Produkttopologie. Also sind die Schnitte
Nx,µ ∩ Mˆ eine Subbasis der Teilraumtopologie auf Mˆ .
Fu¨r ein xˆ = (xλ + Mλ)λ∈3 ∈ Mˆ gilt nun
xˆ + ker pµ = Nxµ,µ ∩ Mˆ .
Da aber die Mengen xˆ+ker pµ fu¨r xˆ ∈ Mˆ und µ ∈ 3 eine Basis der linearen Topologie auf Mˆ bilden,
stimmen beide Topologien u¨berein.
Da die Projektion pµ surjektiv ist, ist der Quotient Mˆ/ ker pµ isomorph zu M/Mµ. Konstruiert man
also die Vervollsta¨ndigung von Mˆ bezu¨glich der linearen Topologie, dann erha¨lt man wieder Mˆ . Al-
so ist Mˆ als topologischer H -Modul isomorph zu seiner Vervollsta¨ndigung bezu¨glich der linearen
Topologie.
Die kanonische lineare Abbildung i : M → Mˆ , die also m ∈ M als i(m) = (m+Mλ)λ∈3 einbettet, ist
stetig, da die Verkettung pµ ◦ j ◦ i von i mit der Inklusion j : Mˆ →∏M/Mλ der Vervollsta¨ndigung
ins direkte Produkt gefolgt von der Projektion pµ auf den Faktor M/Mµ stetig ist fu¨r alle µ (hier
benutzen wir wie in II.(3.4) die universellen Eigenschaften der Teilraum- bzw. der Produkttopologie).
Das Bild i(M) von i liegt dicht in Mˆ . Sind na¨mlich xˆ = (xλ)λ∈3 ∈ Mˆ und eine Umgebung xˆ+ker pµ
gegeben, dann liegt i(xµ) in dieser Umgebung von xˆ .
Alle anderen Aussagen folgen direkt. 
(1.4) Proposition (Vervollsta¨ndigung und Teilmoduln, vgl. [Mat86, Kapitel 8])
Die Bezeichnungen seien wie in Definition II.(3.1). Ist N ⊆ M ein Teilmodul, dann sind die Teil-
raumtopologie von N in M und die Quotiententopologie auf M/N lineare Topologien, gegeben durch
die Systeme {N ∩ Mλ | λ ∈ 3} bzw. {(Mλ + N )/N | λ ∈ 3}. Die folgenden Vervollsta¨ndigungen
sind jeweils mit diesen Topologien zu verstehen.
Die kurze, exakte Sequenz 0 → N → M → M/N → 0 induziert im inversen Limes die exakte
Sequenz 0→ Nˆ → Mˆ → M̂/N , wobei die letzte Abbildung surjektiv ist, wenn die Topologie eine
I -adische ist (I ein zweiseitiges Ideal in H ). Wir ko¨nnen also Nˆ als Untermodul von Mˆ auffassen.
Es ist Nˆ genau der topologische Abschluss von i(N ) in Mˆ .
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Außerdem istVervollsta¨ndigen ein Funktor: Sind M und M ′ mit linearen Topologien versehen, dann
gibt es zu jedem stetigen Homomorphismus f : M → M ′ genau einen stetigen Homomorphismus
fˆ : Mˆ → Mˆ ′, der mit den kanonischen Abbildungen M → Mˆ und M ′ → Mˆ ′ insofern vertra¨glich
ist, als das Diagramm M
f
//
i

M ′
i

Mˆ
fˆ
// Mˆ ′
kommutativ ist. Sind M und M ′ Ringe (und die Nullumgebungen fu¨r die lineare Topologie zweiseitige
Ideale, so dass Mˆ und Mˆ ′ ebenfalls Ringe sind) und ist f ein stetiger Ringhomomorphismus, dann ist
auch fˆ ein stetiger Ringhomomorphismus.
Beweis: Vgl. [Mat86, Kapitel 8]. Bereits in A.(1.2) wurde bewiesen, dass die lineare Topologie auf N
aus Proposition A.(1.4) gleich der Teilraumtopologie und die lineare Topologie auf M/N gleich der
Quotiententopologie ist.
Wir setzen Nλ := N ∩Mλ fu¨r alle λ ∈ 3. Fu¨r jedes λ ∈ 3 ist N/Nλ ein Untermodul von M/Mλ, also
bettet das direkte Produkt
∏
N/Nλ in das direkte Produkt
∏
M/Mλ ein und die Bedingung, im inver-
sen Limes lim←−N/Nλ bzw. lim←−M/Mλ zu sein, passt zusammen, so dass die Inklusion N ⊆ M also
eine Inklusion Nˆ ⊆ Mˆ induziert. Beide Vervollsta¨ndigungen sind nach A.(1.2) mit linearen Topolo-
gien versehen. Da der Kern der Projektion Nˆ → N/Nλ fu¨r alle λ jeweils gleich dem Schnitt des Kerns
der Projektion Mˆ → M/Mλ mit N ist, ist die lineare Topologie von Nˆ gleich der Teilraumtopologie,
die von der linearen Topologie auf Mˆ her kommt (man benutze wieder A.(1.2)). Insbesondere ist also
die Inklusionsabbildung Nˆ ↪→ Mˆ stetig.
Ein Element (xλ + Mλ)λ∈3 liegt genau dann in Nˆ , wenn es zu jedem xλ ein mλ ∈ Mλ gibt mit
xλ + mλ ∈ N . Zusammen mit den Argumenten in A.(1.2) zum topologischen Abschluss bei linearen
Topologien folgt deswegen, dass Nˆ gleich dem topologischen Abschluss N =⋂λ∈3(N +ker pλ) von
N in Mˆ ist, wobei pλ die Projektion von Mˆ auf M/Mλ ist.
Fu¨r M/N und seine Vervollsta¨ndigung seien die Mengen (Mλ + N ) jeweils mit Lλ bezeichnet. Die
Vervollsta¨ndigung von M/N ist also eine Teilmenge des direkten Produkts
∏
M/Lλ, da jeweils
(M/N )/(Lλ/N ) ∼= M/Lλ gilt. Die kanonische Abbildung M  M/N induziert nun auf jeder Kom-
ponente M/Mλ des direkten Produkts
∏
λ∈3 M/Mλ eine surjektive Abbildung nach M/Lλ. Setzt man
diese Abbildungen alle zusammen und schra¨nkt auf Mˆ ein, erha¨lt man eine Abbildung pi von Mˆ nach
M̂/N , da die Bedingung, im inversen Limes lim←−M/Lλ zu liegen, fu¨r Bilder von Elementen aus Mˆ
automatisch erfu¨llt ist. Der Kern von pi ist genau das Bild der Inklusion Nˆ ⊆ Mˆ , so dass also die
Sequenz aus der Proposition exakt ist. Die Abbildung pi ist allerdings nicht unbedingt surjektiv.
Ist andererseits die Indexmenge3 gleichN, dann ist pi surjektiv: Ist na¨mlich xˆ = (xi+L i )i∈N ∈ M̂/N ,
dann gilt fu¨r alle i ∈ N, dass xi+1 − xi ∈ L i = N + Mi ist. Also ko¨nnen wir induktiv durch y1 := x1
und yi := xi + ni fu¨r gewisse ni ∈ N ein yˆ = (yi )i∈N ∈ Mˆ finden, das ein Urbild von xˆ unter der
kanonischen Abbildung Mˆ  M̂/N ist.
Es sei nun M ′ ein zweiter H -Modul, der seinerseits mit einer linearen Topologie bezu¨glich des Sys-
tems {M ′γ | γ ∈ 0} von Untermoduln versehen ist. Weiter sei f : M → M ′ ein stetiger H -
Modulhomomorphismus. Dann existiert zu jedem γ ∈ 0 ein λ ∈ 3, so dass Mλ ⊆ f −1(M ′γ ) ist.
Wir setzen ϕγ : Mˆ → M ′/M ′γ als Verkettung der kanonischen Abbildung Mˆ  Mˆ/ ker pλ ∼= M/Mλ
mit der Abbildung M/Mλ → M ′/M ′γ , die durch f induziert ist. Die Abbildung ϕγ ha¨ngt nicht von
der Wahl von λ ab (solange Mλ ⊆ f −1(M ′γ ) ist, also λ
”
groß genug“). Außerdem passen die ϕγ
mit den Restklassenvergro¨berungen zusammen, fu¨r γ < δ kann man na¨mlich λ so groß wa¨hlen dass
Mλ ⊆ f −1(M ′γ )∩ f −1(M ′δ) = f −1(M ′δ) ist. Dann folgt, dass ϕγ = pi ◦ϕδ ist, wobei pi die Restklassen-
vergro¨berung M ′/M ′δ  M ′/M ′γ ist. Das System {ϕγ | γ ∈ 0} induziert dann eine eindeutige stetige
Abbildung fˆ : Mˆ → Mˆ ′, fu¨r die qγ ◦ fˆ = ϕγ fu¨r alle γ ist, wobei qγ : Mˆ ′  M ′/M ′γ die Projektion
ist. Nach Konstruktion gilt i ◦ f = fˆ ◦ i , wobei i fu¨r die beiden kanonischen Abbildungen M → Mˆ
und M ′ → Mˆ ′ steht. Da das Bild i(M) in Mˆ dicht liegt, ist fˆ durch i ◦ f = fˆ ◦ i und Stetigkeit
eindeutig bestimmt.
A.1. Vollsta¨ndigkeit und Heben von Idempotenten 127
Sind M und M ′ Ringe, die Nullumgebungen Mλ und M ′γ zweiseitige Ideale und f ein stetiger Ring-
homomorphismus, dann sind alle vorkommenden Abbildungen Ringhomomorphismen. 
Bemerkung: Was hier quasi
”
zu Fuß“ gezeigt wurde, entspricht der Tatsache, dass der inverse Limes
ein links-exakter Funktor von der Kategorie der inversen Systeme vonH -Moduln in eine Kategorie C
ist, in der die Objekte
”
H -Moduln u¨ber inversen Systemen“ sind. Ein solches Objekt ist einH -Modul
M zusammen mit einem inversen System von H -Moduln Iλ und Abbildungen pλ : M → Iλ. Die
Morphismen in dieser Kategorie sind Abbildungen zwischen den Moduln, die die Projektionen in die
inversen Systeme respektieren.
Wir wollen eine andere Mo¨glichkeit pra¨sentieren, mit der man die Vervollsta¨ndigung konstruieren
kann. Dazu beno¨tigen wir das Konzept des
”
Netzes“. Diese Definition und die Aussagen danach stehen
hier im Anhang, da sie fu¨r den weiteren Verlauf der Arbeit nicht beno¨tigt werden.
(1.5) Definition (Netz, vgl. [vQ76, 5B])
Es sei X ein topologischer Raum. Ein Netz in X ist dann eine gerichtete Menge 0 zusammen mit
einer Abbildung 0→ X . In Analogie zu Folgen bezeichnen wir ein solches Netz x dann mit (xγ )γ∈0.
Folgen sind spezielle Netze mit 0 = N.
Ein Netz (xγ )γ∈0 konvergiert gegen einen Punkt x ∈ X , wenn fu¨r jede Umgebung U von x ein
δ ∈ 0 existiert, so dass xγ ∈ U ist fu¨r alle γ > δ.
(1.6) Definition (Cauchy-Netz)
Es sei H ein Ring, M ein H -Modul, 3 eine gerichtete Menge und {Mλ | λ ∈ 3} ein System von
Untermoduln von M mit Mλ ⊇ Mµ, wenn λ 6 µ ist. Ein Netz (xγ )γ∈0 in M heißt Cauchy-Netz,
wenn fu¨r jedes λ ∈ 3 ein δ ∈ 0 existiert, so dass xγ − xγ ′ ∈ Mλ ist fu¨r alle γ, γ ′ > δ.
Bemerkung: Ist 0 = N, dann entspricht diese Definition der einer Cauchy-Folge in der linearen
Topologie.
(1.7) Proposition (Vollsta¨ndigkeit mit Cauchy-Netzen)
Es sei H ein Ring, M ein H -Modul, 3 eine gerichtete Menge und {Mλ | λ ∈ 3} ein System von
Untermoduln von M mit Mλ ⊇ Mµ, wenn λ 6 µ ist. Weiter sei ⋂λ∈3 Mλ = {0}, so dass also die
lineare Topologie auf M bezu¨glich {Mλ} hausdorffsch ist.
Dann ist M genau dann vollsta¨ndig im Sinne von II.(3.1), wenn jedes Cauchy-Netz in M gegen ein
Element von M konvergiert. Die Vervollsta¨ndigung Mˆ von M ist alsH -Modul isomorph zum Raum
der Cauchy-Netze in M mit Indexmenge 3 modulo der Cauchy-Netze in M mit Indexmenge 3, die
gegen 0 konvergieren.
Beweis: Es sei zuna¨chst die kanonische Inklusion i : M → Mˆ ein Isomorphismus topologischer
H -Moduln, also M vollsta¨ndig im Sinne von Definition II.(3.1), und (xγ )γ∈0 ein Cauchy-Netz in M .
Zu zeigen ist, dass (xγ )γ∈0 einen Grenzwert m ∈ M hat. Dazu betrachten wir folgendes Element
(mλ)λ∈3: Da (xγ )γ∈0 ein Cauchy-Netz ist, gibt es zu jedem λ ∈ 3 ein δ ∈ 0, so dass xγ − x ′γ ∈ Mλ
ist fu¨r alle γ, γ ′ ∈ 0 mit γ, γ ′ > δ(λ). Wir setzen mλ := xγ + Mλ fu¨r ein (und damit jedes)
γ > δ(λ). Dadurch ist (mλ)λ∈3 ein Element von Mˆ : Sind na¨mlich λ,µ ∈ 3 beliebig mit λ 6 µ
(also Mλ ⊇ Mµ) und pi : M/Mµ → M/Mλ die Restklassenvergro¨berung, so ist pi(mµ) = mλ,
denn pi(mµ) = pi(xγ + Mµ) = xγ + Mλ = mλ fu¨r alle γ ∈ 0 mit γ > δ(λ) und γ > δ(µ). Da
i ein Isomorphismus ist, gibt es ein m ∈ M mit i(m) = (mλ)λ∈3. Also gilt fu¨r jedes λ ∈ 3, dass
m + Mλ = mλ = xγ + Mλ fu¨r alle γ > δ(λ) ist. Damit ist gezeigt, dass (xγ )γ∈0 in M gegen m
konvergiert.
Es gelte nun in M , dass jedes Cauchy-Netz einen Grenzwert hat. Zu zeigen ist, dass die Inklusion
i : M → Mˆ (beachte⋂λ∈3 Mλ = {0}) surjektiv ist. Sei also (mλ)λ∈3 ∈ Mˆ beliebig. Dann wa¨hlen wir
ein Netz mit Indexmenge 3, indem wir fu¨r jedes λ einen beliebigen Nebenklassenvertreter yλ ∈ M
mit yλ + Mλ = mλ (Auswahlaxiom!) wa¨hlen. Dann ist (yλ)λ∈3 ein Cauchy-Netz: Fu¨r jedes λ ∈ 3
gilt na¨mlich fu¨r µ,µ′ ∈ 3 mit µ,µ′ > λ, dass yµ − yµ′ ∈ Mλ, weil (mλ)λ∈3 ∈ Mˆ ist. Also
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hat (yλ)λ∈3 einen Grenzwert m ∈ M . Fu¨r diesen gilt: Fu¨r jedes λ ∈ 3 existiert ein µ ∈ 3, so dass
yν ∈ m+Mλ ist fu¨r alle ν ∈ 3mit ν > µ. Wir wa¨hlen ohne Einschra¨nkung µ > λ und bezeichnen die
Restklassenvergro¨berung M/Mµ→ M/Mλ mit pi . Dann ist aber m+Mλ = yµ+Mλ = pi(yµ+Mµ) =
pi(mµ) = mλ. Also ist m ein Urbild von (mλ)λ∈3 unter i . Damit haben wir die Surjektivita¨t von i
gezeigt.
Das direkte Produkt
∏
λ∈3 M ist einH -Modul. Wir betrachten darin den Untermodul C der Cauchy-
Netze in M mit Indexmenge3 und darin den Untermodul N der Netze in M , die gegen 0 konvergieren.
Es ist zu zeigen, dass der Quotient C/N alsH -Modul isomorph zu Mˆ ist. Wir verzichten absichtlich
auf die Angabe einer Topologie auf C/N , siehe dazu die Bemerkung im Anschluss an diesen Beweis.
Wir konstruieren zuna¨chst eine Abbildung ϕ : Mˆ → C/N : Ist (mλ)λ∈3 ein beliebiges Element in Mˆ ,
dann ko¨nnen wir wie oben fu¨r jedes λ ∈ 3 zu mλ ∈ M/Mλ ein yλ ∈ M wa¨hlen mit yλ + Mλ = mλ.
Wir setzen dann
ϕ((mλ)λ∈3) := (yλ)λ∈3 + N ∈ C/N .
Offenbar ist (yλ)λ∈3 ein Cauchy-Netz, da fu¨r µ,µ′ ∈ 3 mit µ,µ′ > λ gilt, dass yµ − yµ′ ∈ Mλ ist.
Dies ergibt eine wohldefinierte Abbildung: Ist na¨mlich (y′λ)λ∈3 eine andere Wahl mit y′λ + Mλ = mλ,
dann ist (yλ − y′λ)λ∈3 ein Netz, das gegen Null konvergiert, also in N liegt. Offenbar ist ϕ ein H -
Modul-Homomorphismus.
Wir zeigen nun, dass ϕ injektiv ist: Sei na¨mlich ϕ((mλ)λ∈3) = (yλ)λ∈3 ein Netz in M , das gegen Null
konvergiert. Das bedeutet, dass fu¨r jedes λ ∈ 3 ein µ ∈ 3 existiert, so dass fu¨r alle ν > µ ∈ 3
gilt, dass yν ∈ Mλ ist. Wa¨hlen wir ν > λ, dann ist mν ∈ Mλ/Mν und damit mλ = 0 ∈ M/Mλ als
homomorphes Bild von mν + Mν unter Restklassenvergro¨berung. Da diese Argumentation fu¨r jedes
λ ∈ 3 gilt, ist (mλ)λ∈3 = 0.
Wir zeigen nun, dass ϕ surjektiv ist: Dazu konstruieren wir eine Abbildung ψ : C → Mˆ , so dass
ψ auf den Nebenklassen von N konstant ist. Sei na¨mlich (yλ)λ∈3 ein Cauchy-Netz in M . Wie oben
(Beginn des Beweises) finden wir ein (mλ)λ∈3, indem wir zu λ ∈ 3 ein µ(λ) ∈ 3 wa¨hlen (ohne
Einschra¨nkung sei µ(λ) > λ), so dass fu¨r alle ν, ν ′ > µ(λ) gilt, dass yν − yν′ ∈ Mλ ist, und setzen
mλ := yµ(λ) + Mλ und ψ((yλ)λ∈3) := (mλ)λ∈3. Diese Abbildung ist auf den Nebenklassen von N in
C konstant: Konvergiert na¨mlich die Differenz zweier Netze gegen 0, dann bekommt man fu¨r jedes
von beiden fu¨r alle λ auf diese Weise jeweils dasselbe mλ. Ist nun ϕ((mλ)λ∈3) = (y′λ)λ∈3 + N , also
y′λ + Mλ = mλ fu¨r alle λ ∈ 3, dann konvergiert das Netz (y′λ − yλ)λ∈3 gegen Null: Zu λ ∈ 3 wa¨hlen
wir µ(λ) ∈ 3 wie oben. Dann gilt fu¨r alle ν > µ(λ) > λ, dass y′ν − yν = (y′λ− yν)− (y′λ− y′ν) ∈ Mλ
liegt, denn mλ ist nach Konstruktion gleich yν +Mλ und y′λ+Mλ ist gleich mλ. Der andere Summand
y′λ − y′ν liegt in Mλ, da (y′λ)λ∈3 Bild unter ϕ des Elements (mλ)λ∈3 von Mˆ ist. Also ist (mλ)λ∈3 ein
Urbild von (yλ)λ∈3 unter ϕ. 
Bemerkungen:
• Versieht man das direkte Produkt ∏λ∈3 M mit der Produkttopologie, C mit der Teilraumtopo-
logie darin und C/N mit der Quotiententopologie, dann ist ϕ nicht offen! Die Offenheit von
ϕ ist na¨mlich a¨quivalent zur Stetigkeit der Umkehrabbildung von ϕ. Da C/N aber die Quo-
tiententopologie hat, ist diese genau dann stetig, wenn ψ stetig ist. Um die Stetigkeit von ψ
zu betrachten, verwenden wir die universelle Eigenschaft der Topologie von Mˆ (siehe Pro-
position II.(3.4)). Demnach ist ψ genau dann stetig, wenn fu¨r alle λ ∈ 3 die Abbildung
pλ ◦ j ◦ ψ : C → M/Mλ stetig ist (wir verwenden die Bezeichnungen aus II.(3.4)), wobei
M/Mλ die diskrete Topologie hat. Es reicht zu untersuchen, ob das Urbild von {0} ⊆ M/Mλ
offen in C ist. Dieses besteht aus allen Cauchy-Netzen, die
”
schließlich in Mλ“ liegen. Es gibt
aber keine offene Menge in der Produkttopologie von
∏
λ∈3 M , deren Schnitt mit C komplett
im Urbild von {0} ⊆ M/Mλ liegt, da offene Mengen im Produkt immer nur Vereinigungen von
Mengen sind, die kartesische Produkte sind, in denen fast alle Faktoren ganz M sind. Also ist
ψ nicht stetig und damit ist ϕ nicht offen. Diese Topologie auf C/N ist also offenbar nicht
”
die
richtige“!
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• In dieser Proposition kommt man in Wirklichkeit mit Folgen statt Netzen aus, solange jeder
Punkt eine abza¨hlbare Umgebungsbasis hat. Erst wenn die Indexmenge 3 keine kofinale Teil-
folge besitzt (das ist eine Abbildung f : N → 3 mit der Eigenschaft, dass fu¨r alle λ ∈ 3 ein
n ∈ N existiert mit f (n) > λ), hat in der linearen Topologie auf M nicht mehr jeder Punkt eine
abza¨hlbare Umgebungsbasis.
(1.8) Korollar (Vollsta¨ndigkeit bei der I-adischen Topologie)
Es sei H ein Ring, M ein H -Modul und I ein echtes, zweiseitiges Ideal in H mit
⋂
n∈N I n = {0}.
Dann spezialisiert die Vervollsta¨ndigung Mˆ aus Proposition II.(3.1) laut Proposition A.(1.7) zum
Raum der Cauchy-Folgen in M modulo der Nullfolgen. 
A.2 Nicht-diskrete Bewertungen auf Z[v]
Dieser Abschnitt bescha¨ftigt sich mit einem Teil der Fa¨lle aus Abschnitt III.(2.3), na¨mlich denjenigen,
in denen das Ho¨he-2-Primideal von der Primzahl ` und dem Erzeuger von q erzeugt wird. In diesen
Fa¨llen sind andere Beweise mo¨glich, die ein anderes Licht auf die Situation werfen. Deswegen ist
dieser Abschnitt fu¨r sich interessant, obgleich er fu¨r den weiteren Fortgang der Arbeit entbehrlich
wa¨re.
(2.1) Definition (Additive Bewertungen auf Q, vgl. [Mu¨l80, 10.1])
Es sei ` ∈ N eine Primzahl. Jedes Element 0 6= z ∈ Q kann eindeutig in der Form
z = `k · s
t
mit k, s ∈ Z, t ∈ N \ {0} und `, s, t paarweise teilerfremd
geschrieben werden. Wir definieren damit die `-adische Bewertung:
ν` : Q → Z ∪ {∞}
z 7→ k, falls z = `k · s
t
wie oben
0 7→ ∞
Wir nennen ν` die `-adische Bewertung von Q.
(2.2) Proposition (Eindeutige Fortsetzung von ν` auf Q[v]/ fQ[v], vgl. [Mu¨l80, 10.4 und 10.5])
Es sei ` ∈ N eine Primzahl und v eine Unbestimmte. Weiter sei f ein normiertes, irreduzibles Poly-
nom vom Grad n aus Z[v], dessen Bild unter der kanonischen Abbildung Z[v] → F`[v] irreduzibel
in F`[v] ist. Der Erweiterungsko¨rper Q[v]/ fQ[v] von Q sei mit K bezeichnet.
Dann gibt es genau eine Bewertung ν˜` : K → Z, die die `-adische Bewertung ν` von Q fortsetzt.
Diese ist durch die Formel
ν˜`
(
g + f Z[v]) := min {ν`(g0), . . . , ν`(gn−1)} mit g = n−1∑
i=0
givi und gi ∈ Z (A.1)
zuna¨chst als Bewertung auf R := Z[v]/ f Z[v] gegeben. Der Ring R ist aber ein Teilring von K mit
Quotientenko¨rper K , so dass ν˜` vermo¨ge Lemma II.(1.6).(v) auf K definiert ist.
Beweis: Da f als in Z[v] irreduzibles Polynom auch u¨berQ irreduzibel ist (Gaußsches Lemma, siehe
z.B. [Jac74, 2.16, Lemma 2]), ist K ein Erweiterungsko¨rper von Q. Die Menge
M := {g + fQ[v] ∈ Q[v]/ fQ[v]∣∣g ∈ Z[v]}
ist ein Teilring von Q[v]/ fQ[v]. Er ist isomorph zu R = Z[v]/ f Z[v], da die Verkettung der Inklu-
sion Z[v] ↪→ Q[v] mit der kanonischen Projektion Q[v]  Q[v]/ fQ[v] als Kern f Z[v] hat (ein
ganzzahliges Polynom g la¨sst sich ganzzahlig mit Rest durch f teilen, weil f normiert ist). Damit ist
R ein Integrita¨tsbereich.
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Wir definieren nun ν˜` zuna¨chst auf R ∼= Z[v]/ f Z[v] durch Gleichung A.1. Dies geht, da jede Ne-
benklasse g + f Z[v] ein eindeutiges g ∈ Z[v] vom Grad kleiner als n entha¨lt. Wir haben dadurch
zuna¨chst eine Funktion auf R mit Werten in Z ∪ {∞} definiert, die ν` fortsetzt (ganze Zahlen werden
als konstante Polynome eingebettet).
Offenbar ist ν˜`(g + f Z[v]) genau dann gleich∞, wenn g + f Z[v] = 0+ f Z[v] ist. Außerdem erbt
ν˜` die Minimumsungleichung von ν`:
ν˜`
(
(g + f Z[v])+ (g′ + f Z[v])) > min {ν˜`(g + f Z[v]), ν˜`(g′ + f Z[v])} .
Es bleibt die Multiplikativita¨t zu zeigen. Dazu betrachten wir zuna¨chst zwei Polynome g, g′ ∈ Z[v]
vom Grad kleiner n mit ν˜`(g + f Z[v]) = 0 = ν˜`(g′ + f Z[v]) bei denen also jeweils mindestens ein
Koeffizient nicht durch ` teilbar ist. Wir wollen ν˜`(g ·g′+ f Z[v]) = 0 zeigen. Da aber R isomorph zu
Z[v]/ f Z[v] ist und `+ f Z[v] in diesem Ring ein Primideal erzeugt (vergleiche Proposition III.(1.2)),
folgt, dass ν˜`(g · g′+ f Z[v]) nicht gro¨ßer als 0 ist, da sonst g+ f Z[v] und g′+ f Z[v] zwei Elemente
in R \ `R wa¨ren, deren Produkt in `R wa¨re. Man beachte, dass man hier nicht direkt das Gaußsche
Lemma benutzen kann, da ν˜(g · g′ + f Z[v]) definiert ist, indem man g · g′ mit Rest durch f teilt und
auf den Rest Gleichung A.1 anwendet.
Damit folgt: Wenn ν˜`(g + f Z[v]) = i und ν˜`(g′ + f Z[v]) = j ist, dann gilt ν˜`(`−i g + f Z[v]) = 0
und ν˜`(`− j g′ + f Z[v]) = 0 und deswegen ist ν˜`(g · g′ + f Z[v]) = i + j . Also ist ν˜` eine Bewertung
auf R, die ν`|Z fortsetzt. Da man aber jedes Polynom aus Q[v] als Quotient eines Polynoms aus Z[v]
und einer ganzen Zahl schreiben kann, ist der Quotientenko¨rper von R gleich K . Also ko¨nnen wir ν˜`
mit Lemma II.(1.6).(v) auf K fortsetzen.
Die Eindeutigkeit wird im Folgenden nicht verwendet, so dass wir hier nur die Beweisidee angeben.
Da f bei Reduktion modulo ` irreduzibel bleibt, ist f auch u¨ber der `-adischen Vervollsta¨ndigungQ`
irreduzibel (der Restklassenko¨rper bleibt bei Vervollsta¨ndigung gleich und man kann das Henselsche
Lemma benutzen). Deswegen gibt es nach [Jac89, Theorem 9.14] genau eine Fortsetzung von ν` auf
Q[v]/ fQ[v]. 
Bemerkung: Im Weiteren schreiben wir ν˜(h + f Z[v]) auch fu¨r Polynome h ∈ Z[v], deren Grad
gro¨ßer als der von f ist. Deren Wert ist dann zu bestimmen, indem man h mit Rest durch f divi-
diert und Gleichung A.1 auf den Rest anwendet. Nichtsdestotrotz ist hiermit bewiesen, dass ν˜ eine
Bewertung auf Q[v]/ fQ[v] ist.
(2.3) Theorem (Fortsetzung von ν` auf Q(v))
Es sei ` ∈ N eine Primzahl und v eine Unbestimmte. Weiter sei p = `Z[v] + f Z[v] das von f und
` erzeugte Ho¨he-2-Primideal von Z[v], wobei f ein normiertes, irreduzibles Polynom aus Z[v] vom
Grad n ist, dessen Bild unter der kanonischen Abbildung Z[v] → F`[v] irreduzibel in F`[v] ist.
Dann gibt es eine (nicht-diskrete) Bewertung ν : Q(v)→ Z × Z ∪ {∞} auf Q(v), die die `-adische
Bewertung ν` auf Q fortsetzt, so dass das maximale Ideal des Bewertungsrings u¨ber p liegt.
Bemerkungen:
• Die abelsche Gruppe Z × Z sei lexikographisch geordnet: (a, b) > (a′, b′), wenn entweder
a > a′ ist oder a = a′ und b > b′ gilt.
• Die rationalen Zahlen Q seien als Konstanten in Q(v) eingebettet.
• Die ganzen Zahlen Z seien durch z 7→ (0, z) nach Z× Z (als geordnete Gruppe) eingebettet.
•
”
Fortsetzung“ von ν` ist im Sinne dieser beiden Einbettungen zu verstehen.
• Der Bewertungsring von ν sei mitO := {x ∈ Q(v)∣∣ν(x) > 0} bezeichnet und sein maximales
Ideal mit m := {x ∈ Q(v)∣∣ν(x) > 0}.
• Der Ausdruck
”
m liegt u¨ber p“ bedeutet, dass Z[v] ∩m = p ist.
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Beweis: Wegen Lemma II.(1.6).(v) reicht es, ν auf Z[v] festzulegen. Sei also 0 6= g ∈ Z[v]. Dann
kann man g durch Division mit Rest (beachte, dass f normiert ist!) eindeutig in der folgenden Form
schreiben: g(v) = f k · (g0 + g1 f ) mit k ∈ N ∪ {0} sowie gi ∈ Z[v] mit g0 6= 0 und deg(g0) <
deg( f ). Wir setzen ν(g) := (k, ν˜`(g0 + f Z[v])) und ν(0) := ∞, wobei ν˜` die Fortsetzung von ν` auf
Q[v]/ fQ[v] aus Lemma A.(2.2) ist. Dies setzt ν` im obigen Sinne fort.
Offenbar ist ν(g) = ∞ dann und nur dann, wenn g = 0 ist. Zum Beweis der anderen beiden Eigen-
schaften einer Bewertung sei g wie oben und h = f j · (h0 + h1 f ) mit j ∈ N ∪ {0} sowie hi ∈ Z[v]
mit h0 6= 0 und deg(h0) < deg( f ) geschrieben.
Da f normiert und irreduzibel ist, ist das von f erzeugte Ideal ein Primideal und damit f ein Primele-
ment in Z[v]. Also ist das Produkt zweier Polynome g0 und h0, die vom Grad kleiner als f sind, nicht
durch f teilbar. Dies beweist, dass die erste Komponente von ν(gh) gleich derjenigen von ν(g)+ν(h)
ist. Fu¨r die zweite Komponente verwendet man, dass ν˜` nach Lemma A.(2.2) eine Bewertung auf
Z[v]/ f Z[v] ist, dass also ν˜`(g0h0 + f Z[v]) = ν˜`(g0 + f Z[v])+ ν˜`(h0 + f Z[v]) ist.
Wir zeigen nun ν(g + h) > min{ν(g), ν(h)}:
Es ist ν(g) = (k, ν˜`(g0 + f Z[v])) und ν(h) = ( j, ν˜`(h0 + f Z[v]). Ohne Beschra¨nkung der Allge-
meinheit sei ν(g) > ν(h), also entweder k > j , oder k = j und ν˜`(g0 + f Z[v]) > ν˜`(h0 + f Z[v]).
Im ersten Fall ist ν(g + h) = ( j, ν˜`(h0 + f Z[v])) = ν(h). Im zweiten Fall ist entweder g + h durch
f k+1 teilbar (wenn g0 = −h0 ist), oder es gilt
ν(g + h) = ( j, ν˜`(g0 + h0 + f Z[v])) > ( j,min{ν˜`(g0 + f Z[v]), ν˜`(h0 + f Z[v])})
= ( j, ν˜`(h0 + f Z[v])) = ν(h).
Damit ist gezeigt, dass ν eine Bewertung auf Z[v] ist und somit nach Lemma II.(1.6).(v) eine eindeu-
tige Fortsetzung auf Q(v) besitzt. Die Wertegruppe von ν ist offenbar nicht zyklisch, also ist ν nicht
diskret.
Es bleibt zu zeigen, dass m u¨ber p liegt: Es gilt fu¨r jedes Element g = ` · x + f · y ∈ p mit
x, y ∈ Z[v], dass ν(g) > min{ν(`x), ν( f y)} > min{ν(x)+ (0, 1), ν(y)+ (1, 0)} > (0, 0) ist, da Z[v]
im Bewertungsring O liegt. Also gilt p ⊆ Z[v] ∩ m. Andererseits ist p ein maximales Ideal in Z[v]
und 1 /∈ Z[v] ∩m wegen ν`(1) = 0. Also ist das Primideal Z[v] ∩m gleich p. 
Wir wollen in dieser Situation Aussagen u¨ber den Restklassenko¨rper des Bewertungsrings treffen. Sie
sind im folgenden Lemma enthalten:
(2.4) Lemma (Isomorphie von Restklassenko¨rpern)
Es sei A := Z[v, v−1] der Ring der Laurent-Polynome mit Koeffizienten in Z und p := `A + f A
ein Primideal der Ho¨he zwei, wobei ` ∈ N eine Primzahl und f ein normiertes, irreduzibles Polynom
ungleich v vom Grad n mit Koeffizienten in Z ist, dessen Bild unter der kanonischen Abbildung
Z[v] → F`[v] irreduzibel in F`[v] ist (siehe Korollar III.(1.3)). Die Lokalisierung Ap von A bei p sei
mit O, das maximale Ideal von O ebenfalls mit p und der Restklassenko¨rper mit k bezeichnet.
Es sei K := Q(v) der Quotientenko¨rper von A und ν : K → Z × Z ∪ {∞} die nicht-diskrete
Bewertung auf K , die in Theorem A.(2.3) definiert wurde. Es sei O˜ der zugeho¨rige Bewertungsring.
Es ist dann ν(x) > (0, 0) fu¨r alle x ∈ O und p = radO = {x ∈ O ∣∣ ν(x) > (0, 0)}, da ν( f ) = (1, 0)
und ν(`) = (0, 1) ist.
Weiter induziert die Inklusion i : O ↪→ O˜ einen Isomorphismus der Restklassenko¨rper k = O/p und
O˜/ rad O˜.
Beweis: Nach Konstruktion in Theorem A.(2.3) nimmt ν auf Z[v] und damit auf A nur Werte gro¨ßer
oder gleich (0, 0) an, da ν(v) = (0, 0) ist, und es ist `A + f A = {x ∈ A | ν(x) > (0, 0)}. Da O die
Lokalisierung von A bei diesem Primideal ist, folgt sofort, dass ν(x) > (0, 0) ist fu¨r alle x ∈ O und
dass p = {x ∈ O | ν(x) > (0, 0)} das maximale Ideal von O ist.
Aus p = radO = {x ∈ O ∣∣ ν(x) > (0, 0)} folgt, dass i einen injektiven Homomorphismus des
Restklassenko¨rpers O/p nach O˜/ rad O˜ induziert. Um zu zeigen, dass dieser surjektiv ist, mu¨ssen wir
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zu jedem Element x ∈ O˜ mit ν(x) = (0, 0) ein Element y ∈ O angeben, so dass ν(x− y) > (0, 0) ist.
Das Element x la¨sst sich, wie jedes Element von K = Q(v) = Quot(Z[v]), als ein Quotient zweier
Polynome g und h aus Z[v] schreiben, wobei wir annehmen ko¨nnen, dass x
”
vollsta¨ndig geku¨rzt“ ist,
dass also insbesondere nicht sowohl g als auch h durch f teilbar sind. Wegen ν(g/h) = (0, 0) ist
ν(g) = ν(h), also sind g und h beide nicht durch f teilbar.
Es ist ν˜`(v + f Z[v]) = 0 (siehe Proposition A.(2.2)) und damit gilt auch fu¨r jedes ganzzahlige
Polynom q in v, dass ν˜`(q + f Z[v]) > (0, 0) ist. Deswegen ist ν(g) = ν(h) von der Form (0, z) mit
einem 0 6 z ∈ Z, fu¨r das z = ν˜`(h + f Z[v]) ist (Erinnerung: dies ist definiert, indem man den Rest
von h bei Division durch f betrachtet). Wenn h nicht im von f und ` erzeugten Primideal von Z[v]
liegt, dann ist g/h in O, und wir sind fertig mit y = x . Sonst ist h von der Form h = `a + f b mit
zwei Polynomen a, b ∈ Z[v], wobei a ohne Beschra¨nkung der Allgemeinheit nicht durch f teilbar
ist. In diesem Fall ersetzen wir g/h durch g/(`a), was mo¨glich ist, da
ν
(g
h
− g
`a
)
= ν
(
g
h
− g
h − f b
)
= ν
(
g(h − f b)− gh
h(h − f b)
)
= ν
(
g f b
h`a
)
= ν(g)+ ν( f )+ ν(b)− ν(h)− ν(`a) = ν( f )+ ν(b)− ν(`a) > (0, 0)
ist (man beachte, dass ν(`a) < (1, 0) ist, da a nicht durch f teilbar ist, und damit ν( f ) > ν(`a)) ist.
Es folgt, dass ν(g/(`a)) = (0, 0) ist, da ν(g/h) = (0, 0) ist (vgl. Lemma II.(1.6).(iii)).
Teilt man g mit Rest durch f , kann man es in der Form c+ f d schreiben mit ganzzahligen Polynomen
c und d mit deg(c) < deg( f ). Hier kann man wieder g/`a durch c/`a ersetzen, da
ν(g/(`a)− c/(`a)) = ν(( f d)/(`a)) > (0, 0)
ist.
Wieder ist ν(g) = ν(c) = ν(`a), weil ν(g/(`a)) = ν(c/(`a)) = (0, 0) ist. Deswegen ist das ganz-
zahlige Polynom c durch ` teilbar und man kann ku¨rzen. Dies funktioniert, bis alle Faktoren ` geku¨rzt
sind. Dann ist der entstehende Bruch in O. Damit ist die Behauptung gezeigt. 
A.3 Existenz von ganzzahligen Darstellungen
Dieser Abschnitt diskutiert Resultate, die fu¨r die Darstellungstheorie von Ordnungen u¨ber dem Ring
Z[v, v−1] relevant sind. Etwas allgemeiner wird die Existenz von
”
ganzzahligen“ Darstellungen fu¨r
Ordnungen u¨ber regula¨ren, lokalen Ringen der Dimension kleiner oder gleich 2 behandelt. Dabei
kommen homologische Methoden und Begriffe aus der kommutativen Algebra bzw. algebraischen
Geometrie zum Einsatz. Die grundlegenden Definitionen werden kurz wiederholt.
In diesem Abschnitt lassen wir im Symbol fu¨r Homomorphismen-Mengen den Index durchga¨ngig
weg, wenn klar ist, welcher Grundring benutzt wird.
(3.1) Lemma (Hom(M, N) ist endlich erzeugt)
Ist O ein kommutativer, noetherscher Ring und sind M und N endlich erzeugte O-Moduln, dann ist
Hom(M, N ) ein endlich erzeugter O-Modul.
Beweis: Es sei piM : FM → M ein surjektiver Homomorphismus eines freien O-Moduls FM auf M ,
wobei FM den endlichen Rang m habe. Weiter sei piN : FN → N ein ebensolcher fu¨r N , wobei FN
den endlichen Rang n habe. Dann ist Hom(FM , FN ) ∼= Mm×n(O) endlich erzeugt.
Da FM projektiv und piN surjektiv ist, gibt es zu jedem ϕ : M → N ein ϕ˜ : FM → FN , so dass das
Diagramm
FM
ϕ˜
//
piM

FN
piN

M ϕ // N
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kommutativ ist und piN ◦ ϕ˜ auf kerpiM verschwindet. Umgekehrt induziert jedes ϕ˜ ∈ Hom(FM , FN ),
fu¨r das piN ◦ ϕ˜ auf kerpiM verschwindet, einen Homomorphismus ϕ : M → N . Dies definiert einen
O-Modulhomomorphismus von{
ϕ˜ ∈ Hom(FM , FN )
∣∣∣piN ◦ ϕ˜∣∣kerpiM = 0}
auf Hom(M, N ). Also ist Hom(M, N ) als Faktormodul eines Untermoduls des endlich erzeugten
Moduls Hom(FM , FN ) selbst endlich erzeugt, da O noethersch ist. 
(3.2) Definition (M-regula¨re Folge vgl. [Mat86, Kapitel 6])
Es sei O ein kommutativer Ring und M ein O-Modul. Ein Element a ∈ O heißt M-regula¨r, wenn
ma 6= 0 fu¨r alle 0 6= m ∈ M gilt. Eine Folge (a1, a2, . . . , an) von Elementen von O heißt M-regula¨r,
wenn gilt:
(i) a1 ist M-regula¨r, a2 ist M/Ma1-regula¨r, . . . und an ist M/
∑n−1
i=1 Mai -regula¨r, und
(ii) M 6=∑ni=1 Mai .
Eine M-regula¨re Folge (a1, a2, . . . , an) heißt maximal, wenn kein Element b ∈ O existiert, so dass
die Folge (a1, a2, . . . , an, b) auch noch M-regula¨r ist.
(3.3) Definition (Tiefe, vgl. [Mat86, 16.7])
Es seiO ein kommutativer, noetherscher Ring, I ein Ideal inO und M ein endlich erzeugterO-Modul
mit M 6= M I . Dann heißt
depth(I,M) := n, mit ExtiO(O/I,M) = 0 fu¨r i = 0, 1, . . . , n − 1 und ExtnO(O/I,M) 6= 0
die I-Tiefe von M. Ist M = M I , dann setzen wir depth(I,M) := ∞. Ist O lokal mit maximalem
Ideal m, dann ist depthO := depth(m,O) und depth M := depth(m,M) die Tiefe von M .
(3.4) Theorem (Tiefe und maximale regula¨re Folgen vgl. [Mat86, 16.7])
Es sei O ein kommutativer, noetherscher Ring, I ein Ideal von O und M ein endlich erzeugter O-
Modul mit M 6= M I . Es sei n := depth(I,M). Dann ist jede maximale M-regula¨re Folge von
Elementen aus I von der La¨nge n.
Beweis: Siehe [Mat86, 16.7]. 
Bemerkung: Damit ha¨tte man die Tiefe depth(I,M) auch als maximale La¨nge einer M-regula¨ren
Folge von Elementen aus I definieren ko¨nnen.
(3.5) Theorem (Auslander-Buchsbaum, vgl. [Mat86, 19.1])
Es sei O ein kommutativer, noetherscher, lokaler Ring und M 6= 0 ein endlich erzeugter O-Modul.
Weiter sei die projektive Dimension proj dim M endlich. Dann gilt:
proj dim M + depth M = depthO .
Beweis: Siehe [Mat86, 19.1]. 
(3.6) Proposition (Auslander-Goldman, vgl. [AG60, 4.7])
Es sei O ein kommutativer, noetherscher, lokaler Ring und M und N endlich erzeugte O-Moduln, so
dass Hom(M, N ) 6= 0 ist.
Fu¨r i = 1, 2 gilt dann: Ist depth N > i , dann ist auch depth Hom(M, N ) > i .
Beweis: Es sei x ∈ O keine Einheit und N -regula¨r. Dann ist
0 // N ·x // N // N/N x // 0
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eine kurze, exakte Sequenz mit N/N x 6= 0, da mit dem Nakayama-Lemma aus x ∈ radO und
N x = N (und damit N · rad(O) = N ) folgen wu¨rde, dass N = 0 ist. Wendet man den links-exakten,
kovarianten Hom-Funktor Hom(M,−) an, so erha¨lt man daraus die kurze, exakte Sequenz
0 // Hom(M, N ) ·x // Hom(M, N ) // Hom(M, N/N x) . (∗)
Das Element x ist also Hom(M, N )-regula¨r. Es bleibt zu zeigen, dass Hom(M, N ) · x 6= Hom(M, N )
ist. Da aber Hom(M, N ) nach Lemma A.(3.1) mit M und N endlich erzeugt ist, kann man wie oben
schließen:
Wenn Hom(M, N )·x = Hom(M, N )wa¨re, dann folgte wegen x ∈ radO aus dem Nakayama-Lemma,
dass Hom(M, N ) = 0 wa¨re, im Widerspruch zur Voraussetzung. Also ist depth Hom(M, N ) > 1.
Im Fall depth N > 2 sei nun zusa¨tzlich y ein N/N x-regula¨res Element, das keine Einheit ist. Dann
folgt genau wie eben, dass y auch Hom(M, N/N x)-regula¨r ist.
An der Sequenz (∗) sieht man aber, dass Hom(M, N )/(Hom(M, N ) · x) ein nicht-verschwindender
Untermodul von Hom(M, N/N x) ist. Damit ist y erst recht Hom(M, N )/(Hom(M, N ) · x)-regula¨r
und fu¨r depth Hom(M, N ) > 2 bleibt nur noch zu zeigen, dass
Hom(M, N ) · x + Hom(M, N ) · y 6= Hom(M, N )
ist: Da aber x und y in radO liegen, greift wieder dasselbe Argument mit dem Nakayama-Lemma. 
Bemerkung: Fu¨r ho¨here Tiefen von N funktioniert diese Beweisidee nicht mehr, da man zwar noch
zeigen ko¨nnte, dass ein Element z ∈ O, das kein Nullteiler von N/(N x + N y) ist, auch kein Null-
teiler von Hom(M, N/(N x + N y)) ist, aber Hom(M, N )/(Hom(M, N )x + Hom(M, N )y) darin im
Allgemeinen kein Teilmodul mehr ist.
(3.7) Korollar (Projektivita¨t dualer Moduln, vgl. [AG60, Korollar zu Proposition 4.7])
Es sei O ein kommutativer, regula¨rer, lokaler Ring der Dimension kleiner oder gleich 2 und M 6= 0
ein endlich erzeugter O-Modul, fu¨r den der duale Modul M∗ := Hom(M,O) 6= 0 ist. Dann ist M∗
ein O-projektiver Modul. Wenn M also reflexiv ist (M = M∗∗), dann ist M selbst projektiv.
Bemerkung: Ist M projektiv, dann ist M auch frei (O ist lokal, siehe z.B. [Mat86, 2.5]), also folgt
M = M∗∗. Ein O-Modul M wie oben ist demnach genau dann reflexiv, wenn er projektiv ist.
Beweis: Da O regula¨rer, lokaler Ring ist, ist O per definitionem noethersch. Außerdem folgt mit
[Kun85, V.5.15] die Gleichung depthO = dimO. Dann ist nach Proposition A.(3.6) auch
depth Hom(M,O) > depthO.
Mit [Mat86, 19.2] folgt, dass proj dim M < ∞ ist, also gilt nach dem Theorem von Auslander und
Buchsbaum (siehe Theorem A.(3.5)), dass
proj dim Hom(M,O) = 0
und damit Hom(M,O) projektiv ist. 
(3.8) Lemma (Kern der Evaluationsabbildung N → N∗∗)
Es sei O ein noetherscher Integrita¨tsbereich mit Quotientenko¨rper K und N ein endlich erzeugter
O-Modul. Dann definiert
e : N −→ N ∗∗ = Hom(Hom(N ,O),O)
n 7−→ (ϕ 7→ ϕ(n))
die sogenannte Evaluationsabbildung e. Der Kern von e ist der Torsionsmodul von N . Ist N also tor-
sionsfrei, dann ist e injektiv und geht bei Konstantenerweiterung zu K in einen Isomorphismus u¨ber.
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Beweis: Es sei j der O-Modulhomomorphismus j : N → K ⊗
O
N , n 7→ 1K ⊗ n. Jedes Torsionsele-
ment n ∈ N wird offenbar unter e auf 0 abgebildet: Aus nx = 0 mit x 6= 0 folgt 0 = ϕ(nx) = ϕ(n)x
und damit ϕ(n) = 0 fu¨r alle ϕ. Ist n ∈ N kein Torsionselement, dann ist j (n) = 1K ⊗ n 6= 0 im
K -Vektorraum K ⊗
O
N . Also gibt es eine K -Linearform von K ⊗
O
N nach K , die auf 1K ⊗ n nicht ver-
schwindet. Diese kann man mit einem Element von O multiplizieren, so dass sie auf den j-Bildern
eines (endlichen) Erzeugendensystems von N Werte in O annimmt. Die Verkettung dieses Vielfa-
chen mit j ist also ein O-Modulhomomorphismus ϕ ∈ Hom(N ,O), der auf n nicht verschwindet,
und e(n) ist ungleich 0. Ist N torsionsfrei, dann ist e also injektiv. Erweitert man die Konstanten zu
K , dann erha¨lt man K ⊗
O
N und K ⊗
O
N ∗∗ ∼= HomK (HomK (K ⊗
O
N , K ), K ) und e wird zu idK ⊗
O
e, der
Evaluationsabbildung des K -Vektorraums K ⊗
O
N . Also ist idK ⊗
O
e ein Isomorphismus. 
(3.9) Proposition (Existenz von O-Formen, vgl. [DPS98, Proposition (1.1.1)])
Es sei O ein regula¨rer, lokaler Ring der Dimension kleiner oder gleich 2 mit Quotientenko¨rper K und
H eine O-Ordnung mit Konstantenerweiterung KH . Weiter sei M ein endlich erzeugter KH -Modul.
Dann gibt es einH -Gitter M˜ ⊆ M , so dass M = K ⊗
O
M˜ ist.
Beweis: Es sei (m1,m2, . . . ,mn) ein Erzeugendensystem von M und (b1, b2, . . . , bm) eine Basis von
H . Dann ist das O-Erzeugnis N von
{
mi bj
∣∣ i ∈ {1, . . . , n} und j ∈ {1, . . . ,m}} ein H -Untermodul
von M , dessen Konstantenerweiterung zu K ganz M ist.
Der O-Teilmodul N des K -Vektorraums M (aufgefasst als O-Modul) ist O-torsionsfrei, also ist die
natu¨rliche Einbettung von N in sein Bidual N ∗∗ durch die Evaluationsabbildung injektiv und nach
Konstantenerweiterung zu K ein Isomorphismus (siehe Lemma A.(3.8), nach [Mat86, 14.3] ist O ein
Integrita¨tsbereich). Deswegen ko¨nnen wir den O-Modul N ∗∗ ⊆ K ⊗
O
N ∗∗ ∼= K ⊗
O
N = M mit einem
O-Untermodul M˜ von M identifizieren und es gilt K ⊗
O
M˜ = M .
Wegen Korollar A.(3.7) ist N ∗∗ ∼= M˜ ein O-projektiver (also O-freier)H -Modul. 
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Bezeichnungsindex
Die folgenden Buchstaben werden in der Regel so verwendet:
A, R Ringe
B Basen
χ , ρ Charaktere
e, f Idempotente
G Gruppe
H ,H ′ A-Algebra oder O-Algebra
I Ideal in einer Algebra
K Quotientenko¨rper von A bzw. O
k Restklassenko¨rper
` rationale Primzahl
λ Partitionen VI.(3.2)
M , N (Rechts-)Moduln
m, p, q Ideale in kommutativen Ringen
ν Bewertung II.(1.5)
O, O′ lokale Ringe, ha¨ufig Bewertungsringe
pi surjektiver Homomorphismus, Projektion
S Coxeter-Erzeugendensystem
τ Spurform IV.(1.3)
ϕ, ψ Homomorphismen
v Unbestimmte
W Coxetergruppe
Symbole:
∅ leere Menge
⊆ ist enthalten in
⊇ entha¨lt
( ist echt enthalten in
) entha¨lt echt
◦ Verkettung von Abbildungen I.(1.1)
	 kommutatives Diagramm
↪→ injektive Abbildung
⊗
O
Tensorprodukt u¨ber O
 surjektive Abbildung
∼= Isomorphie
≡ Kongruenz∥∥− ∥∥ Norm II.(2.1)
(−|−) Bilinearform
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〈−|−〉 Paarung zwischen K0(H) und R0(H) V.(1.12)∏
Produkt, bei Moduln direktes Produkt∐
Koprodukt, bei Moduln direkte Summe⊕
direkte Summe von Moduln
〈−〉A A-Erzeugnis
∞ Wert
”
unendlich“ bei Bewertungen II.(1.5)
⊕ direkte Summe
G ist Ideal in
1H Einselement der AlgebraH
ϕ−1(N ) volles Urbild der Menge N unter ϕ
(A, K ,G, ν,O) Bewertungssystem II.(1.8)
Ap Lokalisierung des Rings A beim Primideal p
a(w) a-Wert des Elements w VI.(5.3)
(Bw)w∈W Basis, indiziert durch W
(B∨w)w∈W duale Basis zur Basis (Bw)w∈W IV.(1.2)
bzw. beziehungsweise
C Menge der komplexen Zahlen
cχ Schur-Element zum Charakter χ VI.(4.1)
(Cw)w∈W Kazhdan-Lusztig-Basis VI.(5.1)
(C ′w)w∈W gestrichene Kazhdan-Lusztig-Basis VI.(2.4)
C(i, j, s, t) Siehe Kapitel IV IV.(3.7)
D Menge der Duflo-Involutionen VI.(5.3)
(Dw)w∈W duale Basis der Kazhdan-Lusztig-Basis VI.(5.2)
(D′w)w∈W duale Basis der gestrichenen Kazhdan-Lusztig-Basis VI.(2.14)
Dλ einfacher Modul fu¨r Iwahori-Hecke-Algebra Typ A VI.(3.4)
DL(s, t) Definitionsbereich der Links-Sternoperation zu {s, t} VI.(3.16)
DR(s, t) Definitionsbereich der Rechts-Sternoperation zu {s, t} VI.(3.16)
d F ′F Konstantenerweiterung R0(H)→ R0(F ′H) V.(1.16)
dθ Zerlegungsabbildung zur Spezialisierung θ V.(2.2)
depth(I,M) Tiefe eines Moduls M bezu¨glich eines Ideals I A.(3.3)
det M Determinante der Matrix M
δx,y Kronecker-Symbol
Ed d-reihige Einheitsmatrix
eF
′
F Konstantenerweiterung K0(H)→ K0(F ′H) V.(1.17)
eθ Klebeabbildung zur Spezialisierung θ V.(3.1)
emb dim A Einbettungsdimension II.(1.17)
EndH (M) Endomorphismen desH -Moduls M
ExtiO(M, N ) Ext-Gruppe A.(3.3)
ε(h) Signumsdarstellung einer Iwahori-Hecke-Algebra VI.(1.6)
F` Ko¨rper mit ` Elementen
GLn(q) Gruppe der invertierbaren Matrizen u¨ber Fq
grm(A) graduierter Ring II.(1.18)
hx,y,z Strukturkonstanten bezu¨glich der C-Basis VI.(5.1)
h′x,y,z Strukturkonstanten bezu¨glich der C′-Basis VI.(5.1)
HH regula¨rer Rechts-H -Modul
H∗ Dualraum vonH IV.(1.4)
HJ parabolische Unteralgebra VI.(6.1)
HA(W, S, (as)s∈S) Iwahori-Hecke-Algebra zum Coxetersystem (W, S) VI.(1.4)
HA(W, S, v) generische Ein-Parameter-Iwahori-Hecke-Algebra VI.(1.7)
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HomH (M, N ) Menge derH -Homomorphismen von M nach N I.(1.1)
IOT Ideal zu Bewertung II.(1.15)
IHT Ideal zu Norm II.(2.6)
I (ϕ) Mittelung von ϕ IV.(1.6)
idM identische Abbildung M → M
Im f Bild von f
IndHHJ M induzierter Modul VI.(6.5)
ind(h) Indexdarstellung einer Iwahori-Hecke-Algebra VI.(1.6)
Irr(H) Menge der irreduziblen Charaktere vonH
J Lusztigs asymptotische Algebra VI.(5.3)
j Involution aufH VI.(5.1)
KH Konstantenerweiterung I.(3.2)
ker f Kern von f
K0(H) Grothendieck-Gruppe der Kategorie proj-H V.(1.1)
K+0 (H) Teilmonoid der Klassen von Moduln in K0(H) V.(1.1)
Kopf Kopf eines Moduls ist gleich dem Radikalfaktor I.(1.1)
6
L
Links-Zellordnung VI.(2.9)
∼L Links-Zelleinteilung VI.(2.9)
6
LR
zweiseitige Zellordnung VI.(2.16)
∼LR zweiseitige Zelleinteilung VI.(2.16)
l(w) (Coxeter-)La¨nge von w VI.(1.4)
L(w) Links-Abstiegsmenge von w VI.(3.14)
LC(3) Links-Zellmodul VI.(2.12)
lim←−M/Mλ inverser Limes II.(3.1)
Md(F) voller d-reihiger Matrixring u¨ber F
Mˆ Vervollsta¨ndigung von M II.(3.1)
M⊥ Orthogonalraum IV.(2.3)
Maps(H , F[X ]) Halbgruppe der AbbildungenH → F[X ] V.(1.14)
max{x, y} Maximum der Menge {x, y}
min{x, y} Minimum der Menge {x, y}
mod-H Kategorie der endlich erzeugten Rechts-H -Moduln I.(1.1)
µ(y, w) Koeffizient bei v−1/2 in P∗y,w VI.(2.7)
N Menge der natu¨rlichen Zahlen, 0 /∈ N
ν` `-adische Bewertung auf Q A.(2.1)
ϕe e-tes Kreisteilungspolynom
φ Lusztig-Homomorphismus VI.(5.4)
P(pi) linker Teil der Robinson-Schensted-Abbildung VI.(3.5)
P∗y,w Kazhdan-Lusztig-Polynom VI.(2.4)
Prod(a, b; n) alternierendes Produkt VI.(1.3)
proj-H Kategorie der projektiven Rechts-H -Moduln I.(1.1)
Q Menge der rationalen Zahlen
Quot(A) Quotientenko¨rper des kommutativen Rings A
6
R
Rechts-Zellordnung VI.(2.9)
∼R Rechts-Zelleinteilung VI.(2.9)
R Menge der reellen Zahlen
R0(H) Grothendieck-Gruppe der Kategorie mod-H V.(1.1)
R+0 (H) Teilmonoid der Klassen von Moduln in R0(H) V.(1.1)
R(w) Rechts-Abstiegsmenge von w VI.(3.14)
rad(O), rad(M) Jacobson-Radikal eines Rings oder Moduls I.(1.1)
RC(0) Rechts-Zellmodul VI.(2.12)
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ρ regula¨rer Charakter einer Algebra
Sn symmetrische Gruppe auf n Punkten
Sλ Specht-Modul fu¨r Iwahori-Hecke-Algebra Typ A VI.(3.4)
soc(M) Sockel eines Moduls
τ Spurform einer Iwahori-Hecke-Algebra VI.(1.5)
(Tw)w∈W T-Basis einer Iwahori-Hecke-Algebra VI.(1.4)
(T˜w)w∈W T˜ -Basis einer Iwahori-Hecke-Algebra VI.(2.2)
(tw)w∈W t-Basis der asymptotischen Algebra VI.(5.3)
Tr(ϕ) Spur eines Endomorphismus
[V ] Isomorphieklasse des Moduls V V.(1.1)
vgl. vergleiche
WJ parabolische Untergruppe von W zu J ⊆ S VI.(3.11)
∗w Bild von w unter Links-Sternoperation VI.(3.16)
w∗ Bild von w unter Rechts-Sternoperation VI.(3.16)
X J ausgezeichnete Rechts-Nebenklassenvertreter VI.(3.12)
zχ zentrales Element zum Charakter χ IV.(4.1)
Z Menge der ganzen Zahlen
Z[v] Polynomring in einer Unbestimmten u¨ber Z
Z[v, v−1] Laurent-Polynomring in einer Unbestimmten
Z(H) Zentrum der AlgebraH
ζe primitive, e-te Einheitswurzel in C ′
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