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Resume { Ces dernieres annees, l'egalisation aveugle de canaux de communication a suscite un grand intere^t, entre autres
parce qu'elle permet d'accro^tre le debit. De nombreux algorithmes iteratifs ont ete proposes mais bon nombre d'entre eux
sourent de minima locaux. L'approche semi-aveugle, ou une partie du signal emis est connue, semble tres prometteuse et les
problemes de convergence sont moins aigus. Dans cette article, nous proposons une methode analytique de calcul de l'egaliseur
dans les contextes aveugles et semi-aveugles, basee sur le caractere discret de la distribution des sources. Les performances de
cette methode se comparent favorablement a celles des egaliseurs par Forcage a Zero et au sens des Moindres Carres.
Abstract { During the last decade, blind equalization of communication channels has received a great attention, partly because
of its ability to allow increased throughputs. Numerous iterative algorithms have been proposed, but most of them suer from
spurious minima. The semi-blind approach, where part of the signal is known, seems more promising and convergence problems
are less crucial. In this paper, we propose an analytical method for calculating the equalizer in both blind or semi-blind contexts,
based on the discrete character of the source distribution. The performances of this method compare favorably with those of the
Zero-Forcing and Least Squares Equalizers.
1 Introduction
L'egalisation autodidacte (ou aveugle) d'un canal de
communication est un probleme crucial pour l'augmen-
tation des debits en technologie mobile. Ces dernieres
annees, il a suscite un interet croissant et de nombreux
algorithmes iteratifs ont ete proposes. Malheureusement,
les criteres utilises possedent generalement de nombreux
minima locaux qui induisent souvent des problemes de
convergence. Il devient donc necessaire d'eliminer ces mi-
nima ou de trouver des initialisations correctes.
L'approche dite semi-autodidacte, ou une partie du si-
gnal a reconstituer est connue, semble e^tre une voie pro-
metteuse. En eet, la sequence connue, placee le plus
souvent en debut de trame et generalement designee
par sequence d'apprentissage, simplie la synchronisation,
supprime les indeterminations inherentes au contexte au-
todidacte et doit permettre un gain de performance par
rapport aux algorithmes aveugles.
Ces derniers utilisent classiquement les proprietes de
module constant des sources [3] [14], la maximisation du
kurtosis [2] [11] ou encore la cyclostationnarite induite des
sources numeriques [1][8] [12].
L'approche presentee dans cet article utilise le caractere
discret du support des signaux utilises en communication
numerique. Cette propriete a deja fait l'objet de nom-
breuses etudes et plusieurs algorithmes recursifs ont ete
mis en uvre [7][13][10][9][5]. Cependant, notre intere^t
s'est porte sur la recherche de solutions analytiques pour
les signaux de type PSK dans les contextes autodidacte et
semi-autodidacte.
L'article est organise de la maniere suivante. Tout
d'abord nous presentons une approximation polyno^miale
du critere d'erreur quadratique moyenne minimale
(EQMM). Ensuite nous montrons comment utiliser ce
critere pour obtenir analytiquement l'egaliseur lineaire.
Des resultats sur le comportement asymptotique sont en-
suite rapidement donnes. Le cas semi-aveugle est alors
etudie et une solution analytique sous-optimale deduite
du cas aveugle est proposee. Enn, les performances des
dierents algorithmes sont presentees au travers de simu-
lations. Ces performances sont comparees aux resultats
des egaliseus de Wiener et de forcage a zero.
2 Egalisation Aveugle
2.1 Presentation du probleme
Supposons que l'on observe la sortie y(n) d'un canal
h(`) attaque par une source discrete x(n) en presence de
bruit additif gaussien w(n). En supposant que le canal est
lineaire et stationnaire, le modele du systeme de commu-
nication s'ecrit :
y(n) =
1
X
p= 1
h(p)x(n  p) +w(n) (1)
ou x(n) et w(n) sont supposes statistiquement
independants.
L'objectif de l'egalisation lineaire aveugle est de calculer
un ltre a reponse impulsionnelle nie (RIF), f(`), qui,
applique a l'observation y(n), donne une sequence x^(n)
ressemblant dans un certain sens au signal d'entree x(n) :
x^(n) =
L 1
X
p=0
f(p) y(n   p) (2)
ou la longueur L de l'egaliseur doit e^tre estimee.
2.2 Notations
Les vecteurs colonne sont representes par des lettres
minuscules en gras et les tenseurs par des lettres ma-
juscules. Les elements d'un lre RIF f(:) de longueur
L seront contenus dans un vecteur colonne de taille L,
f
T
= [f(0)    f(L   1)]. Une partie nie de taille L d'une
serie temporelle y(:) sera representee par un vecteur co-
lonne de taille L et notee :
y(n;L)
T
= [y(n) y(n   1)    y(n   L+ 1)]
Gra^ce a ces notations, le modele (2) peut e^tre ecrit de
maniere compacte : x^ = f
T
y(n;L).
De plus, etant donne un vecteur complexe g de taille
L, denissons g
D
le vecteur colonne contenant tous les
mono^mes d'ordre D construits sur les elements de g et
ordonnes d'une maniere xee a l'avance. Les mono^mes
sont alors ponderes an que le tenseur de rang 1, G =
g      g (D fois) et g
D
aient la me^me norme de Fro-
benius. Par exemple, si L = 3 et D = 2 alors g
2
=
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. Enn, denissons
les operateurs vecs
D
f:g et unvecs
D
f:g par :
vecs
d
fg      gg = g
d
unvecs
d
fg
d
g = g      g
2.3 Approximation du critere EQMM
Le critere EQMM semble assez intuitif pour des si-
gnaux a support discret puisqu'il cherche alors a minimi-
ser, en moyenne, la distance entre la sortie de l'egaliseur
et la constellation du signal a reconstituer. Autrement dit,
l'egaliseur f est alors donne par :
f = Arg min
x;u
E


x(n)  u
T
y(n;L)


2
(3)
Ce critere est non-lineaire; il est donc dicile a utili-
ser sans une bonne initialisation. Neanmoins, dans un
contexte bruit faible et en utilisant les resultats de [5],
on peut montrer que pour des signaux PSK, si on observe
N echantillons consecutifs de la sequence y(:), (3) peut
e^tre approximee par :
f = Arg min
u
1
N
N
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u
T
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2
(4)
ou D est le nombre d'etats de la modulation PSK utilisee.
Ainsi, pour des signaux QPSK, le critere devient
1
N
N
X
n=1



 
u
T
y(n;L)

4
  1



2
et pour des sources MSK on obtient [4]
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2.4 Utilisation du critere polyno^mial
L'equation (4) montre que f est la solution, au sens des
moindres carres, du systeme polyno^mial suivant :
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Si on applique l'operateur vecs
D
f:g a ce systeme, on ob-
tient :
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Nous sommes ainsi parvenu a separer les termes de y(:)
et ceux de f . Le systeme n'est qu'en apparence linearise
puisque la solution f
D
doit posseder une structure par-
ticuliere.
Cependant, nous allons maintenant voir si l'inversion
du systeme (5) donne une solution qui convient. Nous
designerons cette solution par f
D
LS
.
2.5 Etude de l'inversion du systeme
L'inversion du systeme (5) a deja ete etudie par les au-
teurs dans [6]. Nous allons donc simplement rappeler les
principaux resultats.
Tout d'abord, le systeme (5) est toujours inversible en
presence de bruit ou si le canal est MA ou ARMA. Il
n'est plus inversible si le canal est AR et non bruite
et si l'egaliseur est plus long que l'ordre du ltre AR.
Neanmoins, dans ce dernier cas, les L premiers coecients
de f
D
LS
restent correctement estimes et l'egaliseur peut
e^tre calcule par cette methode.
Ensuite, la structure de la solution f
D
LS
n'est en
generale pas correcte. Et nous avons du^ trouver des
moyens de forcer la structure la solution.
2.6 Comment forcer la structure?
Supposons que la solution f
D
LS
soit la vectorisation
symetrique d'un tenseur, F = unvecs
D
ff
D
LS
g. Si la so-
lution possede la bonne structure, F est alors un tenseur
de rang unite. Notre premiere approche a donc ete de cal-
culer l'egaliseur f en cherchant la meilleure approximation
de rang 1 du tenseur F . Malheureusement, cette methode
n'est pas satisfaisante et conduit en general a des perfor-
mances mediocres car la structure de f
D
LS
peut varier
fortement avec le bruit et le canal.
La solution que nous avons retenu est donc d'utiliser
les L premiers coecients de f
D
LS
. Celle-ci est ensuite
anee gra^ce a l' algorithme recursif AMiSRoF [5] dedie
aux criteres polyno^miaux.
3 Egalisation semi-aveugle
Dans le contexte semi-autodidacte, la sequence d'ap-
prentissage apporte des contraintes lineaires sur l'egaliseur
cherche :
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5
f = x
c
(6)
ou x
c
represente la sequence d'apprentissage et N
c
sa lon-
gueur.
Il s'agit donc maintenant d'inclure ces nouvelles
contraintes dans l'algorithme aveugle an d'en ameliorer
les performances. Notre approche est de minimiser la
somme ponderee du critere autodidacte et des contraintes
lineaires. Le nouveau critere s'ecrit donc :
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ou la ponderation  2 [0; 1] reste a estimer.
Ce critere hybride doit ainsi e^tre minimise conjointe-
ment par rapport a f et . En fait, il est equivalent a
la resolution au sens des moindres carres ponderes du
systeme suivant :
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Cependant, cette ta^che est assez delicate et nous allons
presenter ici une methode sous-optimale qui donne des
resultats satisfaisants.
En eet, les deux sous-systemes, contraintes lineaires
et critere aveugle, peuvent e^tre resolus independamment
mais les deux inconnues f et f
D
sont liees. Notre idee
est donc de resoudre independamment le critere aveugle
et les contraintes lineaires puis de combiner les solutions
de maniere a minimiser le critere EQMM. En eet, l'algo-
rithme aveugle et les contraintes lineaires nous fournissent
deux estimations de f que nous noterons respectivement
f
A
et f
C
. Si maintenant nous cherchons un egaliseur de la
forme :
f =  f
C
+ (1  ) f
A
Il devient aise de minimiser un critere du type :
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ou d [z] represente l'element de la constellation le plus
proche de z. Cette minimisation s'eectue alors sur
l'unique variable .
4 Performances des algorithmes
proposes
An d'etudier le comportement de nos algorithmes et
de pouvoir les comparer aux solutions Moindres Carres
(MC) et Forcage a Zero (FZ), nous avons utilise un ca-
nal AR4 dont les po^les sont : z1 = 0:5  exp(i=4), z2 =
0:4  exp( i=2), z3 =  0:7  exp(i=3) et z4 =  0:9 
exp( i=7). L'egaliseur au sens des moindres carres est
simplement calcule a partir de l'observation y de l'entree
x que l'on suppose connue. Il represente donc ce que l'on
peut faire de mieux pour l'estimation de l'egaliseur.
Les performances ont ete calculees en moyennant les
resultats de 1250 experiences utilisant des trames de 200
symbo^les de signaux MSK tires au hasard.
La gure 1 montre les performances, en terme de Taux
Erreur Bit (TEB), en fonction du Rapport Signal sur Bruit
(RSB) des algorithmes MC, FZ, autodidacte et semi-
autodidacte. La gure 2, quant a elle, presente les per-
formances de l'egaliseur semi-aveuglea RSB xe (12dB)
en fonction de la longueur de la sequence d'apprentissage.
Sur chaque gure, les algorithmes FZ et MC sont
representes en trait plein. L'algorithme autodidcate est
en ligne semi-interrompue et le semi-autodidacte en ligne
de tirets. La courbe correspondant a l'algorithme MC est
la plus basse.
Les performances des algorithmes proposes semblent sa-
tisfaisantes. Elles sont meilleures que celles de l'approche
FZ, qui est la simple inversion du canal, mais restent
eloignees des performances MC. Neanmoins, notre ap-
proche semi-autodidacte, bien que sous-optimale, donne
deja des resultats tres encourageants.
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5 Conclusions
Dans cet article, des solutions analytiques dediees a
l'egalisation aveugle et semi-aveugle de source PSK ont ete
proposees. L'etude asymptotique semble devoiler quelques
faiblesses pour l'algorithme autodidacte mais nous a per-
mis de trouver un moyen robuste d'estimer l'egaliseur.
Les performances de nos algorithmes se comparent fa-
vorablement a celles des egaliseurs ZF et MC. Et notre
approche semi-autodidacte donne deja des resultats satis-
faisants. Nous travaillons actuellement sur une methode
directe d'estimation conjointe de l'egaliseur et de la
ponderation .
References
[1] A. CHEVREUIL, E. SERPEDIN, P. LOUBATON,
G. GIANNAKIS, \Performance analysis of blind
channel estimators based on non-redundant periodic
modulation precoders", in ICASSP, Seattle, May 12-
15 1998, vol. 6, pp. 3397{3400.
[2] D. DONOHO, \On minimum entropy deconvolu-
tion", in Applied time-series analysis II, pp. 565{609.
Academic Press, 1981.
[3] I. FIJALKOW, A. TOUZNI, J. R. TREICHLER,
\Fractionally spaced equalization using CMA: Ro-
bustness to channel noise and lack of disparity",
IEEE Trans. Sig. Proc., vol. 45, no. 1, pp. 56{66,
Jan. 1997.
[4] O. GRELLIER, P. COMON, \Blind separation and
equalization of a channel with MSK inputs", in SPIE
Conference, San Diego, July 19-24 1998, pp. 26{34,
Invited session.
[5] O. GRELLIER, P. COMON, \Blind separation of
discrete sources", Signal Processing Letters, vol. 5,
no. 8, pp. 212{214, Aug. 1998.
[6] O. GRELLIER, P. COMON, \Closed-form equaliza-
tion", in SPAWC, Annapolis, Maryland, May 9-12
1999, pp. 219{222.
[7] TA-HSIN LI, \Blind deconvolution of linear systems
with multilevel nonstationnary inputs", Annals of
Stat., vol. 23, no. 2, pp. 690{704, 1995.
[8] B. C. NG, D. GESBERT, A. PAULRAJ, \A semi-
blind approach to structured channel equalization",
in Proc. ICASSP, Seattle, May 12-15 1998.
[9] A. SCAGLIONE, S. BARBAROSSA, \Blind equa-
lization using cost function matched to the signal
constellation", in Asilomar, 1997.
[10] A. PAULRAJ, S. TALWAR, M. VIBERG, \Blind
separation of synchronous co-channel digital signals
using an antenna array-part i: algorithms", Trans. on
Sig. Proc., vol. 44, no. 5, pp. 1184{1197, May 1996.
[11] O. SHALVI, E. WEINSTEIN, \New criteria for blind
deconvolution of nonminimumphase systems", IEEE
Trans. Inf. Theory, vol. 36, no. 2, pp. 312{321, Mar.
1990.
[12] D. T. M. SLOCK, \Blind fractionally-spaced equali-
zation, perfect-reconstruction lter banks and mul-
tichannel linear prediction", in Proc. ICASSP 94
Conf., Adelaide, Australia, April 1994.
[13] K. MBAREK, TA-HSIN LI, \A blind equalizer for
nonstationnary discrete valued signals", Trans. on
Sig. Proc., vol. 45, no. 1, pp. 247{254, Jan 1997.
[14] A. J. van der VEEN, \Analytical method for blind
binary signal separation", IEEE Trans. Sig. Proc.,
vol. 45, no. 4, pp. 1078{1082, Apr. 1997.
