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Resumen
Dentro del mundo empresarial se denomina backoffice a todo lo que ocurre en la
empresa que no guarda una relacio´n directa con el cliente. Si concretamos el concepto
en el a´mbito de una empresa de bienes digitales, e´ste se reduce al cobro de dichos
bienes. Por otro lado, en los u´ltimos an˜os se ha producido un gran aumento del
intere´s en torno al desarrollo de aplicaciones en cloud.
En este contexto, el objetivo de este trabajo es desarrollar una prueba de con-
cepto sobre una plataforma de backoffice para bienes digitales en cloud. A trave´s
de la realizacio´n de esta prueba de concepto se han puesto a prueba las supuestas
facilidades de estas plataformas cloud para el desarrollo de aplicaciones, y finalmente
se ha analizado el ahorro en el time-to-market que se consigue al utilizarlas.
Los resultados obtenidos han sido positivos, ya que la solucio´n de backoffice ha
quedado desplegada en cloud y se ha determinado un gran ahorro en el time-to-
market gracias al uso de una plataforma PaaS como Heroku y las facilidades que
e´sta ofrece.
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Abstract
Inside business world, backoffice is known to be everything that happens inside a
company that has noothing to do with the customer directly. If we focus on a Digital
goods company, the backoffice concept gets reduced to charge those goods. On the
other hand, These last years Cloud app develop’s hype has increased dramatically.
That is the reason why this assignment goals are to develop a proof of concept
of a digital goods’ backoffice platform on Heroku. We have also tested the facilities
that using these cloud platforms to develop applications is supposed to be. Finally
and we have made an assessment about the time to market that we save when using
these cloud platforms to develop applications.
The results that we have obtained are very positive, because the backoffice solu-
tion has been successfully deployed on a cloud and we have spotted a great saving
on the time to market when using a cloud platform.
ii
Agradecimientos
Antes de nada, me gustar´ıa dedicar un breve espacio para poder agradecer a toda la
gente que, de una forma u otra, me han ayudado en la realizacio´n de este trabajo.
En primer lugar, me gustar´ıa agradecer a mi tutor, Javier Soriano, la posibilidad
de entrar a formar parte, primero del laboratorio, y despue´s de este proyecto que,
creo, me ha hecho crecer profesionalmente.
En segundo lugar, quisiera agradecer a mis responsables dentro de telefo´nica dig-
ital, Miguel A´ngel Can˜as y Agust´ın Mart´ın, todo el apoyo que me han dado para
entender el alcance del proyecto y conseguir tener en mente en todo momento la
”Big picture” y no limitarme a la parte que ten´ıamos que implementar, as´ı como el
soporte que he recibido de su parte para tener todo funcionando.
En tercer lugar a todas las personas que han ofrecido su ayuda en algu´n mo-
mento, ya sea te´cnica o moral. Aqu´ı entra´is mis amigos (A´lvaro, Irene, Ley, Marta,
Rodrigo, Criss, Yeray y Javi), Mo´nica, mi hermana y mis compan˜eros del OIL (Al-
berto, CD y Sonia).
Finalmente, quisiera agradece´rselo a mis padres, por haber estado desde siempre
cuidando de que no nos faltara nada ni a mi hermana ni a mı´ y poniendo nuestra
educacio´n por delante de todo.
Muchas gracias.
iii
Contenidos
1 Introduccio´n y objetivos 1
1.1 Motivaciones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Organizacio´n del resto del documento . . . . . . . . . . . . . . . . . . 3
2 Vigilancia tecnolo´gica 6
2.1 Frameworks de desarrollo web . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1 Modelo Vista Controlador . . . . . . . . . . . . . . . . . . . . 7
2.2 Pasarelas de pago . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3 La nube . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Diagrama del ciclo de Gartner . . . . . . . . . . . . . . . . . . 12
2.4 Heroku addons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3 Desarrollo 18
3.1 Esquema de la arquitectura . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Backoffice process manager . . . . . . . . . . . . . . . . . . . . . . . . 19
3.2.1 Modelo de datos . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.2.2 Modelo de ejecucio´n . . . . . . . . . . . . . . . . . . . . . . . 25
3.3 Definicio´n de un nuevo SDR . . . . . . . . . . . . . . . . . . . . . . . 26
3.4 Mediator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
3.5 Estudio de los Addons de Heroku . . . . . . . . . . . . . . . . . . . . 29
4 Conclusiones 33
4.1 Resultados . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.2 Conclusiones . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
4.3 L´ıneas futuras . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
A Antiguo formato de SDR 37
B Comparativa de frameworks web 38
iv
Lista de figuras
1 Diagrama de la arquitectura legada . . . . . . . . . . . . . . . . . . . 2
2 Diagrama del patro´n de disen˜o Modelo vista controlador . . . . . . . 8
3 Diagrama de flujo de las pasarelas S´ıncronas . . . . . . . . . . . . . . 9
4 Diagrama de flujo de las pasarelas As´ıncronas . . . . . . . . . . . . . 9
5 Hype de tecnolog´ıas Cloud para 2012 . . . . . . . . . . . . . . . . . . 13
6 Diagrama de la arquitectura implementada . . . . . . . . . . . . . . . 18
7 Diagrama del modelo de datos . . . . . . . . . . . . . . . . . . . . . . 25
8 Resultados del benchmark de frameworks web: Rendimiento . . . . . 38
9 Resultados del benchmark de frameworks web: Memoria . . . . . . . 38
10 Resultados del benchmark de frameworks web: Escalabilidad . . . . . 39
v
1 Introduccio´n y objetivos
Este Trabajo de Fin de Grado (TFG) se ha realizado en el marco del Laboratorio
de innovacio´n abierta UPM - Telefo´nica digital y ha abordado la implementacio´n
de una solucio´n de backoffice Business to Consumer (B2C) similar a las usadas por
grandes multinacionales de bienes digitales que adema´s podra´ ser desplegada en la
nube.
El backoffice es todo lo que ocurre en una empresa y que no resulta en la inter-
actuacio´n directa con el cliente. Algunos ejemplos de procesos de backoffice pueden
ser el control de inventario, el abastecimiento de materias primas o el proceso de
fabricacio´n. Esto en el a´mbito de los bienes digitales se reduce al cobro de los mismos
de la manera ma´s transparente posible para el cliente.
Dentro del concepto ”cliente” se pueden encontrar dos opciones: Que el cliente
sea una empresa o que el cliente sea un usuario final. Si nos encontramos en el
primer caso, nos encontrar´ıamos ante una plataforma Business to Business (B2B).
El propo´sito de este TFG, como dijimos antes es implementar el segundo caso, en
el que el cliente es un usuario final, Business to Consumer (B2C).
1.1 Motivaciones
La motivacio´n principal de este TFG viene dada principalmente por un problema de
agilidad a la hora de desarrollar servicios nuevos dentro de Telefo´nica. En su estado
actual, el protocolo seguido por los desarrolladores consiste en que cada servicio
debe implementar una API que sera´ invocada por el servidor de cobros a la hora de
facturar a los usuarios de cada servicio. Dicha API debe devolver la cantidad que
ha de ser cobrada a cada usuario por el uso de ese servicio concreto.
El problema de esta situacio´n tiene tres vertientes:
• Por un lado, el desarrollo de esta API, que en algunos casos sera´ igual que
otras ya implementadas y en otros no, consume mucho tiempo de desarrollo,
lo que aumenta considerablemente el time-to-market de dichos servicios.
• Por otro lado, a la hora de realizar dichos cobros se produce una sobrecarga de
trabajo en los servidores, ya que cada servicio tiene que calcular por su cuenta
la cantidad a cobrar a cada usuario por el uso de ese servicio en concreto, y
el servidor central recoger todos estos datos, agruparlos por usuario y lanzar
todas las peticiones de cobro.
• Hay que destacar que la sobrecarga de trabajo de la que hablamos en el punto
anterior es acrecentada por la forma de almacenamiento de los datos de uso
de cada usuario, ya que se hace usando un sistema denominado ”service data
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record” (sdr), cuyo formato (bastante ineficiente al ser parseado) puede verse
en el Anexo A. Cabe destacar que este formato esta´ heredado del usado por
telefo´nica para guardar registro de todas las llamadas telefo´nicas que se pro-
ducen para as´ı poder cobrarlas. El nombre de dicho formato es Call Data
Record (CDR)
Figura 1: Diagrama de la arquitectura legada
En este contexto surge la necesidad de buscar formas de hacer que el desarrollo de
servicios y su puesta en produccio´n sea lo ma´s a´gil posible, as´ı como de disminuir
la carga de los servidores. E´sto se traduce en dos soluciones que se van a probar
juntas:
1. Implementacio´n de una solucio´n de backoffice comu´n a todos los servicios que
se encargue de los cobros, con lo que los desarrolladores de servicios, lejos de
tener que implementar una API entera, so´lo necesitar´ıan consumir la API de la
que les provee esta solucio´n. Esta solucio´n adema´s disminuira´ la carga puntual
de trabajo distribuye´ndola a lo largo del tiempo.
2. El uso sistema´tico de plataformas developer-friendly para agilizar tanto la
integracio´n del servicio con las tecnolog´ıas externas que puedan ser usadas
(base de datos, monitorizacio´n del rendimiento, sistemas de logging, motores
de bu´squeda, etc) como para agilizar el despliegue de la aplicacio´n que se este´
desarrollando.
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1.2 Objetivos
La lista concreta de objetivos a cumplir para este TFG es la siguiente:
• Aprender el uso del PaaS de Heroku, as´ı como la estructura que sigue a la
hora de ofrecer sus addons.
• Adquirir conocimiento sobre el proyecto backoffice process manager a fin de
poder continuar con su implementacio´n.
• Integrar la segunda pasarela de pagos (Adyen) para dar soporte a cobros a
clientes de servicios alojados en Brasil.
• Disen˜o del modelo de datos para dotar de robustez al servicio.
• Implementacio´n del nuevo mo´dulo (Mediator)
• Estudio de los addons de Heroku y su capacidad para producir un ahorro en
el time to market
1.3 Organizacio´n del resto del documento
En esta seccio´n se dara´ una breve pincelada del contenido del resto de cap´ıtulos de
este documento.
En el cap´ıtulo denominado ”Vigilancia tecnolo´gica” se vera´ que, acorde con el
esp´ıritu del a´rea de telefo´nica digital, el tipo de solucio´n que se ha desarrollado es un
ejercicio de innovacio´n, ya que aunque s´ı existen soluciones de backoffice, no existe
ninguna que este´ desplegada en la nube ni que pueda soportar una gran carga, como
va a soportar e´ste. Tambie´n se analizara´n’ todas las opciones que se presentan a
la hora de elegir las tecnolog´ıas que se han usado durante el desarrollo y se da’ra´n
las causas razonadas de dicha eleccio´n. En este a´mbito, se ha elegido un framework
de desarrollo web (Django) y un proveedor de Cloud (Heroku PaaS). Finalmente,
termino dando una visio´n del estado de evolucio´n de los llamados Heroku addons,
que son, como se vera´ despue´s, soluciones software ya desplegadas en Heroku que
no necesitan ser instaladas ni configuradas.
En el cap´ıtulo ”Desarrollo” se explicara´ todo el trabajo llevado a cabo, tanto
conceptual y arquitecto´nicamente como programa´ticamente en los dos repositorios
de que consta el proyecto (backoffice-process-manager y Mediator). Se hablara´ tanto
del modelo arquitecto´nico seguido como del modelo de datos que se ha diseado para
evitar la pe´rdida de datos.
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En el cap´ıtulo ”Conclusiones” se mencionara´n los puntos clave que hay que
extraer del proyecto y que´ cosas del mismo han de conservarse de cara a pro´ximos
trabajos de la misma envergadura (tales como metodolog´ıas en el uso de alguna
herramienta entre otras).
En el cap´ıtulo ”L´ıneas futuras” se expondra´n los 3 puntos clave principales de
cara a la continuacio´n del proyecto y su paso a produccio´n en el seno de una em-
presa tan grande como Telefo´nica, as´ı como tecnolog´ıas de las que hay que seguir
su evolucio´n para saber si son interesantes de cara a su implantacio´n en el plan
tecnolo´gico de telefo´nica digital.
4
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2 Vigilancia tecnolo´gica
En este cap´ıtulo se va a hacer un ana´lisis de las distintas tecnolog´ıas entre las que
se ha tenido que elegir durante el desarrollo de este tfg para analizar el nivel de
desarrollo de cada una y el nivel de uso que han alcanzado hasta el momento. El
cap´ıtulo esta´ dividido en cinco secciones, una por cada tipo de tecnolog´ıa.
2.1 Frameworks de desarrollo web
En cuanto al framework usado para crear el servicio, actualmente existen dos tipos
entre los que hay que elegir primeramente: los frameworks del lado del cliente y los
frameworks del lado del servidor.
Los primeros delegan en el cliente toda la operacio´n de renderizado de la pa´gina y
todas las operaciones que ello requiere. Si durante estos procesos el cliente necesita
datos almacenados en el servidor (cosa que presumiblemente sera´ necesario en la
mayor parte de los casos), se pedirn mediante peticiones AJAX. Por tanto, el servidor
queda relegado a un mero contenedor de datos. Las ventajas que proporcionan estos
frameworks esta´n centradas fundamentalmente en la experiencia de uso (UX), ya
que el modo en que funcionan permite que el usuario pueda ver ”resultados” mucho
antes que con los frameworks tradicionales (centrados en el servidor) y que la pa´gina
se rellene dina´micamente segu´n se van obteniendo los datos del servidor, permitiendo
tambie´n modificarla dina´micamente, por lo que el usuario no tendra´ que esperar a
que la pa´gina se recargue con cada accio´n. En cuanto al servidor, la principal ventaja
proporcionada por estos frameworks es que aumenta su capacidad de escalado, ya
que al no tener que procesar la informacio´n de ninguna manera, sino enviarla en
crudo, es capaz de procesar mayor nu´mero de peticiones en el mismo periodo de
tiempo. Sin embargo, su desventaja tambie´n es esa, ya que al tener que pedir al
servidor cada dato que se necesite, la red se ve saturada con ma´s paquetes, con
lo que puede haber una mayor latencia. El framework ma´s usado de este tipo es
Backbone.js[1].
En cuanto a los frameworks del lado del servidor, su funcionamento pasa por
delegar en el servidor el renderizado de la pa´gina junto con el tratamiento de los datos
y el manejo de la base de datos. Las ventajas de este enfoque son la mayor facilidad
a la hora de programar, ya que no se depende de los resultados de peticiones web,
sino que se realiza directamente en local (evitando en parte tener que lidiar con la
asincron´ıa propia de javascript). Las desventajas asociadas a este tipo de tecnolog´ıa
son el retardo que se puede producir en el cliente a la hora de mostrarles la pa´gina
en cuestio´n y el tener que recargar con cada accio´n. No considero como desventaja
la disminucio´n de escalabilidad, ya que gracias a la existencia de otras tecnolog´ıas
que se comentara´n despue´s, las task queues, se puede conseguir aumentar dicha
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caracter´ıstica. Los dos frameworks ma´s utilizados de los de este tipo actualmente
son symfony (escrito en php) y Django (escrito en python).
Para este trabajo nos hemos decantado por el uso de django, el framework escrito
en python. Los motivos fundamentales de esta eleccio´n son los siguientes:
• El escaso impacto que tendr´ıan en este proyecto las ventajas de los frameworks
del lado del cliente (por lo que decidimos usar uno de los dos frameworks del
lado del servidor). Esto se debe a que en el caso de nuestra aplicacio´n la mayor
parte de las operaciones son aquellas que no tienen que ver con el cliente(Por
ejemplo el proceso de cobro).
• La agilidad con la que se puede desarrollar en python. No tenemos datos
objetivos que midan esta caracter´ıstica, ya que es un terreno esencialmente
subjetivo, pero lo cierto es que durante el desarrollo se tiene en todo momento
la sensacio´n de avanzar mucho ma´s ra´pido que con otros lenguajes de progra-
macio´n tales como java. Esta visio´n esta´ apoyada por telefo´nica digital, ya
que lo han incluido en su plan tecnolo´gico por ide´ntico motivo.
• La escasa curva de aprendizaje que tiene python.
• Ha demostrado ser el framework que soporta mayor cantidad de peticiones sin
consumir apenas recursos de la ma´quina[2] (Como vemos en el anexo B).
• Uso del patro´n de disen˜o llamado modelo vista controlador (MVC), creado
para facilitar el desarrollo de las aplicaciones.
2.1.1 Modelo Vista Controlador
Como dec´ıamos al final del apartado anterior, el patro´n de disen˜o MVC tiene como
finalidad facilitar el desarrollo de todo tipo de aplicaciones mediante la separacio´n
del co´digo en tres entidades interrelacionadas (Ver figura 2):
• Modelo: Dentro de este tipo de entidad se encuentra englobado todo el co´digo
destinado a tratar con el modelo de datos. Esto incluye definicio´n del modelo,
consulta del mismo y operaciones que permitan agregar, modificar y eliminar
datos del mismo.
• Vista: Este tipo de entidad engloba todo el co´digo cuya finalidad sea pre-
sentar la informacio´n al usuario y recoger los datos introducidos al sistema
por el mismo. Esto u´ltimo se refiere solo a la accio´n de obtenerlos, ya que el
tratamiento de los datos lo llevara´ a cabo el controlador, como veremos ahora.
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• Controlador: El controlador es la entidad que conecta el modelo y la vista.
Su funcio´n consiste en tratar los datos que entran en el sistema, ejecutar las
acciones que haya solicitado el cliente (por medio de la vista correspondiente),
y tratar los datos de salida a fin de que la vista pueda ser mostrada correcta-
mente.
Figura 2: Diagrama del patro´n de disen˜o Modelo vista controlador
2.2 Pasarelas de pago
Una pasarela de pago es, por simplificar un poco el concepto, un canal a trave´s del
cual puedes solicitar la realizacio´n de una operacio´n bancaria. Su funcionamiento
pasa por dos fases. En la primera fase, la pasarela de pago recibe una solicitud de
operacio´n. A continuacio´n, la pasarela de pago se pone en contacto con el banco y
solicita la ejecucio´n de dicha solicitud. El tercer paso depende del tipo de pasarela
que se este´ usando. Hay tres tipos de pasarela:
• s´ıncronas: Estas pasarelas de pago no devuelven ningu´n dato al cliente hasta
que el banco ha contestado, ya sea que se ha podido realizar o que no. Mientras
no se reciba respuesta, el cliente de dicha pasarela de pagos queda a la espera
de respuesta (Ver figura 3 en la pa´gina 9).
• as´ıncronas: Este tipo de pasarelas permite invocar a la pasarela de pago
pasa´ndole un para´metro adicional: un callback que sera´ invocado cuando el
banco haya terminado la transaccio´n (ya haya sido con e´xito o no).(Ver figura 4
en la pa´gina 9)
• Hı´bridas: Este tipo de pasarelas permite ambos modos de operacio´n (s´ıncrono
y as´ıncrono).
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Figura 3: Diagrama de flujo de las pasarelas S´ıncronas
Figura 4: Diagrama de flujo de las pasarelas As´ıncronas
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La decisio´n de utilizar WorldPay ha venido dada por parte de telefo´nica digital
por estar presente en su plan tecnolo´gico. Sin embargo, al ir avanzando el proyecto,
se propuso un caso de aplicacio´n para el sistema de backoffice, la integracio´n con
un supuesto servicio de consultor´ıa de salud online que operar´ıa en Espan˜ay Brasil.
WorldPay no opera en Brasil, por lo que se tuvo que implementar el uso de otra
de las pasarelas de pago ma´s conocidas: Adyen. La decisio´n de usar esta pasarela
tambie´n vino dada por telefo´nica digital, pero esta vez no dieron motivos que apoyen
la eleccio´n de esta pasarela y no otra. Sin embargo, en el uso durante el proyecto,
ha demostrado ser una pasarela de pago muy intuitiva de integrar en la aplicacio´n,
ofreciendo, por ejemplo, una copia de la pasarela en un sandbox de manera que se
pueda comprobar la correcta integracio´n de la aplicacio´n que se esta´ desarrollando
con la pasarela sin la necesidad de efectuar operaciones reales que invelucren dinero
real. En dicha sandbox tambie´n se puede especificar la respuesta que se va a dar ante
una peticio´n para controlar que este´n correctamente implementados los callbacks
tanto de e´xito como de error.
2.3 La nube
El concepto de ”La nube” es la evolucio´n de ideas surgidas en los an˜os 50, donde
Herb Grosch intuyo´ que en el futuro todo el mundo usar´ıa ma´quinas vac´ıas conec-
tadas a enormes centros de proceso de datos[3], y los 60, donde John McCarthy
postulo´ que algu´n d´ıa cada suscriptor pagar´ıa so´lo por la capacidad que consuma
de un sistema muy grande, y que algunos de esos suscriptores podr´ıa incluso ofrecer
servicios a otros suscriptores[4]. Todas estas visiones de lo que ser´ıa el futuro de la
informa´tica esta´n hoy d´ıa recogidas en la definicio´n de Cloud Computing propuesta
por el NIST: ”El Cloud Computing es un modelo que permite acceso a trave´s de
la red a un conjunto compartido de recursos configurables (como servidores, redes,
almacenamiento, aplicaciones y servicios) que pueden ser ra´pidamente reservados y
liberados con un esfuerzo de gestio´n y una interaccio´n del proveedor de servicios
mı´nimos”[5]
Segu´n el NIST, para que algo pueda ser denominado Cloud computing, debe
reunir 5 caracter´ısticas fundamentales:
1. Autoservicio bajo demanda: El usuario puede reservar recursos del proveedor
unilateralmente, es decir, sin que el proveedor tenga ningu´n papel en dicha
transaccio´n.
2. Amplio acceso a la red: Los recursos esta´n disponibles en la red y son accesibles
mediante mecanismos esta´ndar.
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3. Reserva de recursos: Los recursos del proveedor esta´n creados y son servi-
dos siguiendo un modelo multi-tenant. Esto quiere decir que los recursos
pueden ser accedidos por varios usuarios a la vez (cada uno a sus propios re-
cursos). Adema´s dichos recursos han de poder ser asignados y reasignados
dina´micamente segu´n las necesidades de los usuarios.
4. Elasticidad: El proceso recie´n descrito (asignacio´n dina´mica de recursos) ha
de ser llevado a cabo ra´pidamente de manera que sea un proceso totalmente
transparente al usuario, que deber´ıa acabar con la sensacio´n de que los recursos
de que dispone son ilimitados.
5. Medida del servicio: Para poder garantizar los puntos anteriores, el sistema
cloud debe poseer alguna forma de medir si los recursos de que dispone un
usuario son suficientes para la actividad que estza´ llevando a cabo o si, por el
contrario, hay que proveerle de ma´s recursos.
Tambie´n cabe destacar que dentro de la denominacio´n ”Cloud computing” hay
varios tipos que conviene distinguir, atendiendo a dos tipos de clasificaciones: el
tipo de servicio de que proveen al usuario y quienes pueden acceder a los recursos.
Segu´n la primera clasificacio´n, se pueden encontrar los siguientes tipos:
• Software as a Service (SaaS): Este modelo de cloud consiste en que el proveedor
instala cierto software en un servidor y el cliente puede consumir ese software.
Algunos de los ejemplos que se pueden dar de este tipo de cloud son Netflix
(un servicio de visionado de videos por streaming), Gmail (un servicio de
correo electro´nico), Dropbox (Un servicio de almacenamiento y sincronizacio´n
de datos en la nube) o Google docs (Un servicio de edicio´n de documentos
de manera colaborativa en la que los mismos documentos esta´n de por s´ı
almacenados en la nube).
• Platform as a Service (PaaS): Este modelo de cloud provee de mayor liber-
tad que el anterior. En este caso, el proveedor tambie´n instala una capa de
software, pero en este caso para facilitar el desarrollo de aplicaciones propias.
Por tanto, estos software son bases de datos, servidores web, etc. En este tipo
de Cloud tendr´ıamos encuadrado, por ejemplo, Heroku PaaS o Google App
Engine.
• Infrastructure as a Service (IaaS): Este modelo de cloud es el que provee de
mayor libertad al usuario. Consiste en alquilar a los usuarios ma´quinas vir-
tuales dentro de los servidores del proveedor. De cara al usuario, es como
tener un servidor dedicado al que, adema´s se le puede an˜adir o quitar tanto
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capacidad de co´mputo, de disco duro y Ram dina´micamente segu´n sea nece-
sario en cada instante. El mayor ejemplo de este tipo de cloud hoy d´ıa es el
”Elastic Cloud” de Amazon (EC2), aunque existen otros jemlos como pueden
ser DynDNS o Google compute Engine.
Segu´n la segunda clasificacio´n podemos encontrar otros dos tipos de Cloud:
pu´blicos y privados:
• Pu´blicos: Los sistemas cloud P’ublicos son aquellos que esta´n desplegados
de manera que cualquier usuario pueda acceder y consumir sus recursos. El
proveedor del servicio puede cobrar por su uso o no.
• Privados: Los sistemas cloud privados son aquellos que se despliegan dentro
de una organizacio´n con el fin de que sean consumidos por el propio personal
de la organizacio´n. Para evitar el acceso por parte de gente externa, se suele
colocar detra´s de un firewall, que denegar´ıa el acceso
2.3.1 Diagrama del ciclo de Gartner
Cabe destacar la importancia que se prevee van a ganar en los pro´ximos an˜os los
PaaS orientados al desarrollo de Software. Para ello, me voy a apoyar en el diagrama
de Gartner para el hype de tecnolog´ıas Cloud en 2012 (ver figura 5).
Este diagrama esta´ elaborado por una empresa especializada en prospeccio´n
de informacio´n sobre el estado de desarrollo e importancia de las tecnolog´ıas ma´s
punteras del momento. El gra´fico se divide en cinco partes [6]:
• Lanzamiento: Representa la etapa en la que una tecnolog´ıa es presentada y los
empleados encargados de la prospeccio´n tecnolo´gica en las empresas empiezan
a mostrar su intere´s por la evolucio´n de dicha tecnolog´ıa.
• Pico de expectativas sobredimensionadas: En esta fase se produce un entusi-
asmo excesivo por el uso de una tecnolog´ıa, que normalmente viene acompan˜ado
de un gran nu´mero de proyectos de innovacio´n que si son poco realistas y/o
demasiado ambiciosos suelen fracasar.
• Abismo de desilusio´n: Las tecnolog´ıas entran en esta etapa cuando no cumplen
las espectativas que se generaron en la etapa anterior. La tecnolog´ıa deja de
”estar de moda” y deja de ser usada en proyectos.
• Rampa de consolidacio´n: En esta etapa las empresas vuelven a retomar el uso
de una tecnolog´ıa a fin de comprobar hasta que´ punto se ha desarrollado y que´
beneficios proporciona su uso, desde una perspectiva mucho ma´s realista que
en la etapa de expectativas sobredimensionadas.
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Figura 5: Hype de tecnolog´ıas Cloud para 2012
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• Meseta de Productividad: En esta u´ltima etapa, la tecnolog´ıa ha demostrado
sus beneficios y ha sido incluida en los planes tecnolo´gicos de las empresas del
sector. La tecnolog´ıa se vuelve ma´s estable.
Es importante mencionar que no todas las tecnolog´ıas cumplen el ciclo completo.
Es posible abandonar el diagrama en cualquiera de sus fases si una tecnolog´ıa, por
el motivo que sea, deja de ser usada y no se crean expectativas nuevas en torno a
ella. Cabe decir que tambie´n es posible volver a entrar en el ciclo despue´s de haberlo
abandonado.
Como podemos ver en dicho diagrama, el item llamado ”Cloud Application De-
velopment Services” en 2012 estaba a punto de abandonar la zona de lanzamiento
tecnolo´gico, por lo que a d´ıa de hoy intuimos que dicho item debe estar en la zona
de expectativas sobredimensionadas (No se puede comprobar, ya que au´n no ha sido
liberado el diagrama para el an˜o 2013.
En vista a e´sto, la solucio´n elegida para este trabajo deber´ıa ser la ofrecida por un
PaaS, ya que el desarrollador puede abstraerse de detalles de la administracio´n del
servidor y a su vez participar de las facilidades que ofrece al tener ya pre instala-
dos todos los software externos necesarios, lo que proporciona la mayor ventaja que
podemos extraer de la tecnolog´ıa cloud, evitando tener que dedicar recursos a ocu-
parnos de instalar y gestionar todo el ”Software sate´lite” de nuestra aplicacio´n (lo
que tendr´ıamos que hacer de tratarse de un IaaS). En el caso de este tfg no tendr´ıa
sentido el uso de un cloud SaaS, ya que el objetivo no es ser clientes de una serie de
aplicaciones ya establecidas, sino desarrollar una aplicacion y servirla en cloud. En
esta prueba de concepto se ha consensuado probar Heroku PaaS, que tiene la pecu-
liaridad de ser un cloud que extrae sus recursos de otro cloud (los toma de EC2).
El motivo de esta decisio´n es la existencia de unos componentes software creados en
Heroku, los llamados Heroku addons, que extienden aun ma´s la capacidad de ofrecer
una capa de software al desarrollador.
A continuacio´n haremos un ana´lisis de dichos componentes software.
2.4 Heroku addons
Heroku addons es una de las cosas que diferencia el PaaS de Heroku del resto; con-
siste en una serie de extensiones que puedes integrar en tu aplicacio´n para dotarla
de nuevas funcionalidades sin tener que programarlas ni configurarlas. Estas exten-
siones incluyen las siguientes categor´ıas:
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• Almacenamiento de datos: Es una coleccio´n de 21 extensiones para dotar de
base de datos a tu aplicacio´n, as´ı como de una politica de backups.
• Mo´vil: Es una coleccio´n de 5 extensiones que permiten adaptar tu contenido
multimedia a formatos va´lidos para mo´viles, as´ı como enviar notificaciones a
los mismos.
• Bu´squeda: Coleccio´n de 9 extensiones que permiten la integracio´n de un motor
de bu´squeda e indexacio´nen tu aplicacio´n.
• Registro: Es una coleccio´n de 4 extensiones que permiten guardar un registro
de lo que esta´ pasando en tu aplicacio´n. Son de especial utilidad cuando ocurre
algu´n fallo en la aplicacio´n y se quiere depurar.
• Email y sms: Es una coleccio´n de 7 extensiones que permiten el env´ıo de emails
y sms de manera fiable desde tu aplicacio´n.
• Workers y queues: Es una coleccio´n de 8 extensiones que permiten que la apli-
cacio´n sea ma´s escalable mediante el uso de sistemas de colas que almacenan
las peticiones hasta que e´stas pueden ser resueltas.
• Analisis: Es una coleccio´n de 10 extensiones que permiten an˜adir un sistema
de me´tricas para obtener informacio´n sobre el rendimiento o las estad´ısticas
de uso de la aplicacio´n.
• Cache: Es una coleccio´n de 9 extensiones que dotan a la aplicacio´n de un
sistema de cache´.
• Monitorizacio´n: Es una coleccio´n de 15 extensiones que permiten monitorizar
el sistema en busca de errores. Estos errores sera´n convenientemente almace-
nados y el administrador de la aplicacio´n sera´ informado de ella.
• Medios: Es una coleccio´n de 10 extensiones que permiten el tratamiento de
archivos multimedia desde tu aplicacio´n. Dentro de esta categor´ıa encontramos
extensiones que permiten cosas tan diversas como almacenar ima´genes, crear
ficheros pdf, crear ficheros de excel o alacenamiento y reproduccio´n de v´ıdeo.
• Pagos: En esta categor´ıa so´lo existe una extensio´n, Spreedly, que permite
realizar cobros sin tener que implementar las llamadas a las pasarelas de pago.
• Utilidades: En esta categor´ıa encontramos una coleccio´n de 16 extensiones
que no encajan con las categor´ıas anteriores. Con ellos se pueden hacer cosas
como creacio´n de subdominios DNS, Enrutar el traf´ıco generado desde tu
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aplicacio´n por una IP esta´tica, buscar e instalar actualizaciones de librer´ıas y
dependencias que uses o an˜adir soporte para conexiones ssl.
La mayor parte de estas extensiones esta´n desarrolladas por la comunidad que
hay detra´s de Heroku y esta´n disponibles para ser usadas por todo el mundo. Los
que no esta´n disponibles para todo el mundo es porque esta´n au´n en fase beta y
para poder usarlos necesitas haber sido aceptado como parte de la comunidad de
betatesting de Heroku. Esta caracter´ıstica de Heroku es la ms atractiva y prueba de
ello es la cantidad de extensiones que, como hemos visto, existen ya y la cantidad
de extensiones que siguen en desarrollo.
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3 Desarrollo
El desarrollo de este TFG ha estado dividido en varias partes, siguie´ndose en to-
das una metodolog´ıa comu´n de reduccio´n de la incertidumbre existente. Hay que
recordar en todo momento que la solucio´n desarrollada es una prueba de concepto
en la que los requisitos cambiaban con frecuencia, por lo que se ha tenido espe-
cial cuidado en el disen˜o del co´digo para que un cambio en los requisitos afectara lo
menos posible al trabajo ya realizado. De ah´ı la necesidad de reducir, como dec´ıa, la
incertidumbre existente.El co´digo de la plataforma de backoffice puede obtenerse en
su repositorio de github (https://github.com/PDI-DGS-Protolab/backoffice_
process_manager). En el resto del cap´ıtulo se va a profundizar en que´ se llevo´ a
cabo en cada parte de la aplicacio´n.
3.1 Esquema de la arquitectura
En este apartado se va a explicar la arquitectura final de la aplicacio´n, que se puede
observar en la figura 6
Figura 6: Diagrama de la arquitectura implementada
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Las distintas partes que forman el sistema de la imagen son:
• Salesforce CRM: Salesforce es uno de los CRM ma´s utilizados hoy en d´ıa. En
cuanto a su uso en el sistema objetivo de este tfg, se centra en dos funciones:
la adquisicio´n de usuarios y la consulta del estado del pago de los usuarios por
parte del personal de contabilidad.
• Telefo´nica accounts: Es el servicio de login y credenciales de Telefo´nica. Toda
persona que haya contratado alguna vez un servicio de telefo´nica se encuentra
en la base de datos de este servicio. Nuestra aplicacio´n simplemente consumira´
la API proporcionada por Telefonica accounts tanto para introducir usuarios
que previamente no exist´ıan como para recuperar datos sobre un/os usuario/s.
Durante el desarrollo se ha contado con una re´plica exacta del servicio en
un sandbox, de manera que se ha podido realizar las pruebas de integracio´n
pertinentes sin que el servicio real corriera ningu´n riesgo.
• App 1, App 2, etc: Son los servicios que pueda querer implementar telefo´nica
en un futuro. Como se puede apreciar en el diagrama, se ha operado un gran
cambio con respecto a la arquitectura antigua: Se ha sustitu´ıdo un modelo de
polling (En el que el servidor pide mediante las distintas apis los eventos fac-
turables a los servicios) por un modelo de push (en el que el mo´dulo Mediator
esta´ a la escucha de los eventos facturables que le vayan llegando).
• Mediator : Este es uno de los dos grandes mo´dulos que se han programado. Su
funcio´n consiste en recibir los eventos facturables, almacenarlos en Amazon S3,
y cada periodo de facturacion calcular cuanto hay que cargar a cada usuario.
Finalmente pasaro´ ese valor al backoffice process manager (Se explicara´ en la
seccio´n 3.4 , pa´gina 27).
• Amazon S3: Es el servicio de almacenamiento en la nube de Amazon. Forma
parte de los llamados Amazon web services (AWS). En este caso se usara´
para almacenar los sdr que sera´n procesados durante el siguiente periodo de
facturacio´n
• backoffice process manager : E´ste es el otro mo´dulo que ha sido implementado
como parte de este TFG. Su papel consiste en cobrar a cada usuario por los
servicios que haya utilizado ese periodo facturable, asegurando la robustez del
servicio (Se explicara´ a fondo a continuacio´n).
3.2 Backoffice process manager
Este es el elemento clave de este TFG: La creacio´n de la plataforma de backoffice.
Consiste en un proyecto de Django que, tal y como vimos en el diagrama de la
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arquitectura, interactu´a con todas las piezas clave del sistema: El CRM de salesforce,
el Mediador, el servicio de Telefonica accounts y las pasarelas de pago.
En cuanto a su funcionalidad, se puede resumir en los tres casos de uso que
expongo a continuacio´n (junto con su diagrama BPM) y que he estado encargado
de implementar:
En el primer caso de uso (figura 3.2, pa´gina 22) se puede ver co´mo un usuario crea
una cuenta en el sistema (que terminara´ desembocando en telefo´nica accounts). En
este caso de uso el backoffice process manager se limita a crear la cuenta de usuario
en telefonica accounts,si no ten´ıa ya una, y pedir a dicho servicio el id de usuario que
se le ha asignado para devolverlo al CRM a fin de que e´ste almacene la informacio´n
de ese usuario en su base de datos. Cuando acaba este proceso, se redirige al usuario
a la pa´gina donde da comienzo el siguiente caso de uso.
En el segundo caso de uso (figura 3.2, pa´gina 23), se muestra el caso correspon-
diente a la realizacio´n de un microcobro a la cuenta bancaria que ha introducido el
usuario para verificar que es va´lida. Para ello, lo primero es tomar los datos bancar-
ios del usuario y que e´ste acepte los te´rminos y condiciones de uso. A continuacio´n
se solicita a la pasarela de pago que realice el microcobro de verificacio´n y, en caso
de tener e´xito, se requerira´ a dicha pasarela el co´digo de pago recurrente, co´digo
que sera´ necesario ma´s adelante para poder realizar los pagos recurrentes. Una vez
obtenido, se almacenara´ a fin de poder realizar el resto de operaciones (en nuestro
caso, las de cobro).
Finalmente, en el u´ltimo caso de uso (figura 3.2, pa´gina 24) se puede ver la
modelizacio´n en tareas del caso de uso de realizar los pagos recurrentes. Es un caso
de uso que sigue una secuencia lineal de tareas.
La primera tarea (llamada ”rating”) consiste en la aplicacio´n de las tasas corre-
spondientes al pa´ıs donde se han consumido los bienes digitales que vamos a cobrar.
A continuacio´n se pasa a la tarea ”invoice”, que es el env´ıo de un correo en el que
se adjunta la factura al usuario. Despue´s hay que realizar el cobro da´ndole a la
pasarela de pagos el identificador de la aplicacio´n, la cantidad a cargar, el co´digo de
pagos recurrentes que nos devolviera cuando verificamos la cuenta bancaria y la/s
url/s de callback (Adyen solo usa una, mientras que WorldPay necesita que se le
env´ıen 2).
Finalmente, cuando la pasarela de pago haya realizado el cobro, invocara´ la url
correspondiente al estado de terminacio´n (Si se trata de Adyen, invocara´ siempre la
misma url pasa´ndole para´metros distintos para cada estado de terminacio´n).
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Ahora bien, si se atiende al modelo de procesos que acabamos de describir, si el
servidor perdiera, por ejemplo, la conexio´n a internet justo tras mandar la orden de
pago a la pasarela, en el servidor esa tarea constar´ıa como ”No completada”, con lo
que habr´ıa que decidir si volver a lanzar el proceso (asumiendo el riesgo de cobrar
dos veces) o no volverlo a lanzar (corriendo el riesgo de no cobrar). Para evitar esta
situacio´n, se ha disen˜ado el modelo de datos que se vera´’ en la proxima seccio´n, y
el protocolo de actuacio´n que se definira´ en la siguiente.
3.2.1 Modelo de datos
De acuerdo con el propo´sito que tiene el backoffice process manager, se hace suma-
mente necesario que la base de datos sea robusta y que se consoliden en ella los
datos despue´s de que cada parte de una operacio´n termine. Por ello se me encargo´
que disen˜ara un modelo de datos que cumpliera con dicha especificacio´n. Como
resultado, se ha terminado eligiendo un modelo de datos como el que se puede ver
en la figura 7
En e´l se puede apreciar una estructuca jera´rquica en la que todo proceso se
subdivide en subprocesos y e´stos se dividen a su vez en tareas. Las tareas son
la unidad mas pequen˜a de trabajo en nuestro sistema y se corresponden con las
burbujas pequen˜as de los diagramas BPM. Vistos en backoffice process manager . A
continuacio´n paso a explicar cada campo de dicho modelo:
• Process
– tef account: el identificador de telefonica accounts del usuario dentro a
quien se esta´’ cobrando con este proceso
– name: Nombre del proceso (”tipo” de proceso)
– start: Timestamp del momento en que se inicio´ el proceso.
– end: Timestamp del momento en que termino´ el proceso. Si au´n no ha
terminado, estara´ vac´ıo.
– initial data: Datos con los que se ha ejecutado el proceso.
– status: estado de terminacio´n del proceso. Puede ser uno de los sigu-
ientes: OK, ERROR, CANCELED, PENDING
• SubProcess
– Process: Identificador del proceso al que pertenece.
– name:Nombre del subproceso (”tipo” de subproceso)
– start: Timestamp del momento en que se inicio´ el subproceso.
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Figura 7: Diagrama del modelo de datos
– end: Timestamp del momento en que termino´ el subproceso. Si au´n no
ha terminado, estara´ vac´ıo.
– status: estado de terminacio´n del proceso. Puede ser uno de los sigu-
ientes: OK, ERROR, CANCELED, PENDING
– result: Datos adicionales sobre el estado del subproceso
• Task
– subprocess: Identificador del subproceso al que pertenece.
– name:Nombre de la tarea (”tipo” de tarea)
– start: Timestamp del momento en que se inicio´ la tarea.
– end: Timestamp del momento en que termino´ la tarea. Si au´n no ha
terminado, estara´ vac´ıo.
– status: estado de terminacio´n del proceso. Puede ser uno de los sigu-
ientes: OK, ERROR, CANCELED, PENDING
– remarkable data: datos adicionales sobre el estado del proceso.
3.2.2 Modelo de ejecucio´n
Para garantizar que el modelo de datos propuesto se rellena con los datos adecuados
y que no se queda en ningu´n momento inconsistente con la realidad, se ha utilizado
una aplicacio´n llamada Celeryd (en su versio´n para Django, llamada django-celeryd).
Esta aplicacio´n se autodenomina ”Cola de tareas”, ya que provee de un sistema
as´ıncrono de ejecucio´n de tareas en las que la salida proporcionada por una de las
tareas es conceptualmente la entrada de la siguiente.
django-celery provee de una API muy sencilla a trave´s de la cual se especifica que´
funciones hay que invocar y en que´ orden para completar un proceso ma´s complejo.
Simplemente hay que an˜adir a las tareas el decorador @task y en el me´todo en el
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que se lanza el proceso crear una secuencia ordenada formada por los nombres de las
funciones que se van a invocar separados por el caracter ”|”. Tras esto, se ejecutara´
una funcio´n propia de django-delery que se encarga de ir lanzando dichas tareas.
Sin embargo, lo explicado hasta ahora no justifica la consistencia de la base de
datos. Dicha justifiacio´n consiste en el hecho de que dentro del co´digo de cada tarea
incluimos al final un bloque cuyo objetivo es consolidar sus resultados en la base de
datos y marcar su propio estado como ’OK’.
De esta manera, y permitiendo que se pueda acceder a estos datos desde Sales-
force se facilita la posibilidad de relanzar tanto manualmente (en el caso de que haya
que comprobar si una tarea erro´nea se llego´ a ejecutar siendo e´sta cr´ıtica, como el
env´ıo de la orden de pago a la pasarela o que sea algo que tiene que valorar alguien
del departamento de ventas, como la no existencia de fondos en la cuenta a la que
hay que cobrar) como automa´ticamente (en el caso de que se haya producido un
error en una fase no cr´ıtica) las tareas que hayan fallado por el motivo que sea.
3.3 Definicio´n de un nuevo SDR
Uno de los problemas que ten´ıa el sistema que segu´ıa telefo´nica a la hora de mantener
servicios eran los SDR que utilizaban. Como se vio´ en la introduccio´n, el formato
de los mismos no era el ma´s apropiado para el uso que se les estaba dando. Por
tanto, hay que definir un nuevo modelo de SDR que mejore el rendimiendo de la
aplicacio´n.
La primera eleccio´n que se tuvo que realizar fue si seguir usando xml como
formato de los SDR o pasar a usar JSON. La dificultad de los formatos xml es que
analizar y extraer los datos de un fichero xml es bastante complejo y requiere del uso
de bibliotecas externas (o en u´ltimo caso, implementar una biblioteca que sea capaz
de analizar xml). Sin embargo, python lleva en su nu´cleo una biblioteca denominada
json que permite convertir de manera muy ra´pida un json a un diccionario, una de
las estructuras de datos ba´sica en Python.
En cuanto al espacio que ocupan, la diferencia es casi inapreciable y, en todo
caso, redunda en favor del uso de json. Estos son los motivos principales por los que
se decidio´ migrar el formato a json. Una vez hecho esto, decidimos crear dos tipos
de SDR;
Por un lado, los SDR que generan los servicios que telefo´nica tenga desplegados
(uno por evento), cuyo formato sera´ el siguiente:
• Event
– eventId: El identificador de evento dentro del servicio.
– accountId: El identificador en telefonica accounts del usuario a quien
pertenece este evento
26
– serviceId: El identificador del servicio que ha generado este evento
– timestamp: Cua´ndo ha ocurrido este evento
– description: Descripcio´n complementaria que iro´ incluida en la factura.
– extraData: Informacio´n extra que se quiera hacer constar.
– rate
∗ ud: Unidades de consumo (dependiendo del servicio las unidades
sera´n unas u otras: d´ıas, MB, usos, etc)
∗ pricePerUnit: Precio por unidad de consumo
Con ese formato se guardan los eventos sin procesar en Amazon S3. Sin embargo,
cuando se lanza el proceso de facturacio´n, al backoffice process manager hay que
pasarle un unico valor a cobrar. Por tanto se hace necesario otro formato que integre
todos los eventos de un periodo facturable y un mo´dulo que realice la integracio´n de
los SDR del primer tipo en los del segundo. El mo´dulo que se encargara´ de dicha
tarea sera´ el Mediator (al que se hara´ referencia en la siguiente seccio´n). Por otro
lado, el formato nuevo agregado sera´ el siguiente:
• ListEvents
– serviceId: El identificador del servicio que ha generado estos eventos
– accountId: El identificador en telefonica accounts del usuario a quien
pertenece este evento
– timeStamp: el timestamp del periodo facturable
– events : List<Event> : lista de eventos del periodo
3.4 Mediator
En esta seccio´n se va a cubrir todo lo relacionado con el u´ltimo objetivo que se an˜adio´
al proyecto: el desarrollo de la plataforma de mediacio´n que va a proporcionar los
datos al servicio de backoffice que ha sido desarrollado cuando se lance un proceso
de cobro.
La labor del mediador es, como ya se menciono´ en la introduccio´n de este
cap´ıtulo, recoger los datos de uso de los distintos servicios de los que provee Telefo´nica
y unir dichos datos de uso en un fichero u´nico por cliente. A pesar de la sencillez
con que parezca que se puede acometer esta tarea, no es algo trivial, ya que hay que
tener presente que el escenario que se pretende conseguir es que, por poner un ejem-
plo, cada llamada que haga una persona sea registrada inicialmente en un fichero
distinto y e´stos sera´n los que se env´ıen para mediar. Y ocurrira´ lo mismo para cada
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uno de los servicios existentes y por existir. Esto desemboca en una situacio´n en
la que nuestro sistema debera´ soportar una gran carga. Por tanto, se debe disear
primero una arquitectura que permita recibir y tratar la gran cantidad de peticiones
que se van a producir.
Telefo´nica incluyo´ el requisito de utilizar una te´cnica conocida como ”Time box-
ing” en la que la mediacio´n se va a realizar en varias etapas temporales hasta con-
seguir los ficheros que se buscaban (separados por usuario).
En la primera etapa, el mediador almacena los sdr que le llegan organizados en
directorios segu´n el timestamp de su llegada al mediador con el siguiente convenio
de nombres (que deben respetar los servicios emisores del sdr) < identificador del
usuario >. A su vez, los directorios usara´n el siguiente convenio de nombres:
id servicio.AAAA.MM.DD.hh
Donde:
• id servicio es el identificador u´nico del servicio al que pertenece el sdr
• AAAA es el an˜o
• MM es el mes
• DD es el d´ıa
• hh es la hora
Cada hora se lanzara´ un proceso con el que se hara´ la mediacio´n de todos los sdr
generados para el mismo usuario durante la hora anterior, almacenando el resultado
en otro a´rbol de directorios, esta vez ordenado por usuario.
El segundo paso consiste en mediar una segunda vez, pera ahora todos los ficheros
de un d´ıa para tener en un solo fichero todos los eventos de un cliente en cada d´ıa.
Finalmente, una vez al mes se lanzara´ el proceso de cobro a los usuarios, durante
el cual se realizara´ la u´ltima mediacio´n, en la que se juntara´n todos los sdr del mes
por usuario (y el resultado sera´ el SDR que se enviara´ para cobrar a la plataforma
de backoffice).
Aunque parezca que esta solucio´n no reduce la carga del sistema, sino que incluso
la hace mayor (y globalmente es cierta dicha afirmacio´n), lo que se consigue con la
te´cnica de time boxing es repartir la carga que se generar´ıa tradicionalmente en
el momento de lanzarse el proceso de cobro a lo largo de todo el mes, mediando
parcialmente todo lo que se puede para que la operacio´n de cobro pueda realizarse
de la manera ma´s eficiente (y sobre todo escalable) posible.
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3.5 Estudio de los Addons de Heroku
El u´ltimo de lo objetivos de este TFG que falta por cubrir es el estudio sobre el ahorro
de time to market que se puede conseguir al desarrollar aplicaciones utilizando las
piezas de software que ofrece Heroku bajo el nombre de addons.
En el uso que se les ha dado durante la implementacio´n de los primeros objetivos
de este TFG hemos utilizado dos de ellos: el que ofrece soporte para el uso de
PostgreSQL y el que ofrece soporte para el uso de RabbitMQ como broker para el
sistema de colas de tareas. El u´ltimo se encuentra au´n en fase beta, y para su uso
es necesario solicitar credenciales de tester.
La realidad es que gran parte de dichos addons esta´n au´n en fase de pruebas,
por lo que, si tuviee´ramos que colocar el uso de e´stas piezas de sofware en el ci-
clo de Gartner, con toda probabilidad se encontrar´ıan en la primera etapa, la de
lanzamiento.
Por otro lado, conviene destacar un punto negativo del uso de los addons de
Heroku: los precios. La mayor parte de los addons provee de una versio´n gratuita
(muy limitada en cuanto a prestaciones) y varias versiones de pago. El problema
radica en el precio desmesurado de dichas versiones de pago segu´n se van incluyendo
caracter´ısticas. Para ilustrar esta variacio´n de precios, se van a exponer los de tres
de los addons :
• Postgres:
– gratis: esta versio´n esta´ limitada a 10.000 filas en la base de datos y a
soportar 20 conexiones. No incluye la realizacio´n automa´tica de backups
ni el uso de RAM para agilizar las bu´squedas.
– $9/month: esta versio´n esta´ limitada a 10.000.000 de filas en la base de
datos y a soportar 20 conexiones. No incluye la realizacio´n automa´tica
de backups ni el uso de RAM para agilizar las bu´squedas.
– $50/month: Nu´mero ilimitado de filas, limitada a 500 conexiones y uso de
RAM limitado a 410 MB. Incluye la realizacio´n automa´tica de backups.’
– $100/month: Lo mismo que la anterior, pero con un uso de RAM limitado
a 819 MB
– $200/month: Lo mismo que la anterior, pero con un uso de RAM limitado
a 1.7 GB
– $400/month: Lo mismo que la anterior, pero con un uso de RAM limitado
a 3.75 GB
– $800/month: Lo mismo que la anterior, pero con un uso de RAM limitado
a 7.5 GB
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– $1600/month: Lo mismo que la anterior, pero con un uso de RAM limi-
tado a 15 GB
– $3200/month: Lo mismo que la anterior, pero con un uso de RAM limi-
tado a 34 GB
– $6400/month: Lo mismo que la anterior, pero con un uso de RAM limi-
tado a 68 GB
• CloudAMQP (Rabbit MQ):
– gratis: Ma´ximo de 30 MB de mensajes al mes. No incluye soporte para
conexiones por ssl, STOMP ni MQTT. Limitado a 3 conexiones concur-
rentes.
– $19/month: Igual que la anterior, pero con 2 GB de mensajes al mes y
limitado a 6 conexiones concurrentes.
– $99/month: Igual que la anterior, pero con 20 GB de mensajes al mes y
limitado a 20 conexiones concurrentes. Incluye soporte para ssl.
– $299/month: Igual que la anterior, pero con 100 GB de mensajes al mes
y limitado a 100 conexiones concurrentes.
– $499/month: Sin l´ımite de mensajes ni de conexiones concurrentes. In-
cluye los protocolos STOMP y MQTT.
• Redis:
– gratis: Incluye un taman˜o de memoria de 20 MB, un l´ımite de una base
de datos y un l´ımite de 10 conexiones.
– $10/month: En esta versio´n se incluye un taman˜o de 100 MB, nu´mero
ilimitado de bases de datos, l´ımite de 256 conexiones, backups diarios en
Amazon S3, sistema de replicacio´n y de failover.
– $25/month: Contiene lo mismo que la versio´n anterior, pero limitando la
memoria a 200 MB.
– $52/month: Contiene lo mismo que la versio´n anterior, pero limitando la
memoria a 500 MB y las conexiones a 512.
– $102/month: Contiene lo mismo que la versio´n anterior, pero limitando
la memoria a 1 GB y las conexiones a 1024.
– $252/month: Contiene lo mismo que la versio´n anterior, pero limitando
la memoria a 2.5 GB y conexiones ilimitadas.
– $499/month: Contiene lo mismo que la versio´n anterior, pero limitando
la memoria a 5 GB
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– $899/month: Contiene lo mismo que la versio´n anterior, pero limitando
la memoria a 10 GB
– $3500/month: Contiene lo mismo que la versio´n anterior, pero limitando
la memoria a 50 GB. Permite el uso de varios nu´cleos para mejorar la
escalabilidad.
Como se ha podido comprobar, las versiones gratuitas de los addons sirven para
el desarrollo de la aplicacio´n, pero si se quiere pasar e´sta a produccio´n, quiza´ sea ma´s
conveniente buscar otras alternativas que no requieran tales desembolsos de dinero
para conseguir unas prestaciones adecuadas.
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4 Conclusiones
Para terminar, se exponen los resultados obtenidos con trabajo realizado y las con-
clusiones que se pueden extraer a partir de los mismos.
4.1 Resultados
Lo primero que hay que mencionar es que la prueba de concepto de la solucin de
backoffice est desplegada en Heroku y accesible pu´blicamente, tanto la parte de
captacio´n de clientes mediante facebook (http://goo.gl/a67RP) como la aplica-
cion que permite iniciar el proceso de facturacio´n (http://backoffice-process-
manager.herokuapp.com/).
Por otro lado, despue´s de haber realizado demostraciones del funcionamiento de
la plataforma y de lo simple que ser´ıa ofrecer servicios nuevos si se adopta su uso,
los superiores de los jefes del proyecto han quedado bastante impresionados y esta´n
evaluando la posibilidad de introducir realmente una versio´n ma´s compleja de esta
plataforma en su estructura.
Finalmente se ha comprobado cmo el uso de los heroku addons reduce ampli-
amente el time-to-market del servicio, evita´ndonos tener que instalar, gestionar y
configurar todas las tecnolog´ıas externas que necesitemos usar (bases de datos, sis-
temas de logging o monitorizacio´n).
4.2 Conclusiones
Se analizan a continuacio´n las conclusiones que se han extra´ıdo durante la real-
izacio´n de este TFG. Primero se hablara´’ sobre la experiencia de desarrollar sobre
plataformas PaaS y su estado actual. A continuacio´n, y aunque parezca fuera del
alcance de este trabajo, se hablara´ sobre la suma importancia de seguir una buena
metodolog´ıa en el manejo de git. A continuacio´n se hablara´ sobre la experiencia con
Django y finalmente se hara´ una valoracio´n sobre los resultados del trabajo.
En el desarrollo de este proyecto se ha puesto de manifiesto la facilidad de trabajo
que se consigue al usar una de estas plataformas (Heroku). Gracias a ella no se ha
tenido que tener en cuenta nada ma´s que el co´digo que se esta´ba produciendo,
evitando tener que compilar, instalar, configurar y desplegar herramientas como el
Broker de rabbitMQ, postgreSQL, celeryd o gunicorn.
Pero, como contrapartida, el desarrollo sobre un PaaS requiere que se pruebe el
co´digo desplega´ndolo en la misma plataforma, ya que, de otra manera, se elimina la
ventaja que supone poder evitar instalar todas esas tecnolog´ıas, pues para probarlas
en local habr´ıa que instalarlas obligatoriamente.
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El proceso de despliegue de la aplicacion en Heroku es ra´pida (aunque se pro-
ducen unas variaciones muy grandes en el tiempo de respuesta de Heroku de un
despliegue a otro, probablemente debido a la latencia de la red en los distintos mo-
mentos en que se ha desplegado). E´sto en un principio no parece una desventaja
grave, aunque empieza a serlo cuando se junta con lo anterier. Para probar cada
funcionalidad, y cada vez que se resuelva un error hay que hacer un despliegue, lo
que al final termina consumiendo bastante tiempo.
Otra de las conclusiones que se han extra´ıdo de la realizacio´n de este proyecto
ha sido la necesidad de usar una meodolog´ıa comu´n a todo el equipo en el uso de
herramienta de control de versiones. Aunque a simple vista este punto no tenga
que ver con el poyecto, si lo tiene, ya que uno de los objetivos del mismo era medir
ahorro de time-to-market y una buena metodolog´ıa en el uso de git puede permitir el
ahorro de mucho tiempo de desarrollo, pues se evitan la mayor parte de los conflictos
de ficheros que por algun motivo han sido modificados por varios desarrolladores a
la vez. Esta metodolog´ıa incluye la pol´ıtica de creacio´n y mantenimiento de ramas
de desarrollo, la nomenclatura de los mensajes de los commits y la depuracio´n de
responsabilidades a la hora de tener que realizar un merge manualmente.
Tal y como se vio´ al principio del proyecto, Django ha demostrado ser uno de los
frameworks ma´s potentes de los que existen ahora mismo sobre el papel. En cuanto
a la experiencia de uso, hay que destacar su escasa curva de aprendizaje, que ha
hecho mucho ma´s llevadera la realizacio´n del trabajo. So´lo hay dos cosas que han
costado ma´s conseguir (ya que no esta´n documentadas correctamente): encontrar
informacio´n sobre co´mo deshabilitar la proteccio´n contra cross site request forgery
en los casos en que sea necesario hacer peticiones POST sin que e´stas vengan de un
formulario web y configurar correctamente el servidor para poder servir los ficheros
esta´ticos (ima´genes, css y ficheros javascript) a las distintas pa´ginas web que se van
mostrando.
Como se ha podido comprobar a lo largo del documento, se han cumplido exi-
tosamente todos los objetivos propuestos inicialmente para el proyecto. Me gustar´ıa
destacar lo importantes que se prevee que sean los PaaS orientados a desarrollo de
software en poco tiempo, segu´n se explico´ en la seccio´n 2.3.1
4.3 L´ıneas futuras
Los pro´ximos pasos a dar en la realizacio´n de este proyecto son la implementacio´n
de un mo´dulo que permita la retrocompatibilidad con los servicios que ya tiene
telefo´nica desplegados hasta ahora, a fin de evitar que e´stos tengan que ser modi-
ficados para adaptarse al nuevo protocolo (lo que llevar´ıa mucho tiempo, ya que el
nu´mero de servicios desplegados es muy elevado), la observacio´n del estado en que
se encuentra el ecosistema de addons de Heroku (una revisio´n anual que permitira´
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volver a evaluar los beneficios que aportan de cara a la relacio´n de la facilidad de
desarrollo que otorgan frente al precio que costar´ıan en un entorno de produccio´n’),
y finalmente, dotar al sistema entero de alta disponibilidad, con lo que se evitar´ıan
los fallos que pueda generar la versio´n actual.
Cabe destacar que estos puntos los desarrollare´ en el marco de una beca de
formacio´n en el laboratorio OIL UPM - Telefo´nica Digital durante mis estudios de
Ma´ster.
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Ape´ndices
A Antiguo formato de SDR
Aqu´ı se puede ver un ejemplo de SDR de los que se usan actualmente en telefo´nica
(ya que la plataforma de backoffice que se ha desarrollado, y por consiguiente el
nuevo formato de SDR tardara´n en estar en el plan tecnolo´gico de telefo´nica)
<?xml ve r s i on =”1.0” encoding=”UTF−8” standa lone=”yes”?>
< f i c h e r o \ consumos\ v a r i a b l e s>
<f e cha \ envio >2012−07−27T15 : 3 4 : 5 4 . 1 9 8 Z</fecha \ envio>
<consumos\ v a r i a b l e s t o t a l \ r e g i s t r o s= ”4”>
<consumo\ v a r i a b l e>
<id>1</id>
<contrato >003d000000kC2JHAA0</contrato>
<s e r v i c i o \ comerc ia l>0</ s e r v i c i o \ comerc ia l>
<concepto\ f a c t u r a b l e >10052</concepto\ f a c t u r a b l e>
<f e cha \ consumo>2012−07Z</fecha \ consumo>
<unidades >348.0</ unidades>
<pos i c i on>1</pos i c i on>
<t o t a l \ p o s i c i o n e s >1</t o t a l \ p o s i c i o n e s>
</consumo\ v a r i a b l e>
</consumos\ v a r i a b l e s>
</ f i c h e r o \ consumos\ v a r i a b l e s>
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Figura 8: Resultados del benchmark de frameworks web: Rendimiento
Figura 9: Resultados del benchmark de frameworks web: Memoria
B Comparativa de frameworks web
En enero de 2007 se enfrentaron los 6 frameworks ma´s usados para desarrollo web
a una serie de pruebas a fin de medir cual de ellos proporcionaba mejores carac-
ter´ısticas. Los resultados obtenidos fueron los siguientes:
En la figura 8 de la pa´gina 38 vemos los resultados de dos tests hechos usando
Apache Benchmark. en la primera prueba (las tres primeras columnas de datos) se
establece que se van a usar 5 hilos concurrentemente y que se van a recibir 1000
peticiones. En la segunda prueba (las tres u´ltimas columnas) se realiza el mismo
test pero con 100 hilos y 10000 peticiones. Cada una de las pruebas tiene, como
se puede observar, 3 columnas. Son, por orden: Peticiones atendidas por segundo,
tiempo por peticio´n y velocidad de transferencia.
En la figura 9 de la pa´gina 38 vemos los resultados de memoria y uso de CPU
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Figura 10: Resultados del benchmark de frameworks web: Escalabilidad
obtenidos con los tests. hay 3 bloques: datos antes de empezar, datos tras acabar
el primer test y datos tras acabar el segundo test. Cabe destacar que en las filas en
que se usa Python con prefork no se pueden obtener datos fiables, ya que ante una
carga grande los procesos se reinician.
En la figura 10 de la pa´gina 39 se muestran los resultados para otro de los test
que realizo´ el mismo autor que el anterior. Esta vez se uso´ la aplicacio´n siege,
que coloca tu aplicacio´n web bajo una sobrecarga de peticiones a fin de comprobar
la fiabilidad del servidor web, si pierde datos o si hay momentos en que no esta´
disponible. Se llevaron a cabo 3 pruebas con esta herramienta (todas de una duracio´n
de 1 minuto): con 50 usuarios simulta´neos, con 100 usuarios simulta´neos y con 300
usuarios simulto´neos.
Como se puede comprobar de los datos arrojados por dicho estudio, no hay duda
de que Django es el framework web con mejores prestaciones.
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