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EINE KLASSIFIKATIOK DER &,-REKURSIVEN FUNKTIONEN 
von HELMUT SCHWICHTEKBERG in Munster/Westfalen 
KLEEXE formuliert in [7J das Problem, ,,whether the ordinal numbers can be 
used to  give a satisfactory classification of the general recursive functions into a 
hierarchy under some general principle". Der wohl naheliegendste Ansatz zur Kon- 
struktion einer solchen Hierarchie, namlich Beschrankung der Ordnungstypen der 
fur Rekursionen zugelassenen Wohlordnungen, fuhrt nicht zum Ziel : MYHILL und 
ROUTLEDGE haben bewiesen, daS jede rekursive Funktion durch elementare Opera- 
tionen und nur eine Rekursion langs einer elementaren Wohlordnung vom Typ w 
definiert werden kann ([ll], [16]; s. auch Lru [9]). In  [7] schlagt KLEEKE eine 
andere Methode vor, rekursive Funktionen mit Ordinalzahlen in Verbindung zu 
bringen: Man geht aus von einer effektiv erzeugten Funktionenklasse, etwa der 
Klasse (3 der elementaren Funktionen, konstruiert eine kanonische Aufzahlungs- 
funktion El (also El $: @), betrachtet die in El elementaren Funktionen, konstruiert 
fur sie eine kanonische Aufzahlungsfunktion E, (also E,  $: @ ( E l ) ) ,  usw. Diese Kon- 
struktion la& sich transfinit fortsetzen, wenn fur jede Limeszahl eine sie approxi- 
mierende Fundamentalfolge zur Verfiigung steht. KLEENE verwendet deshalb sein 
Bezeichnungssystem S, fur konstruktive Ordinalzahlen, und zwar in einer Version, 
in der nur primitiv rekursive Fundamentalfolgen zugelassen sind ([7], p. 73); eine 
solche Einschrankung ist notwendig, da man sonst schon auf dem Niveau w alle 
rekursiven Funktionen erhielte. Aber auch mit dieser Einschrankung kollabiert die 
Hierarchie: FEFERMAN zeigt in [2] ,  da13 man dann auf dem Niveau 09 alle rekursi- 
ven Funktionen erhalt. 
Wir behandeln hier das Klassifikationsproblem fur einen Teil der rekursiren 
Funktionen, die ,,sO-rekursiven" Funktionen; darunter verstehen wir solche Funk- 
tionen, die definierbar sind durch elementare Operationen und ,,elementare %-Rekur- 
sionen", A < z0, der Form f ( x ,  kj) = S(u]-,,, g,, . . . . g r ;  x, g) mit einer ,.Standard- 
wohlordnung" < vom Typ A und einem elementaren Funktional F (genauer in 
5 1)l). Diese Funktionenklasse fallt mit der von KREISEL in [S] eingefuhrten Klasse 
der ordinal rekursiven Funktionen zusammen (einfache Folgerung aus § a) ,  enthalt 
also genau die Funktionen, ,,deren Rekursivitat in der reinen Zahlentheorie beweis- 
bar ist" ([S], s. auch SHOENFIELD [IS]). 
Ein erstes KompliziertheitsmaS fiir E,-rekursive Funktionen wird von der Defi- 
nition nahegelegt (vgl. HEINERMANN [4]) : 1st f durch elementare Operationen aus 
g,, . . , , g, definiert, und sind g,, . . . , gr die ,,Rekursionszahlen" a,, . . . , a, ( < E ~ )  
Mit I! bezeichnen wir hier Limeszahlen < c0, mit a, ,9, y ,  . . . beliebige Ordinalzahlen <F,, . 
Daneben verwenden wir 1 im Rahmen der Cmcmchen Schreibweise 3. t f Q) ftir die Funk- 
tion /. Frakturbuchst,aben F, b, 8, . . . stehen fur Variablentupel. 
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zugeordnet, so erhalt f die Rekursionszahl max (al, . . . , 0 1 ~ ) .  1st f durch elemen- 
t,are ow-Rekursion aus gI , . . . , gr  definiert,, und sind g, . . . , g, die Rekursions- 
zahlen al, . . ., 01, zugeordnet, so erhalt f die Rekursionszahl max(al, . . . ~ N,) + 01. 
3, bestehe aus den 6,-rekursiven Funktionen, die mit RekuIsionszahlen x defi- 
nierbar sind. Offenbar enthalt U 3, alle 8,-rekursiven Funktionen. 
a<% 
Weiter verwenden wir die skizzierte KLEENEsche Methode zur Konstruktion einer 
Hierarchie Q,, w < 8,;  die erforderliche Festlegung von Fundamentalfolgen ist fur 
die Limeszahlen <.so in kanonischer Weise moglich. Nach Konstruktion gilt 6, C Q, 
fur 01 < B.') 
SchlieBlich bet.rachten wir noch die folgende Variante des KLEENEschen Ansatzes 
(nach ROBBIN [14]; s .  auch GRZEGORCZYK [3]); Man geht aus von den elementaren 
Funktionen, konstruiert eine alle elementaren Funktionen schliel3lich maj orisierende 
Funktion B, , betrachtet die in F ,  elementaren Funktionen, konstruiert fur sie eine 
Majorante F,, und so weiter bis 8, .  Die Funktionen P,, 01 < E,, lassen sich einfach 
angeben: F,(x) = 2', F,+l(x) = Bgfx),  F,(a.) = F A l z l ( x )  (A[%] x-tes Glied der 
kanonischen Fundamentalfolge fur 1, l': x-te Iterierte von Fa). Die Klasse der in 
F, elementjaren Funktionen bezeichnen wir mit (3,. 
Wir beweisen hier die Obereinstimmung der drei Hierarchien: %, = Q, = Q, fur 
01 < E,. Es handelt sich also um eine anscheinend naturliche Hierarchie, die aus- 
gehend von den elementaren Funktionen echt aufsteigt, und die unterhalb o die 
primittiv rekursiven Funktionen, unterhalb om die mehrfach rekursiven Funktionen 
und unterhalb 8, die 8,-rekursiven Funktionen ausschopft. - Verwandte Resultate 
stammen von ROBBIN [la], der ahnliche Gleichheiten ,,im Limes" fur Lx -+ wiL 
erhalten hat, von MEYER und D. M. RITCHIE [lo], [13], die Rekursionszahlen ( < o) 
fur primitiv rekursive Funktionen betrachten und damit GRzEUoRczYs-Iclassen 
charakterisieren ( s .  auch [12], [15], [17]), und von AXT [l], der gezeigt hat, dal3 
eine Variant,e der Methode von KLEENE unterhalb o auf GRzEcoRczYIi-Klassen 
fiihrt. 
5 1. Definition der Funktionenklassen BU, Ku und 
Eine Funktion heiDt elementar (im KALMhschen Sinn), wenn sie aus Zahlvariablen 
und Zahlkonstanten mit den Funktionen I(: + y,  x * y ,  [x/y] und den Operationen 
2, fl explizit definiert werden kann; liil3t man noch Funktionsvariable zu, so 
' < ! I  .'<!I 
erhalt, man elementare Funktionale. Einfache Eigenschaften elementarer Funkt,ionen 
sind in KLEENE [6], p. 285 -287, zusammengestellt; die Diskussion priniitiv rekur- 
siver Funktionale in [6], 5 47 ubertragt sich (bis auf # G) auf elementare Funk- 
t,ionale. 
Wir verwenden eine Kodierung der endlichen Zahlenfolgen, bei der die Funktionen 
12,. . .x,$ <xo, , . ., 2,) durch Polynome majorisierbar sind2). - Eine Zahlenfolge 
1) Kt C bezeichnen wir die echte Inklusion. 
2, Vgl. SMULLYAN [19], p. 82. Unsere Kodierung unterscheidet sich von der dort angegebenen 
durch die zusatzliche Eigenschaft <zo, . . . ,xm, 0 )  = <xo, . . . , G) und dadurch, daD hier jede 
Zahl als Kodenummer auftritt. 
EIXE KLASSIFIKATION DER EO-REHURSIVEN FUNKTIONEN 63 
zo . . . z, heilje m-adische (modijizierte m-adische) Darstellung 80th x, wenn x = 2 zimi 
und 0 zi s m - 1 (1 5 zi 5 m); die leere Zahlenfolge sei m-adische und modi- 
fiziert'e m-adische Darstellung von 0.  Statt ,,2-adisch" sagen wir auch ,,biniir", 
statt ,,3-adisch" auch ,,ternfir". (x,, . . ., XJ sei die wie folgt konstruierte Zahl: 
Man bilde die modifizierten Binardarstellungen xi, bilde dainit die Ziffernfolge 
r, ,O . . . OxlOzo und lese sie als Ternardarstellung. Beispiel: (3 ,2 ,0 ,5)  = 2 100201 1 
(Ternardarstellung). Offenbar ist (x,, . . ., x,, 0) = (x,, . . ., x,,), und jedes z lafit 
sich bis auf ,,angehangte Nullen" eindeutig in der Form x = (x,, . . . , x,) darstellen. 
( z ) ~  sei die Zahl xi in dieser Darstellung von x, l(x) sei das groljte i 2 1 mit 
( x ) ~ - ~  > 0, falls es ein solches i gibt, und 0 sonst (,,Laage von dL) .  
i s n  
u 
U U Y  
Lemma.  (x,, . . . , a,) 
Beweis. Es sei l g ( x )  die Lange der modifizierten Binardarstellung von x .  Dann 
3'2 17 (x i  + 
i s n  
n+ Z l ; ( s i )  gilt 
Mit 3f(") I - (225(z))2 
(xo, . . . , XI,> 6 3 . 
(x + 1)2 folgt die Behauptung. 
Lemma. Die Funktionen Ax, . . . xr, (5, . . ., xn), A x ~ ( z ) ~  und 1 sind elementar. 
Beweis. Folgende Funktionen sind elementar (s. [6]) : 
z 3 ( i ,  x) = zi in einer Ternardarstellung z,, . . . zo von x 
= rm([x/3i], 3) 
13(x) = Lange der kiirzesten Terniirdarstellung von x 
- - ,~ i i lz [3 '  > XI 
= c (1 z3b.7 x)) 
a ( i ,  x) = Bnzahl der j < i mit z 3 ( j ,  x )  = 0 
;<i 
b ( i ,  x) = Erster Index links von der i-ten Null in einer Ternardarstellung 
von x 
= / . l i jsi+z[a(i ,  X )  = ;I 
z 3 ( j ,  x) . 2.iLW,z) 
( X ) i  = 2 
D ( i  ,I) S,j < b ( i + l  ,I) 
Z(x) = /.liiS,[b(i, z) = Z3(x) + I]. - 
Fur unseren Rekursionsbegriff benotigen wir spezielle Wohlordnungen. Sei 
x < , y w x  < y 
x < n i l  y ++ gii<z+g((x)i - < (y)z * v j j s x + g ( i  <n i (x)j = (y ) j ) )  
(nach HILBERT/BERNAYS [5], p. 361). < n  ist eine elementare Wohlordnung der 
natiirlichen Zahlen vom Typ o,, (q = u), con+, = Q O ~ ) .  Unter einer Standard- 
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Wohlordnung vom Typ a < 8, verstehen wir eine Wohlordnung der naturlichen 
Zahlen, die elementar isomorph ist zu dem Anfangsstiick vorn Typ a des ,,kleinsten" 
<,, mit 01 5 0,; zwei Wohlordnungen <, <' von Mengen M ,  M' natiirlicher Zah- 
len nennen wir elementar isomorph, wenn M ,  M' elementar sind und es elementare 
Funktionen h ,  h' gibt mit h ' ( h ( x ) )  = x fur x E M ,  h(h ' (x ' ) )  = x' fur x' E M ' ,  
x < y o h ( x ) < ' h ( y )  fur x , y E M .  
1st f aus g,, . . . , g, definiert durch f ( ~ ,  9) = F([f].+, g l ,  . . . , g, : .c, 9) mit einer 
Standard-Wohlordnung < vom Typ 1 < go und einem elementarem Funktional F ,  
so sprechen wir von einer elementaren 1-Rekursion (oder elementaren < -Rekursion) : 
dabei ist 
f ( u ,  b) fur u < x 
Ef l<x(u la )  = 0 sonst. 
Als e,-rekursiv bezeichnen wir die Funktionen der kleinsten Funktionenklasse, die 
abgeschlossen ist gegen (elementare) explizite Definitionen der Form 
f (F) = P . - - 7 9,; F )  9 
F elementar, und elementare A-Rekursionen, 1 < 8,. 
Jeder (Definition einer) 8,-rekursiven Funktion ordnen wir wie folgt eine Rekur- 
sionszahl a < E~ zu: 1st f explizit aus g,, . . . , g,. definiert, und haben g,, . . . , g, 
die Rekursionszahlen a,, . . . ) a,, so erhBlt f die Rekursionszahl max(a,, . . . , a,) 
(also 0 im Fall r = 0). 1st f durch elementare con-Rekursion definiert aus g,, . . . , g,, 
und haben g, , . . . . gr die Rekursionszahlen a,, . . . , a,, so erhalt f die Rekursions- 
zahl max(a,, . . . , ar)  + 01.  %a sei die Klasse tier mit Rekursionszahlen 5 LX defi- 
nierbaren e,-rekursiven Funktionen. 
Vorbereitend zur Definition der Klassen (iCa ordnen wir jeder (Definition einer) 
in gl ,  . . . , g, (m,, . . . , m,-stellig) elementaren Funktion f einen Index f zu. Dafiir 
ist es bequem, die in g,, . . .) g, elementaren Funktionen aus geeigneten Ausgangs- 
funktionen durch normierte Einsetzungs-, Summen- und Produktschemata zu 
erzeugen : 
- 
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Es sei elgl , . . . 'Pr( i ,  a), falls i Index einer in g , ,  . . . , gr elementaren Funktion ist, 
der Wert dieser Funktion an der Stelle ( x ) ~ ,  . . ., (x),+,, und 0 sonst. Man zeigt 
leicht ([7], p. 74): 
a) e l g l ~ . . . ~ g r  ist aus g , ,  . . ., g, durch eine elementare <-Rekursion definierbar. 
Spater benotigen wir Funktionen X b r  und It  mit folgenden Eigenschaften: Sind 
g ,  h , ,  . . ., h,, Indizes von g ,  h,, . . ., h,,, und ist f definiert durch 
U L Y  
. . ' 9  xn)  == g(hl(X1, * * ,  xn), . * .,hrn(x1,. . * >  xn)) ,  
so ist XbF(g, h, ,  . . . , h,) Index von f ; ist f Index einer einstelligen Funktion f ,  
so ist I t ( n ,  f )  Index der n-ten Iterierten von f .  Dies leisten SbE(i,  j , ,  . . . , jm) = 
= (6, n ,  i ,  jl, . . ., j m )  Die 
Funktion It ist elementar majorisierbar, denn allgemein gilt : 
mjorisierbar, so ist  f elementar majorisierbar. 
duktion uber x ergibt sich leicht f ( x ,  tj) 6 max(x, tj ,  2)Ir2+l. Also 
I U l Y  
I 
und I t (0 ,  i )  = U:,  I f ( n  + 1 ,  i )  = Sb:(It(n,  i ) ,  i ) .  
U 
Ist f ( 0 ,  9) = g ( g ) ,  f ( x  + 1 ,  9) = h(x, f ( x ,  g ) ,  g), und sind g ,  h durch Polynome 
Beweis. Sei etwa g(9) 5 max(9, 2)k ,  h ( x ,  z ,  tj) 6 max(x, z ,  9 ,  2)k.  Durch In- 
b) AxC:, Sb: und It sind elementar. 
Von der gewahlten Indizierung der in g , ,  . . ., gr elementaren Funktionen ver- 
Zu jeder Limeszahl 1 < E~ definieren wir die kanonische Fundarnentalfolge 1 [x] , 
+ o " 0  mit a, 2 . . * 2 a,, 
U 
wenden wir im folgenden nur die Eigenschaften a) und b). 
z = 0,  1 ,  . . . : A 1aDt sich eindeutig darstellen als GO* + 
und a. > 0 .  1st m,Nachfolgerzahl, so setzen wir 
- 
A[z] = ma' + * . . + 0"' + 0 - 1 2 ,  
A[x] = 0" + * * * + 0% + 0"0["1. 
und ist mo Limeszahl, so sei 
Jetzt konnen wir die Funktionen E,, a < so, definieren: 
E a + l ( i , x )  = elEa(;,  4, E o ( i ,  x) = 0,  En( i ,  4 = E , I ~ ~ ~ ~ ~ I + I ( ( ~ ) ~ ,  . ) . l )  
6, sei die Klasse Q(E,) der in E,  elementaren Funktionen. Es gilt Q, C QB fur 
LX < /I; denn E, ist elementar in E ,  fur a < p (Beweis durch Induktion uber p), 
aber Em+, ist nicht elementar in E, (sonst hatte man 1 -I_ E,+l (x, (2)) = E,+, (io, (x)), 
also einen Widerspruch fur x = io ) .  
Die Definition der Klassen Q, ist besonders einfach : Man definiert Funktionen Fa,  
LX < c0, durch 
und setzt Q, = @ ( F a ) .  Zur Motivation beweisen wir Fa E lJ B,; dazu zunachst ein 
Diagonalisiert wird also uber Aufziihlungfunktionen fur die in Enrci,,, elementaren Funk- 
tionen, nicht uber die Enrc,lo, selbst. Das ist fur das Folgende bequem, aber nicht wesentlich. 
Fo(x)  = 2", Fa+l(x) = FZ(x),  PA(%) = P A [ ~ ] ( X ) ,  
B<a 
5 Ztschr. f. math. Logik 
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Lemma.  (Einfache Eigenschaften der Fa) 
(1) Fa(%) > II: fur x 2 1 .  
(2) Fa wachst echt monoton. 
(3) Ist a ,,Erweiterung" von P ,  so gilt F,(x) 2 F,(x) fur x 2 1 .  
(4) 1st a > ,8, so gilt Fa(%) > P8(x) fur II: 2 cg. 
. * 2 a,, 
,!? = mga + . . * + 0 ~ 0 ,  Bs 2 - * * 2 Po, und es i, < . . * < is 5 r gibt, so daI3 
aio, . . ., ai, Erweiterungen von P o ,  . . ., Ps sindl). 
Mit Hilfe des Lemmas zeigt man leicht, daB jede in F, elementare Funktion 
majorisierbar ist durch F!(max(g)) mit genugend groBem k. Daraus folgt, daB Fa 
in keinem Q, mit /3 < a enthalten sein kann, denn andernfalls ware Fa majorisier- 
bar durch eine F,-Iterierte, also schliefllich majorisierbar durch F,+l im Wider- 
spruch zu (4). 
Beweis des Lemmas: (1) erhalt man trivial durch Induktion uber a .  (2) und (3) 
beweisen wir gemeinsam durch Induktion iiber a .  a = 0: trivial. OL Nachfolger- 
zahl: (2) Fa(z + 1) = F:?:(II: + 1) > Fz-i(x + 1) > Fz-,(x) = Fa@). (3) Fall 1:  
a - 1 Erweiterung von p .  .Fa(%) = F,"-,(z) 2 F,-,(x) 2 Fg(x) .  Fall 2 :  ,4 Nach- 
folgerzahl, 01 - 1 Erweiterung von ,!? - 1 .  F,(x) = Fzdi(x) 2 F,"_,(x) = FB(x). 
OL Limeszahl: (2) Fa(x + 1) = Fa[z+il(z + 1) 2 Fatz](% + 1) > F,fzl(x) = F,(z) ,  
da a [ x  + 13 Erweiterung von a[.] (Beweis (lurch Induktion uber a). (3) Wir be- 
notigen einige Hilfsbegriffe. Fur y = d"' + * . . + d~, y p  2 . . * 2 y,, sei y +, 6 = 
= y + 6,  falls y + 6 = y # 6,  und y +i+, 8 = d ' p  + . . - + w Y ~ + ; ~ ,  falls y > 0 
und y + i  6 erklart. Weiter sei minexp(y) = yo ,  falls y > 0 ,  und = 0 sonst. Wir 
behaupten: 1st y Erweiterung von 6 = + w60, 6, 2 . . . 2 do, so gibt 
es eine Erweiterung y' von 6 ,  so da13 fur alle i minexpi(y') Erweiterung von 
minexpi(6) ist und y = y' +j-l ej-l(y, 6) . . . +, P o ( ? ,  6) (Linksklammerung), 
j minimal mit minexpJ(6) = 0. Beweis durch Induktion iiber 6 .  6 = 0:  trivial. 
6 > 0: Sei rn minimal mit y m  Erweiterung von 6,. Zu y m  , 6, wiihlen wir nach In- 
duktionsvoraussetzung ein y k  und setzen y' = coy* + . * . + wYm+l + wyk. y' ist 
Erweiterung von 6 ,  und minexpi+l(y') = minexpi(yL) Erweiterung von minexpi(6,) 
=minexpi++'(6).Mitpo(y,6) =wYm-l + t - W Y o , e i f l ( y , 6 )  = ei(ym,8,)ergibtsich 
y' +j-l e i - l ( y ,  6) , . . +, eo(y ,  6) = m~~ + . . . + c u ~ m + l  + co~~+~-2e~-l(~~~)...+oel(i~.~) + 
+ e o ( y ,  6) = y .  - Zu a ,  t3 wahlen wir ein solches a'. Zunachst ist Fa(x) 2 F,,(x) 
fur II: 2 1 ,  denn allgemein gilt Fy+i8(~) 2 F, (3) fur x 2 1 : fur i = 0 ist das trivial 
durch Induktion iiber 6 zu sehen, und beim SchluB von i auf i + 1 verwendet man 
ebenfalls Induktion uber 6 und benutzt, falls 6 Nachfolgerzahl, (y + i + l  6) [x] 
= y + i + 1 ( 6  - 1) +io minexp'f1(y)+(6-i)(x - 1)  (Beweis durch Induktion nach i), 
und falls 6 Limeszahl, (y  + i + l  6) [x] = y + i + l  6 [x] . Weiter ergibt sich Fa, (2) 2 F, (x) 
aus folgender Behauptung : 1st y Limeszahl und ist fur alle i minexp' ( y )  Erweite- 
Wir nennen a Erweiterung von P ,  wenn 01 = coar + . . * + coao, a, 2 
+ . . 
l) Leere Summen sind zugelassen, so daO sich auch 0 in der angegebenen Form darstellen 1aBt. 
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rung von minexpi (6) , so gibt es m 2 1 , n 2 0 , derart da13 y [XI*,: = y [x] [x] . * * [XI 
Erweiterung von S[x]".  Beweis durch Induktion uber y :  Sei y = wyp + * . + wyo, 
so genugt m = 1 , n = 0 .  Sind yo,  6, Nachfolgerzahlen, so wiihle man m = n = 1 . 
Sind yo,  6, Limeszahlen, so folgt die Behauptung aus der Induktionsvoraussetzung 
fiir yo ,  6,. 1st yo Limeszahl, do Nachfolgerzahl, so verwende man die Induktions- 
voraussetzung fur y[x], 6. Beweis zu (4): Sei p = w8mbnL + - . + w80b0, 6, > 
> . - . > 6,. Wir wahlen cg > 2,  > max(b, , . . . , b,) und so, daB fur jede Limeszahl 
6, unter 6,, . . . , 6, gilt 6, [cg] > (4) 1aBt sich dann leicht durch Induktion 
nach oc beweisen: a Nachfolgerzahl 2 /? + 1 :  F,(x) = F:-,(x) > F,-l(x) 2 Fg(x) 
fur x 2 cg. a Limeszahl 2 /3 + 1: Zu zeigen ist Parz1(x) > Fg(x) fur z 2 cg. Sei 
= w6mam + . . + w8%,, 6, > . * *  > 6, > 0 ,  a, > 0 ,  und ,d = w8mb, + . . -  + 
+w"b, + . - -  + w80bo, 6, > ... > d,.Dannista[x] = w8mum + . ' *  + w8*(u, - 1) + 
+ w8n-'x, falls 6, Nachfolgerzahl, und .[XI = w8mu, + . * + w8m(un - 1) + w8m["], 
falls 6, Limeszahl. Nach Wahl von cg ist oc [x] > p fur x 2 c B ,  also nach Induktions- 
voraussetzung auch F,,,, (x) > P, (x) . 
y p  > . . .  = 2 yo > 0 ,  und 6 = w8g + . . .  + w'o, 6, 2 2 6, > 0 .  1st 6,=0,  
Q 2. Beweis des Zusammenfallens der drei Hierarchien 
Wir zeigen 6, 2 %, Q, 2 G, und 8, 5 Q, . Die ersten beiden Behauptungen lassen 
sich geradeaus beweisen. Dem Beweis von 8, 2 Q, liegt die folgende Idee zugrunde : 
Man betrachtet die Zahl sf (x)  der Rechenschritte zur Berechnung von f ( E )  und 
verwendet e k e  Version des KLEENEschen Normalformentheorems, in der anstelle 
des p-Operators solche ,,Schrittzahlfunktionen" (oder Majoranten davon) auftreten. 
Beweis zu 6, 2 W, : Wegen 6, = Q (E,) geniigt es zu zeigen E, E 8,. Dies beweisen 
wir durch Induktion uber a. 01 = 0: trivial. oc Nachfolgerzahl: E, = elEa-i ist 
durch eine elementare <-Rekursion aus Ea-l definierbar (vgl. a) in § 1). oc Limes- 
zahl: < sei eine Standard-Wohlordnung vom Typ woc; die einem /3 < w01 ent- 
sprechende Zahl bezeichnen wir mit Ip I. Dann entsprechen den folgenden Ordinal- 
zahlrelationen und -funktionen elementare Relationen und Funktionen : ist Null, 
ist Nachfolgerzahl, ist Limeszahl, Vorganger, +, . und (T, e mit ,!? = wo(p)  + e (/3); 
weiter gibt es elementare Funktionen g , h mit g (I I I , x) = g (I I [x] I )  und h (x) = I x I . 
Die einfachen Beweise dafur ubergehen wir hier. Wir wollen jetzt eine Funktion E, 
mit E a ( l w y  + i 1 ,  x) = B y ( i ,  x) fur y < 01 durch elementare <-Rekursion defi- 
nieren. Fur E, mu13 gelten 
Ea(liJt x) = 0 ,  
Ea(Iw(y + 1)  + i I ,  x) = Ey+l( i ,  2) 
E 
= el ? ( i , x )  
= F([eZEY]<i, E,; i, x), F elementares Funktional, 
= ~ ( r ~ , + , i < ~ ,  E, ;  i ,  x) 
= P(Ljz[~*l,l,t ,+i,+,I(lw(Y + 1) + ? - I >  2 1 9  
~ i ~ [ ~ ~ l , , ~ ~ , + l , + ~ , ( I W y  + i l >  4; i ,4, 
5* 
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Daraus erkennt man, daIj E,  durch eine elementare ma-Rekursion definierbar ist, 
also E,  E 8,. Es folgt E,  E 8,, denn wegen E,(i, 2) = E a [ ( , ) O l ~ l ( ( i ) l ,  a )  = 
= ~,(lo(01[(i)~] + 1) + (i)ll, x} ist E, elementar in E,.  
Beweis zu Ga 2 6,: Wegen 6, = @(Pa), (S, = G(E,) geniigt es zu zeigen, daB 
Fa elementar in E,  ist. Zunachst eine Vorbetrachtung: Nehmen wir an, wir hatten 
schon eine Funktion In ,  die jedem a < c0 einen Index ( Q  1) zuordnet, mit 
dem F4 elementar in E, ist. Dann ist Fa(.) = E,+,(In(a), (z)), also FZ(x) = 
= Ea+,(It(n, In(oO), (x>), also 
(1) 
und PA[t8](.) = E A [ , , ] + l ( w m ) ,  (x)) = Ea(<n, In(A[nI)), (x)), also 
(2) 
Fa+,(x) = Ea+l(It(x, In(01)), (x)), 
FA(.) = EAK.7 -Tn(f[xID, (x)). 
Nehmen wir weiter an, dal3 bei einer Kodierung 01 + 101 I der Ordinalzahlen OL < E,, 
der Funktion In  eine elementare Funktion In* entspricht, und daD es fur die ge- 
wahlte Kodierung eine elementare Funktion g gibt mit g (1 l \ ,  x) = t l[.] l .  Dann 
folgen aus (1) und ( 2 )  
In*(Ia + 11) = Xbf(E,+,, Sbf( I t ,  [J;, Sb:(In*, Clal)), l x ( z ) ) ,  
L - u  -- -(3) 
(4) 
(Die Indizierung bezieht sich auf die in E,+l bzw. in E ,  elementaren Funktionen; 
also ist in (3) &,+, = (0, 2 ,  1) und in (4) E:, auch = (0, 2 ,  1 > . )  Weiter gilt 
In*(lAl) = Xbf(E,, Sb2,(lzy(z, y), U : ,  Xb:(In*, Xb2,(g, ~1~1, u:))), Ax(x>). 
U I U  u --u I 
- U 
I n * ( ( O ( )  = ii.z2". 
L I  
(5) 
Wir kommen jetzt zum Beweis, daB Fa elementar in E,  ist. Zunachst ist eine 
geeignete Kodierung der Ordinalzahlen < E~ anzugeben. n, nl , n2 seien elementare 
Funktionen rnit n,(n(x, y)) = z, n,(n(x, y)) = y, n(n,(z), n2(z)) = z ,  und es sei 
n(i ,  x) < n(j ,  y) genau dann, wenn i < j ,  oder wenn i = j und x y .  Dann ist 
< eine Wohlordnung der natiirlichen Zahlen vom Typ .so, und definiert man 1.1 
als die dabei einem a < .so entsprechende Zahl, so entsprechen den Ordinalzahl- 
begriffen Null, Nachfolgerzahl, Limeszahl, F'organger elementare Relationen und 
Funktionen, und es gibt eine elementare Funktion g mit g ( I  11 , z) = 1 l [ x ]  I ; die 
einfachen Beweise dafiir iibergehen wir wieder. 
Weiter benotigen wir das folgende Rekurs ions theorem fur elementare Funk- 
tionen (nach KLEENE [7] ,  p. 75): Zu jeder elernentaren FzLnktion f ( x ,  g) gibt es einen 
Index i von l ~ f ( i ,  g) . 
Zum Be weis des Rekursionstheorems defjnieren wir elementare Funktionen S: 
mit folgender Eigenschaft : 1st i Index einer elementaren Funktion g (yl, . . . , ym , 
xl, . . . , xJ, so ist XS,m(i, y,, . . . , y,J Index von ilr, . . . x, g (yl, . . . , y,,*, xl, . . . , x,) . 
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Dies leistet SF(;, y, , . ., y I l l )  = Sb;;+”‘(i, Cia, . . ., C;;m, U t ,  . . ., U t ) .  1st nun j 
elementar, so wahle man j als Index von lyzf(S:(y, y), g) und setze i = S:(i,  9) .  
Dann ist i Index von A z j ( i ,  x). ’ 
Eine Anwendung des Rekursionstheorems liefert nun unmittelbar eine elemen- 
tare Funktion In* mit (3), (4 ) ,  (5) ,  und durch Induktion iiber (Y folgt leicht, dal3 
Fa in E, elementar ist mit dem Index In* ( 1  oc I ) .  
Beweis zu ’%a 2 &, : Wir diskutieren zunachst ein formales Berechnungsverfahren 
fur 8,-rekursive Funktionen. Betrachtet werden Terme a ,  b ,  . . . , die mit Konstan- 
t,en f ,  g , . . . fur &,-rekursive Funktionen wie folgt definiert sind: Zahlvariablen 
x, y ,  . . . und Zahlkonstanten (Zk) x , y , .  . . sind Terme; mit a,, . . .,a,, ist fur 
beliebiges f auch f ( a , ,  . . . , a,&) ein Term; rnit a ,  b sind auch a + b ,  a - B ,  [a/b],  
U u u  U 
I 
- -  
2 b ,  n b und 
.z<a r<a 0 sonst 
ohne freie Variable definieren wir den reduzierten Term a’ induktiv durch 
als Abkiirzung fur (“ = Terme. Fur jeden Term a 
f ( a , ,  . . ., an)’ = f ( a i ,  a2, . . ., alJ falls a, keine Zk 
falls a, = xl,  a2 keine Zk = f(x,,  a;,  a3,  . . ., a,J 
. . .  
= f(x,,  . . ., x ~ . - ~ ,  a;&) 
= a[% , . * . > %I 
falls a, = xl ,  . . . , a,,-, = xll.-l, a, keine Zk 
falls a, = zl, . . . , a,, = x, und 
f (zl, . . . , z,,) = a Definitionsgleichung 
falls a keine Zk 
falls a = x ,  b keine Zk 
falls a ,  b Zk, x Zk mit dem Wert, von u + b ,  
von f ,l) 
(U + 6)’ = a‘ + b 
= ~ + b ‘  
= x  
(a  * b)’, [u/b]’ analog, 
( 2 - b ) ’  = Eb falls a keine Zk 
falls a Zk =+ 0 ,  y Zk rnit dem Wert von 
1 < a  x<a’ 
= 2 b  + bCY1 
= 0  falls a = 0, 
X<tl a - 1  
(n b)’ analog, 
.z<a 
( b I b = O ) ’  = [aIb’=O falls b keine Zk 
= a  falls b = 0 
= o  falls b Zk =+ 0.  
l) Mit uz, ,._., J b l ,  . . ., b,] oder kurz u[b,, . . ., b“] bezeichnen wir das Resultat der simulta- 
nen Substitution von xl, . . ., x,, durch b, ,  . . ., b, in a .  
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Man zeigt leicht, da13 fur eine beliebige 6,-rekursive Funktion f sich f (xl, . . . , xn) 
(genauer: f (xl, . . ., xn)) in endlich vielen Schritten auf eine Zahlkonstante redu- 
ziert. Die Anzahl der Reduktionsschritte bis zum ersten Erreichen einer Zahlkon- 
stanten bezeichnen wir mit sf(xl, . . . , xn); sf nennen wir die zu f (genauer: zur 
Definition von f oder xu f) gehorende Schrittzahlfunktion. Man kann nun rnit be- 
kannten Methoden jedem Term eine Kodenummer zuordnen und Funktionen 
Red, Dek definieren, so da13 Red (rf l ,  ( F )  ,y) die Kodenummer des y-ten Gliedes 
der rnit f (xl, . . . , xn) beginnenden Reduktionsfolge ist und Dek (,,Dekodierfunk- 
tion") der Kodenummer einer beliebigen Zahlkonstanten die entsprechende Zahl 
zuordnet; bei den ublichen Kodierungen sind Red, Dek elementarl). Jede E,,-rekur- 
sive Funktion liiBt sich dann mit einer beliebigen Majoranten sf ihrer Schrittzahl- 
funktion sf darstellen in der Form 
- 
(*I f ( F )  = Dek(RfW-f1, (F) 9 Sf ( F ) ) ) .  
Den Beweis zu '$la 5 Ea fuhren wir jetzt in  drei Schritten: 
a) 1st f E '$la, so auch s f .  
b) Jede Funktion aus 81a ist elementar in einer durch nur eine elemenkare o m -  
c) 1st eine Funktion durch eine elementare oor-Rekursion definiert, so ist sie 
Aus a), b), c) folgt rnit (*) und 65, = @(Fa)  die Behauptung 8lm 2 (8,. 
Beweis zu a) :  Zu jedem elementarem Funktional F konstruieren wir ein elemen- 
tares Funktional S F ,  so daB fur beliebige &,-rekursive Funktionen gl ,  . . . , gr  gilt : 
1) Zum Ausrechnen von F (9; g) werden SF (9, s, ; g) Schritte benotigt2). 
2) gi wird beim Ausrechnen von F (g ;  F) an genau den Stellen gebraucht, an 
denen gi oder sgi beim Ausrechnen von S F ( g ,  sg; x) gebraucht werden. 
Dabei verstehen wir unter ,,Ausrechnen" das Reduzieren auf eine Zahlkonstante, 
und unter einem ,,Gebrauch" von g an der Stelle xl, . . ., xn das Vorkommen von 
g (xl, . . . , xn) als Teilterm in der Reduktionsfolge. 
Wir konstruieren SF durch Induktion uber den Aufbau von F ;  die Eigenschaften 
I ) ,  2) von SF ergeben sich jeweils leicht aus der Reduktionsdefinition. 
Fall 1 :  F ( g ;  F) = xi oder F ( g ;  F) = q 
Rekursion definierbaren Funktion. 
majorisierbar durch Fa (g (z)) mit elementarem g . 
S,(g, Sg; F )  = 0 
Fall 2: F ( g ;  F) = gi(Fl(g; E), . . -, Fn6(g;  F)) 
s F ( g ,  Sg; F )  = S F l ( g ,  sfl; F )  + * ' ' + s F n I ( Q ,  8s; F) + 
f 'Ss*(Fl(g; F), . * 3  p n i ( 9 ;  F)) 
1) rfl ist eine Kodenummer von f .  
g steht fur gl,. . ., g, und s fur sg , . . ., sgr. s 1 
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Fall 3: P ( g ;  E )  = [ E ; ( g ;  s ) /P,(Q; F ) ]  (+, * analog) 
a*; E )  = fb1(g, s*; h )  -t &*(g’s*; b)  + 1 
Fall 4: F ( g ;  F )  = 17 F2(g;  x, x )  (2 analog) 
z<F,(o;r) 
S F ( g ,  80; b )  = & F l ( g ,  st; b)  + F 1 ( g ;  b)  + + 2 (&F2(9, ‘0; x, h)  f ‘1 
z < F 1 ( * ;  0 
Fall 6:  F ( g ;  F) = [F,(g; F)IF,(*;E)=O 
S d g ,  a*; b)  = &*(g, a*; b)  + 1 + [SF& s*; F)IF,(*;E)=O. 
Den Beweis von a) fduen  wir durch Induktion uber den Aufbau der &,-rekursiven 
Funktionen. Fur elementare explizite Definitionen ergibt sich die Behauptung 
aus 1). 1st f durch elementare <-Rekursion definiert aus g l ,  . . . , g,, also f(z,  9) = 
= P ([f] <, , g ; x , g )  = G (f , g ; x , g)  , F ,  c;’ elementare Funktionale, wobei beim Aus- 
rechnen von G ( f ,  g ; x, 9) f nur an Stellen u ,  b mit u < x gebraucht wird, SO for@ 
(*) ergibt sich sf (x, g)  = H([sf]<3:,  se; z, g) ,  H elementares Funktional, und damit 
die Behauptung. 
sf(”, 9) = 1 + S G ( f ,  9, sf, 80; x, 9) = 1 + SG([ f ]< . z ,  4, [sf]<,, x, 9) nach 2 ) ;  mit 
Beweis zu b) : Wir stellen zuniichst einige Hilfsuberlegungen zusammen. 
b 1 : Sind < , -+, <, Standard- Wohlordnungen der Typen or, a,, or2 und gilt 
01 = or1 + or,, so gibt es elementare Funktionen h,, h,, h l ,  h; mit hl(x) < h,(y) fur  
alle x, y und 
Bild(h,) uBild(h,) = N ,  
hA(hn(z)) = z, 
hn(hL(z’)) = 2’ fur z’ E Bild(hn), 
z < n y - h n ( x )  <hn(Y) ,  
f u r  n = 1 , 2 .  h,, h, sind dadurch eindeulig bestimmt. 
Den einfachen Beweis wollen wir hier ubergehen. 
b 2 :  Ist f durch elementare I-Rekursion definierbar und ist I < A’, so ist f elemen- 
tar in einer durch elementare 1’-Rekursion definierbaren Funklion. 
Beweis. Sei f(z,  g )  = F ( [ f I x z ;  x, g ) ,  F elementares Funktional, < Standard- 
Wohlordnung vom Typ I .  Sei <’ eine Standard-Wohlordnung vom Typ A‘ > d 
und h ,  h‘ nach b 1 so gewiihlt, da13 < auf das entsprechende Anfangsstuck von <’ 
abgebildet wird. Setzt man 
f’(z, 9) = F(Iub[f’I<,z(h(u) ,  b ) ;  h’(x) ,  g ) >  
so folgt f(z, g)  = f ’ ( h ( s ) ,  g) und damit die Behauptung. 
b 3 : Ist f durch elementare <-Rekursion definierbar, so auch 
f* (2, Y) = fb ,  (YIO, * * * 9 (YL-1 )  * 
Beweis. Aus f (x, g )  = F([fl,,; z, 9) folgt f* (x, y) = F(Iub[f*I,,(u, < v l , .  . . , vn>) ; 
x9 (Y)O, . * - >  W n - 1 ) .  
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b 4:  Sind f,, . . . , f, zweistellig und durch elementare <-Rekursion dejinierbar, so 
Be weis. Aus f i  (2, y) = Pi([fi]<z; z, y) folgt j ( z  , 9) = <. . , F ,  (luu([fl<,(a, ~ ) ) & - i  ; 
Den Beweis zu b) fiihren wir durch Induktion iiber den Aufbau der so-rekursiven 
Funktionen. 1 )  j sei aus g,, . . . , gr explizit definiert, gi  E '$la,. Nach Induktions- 
voraussetzung ist gi  elementar in einer Funktion g : ,  die durch elementare coal- 
Rekursion definierbar ist. Nach b 2 ist g:  auch durch elementare wol-Rekursion 
definierbar, (x = max(a,, . . . , a,). Nach b 3 und b 4 gibt es eine durch elementare 
ma-Rekursion definierbare Funktion g ,  in der 91, . . ., g:, also auch gl, . . ., g,, 
also auch j elementar sind. 2)  j sei durch elementare cool-Rekursion aus g1 , , . . , gr 
definiert, g1 E Wie eben ergibt sich aus b 2 bis b 4, da13 g,, . . ., gr elementar 
sind in einer zweistelligen Funktion g , die durch elementare wp-Rekursion, 
B = niax (B, , . . . , B,), definierbar ist: 
such f ( x ,  Y) = ( j l ( Z ,  y), - * *, f&, y)>. 
z, y), . . .>. 
g(z ,  Y) = ~ l ( [ S I < &  2, Y), 
F,  elementares Funktional, mit einer Standard-Wohlordnung vom Typ cob. 
j ist also durch elementare cob-Rekursion definierbar aus g .  Nach b 3 konnen wir 
annehmen, da13 j zweistellig ist, also 
f ( z ,  Y) = F 2 ( [ f l < 2 z > 9 ;  x, Y), 
P, elementares Funktional, mit einer Standard-Wohlordnung <2 vom Typ m a .  
Es sei nun < eine Standard-Wohlordnung vom Typ wb + coa und h,, h,, h i ,  h; 
wie in b 1 gewahlt. Wir definieren durch elementare <-Rekursion eine Funktion f, 
die ,,unterhalb mp'' die Funktion g und oberhalb j darstellt: 
F , ( A ~ G I < ~ ( ~ , ( U ) ,  v);  h;(z) ,  Y) falls z < I ~ P I  
F,(Luv[fI,,(h,(u), v) ,  luv[f l<z(hl(U),  v);  h;(x) ,  Y) sonst, 
f ( x ,  Y) = 
wobei lwbl die Zahl bezeichnet, die wb in < entspricht. Offenbar gilt 
s ( z , Y )  = f ( h l ( a , Y ) >  f W Y )  = f (h2 (49Y) .  
Also ist f elementar in einer durch elementare m(/3 + a)-Rekursion definierbaren 
Funktion. 
Beweis zu c) : Wir benotigen wieder einige Hilfsiiberlegungen. Unter einer 
Standard-Wohlordnung in N vom Typ ol verstehen wir eine Wohlordnung einer 
Teilmenge der natiirlichen Zahlen, die elementar isomorph ist zu dem Anfangs- 
stuck vorn Typ a des ,,kleinsten" cn mit 01 5 on (s. Q 1). 1st < e k e  Standard- 
Wohlordnung in N ,  und ist j aus g,, . . ., g, definiert durch f (x,tj) = [F([ j ] , , ,  
x E Feld(<), und = 0 sonst, F elementares Funktional, so nennen wir dies eine 
elementare < -Rekursion. 
c 1 : Sind < , <' elementar isomorphe Standard- Wohlordnungen in N ,  und ist f 
durch elementare <-Rekursion definiert aus g l ,  . . . , g,, so ist f elementar in einer 
Punktion f ' ,  die durch elementare <'-Rekursion aus g,, . . . , gr definierbar ist; j ist 
darstellbar in der Form j ( x ,  9) = j ' ( h (x ) ,  9) mit elementarem h .  
g,, * . . )  9,; ~2 t j ) I . z ~ ~ e ~ d ( < ) ,  d* h- durch j ( x ,  q )  = F ( [ f l < z ,  91, . * g r ;  x, q ) ,  falls 
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Be weis. h ,  h’ seien elementare Funktionen mit h’ (h (x)) = x fiir z E Feld (<) , 
h(h’(x’)) = x’ fur z’ E FeZd(<’), x < y c+ h(x)  <’ h ( y ) .  Sei 
f ( x ,  9) = [F‘“fl<5, 9; x> 9 ) 1 X € F d d ( < ) 9  
F elementares Funktional. Setzt man 
f l  (X’, 9) = [F((nub[f’I<,,t(h(u), b 9; h’(x’), 9 ) L * ~ b V ~ ( < 9 9  
so folgt f ( z ,  9) = f ’ ( h ( s ) ,  9) und damit die Behauptung. 
c 2 : Zu jedem elementurem Funktionul F gibt es Zahlen t , k , so dup gilt: Ist h eine 
einstellige, sehwueh monoton wuchsende Fmktion mit h (x) 2 2”, und sind g l ,  . . . , g ,  
abschiitzbar in der Form g L ( z l ,  . . ., xni) 5 h“(max(x,, . . ., x , ~ ~ ,  1)) mit e 2 1 ,  so ist 
F ( g ;  F) 6 htC(max(g, 1 ,  k)). 
Der Beweis  ergibt sich trivial durch Induktion iiber F ;  wir wollen ihn hier 
ubergehen. 
Zum Beweis von c) kann man wegen c 1 annehmen, daB eine Funktion f mit 
einem echten Anfangsstuck 4 eines <,& definiert ist in der Form f (x, 9) = [F ([/Iia!; 
x, 9) lzEFeld(<) ,  F elementares Funktional, wobei < den Typ COLY hat. Bezeichnen 
wir wieder die einem p < o,, in <,, entsprechende Zahl mit IpI, so ergibt sich dann 
leicht aus der Definition von <,,, da13 aus i A [ i ] (  5 x < I A [ i  + 111 stets x 2 i 
folgt. Weiter seien t 2 2,  k wie in c 2 zu F gewahlt, und zwar t so grol3, daB noch 
tZzi2 5 F;-l(x) gilt. Wir behaupten nun 
rfi+,B+rl(~, 9) _I ~ , 3 m a x ( t ~ + ~ ,  11, k ) )  I
fur w p  + r = LY und r = 0 folgt daraus c). Den Beweis fuhrer) wir 
durch Induktion iiber op + r .  Dabei verwenden wir ohne besondere Erwahnung 
die in § 1 bewiesenen einfachen Eigenschaften der F a .  Fall 1 : p = 0,  r = 0 .  Trivial. 
Fall 2 : r > 0 .  Fur x < I w@ + r - 1 I folgt die Behauptung sofort aus der Induk- 
tionsvoraussetzung. Fur x = Iwp + r - 1 I hat man 
m a ;  mit 
[fI+ ( u ,  b )  _I Ft,”’-’(max(F$-’(U), b ,  4) 
Fr- ’ (max(u ,  b ,  k)) 
und damit nach c 2 und der Definition von f 
rfl<loS+r](x’9) _I Ff‘(max(x9 9, k)). 
Fall 3:  r = 0 ,  /I Nachfolgerzahl. Sei x < l w p l .  Dann gibt es ein i mit 
z < - 1)  + i + 11 und x 2 i. Denn ist Iw(@ - 1)1 5 2, so bestimme man 
i aus x = Iw(@ - 1) + il, und ist x < Iw(@ - ] ) I ,  so wahle man i = 0 .  Man 
erhiilt 
[/l<losl(x, 9) = [ f l<lo(s- l )+7+1I(X,  9) 
F“:: (max ( t 2 z + 2 ,  9 , k)) 
FFd1(m), m = rnax(t”Z2, 9, k) 
= F A ( m ) .  
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Fall4: r = 0,  p Limeszahl. Seiz < lcopl. Wie eben gibt es ein i mit x < I(co0) [i + 111 
undz 2 i :  1st I (cop) [O]  I 5 z, so bestimme mani aus I (cop) [i] I 5 z < I (cop) [i + 11 I, 
und ist z < I (cop) [O] 1 ,  so wiihle man i = 0 .  Beachtet man noch (cop) [j] 5 co (p[j]), 
so ergibt sich 
rfi<lusl(z, 9) s [ f i<lu(P[i+l])J(z? g )  
s q3[i+l](max(t2”+2, 9 ,  k)) 
- < FptrnI  (m) , 
= F,(m) .  
m = max (t2z+2, 9 ,  k) 
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