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EFFECTS OF CONFINEMENT FOR SINGLE-WELL POTENTIALS
ORAN GANNOT
Abstract. We study bound states generated by a unique potential minimum in the
situation where the system is strongly confined to a bounded region containing the
minimum (by imposing Dirichlet boundary conditions). In this case the eigenvalues
of the confined system differ from those of the unconfined system by an exponentially
small quantity in the semiclassical limit. An asymptotic expansion for this shift is
established. The formulas are evaluated explicitly for the harmonic oscillator and an
application to the Coulomb potential at a fixed angular momentum is given.
1. Introduction
We study semiclassical Schro¨dinger operators with potential V on subsets of the line,
where V admits a unique global minimum. More precisely, V is required to satisfy
(1) V ∈ C∞(R),
(2) V (0) = V ′(0) = 0 and V (x) > 0 for x 6= 0,
(3) lim inf |x|→∞ V (x) > 0.
Define the self-adjoint operator P (h) = h2D2x + V acting on L
2(R). If Ω ⊂ R is
a bounded open interval, let PΩ(h) denote the Dirichlet realization of h
2D2x + V on
L2(Ω).
It is well known that P (h) has m0 eigenvalues in the interval I(h) = [0, C0h], where
m0 is the largest integer such that (2m0+1)
√
V ′′(0)/2 < C0 and h is sufficiently small
depending on C0 [11, 18] — such eigenvalues are typically referred to as low lying. In
fact, there exists a bijection
σ : SpP (h) ∩ I(h)→ Sp P˜ (h) ∩ I(h), satisfying σ(λ)− λ = O(h2), (1.1)
where P˜ (h) = h2D2x +
V ′′(0)
2
x2 is the harmonic oscillator with eigenvalues√
V ′′(0)
2
(2m+ 1)h, m ∈ {0, 1, 2, . . .}.
This result, a version of which actually holds in any dimension, is originally due to
Simon [18] and Helffer–Sjo¨strand [11]; see also [5, 12] for textbook treatments.
Now assume that 0 ∈ Ω, so Ω contains the global minimum of V strictly in its
interior. Then (1.1) is also valid for PΩ(h) replacing P (h). Moreover, tunneling esti-
mates imply that the low lying eigenvalues of PΩ(h) differ from those of P (h) by an
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exponentially small quantity [5, Chap. 6]: there exists ε > 0 and a bijection
τ : SpP (h) ∩ I(h)→ SpPΩ(h) ∩ I(h), satisfying τ(λ)− λ = O(e−ε/h). (1.2)
This is also originally due to Helffer–Sjo¨strand [11], and is valid in any dimension.
The main theorem of this paper provides an asymptotic expansion for τ(λ)− λ. To
formulate the first result, write λ0m for the m’th eigenvalue of P (h), and similarly let
λΩm denote the m’th eigenvalue of PΩ(h). Note that τ(λ
0
m) = λ
Ω
m.
Theorem 1. Fix an integer m ≥ 0 and Ω = (r−, r+) with −∞ < r− < 0 < r+ < ∞.
Then there exists h0 = h0(m) such that h ∈ (0, h0) implies
λΩm − λ0m = h
1
2
−m
∑
±
e−2φ(r±)/hs±(h). (1.3)
Here
φ(x) = sgn x
∫ x
0
√
V (t) dt,
and
s±(h) ∼
∞∑
j=0
s±j h
j , s±0 =
2m+1
m! π
1
2
(√
V ′′(0)
2
)m+ 1
2 √
V (r±) a0(r±)
2,
where
a0(x) = lim
ε→0
(ε sgn x)m exp
∫ x
ε sgnx
√
V ′′(0)
2
(2m+ 1)− φ′′(t)
2φ′(t)
dt
.
The method of proof also applies to certain operators arising from spherically sym-
metric potentials in higher dimensions. Consider the operatorQ(h) = −h2∆R3+W(x)
on L2(R3), whereW(x) = W (|x|) for someW : R→ R. At a fixed angular momentum
ℓ, the study of Q(h) is equivalent to that of the effective Hamiltonian
Q(ν; h) = h2D2x + h
2(ν2 − 1/4)x−2 +W (x)
on L2((0,∞)), where ν := ℓ + 1/2. In fact, the main result holds for any ν > 0. The
physical potential W is assumed to satisfy properties analogous to V ,
(6) W ∈ C∞([0,∞)) ,
(7) W (0) =W ′(0) = 0 and W (x) > 0 for x > 0,
(8) lim infx→∞W (x) > 0,
(9) W (2k+1)(0) = 0 for k ≥ 0.
Note that the assumption (9) (along with assumption (6)) is equivalent to the smooth-
ness of W defined by W(x) = W (|x|). In any case, it is necessary for the main
result.
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If 0 < ν < 1, then h2D2x + h
2(ν2 − 1/4)x−2 is not essentially self-adjoint on
C∞c ((0,∞)); instead we consider the Friedrichs extension, which can be characterized
as the unbounded operator associated to the quadratic form
Q(u) =
∫ ∞
0
|hDxu+ ih(1/2− ν)x−1u|2 dx
on H10 ((0,∞)). This is further equivalent to the boundary condition
lim
x→0
xν−1/2u(x) = 0, (1.4)
see [7]. Now if Λ = (0, L) denotes a finite interval, define QΛ(ν; h) as the self-adjoint
operator on L2(Λ) with Dirichlet boundary conditions at x = L and the boundary
condition (1.4) when 0 < ν < 1.
Although perhaps lesser known, there are natural analogues σν , τν of σ, τ as in (1.1),
(1.2): define the harmonic oscillator
Q˜µ(ν; h) = h
2D2x + h
2(ν2 − 1/4)x−2 + W ′′(0)
2
x2,
with eigenvalues 2
√
W ′′(0)
2
(2m+ 1 + ν)h, m ∈ {0, 1, 2, . . .}. Then substitute
P (h)⇐⇒ Q(ν; h); PΩ(h)⇐⇒ QΛ(ν; h); P˜ (h)⇐⇒ Q˜(ν; h),
in (1.1), (1.2) to get the appropriate statements for σν , τν . Writing λ
0
m and λ
Λ
m for the
m’th eigenvalues of Q(ν; h) and QΛ(ν; h), the following analogue of Theorem 1 holds.
Theorem 2. Fix an integer m ≥ 0 and Λ = (0, L) with 0 < L <∞. Then there exists
h0 = h0(m) such that h ∈ (0, h0) implies
λΛm − λ0m = h−ν−2me−2φ(L)/hs(ν; h). (1.5)
Here,
φ(x) =
∫ x
0
√
W (t) dt
and
s(ν; h) ∼
∞∑
j=0
sj(ν) h
j , s0(ν) =
4
√
W (L)
Γ(1 +m+ ν)m!
(√
W ′′(0)
2
)2m+1+ν
L1+2νa0(L)
2,
where
a0(x) = lim
ε→0
ε2m exp
∫ x
ε
2
√
W ′′(0)
2
(2m+ 1 + ν)− φ′′(t)− (2ν + 1)t−1φ′(t)
2φ′(t)
dt
 .
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1.1. Some applications. The simplest application of Theorem 1 is to the linear har-
monic oscillator confined to a symmetric interval. Evaluating (1.3) to first order, we
obtain the following corollary.
Corollary 1.1. Let V (x) = x2, so that λ0m = (2m+ 1)h. Let Ω(R) = (−R,R). Then
for R−2h sufficiently small depending on m,
λΩ(R)m = (2m+ 1)h+
h
1
2
−m22+m
m!π
1
2
R2m+1e−R
2/h(1 +O(R−2h)). (1.6)
Proof. Set x = Ry. If u(x) is an eigenvector of PΩ(R)(h) with eigenvalue λ
Ω(R)
m then
u˜(y) := u(x) = u(Ry) is an eigenvector of PΩ(1)(R
−2h) with eigenvalue R−2λ
Ω(R)
m . It
remains to apply Theorem 1 with the effective semiclassical parameter R−2h. 
A rigorous study of the semiclassical harmonic oscillator on a finite interval Ω ∋ 0
was previously performed in Bolley–Helffer [4, Appendix 3] with Neumann boundary
conditions on the boundary of Ω.
Analogously, Theorem 2 may be applied to the isotropic harmonic oscillator at a
fixed angular momentum.
Corollary 1.2. Let W (x) = x2, so that λ0m = 2(2m + 1 + ν)h. Then for L
−2h
sufficiently small depending on m,
λΛm = 2(2m+ 1 + ν)h +
4h−2m−νL2(2m+1+ν)
m! Γ(1 +m+ ν)
e−L
2/h
(
1 +O(L−2h)) . (1.7)
Proof. The proof is identical to that of Corollary 1.1. 
An interesting application of Corollary 1.2 is to the Coulomb Hamiltonian at a fixed
angular momentum ℓ,
h2D2y +
h2ℓ(ℓ+ 1)
y2
− Z
y
.
With initial domain C∞c ((0,∞)), this Hamiltonian is essentially self-adjoint for ℓ > 0.
When ℓ = 0 the deficiency indices both equal one — see [16] for an explicit description
of all the self-adjoint extensions. In particular, imposing a Dirichlet boundary con-
ditions at x = 0 gives a self-adjoint extension. With a Dirichlet boundary condition
when ℓ = 0, the corresponding operator is denoted by H(ℓ; h) for ℓ ≥ 0. It is well
known that H(ℓ; h) is bounded from below, and has discrete spectrum in (−∞, 0).
The negative eigenvalues can be listed,
Eℓ+1 < Eℓ+2 < · · · < 0, where En = − Z
2
4n2h2
, n ≥ ℓ+ 1.
Now let HR(ℓ; h) denote the self-adjoint operator with same action as H(ℓ; h) but with
a Dirichlet boundary condition at x = R. Then HR(ℓ; h) is also bounded below with
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discrete spectrum in (−∞, 0) and the negative eigenvalues will be listed as
Eℓ+1(R) < Eℓ+2(R) < · · · < 0.
The following result holds for the difference En(R)−En.
Corollary 1.3. Fix n ≥ ℓ+ 1. For R−1h2 sufficiently small depending on n,
En(R) = − Z
2
4n2h2
+
22n+1h−4n−2R2n
n2n+3(n− ℓ− 1)!(n+ ℓ)!
(
2
Z
)−2n−2
e−ZR/nh
2 (
1 +O (h2R−1)) .
(1.8)
Proof. By rescaling, it may be assumed that Z = 2. For a negative number E < 0, let
k = (−E)−1/2. The k-dependent mapping
(y 7→ f(y)) 7→ (x 7→ x−1/2f (2kh−1x2))
maps the kernel of HR(ℓ; h)− E(R) onto the kernel of QΛ(2ℓ + 1; h)− 4k(R) (taking
into account boundary conditions near the origin), where L2 = 2Rk(R)−1.
We would like to formally apply Corollary 1.2 to the operator QΛ(2ℓ+ 1; h) to find
an expression for 4k(R) in terms of the eigenvalues of Q(2ℓ+1; h). To do this, it must
first be verified that L−2h→ 0 as R−1h2 → 0; this is not immediately obvious since L
depends implicitly on k(R), which is what we are trying to calculate in the first place.
However, one has the following a priori information:
Suppose that k(R) > 0 corresponds to the m’th negative eigenvalue of HR(ℓ; h).
The claim is that h−1k(R) = O(1) as h−2R → ∞. To prove this, note that k(R) is
characterized by the fact that
y = 2Rh−1k(R)−1 is the (m+ 1)’th positive zero of Mh−1k(R),ℓ+1/2(y),
whereMκ,µ is the WhittakerM-function. If the claim did not hold, then h
−1k(R)→∞
along some sequence of h−2R tending to infinity. Now the r’th zero of Mκ,µ as κ→∞
is given by αµ,rκ
−1 + O(κ−3/2), where αµ,r > 0 is fixed [9]. If α := αℓ+1/2,m+1, then
along this sequence
2R
hk(R)
∼ αh
k(R)
,
which is a contradiction since it implies Rh−2 = O(1).
This shows that a priori, L−2h = O(h2R−1), and hence L−2h → 0. Applying
Corollary 1.2, we find that for n ≥ ℓ+ 1,
k(R) = nh +
hn−2L4n
(n− ℓ− 1)! (n+ ℓ)!e
−L2/h
(
1 +O (L−2h)) . (1.9)
Therefore as a first approximation
k(R) = nh+O (exp (−R/Ch2)) ,
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and hence
L−2 = 2−1k(R)R−1 = 2−1nhR−1
(
1 +O (exp(−R/C1h2)) .
Plugging this back into (1.9),
k(R) = nh +
22nh−4n+1R2n
n2n(n− ℓ− 1)!(n+ ℓ)!e
−2R/nh2
(
1 +O (h2R−1)) .
Now solve for E(R) = −k(R)−2 to get that
En(R) = −(nh)−2 + 2
2n+1h−4n−2R2n
n2n+3(n− ℓ− 1)!(n+ ℓ)!e
−2R/nh2
(
1 +O (h2R−1)) .

1.2. Historical remarks. The study of confined quantum mechanical systems has a
long tradition — the reader is referred to the articles of Fro¨man et al [8], Aquino [1] and
references therein for a comprehensive overview and physical applications. However,
it should be stressed that few rigorous results appear in these reviews. Historically,
the case of a hydrogen atom confined in a spherical box was the first problem of this
type to be considered. Some of the earliest works in this direction are due to Michels
et al [15], Sommerfeld and Welker [21], de Groot and ten Seldam [10] in the physics
literature.
The formula (1.8) for hydrogen was previously derived in the works of Dingle [6],
Julius and Hull [13], Singh [20], and Laughlin et al [14]. However, the arguments used
to derive these results can not be considered complete proofs. As far as we are aware,
Corollary 1.3 provides the first rigorous proof of this result.
Formula (1.7) for the isotropic harmonic oscillator appears also in [13, 20]. For
the linear harmonic oscillator, (1.6) was given by Singh [19], and also in [13]. Again,
these results are not accompanied by rigorous proof. For large quantum numbers (as
opposed to the low-lying states considered here), the same formula was also derived
by Auluck and Kothari [2] modulo an incorrect factor of 1
2
.
Remark 1. The aforementioned works give asymptotic formulas as the radius of con-
finement tends to infinity. By the scaling properties of the linear harmonic oscillator,
isotropic harmonic oscillator, and hydrogen atom, these are equivalent to confinement
in a box of fixed size in the semiclassical limit, hence our results apply. For more
general potentials in the semiclassical limit (confined to a box of fixed size), Theorems
1, 2 appear to be new.
1.3. Idea of proof. Let us briefly describe the strategy used to prove Theorem 1.
Since P (h) is well approximated by the harmonic oscillator P˜ (h) near x = 0, if u0 is
an m’th eigenvector of P (h) with eigenvalue λ0 it is reasonable to expect that
u0(0) 6= 0 if m is even; (u0)′(0) 6= 0 if m is odd, (1.10)
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since this holds for the eigenvectors of P˜ (h). The same observation also holds for
PΩ(h): if u
Ω is an m’th eigenvector of PΩ(h) with eigenvalue λ
Ω, then uΩ should also
satisfy (1.10). It will follow from the WKB construction in Proposition 2.1 that both
of these expectations are indeed true.
Fix any m’th eigenfunction of P (h) which is polynomially bounded in h, namely
‖u0‖L2(R) = O(h−N ) for some N > 0. Depending on the parity of m, define uλ,β as the
unique nonzero solution to the equation
−h2u′′λ,β + V uλ,β = λuλ,β,
subject to the initial conditions
uλ,β(0) =
{
u0(0) if m is even,
β if m is odd,
u′λ,β(0) =
{
β if m is even,
(u0)′(0) if m is odd.
If λ0 is the m’th eigenvalue of P (h), then of course
there exists β0 such that uλ0,β0 = u
0. (1.11)
Keeping in mind the dependence on m ≥ 0 and a choice of u0, define G±(λ, β) :=
uλ,β(r±), and then set
G(λ, β) :=
[
G+(λ, β)
G−(λ, β)
]
. (1.12)
The equation G(λ, β) = (0, 0) is solved by showing that the fixed point iteration
(λi+1, βi+1) = F(λi, βi) := (λi, βi)−DG(λ0, β0)−1G(λi, βi) (1.13)
converges to some (λ⋆, β⋆). We show that λ⋆ = λΩ and then find an asymptotic
expansion for λΩ − λ0.
The same strategy applies to QΛ(h). Given λ and α, there is a unique solution uλ
to the equation
−h2u′′λ + h2(ν2 − 1/4)x−2uλ +Wuλ = λuλ
satisfying u(x) ∼ αx1/2+ν as x → 0. Fix an m’th eigenvector u0 of Q(ν; h) with
eigenvalue λ0 satisfying ‖u0‖L2((0,∞)) = O(h−N ) for some N > 0, and set
α = lim
x→0
x−1/2−νu0(x).
Notice that uλ0 = u
0. Define G(λ) = uλ(L); this equation is solved by the fixed point
iteration
λi+1 = F (λi) := λi −G′(λ0)−1G(λi). (1.14)
Again we show that there exists λ⋆ such that λi → λ⋆, and moreover that λ⋆ = λΛ,
where λΛ is the m’th eigenvalue of QΛ(ν; h).
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2. Proof of Theorem 1
First observe that by a scaling argument it may be assumed that V ′′(0) = 2: it
suffices to replace V (x) with V˜ (x) = V (
√
2/V ′′(0)x) and define a new semiclassical
parameter h˜ =
√
V ′′(0)/2h. Then the original eigenvalue problem is equivalent to(
h˜2D2x + V˜ −E
)
u = 0
with Dirichlet boundary conditions imposed on the boundary of
Ω˜ = (
√
V ′′(0)/2 r−,
√
V ′′(0)/2 r+),
where now V˜ ′′(0) = 2.
Fix an integer m ≥ 0. Let λ0 denote the m’th eigenvalue of P (h) and λΩ the m’th
eigenvalue of PΩ(h). Let β
0 be given by (1.11). As explained in 1.3, we show that the
iterates of F (see (1.13)) starting with the initial guess (λ0, β0) converge.
2.1. WKB construction for P (h). We need to fix a normalization for the eigen-
function u0 of P (h) and then find a tractable approximation to u0. This comes from
the WKB construction at a nondegenerate potential minimum. For P (h), this now-
standard result is discussed [5, Chap. 3]; the points (2), (3), (4) in Proposition 2.1
below are particular to one dimension, and do not appear explicitly in [5, Chap. 3].
Since the complete proof of a very similar result is given in Proposition 3.2 of Section
3.1 below, the proof is not indicated for Proposition 2.1; the interested reader may
then complete the proof of Proposition 2.1 by the same methods used to establish
Proposition 3.2.
Proposition 2.1. Fix an integer m ≥ 0 and Ω′ ⊃ Ω a bounded open interval. Define
φ ∈ C∞(Ω′) by
φ(x) = sgn x
∫ x
0
√
V (t)dt.
There exists aj(x) ∈ C∞(Ω′), j ∈ N≥0 with a0(x) = xm + O(xm+1), and a(x, h) ∈
C∞(Ω′) with a(x, h) ∼∑j≥0 hjaj(x), satisfying the following properties.
(1) For each compact K ⊂ Ω′,(
P (h)− λ0) ae−φ/h = OK(h∞)e−φ/h.
(2) There exists bj(x) ∈ C∞(Ω′) for 0 ≤ 2j ≤ m, such that∑
0≤2j≤m
hjaj(x) = 2
−mhm/2Hm(h
−1/2x) +
∑
0≤2j≤m
hjxm−2j+1bj(x),
where Hm(y) is the Hermite polynomial of degree m.
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(3) Define N(h) = ‖h−1/4h−m/2ae−φ/h‖L2(Ω). Then N(h) admits an asymptotic
expansion
N(h) ∼
∞∑
j=0
Njh
j , N20 = 2
−mm!
√
π.
(4) Explicitly,
a0(x) = lim
ε→0
(ε sgn x)m exp
(∫ x
ε sgnx
2m+ 1− φ′′(t)
2φ′(t)
dt
)
= xmA0(x),
for some A0 ∈ C∞(Ω′) with A0(x) > 0.
(5) Associated with the WKB approximation h−m/2ae−φ/h is an eigenvector u0 of
P (h) satisfying
h−m/2a(x, h)e−φ(x)/h − u0(x) = O(h∞)e−φ(x)/h, x ∈ K,
for each compact K ⊂ Ω′.
Choose u0 satisfying (5) of Proposition 2.1. Thus
u0(x) =
(
h−m/2a(x, h) + δ(x, h)
)
e−φ(x)/h,
where δ(x, h) = O(h∞) uniformly on Ω. Furthermore, (2) of Proposition 2.1 verifies
the claim made in (1.10) about the values of u0, (u0)′ at x = 0 depending on the parity
of m. Recall that if λ0 is the eigenvalue associated to u0, then there exists a unique
β0 such that
u0 = uλ0,β0,
where uλ,β is defined as in Section 1.3. Given one of the subscripts α ∈ {λ, β} write
∂αu
0(x) := ∂αuλ,β(x)|λ=λ0,β=β0,
noting that uλ,β is smooth in the parameters (λ, β) by standard results from ordinary
differential equations.
2.2. Variation of parameters I. The first task is to compute
DG±(λ
0, β0) =
[
∂λu
0(r±), ∂βu
0(r±)
]
,
For this we use the variation of parameters formula: suppose that v0 is a complemen-
tary solution to the equation (P (h) − λ0)v0 = 0 satisfying W(u0, v0) = 1 (here W
denotes the Wronskian). Then
∂αu
0(x) =W(∂αu0, v0)(x)u0(x)−W(∂αu0, u0)(x)v0(x), α ∈ {λ, β}. (2.1)
To define the complementary solution v0, first we need a positivity result.
Lemma 2.2. There exists M > 0 such that |u0(x)| > 0 for x ∈ Ω \ (−Mh1/2,Mh1/2).
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Proof. Recall that
u0(x) =
(
h−m/2a(x, h) + δ(x, h)
)
e−φ(x)/h,
where δ(x, h) = O(h∞) uniformly on Ω. For each ε > 0 there exists Cε > 0 such that
|a0(x)| > 2/Cε for |x| > ε; this follows from (4) of Proposition 2.1. Therefore
|u0(x)| > C−1ε h−m/2e−φ(x)/h, |x| > ε. (2.2)
On the other hand, write the Hermite polynomial Hm as
Hm(y) = dmy
m + dm−2y
m−2 + · · ·+ d0, dm = 2m > 0,
and choose M > 0 and CM such that |dmym| > 2CM and |dm−2kym−2k| < 12m |dmym|
for |y| > M and 0 < 2k ≤ m. Referring to (2) of Proposition 2.1 for the definition of
bk, choose ε > 0 such that
|2mxm−2k+1bk(x)| ≤ |dm−2kxm−2k|/2, |x| ≤ ε
for 0 ≤ 2k ≤ m. It easily follows from this that
|u0(x)| ≥ C ′Me−φ(x)/h, x ∈ [−ε, ε] \ [−Mh1/2,Mh1/2] (2.3)
for some C ′M > 0. In particular, combining (2.2), (2.3) shows that |u0(x)| > 0 for
u ∈ Ω \ [−Mh1/2,Mh1/2]. 
The complementary solution v0 is defined by the standard ansatz: choose M > 0
such that the conclusion of Lemma 2.2 holds, and define
v0(x) = u0(x)
∫ x
±Mh1/2
u0(t)−2 dt, ±x ≥Mh1/2. (2.4)
Then v0 solves{
(P (h)− λ0)v0 = 0,
v0(±Mh1/2) = 0, (v0)′(±Mh1/2) = u0(±Mh1/2)−1.
Then next lemma provides an asymptotic expansion for v0(r±).
Lemma 2.3. If v0 is defined by (2.4), then
v0(r±) = h
m
2
+1f±(h)e
φ(r±)/h, (2.5)
where f±(h) has an asymptotic expansion
f±(h) ∼
∞∑
j=0
f±j h
j , f±0 =
±1
2
√
V (r±)
a0(r±)
−1. (2.6)
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Proof. To prove (2.5), (2.6) notice that φ is strictly convex so using (2.3) we may write∫ r±
±Mh1/2
u0(t)−2 dt =
∫ r±
±ε
hme2φ(t)/h
(
a(t, h)−2 +O(h∞)) dt+O (exp(2φ(±ǫ)/h)) .
The phase 2φ(t) achieves its maximum at r±, so evaluating the integral by Laplace’s
method [17, Theorem 8.2] we get (2.5), where f±(h) satisfy (2.6). 
To calculate the Wronskians W(∂αu0, u0)(r±) and W(∂αu0, v0)(r±) for α ∈ {λ, β},
use that ∂λu
0 solves {
(P (h)− λ)∂λuλ,β = uλ,β,
∂λuλ,β(0) = 0, ∂λu
′
λ,β(0) = 0,
(2.7)
and ∂βu
0 solves
(P (h)− λ)∂βuλ,β = 0 (2.8)
subject to the initial conditions
∂βuλ,β(0) =
{
0 if m is even,
1 if m is odd,
∂βu
′
λ,β(0) =
{
1 if m is even,
0 if m is odd.
First we need to control how rapidly solutions to (2.7), (2.8) can grow.
Lemma 2.4. Let K be a compact subinterval of R. Suppose u ∈ C2(K) solves
(h2D2x + V (x)− λ)u = f
on K, where 0 ≤ λ ≤ C0h for some C0 > 0 and f ∈ L2(K). Then there exists C > 0
depending on K and C0 such that
e−φ(x1)/h
(
h1/2|u(x1)|+ |hu′(x1) +
√
V (x)u(x1)|
)
≤ Ce−φ(x0)/h
(
h1/2|u(x0)|+ |hu′(x0) +
√
V (x0)u(x0)|+ h−1‖e−φ/hf‖L2(x0,x1)
)
for x0, x1 ∈ K.
Proof. Only the case x0 = 0 is treated, but it will be clear from the proof that this is
not necessary. It is also assumed that x ≥ 0; the case x ≤ 0 is handled identically.
Write
u = eφ(x)/hv; f = eφ(x)/hg
and set λ = hE with 0 ≤ E ≤ C0, so that
e−φ(x)/hP (h)eφ(x)/hv =
(
h2D2x − 2φ′(x)h∂x − hφ′′(x)− hE
)
w = g.
Begin by choosing ε > 0 such that ε ≤ φ′′(x) ≤ C0 for x ∈ [0, ε] — this is possible
since the minimum of V at x = 0 is nondegenerate. Set A(x) = h(φ′′(x) +E), so that
hε ≤ A(x) ≤ 2C0h, x ∈ [0, ε]. (2.9)
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Furthermore, there exists C1 > 0 such that A
′(x) = hφ′′′(x) ≤ C1h. Calculate
1
2
∂x
(
A(x)|w(x)|2 + h2|w′(x)|2) = Re ([h2w′′(x) + A(x)w(x)]w′(x)) + A′(x)|w(x)|2
= −2hφ′(x)|w′(x)|2 + A′(x)|w(x)|2 − Re (g(x)w′(x))
Now A′(x) ≤ C2A(x) where C2 is independent of h. Using
Re (g(x)w′(x)) ≤ h2|w′(x)|2 + h−2|g(x)|2,
we obtain
1
2
∂x
(
A(x)|w(x)|2 + h2|w′(x)|2) ≤ C3 (A(x)|w(x)|2 + h2|w′(x)|2 + h−2|g(x)|2) .
Applying Gronwalls inequality,
A(y)|w(y)|2+ h2|w′(y)|2 ≤ C4
(
A(0)|w(0)|2 + h2|w′(0)|2 + h−2‖g(x)‖L2(0,ǫ)
)
.
Finally, use (2.9) to bound A(y) from below and A(0) from above.
Now consider the interval [ε, x1]. On this interval φ
′(x) > δ for some δ > 0. This
time calculate
1
2
∂x(h|w(x)|2 + h2|w′(x)|2) = Re
([
h2w′′(x) + hw(x)
]
w′(x)
)
= −2hφ′(x)|w′(x)|2 + h(1− φ′′(x)− E)w(x)w′(x)− Re (g(x)w′(x)) .
For any R > 0 and x ∈ [ε, x1],
h(1− φ′′(x)−E)w(x)w′(x) ≤ h(R|w|2 + |w′|2/R).
By choosing R > 0 sufficiently large, it follows that −2φ′(x) + 1/R < 0 uniformly on
K. It remains to apply Gronwall’s inequality once more on the interval [ε, x1].

The next step is to calculate ∂λu
0(r±) and ∂βu
0(r±).
Lemma 2.5. With N(h) given by (3) of Proposition 2.1,
(1) W(∂λu0, u0)(r±) = ±2−1h−3/2+mN(h)2,
(2) W(∂λu0, v0)(r±) = O(h−K) for some K > 0.
Consequently,
∂λu
0(r±) = ∓h
−3/2+mN(h)2
2
v(r±) +O
(
h−Ke−φ(r±)/h
)
. (2.10)
Proof. (1) Integrate the Wronskian identity
h2∂xW(∂λu0, u0)(x) = u0(x)2
to obtain
W(∂λu0, u0)(r±) = h−2
∫ r±
0
u0(t)2dt,
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using (2.7) to compute the initital condition W(∂λu0, u0)(0) = 0. Now replace u0(x)
with (a(x, h)+δ(x, h))e−φ(x)/h. As in the proof of Lemma 2.3, modulo an exponentially
small relative error change the domain of integration to [0, ε] and [−ε, 0], and then
calculate (half) the L2 norm from Proposition 2.1.
(2) Similarly,
W(∂λu0, v0)(r±) =W(∂λu0, v0)(±Mh1/2) + h−2
∫ r±
±Mh1/2
v0(t)u0(t)dt.
From Lemma 2.3, u0(x)v0(x) = O(h−K) for x ∈ Ω \ [−Mh1/2,Mh1/2]. Further-
more, applying Lemma 2.4 to the equation (2.7) satisfied by ∂λu
0, it follows that
∂λu
0(±Mh1/2) = O(h−K). Combining this with the initial conditions satisfied by v0
according to 2.3, W(∂λu0, v0)(±Mh1/2) = O(h−K).
Now (2.10) follows from (2.1).

Lemma 2.6. The Wronskians W (∂βu
0, u0) and W (∂βu
0, v0) are constant functions
satisfying the following.
(1) If m is even, then
W(∂βu0, u0) = u0(0),
while if m is odd, then
W(∂βu0, u0) = −(u0)′(0).
(2) W(∂βu0, v0) = O(h−K) for some K > 0.
Consequently,
∂βu
0(r±) = −W(∂βu0, u0)v(r±) +O
(
h−Ke−φ(r±)/h
)
. (2.11)
Proof. From (2.8), ∂βu
0 solves the homogeneous equation, and hence each of the Wron-
skians is constant.
(1) Calculate W(∂βu0, u0) at x = 0 using the initial conditions given by (2.8).
(2) Apply Lemma 2.4 evaluated at ±Mh1/2 to get that W(∂βu0, v0) = O(h−K).
Again (2.11) follows by applying (2.1).

Remark 2. Note that u0(0) and (u0)′(0) are both polynomially bounded in h as
well, and hence the (absolute) error in (2.11) is exponentially small compared to
W(∂βu0, u0)v(r±).
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Combining (2.10) with (2.11), yields the formula
DG±(λ
0, β0) =
[∓2−1h−3/2+mN(h)2, −W(∂βu0, u0)] v(r±)
+
[O (h−Ke−φ(r±)/h) , O (h−Ke−φ(r±)/h)] . (2.12)
From (2.12) it is easy to calculate DG(λ0, β0)−1: define
Vλ = h
3/2−mN(h)−2
[
v(r−)
−1, −v(r+)−1
]
;
Vβ =
1
2
W(∂βu0, u0)−1
[−v(r−)−1, −v(r+)−1] .
Since v(r±)
−1 = O(h−Ke−φ(r±)/h), it follows that
DG(λ0, β0)−1 =
[
Vλ
Vβ
]
+
[O(h−Ke−3φ(r−)/h) O(h−Ke−3φ(r+)/h)
O(h−Ke−3φ(r−)/h) O(h−Ke−3φ(r+)/h)
]
.
The following proposition summarizes the different pieces of information needed to
prove Theorem 1.
Proposition 2.7. Fix an integer m ≥ 0.
(1) With a(x, h) given by Proposition 2.1,
G±(λ
0, β0) = h−m/2a(r±, h)e
−φ(r±)/h +O (h∞e−φ(r±)/h) .
(2) The derivative DG(λ0, β0) is invertible, and
DG(λ0, β0)−1 =
[
h
1−m
2 p−(h) exp(−φ(r−)/h) −h 1−m2 p+(h) exp(−φ(r+)/h)
q−(h) exp(−φ(r−)/h) q+(h) exp(−φ(r+)/h)
]
.
Here q±(h) = O(h−K), while p±(h) admits the same asymptotic expansion as
N(h)−2f±(h)
−1 so that
p±(h) ∼
∞∑
i=0
p±j h
j , p±0 = N
−2
0 (f
±
0 )
−1 = ± 2
m+1
m!
√
π
√
V (r±) a0(r±).
(3) Given C0, C1 > 0, suppose that 0 ≤ λ ≤ C0h and |β| < C1. Then
|D2G±(λ, β)| = O
(
h−Keφ(r±)/h
)
.
Proof. The only part that hasn’t already been established is (3). For this, use the
equations
{
(P (h)− λ)∂2λuλ,β = 2∂λuλ,β,
∂2λuλ,β(0) = ∂
2
λu
′
λ,β(0) = 0,
{
(P (h)− λ)∂2βuλ,β = 0,
∂2βuλ,β(0) = ∂
2
λu
′
λ,β(0) = 0,{
(P (h)− λ)∂λ,βuλ,β = ∂βuλ,β,
∂λ,βuλ,β(0) = ∂λ,βu
′
λ,β(0) = 0,
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and then apply Lemma 2.4. 
Using Lemma 2.7, it is now straightforward to prove Theorem 1. The crux of the
argument lies in showing that F, defined by (1.13), is a contraction mapping in a
suitable (h-dependent) neighborhood of (λ0, β0).
Proof of Theorem 1. Write
F(λ, β) =
[
Fλ(λ, β)
Fβ(λ, β)
]
,
where Fα : R
2 → R, α ∈ {λ, β}.
First we show that there exists 0 ≤ γ ≪ 1 and L > 0 such that |DF(λ, β)| < γ for
|λ− λ0|+ |β − β0| ≤ hL. We have
DF(λ, β) = I −DG(λ0, β0)−1DG(λ, β).
First, note that DF(λ0, β0) = 0. On the other hand, it follows from Lemma 2.7 that
|D2Fα(λ, β)| = O(h−K), α ∈ {λ, β} (2.13)
for some K > 0, hence the result follows by taking L ≫ K and applying Taylor’s
theorem. Furthermore, this also shows that
F : {|λ− λ0|+ |β − β0| ≤ hL} → {|λ− λ0|+ |β − β0| ≤ hL}.
By the contraction mapping principle, the sequence of iterates (λi, βi), given recursively
by (λi, βi) = F(λi−1, βi−1), converges to a unique root
(λ⋆, β⋆) ∈ {|λ− λ0|+ |β − β0| ≤ hL}.
If L is larger than one it follows from (1.1) that λ⋆ = λΩ.
Therefore we may write
(λΩ, βΩ)− (λ0, β0) = (λ1, β1)− (λ0, β0) +
∞∑
j=1
(
(λj+1, βj+1)− (λj , βj)) ,
and
∞∑
j=1
|(λj+1, βj+1)− (λj , βj)| ≤ 1
1− γ
(|λ2 − λ1|+ |β2 − β1|) .
Now by definition,
(λ2, β2)− (λ1, β1) = F(λ1, β1)− F(λ0, β0).
Taylor expand to second order around (λ0, β0), using that DF(λ0, β0) = 0 along with
the bound (2.13) to obtain
F(λ1, β1)− F(λ0, β0) = O (h−K) (|λ1 − λ0|2 + |β1 − β0|2) .
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Furthermore,
(λ1, β1)− (λ0, β0) = −DG(λ0, β0)−1G(λ0, β0) = O (h−K)∑
±
e−2φ(r±)/h,
which shows that |λ2 − λ1|+ |β2 − β1| = O (h−K)∑± e−4φ(r±)/h. Consequently
λΩ − λ0 = h 12−m
∑
±
e−2φ(r±)s±(h),
where s±(h) ∼
∑∞
j=0 s
±
j h
j admits the same asymptotic expansion as
±N(h)−2f±(h)−2a(r±, h),
and hence
s±0 =
2m+1
m! π
1
2
√
V (r±) a0(r±)
2.

3. Proof of Theorem 2
The proof of Theorem 2 follows the same steps as that of Theorem 1. By a rescaling
argument it may be assumed that W ′′(0) = 2. Fix an integer m ≥ 0 and let λ0 denote
the m’th eigenvalue of Q(ν; h) and λΛ the m’th eigenvalue of QΛ(ν; h).
Lemma 3.1 ([3]). Let ν > 0. Suppose that B(x; z) is smooth in (x, z) ∈ [0, L) × Z,
where 0 < L ≤ ∞ and Z ⊂ R is a connected open interval. Then there exists a solution
u to the equation
−h2u′′ + h2(ν2 − 1/4)x−2u+B(x; z)u = 0
of the form u = x1/2+νw, where w(x; z) is smooth in [0, L)× Z and
w(0) = 1, w′(0) = 0.
Any H10 ((0,∞)) function of the form given by Lemma 3.1 lies in the domain of
Q(ν; h) [7], so any eigenvector of Q(ν; h) is also of this form. The same observation
holds for the eigenvectors of QΛ(ν; h).
3.1. WKB construction for Q(ν; h). We need a WKB construction for the m’th
eigenvector of Q(ν; h). Since this result is not standard, a proof is provided.
Proposition 3.2. Fix an integer m ≥ 0 and Λ′ ⊃ Λ of the form Λ′ = [0, L′). Define
φ ∈ C∞(Λ′) by
φ(x) =
∫ x
0
√
W (t) dt.
There exists aj(x) ∈ C∞(Λ′), j ∈ N≥0 with a0(x) = x2m + O(x2m+2), and a(x, h) ∈
C∞(Λ′) with a(x, h) ∼∑j≥0 hjaj(x), satisfying the following properties.
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(1) a
(2k+1)
j (0) = 0 for j ≥ 0, k ≥ 0.
(2) For each compact K ⊂ Λ′,(
Q(ν; h)− λ0) (x1/2+νae−φ/h) = OK(h∞)x1/2+νe−φ/h.
(3) There exists bj(x) ∈ C∞(Λ′) for 0 ≤ j ≤ m, such that∑
0≤j≤m
hjaj(x) = (−1)mhmm!L(ν)m (h−1x2) +
∑
0≤j≤m
hjx2m−2j+2bj(x),
where L
(ν)
m (y) is the Laguerre polynomial of degree m.
(4) Define N(ν; h) := ‖h−1/2−ν/2h−mx1/2+νae−φ/h‖L2(Λ). Then N(ν; h) admits an
asymptotic expansion
N(ν; h) ∼
∞∑
j=0
Nj(ν)h
j , N0(ν)
2 =
Γ(1 +m+ ν)m!
2
.
(5) Explicitly,
a0(x) = lim
ε→0
ε2m exp
(∫ x
ε
2(2m+ 1 + ν)− φ′′(t)− (2ν + 1)t−1φ′(t)
2φ′(t)
dt
)
= x2mA0(x),
for some A0 ∈ C∞(Λ′) with A0(x) > 0.
(6) Associated with the WKB approximation h−mx1/2+νae−φ/h is an eigenvector u0
of Q(ν; h) satisfying
h−mx1/2+νa(x, h)e−φ(x)/h − u0(x) = O(h∞)e−φ(x)/h, x ∈ K
for each compact K ⊂ Λ′.
Proof. Conjugating Q(ν; h) by x1/2+νe−φ(x)/h yields
eφ(x)/hx−ν−1/2(Q(ν; h)− hE)xν+1/2e−φ(x)/h
= h2
(
D2x − (2ν + 1)x−1∂x
)
+ h
(
2φ′(x)∂x + φ
′′(x) + (2ν + 1)x−1φ′(x)− E) . (3.1)
Since the Taylor series of W at x = 0 contains only even terms and φ(0) = 0, it
follows that x−1φ′(x) is smooth in x2. Define the differential operator
L = 2φ′(x)∂x + φ
′′(x) + (2ν + 1)x−1φ′(x).
Then plugging in a formal expansion E ∼∑∞j=0Ejhj and a(x, h) ∼∑∞j=0 aj(x)hj into
(3.1) and equating powers of h, we obtain the sequence of transport equations
(L− E0)a0 = 0, (3.2)
(L− E0)aj =
(
∂2x + (2ν + 1)x
−1∂x
)
a0 +
j∑
k=1
Ekaj−k(x), j ≥ 1. (3.3)
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Although these equations can be solved by ODE methods, instead we follow [5,
Chap. 3] and first solve (3.2), (3.3) by formal power series; this approach clarifies the
role of Assumption (9). If C[[x2]] denotes the space of formal power series in x2, let
Dl[x] denotes the one-dimensional subspace spanned by x
2l. Acting on C[[x2]],
L = L0 +
∞∑
k=1
Lk; L0 = 2x∂x + 2ν + 2,
and Lk : Dl[x] → Dl+k[x] for each k ≥ 0. Then L0 acting on Dl[x] has eigenvalue
2(2l + 1 + ν). For each integer m ≥ 0 we can solve the first transport equation
(L − E0)a˜0 = 0 by setting E0 = 2(2m + 1 + ν) and a˜0 = x2m + O(x2m+2), and then
iteratively determining the higher terms in a˜0. On the other hand ∂
2
x+(2ν+1)x
−1∂x :
Dl+1[x]→ Dl[x], and it is easy to see that there exists a unique Ej so that (3.3) admits
a solution a˜j ∈ C[[x2]].
By a slight abuse of notation, also write a˜j for any fixed C
∞(Λ′) function with the
given Taylor series obtained by Borel summation. Let r0 = (L − E0)a˜0. Then r0 is
smooth and r0 = O(|x|∞); using [5, Chap. 3, Prop 3.5], we can solve (L−E0)aˆ0 = r0
for a smooth aˆ = O(|x|∞), and then define a0 = a˜0 − aˆ0. Similarly, each a˜j can be
corrected by a function aˆj vanishing to infinite order at x = 0, so that aj = a˜j − aˆj
solves the given transport equation. By construction (1) holds, and (2) follows from a
standard argument using the spectral theorem.
(3) Notice that aj(x) = cjx
2m−2j + O(|x|2m−2j+2) for 0 ≤ j ≤ m, and cj depends
only on W ′′(0). Calculating the recursion relation satisfied by the cj ,
c0x
2m + c1hx
2m−2 · · ·+ cmhm = (−1)mhmm!L(ν)m (h−1x2).
(4) The Laguerre polynomials satisfy
‖h− 1+ν2 x1/2+νL(ν)m (h−1x2)e−x
2/2h‖2L2((0,∞)) =
Γ(1 +m+ ν)m!
2
.
The result follows from comparing the Laplace expansion of this integral with that of
‖h− 1+ν2 x1/2+νa(x)e−φ(x)/h‖2L2(Λ) using (3). A priori, the latter asymptotic expansion is
in powers of h1/2 but the odd terms vanish since a
(2k+1)
j (0) = 0.
(5) The equation (3.2) for a0 can be solved explicitly since it is a first order ordinary
differential equation (with a singular point at x = 0).
(6) This fact relies on Agmon estimates [5, Chap. 6]. If u in the domain of Q(ν; h)
satisfies u(L′) = 0 and Φ ∈ C2([0, L′]) then the following identity holds,〈
(h2D2x + h
2(ν2 − 1/4)x−2)(eΦ/hu), eΦ/hu〉
L2((0,L′))
+
〈
(W − (Φ′)2)eΦ/hu, eΦ/hu〉
L2((0,L′))
= Re
〈
e2Φ/hQ(ν; h)u, u
〉
L2((0,L′))
. (3.4)
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By an approximation procedure this also holds for Φ which is Lipschitz on [0, L′] (so
Φ′ exists almost everywhere). Furthermore, if ν > 0, then Hardy’s inequality shows
that if v is in the domain of Q(ν; h) and v(L′) = 0, then v ∈ H10 ((0, L′)). Furthermore,
‖v‖2H1((0,L′)) ≤ Cν
〈
(h2D2x + h
2(ν2 − 1/4)x−2)v, v〉
L2((0,L′))
.
Therefore
‖Dx(eΦ/hu)‖2L2((0,L′)) +
〈
(W − (Φ′)2)eΦ/hu, eΦ/hu〉
L2((0,L′))
≤ C Re 〈e2Φ/hQ(ν; h)u, u〉
L2((0,L′))
The proof of [5, Chap. 6, Theorem A.3] now goes through identically since it depends
only on an appropriate choice of phase Φ. Thus for an appropriately normalized
eigenfunction u0 of Q(ν; h) and K ⊂ Λ′ of the form K = [0, L′′] with 0 < L′′ < L′,
‖h−mx1/2+νa(x, h)− eφ(x)/hu0‖H1(K) ≤ CK,NhN .
It then remains to apply the one-dimensional Sobolev embedding of H1((0, L′′)) func-
tions vanishing at x = 0 into continuous functions on [0, L′′] vanishing at x = 0. 
Let u0 denote an eigenfunction of Q(ν; h) with eigenvalue λ0 satisfying (6) of Propo-
sition 3.2. From Lemma 3.1, there is a unique smooth y0 with u0 = x1/2+νy0 and
y(0) 6= 0, (y0)′(0) = 0. As indicated in Section 1.3, let uλ denote the unique solution
to the equation (
h2D2x + h
2(ν2 − 1/4)x−2 +W − λ)uλ = 0
of the form uλ = x
1/2+νwλ, where wλ is smooth and wλ(0) = w
0(0).
3.2. Variation of parameters II. The idea is to calculate G′(λ0) by variation of
parameters as in Section 2.2. The subsequent lemmas are analogues of those in Section
2.2.
Lemma 3.3. There exists M > 0 such that |u0(x)| > 0 for x ∈ [Mh1/2, L]
Proof. The proof can be established exactly as Lemma 2.3; the details are omitted. 
Define a complementary solution by
v0(x) = u0(x)
∫ x
±Mh1/2
u0(t)−2 dt,
which therefore solves{
(Q(ν; h)− λ0)v0 = 0,
v0(±Mh1/2) = 0, (v0)′(±Mh1/2) = u0(±Mh1/2)−1.
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Furthermore, v0(L) = hm+1f(ν; h)eφ(r±)/h, where
f(ν; h) ∼
∞∑
j=0
fj(ν)h
j , f0(ν) = 2
√
W (L)eφ(L)/hL−1/2−νa0(L)
−1.
Next is the analogue of Lemma 2.4.
Lemma 3.4. Let K be a compact subinterval of [0,∞). Suppose that y ∈ C2(K) solves
(Q(ν; h)− λ)x1/2+νy = f
where 0 ≤ λ ≤ C0h and f ∈ x1/2+νL2(K). Then there exists C > 0 depending on K
and C0 such that
e−φ(x1)/h
(
h1/2|y(x1)|+ |hy′(x1) +
√
W (x1)y(x1)|
)
≤ Ce−φ(x0)/h
(
h1/2|y(x0)|+ |hy′(x0) +
√
W (x0)y(x0)|
)
+ Ch−1e−φ(x0)/h‖e−φ/hx−1/2−νf‖L2(x0,x1)
for x0, x1 ∈ K.
Proof. Write
y = eφ(x)/hw; f = x1/2+νeφ(x)/hg,
and set λ = hE with 0 ≤ E ≤ C0. Then w solves the equation
h2
(
D2x − (2ν + 1)x−1∂x
)
w − h (2φ′(x)∂x + φ′′(x) + (2ν + 1)x−1φ′(x)− E)w = g.
A straightforward adaptation of the argument establishing Lemma 3.4 finishes the
proof.

Lemma 3.5. With N(ν; h) given by (4) of Proposition 3.2,
(1) W(∂λu0, u0)(r±) = h−1−ν+2mN(ν; h)2,
(2) W(∂λu0, v0)(r±) = O(h−K) for some K > 0.
Consequently,
∂λu
0(L) = −h−1−ν+2mN(ν; h)2 v0(L) +O (h−Ke−φ(x)/h) .
Proof. (1) First note that W(x1/2+νf1, x1/2+νf2)(x) = x1+2νW(f1, f2), and that
∂λu
0 = x1/2+ν∂λy
0; ∂λy
0(0) = (∂λy
0)′(0) = 0. (3.5)
Therefore W(∂λu0, u0)(0) = 0, so by the same argument as in Lemma 2.5,
W(∂λu0, u0)(L) = h−2
∫ L
0
u0(t)2 dt = h−1−ν+2mN(ν; h)2.
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(2) Similarly,
W(∂λu0, v0)(L) =W(∂λu0, v0)(Mh1/2) + h−2
∫ L
Mh1/2
v0(t)u0(t) dt.
Now ∂λuλ solves
(Q(ν; h)− λ)∂λuλ = uλ,
so it follows from (3.5) and Lemma 3.4 that ∂λu
0(x) = O(h−Keφ(x)/h).
Also u0(x)v0(x) = O(h−K) from Lemma 3.3. The rest of the proof goes through
just as in Lemma 2.5. 
Proposition 3.6. Fix an integer m ≥ 0.
(1) With a(x, h) given by Proposition 3.2, we have that
G(λ0) = h−mL1/2+νa(L, h)e−φ(L)/h +O (h∞e−φ(L)/h) .
(2) The derivative G′(λ0) is nonzero, and
G′(λ0)−1 = −h−ν−mp(ν; h)e−φ(L)/h,
where p(ν; h) admits the same asymptotic expansion as N(ν; h)−2f(ν; h)−1, so
that
p(ν; h) ∼
∞∑
i=0
pj(ν)h
j , p0(ν) = N0(ν)
−2f0(ν)
−1 =
4
√
W (L)
Γ(1 +m+ ν)m!
L1/2+νa0(L).
(3) Given C0 > 0, suppose that 0 ≤ λ ≤ C0h. Then
G′′(λ) = O (h−Keφ(L)/h) .
Proof. It remains to prove 3, which follows from Lemma 3.4. 
Proof of Theorem 2. The proof is the same as that of Theorem 1, or in fact slightly
simpler since G is scalar valued in this case. Following the same argument, we find
that
λΛ − λ0 = h−ν−2me−2φ(L)/hs(ν; h),
where s(ν; h) ∼∑∞j=0 sj(ν)hj admits the same asymptotic expansion as
L1/2+νN(ν; h)−2f(ν; h)−1a(L, h),
and hence
s0(ν) =
4
√
W (L)
Γ(1 +m+ ν)m!
L1+2νa0(L)
2.

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