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Abstract 
This paper presents the study on half of the citrus fruit image data acquired from a cold mirror bi-camera acquisition 
system. The ultimate objective of this project is to extend a ripeness study on the citrus fruit image data and the 
segmentation methods by multispectral analysis for fruit picking robot. To acquire the combination of the image data, 
an economic portable cold mirror acquisition system has been prototyped to align two CCD cameras with a classical 
cold mirror on a custom built fixture. The use of the cold mirror system is an attempt to capture different waveband 
images without algorithmic registration on images from the same channel by triggering and synchronizing two 
cameras closely. With interchangeability, some physical optical filters can be interchanged on the cameras as well to 
capture the attenuated image data. In the study, some segmentation methods have been selected conceptually 
covering the color indices, Fisher linear discriminate analysis, and the hyperplane construction using single 
perceptron with the multilayer perceptron, and the competitive self-organizing map. Therefore both the original 
image data and the attenuated data by physical optical filter from one camera are compared to discuss the data 
improvement and performance of the methods on segmentation. From the results, the polarizer filtered data is closely 
better than neutral density filtered data and much better than the original image data. Performance of the 
segmentation methods and some issues regarding the data are discussed in this paper. 
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1. Introduction 
1.1. Machine vision sensor scheme 
In horticultural industry, the automatic fruit harvester has been investigated and researched for years 
since Schertz & Brown proposed in 1968[1]. They proposed the guidance for the manipulator by a 
machine vision system to detect the fruit by the photometric comparison. The concepts have been further 
developed and practiced in the upcoming large projects and research[2-10]for example. The vision system 
used in the automatic harvester aims to detect the fruits and provide the information of the location and 
the distance to the fruits to the robotic controller. In vision system, the cameras are mainly the solution to 
communicate with the environment. The major achievements of the vision systems and the performance 
of the various sensors in the harvesting have been reviewed by Jimenez et al[11]. On top of the survey, an 
economical portable cold mirror and bi-camera acquisition system has been reported and detailed[12] for 
a multispectral photographing purpose. This data acquisition and the synchronization on two cameras 
have been practiced to photograph the citrus fruit image data at the Alverstoke orchard at Waite campus 
of the University of Adelaide and School of Agriculture, Food & Wine. In this work the focus is paid on 
the segmentation methods behind the citrus image data. 
1.2. Methods to identify the fruit 
In practice, the use of threshold or index is considered as a fast way to segment the target fruit out of 
the background. The physical optical filters have been selected to enhance the spectral area between fruit 
and background [2, 8, 13-16]. On top of the data enhancement, the color index has been used to segment 
the image fast. The index r = 3R - (G + B)  gave high contrast values for red apples[17]. An index R - B  
was used on citrus fruit image segmentation by Xu and Ying[18]. A dynamic threshold value was 
calculated based on the image maximum and minimum intensity to classify the citrus fruits and the 
background after segmentation. Stajnko et al[19] used a thermal imaging camera to estimate the number 
and diameter of the apple. A normalized difference index NDI (g - r) / (g + r) was adopted to contrast the 
image[20]. The global threshold was then applied to segment the fruits form the background. Based on 
the study on the spectral measurement using spectrophotometer by Kane and Lee[21], a normalized 
difference index similar to NDI was applied on three waveband images instead of RGB[22]. 
Shape based method such as the circular Hough transform on image segmentation has some issues 
from the application. The interference of background, leaves, or curvature from the other non-fruit 
features would be misinterpreted. Another issue was the intensive computation by CHT[23]. The shape 
analysis could be integrated with the advanced technique for the acquisition of multichannel images on 
the same scene[24]. 
The unpredictable distribution of the empirical data has been studied and endeavoured to find a more 
precise estimation method. One of the multivariate statistical pattern segmentation techniques, Bayes 
parametric optimal classifier, has been widely applied on the segmentation based on posterior probability 
theory[8, 25]. Ferri et al[26] presented a method based on the nearest neighbor segmentation and 
multiedit-condensing technique in a vision system for citrus harvesting. The multiedit algorithm allowed 
to select prototypes which belong to Bayes accepted region while the condensing algorithm attempted to 
eliminate those multiedit references which embedded in the internal regions of Voronoi polygons of each 
class. A attenuated K-means algorithm approach was presented by Weeks et al[27] on orange image 
segmentation. About 67% orange were detected with 54% accurate detection in the results. The 
PCA(Principle Component Analysis) was employed by Mehl et al for apple surface defects analysis[28]. 
Kane et al[21] used a spectrometer to measure the different citrus fruits through seasons. PCA was 
applied to discriminate the classes between the fruits and the background. The Fisher linear discriminant 
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was also used to find the direction of the major eigenvector for the projection of the lower dimension 
space. 
On top of that, more advanced methods have been practiced such as the function approximation by 
using the neural network architecture. A multilayer perceptron trained by backpropagation error algorithm 
was employed on the segmentation of orange tree images[29]. In the experiment, about 88% fruits were 
detected. Bulanon et al[30] reported that both artificial neural network(ANN) and decision theoretic 
classifier were used on the segmentation of apples in image for the harvesting robot. Both methods 
achieved 80% fruits detected. Regunathan et al[31] employed a color camera and an ultrasonic sensor 
with a neural network to compare with Bayesian and Fisher linear discriminant methods. In the 
experiments, the neural network performed better in fruit size estimation. Ye et al[32] employed a neural 
network via backpropagation learning algorithm on airborne hyperspectral images to estimate the citrus 
yield. The study indicated that the hyperspectral data in May had high correlation with the yield. Jian-jun 
et al[33] studied and compared a linear vector quantization(LVQ) network based segmentation method 
with other three methods: dynamic threshold segmentation, extended Otsu method, and improved Otsu 
method combined with genetic algorithm on fruit image. The result showed that the traditional Otsu 
method was faster than other two Otsu methods. The segmentation based on LVQ generated a poor result 
due to the nonuniform reflection and the high bright area. In addition, the time cost of LVQ was higher 
than Otsu methods. The author concluded that the LVQ was not adaptable for real time applications. 
However, the parametric adjustment for the estimation functions in learning algorithm barrier the use of 
such advanced method in real time harvesting application. On the contrary, more literature can be found 
for analytical purpose or inspection purpose applications using artificial neural network[34]. 
1.3. Motivation of this work 
From the literature, the successful fruit identification rate is averagely around 70% and up to 90% with 
variation in case. To cooperate with the vision system development, the prior rich measurement has been 
performed on citrus kinds through seasons to find the illumination function of the fruit and the neighbor 
leave on the spectral space[21]. Therefore the cold mirror bi-camera system has been proposed and 
prototyped for a multispectral acquisition purpose on citrus fruit tree. By using the function of the cold 
mirror with 50% reflection in visible area and 50% transmission in NIR area, this practice attempts to 
capture both the visible and the certain NIR area on the natural citrus fruit tree canopy. In addition, the 
synchronization on both cameras can be practiced to solve the registration issue in dynamic spatially and 
temporally. The precision of the alignment of the images from two cameras has been quantified by the 
software based calibration. With flexibility of interchangeability, more combination of the citrus image 
data can be collected by interchanging some physical optical attenuation filters on both cameras. 
Therefore from the same channel the data for the visible area could be studied and compared between the 
non-attenuated and the attenuated image data. On top of that, the use of the pairwise registered image data 
considers the fusion technique by combining the visible component from one camera and the near 
infrared image component from the second camera. In this study, the data from camera 1 has been studied 
by some segmentation methods. The segmentation methods have been conceptually selected including 
some of the color indices, Fisher linear discriminant analysis, and hyperplane construction using single 
perceptron along with the multilayer perceptron, and the competitive self-organizing map. Finally the 
non-attenuated and the attenuated data, and the accuracy of segmentation methods are compared in this 
paper. 
411Peilin Li et al. / Procedia Engineering 23 (2011) 408 – 4164 Author name / Procedia Engineering 00 (2011) 000–000 
1.4. Organization of the paper 
In the second section, the material including the combination of the data acquisition and the image 
processing methods selected will be detailed. The results and issues from this study will be discussed in 
the third section. The last section draws a conclusion of this paper. 
2. Materials and methods 
2.1. Data acquisition 
The components of the whole assembly for the measurement are selected and purchased conveniently 
excepting the fixture being designed and customized. On the fixture, two PicSight gigabit Ethernet color 
cameras are used and positioned in 90 degree with each 45 degree to the normal of the cold mirror (Fig.1 
(a)). The resolution of the camera used is 1304 by 976 pixels. The CCD assembled is a 1/27 inch SONY 
ICX442AQ in 6.23 by 5.09 millimetres and the pixel size in 4.1 by 4.1 micrometre. The camera comes 
with one megabit Ethernet, one power supply up to 15 VDC interface, and one optocoupler interface for 
external triggering application. Two cameras are synchronized by using this optocoupler interface to 
trigger the second camera closely to the first camera. The triggering on both cameras is less than the 
minimum shutter time 10μs regarding the specification from the camera. The setup of the photographing 
includes a personal computer, a gigabit Ethernet connector, the UPS power supply for both camera and 
two embedded optocoupler interfaces. The function of the cold mirror transmits 50% wavelength over 
around 700nm and reflect 50% wavelength in other visible area. With flexibility, some physical optical 
filters have been used as well for photographing to acquire the combination of the citrus image data. 
 
 
Fig. 1. (a) Assembly for photographing; (b) Combination of the image data acquired. 
To collimate the misalignment of the two cameras, the software based calibration has been done based 
on the contribution by Zhang[35] or Heikkila[36]. The detail of the calibration and the precision of the 
alignment of this bi-camera has been reported in[12]. In this study, the data from the camera1 has been 
processed and compared between the non-attenuated and the color image attenuated by such as the neutral 
density filter, and the linear polarizer filter(Fig. 1. (b)). 
2.2. Segmentation methods 
Some segmentation methods from literature have been studied and coded on the standard MATLAB 
platform(7.11.0.584 (R2010b)). These methods have covered from the linear space to the multivariate 
nonlinear methods as follows. 
}
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2.2.1. Color indices 
Color indices have been pre-studied including the literature. Two out of those color indices with 
constant performance has been given in the study. They are R B− and 2R G B− − . After the color 
indices have been applied, the optimal Otsu threshold segmentation[33] was applied to segment the fruits 
on the image. 
2.2.2. Fisher linear discriminant(FLDA) 
FLDA is the dimensionality reduction technique from the principle component analysis which searches 
the direction through the data sets with the maximum variance between data sets and the minimum 
variance within each data set[37]. FLDA considers maximizing the objective which is to maximize the 
variance of the classes of the data and minimize the variance within each class of the data. The 
maximization problem is transformed into the Lagrangian optimization to find the major eigenvector 
corresponding to the eigenvalue of the generalized eigenvalue problem. The classes of data can be 
projected onto this lower dimensional vector for the subsequent segmentation. The segmentation is tried 
by the nearest neighbor estimation to classify the fruit image data and the background image data using 
Euclidean measurement. 
2.2.3. Hyperplane by perceptron construction 
The hyperplane has been considered and selected based on the assumption that the fruit foreground 
and the other background are two decision regions. The perceptron model based on the McCulloch-Pitts 
neuron model[38] has been coded. The learning algorithm of the perceptron is based on the convergence 
theorem proved by Rosenblatt[37] which converges to the unique weight parameter. The learning 
algorithm is coded based on the objective function of optimization defined as the mean square error 
(MSE). Considering the probability of introducing the extra local minima from the higher number of layer 
perceptron[39]. The three-layer perceptron has been coded as well as universal approximator. Both SLP 
and MLP are coded using three learning algorithms to compare the convergence speed such as the back-
propagation[40], the Levenberg-Marquardt method[41], and the conjugate-gradient method[42]. In 
training, each ground truth from the manual segmentation has been used to train and adjust the connection 
parameter matrix. 
2.2.4. Self-organizing map(SOM) 
The topology preserving competitive learning method of Kohonen’s self-organizing map is applied 
based on the assumption that the citrus fruit image data is multivariate. In SOM, the input is connected 
fully with output associated with the connection weights. The input is presented to the map sequentially 
and the Euclidean distance is then measured to find the codebook closest to the input. Another feature of 
SOM is the lateral connection update within the neighbouring distance around the winning codebook. The 
learning is combined with the Hebbian hypothesis and a forgetting term[43, 44]. Then the update of the 
connections to the codebook includes the learning rate varied with learning phase and the neighbourhood 
kernel for the lateral connection update damply. In the study, the full image data has been presented into 
the map once for the fast map ordering and followed by the fining phase. In SOM, the input is 
reconstructed by using the components of a* and b* from color space Lab and the Hue component from 
color space HSV which are all standard CIE color space. Finally the algorithm terminates in convergence 
with segmentation results by the vector quantization. 
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2.3. Error estimation on segmentation result 
Without the ground truth, the manual segmentation is used as a weak ground truth to estimate the error 
generated by the methods. The error used is defined as type 1 error and type 2 error. Type 1 error is 
defined as the probability of the background pixels being classified as the fruit sets. Type 2 error is 
defined as the probability of the fruit sets being excluded as the background pixels. Given set A as 
background, set B as fruit ground truth and set R as the segmentation result, type 1 error is estimated by 
( )Pr A,R / Pr(A) , type 2 error is estimated by ( )1 Pr , / Pr( )B R B− . In application, type 1 error is more 
dominant in error estimation if there is more white noise on the segmented fruit cluster. 
3. Results and discussion 
The citrus fruit tree has been photographed under a natural varied lighting condition vineyard without 
artificial lighting peripherals. After the methods have been applied on the classes of citrus image data, the 
type 1 and type 2 error are calculated using the segmented result and the results are given in Table 1. 
From the side of the image data, the neutral density filtered and the polarizer filtered data generate 
better results in type 1 error by all the methods. Therefore this attenuation filter can relax the highly 
saturated area from the CCD sensor. However the heaviest of the white noise is still difficult to be 
removed from the segmented cluster of the fruit. This issue has been tried further by using the fusion 
technique by combining both the visible component and the near infrared component. The detail of the 
second half of the fusion work is to be explained in the subsequent work. 
The methods applied have a tradeoff between the accuracy and the processing speed in Table 2. SOM 
shows a better segmentation result with lower type 1 error but with longer learning time. Color indices 
and FLDA have similar mathematical interpretation by projecting onto the projection direction. However 
the direction of the projection is not constant since the distribution of the spectral is varied and affected 
by multifactor. SLP and MLP give similar even the same result by the hyperplane construction for a 
dichotomy problem. The results by both SLP and MLP have white noise on the segmented cluster of the 
fruit since MLP defines the position of the hyperplane. By comparing to MLP, a more precise method is 
considered to be applied using the support vector machine by Vapnik et al[45]. The image data is close to 
a multivariate problem based on all the segmentation results from this study. To conclude this work, one 
example is selected to visualize the results presented in matrix of R(3 by 5) in Fig. 2. 
Table 1. Type 1 and type 2 error 
Type 1 error: background pixels being included. 
Type 2 error: foreground pixels being excluded. 
Neut Flt: neutral density filtered. 
Pola Flt: polarizer filtered. 
     
R - B 2R - G - B FLDA SLP MLP SOM Average Error 
Visible Type 1 Error 15.67% 10.42% 9.74% 15.09% 15.71% 7.62% 12.38% 
Type 2 Error 18.99% 17.39% 9.93% 39.18% 33.12% 28.66% 
Neut Flt Type 1 Error 6.23% 4.35% 3.81% 10.24% 10.40% 4.57% 6.60% 
Type 2 Error 19.37% 17.62% 15.60% 42.12% 38.75% 23.68% 
Pola Flt Type 1 Error 5.65% 4.18% 3.70% 9.36% 9.61% 4.47% 6.16% 
Type 2 Error 26.42% 22.82% 17.58% 47.16% 44.56% 23.23% 
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Table 2. Image processing time of segmentation methods 
LT: the algorithmic learning time (in second) 
CT: the classification time (in second) 
BP: backpropagation method    
LM: Levenberg-Marquardt method 
CG: conjugate-gradient method    
R - G 2R - G - B FLDA SLP BP SLP LM SLP CG MLP BP MLP LM MLP CG SOM
LT N/A N/A 3.37 330.55 0.81 0.09 129.78 0.23 0.14 185.73
CT 0.28 0.27 1.27 0.93 0.93 1.35 8.26 7.56 8.84 7.32 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Matrix of segmentation results R(3 , 5), where R(1 , : ) are non-attenuated color image, R(2 , : ) are neutral density filtered, 
R(3 , : ) are polarizer filtered, and R(: , 1) are results by index R – B, R(: , 2) are results by index 2R - G - B, R(: , 3) are results by 
FLDA, R(: , 4) are results by MLP, R(: , 5) are results by SOM. 
4. Conclusion 
This paper has concluded the study on the first half of the citrus image data from a cold mirror 
acquisition system. Some segmentation methods have been selected to process the non-attenuated and the 
attenuated color image respectively from one camera. All the segmentation methods give a better 
segmentation results on the attenuated data in type 1 error. However the white noise cannot be removed 
as the heaviest issue even on the attenuated image data. This issue has been tried by another method in 
which the images from both cameras are combined into one composition image using fusion technique. 
The fusion method has more consideration and to be detailed in the subsequent work. Overall the methods 
applied in this study have a tradeoff between the accuracy of the segmentation method and the time issue 
for the real time application. Considering in combination of the distance estimation for the gripper, the 
fruit estimation precision is more critical as the gripper of the manipulator moves closer to the canopy. 
Therefore the algorithm considers both the accuracy of the estimation on the improved incoming data and 
the dynamic incremental distance estimation. 
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