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The multiplicity of positive weak solutions for a quasilinear
Schro¨dinger equations −Lpu + (λA(x) + 1)|u|p−2u = h(u) in RN is
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.
= ǫp∆pu + ǫ
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21 Introduction
In this paper we establish existence and multiplicity of positive weak solutions
for the following class of quasilinear Schro¨dinger equations:
− Lpu+ (λA(x) + 1)|u|p−2u = h(u), u ∈ W 1,p(RN), (Pǫ,λ)
where
Lpu
.
= ǫp∆pu+ ǫ
p∆p(u
2)u,
∆pu = div(|∇u|p−2∇u) is the p-Laplacian, ǫ, λ are positive parameters,
2 ≤ p < N and function A : RN → R satisfies the following conditions:
(A1) A ∈ C1(RN ,R), A(x) ≥ 0 for all x ∈ RN and Ω = intA−1(0) is a
nonempty bounded open set with smooth boundary ∂Ω and 0 ∈ Ω.
Moreover, A−1(0) = Ω ∪D where D is a set of measure zero.
(A2) There exists K0 > 0 such that
µ
({
x ∈ RN : A(x) ≤ K0
})
<∞,
where µ denotes the Lebesgue measure on RN .
On the nonlinearity h, we assume that it is of class C1 and satisfies the
following conditions:
(H1) h
′(s) = o(|s|p−2) at the origin;
(H2) lim
|s|→∞
h′(s)|s|−q+2 = 0 for some q ∈ (2p, 2p∗) where p∗ = Np/(N − p);
(H3) There exists θ > 2p such that 0 < θH(s) ≤ sh(s) for all s > 0.
(H4) The function s→ h(s)/s2p−1 is increasing for s > 0.
A typical example of a function satisfying the conditions (H1) − (H4) is
given by h(s) = sµ for s ≥ 0, with 2p − 1 < µ < q − 1, and h(s) = 0 for
s < 0.
For p = 2, the solutions of (Pǫ,λ) are related to existence of standing wave
solutions for quasilinear Schro¨dinger equations of the form
i∂tψ = −∆ψ + V (x)ψ − h˜(|ψ|2)ψ − κ∆[ρ(|ψ|2)]ρ′(|ψ|2)ψ, (1.1)
3where ψ : R× RN → C, V is a given potential, κ is a real constant and ρ, h˜
are real functions. Quasilinear equations of the form (1.1) have been studied
in relation with some mathematical models in physics. For example, when
ρ(s) = s, the above equation is
i∂tψ = −∆ψ + V (x)ψ − κ∆[|ψ|2]ψ − h˜(|ψ|2)ψ. (1.2)
It was shown that a system describing the self-trapped electron on a lattice
can be reduced in the continuum limit to (1.2) and numerics results on
this equation are obtained in [9]. In [16], motivated by the nanotubes
and fullerene related structures, it was proposed and shown that a discrete
system describing the interaction of a 2-dimensional hexagonal lattice with an
excitation caused by an excess electron can be reduced to (1.2) and numerics
results have been done on domains of disc type, cylinder type and sphere
type. The superfluid film equation in plasma physics has also the structure
(1.1) for ρ(s) = s, see [19].
The general equation (1.1) with various form of quasilinear terms ρ(s) has
been derived as models of several other physical phenomena corresponding
to various types of ρ(s). For example, in the case ρ(s) = (1 + s)1/2 ,
equation (1.1) models the self-channeling of a high-power ultra short laser in
matter, see [10] and [26]. Equation (1.1) also appears in fluid mechanics [18],
in the theory of Heisenberg ferromagnets and magnons [31], in dissipative
quantum mechanics and in condensed matter theory [23]. The Semilinear
case corresponding to κ = 0 in the whole RN has been studied extensively in
recent years, see for example [15], [17] and references therein.
Putting ψ(t, x) = exp(−iF t)u(x), F ∈ R, into the equation (1.2), we
obtain a corresponding equation
−∆u−∆(u2)u+ V (x)u = h(u) (1.3)
where we have renamed V (x)−F to be V (x), h(u) = h˜(u2)u and we assume,
without loss of generality, that κ = 1.
The quasilinear equation (1.3) in the whole RN has received special
attention in the past several years, see for example the works [1], [4], [5], [6],
[11], [12], [13], [14], [20], [21], [22], [24], [29], [30] and references therein. In
these papers, we find important results on the existence of nontrivial solutions
of (1.3) and a good insight into this quasilinear Schro¨dinger equation. The
main strategies used are the following: the first of them consists in by using
a constrained minimization argument, which gives a solution of (1.3) with an
4unknown Lagrange multiplier λ in front of the nonlinear term, see for example
[24]. The other one consists in by using a special change of variables to get a
new semilinear equation and an appropriate Orlicz space framework, for more
details see [11], [13] and [21]. In [1], existence, multiplicity and concentration
of solutions have been study, by using the Lusternik-Schnirelman category,
for the following class of problems
−ǫp∆pu− ǫp∆p(u2)u+ V (x)|u|p−2u = h(u), u ∈ W 1,p(RN),
when ǫ is sufficiently small and V satisfying the condition
lim inf
|x|→∞
V (x) > inf
x∈RN
V (x) = V0 > 0, (R)
which has been introduced by Rabinowitz [25]. In [2], multiplicity of solutions
also have been proved for problem of the type
−ǫp∆pu− ǫp∆p(u2)u = h(u), u ∈ W 1,p0 (λΩ),
where Ω is a bounded domain and λ is large enough.
Related to the p-Laplacian operator, we would like to cite a paper due to
Alves and Soares [3], where existence, multiple and concentration of solutions,
by using the Lusternik-Schnirelman category, have been established for the
following class of p-Laplacian equations
−ǫp∆pu+ (λA(x) + 1)|u|p−2u = h(u), u ∈ W 1,p(RN), (P )
by assuming that A verifies conditions (A1)−(A2), h is a continuous functions
with subcritical growth, ǫ is sufficiently small and λ is large enough. In that
paper, it is proved that there exists ǫ∗ > 0 such that for any ǫ ∈ (0, ǫ∗)
there exists λ∗(ǫ) > 0 such that (P ) has at least cat(Ω) solutions for any
λ ≥ λ∗(ǫ). The results showed in [3] are associated with the main results
proved by Barstch and Wang [7, 8], where condition (A2) was used by the
first time. Here, we would like to emphasize that the assumptions (A1)−(A2)
do not imply that potential V (x) = λA(x) + 1 verifies condition (R).
The present paper was motivated by works [1], [2] and [3]. Here, we
intend to show that the same type of results found in [3] for p-Laplacian also
hold for operator Lp. However, due to the presence of the term ∆p(u
2)u in
Lpu, several estimates used [3] can not be repeated for the functional energy
associated to (Pǫ,λ), given by
Jǫ,λ(u) =
1
p
∫
RN
ǫp(1 + 2p−1|u|p)|∇u|p + 1
p
∫
RN
(λA(x) + 1)|u|p −
∫
RN
H(u),
5where H(s) =
∫ s
0
h(t)dt. As observed in [27] and [28] , there are some
technical difficulties to apply directly variational methods to Jǫ,λ. The main
difficult is related to the fact that Jǫ,λ is not well defined in W
1,p(RN). By a
direct computation, if u ∈ C10 (RN\{0}) is defined by
u(x) = |x|(p−N)/2p for x ∈ B1\{0},
then u ∈ W 1,p(RN) while the function |u|p|∇u|p does not belong to L1(RN).
To overcome this difficulty, we use a change variable developed in [27] and
[28], which generalize one found in Liu, Wang and Wang [21] and Colin-
Jeanjean [11] for the case p = 2.
Before to state our main result, we recall that if Y is a closed set of a
topological space X , we denote the Lusternik-Schnirelman category of Y in
X by catX(Y ), which is the least number of closed and contractible sets in
X that cover Y . Hereafter, catX denotes catX(X).
The main result that we prove is the following:
Theorem 1.1 Suppose that (A1)− (A2) and (H1)− (H4) hold. Then there
exists ǫ∗ > 0 such that for any ǫ ∈ (0, ǫ∗) there exists λ∗(ǫ) > 0 such that
(Pǫ,λ) has at least cat(Ω) solutions for any λ ≥ λ∗(ǫ).
To finish this introduction, we would like to emphasize that Theorem 1.1
can be seen as a complement of the studies made in [1] and [3]. In [1], the
authors considered a class of problems involving the Lp operator, however the
potential V verifies the condition (R), while that in [3], only the p-Laplacian
was considered.
The plan of this paper is as follows. In Section 2, we review some
proprieties of the change variable that we will apply. Section 3 establishes a
compactness result for the energy functional for all sufficiently large λ and
arbitrary ǫ. In Section 4 is made a study of the behavior of the minimax
levels with respect to parameter λ and ǫ. Section 5 offers the proof of our
main result.
2 Variational framework and preliminary
results
Since we intend to find positive solutions, let us assume that
h(s) = 0 for all s < 0.
6Moreover, hereafter, we will work with the following problem equivalent
to (Pǫ,λ), which is obtained under change of variable ǫz = x
−∆pu−∆p(u2)u+ (λA(ǫx) + 1)|u|p−2u = h(u) in RN
u ∈ W 1,p(RN) with 2 ≤ p < N,
u(x) > 0, ∀ x ∈ RN .
(P ∗ǫ,λ)
In what follows, we use the change variable developed in [27] and [28] which
generalizes one found in Liu, Wang and Wang [21] and Colin-Jeanjean [11]
for the case p = 2. More precisely, let us introduce the change of variables
v = f−1(u), where f is defined by
f ′(t) =
1
(1 + 2p−1|f(t)|p)1/p on [0,+∞),
f(t) = −f(−t) on (−∞, 0].
(2.1)
Therefore, using the above change of variables, we consider a new functional
Iǫ,λ, given by
Iǫ,λ(v)
.
= Jǫ,λ(f(v)) =
1
p
∫
RN
|∇v|p +1
p
∫
RN
(λA(ǫx)+1)|f(v)|p −
∫
RN
H(f(v))
(2.2)
which is well defined on the Banach space X defined by
Xǫ,λ =
{
u ∈ W 1,p(RN) :
∫
RN
A(ǫx)|f(v)|p <∞
}
endowed with the norm
‖u‖ǫ,λ = |∇u|p + inf
ξ>0
1
ξ
[
1 +
∫
RN
(λA(ǫx) + 1)|f(ξv)|p
]
.
A direct computation shows that Iǫ,λ : Xǫ,λ → R is of class C1 under the
conditions (A1)− (A2) and (H1)− (H2) with
I ′ǫ,λ(v)w =
∫
RN
|∇v|p−2∇v∇w + (λA(ǫx) + 1)|f(v)|p−2f(v)f ′(v)w−
−
∫
RN
h(f(v))f ′(v)w
7for v, w ∈ W 1,p(RN ). Thus, the critical points of Iǫ,λ correspond exactly to
the weak solutions of the problem
−∆pv + (λA(ǫx) + 1)|f(v)|p−2f(v)f ′(v) = h(f(v))f ′(v) in RN
v ∈ W 1,p(RN) with 2 ≤ p < N,
v(x) > 0, ∀ x ∈ RN .
(Sǫ,λ)
The below result establishes a relation between the solutions of (Sǫ,λ)
with one of (P ∗ǫ,λ):
Proposition 2.1 If v ∈ W 1,p(RN) ∩ L∞loc(RN) is a critical point of the
functional Iǫ,λ, then u = f(v) is a weak solution of (P
∗
ǫ,λ).
Proof. See [28].
From the above proposition, it is clear that to obtain a weak solution
of (Pǫ,λ), it is sufficient to obtain a critical point of the functional Iǫ,λ in
W 1,p(RN) ∩ L∞loc(RN).
Next, let us collect some properties of the change of variables f : R→ R
defined in (2.1), which will be usual in the sequel of the paper.
Lemma 2.1 The function f(t) and its derivative enjoy the following
properties:
(1) f is uniquely defined, C2 and invertible;
(2) |f ′(t)| ≤ 1 for all t ∈ R;
(3) |f(t)| ≤ |t| for all t ∈ R;
(4) f(t)/t→ 1 as t→ 0;
(5) |f(t)| ≤ 21/2p|t|1/2 for all t ∈ R;
(6) f(t)/2 ≤ tf ′(t) ≤ f(t) for all t ≥ 0;
(7) f(t)/
√
t→ a > 0 as t→ +∞.
8(8) there exists a positive constant C such that
|f(t)| ≥
{
C|t|, |t| ≤ 1
C|t|1/2, |t| ≥ 1.
(9) |f(t)f ′(t)| ≤ 1/2(p−1)/p for all t ∈ R.
Proof. See [28].
The next lemma can be found in [1], however for convenience of the reader
we will write its proof.
Lemma 2.2 Let (vn) be a sequence in W
1,p(RN) verifying
∫
RN
|f(vn)|p → 0
as n→∞. Then,
inf
ξ>0
1
ξ
{
1 +
∫
RN
|f(ξvn)|p
}
→ 0 as n→∞.
Proof. Hereafter, once that f is odd, we can assume without loss of
generality that vn ≥ 0 for all n ∈ N. Since f(t)/t is nonincreasing for
t > 0, for each ξ > 1,
1
ξ
+
1
ξ
∫
RN
|f(ξvn)|p ≤ 1
ξ
+ ξp−1
∫
RN
|f(vn)|p.
Hence, for each δ > 0, fixing ξ∗ sufficiently large such that
1
ξ∗
< δ
2
, we get
inf
ξ>0
1
ξ
{
1 +
∫
RN
|f(ξvn)|p
}
≤ δ
2
+ ξp−1∗
∫
RN
|f(vn)|p.
Thus,
lim sup
n→∞
(
inf
ξ>0
1
ξ
{
1 +
∫
RN
|f(ξvn)|p
})
≤ δ
2
for all δ > 0
which proves the proposition.
Repeating the same type of arguments explored in the proof of the last
lemma, we have the following result
9Corollary 2.1 Let (vn) be a sequence in Xǫ,λ with∫
RN
(λA(ǫx) + 1)|f(vn)|p → 0 as n→ +∞.
Then
inf
ξ>0
1
ξ
{
1 +
∫
RN
(λA(ǫx) + 1)|f(ξvn)|p
}
→ 0 n→ +∞.
The next lemma is related to a claim made in [1], which wasn’t proved in
that paper. Here, we decide to show its proof.
Lemma 2.3 The function
‖v‖ = |∇v|p + inf
ξ>0
1
ξ
[
1 +
∫
RN
|f(ξv)|p
]
.
is a norm in W 1,p(RN). Moreover, ‖ ‖ is equivalent to the usual norm in
W 1,p(RN).
Proof. We will omit the proof that ‖ ‖ is a norm, because we can repeat
with few modifications, the same arguments used by Severo [27]. From the
hypotheses on f ,
0 ≤ |f(t)| ≤ |t| ∀t ∈ RN ,
this way ∫
RN
|f(ξv)|p ≤ ξp
∫
RN
|v|p ∀ξ ≥ 0,
from where it follows that
inf
ξ>0
1
ξ
{
1 +
∫
RN
|f(ξv)|p
}
≤ inf
ξ>0
{
1
ξ
+ Lξp−1
}
where
L =
∫
RN
|v|p.
Now, let us consider the function
g(ξ) =
1
ξ
+ Lξp−1 for ξ > 0.
10
A direct computation implies that g has a global minimum at some ξ0 > 0,
which satisfies
g′(ξ0) = 0⇔ −ξ02 + (p− 1)Lξ0p−2 = 0.
Then,
ξ0 =
(
1
(p− 1)L
) 1
p
and so,
g(ξ0) = (L(p− 1))
1
p + L
(
1
(p− 1)L
) p−1
p
= CL
1
p
for some C > 0. Using these informations, it follows that
‖v‖ ≤ |∇v|p + C|v|p ∀v ∈ W 1,p(RN).
Hence, there is c1 > 0 such that
‖v‖ ≤ c1‖v‖1,p ∀v ∈ W 1,p(RN).
where
‖v‖1,p =
[∫
RN
|∇v|p +
∫
RN
|v|p
] 1
p
∀v ∈ W 1,p(RN).
Since (W 1,p(RN), ‖ ‖) and (W 1,p(RN), ‖ ‖1,p) are Banach spaces, the last
inequality together with Closed Graphic Theorem yields ‖ ‖ and ‖ ‖1,p are
equivalent norms.
Lemma 2.4 Let (vn) be a sequence in W
1,p(RN) and set
Q(v) :=
∫
RN
|∇v|p +
∫
RN
|f(v)|p,
and
‖v‖ = |∇v|p + inf
ξ>0
1
ξ
[
1 +
∫
RN
|f(ξv)|p
]
.
Then, Q(vn) → 0 if, and only if, ‖vn‖ → 0. Moreover, (vn) is bounded in
(W 1,p(RN), ‖ ‖) if, and only if, (Q(vn)) is bounded in R.
11
Proof. The first part of the lemma is an immediate consequence of Lemma
2.2, this way we will prove only the second part of the lemma.
A straightforward computation gives
‖v‖ ≤ Q(v) ∀v ∈ W 1,p(RN),
from where it follows that if (Q(vn)) is bounded, then (vn) is also
bounded. On the other hand, by Lemma 2.3, (vn) is a bounded sequence
in (W 1,p(RN), ‖ ‖) if, and only if, (vn) is bounded (W 1,p(RN), ‖ ‖1,p), where
‖ ‖1,p is the usual norm in W 1,p(RN). Hence, there is M > 0 such that∫
RN
|∇vn|p ≤M and
∫
RN
|vn|p ∀n ∈ N.
Recalling that
|f(t)| ≤ |t| ∀t ≥ 0,
we have the estimate∫
RN
|f(vn)|p ≤
∫
RN
|vn|p ≤ M ∀n ∈ N,
which shows that (Q(vn)) is bounded.
Lemma 2.5 The function |f |p is a convex function, and so,
(|f(t)|p−2f(t)f ′(t)− |f(s)|p−2f(s)f ′(s))(t− s) ≥ 0 ∀t, s ∈ R.
Proof. A direct computation shows that second derivative of the function
Q(t) = |f(t)|p for t ∈ R
satisfies the equality
Q′′(t) =
p|f(t)|p−2|f ′(t)|2 ((p− 1) + (p− 2)2p−1|f(t)|p)
1 + 2p−1|f(t)|p > 0 ∀t ∈ R \ {0},
implying that Q is a convex function. From this,
(Q′(t)−Q′(s))(t− s) ≥ 0 ∀t, s ∈ R
that is,
(|f(t)|p−2f(t)f ′(t)− |f(s)|p−2f(s)f ′(s))(t− s) ≥ 0 ∀t, s ∈ R,
finishing the proof.
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Lemma 2.6 Let (vn) ⊂ W 1,p(RN) be a sequence of nonnegative functions
such that vn ⇀ v in W
1,p(RN), vn(x)→ v(x) a.e in RN and∫
RN
(|f(vn)|p−2f(vn)f ′(vn)− |f(v)|p−2f(v)f ′(v))(vn − v)→ 0 as n→ +∞.
Then, ∫
RN
|f(vn − v)|p → 0 as n→ +∞.
Proof. By hypothesis,∫
RN
(|f(vn)|p−2f(vn)f ′(vn)− |f(v)|p−2f(v)f ′(v))(vn − v) = on(1)
or equivalently,∫
RN
|f(vn)|p−2f(vn)f ′(vn)vn =
∫
RN
|f(vn)|p−2f(vn)f ′(vn)v+
∫
RN
|f(v)|p−2f(v)f ′(v)(vn − v) + on(1).
Once that vn ⇀ v in W
1,p(RN),∫
RN
|f(v)|p−2f(v)f ′(v)(vn − v) = on(1)
and so,∫
RN
|f(vn)|p−2f(vn)f ′(vn)vn =
∫
RN
|f(vn)|p−2f(vn)f ′(vn)v + on(1).
Recalling that
|f(t)| ≤ |t| and |f ′(t)| ≤ 1 ∀t ∈ R,
it follows that (|f(vn)|p−2f(vn)f ′(vn)) is bounded sequence in L
p
p−1 (RN ).
Hence, ∫
RN
|f(vn)|p−2f(vn)f ′(vn)v →
∫
RN
|f(v)|p−2f(v)f ′(v)v
13
which gives∫
RN
|f(vn)|p−2f(vn)f ′(vn)vn →
∫
RN
|f(v)|p−2f(v)f ′(v)v.
From Lemma 2.1,
|f(t)|p ≤ 2|f(t)|p−2f(t)f ′(t)t ∀t ≥ 0
then,
|f(vn)|p ≤ |f(vn)|p−2f(vn)f ′(vn)vn ∀n ∈ N.
Using the above informations together with Lebesgue’s Theorem, we deduce∫
R
|f(vn)|p →
∫
R
|f(v)|p.
On the other hand, since |f ′(t)| ≤ 1 for all t ∈ R, we have the inequality
|f(vn − v)| = f(|vn − v|) ≤ f(vn + v) ≤ f(vn) + v ∀n ∈ N
which gives
|f(vn − v)|p ≤ 2p(|f(vn)|p + |v|p) ∀n ∈ N.
Combining the last inequality with Lebesgue’s Theorem, we get∫
RN
|f(vn − v)|p → 0,
concluding the proof of the lemma.
Corollary 2.2 Let (vn) ⊂W 1,p(RN) be a sequence of nonnegative functions
such that vn ⇀ v in W
1,p(RN), vn(x)→ v(x) a.e in RN and the below limits
hold∫
RN
(|f(vn)|p−2f(vn)f ′(vn)− |f(v)|p−2f(v)f ′(v))(vn − v)→ 0 as n→ +∞
(2.3)
and ∫
RN
〈|∇vn|p−2∇vn − |∇v|p−2∇v,∇vn −∇v〉→ 0 as n→ +∞. (2.4)
Then, vn → v in W 1,p(RN).
14
Proof. By Lemma 2.6, the limit (2.3) leads to∫
RN
|f(vn − v)|p → 0 as n→ +∞.
On the other hand, the limit (2.4) implies that∫
RN
|∇vn −∇v|p → 0 as n→ +∞.
The above limits give
Q(vn − v)→ 0 as n→ +∞,
and so, by Lemma 2.4
‖vn − v‖ → 0 as n→ +∞
or equivalently,
vn → v in W 1,p(RN),
proving the lemma.
3 The Palais-Smale condition
In this Section, the main goal is to show that Iǫ,λ satisfies the Palais-Smale
condition. To this end, we have to prove some technical lemmas.
Lemma 3.1 Suppose that h satisfies (H1) − (H3). Let (vn) ⊂ Xǫ,λ be a
(PS)c sequence for Iǫ,λ. Then there exists a constant K > 0, independent of
ǫ and λ, such that
lim sup
n→∞
‖vn‖ǫ,λ ≤ K
for all ǫ, λ > 0
Proof. Using (H3) and Lemma 2.1(6),
c+ on(1)‖vn‖ǫ,λ ≥ (1
p
− 1
θ
)
∫
RN
|∇vn|p + (1
p
− 1
2θ
)
∫
RN
(λA(ǫx) + 1)|f(vn)|p,
15
where on(1)→ 0 as n→∞. Recalling that |∇vn|p ≤ 1 + |∇vn|pp,
c+ on(1)‖vn‖ǫ,λ ≥ (θ − p)
pθ
(
|∇vn|p − 1 +
∫
RN
(λA(ǫx) + 1)|f(vn)|p
)
(3.1)
from where it follows the inequality
c1 + on(1)‖vn‖ǫ,λ ≥ (θ − p)
pθ
(
|∇vn|p + 1 +
∫
RN
(λA(ǫx) + 1)|f(vn)|p
)
≥ (θ − p)
pθ
‖vn‖ǫ,λ.
Thus,
lim sup
n→∞
‖vn‖ǫ,λ ≤ c1 pθ
(θ − p) := K.
Lemma 3.2 Suppose that h satisfies (H1) − (H3). Let (vn) ⊂ Xǫ,λ be a
(PS)c sequence for Iǫ,λ. Then c ≥ 0, and if c = 0, we have that vn → 0 in
Xǫ,λ.
Proof As in the proof of Lemma 3.1,
c+ on(1)‖vn‖ǫ,λ = Iǫ,λ(vn)− 1
θ
I ′ǫ,λ(vn)vn ≥
(1
p
− 1
θ
)
‖vn‖ǫ,λ ≥ 0 (3.2)
that is
c+ on(1)‖vn‖ǫ,λ ≥ 0.
The boundedness of (vn) in Xǫ,λ gives c ≥ 0 after passage to the limit as
n → ∞. If c = 0, the inequality (3.2) gives vn → 0 in Xǫ,λ as n → ∞,
finishing the proof of Lemma 3.2.
Lemma 3.3 Suppose that h satisfies (H1) − (H3). Let c > 0 and (vn) be a
(PS)c sequence for Iǫ,λ. Then, there exists δ > 0 such that
lim inf
n→∞
∫
RN
|f(vn)|q ≥ δ,
with δ being independent of λ and ǫ.
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Proof From (H1)− (H2), there exists a constant C > 0 such that
|h(t)t| ≤ 1
4
|t|p + C|t|q ∀t ∈ R. (3.3)
Now, I ′ǫ,λ(vn)vn = on(1) and Lemma 2.1(6) give
1
2
[∫
RN
|∇vn|p +
∫
RN
(λA(ǫx) + 1)|f(vn)|p
]
≤
∫
RN
h(f(vn)f(vn). (3.4)
Combining (3.3) with (3.4),
1
4
[∫
RN
|∇vn|p +
∫
RN
(λA(ǫx) + 1)|f(vn)|p
]
≤ C
∫
RN
|f(vn)|q. (3.5)
On the other hand, we have the equality
1
p
[∫
RN
|∇vn|p +
∫
RN
(λA(ǫx) + 1)|f(vn)|p
]
= Iǫ,λ(vn) +
∫
RN
H(f(vn))
which combined with (H3) and Iǫ,λ(vn) = c+ on(1) leads to
lim inf
n→∞
[∫
RN
|∇vn|p +
∫
RN
(λA(ǫx) + 1)|f(vn)|p
]
≥ pc > 0. (3.6)
Now, the lemma follows from (3.5) and (3.6).
Lemma 3.4 Suppose that h satisfies (H1)−(H3) and A satisfies (A1)−(A2).
Let d > 0 be an arbitrary number. Given any ǫ > 0 and η > 0, there exist
Λη > 0 and Rη > 0, which are independent of ǫ, such that if (vn) is a (PS)c
sequence for Iǫ,λ with c ≤ d and λ ≥ Λη, then
lim sup
n→∞
∫
RN\BRη (0)
|f(vn)|q < η.
Proof. Given any R > 0, define
X(R) = {x ∈ RN : |x| > R; A(ǫx) ≥ K0}
and
Y (R) = {x ∈ RN : |x| > R; A(ǫx) < K0}.
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Observe that∫
X(R)
|f(vn)|p ≤ 1
λK0 + 1
∫
X(R)
(λA(ǫx) + 1)|f(vn)|p.
From Lemma 3.1, there exists K > 0 such that
lim sup
n→∞
∫
X(R)
|f(vn)|p ≤ K
λK0 + 1
. (3.7)
On the other hand, by Ho¨lder inequality∫
Y (R)
|f(vn)|p ≤
( ∫
Y (R)
|f(vn)|p∗
) p
p∗
(µ(Y (R)))
p
N .
Using Sobolev embeddings together with Lemmas 2.1 and 3.1, there exists a
constant K̂ > 0 such that
lim sup
n→∞
∫
Y (R)
|f(vn)|p ≤ K̂(µ(Y (R)))
p
N , (3.8)
where the constant K̂ is uniform on c ∈ [0, d]. Since
Y (R) ⊂ {x ∈ RN : A(ǫx) ≤ K0}
it follows from (A2)
lim
R→∞
µ(Y (R)) = 0. (3.9)
Using interpolation,
|f(vn)|Lq(RN\BR(0)) ≤ |f(vn)|αLp(RN\BR(0))|f(vn)|1−αLp∗(RN\BR(0))
for some α ∈ (0, 1). Then, by Lemma 3.1, there exists a constant K˜ > 0
such that
lim sup
n→∞
∫
RN\BR(0)
|f(vn)|q ≤ K˜ lim sup
n→∞
(∫
RN\BR(0)
|f(vn)|p
) qα
p
. (3.10)
Combining (3.7) with (3.8) and (3.9), given η > 0, we can fix R = Rη and
Λη > 0 such that
lim sup
n→∞
∫
RN\BR(0)
|f(vn)|p ≤
( η
2K˜
) p
qα
(3.11)
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for all λ ≥ Λη. Consequently, from (3.10) and (3.11),
lim sup
n→∞
∫
RN\BR(0)
|f(vn)|q ≤ η.
concluding the proof of the lemma.
As a first consequence of the last lemma, we have the following result
Corollary 3.1 If (vn) is a (PS)c sequence for Iǫ,λ and λ is large enough,
then its weak limit is nontrivial provided that c > 0.
The next result shows that Iǫ,λ satisfies the Palais-Smale condition for λ
sufficiently large for ǫ arbitrary.
Proposition 3.1 Suppose that (H1)− (H3) and (A1)− (A2) hold. Then for
any d > 0 and ǫ > 0 there exists Λ > 0, independent of ǫ, such that Iǫ,λ
satisfies the (PS)c condition for all c ≤ d, λ ≥ Λ and ǫ > 0. That is, any
sequence (vn) ⊂ Xǫ,λ satisfying
Iǫ,λ(vn)→ c and I ′ǫ,λ(vn)→ 0, (3.12)
for c ≤ d, has a strongly convergent subsequence in Xǫ,λ.
Proof Given any d > 0 and ǫ > 0, take c ≤ d and let (vn) be a (PS)c
sequence for Iǫ,λ. From Lemma 3.1, there are a subsequence still denoted
by (vn) and v ∈ Xǫ,λ such that (vn) is weakly convergent to v in Xǫ,λ. If
v˜n = vn − v, arguing as in [1, Lemma 3.7], it follows that
Iǫ,λ(v˜n) = Iǫ,λ(vn)− Iǫ,λ(v) + on(1) (3.13)
and
I ′ǫ,λ(v˜n)→ 0. (3.14)
Once that I ′ǫ,λ(v) = 0, (H3) gives
Iǫ,λ(v) = Iǫ,λ(v)− 1
θ
I ′ǫ,λ(v)v ≥
(1
p
− 1
θ
)
‖v‖ǫ,λ, ≥ 0. (3.15)
Setting c′ = c − Iǫ,λ(v), by (3.13)-(3.15), we deduce that c′ ≤ d and (v˜n) is
a (PS)c′ sequence for Iǫ,λ,, thus by Lemma 3.2, we have c
′ ≥ 0. We claim
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that c′ = 0. On the contrary, suppose that c′ > 0. From Lemma 3.3, there is
δ > 0 such that
lim inf
n→∞
∫
RN
|f(v˜n)|q > δ. (3.16)
Letting η = δ
2
and applying Lemma 3.4, we get Λ > 0 and R > 0 such that
lim sup
n→∞
∫
RN\BR(0)
|f(v˜n)|q < δ
2
(3.17)
for the corresponding (PS)c′ sequence for Iǫ,λ for all λ ≥ Λ. Combining
(3.16) with (3.17) and using the fact that v˜n ⇀ 0 in Xǫ,λ, we derive
δ ≤ lim inf
n→∞
∫
RN
|f(v˜n)|q ≤ lim sup
n→∞
∫
RN\BR(0)
|f(v˜n)|q ≤ δ
2
which is impossible, then c′ = 0. Thereby, by Lemma 3.2, v˜n → 0 in Xǫ,λ,
that is, vn → v in Xǫ,λ and the proof of Proposition 3.1 is complete.
In closing this section, we proceed with the study of (PS)c,∞ sequences,
that is, sequences (vn) in Xǫ,λ verifying:
i) λn →∞
ii) (Iǫ,λn(vn)) is bounded
iii) ‖I ′ǫ,λn(vn)‖∗ǫ,λn → 0
where ‖ ‖∗ǫ,λn is defined by
‖ϕ‖∗ǫ,λn = sup{|ϕ(u)|; u ∈ Xǫ,λn, ‖u‖ǫ,λ ≤ 1} for ϕ ∈ X∗ǫ,λn.
Proposition 3.2 Suppose that (H1)− (H3) and (A1)− (A2) hold. Assume
that (vn) ⊂W 1,p(RN) is a (PS)c,∞ sequence. Then for each ǫ > 0 fixed, there
exists a subsequence still denoted by (vn) and vǫ ∈ W 1,p(RN) such that
i) vn → vǫ in W 1,p(RN). Moreover, vǫ = 0 on Ωcǫ and vǫ ∈
W 1,p(RN)
⋂
L∞loc(R
N) is a solution of
−∆pv + |f(v)|p−2f(v)f ′(v) = h(f(v))f ′(v), in Ωǫ
v > 0 in Ω and v = 0 on ∂Ωǫ
where Ωǫ =
Ω
ǫ
.
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ii) λn
∫
RN
|f(vn)|p → 0.
iii) ‖vn − v‖ǫ,λn → 0.
Proof. As in the proof of Lemma 3.1, the sequence (‖vn‖ǫ,λn) is bounded
in R. Thus, we can extract a subsequence vn ⇀ vǫ weakly in Xǫ,λ. For each
m ∈ N, we define the set
Cm =
{
x ∈ RN : Aǫ(x) ≥ 1
m
}
, where Aǫ(x) = A(ǫx)
which satisfies∫
Cm
|f(vn)|p ≤ m
∫
Cm
Aǫ(x)|f(vn)|p ≤ m
λn
∫
RN
(1 + λnAǫ(x))|f(vn)|p.
Thus, from Lemma 3.1,∫
Cm
|f(vn)|p ≤ mK
λn
for n ∈ N,
for some constant K > 0. Hence by Fatou’s Lemma,∫
Cm
|f(vǫ)|p = 0
after to passage to the limit as n → ∞. Thus f(vǫ) = 0 almost everywhere
in Cm. Once that f(t) = 0 if, and only if t = 0, it follows that vǫ = 0 almost
everywhere in Cm. Observing that
R
N \ A−1ǫ (0) = ∪∞m=1Cm,
we deduce that vǫ = 0 almost everywhere in R
N \ A−1ǫ (0). Now, recalling
that A−1ǫ (0) = Ωǫ ∪ Dǫ and µ(Dǫ) = µ(1ǫD) = 0, it follows that vǫ = 0
almost everywhere in RN \ Ωǫ. As ∂Ωǫ is a smooth set, let us conclude that
vǫ ∈ W 1,p0 (Ωǫ).
Arguing as in Lemma 3.4, we can assert that given any η > 0 there exists
R > 0 such that
lim sup
n→∞
∫
RN\BR(0)
|f(vn)|p < η (3.18)
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and
lim sup
n→∞
∫
RN\BR(0)
|f(vn)|q < η. (3.19)
From (H1)− (H2), for each τ > 0 there exists Cτ > 0 such that
|h(s)| ≤ τ |s|p−1 + Cτ |s|q−1 for all s ∈ R.
This inequality combined with Sobolev’s embeddings and the limits (3.18)
and (3.19) yields there is a subsequence, still denoted by (vn), such that
lim
n→∞
∫
RN
h(f(vn))f
′(vn)vn =
∫
RN
h(f(vǫ))f
′(vǫ)vǫ, (3.20)
and
lim
n→∞
∫
RN
h(f(vn))f
′(vǫ)vǫ =
∫
RN
h(f(vǫ))f
′(vǫ)vǫ (3.21)
In the sequel, define
Pn =
∫
RN
〈|∇vn|p−2∇vn − |∇vǫ|p−2∇vǫ,∇vn −∇vǫ〉+
+
∫
RN
(|f(vn)|p−2f(vn)f ′(vn)− |f(vǫ)|p−2f(vǫ)f ′(vǫ))(vn − vǫ)
and observe that
Pn ≤
∫
RN
〈|∇vn|p−2∇vn − |∇vǫ|p−2∇vǫ,∇vn −∇vǫ〉+
∫
RN
(λnAǫ(x) + 1)(|f(vn)|p−2f(vn)f ′(vn)− |f(vǫ)|p−2f(vǫ)f ′(vǫ))(vn − vǫ) =
I ′ǫ,λn,(vn)vn − I ′ǫ,λn(vn)vǫ +
∫
RN
h(f(vn))f(|vn)|p−2f(vn)f ′(vn)vn
−
∫
RN
h(f(vn))f(|vn)|p−2f(vn)f ′(vn)vǫ + on(1).
Thus, by (3.20) and (3.21) it follows that Pn = on(1), that is,∫
RN
〈|∇vn|p−2∇vn − |∇vǫ|p−2∇vǫ,∇vn −∇vǫ〉 = on(1) (3.22)
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and∫
RN
(|f(vn)|p−2f(vn)f ′(vn)− |f(vǫ)|p−2f(vǫ)f ′(vǫ))(vn − vǫ) = on(1). (3.23)
The limits (3.23) and (3.22) combined with Corollary 2.2 give
vn → vǫ strongly in W 1,p(RN). (3.24)
Now, using the fact that (λnAǫ(x) + 1)vǫ(x) = vǫ(x) a.e in R
N and that for
each φ ∈ C∞0 (Ωǫ), I ′ǫ,λn(vn)φ = on(1), we have that∫
RN
(|∇vn|p−2∇vn∇φ+|f(vn)|p−2f(vn)f ′(vn)φ) =
∫
RN
h(f(vn))f
′(vn)φ+on(1).
This together with (3.24) yields∫
Ωǫ
(|∇vǫ|p−2∇vǫ∇φ+ |f(vǫ)|p−2f(vǫ)f ′(vǫ)φ) =
∫
Ωǫ
h(f(vǫ))f
′(vǫ)φ
and hence∫
Ωǫ
(|∇vǫ|p−2∇vǫ∇w+ |f(vǫ)|p−2f(vǫ)f ′(vǫ)w) =
∫
Ωǫ
h(f(vǫ))f
′(vǫ)w, (3.25)
for all w ∈ W 1,p0 (Ωǫ). Arguing as [1, Proposition 3.6], we can prove that
vǫ ∈ L∞(RN ). Thereby, vǫ is a solution of
−∆pv + |f(v)|p−2f(v)f ′(v) = h(f(v))f ′(v), in Ωǫ
v > 0 in Ω and u = 0 on ∂Ωǫ
and the proof of i) is complete.
To deduce ii), we start observing that∫
RN
|∇vn|p +
∫
RN
|f(vn)|p−2f(vn)f ′(vn)vn
+ λn
∫
RN
Aǫ|f(vn)|p−2f(vn)f ′(vn)vn =
∫
RN
h(f(vn))f
′(vn)vn + on(1).
The last equality, combined with (3.24) and (3.25) leads to
lim
n→∞
λn
∫
RN
Aǫ(x)|f(vn)|p−2f(vn)f ′(vn)vn = 0.
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This limit together with Lemma 2.1(6) implies that
lim
n→∞
λn
∫
RN
Aǫ(x)|f(vn)|p = 0,
proving ii).
For to prove iii), we observe that
λn
∫
RN
Aǫ(x)|f(vn − vǫ)|p = λn
∫
RN\Ω
Aǫ(x)|f(vn)|p ≤ λn
∫
RN
Aǫ(x)|f(vn)|p
because vǫ = 0 in Ω. Hence,
λn
∫
RN
Aǫ(x)|f(vn − vǫ)|p → 0 as n→ +∞
which together with Corollary 2.2 leads to∫
RN
(1 + λnAǫ(x))|f(vn − vǫ)|p → 0 as n→ +∞. (3.26)
Recalling that
‖vn − vǫ‖ǫ,λn ≤ |∇vn −∇vǫ|p +
∫
RN
(1 + λnAǫ(x))|f(vn − vǫ)|p,
it follows from (3.24) and (3.26),
lim
n→∞
‖vn − vǫ‖ǫ,λn = 0,
which proves iii), and the proof of Proposition 3.2 is complete.
Corollary 3.2 Suppose that (A1) − (A2) and (H1) − (H4) hold. Then for
each ǫ > 0 and a sequence (vn) of solutions of (Pǫ,λn) with λn → ∞ and
lim supn→∞ Iǫ,λn(vn) <∞, there exists a subsequence that converges strongly
in W 1,p(RN) to a solution of the problem
−∆pv + |f(v)|p−2f(v)f ′(v) = h(f(v))f ′(v), in Ωǫ
v > 0 in Ωǫ and v = 0 ∂Ωǫ.
Proof. By assumptions, there exist c ∈ R and a subsequence of (vn), still
denoted by (vn), such that (vn) is a (PS)c,∞ sequence. The rest of the proof
follows from Proposition 3.2.
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4 Behavior of minimax levels
This section is devoted to the study of the behavior of the minimax levels
with respect to parameter λ and ǫ. For this purpose, we introduce some
notations. In the next, Mǫ,λ denotes the Nehari manifold associated to Iǫ,λ,
that is,
Mǫ,λ =
{
v ∈ Xǫ,λ : v 6= 0 and I ′ǫ,λ(v)v = 0
}
and
cǫ,λ = inf
v∈Mǫ,λ
Iǫ,λ(v).
From (H1) − (H4), as proved in [1, Lemma 3.3], the number cǫ,λ is the
mountain pass minimax level associated with Iǫ,λ.
On account of the proof of Proposition 3.2, when λ is large, the following
problem can be seen as a limit problem of (Dǫ,λ,) for each ǫ > 0:
(Dǫ)

−∆pv + |f(v)|p−2f(v)f ′(v) = h(f(v))f ′(v), in Ωǫ
v > 0 in Ω and v = 0 on ∂Ωǫ
whose corresponding functional is given by
Eǫ(v) =
1
p
∫
Ωǫ
(|∇v|p + |f(v)|p)−
∫
Ωǫ
H(f(v))
for every v ∈ W 1,p0 (Ωǫ). Here and subsequently, Mǫ denotes the Nehari
manifold associated to Eǫ and
c(ǫ,Ω) = inf
v∈Mǫ
Eǫ(v)
stands for the mountain pass minimax associated with Eǫ. Since 0 ∈ Ω, there
is r > 0 such that Br = Br(0) ⊂ Ω and B r
ǫ
= B r
ǫ
(0) ⊂ Ωǫ. We will denote
by Eǫ,Br : W
1,p
0 (B rǫ (0))→ R the functional
Eǫ,Br(v) =
1
p
∫
B r
ǫ
(|∇v|p + |f(v)|p)−
∫
B r
ǫ
H(f(v)).
Furthermore, we write Mǫ,Br the Nehari manifold associated to Eǫ,Br and
c(ǫ, Br) = inf
v∈Mǫ,Br
Eǫ,Br(v).
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Once that B r
ǫ
⊂ Ωǫ, we have c(ǫ,Ω) ≤ c(ǫ, Br) for every ǫ > 0.
Here it is important the number c∞, which denotes the mountain minimax
value associated to
I∞(v) =
1
p
∫
RN
(|∇v|p + |f(v)|p)−
∫
RN
H(f(v)) for all v ∈ W 1,p0 (RN),
whose existence is guaranteed by [2, Lemma 3.1]. Since Iǫ,λ(tv) ≥ I∞(tv) for
all t > 0 and v ∈ W 1,p(RN),
cǫ,λ ≥ c∞.
Proposition 4.1 Suppose (H1) − (H4) and (A1) − (A2) hold. Let ǫ > 0 be
an arbitrary number. Then,
lim
λ→∞
cǫ,λ = c(ǫ,Ω).
Proof. By Proposition 3.1 and Mountain Pass Theorem, we can assume
that there are two sequences, λn →∞ and (vn) ⊂ Xǫ,λn, such that
Iǫ,λn(vn) = cǫ,λn > 0 and I
′
ǫ,λn(vn) = 0.
From definitions of cǫ,λn and c(ǫ,Ω),
cǫ,λn ≤ c(ǫ,Ω) for all n ∈ N
which implies
0 ≤ Iǫ,λn(vn) ≤ c(ǫ,Ω) and I ′ǫ,λn(vn) = 0.
Thus, for some subsequence (vnj ), there exists c ∈ [0, c(ǫ,Ω)] such that
Iǫ,λnj (vnj ) = cǫ,λnj → c and I ′ǫ,λnj (vnj )→ 0
showing that (vnj ) is a (PS)c,∞, and so,∫
RN
|∇vn|p +
∫
RN
(λnAǫ(x) + 1)|f(vn)|p ≥ pcǫ,λn ≥ pc∞ > 0 ∀n ∈ N.
By Proposition 3.2,
λn
∫
RN
Aǫ(x)|f(vn)|p → 0 as n→ +∞
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then, ∫
RN
|∇vn|p +
∫
RN
|f(vn)|p ≥ pc∞ > 0 + on(1) ∀n ∈ N, (4.1)
implying that any subsequence of (vn) does not converge to zero inW
1,p(RN ).
From Proposition 3.2, there exist a subsequence (vnjk ) and v ∈ W 1,p(RN)
such that
vnjk → v strongly in W 1,p(RN) and v = 0 in RN \ Ωǫ. (4.2)
From (4.1) and (4.2), v 6= 0 in W 1,p0 (Ωǫ) and v satisfies
−∆pu+ |f(v)|p−2f(v)f ′(v) = h(f(v))f ′(v), in Ωǫ
v > 0 in Ω and v = 0 on ∂Ωǫ,
from where it follows that
Eǫ(v) ≥ c(ǫ,Ω). (4.3)
On the other hand,
Eǫ(v) = lim
k→∞
Iλnjk ,ǫ
(vnjk ) = limk→∞
cǫ,λnjk
= c ≤ c(ǫ,Ω). (4.4)
Therefore, (4.3) and (4.4) give
lim
k→∞
cǫ,λnjk
= c(ǫ,Ω).
As a result, cǫ,λ → c(ǫ,Ω) as λ→∞, and the lemma follows.
Corollary 4.1 Suppose that (A1) − (A2) and (H1) − (H4) hold. Then for
each ǫ > 0 and a sequence (vn) of least energy solutions of (Dǫ,λn) with
λn → ∞ and lim supn→∞ Iǫ,λn(vn) < ∞, there exists a subsequence that
converges strongly in W 1,p(RN) to a least energy solution of the problem
−∆pu+ |f(v)|p−2f(v)f ′(v) = h(f(v))f ′(v), in Ωǫ
u > 0 in Ωǫ and u = 0 ∂Ωǫ.
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Proof. The proof is a consequence of Propositions 3.2 and 4.1.
Hereafter, r > 0 denotes a number such that Br(0) ⊂ Ω and the sets
Ω+ = {x ∈ RN : d(x,Ω) ≤ r}
and
Ω− = {x ∈ RN : d(x, ∂Ω) ≥ r}
are homotopically equivalent to Ω. The existence of this r is given by
condition (A1). For each v ∈ W 1,p(RN) whose positive part v+ = max{v, 0}
is different from zero and has a compact support, we consider the center mass
of v
β(v) =
∫
RN
xvp+∫
RN
vp+
.
Consider R > 0 such that Ω ⊂ BR(0), thus Ωǫ ⊂ BR
ǫ
(0), and define the
auxiliary function
ξǫ(t) =

1, 0 ≤ t ≤ R
ǫ
R
ǫt
, R
ǫ
≤ t.
For v ∈ W 1,p(RN), v+ 6= 0, define
βǫ(v) =
∫
RN
xξǫ(|x|)vp+∫
RN
vp+
.
Now for each y ∈ RN and R > 2diam(Ω) fix
AR
ǫ
, r
ǫ
,y =
{
x ∈ RN : r
ǫ
≤ |x− y| ≤ R
ǫ
}
.
We observe that if y /∈ 1
ǫ
Ω+ then Ωǫ ∩B r
ǫ
(y) = ∅. As a consequence
Ωǫ ⊂ AR
ǫ
, r
ǫ
,y (4.5)
for every y /∈ 1
ǫ
Ω+. Moreover, for y ∈ RN , α(R, r, ǫ, y) denotes the number
α(R, r, ǫ, y) = inf
{
Ĵǫ,y(v) : β(v) = y and v ∈ M̂ǫ,y
}
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where
Ĵǫ,y(v) =
1
p
∫
AR
ǫ ,
r
ǫ ,y
(|∇v|p + |f(v)|p)−
∫
AR
ǫ ,
r
ǫ ,y
H(f(v))
and
M̂ǫ,y =
{
v ∈ W 1,p0 (AR
ǫ
, r
ǫ
,y) : v 6= 0 and Ĵ ′ǫ,y(v)v = 0
}
.
From now on, we will write α(R, r, ǫ, 0) as α(R, r, ǫ), Ĵǫ,0 as Ĵǫ and M̂ǫ,0 as
M̂ǫ.
Lemma 4.1 Assume that (H1)− (H4) hold. Then, there exists ǫ∗ > 0 such
that
c(ǫ,Ω) < α(R, r, ǫ)
for every ǫ ∈ (0, ǫ∗).
Proof. Invoking [2, Proposition 4.1], we assert that
lim
ǫ→0
α(R, r, ǫ) > c∞.
Thus, there exists ǫ1 > 0 such that
α(R, r, ǫ) > c∞ + δ (4.6)
for all 0 < ǫ < ǫ1, for some δ > 0. On the other hand, arguing as in [2,
Proposition 4.2],
lim
ǫ→0
c(ǫ, Br) = c∞.
Therefore, there exists ǫ2 > 0 such that
c(ǫ, Br) < c∞ +
δ
2
for all 0 < ǫ < ǫ2. (4.7)
For ǫ∗ = min{ǫ1, ǫ2}, (4.6) and (4.7) lead to
c(ǫ, Br) < α(R, r, ǫ)
for every ǫ ∈ (0, ǫ∗). Now, the lemma follows of the inequality
c(ǫ,Ω) ≤ c(ǫ, Br).
To conclude this section, we establish a result about the center of mass
of the function in the Nehari manifold Mǫ,λ.
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Lemma 4.2 Suppose (H1)− (H4) and (A1)− (A2) hold. Let ǫ∗ > 0 given by
Lemma 4.1. Then for any ǫ ∈ (0, ǫ∗), there exists λ∗ > 0 which depends on ǫ
such that
βǫ(v) ∈ 1
ǫ
Ω+
for all λ > λ∗, 0 < ǫ < ǫ∗ and v ∈ Mǫ,λ with Iǫ,λ(v) ≤ c(ǫ, Br).
Proof. Suppose by contradiction that there exists a sequence (λn) with
λn →∞ such that
vn ∈Mǫ,λn, Iǫ,λn(vn) ≤ c(ǫ, Br)
and
βǫ(vn) /∈ 1
ǫ
Ω+. (4.8)
Repeating the same arguments used in the proofs of Lemma 3.4 and
Proposition 3.2, (‖vn‖ǫ,λn) is a bounded sequence in R and there exists
v ∈ W 1,p(RN) such that vn ⇀ v weakly in W 1,p(RN), v = 0 in RN \ Ωǫ
and for each η > 0 there exists R > 0 such that
lim sup
n→∞
∫
RN\BR(0)
|f(vn)|p < η.
This fact implies that
f(vn)→ f(v) strongly in Lp(RN).
Hence by interpolation,
f(vn)→ f(v) strongly in Lt(RN) for all t ∈ [p, p∗).
On the other hand, since vn ∈Mǫ,λn, from (4.1),
0 < pc∞ ≤
∫
RN
h(f(vn))f
′(vn)vn, for all n ∈ N,
from where it follows that
0 < pc∞ ≤
∫
RN
h(f(v))f ′(v)v,
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which yields
v 6= 0, E ′ǫ(v)v ≤ 0 and lim
n→∞
βǫ(vn) = β(v). (4.9)
From (4.8) and (4.9), y = β(v) /∈ 1
ǫ
Ω+, Ωǫ ⊂ AR
ǫ
, r
ǫ
,y and there exists τ ∈ (0, 1]
such that τv ∈ M̂ǫ,y. Thereby,
Ĵǫ,y(τv) = Eǫ(τv) ≤ lim inf
n→∞
Iǫ,λn,(τvn) ≤ lim inf
n→∞
Iǫ,λn(vn) ≤ c(ǫ, Br)
which implies
α(R, r, ǫ, y) ≤ c(ǫ, Br).
On the other hand, since
α(R, r, ǫ, y) = α(R, r, ǫ)
we have
α(R, r, ǫ) ≤ c(ǫ, Br),
contrary to Lemma 4.1, and the proof is complete.
5 Proof of Theorem 1.1
For r > 0 and ǫ > 0, let vrǫ ∈ W 1,p0 (B rǫ (0)) be a nonnegative radially
symmetric function such that
Eǫ,Br(vrǫ) = c(ǫ, Br) and E
′
ǫ,Br(vrǫ) = 0,
whose existence is proved in [2, Proposition 4.4]. For r > 0 and ǫ > 0, define
Ψr :
1
ǫ
Ω− → W 1,p0 (Ωǫ) by
Ψr(y)(x) =

vrǫ(|x− y|), x ∈ B r
ǫ
(y)
0, x /∈ B r
ǫ
(y).
It is immediate that βǫ(Ψr(y)) = y for all y ∈ 1ǫΩ−. In the sequel, we denote
by I
c(ǫ,Br)
ǫ,λ the set
I
c(ǫ,Br)
ǫ,λ =
{
v ∈Mǫ,λ : Iǫ,λ(v) ≤ c(ǫ, Br)
}
.
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We claim that
catI
c(ǫ,Br)
ǫ,λ ≥ cat(Ω) (5.1)
for all ǫ ∈ (0, ǫ∗) and λ ≥ λ∗. In fact, suppose that
I
c(ǫ,Br)
ǫ,λ = ∪ni=1Oi
where Oi, i = 1, ..., n, is closed and contractible in I
c(ǫ,Br)
ǫ,λ , that is, there exists
hi ∈ C([0, 1]×Oi, Ic(ǫ,Br)ǫ,λ ) such that, for every, v ∈ Oi,
hi(0, v) = v and hi(1, u) = wi
for some wi ∈ Ic(ǫ,Br)ǫ,λ . Consider
Bi = Ψ
−1
r (Oi), i = 1, ..., n.
The sets Bi are closed and
1
ǫ
Ω− = B1 ∪ ... ∪ Bn.
Consider the deformation gi : [0, 1]×Bi → 1ǫΩ+ given
gi(t, y) = βǫ(hi(t,Ψr(y))).
From Lemma 4.2, the function gi is well defined. Thus, Bi is contractile in
1
ǫ
Ω+. Hence,
cat(Ω) = cat(Ωǫ) = cat 1
ǫ
Ω+
(1
ǫ
Ω−
) ≤ catIc(ǫ,Br)ǫ,λ
which verifies (5.1).
Now, we are ready to conclude the proof of Theorem 1.1. From
Proposition 3.1 the functional Iǫ,λ satisfies the Palais-Smale condition
provided that λ ≥ λ∗. Thus, by Lusternik-Schirelman theory, the functional
Iǫ,λ has at least cat(Ω) critical points for all ǫ ∈ (0, ǫ∗) where ǫ∗ > 0 is given
by Lemma 4.1. The proof is complete.
32
References
[1] C. O. Alves, G. M. Figueiredo and U. B. Severo, Multiplicity of positive
solutions for a class of quasilinear problems, Advanced in Differential
Equation 14 (2009), 911-942.
[2] C. O. Alves, G. M. Figueiredo and U. B. Severo, A result of multiplicity
of solutions for a class of quasilinear equations, to appear in Proceedings
of the Edinburgh Mathematical Society in 2012.
[3] C.O. Alves and S.H.M. Soares, Multiplicity of positive solutions for
a class of nonlinear Schro¨dinger equations, Advanced in Differential
Equations 11 (2010), 1083 - 1102.
[4] C.O. Alves, O.H. Miyagaki and S.H.M. Soares, Multi-bump solutions
for a class of quasilinear equations in R, Communications on Pure and
Applied Analysis 11 (2012), 829-844.
[5] C.O. Alves, O.H. Miyagaki and S.H.M. Soares, On the Existence and
Concentration of Positive Solutions to a Class of Quasilinear Elliptic
Problems on R, Mathematische Nachrichten 1 (2011), 1-12.
[6] M. J. Alves, P. C. Carria˜o and O. H. Miyagaki, Soliton solutions to
a class of quasilinear elliptic equations on R. Adv. Nonlinear Stud. 7
(2007), 579–597.
[7] T. Barstch & Z.Q. Wang, Existence and multiplicity results for
some superlinear elliptic problem on RN , Comm. Partial Differential
Equations 20 (1995), no. 9-10, 1725-1741.
[8] T. Barstch & Z.Q. Wang, Multiple positive solutions for a nonlinear
Schro¨dinger equation, Z. Angew. Math. Phys. 51 (2000), no. 3, 366-384.
[9] L. Brizhik, A. Eremko, B. Piette and W. J. Zakrzewski, Static
solutions of a D-dimensional modified nonlinear Schro¨dinger equation,
Nonlinearity 16 (2003) 1481–1497.
[10] A. Borovskii and A. Galkin, Dynamical modulation of an ultrashort high-
intensity laser pulse in matter. JETP 77, (1983), 562-573.
[11] M. Colin and L. Jeanjean, Solutions for a quasilinear Schro¨dinger
equation: a dual approach. Nonlinear Anal. 56, (2004), 213-226.
33
[12] M. Colin and L. Jeanjean and M. Squassina, Stability and instability
results for standing waves of quasi-linear Schro¨odinger equations.
Nonlinearity, 23, (2010), 1353-1385.
[13] J.M.B. do O´ and U.B. Severo. Quasilinear Schro¨dinger equations
involving concave and convex nonlinearities. Commun. Pure Appl. Anal.
8 (2009), 621–644.
[14] J.M.B. do O´, O. H. Miyagaki and S.M.H. Soares, Soliton solutions
for quasilinear Schro¨dinger equations: the critical exponential case,
Nonlinear Anal. 67, (2007), 3357-3372.
[15] A. Floer and A. Weinstein, Nonspreading wave pachets for the packets
for the cubic Schrodinger with a bounded potential. J. Funct. Anal. 69,
(1986), 397-408.
[16] B. Hartmann and W. J. Zakrzewski, Electrons on hexagonal lattices and
applications to nanotubes, Phys. Rev. B 68 (2003) 184302.
[17] L. Jeanjean and K. Tanaka, A positive solution for a nonlinear
Schro¨dinger equation on RN . Indiana Univ. Math. 54 (2005), 443-464.
[18] A. M. Kosevich, B. A. Ivanov and A. S. Kovalev, Magnetic solitons in
superfluid films. J. Phys. Soc. Japan 50, (1981), 3262-3267.
[19] S. Kurihura, Large-amplitude quasi-solitons in superfluids films. J. Phys.
Soc. Japan 50, (1981), 3262-3267.
[20] J. Liu and Z. Q. Wang, Soliton solutions for quasilinear Schro¨dinger
equations I, Proc. Amer. Math. Soc. 131, 2, (2002), 441–448.
[21] J. Liu, Y. Wang and Z. Wang, Soliton solutions for quasilinear
Schrdinger equations II. J. Differential Equations 187, (2003), 473-493.
[22] J. Liu, Y. Wang and Z. Q. Wang, Solutions for Quasilinear Schro¨dinger
Equations via the Nehari Method, Comm. Partial Differential Equations,
29, (2004) 879–901.
[23] V. G. Makhankov and V. K. Fedyanin, Non-linear effects in quasi-one-
dimensional models of condensed matter theory. Phys. Reports 104,
(1984), 1-86.
34
[24] M. Poppenberg, K. Schmitt and Z. Q. Wang, On the existence of
soliton solutions to quasilinear Schro¨dinger equations, Calc. Var. Partial
Differential Equations 14, (2002), 329–344.
[25] P. H. Rabinowitz, On a class of nonlinear Schro¨dinger equations, Z.
Angew Math. Phys. 43 (1992), no. 2, 270-291.
[26] B. Ritchie, Relativistic self-focusing and channel formation in laser-
plasma interactions. Phys. Rev. E 50, (1994), 687-689.
[27] U.B. Severo, Estudo de uma classe de equac¸o˜es de Schro¨dinger quase-
lineares. Doct. dissertation, Unicamp, 2007.
[28] U.B. Severo, Existence of weak solutions for quasilinear elliptic equations
involving the p-Laplacian. Electron. J. Differential Equations (2008), no.
56, 1-16.
[29] E.A.B. Silva and G.F. Vieira, Quasilinear asymptotically periodic
Schro¨dinger equations with critical growth, Calc. Var. 39 (2010), 133
[30] E.A.B. Silva and G.F. Vieira, Quasilinear asymptotically periodic
Schro¨dinger equations with subcritical growth, Nonlinear Anal 72 (2010),
2935 - 2945.
[31] S. Takeno and S. Homma, Classical planar Heinsenberg ferromagnet,
complex scalar fields and nonlinear excitations. Progr. Theoret. Physics
65, (1981), 172-189.
