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Abstract
Autonomous robots are highly complex systems. In order to operate in dynamic environments,
adaptability in their decision-making algorithms is a must. Thus, the internal and external
information that robots obtain from sensors is critical to re-evaluate their decisions in real time.
Accuracy is key in this endeavor, both from the hardware side and the modeling point of view.
In order to guarantee the highest performance, sensors need to be correctly calibrated. To this
end, some parameters are tuned so that the particular realization of a sensor best matches a
generalizedmathematicalmodel. This step grows in complexitywith the integration ofmultiple
sensors, which is generally a requirement in order to copewith the dynamic nature of real world
applications.
This project aims to deal with the calibration of an inertial measurement unit, or IMU, and
a Light Detection and Ranging device, or LiDAR. An offline batch optimization procedure is
proposed to optimally estimate the intrinsic and extrinsic parameters of the model. Then, an
online state estimationmodule thatmakes use of the aforementioned parameters and the fusion
of LiDAR-inertial data for local navigation is proposed. Additionally, it incorporates real time
corrections to account for the time-varying nature of the model, essential to deal with exposure
to continued operation and wear and tear.
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Notation
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CHAPTER 1
Introduction
Bestowing a robotic platform with the ability to parse sensory information and reason about
its internal state and external environment is a essential step towards autonomous behavior.
Education [1], medical and social assistance [2; 3] and safety and rescue operations [4] are only
some examples of applications to benefit from their capabilities.
Market studies foretell robotic technologies to disrupt traditional solutions across the afore-
mentioned fields during the upcoming decades [5], despite the challenges they have to face.
The complexity of implementing robotic systems stems from multiple points of view. From the
engineering perspective, one of the hardest challenges is the integration of all the layers that
comprise this decision-based paradigm; in essence, the behavior of robotic manipulators and
mobile platforms is that of a control loop, in a comparable fashion to humans.
A perception layer gathers multi-modal data from sensors and processes it to extract informa-
tion. Part of it can be used to build a map of the surroundings and self-localize in that envi-
ronment [6]. At that point it is possible to plan a path to achieve a certain goal [7] and apply
motion control [8] to reach it, thus closing the loop. Robust calibration between sensors enable
such capabilities.
The amount of literature that explores how to dealwith each of these topics, which are still open,
is enormous. For the sake of clarity, from this point onward the focus on this dissertation will
be put on the foundation of autonomous robotic systems: perception and localization, or sensorial
data processing and its use in determining the robot’s pose within the environment. Providing
an autonomous system with such capabilities is crucial to develop higher-level layers.
1.1 Motivation and objectives
There exists awide assortment of systems and processes inwhich quality control and inspection
tasks are of interest, whether it be for delivering information to the user or to apply a feedback
action [9; 10]. Accuracy, reliability and repeatability are some of the must-have properties of
measurement tools that are to be employed for these tasks.
Within this context, the devices that allow a robotic platform to measure its internal state and
its surroundings are sensors. Most commonly, the distribution of such systems constitute either
human-operated or autonomous but static solutions.
However, there are situations in which an unmanned, mobile robot carrying the necessarymea-
surement tools can provide additional value, such as operation in hazardous or inaccessible en-
vironments [11], remote pipeline inspection [12] or ship hull maintenance [13]. Through the
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combination of proprioceptive and exteroceptive sensors the robot can not only navigate the
environment [14], but also collect information of interest. RGB cameras, ultrasound or time of
flight devices are some examples of the former, while inertial measurement units and torque
sensors are some of the most common of the latter.
The broad range of available sensing devices and the fact that they can complement each other
has motivated extensive literature on sensor fusion, which deal with multi-sensor configura-
tions. These devices are studied as a mathematical model; however, it is challenging to analyti-
cally deal with time-varying conditions and characterize non-linear sources of noise [15].
In the end, sensor models hold a certain degree of uncertainty and parameter-dependency, and
the way in which these are adjusted is what constitutes the calibration process. The accuracy
and long-term reliability of an autonomous mobile platform are directly tied to the quality of
the intrinsic calibration of each individual sensor, as well as to the extrinsic calibration of the
kinematic relationships between them [16].
Note that these requirements become twofold when the robot does not only use sensor data
to navigate the environment. Furthermore, due to the nature of wear and tear degradation
caused by transportation, mechanical vibrations and unexpected impacts (amongst others), the
calibration procedure should be as reproducible as possible, and could ideally be performed
online during robot operation.
This dissertation intends to delve further into multi-sensor calibration and probabilistic state
estimation on the basis of sensor fusion theory. A proprioceptive sensor, an Inertial Measure-
ment Unit (IMU), and an exteroceptive sensor, a Light Detection and Ranging (LiDAR), are
considered within the scope of this work. The author sets to achieve the following objectives:
1. Calibration of the intrinsic parameters of the IMU model and the extrinsic parameters of
the transformation between the IMU-LiDAR sensor pair.
2. Determination of a calibration procedure that minimizes the amount of assumptions re-
quired to be applicable, in order to increase its versatility in a generalized context.
3. Development of a probabilistic state estimation framework that includes the optimized
calibration parameters to perform online localization.
4. Extension of the state estimation algorithm to consider updating calibration parameters
(both intrinsic and extrinsic) online.
1.2 Contents
In section 2, the hardware considered in this work and the problems addressed, derived from
sensor fusion, will be described in higher detail. In section 3 the implementation of an off-line,
batch optimization algorithm for IMU-LiDAR calibration will be formulated, along with all the
theoretical background in which is based.
In section 4, the output of section 3 will be used to formulate an online state estimator than
can fuse inertial and LiDAR-based data to perform odometry, and will be extended to consider
online updates of said parameters. In parallel to the structure of section 3, the mathematical
background and the code implementation will also be described.
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Section 5will present the experimental results of the calibration and state estimation algorithms
using publicly available datasets and own-collected data, while benchmarking against other
comparable state-of-the-art techniques. Sections 6 and 7 will reflect on the social, economical
and environmental impacts of the project. Finally, section 8 gathers the conclusions on the de-
veloped work and discusses the guidelines for future projects.
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CHAPTER 2
Preliminaries
In general, multi-sensor configurations share common traits and challenges, regarding issues as
synchronicity anddata association, amongst others. However, theway inwhich they are studied
intrinsically depends on the selection of hardware, according to their mode of operation and the
nature of the data they are able to harvest.
In this section, a description of the sensors that will be considered in this work will be provided,
as well as a formal introduction to sensor fusion and the specific problems that are aimed to be
solved.
2.1 Inertial Measurement Unit (IMU)
One of the most extensively used proprioceptive sensors in mobile robotics are the inertial mea-
surement units or IMU. Low-cost, non-invasiveness, compact sizes and high data rates are some
of the factors that endorse their popularity and enable real-time applications [17].
This device consists of a tri-axial accelerometer and a tri-axial gyroscope that allow measur-
ing the linear acceleration and angular velocity of the sensor with respect to an inertial frame,
respectively. One can assume the Earth to be an inertial frame by neglecting its rotation [18],
which is reasonable in most applications.
There exist 9 degrees-of-freedom(DoF) IMUmodels that incorporate amagnetometer for achiev-
ing drift-free 3D orientation tracking [19], but because of their difficult calibration and sensitiv-
ity to time-varying disturbances, they are usually disregarded in favor of the aforementioned 6
DoF model.
Consequently, the vastly accepted measurement model of an IMU is the following [18]:
âI =
IRIW
T (aW − gW ) + ba + ηa
ω̂I = ωI + b
ω + ηω
(1)
where â(t) and ω̂(t) are the linear acceleration and angular velocity measured by the sensor, re-
spectively. The real values, a(t) andω(t), are affected by slowly-varying bias terms (ba(t),bω(t))
and additive, zero-mean Gaussian white noise (ηa(t), ηω(t)).
Superscripts •a and •ω denote variables associated to the accelerometer and gyroscope, re-
spectively, while the subscripts •I and •W indicate that the values are referred to the local
(IMU) or global (world) frames, respectively as well. Finally, IRIW T (t) ∈ SO(3) represents
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the transposed rotation matrix defined in the IMU frame that transforms the local orientation
to the global frame. Note that all variables in (1), with the exception of gravity (gW ), are time-












Figure 1: IMU local frame and transformation matrix ITIW ∈ SE(3), composed by a rotation IRIW
T ∈
SO(3) and a translation tIW ∈ R3, from the local frame I to the global frameW .
Accelerometer and gyroscope biases ba,bω ∈ R3 are Gaussian variables that reflect an offset
error in the IMU measurements. In other words, the non-zero output of the sensor even in the
absence of rotation or acceleration is modeled by these parameters. What’s more, their value is
affected by long term drift, represented as a Brownian motion [18].
2.2 Light Detection and Ranging (LiDAR)
The necessity of building geometric representations of the environment in applications such
as farming crops classification [20], airborne mapping [21; 22], virtual reality or 3D structures
modeling [23], and particularly autonomous driving [24], has motivated the introduction of
time of flight (ToF) sensors in robotic platforms. By measuring the elapsed time between the
emission of a pulsed laser signal at a known frequency and its reception through a photoelectric
detector using a high-frequency clock pulse, these devices are able to determine the distance
separating the emitter and the surface that deflected the laser [25].
Even though, as discussed in [25], there exist different LiDARmodels according to theirworking
principle, the most extended ones are ToF-based devices whose laser direction can be shifted
by a MEMS-based vibrating micromirror [26]. The scan of a single ToF sensor (or an array
of ToF’s) will result in a two-dimensional (or three-dimensional) sparse representation of its
surroundings, in the form of a point cloud (Figure 2).
Each point pi is described by its 3D coordinates {xi, yi, zi} and the associated laser’s reflection
intensity Ii. The significant amount of information embedded in this representation of the en-
vironment has attracted a lot of attention; there are still open lines of investigation on how to
use this data to perform segmentation [27], classification [28; 29], tracking [30] and point cloud
matching [31], driven by their potential applications.
The high-frequency nature of the laser sweeps results in large volumes of data, albeit real-time
operation can be achieved by exploiting the sparse nature of the point clouds [32]. This informa-
tion is also robust against changing lighting conditions, which makes its performance agnostic
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Figure 2: LiDAR 3D point cloud representation of an indoor room. The color of each point denotes the
intensity of the laser’s reflection.
to indoor or outdoor applications, and a very interesting option to complement camera-based
data [33].
It is worth noting that, due to their principle of operation, ToF-based LiDARs show limited
capabilities to detect specular surfaces, as for example glass. Since the reflection of an incident
laser waveform happens with little dispersion, it is very hard for the photoelectric detector of a
LiDAR to capture the reflected beam unless it is oriented almost perpendicularly to the surface
in the first place.
2.3 Sensor fusion
The concept of sensor fusion denotes the process of merging data from a set of sensors S =
{S1, S2, ..., SN} such that the uncertainty of the process at hand (navigation, path planning,
task performance, . . . ) may be reduced [34], or to derive information that otherwise may not
be perceived. The association of these sensors can be classified according to how their data is
combined and which is their communication scheme (Figure 3).
2.3.1 Classification according to data merging strategy
Competitive or redundant sensors are those which provide the same kind of information about
the world, whether they are multiple sensors or measurements from the same one at different
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Figure 3: Classification of sensor fusion approaches according to their data combination strategy and
communication scheme.
time instants. Redundant configurations can work with heterogeneous data sources and confer
robustness to the system [35].
On the other hand, a sensor configuration is complementary if the sensors provide disjoint infor-
mation about the environment; this resolves the incompleteness of data in situations where the
scene is not fully observable by each individual sensor.
Finally, a coordinated or cooperative sensor network is that which uses data from each indepen-
dent sensor to derive higher-level information that would not be available from single sensors
alone. In contrast to a redundant scheme, cooperative fusion tends to cause loss of accuracy and
reliability due to inaccuracies that may affect each individual sensor [35].
The sensor fusion scheme designed in this dissertation constitutes a redundant network with
underlying complementary properties. While the objective pursued with this configuration is
to minimize the uncertainty of the measurements for localization purposes, the mixed nature
of proprioceptive (IMU) and exteroceptive (LiDAR) sensors will enable dealing with instances
in which part of the data is unavailable or corrupted [36].
2.3.2 Classification according to communication scheme
In a decentralizedmulti-sensor configuration there exists no communication between the sensors.
Thus, each device’s data is processed independently from the rest of sensors in the network. In
contrast, in a distributed communication scheme the sensors exchange information at a certain
rate.
A particular case of the distributed scheme is a centralized network, in which the inter-sensor
communication takes place through a central node [34]. This is the architecture implemented
in this dissertation’s robotic platform: an on-board computer is responsible for receiving data
from the sensors in the network (in this particular case, the IMUand the LiDAR) and processing
it, enabling data fusion techniques.
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Distributed systems show a particular trait, which becomes of pivotal importance for high-
frequency applications: data synchronization. It is imperative to maintain temporal coherence
in order to process data from multiple sources [37]. Since the communication established be-
tween the on-board computer and the sensors does not include a synchronization module by
default, this issue will have to be explicitly addressed in the software implementation, which
will be detailed in sections 3 and 4 (more specifically, in subsections 3.6 and 4.4).
2.4 Intrinsic and extrinsic calibration
Modeling a sensor consists in defining its input-output behavior through mathematical expres-
sions, without loss of generality. This step usually introduces parameters that characterize the
relationship between the sensed quantity and the environment: these are referred to as intrinsic
parameters.
When working with a multi-sensor system, however, modeling includes the characterization of
the interactions between sensors as well. The expressions that describe the inter-sensor kine-
matic relationships introduce extrinsic parameters.
Thus, the calibration process consists in tuning the values of the aforementioned intrinsic and
extrinsic parameters of a model. This is achieved by minimizing the divergence between the
expected behavior of the system, given by the assumed model expressions, and the observed
behavior, derived from experimental data collected using a specific realization of said model.
The scope of this work contemplates two sets of intrinsic parameters, as briefly announced in
(1): the IMU’s accelerometer and gyroscope biases ba,bω ∈ R3, respectively. These parameters




where ηba , ηbω represent the variance of the zero-mean Gaussian distributions that model the
accelerometer and gyroscope drift, respectively. A small variance will denote a highly stable,
low-drift IMU.
It is worthmentioning that the LiDARmodel includes intrinsic parameters that model the offset
of the horizontal and vertical angles of the lasers, as well as the range data [39]. However, they
will not be considered within the scope of this work.
As per the extrinsic parameters, the homogeneous transformation matrix that describes the
mapping between the IMU and LiDAR local frames is also contemplated in the calibration. In
practice, this kinematic relationship is necessary to refer different sensor measurements to the
same frame [38].
A rigid transformation ATAB ∈ SE(3) is characterized by a rotation Re ∈ SO(3) and a transla-
tion te ∈ R3 from frame A to frame B, defined with respect to frame A. While the latter can be
easily represented using a component per spatial axis in the reference frame, the former admits
multiple parameterizations (such as Euler angles, quaternions, rotation matrices, . . . ), each of
them with associated benefits and drawbacks [40].
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The expression below conforms the most common expression of a rigid motion transformation







The particular formulation of a batch optimization problem that will enable to find the values
of the intrinsic and extrinsic parameters presented here (or in other words, the calibration pro-
cedure) will be discussed in detail in section 3, along with the necessary additional theoretical
background.
2.5 Probabilistic state estimation
From themost general perspective, amodel is an abstraction of a real system characterized by an
input-output signature. At its core, this behavior is described by a series of equations or process,
which may be classified according to various criteria (linear or non-linear, dynamic or static,
deterministic or stocastic, time variant or invariant, . . . ) [41]. Regardless of this classification,
all processes share the concept of states: given an input signal in a certain time instant, states are
the variables that enable determining the output of the system.
Note that, in general, there may be more than one set of variables that can achieve this purpose.
In other words, the states used to model the input-output behavior of the plant may be selected,
and conform what is known as the state vector. In practice, some of them may not be directly
measurable or may be affected by disturbances; thus, a block known in control theory as a state
estimator or observer is employed to predict their value from measurements of the input signal
and the observable outputs of the real plant.
Within the scope of this project, robot navigation and self-localization can be classified as a time-
varying, dynamic process [42]. As briefly discussed in the calibration subsection 2.4, the system
parameters may change during runtime and the state vector may include differential equations
connecting its variables.
The process or motion model that characterizes the evolution of the robotic platform states is
generally non-linear and stochastic, in order to fully grasp the effects of disturbances like wheel
slippage and the uncertainty present in the observation model. The latter establishes the rela-
tionships that exist between the measurements that the sensors acquire and the state vector.
Finally, to track the evolution of the robot states both the process and observation model are
usually embedded into a filter. A filter is nothing else than an observer that automatically tunes
a gain parameter according to the uncertainty that characterizes states and observations. Such
algorithms can be more or less complex (depending on the complexity of the process and ob-
servation models themselves); however, note that it is possible to linearize the aforementioned
subsystems and still obtain an adequate performance [43].
The particular formulation of the sequential filtering algorithmdeveloped in this dissertation, as
well as the choice of state vector, will be discussed in detail in section 4, alongwith the necessary
additional theoretical background.
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2.6 State of the art
2.6.1 Intrinsic and extrinsic calibration
As one can intuitively derive, the calibration of multi-sensor systems is hardware-specific. Not
only are intrinsic parameters particular to each sensor (as the name implies), the mathematical
formulation of the calibration problem depends on the type of data that these devices are able
to gather.
Proprioceptive sensors like the IMU are very popular in sensor fusion due to their ubiquitous-
ness and independence with respect to the environment in order to provide measurements. For
this reason, their calibration has been addressed in numerous occasions [44], including multi-
IMU and camera-inertial configurations [45]. Usually, the latter require the use of artificial
calibration targets, which condition the accuracy of the results to the precision with which they
are built.
More recently, the LiDAR sensor and the 3D point cloud data it acquires have received greater
attention from the Simultaneous Localization andMapping (SLAM) and computer vision commu-
nities [21; 24; 46; 32]. Its applications in tandemwithmonocular and stereo cameras in fields like
semantic segmentation and classification [47] or localization and mapping [48] has motivated
the design of camera-LiDAR calibration pipelines [49].
However, despite of the popularity of both IMU’s and LiDAR’s, little work has been addressed
towards robustly calibrating LiDAR-inertial systems. The few publicly available methods [50]
rely on restrictive a priori conditions, such as the description of a known trajectory. The ap-
proach followed by Le Gentil et. al. [38] relaxes these assumptions and opens a path towards
target-less calibration of LiDAR-inertial system, inspiring the work discussed in this disserta-
tion.
2.6.2 Probabilistic state estimation
Many proprioceptive and exteroceptive sensors, being Global Positioning System (GPS), iner-
tial measurement units, cameras (monocular and stereo) and LiDAR’s the most common, have
proved their usefulness in state estimation [51; 52]. However, their standalone operation is
afflicted by various sources of inaccuracies (e.g. high frequency noise and systematic drift inte-
gration in IMU’s, false feature correspondence in visual systems, dynamic elements in LiDAR
point clouds . . . ).
For this reason, localization and mapping applications rely on sensor fusion. Regardless of the
calibration problem, which is discussed in subsection 2.4, performing data association from
multi-modal data sources is significantly more complex [53]. Batch optimization and filtering
are the most extended tools used to solve these problems.
Batch optimization methods estimate the states in a local map (i.e. over an interval of time)
by solving a large non-linear optimization problem. Fixed-lag smoothers consider constant-
sized windows of samples, marginalizing older states e.g. [46], while full smoothing systems
consider the whole history of states e.g. [18]. They have been shown to perform well in visual-
inertial, visual-LiDAR and LiDAR-inertial configurations [33; 53; 54].
Filtering algorithms, in contrast to batch optimization, perform estimation based solely on the
last state; one could said they are unitary size fixed-lag smoothers. The most common are those
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derived from the Kalman Filter [55; 56] due to their easier formulation and flexibility to fuse
data; their popularity is remarkably high [57; 58; 59].
Error State Kalman Filters (ESKF) are specially interesting because they work around model lin-
earization to provide optimal filtering for non-linear systems, by indirectly filtering the error
in the states rather than their nominal value [60]. In this dissertation, their use is extended to
LiDAR-inertial systems by leveraging point cloud matching to compute odometry and correct
the drift inherent in inertial-based state propagation.
Robust 3D IMU-LIDAR Calibration and Multi Sensor Probabilistic State Estimation p. 13
CHAPTER 3
Offline IMU-LiDAR calibration
Calibration is most usually not the ultimate goal when working with a robotic platform. How-
ever, it is essential to understand that in order to ensure the best accuracy possible on the upper
layers of the robotic system (localization, mapping, path and motion planning, . . . ) correct cal-
ibration of the equipment is a must.
In this section, an IMU-LIDAR offline batch calibration framework heavily inspired by the work
of LeGentil et. at. [38] and Forster et. al. [18]will be developed. It acknowledges the progressive
scanning nature of the most common LiDAR models, as described in section 2.2, and instead of
processing a whole 360° scan as a single instance (i.e. like a global shutter camera would take
an image), it subdivides the point clouds in timestamped sectors. The new data format enables
dealing with the motion distortion phenomenon, which relaxes the assumption that the sensor
has remained static during data capture.
ϕ
Figure 4: Zenital view of the subdivision of 3D LiDAR 360° scans into ϕ-wide angular sectors. The angle
ϕ can be modulated by modifying the device’s driver.
However, thismodification results in a very significant increment of the data rate, exceeding that
of the IMU and thus arising the need of upsampling its measurements [38]. The attractiveness
of Gaussian Processes (GP) as stochastic interpolators is then threefold: firstly, they enable the
characterization of the tendency of the IMU data as a continuous-time function, addressing the
sampling issue; secondly, they are able to filter out high frequency noise affecting inertial data,
which is a common occurrence and has remarkable impact in state estimation; lastly, it is also
able to address data synchronization (commented in section 2.3.2), as it allows to parameterize
the temporal shift between the sensors as an optimizable factor.
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The LiDAR data is used to estimate andmodel a map, consisting of an arbitrary set of dominant
planes in the scene, and calibrate against it [38]. In this work, the considered calibration map
is composed of three planes which are orthogonal to each other. In practice, this is a weak as-
sumption to make, since a convex corner is an adequate target (e.g. the ground and wall planes
meet the orthogonality requirements). This is the minimum amount of information necessary
to allow full observability of three-dimensional motions.
This information is incorporated in the optimization problem by associating LiDAR points to
one of the map planes, and computing the point-to-plane distance as a residual term. Along
with IMU pre-integration theory [18] to model the robot motion model, this work formulates
a joint calibration and localization problem that only requires the initial pose and velocity of
the robot and the calibration map as prior knowledge. This approach is aligned with the objec-
tives set at the beginning of this dissertation (section 1.1). The next sections will delve into the
theoretical concepts behind it and the details of its implementation.
3.1 IMU pre-integration
Using the data sampled by the inertial measurement unit (1) it is possible to estimate the robot
position pk ∈ R3, velocity vk ∈ R3 and orientation Rk ∈ SO(3) at a discrete time instant k
by integrating the corresponding states at the previously sampled instant {pk−1, vk−1, Rk−1}
during the ∆tkk−1 = tk − tk−1 interval. Note that if the integration interval comprises multiple
IMU measurements, the implied computational cost increases significantly [18].
However, according to pre-integration theory, it is possible to deal with the aggregation of IMU
motion factors between two keyframes into a single constraint [18; 54]. This is attractive for use
in factor graphs for full smoothing applications such as the calibration problem at hand, where
the whole history of states is estimated by solving a large non-linear problem [18] (more details
on section 3.3).
Let (α, β) be two time instants meeting tα < tβ , the IMU pre-integration in the [α, β] interval


















(ωk − bω − ηω) ∆tkk+1
)
(4)
Where {∆pαβ ,∆vαβ ,∆Rαβ} represent the position, velocity and rotation pre-integrated measure-
ments in the [α, β] interval, the accelerometer ba and gyroscope bω biases are assumed constant
and are affected by Gaussian white noise ηa and ηω respectively, and ∆tkk+1 = tk+1 − tk repre-
sents the time elapsed between two subsequent measurements, {k, k + 1} ∈ [α, β].
Note that the linear acceleration and the angular velocity are referred to the global frame. Fur-
thermore, in general, IMUandLiDARdata are not synchronized; in order to compute the inertial
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measurements at LiDAR timestamps, a time shift parameter δt that models the offset between
both sensors has to be introduced.
ak = a(tk − δt)
ωk = ω(tk − δt)
(5)
3.1.1 Keyframes
The power of pre-integration is related to the computational load relaxation for high volumes of
data. It is closely tied to the concept of keyframes: instead of integrating all available observations
subsequently, these are bundled between some pre-established frames or keyframes (e.g. every
full 360° LiDAR spin), resulting in a single motion constraint after applying pre-integration.
Thus, the IMU residuals or factors for the optimization problem are only evaluated on these
keyframes.
Figure 5: Continuous time modeling of IMU measurements through Gaussian Processes enables com-
puting the robot states at each LiDAR sector. Pre-integration allows summarizing this information in a
single motion constraint between keyframes.
Note that (5) assumes that IMU data is well-defined in the continuous domain ∀t ∈ R; since
Gaussian Processes will be used to model the inertial data (more detail in section 3.2), this
condition is met. Then, assuming that the robot states referred to the global frame at the initial
instant {pαW ,vαW ,RαW } are known, the pose and velocity of the robot at a time tβ , when a certain


































Gaussian Processes (GP) are the generalization of Gaussian probability distributions to func-
tions, which are governed by stochastic processes (hence the name) [61]. They are consistent, non-
parametricmodels from the BayesianDecision theory framework that combine prior knowledge
and experimental data to find a posterior distribution over a function, making them suitable for
inference, regression and classification tasks.
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Figure 6: A Gaussian Process model is trained using observations (solid black dots) from a known ob-
jective function (dashed black line). The solid black line depicts its mean value, while the grey region
around it represents the function covariance. The acquisition function (solid green line) peakswhere the
model predicts high objectives (exploitation, uncertainty reduction) and high uncertainty (exploration)
[62].
Gaussian Processes have received significant attention from theMachine Learning (ML) and the
Robotics and Control communities, which overlap in the field of Reinforcement Learning (RL)
for decision-based, data-driven systems like controllers [63] or path and motion planners [64;
65]. They have also been successfully introduced in applications like recommendation engines
[66] or financial analysis [67], amongst others.
The key factors that describe a Gaussian Process model are the specification of the prior, which
fixes properties of the underlying functions (mean, point-wise variance, . . . ), and most impor-
tantly, the selection of covariance function [61]. The latter encodes information about function
traits like smoothness or length scale (the faster a function varies, the shorter its length-scale
is), which can be interpreted. This inevitably leads to the Bayesian Model selection problem,
where the Gaussian Process hyperparameters are tuned for a particular application [62].
Let x be the input data (which is not restricted to be uni-dimensional x ∈ Rn, n ∈ N), a Gaussian
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Process model can be completely specified by the meanm(x) and covariance or kernel function













As a result, one can interpret a Gaussian Process as a collection of Gaussian variables, i.e. for a cer-
tain input x1, the output of themodel is represented by aGaussian distribution y1 ∼ N (µ1,Σ11).
Note that, as observed in Figure 6, the function variance decreases around the points used to
train the model.
The main drawback of Gaussian Processes in practical applications is their poor scalability. In-
deed, the basic complexity of operations is O(n3) [61], where n is the size of the training set
used to learn the model parameters. This becomes prohibitive for large datasets, arising the
need of adopting sparsification approaches [68]: selecting only a certain subset as the training
samples or inducing points can effectively reduce the time complexity for model learning and
inference tasks.
3.2.1 Training Gaussian Processes on IMU data
The use case of Gaussian Processes in the formulation of the calibration problem at hand con-
sists in modeling the inertial data. Let t ∈ R be a certain time instant and at ∈ R3, ωt ∈ R3 the
corresponding accelerometer and gyroscope outputs, respectively; six independent Gaussian
Process models will be trained using recorded data to represent the IMU measurements in a

































Among all the possible choices of covariance function (refer to Chapter 4 of [61] for a more
in-depth discussion), the choice for the current setup is the squared exponential (SE), which cor-
responds to a Bayesian linear regression model of an infinite number of basis functions. Its












Where l is the length-scale parameter of the basis function. An adequate tuning will enable not
only an accurate continuous-time representation of the accelerometer and the gyroscope data,
but also filtering out the high-frequency noise that affects the inertial device measurements.
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The high frequency nature of the IMU sensor showcases the scalability issues of Gaussian Pro-
cesses when the number of samples, i.e. instances of accelerometer and gyroscope data, grows.
This phenomenon is accentuated the wider the time window selected is, making it unfeasible
to train the models over the whole set of recorded data (in terms of processing time).
In order to address this, a temporal window approach has been followed: the complete time inter-
val [ti, tj ] has been subdivided in smaller windows {[ti, ti+1], [ti+1, ti+2], . . . , [tj−1, tj ]} using a
sizing criteria (number of samples within the window, or window size in time units), resulting
in a piece-wise Gaussian Process definition of the functions in (8). However, while the time
complexity of the resulting models will indeed be decreased, the resulting piece-wise repre-
sentation may incur in a loss of smoothness of the global function due to the presence of local
disturbances or changes of tendency.
Figure 7: Fitting Gaussian Processes locally saves processing time but compromises function integrity.
Overlapping training windows and averaging in those regions strikes a balance between both factors.
The final solution has considered an overlap factor between temporal windows, yielding sub-
sequent Gaussian Process models trained over common time intervals (see Figure 7), aimed to
be a trade-off between complexity and smoothness. Additionally, since the inertial data being
modeled is involved in an optimization problem (more details in section 3.3), the time com-
plexity of the inference step has been further simplified by generating a dense vector of samples
from each temporal window, allowing to perform linear interpolation over that representation
(data corresponding to overlapped windows will be averaged accordingly).
3.3 Factor graphs
Factor graphs are a family of probabilistic graphical models that provide an abstraction layer
to model and solve large-scale inference problems [69]; many challenges in robotics, including
calibration, can be formulated within this framework. One of the most important traits of this
representation is its sparse structure, which can be exploited for increased performance.
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There exist different notations to express factor graphs [70], albeit in general they consist of a
compilation of two types of nodes: factors fi ∈ U and variables xj ∈ V , connected via edges
eij ∈ E . Let N (fi) be the adjacency set of fi, i.e. the set of variables Xi = {x1, . . . , xk} ∈ V that
are connected to factor fi by the set of edgesG = {ei1, . . . , eik} ∈ E , a factor graph F = (U ,V, E)





Note that edges encode independence relationships between factors and variables as well, since
each factor fi is only a function of its adjacency set Xi ∼ N (fi) ∈ V [69]. This information
is valuable in stochastic models, where the inter-dependence between variables is captured by
probability distributions.
Then, the IMU-LiDAR calibration problem studied in this section can be formulated in a factor
graph framework. The set of variables S ∈ V to be optimized is composed by the set of states
of the robot at every keyframe, the LiDAR-IMU extrinsic parameters, the IMU biases and the
sensor time shift: S = {s1, s2, . . . , sj ,Re, te,ba,bω, δt}. A state sm,m ∈ {0, 1, . . . , j} denotes a
position pm, velocity vm and orientation Rm, as presented in the pre-integration section (3.1).
Note that the initial position p0 must be set in order define the world frame [38]. The adopted
approach is graphically represented in Figure 8.
Figure 8: Factor graph that depicts the calibration problem [38]. The IMU nodes I• are sequentially
connected by IMU factors (black dots), and collectively connected to the calibration set C through the
LiDAR point-to-plane factors.
In Figure 8, Im includes the robot states {pmW ,vmW ,RmW } and C refers to constant parameters,
i.e. the extrinsics {Re, te}. Note that the IMU intrinsic biases ba,bω and the temporal shift
parameter δt can be considered constant, i.e. {ba,bω, δt} ∈ C. However, this work assumes
the dynamics of a Wiener process (10) and considers biases and time shift slowly time-varying
parameters, arising the necessity of computing correction terms [38] and incorporating them
in the states through their Jacobians with respect to these parameters. This is analogous to
considering them as part of the robot states Im = {pmW ,vmW ,RmW ,bam,bωm, δtm}.
Let •̄ be the prior knowledge of a parameter and •̂ be the correction applied after pre-integration,
the final value of the parameter after an iteration is • = •̄+•̂. The Jacobians of the pre-integration
terms in 3.1 with respect to the IMU intrinsic biases and temporal shift is modified as:
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On the other hand, the factors are related to IMU constraints and reprojection errors of LiDAR
points into the calibration map. Since the formulation derived in section 3.1 assumes constant
parameters (ba,bω, δt), the former accounts for pre-integration errors (which will be corrected



















































Reprojection residuals require associating LiDAR points xn = [xx, xy, xz] to a plane Pi within
the calibration map C (Pi ∈ C), which opens the possibility of establishing point-to-plane dis-
tances as factors in the factor graph. This is done by computing the distances dni from points
xn to every plane in the calibration map Pi ∈ {P1,P2, . . . ,P|C|}, dni ∈ {dn1, dn2, . . . , dn|C|}; if
the minimum distance is under a certain threshold δa, the point will be associated to the corre-
sponding plane.




For any point captured at any time instantxLn,t, the LiDAR-IMUextrinsic rotation and translation
{Re, te} are used to project it to the IMU frame xIn,t (16), and from the robot states obtained
through pre-integration the point is projected to the world frame, i.e. the initial pose xWn,0 (17).
Finally, the point-to-plane distance can be computed after projecting the point to the map frame
xCn,0 (18).
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xIn,t = Rex
L





















Where ni and ωi are the normal vector to the plane and its distance to the origin, respectively (as
formulated in (24)). Note that, irrespective of the calibration map C size, point-to-plane factors
dn will only be computed with respect to the plane Pi that the point xn has been associated to.
Finally, a cost function F (S) that takes into account the point-to-plane and pre-integration fac-
tors as residuals, which depend on the robot’s state S, is proposed (19). Note that each term is
weighted by the inverse of its covariance matrix, that is, the information matrix.
Then, given a set of sensor measurements Z , the optimal set of states S∗ that minimize the cost



























In order to solve this large, sparse problem a non-linear optimizer will be employed. A good
initial estimate of the states S is required to ensure the convergence of the procedure.
3.3.1 Weighting optimization residuals
In an optimization problem where variables of different orders of magnitude interact, it is im-
portant to define adequate weighting functions to balance all the residuals involved in the cost
function. This consideration can be extended to the current multi-sensor configuration: unbal-
anced IMU and LiDAR factors will cause the optimizer to trust one sensor over the other [38],
leading to poor calibration results.
In order to coherently size the residuals, the covariance of each measurement Q• will be used
as a weighting function; or more precisely its inverse form, the information matrix ∆• = Q−1• .
This choice of weight will associate a higher cost to a low variance factor, and viceversa; this is
reasonable, since the optimizer should penalize harder the more certain (or less uncertain) a















Note that for the time shift parameter δt the inverse of the covariance σ−2δt can be taken out
of the summatory because it is a constant term. However, one can intuitively see that this is
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not the same case for the LiDAR and IMU residuals: the noise accumulated by the sensors’
measurements causes the uncertainty (and thus, the covariance magnitude) to grow over time.
Assuming the dynamic model of the error states of the pre-integration measurements (which
is closely related to the filtering formulation in the state estimation chapter 4.3), one can recur-
sively update the covariance associated to the residuals [71]. Defining the dynamics Ft(t) and
noise Gt(t) matrices of the linear system as in (22), the covariance at a certain instant Qt+∆t can
be propagated from its value at time Qt as in (23).
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(22)
Qt+∆t = (I15 + Ft∆t) Qt (I15 + Ft∆t)












Where 0• and I• are zero and identity matrices of size •, respectively; nt is the noise vector,
which gathers the sources of disturbances in the states (white Gaussian noises corresponding
to the accelerometer and gyroscope precision and drift errors, respectively); and W is the block
diagonal noise covariance matrix associated to the noise vector nt. Indeed, as pointed out by
equation (22), the dynamics of the error states constitute a linear, parameter-varying model.
Note that, since the robot pose {ptW ,RtW } is required to project the LiDAR points to the cali-
bration map, the covariance has to be propagated along the intermediate timestamps between
keyframes to fully characterize the uncertainty associated to the point-to-plane factors. The co-
variance is initialized at zero at the beginning of the calibration Q0 = 015 and propagated as
per (23).
3.4 Random Sample Consensus (RANSAC)
The Random Sample Consensus technique, widely known as RANSAC [72], is a model-fitting
algorithm robust to high levels of outliers. The problem this method attempts to solve involves
two subproblems that are not independent: classification, or how to find the model that best
matches the input data, and parameter estimation, or how to tune the values of the free param-
eters of the selected model in order to get the best fit possible.
Prior approaches to RANSAC relied on the smoothing assumption, i.e. the idea that regardless
of the size of the data set there would always be enough good observations to smooth out the
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outliers (e.g. least squares optimization). RANSAC acknowledges that, in general, the smooth-
ing assumption does not hold; in contrast to smoothing techniques, the algorithm initializes a
model M1 using the minimum set of points n necessary to define its free parameters and in-
creasingly builds its consensus set S1, following a hypothesis-test loop [73].
Figure 9: Robust estimation of a line model f(x) = Ax+ b using RANSAC (light blue) versus using least
squares regression (dark blue) in the presence of outliers (yellow points), i.e. observations that do not
comply with the model assumption [74].
This is done by using the current model to determine which other points from the input data
pool P > n lie within some error tolerance e. When the size of the consensus set S∗1 exceeds a
threshold t (which represents the amount of expected outliers) a new modelM∗1 is computed
based on said set. If the size of S∗1 < t, a new initial subset of points is drawn and the process
is repeated. After a certain amount of trials where the consensus set size is smaller than the
threshold t, the algorithm terminates; under this paradigm, the model that best fits the data is
the one with the highest amount of inliers (i.e. the largest consensus set) [72].
One of the strongest drawbacks of this algorithm is that its maximum computation time is un-
bounded in principle [75], which is non-compatible with the requirements of real-time appli-
cations. Additionally, due of the sampling technique used to select the subsets of points (ran-
domized in its vanilla version), RANSAC may not always yield the same output for the same
set of input data. These weaknesses (among others) have been extensively addressed over the
years, resulting in numerous variants of the original algorithm [73].
3.4.1 RANSAC-based feature extraction
RANSAC is introduced in this dissertation to obtain planar features from the scene, represented
as a three-dimensional point cloud as captured by the LiDAR. As discussed in section 3.3, a set
of three orthonormal planes will define the calibration map C ∼ {P0, P1, P2}. Each of them will
be characterized by its parametric model (24):
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Pi(p) ∼ Aipx +Bipy + Cipz +Di = 0 , i = 0, 1, 2
p = [px, py, pz] , ni = [Ai, Bi, Ci] , ωi = −Di
(24)
Where ni is the normal vector perpendicular to the plane, and ωi is the distance to the origin
along that direction. The model tolerance used by the RANSAC algorithm to determine if a
point belongs to a plane or not, i.e. it is an inlier or an outlier respectively, is the point-to-plane
distance. Let pj ∈ R3 be a 3D point and Pi the parametric representation of a plane as in (24),
the point-to-plane distance dij is computed as follows:
dij =









Where | • | denotes the absolute value operator, and ‖•‖ the Euclidean norm of •. Note that
the point-to-plane distance is also used as a residual in the factor graph (section 3.3). Thus,
RANSAC induces a bound to the maximum accuracy achievable during the optimization, given
by the error committed on the parameter estimation step.
For the sake of simplifying the actual implementation, some additional assumptions have been
made within the scope of this work. First of all, the normal vector of each 3D point towards the
viewpoint (i.e. the center of the cloud) is estimated using a nearest-neighbours approach. This
information is used to filter out from the cloud points that potentially belong to the ground plane,
whose normal is assumed to be alignedwith theworld z axis. The plane equation resulting from
applying RANSAC to this set points is added to the calibration map.
Then, the original cloud is filtered again, keeping only the pointswhose estimated normal is per-
pendicular to the ground plane (within a certain threshold). No extra assumptions are made in
this step, since this condition is imposed by the fact that the planes conforming the calibration
map should be orthogonal 3.3. Finally, RANSAC is run on the remaining cloud, only consid-
ering as candidates to the map pairs of planes whose normal vectors are perpendiculars with
respect to each other.
In order to evaluate the orthogonality between planes, the cosine similarity of two normal vectors
is computed as:
sim{Pp,Pq} ≡ spq =
np · nq∥∥np∥∥∥∥nq∥∥ (26)
Where np and nq are the normals associated to planes Pp and Pq, respectively, and np · nq
represents the dot product operator. The cosine similarity spq evaluates to 0 when the vectors
considered are perpendicular, as derives from the inner product computation. By choosing a
small threshold ε ≈ 0, the orthogonality between two planes will be evaluated as:
Pp ⊥ Pq ⇐⇒ |spq| < ε (27)
Following the procedure above, the resulting map C will consist of a ground plane P0 and two
wall planes P1,P2 (as depicted in Figure 10). Note that this implementation is valid assuming
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a z-aligned ground plane exists (which is reasonably common in practice), but it can be gen-
eralized further. Either way, the formulation presented and the properties of RANSAC remain
invariant to this assumption.
In order to improve the robustness of the calibrationmap estimation, aminimumnumber of points
(inliers) is required to accept a plane as part of the map. Furthermore, if RANSAC is able to
fit more than one model to the data, only the dominant plane (i.e. the plane with the maxi-
mum amount of inliers) will be kept; this is motivated by the insight that dominant planes will
maximize the visibility of the calibration map along the recorded data.
3.5 Capturing data
To obtain a reliable estimate of the intrinsic and extrinsic parameters, the collected data should
be rich enough. Since grounded robotic platforms (as considered in this dissertation) are not
able to move freely in space (i.e. their motion is planar), there are non-observable modes of the
LTI system underneath the motion model [58].
This suggests that in order to accurately estimate all degrees of freedom of motion, IMU biases
and extrinsics it is necessary to excite the sensor rig in such a way that all possible translations
and rotations about every axis in the three-dimensional space are covered. The user should be
aware of this fact when capturing the data that will be used for calibration.
Figure 10: Sketch of a valid calibration map, composed of three orthogonal planes. They are character-
ized by their normal vector ni and their distance to the origin ωi.
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It is also necessary to point out that the calibration map should be visible during the recording,
so that the point-to-plane association does not fail. Once again, the user should consider this
fact when recording data (i.e. keep the calibration map at a reasonable distance according to
the LiDAR’s horizontal and vertical field of view), so that IMU and LiDAR factors are balanced.
Note that, if it is not possible to associate any point to a certain plane, the corresponding residual
in the factor graph will simply be skipped.
3.6 Implementation
The method presented herein has been fully implemented in C++. The Eigen [76] library
has been chosen to deal with linear algebra including the formulation related to IMU pre-
integration, while most point cloud processing utilities can be found in the Point Cloud Library
[77] project. The latter also features a parallelized version of the RANSAC algorithm, presented
in [78], which achieves similar performance but reports a significant processing time improve-
ment. It has been used to extract planar features fromLiDARdata, with the objective of building
the calibration map and computing point-to-plane distances.
Figure 11: Block diagram of the two-step calibration procedure. Gaussian Processes are trained from
IMU data and used to interpolate the robot states at each LiDAR point’s timestamp, to perform point-to-
plane association (with respect to the calibration map, previously generated from point cloud data).
The Rosbag module of the Robot Operating System or ROS [79], a meta-operating system widely
extended in the development of robotic platforms, has been used to record data produced by
the IMU and the LiDAR and play it back in an offline setting. The implementation of Gaussian
Processes is handled by the CppGPs library [80], which provides the necessary functionalities
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to generate and train models (including hyperparameter tuning based on marginal likelihood
optimization) with square exponential kernels, as well as to perform inference.
Finally, the factor graph implementation and the formulation of the calibration problem as the
optimization of a set of parameters has been done in Ceres [81], an open-source library for mod-
eling and solving large non-linear optimization problems. The update Jacobians of the pre-
integration terms with respect to the parameters have been computed using numerical differ-
entiation, which is available in Ceres.
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CHAPTER 4
Online multi-sensor state estimation
In order to enable robots to operate autonomously, the first and foremost task (after calibration,
that is) is to provide themwith the necessary tools for self-localization in the environment [82].
This information is essential for higher level decision making, and thus it should be studied
carefully to completely grasp the complexity of stochastic, uncertain, real processes.
This problem is commonly known within the robotics community as Simultaneous Localization
andMapping or SLAM, which has been investigated in-depth overmore than 30 years today [83].
Note that there is a subtle difference between SLAMandodometry: while the latter purely refers
to the estimation of an agent’s ego-motion via sensor data (such as inertial, visual [84], laser-
ranging, . . . ), the former includes a loop closure layer on top [85]. Understanding the topology
of the environment through landmark recognition provides defense against wrong data associ-
ations and spurious measurements.
Figure 12: Schematic representation of a 2D odometry problem, where the objective is to find the varia-
tion of the nominal states (∆x,∆y, ϕ) between two frames L and L′.
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The work realized in this dissertation, albeit keeping loop closure out of the scope, aims to
predict the robot pose (position and orientation) and linear velocity aswell asmodel parameters
(i.e. the refined output of the calibration step), accounting for the uncertainty present in real
processes, in real time. In other words, the objective is to perform online state estimation in a
multi-sensor configuration.
The core idea is to fuse data from an exteroceptive (LiDAR) sensor and a proprioceptive (IMU)
sensor to improve state estimation as a result of their complementary nature. Through the com-
bination of the observations provided by the LiDAR (in the form of scan matching, which will
be covered in section 4.2) and the propagation of inertial data provided by the IMU, it will be
possible to update the model parameters online as well. This is desirable, since as discussed in
section 3, the IMU intrinsic parameters may drift during operation.
The adopted solution features an Error State Kalman Filter (ESKF), an indirect filtering approach
that leverages the fact that a nominal, non-linear systemmay in fact present linear error dynam-
ics which fulfill the Kalman filter optimality condition [57]. The Normal Distributions Trans-
form (NDT) [86; 87] scanmatching techniquewill provide robust pose transform estimates that
will enable the computation of an error state observation, used to update the filter and obtain
correction factors for the inertial propagation of the nominal states.
The sections in this chapter will delve into the intricacies of working with uncertain 3D poses,
which are members of the special Euclidean space SE(3), as well as the filtering and scan match-
ing algorithms briefly introduced above. The code implementation will be detailed at the end
of the section.
4.1 Lie theory
Back in the XIX century the mathematician Sophus Lie dedicated most of his research to the
study of differential equations and transformation groups. His investigation gave birth to the
theoretical foundations of continuous transformation groups, known as Lie theory. This area of
Mathematics is of great interest to robotics, where the rigorousness and consistency required in
the treatment of problems such as state estimation demand an equally appropriate formulation
to handle derivates, integrals and uncertainty [88].
As emphasized by several authors [88; 89], Lie theory is significantly complex, albeit for the
purposes of this dissertation a limited collection of its core concepts will suffice. Transforma-
tions belong to Lie groups (also referred to as manifolds), which are constructs that merge the
concepts of groups and smooth manifolds. As suggested by the latter, locally they are smooth and
resemble a differentiable, linear space: the Lie algebra.
Figure 13: An arbitrary manifoldM and the local tangent space TXM at X . The derivative of a point X ,
Ẋ , lives in the tangent space TXM, or Lie algebra, at the identity. Drawing inspired by Solà et. al. [88].
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One of the main strengths of Lie theory lies in the fact that one can replace a curved, non-linear
Lie group G by its associated Lie algebra g [89] or the vector space of G at the identity, which is
generally easier to work with. Thus, the evolution of a given set of states around the identity in
the manifoldM can be identified with vectors in the tangent space m or the Lie algebra of M in
Rm [88], wherem is the amount of degrees of freedom ofM.
To stress the importance of this relationship, consider that the special orthogonal group SO(3)
of 3D rotation matrices or the special Euclidean manifold SE(3) of 3D rigid motions, which are
extensively used in robotics, are cases of Lie groups. Lie theory provides a framework to accu-
rately formulate differential algebra and uncertainty propagation in these groups.
4.1.1 Mapping between spaces
The conversion between members of a Lie groupM and elements of its Lie algebra m is exact
[88]. The exponential mapwraps a vector in the tangent space at the identity m to an arc over the
manifoldM, and the logarithmic map performs the inverse operation.
exp : m 7→ M ; τ∧ ∈ m 7→ Z ∈ M
log :M 7→ m ; Z ∈M 7→ τ∧ ∈ m (28)
In turn, any member of the Lie algebra m ofM can be expressed as a linear combination of
a set of base elements or generators E ∈ m . This property provides an invertible mapping or
isomorphism [88] between the Cartesian vector space Rm and the Lie algebra m and viceversa,
indicated by the wedge and vee operators, respectively.









The aforementioned mappings are summarized in Figure 14.
Finally, vector spaces at an arbitrary point of the manifold Z ∈ M can be mapped to the Lie





∧, using the subscript •I to denote the identity, the adjoint matrix AdjZ maps the
former Cartesian space to the latter as per (30).
AdjZ : Rm 7→ Rm ; τZ 7→ τI = AdjZ τZ (30)
Lie algebra of SO(3) The special orthogonal group SO(3) consists of three dimensional ro-
tations, denoted by rotation matrices R ∈ M that meet the property RTR = I3, where •T
indicates matrix transposition and I3 is the identity matrix. The representation of this group in
Cartesian space admits various parameterizations, being Euler angles θ = {φ, ω, ψ} ∈ R3 one of
the most common.
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Figure 14: Block diagram of the mappings between different spaces (Cartesian vector space, Lie algebra
and Lie group or manifold).
In this Lie group, the θ∧ operator converts a member from the Cartesian space θ ∈ R3 to the
space of skew-symmetric matrices [θ]x ∈ so(3), i.e. the Lie algebra of so(3) (31). On the other,
exp (θ∧) relates the rotation on the manifold SO(3) with its Lie algebra at the identity θ∧ ∈ so(3)
through Rodrigues’ formula [18]. The •∨ operator performs the inverse mapping with respect
to the former, and log (•∧) to the latter.
• R3 7→ so(3) ; θ ∈ R3 7→ θ∧ =
 0 −θ3 θ2θ3 0 −θ1
−θ2 θ1 0
 =
 0 −ψ ωψ 0 −φ
−ω φ 0









Lie algebra of SE(3) The special Euclidean group SE(3) encompasses rigid motions in three
dimensional spaces, which consist in a translation and a rotation applied simultaneously [88].
As a result, the dimension of this group is 6, since both translation t ∈ R3 and rotation R ∈
SO(3) 7→ θ ∈ R3 are parameterized by three dimensional vectors each (in Cartesian space).
The special Euclideanmanifold is populated by rigid transformationmatrices T ∈ SE(3), which
follow the formulation in (32), where R ∈ SO(3) is the result of applying the exponential
map to the Euler angles θ ∈ R3 7→ exp (θ∧) ∈ SO(3). The associated Lie algebra se(3) is also
presented in (32).
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4.1.2 Uncertainty propagation in SE(3)
Now, the focus is put on how to handle uncertainty in 3D rigid motions, i.e. in the Lie algebra
of SE(3), se(3). Its consistent appearance in recent robotics and computer vision problems has
motivated specific literature on this topic [90; 91].
Let Tij be a homogeneous transform matrix, which describes a rotation expressed as a set of
Euler angles Rij = f(φij , ωij , ψij) and a 3D translation tij = [txij , tyij , tzij ], that transforms pose
i to pose j. Be ξij a zero-mean Gaussian random variable ξij ∼ N (0,Σij) ∈ R6, the transform
Tij can be defined as an SE(3) random variable following [91] notation:
Tij := exp (ξ
∧
ij)T̄ij (33)
Figure 15: Representation of a rigid transform T on the manifold G and its associated Gaussian noise ξ∧
on the tangent space at the identity g . The exponential and logarithmic mappings between G and g are
also depicted [91].
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Where Tij becomes a Probability Distribution Function (PDF) over the SE(3) group, charac-
terized by a mean value T̄ij and a covariance Σij ∈ R6x6. Now, any element ξ∧ ∈ se(3) can be
represented by a set of 6 generators [92]. Three of them are related to a 3D translation (about
x, y and z axes), while the other three represent rotations about the same reference frame axes,
i.e. the Euler angles (φ, ω, ψ). Then, the isomorphism δ ∈ R6 and the adjoint matrix AdjT can
be noted as in (34).











Where [•]x represents the skew-symmetric operator (subsection 4.1.1), t is the translation vector
denoted by ξ and R is the rotation matrix generated by the Euler angles in ξ.
Pose composition Suppose that two uncertain, consecutive poses Tij and Tjk are known and
modeled as in (33), and the goal is to find the end-to-end transform Tik. As detailed in [90; 91],
the mean propagation T̄ik follows the SE(3) group composition operator.
T̄ik , T̄ijT̄jk (35)
As per the covariance, its computation intrinsically depends on the independence assumption
between poses Tij and Tjk. Generalizing to the case where the distributions are correlated, a
first order estimate of the covariance is obtained as [93]:







Where Adj• denotes the adjoint action on the Lie group of • . Note that the terms in which the
cross-correlation Σij,jk appears are nullified under the hypothesis that the poses Tij and Tjk
are independent (i.e. uncorrelated). This assumption will be made within the scope of this
work.
Pose inversion Suppose now an uncertain pose Tij , which denotes the position and orien-
tation of frame j with respect to frame i. The goal is to change the reference frame, that is,
to find the position and orientation of frame i with respect to frame j, Tji, which implies the
application of the inverse operator on Tij .




Σji = AdjT̄−1ij ΣijAdjT̄−1ij
T (37)
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4.2 Scan matching
Exteroceptive sensors provide features that describe the world around them; as briefly intro-
duced in section 2.2, for the LiDAR this representation consists in a three-dimensional point
cloud. As it stands, multiple instances of these representations may depict a common ele-
ment present in the environment, but from a different point of view. Finding the rigid motion
T ∈ SE(3) that transforms one viewpoint frame to the other is known as the problem of scan
matching or point cloud registration [94].
Figure 16: Example of a scan registration, where p• and q• are point correspondences (i.e. physical enti-
ties seen from different perspectives) between a source point cloud and a target cloud, and the objective
is to estimate the transformation parameters T ∈ SE(3) 7→ {t ∈ R3,R ∈ SO(3)} [94].
Although scan registration can be generalized for multi-view problems, in an homologous way
to monocular and stereo image matching (e.g. [95; 96]), for the purpose of this dissertation the
scope is set to two-view registration. More exactly, the LiDAR is considered rigidly attached
to a body; in this configuration, the rigid motion T ∈ SE(3) estimated by the scan matching
technique produces none other than an odometry estimate of said body.
This approach to the scan matching problem is also known as LiDAR odometry. Purely LiDAR-
based odometry was proposed initially Zhang et. al. [52], but it has become a popular source
of data fusion with inertial and visual sensors [33; 36; 46]. In general, these methods rely on an
initial step of finding correspondences between descriptors in the point clouds (point-to-point,
feature-to-feature, point-to-feature, . . . )
Note that feature correspondence, i.e. data association, is a complex problem in and of itself,
and thus scanmatching techniques have to be designed carefully to consider factors like scaling,
robustness to outliers, . . . [32]. However, if the dependency to explicit correspondences were
to be removed, part of the issues inherent to data association (occlusions, spurious noise, . . . )
could be addressed; for this reason, the Normal Distributions Transform or NDT by Biber et. al
[86] has been explored in this dissertation.
4.2.1 Normal Distributions Transform (NDT)
The Normal Distributions Transform is a scan registration technique that aims to model point
clouds as piecewise continuous and differentiable Gaussian distributions [86]. By subdividing
the space in constant-sized cells or voxels, the mean and covariance of the normal distribution
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that models the probability of finding a sample within a cell is quantified. Thus, cloud match-
ing in this framework involves optimizing a maximum likelihood (or a minimum negative log-
likelihood) function via the PDFs’ parameters, which yields an estimate of the translation t̂ ∈ R3
and rotation θ̂ ∈ SO(3) that align a source cloud with a target cloud.
Figure 17: The Normal Distributions Transform (NDT) discretizes the world in 3D voxels and describes
the LiDAR point density within each as a Gaussian PDF [97].
Although this technique was initially developed for 2D spaces, Magnusson [87] extended the
original NDT formulation to consider 3D point clouds. In his work he acknowledges the fact
that the PDF assumed over the scan points is not required to be Gaussian (which allows to
embed different distributions to achieve different properties); however, this choice enables the
derivation of analytic expressions that define a score function s(~p), as well as its gradient vector
g and Hessian matrix H with respect to the distribution parameters ~p (refer to [87] for the
explicit formulation).
Consequently, the transform parameters ~p {t ∈ R3, θ ∈ R3}, which describe a rigid motion
T(~p) ∈ SE(3), that optimize the score function s(~p) can be found using an iterative Newton’s
method-based solver in the form H∆~p = −g, where ∆~p is an increment to be applied to the
initial guess of the parameter vector ~p ∈ R6. As noted by Akai et. al. [31], since this is a
gradient-based method, the convergence of this procedure heavily depends on the parameter
initialization.
On the positive side, this technique carries low computational cost and enables a probabilis-
tic treatment of the odometry estimates, which aligns extremely well with the online filtering
framework. Furthermore, the fusion with inertial data from an IMU can help improve the con-
vergence of the cloud matching, since it provides a prior guess of the rigid motion between
scans (based on state propagation, as discussed in 4.3).
Transform covariance estimation Characterizing the uncertainty of an observation is not triv-
ial; in fact, it will impact substantially the performance of a filter, so an effort must be made to
estimate the covariance of a measurement accurately. As discussed by the author [87], the Nor-
mal Distributions Transform provides the tools to do so.
The score function is a reasonable quality index for a transform, since it is the objective function
to be optimized. By applying a 1/n scaling factor (38) a metric independent of the amount of
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points n in the clouds, Qs, can be used to compare different matchings. On the other hand,
the inverse of the Hessian matrix H encodes the certainty by which each parameter pi ∈ ~p was











In (38), diag(•) indicates a diagonalmatrixwith • elements in the diagonal. Note that themetric
computed through the Hessian inverse provides higher discriminability between the degrees
of freedom of the transform, i.e. translation and rotation about the three spatial axes. This
information may be of significance for a filtering algorithm, since it is able to describe motions
that are not equally observable on all its parameters (e.g. planar motion).
Algorithm hyperparameters The NDT technique relies on some hyperparameters to be set,
which are listed below:
• Voxel size: The selection of resolution with which to discretize the world heavily depends
on the device that captured the data, according to parameters as its field of view or the
density of points in the cloud [87]. If it is not adequately set, the structure of the scenemay
not be captured, resulting in unsuccessful matchings. Note that as a consequence of using
a gradient-based solver, the algorithm may converge towards local minimum rather than
reporting that a registration has failed. Also, note that larger voxel sizes do not directly
imply a more coarse matching (and viceversa), because its quality of the depends on the
size of the features present in the scan.
• Outlier ratio: In order to minimize the influence of outliers in the objective function, an
extra term is added to the assumed Gaussian PDF. It is a uniform distribution of a value
proportional to the expected ratio of outlier points, which enables bounding their influ-
ence (since the parameters of the estimated distribution must maintain the properties of
the PDF) [87].
• Convergence criteria: The algorithmassumes it has convergedupon reaching amaximum
number of iterations, or when the Euclidean norm of the step size (i.e. the magnitude of
the variation of the parameter vector ~p between subsequent iterations) is smaller than a
certain factor. A trade-off between the processing time and the matching accuracy can be
set by tuning these hyperparameters.
Voting system In an attempt tominimize the influence of non-optimal hyperparameters in the
transform estimation, amodule inspired by the sampling principle of particle filters is designed.
It performs multiple NDT’s in parallel for k different sets of hyperparameters, which in turn
yield a set of transform candidates T = {T1,T2, . . . ,Tk}, characterized by their corresponding
parameter vectors {~p1, ~p2, . . . , ~pk}.
The metric used to evaluate the quality of the matching is the inverse of the trace of the estimated
covariance matrix (39), which is a good indicator of the uncertainty of the registration even for
ill-conditioned matrices (e.g. when a certain degree of freedom is not observable due to planar
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motion). A higher value of the metric (i.e. a smaller trace) will indicate that the uncertainty of




, j = {1, 2, . . . , k} (39)
The voting system then performs statistical outlier removal by computing the first and second
moments of the metric (i.e. its mean and covariance λ ∼ N (µλ, σλ)) and eliminating any ob-
servation whose trace is at least 3σλ over the mean. In other words, the set of outlier transform
estimates is defined as O = {Tj | λj > µλ + 3σλ}.
From the set of remaining candidates I = T − O of size l, a weighted average is performed.
Each observation is assigned a weight wj as per (40) and assembled into a weight vector w =
[w1, w2, . . . , wl]. Translations tj ∈ R3, rotations θj ∈ R3 7→ qj ∈ S3 and covariances Qj ∈ Sym+d ,
which lie in the space of symmetric positive definite matrices Sym+d , are decoupled.








→ µt = wt
(40)
The mean translation µt ∈ R3 is easily computed (40), as it is a member of the Cartesian space.
For rotations parameterized as quaternions, a fast on-manifold average is perfomed by finding
the normalized eigenvector associated to the largest eigenvalue of a matrix built from the set of
quaternions q ∈ S3 to be averaged [98], as shown in (41).
w = [w1, w2, . . . , wl], q = [q1,q2, . . . ,ql]
M = wq =

w1q1x w2q2x . . . wlqlx
w1q1y w2q2y . . . wlqly
w1q1z w2q2z . . . wlqlz









µq ∈ S3 7→ µθ ∈ R3
(41)
By mapping the average quaternion µq ∈ S3 back to Cartesian space in the form of Euler angles
µθ ∈ R3, the average transform is recovered T̄{µt ∈ R3, µθ ∈ R3} ∈ SE(3). Lastly, the average
covariance of the transform estimates Q̄ ∈ Sym+d is computed on-manifold as well through an
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Where v indicates the index of the iteration. In the end, the output of the voting system is a
transform T̄ ∈ SE(3) with an associated covariance Q̄ ∈ Sym+d , which enables dealing with
local minimum registrations due to non-optimal hyperparameters.
4.3 Error State Kalman Filter (ESKF)
The ESKF is a filtering technique derived from the Extended Kalman Filter or EKF [57]. It also
receives the name of indirect Kalman Filter, since it filters the states’ error instead of the nominal
states directly; in contrast to the non-linear dynamics of the states, which have to be linearized
in the EKF, the linear nature of the error dynamics can be exploited to produce optimal Kalman
updates.
Figure 18: Block diagram representation of an Error State Kalman Filter (ESKF).
State vector The first step is to define the nominal states vector. In this dissertation, the robot’s
global pose (i.e. position pW ∈ R3 and orientation qW ∈ S3) and linear velocity vW ∈ R3 will
be estimated, along with the intrinsic IMU parameters, the accelerometer ba and gyroscope bω
biases, and the extrinsic transformation Te ∈ SE(3) 7→ {LIτ ∈ R3, LIφ ∈ SO(3)} between the
IMU and the LiDAR.
x =
[





The superscripts and subscripts L• and I• denote the LiDAR and IMU local frames, respectively,
and the subscript •W indicates that variable • is referred to the global reference frame. Note that
the choice of notation for the orientation qW anticipates that it will be parameterized through a
unit quaternion qW ∈ S3 [88], which enables a more compact treatment of rotation elements.
Nominal system dynamics Let the state equation be a differentiable, non-linear function f ,
that maps the current state xi to the predicted state xi+1. The observation model is another
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non-linear function h that provides the processed sensor measurements yi at state xi. A generic




Where process and sensor white Gaussian noises vi and wi are embedded within f and h,
respectively. Dropping the reference frame subscripts for the sake of clarity, the continuous
time dynamic equations for the state vector (43) are the following [58]:
ṗi = vi
v̇i = R{qi} (ai − b
a













Where g ∈ R3 is the gravity vector; the subscript i denotes a certain time instant; the quaternion
representing the robot’s orientation can be decomposed as q = [qw,qv]T and qv = [qx, qy, qz],
being qw its scalar part and qv the vector or imaginary part [60]; and R{qi} represents the ro-
tation matrix corresponding to the local IMU frame quaternion qi with respect to the global
frame.
The linear acceleration and angular velocities measured by the IMU are denoted as ai and ωi,
respectively. Also, as presented in section 2.1, the dynamics of the IMU’s accelerometer and
gyroscope biases aremodeled as a Brownianmotions [18], characterized by the integratedwhite
noises ηba and ηbω .
Finally, the inertial data can be employed to propagate the nominal states, thus providing a pre-
dicted state distribution after a given integration interval [ti, ti+1]. Assuming a dead reckoning
approach (i.e. without specifying a robot motion model) [100], state propagation according to






































R{q̂i}(am − b̂ai ) + g
]
∆tii+1







Error states dynamics Before presenting the dynamics of the error states, it is necessary to
announce the parameterization of the rotation error ∆q ∈ R3 in Cartesian space [60]. The
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rotation error, i.e. the derivative of a unit quaternion, which belongs to the Lie algebra of s3, can
be mapped to a three-dimensional vector in the Cartesian space θ ∈ R3 and viceversa using the
wedge and vee operators, as seen in section 4.1.
wedge : R3 7→ s3 ; θ 7→ θ∧ = 2φ
vee : s3 7→ R3 ; φ 7→ φ∨ = θ = φ
2
(47)
Making use of the vee operator, the rotation error ∆θi will be defined in Cartesian space as in
(48). Note that, since rotations are not commutative, the choice of reference frame (local frame
i.e. IMU, global frame i.e. world) to which the error states are referred is important [58].






, ∆θi ∈ R3
(Global) : qi+1 = ∆qi ⊗ qi
(Local) : qi+1 = qi ⊗∆qi
(48)
Where the operator ⊗ denotes the quaternion multiplication. From this point onwards, the
formulation presented assumes the global frame as the reference (for amore in-depth explanation
and specific expressions to handle locally defined errors, the reader is pointed to this document
[60]). Then, the full error state dynamics are presented below [58].
∆ṗi = ∆vi











Where the rotation exponential mapping (i.e. the skew-symmetric matrix form) is denoted by
[•]x [18], and ηa, ηω are white Gaussian disturbances affecting the accelerometer and gyroscope
measurements, respectively. The actual acceleration â and angular velocity ω̂ are computed by
subtracting the current estimate of the biases b̂• from the raw measurement provided by the
sensor •m.
â = am − b̂a, ω̂ = ωm − b̂ω (50)
Discretized processmodel Equation (49) can be synthesized inmatrix formdefining the error
state vector as∆x = [∆p,∆v,∆θ,∆ba,∆bω,∆τ,∆φ]T , and the noise vectorn = [ηa, ηω, ηba , ηbω ],
where η• represents the white Gaussian noise affecting variable •. Thus:
∆ẋ = Fc∆x + Gcn (51)
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Fc(t) =
03 I3 03 03 03 03 03
03 03 [−R{q̂} â]x −R{q̂} 03 03 03
03 03 03 03 −R{q̂} 03 03




03 03 03 03
−R{q̂} 03 03 03
03 −R{q̂} 03 03
03 03 I3 03
03 03 03 I3
06x3 06x3 06x3 06x3

(53)
To achieve a discrete time implementation, matrix Fc can be approximated by a Taylor series ex-
pansion of orderN , assuming that it is constant during the integration step (which is reasonable
for small ∆t), therefore reaching the following expression [101]:







And from the continuous time system covariance matrix Qc = diag (σ2ηa , σ2ηω , σ2ηba , σ2ηbω ) it is
possible to derive the discrete time expression of the filter’s covariance matrix, Qd:
Qd = Qc∆t
2 (55)
Where the terms σ2ηa , σ2ηω represent the variance of the accelerometer and gyroscope measure-
ments respectively, and σ2ηba , σ2ηbω model the temporal drift of the slowly-varying biases as a
variance term. These magnitudes are available in the IMU’s manufacturer datasheet.
Observation model The sensor model proposed is linear and involves the direct observation
of some of the error states via two measurements: the transform estimation between two sub-
sequent poses and the refinement of the extrinsic parameters. The sensor matrix H and the
measurement vector z are:
zi = H∆xi + Wi




I3 03 03 03 03 03 03
03 03 I3 03 03 03 03
03 03 03 03 03 I3 03
03 03 03 03 03 03 I3

(56)
WhereWi is the observation noise matrix (as defined later in (60)).
On the one hand, the pose-to-pose transform estimation is based on the Normal Distributions
Transform, described in section 4.2.1. The position and orientation errors (∆p̂ ∈ R3 and ∆θ̂ ∈
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R3 in (56), respectively) are computed in the manifold, and then mapped back to Cartesian
space. This is accomplished by applying the composition operator between the NDT transform
estimate {tL ∈ R3, θL ∈ R3} and the inertial propagation of the states in (46). Note that
the extrinsic rotation R{φi} and the current orientation R{qi} have to be applied to the LiDAR
estimation to refer it with respect to the same frame as the IMU-based propagation, i.e. the
global frame.













−→ ∆Ti = (TIi )−1 TLi ∈ SE(3) 7→ {∆p̂i ∈ R3, ∆θ̂i ∈ R3}
(57)
Where R{θ•} indicates the rotation matrix R ∈ SO(3) associated to the mapping of the Euler
angles θ ∈ R3 expressed in the • reference frame, and δθ̂i ∈ R3 is the Cartesian space represen-
tation of δq̂i ∈ S3 in (46). The covariance of this observation Σp ∈ R6x6 will be propagated
from the uncertain variables following the formulation in subsection 4.1.2.
The extrinsic parameters refinement is based on the assumption that the robot follows a rigid
bodymotionmodel. Given this condition, for any robot pose there exists a chain of rotations and
transformations that aligns the LiDAR frame with the initial pose,W as denoted by Figure 19.
Thus, the LiDAR-to-LiDAR frame transformation matrix TLiLi−1 ∈ SE(3) is not only computed
by the NDT, but can also be estimated by having precise knowledge of the extrinsic IMU-LiDAR



























Figure 19: Two local LiDAR frames can be aligned in two ways: using the transformmatrix estimated by
the NDT method, or using the extrinsic parameters and the global pose relative to an initial reference.
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The only unknown in this equation is the extrinsic transformation matrix for the current pose,
TLiIi ∈ SE(3) 7→ {te ∈ R
3, φe ∈ R3}, which can be isolated from (58). Then, the observed
extrinsics error is computed analogously to (59): through the composition operation in the
manifold between the current extrinsic parameters Γi ∈ SE(3) 7→ {τi ∈ R3, φi ∈ R3} and the
observation.
−→ ∆Γi = (Γi)−1 TLiIi ∈ SE(3) 7→ {∆τ̂i ∈ R
3, ∆φ̂i ∈ R3} (59)
Again, the covariance matrix Σe ∈ R6x6 associated with this observation is propagated from
the uncertain poses in (58), as per the propagation rules discussed in section 4.1.2. Finally, the









Filter prediction and update The error states are modeled by a Gaussian probability distri-
bution ∆x ∼ N (∆x̄, P ), characterized by a mean ∆x̄ ∈ R21 and a covariance P ∈ R21x21. In the
prediction step, the filter estimates the prior distribution of the error states by propagating the








Note that this is a linear parameter-varying model, since the dynamics and noise matrices (Fd
and Gc, respectively) depend on the nominal states and the measured data. Then, the Kalman
GainK can be computed bymanipulating the error states prior distribution and the observation
model (sensor matrix H and measurement noise W) and applied to the observed error states







∆x̃i+1|i+1 = Kii (63)
Finally, the nominal states are updated through said correction.
xi+1 = (xi ⊕ δxi)⊕∆x̃i+1|i+1
Pi+1|i+1 = (I−KiH) Pi+1|i (I−KiH)T + KiWiKTi
(64)
Where ⊕ denotes the generic composition operator, which is the trivial summation for all ele-
ments except for the members of the rotation manifold; they are expressed in quaternion form
and should follow Equation (48) for the error quaternion multiplication. The state covariance
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pi + (δpi + ∆p̃i)






























Error states reset Once the correction term is injected into the nominal states (64), the error
states are reset through a reset function g(∆x̃i+1|i+1). The mean and covariance of the Gaussian
distribution is updated as per (66).
∆xi+1 = 021 Pi+1|i+1 = GPi+1|i+1G
T (66)
The rotation elements error term in the Jacobian of the reset function with respect to the states,
G, is neglected for simplicity’s sake, leading to an identity matrix G = I21 (for a more precise
expression, the reader is referred to section 6.3 in [60]).
4.4 Implementation
The method presented herein has been fully implemented in C++. Eigen [76] library is used
to deal with linear algebra and Lie algebra mappings, such as quaternion and rotation matrices
from Euler angles in Cartesian space and viceversa, and operators like quaternion multiplica-
tion. The LiDAR data is stored as base Point Cloud Library [77] point cloud objects.
The online behavior of the filtering algorithm is embedded in aROS [79] node: IMU and LiDAR
data are collected on callback functions and stored chronologically on double-ended queues.
Since these data packages have a timestamp associated to them, this information can be used
to integrate inertial data between point cloud timestamps; note that interpolating NDT-based
transform estimates is significantly harder than interpolating IMU data, which is the reasoning
behind the decision of pivoting on LiDAR timestamps.
Figure 20: Block diagram of the implementation of the online filtering algorithm in a ROS node.
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A multi-threaded implementation of the NDT algorithm is available in the ndt_omp library
[102], which has been extended ever so slightly to provide access the Hessian matrix computed
during the matching process (to be used as an estimate of the transform covariance 4.2.1). The
on-manifold uncertainty propagation and the filtering algorithm are custom implementations;
the latter presents some dependencies on the Bayesian filtering library fl [103], a general pur-
pose library dedicated to working with common filtering algorithms.
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CHAPTER 5
Experimental results
In order to assess the implementation of the calibration and state estimation algorithms, these
have been tested using both synthetically generated data and data collected from real hard-
ware. This section will review the evaluation tests devised to assess the correctness and per-
formance of the techniques explained in this dissertation, comparing results with ground truth
data (whenever possible) and benchmarking against other state of the art methods that attempt
to solve the same problem.
5.1 Hardware employed
Two sources of real sensor data have been involved in the experiments. On the one hand, own-
acquired LiDAR-inertial data has been collected using a custom multi-sensor rig, designed by
the company Scaled Robotics [104] and mounted on a Jackal robotic platform manufactured by
Clearpath Robotics [105]. On the other hand, publicly available dataset KITTI [106] designed for
autonomous driving software evaluationwas collected using amulti-sensor rig rigidly attached
on top of a vehicle.
5.1.1 Clearpath Jackal (Scaled Robotics)
Figure 21: Gazebo model of the Jackal robotic platform with the multi-sensor configuration (only the
ones in the scope of this work are shown).
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The sensor rig features three cameras, two LiDARs and an IMU (Figure 21). However, the scope
of this project is limited to the interaction between the horizontally mounted LiDAR, a Velodyne
VLP-16 [107] by Velodyne, and the IMU, a Microstrain 3DM-GX5-45 [108]. Their specifications
can be accessed in the corresponding citations.
Note that the IMU coordinate frame is in NED convention (x → North, y → East, z → Down),
which is common in aerial robotics. However, since ROS assumes ENU convention (x → East,
y → North, z → Up) in its 3D visualization tool, RViz, the IMU data will be transformed from
NED to ENU reference frame before being processed for the sake of coherent visualization.
5.1.2 Volkswagen Passat (KITTI)
The sensor rig of the KITTI dataset is mounted on top of an autonomously driven vehicle. De-
spite the availability of multiple devices, the scope of this dissertation is limited to work with
the LiDAR, a Velodyne HDL-64E [109] by Velodyne, and the IMU, an OXTS RT-3003 [110]. The
Figure 22: Vehicle and sensor rig employed for data acquisition in the KITTI dataset. Ground truth
extrinsic parameters [106; 111].
raw data available in the KITTI project’s site has been automatically formatted into Rosbags files
for compatibility reasons with the ROS node implementation. The public repository kitti2bag
[112] provides the necessary tools to do so.
5.2 Offline calibration
The offline calibration tests have been performed on the Jackal platform (5.1.1). To have a rea-
sonable initial estimation of the extrinsic parameters to be optimized, theGazebo [113] model of
the robot is used. The IMU biases are unknown a priori, as well as the temporal shift between
the IMU and the LiDAR.
Including every available LiDAR point (that has been successfully associated to a plane, that
is) in the factor graph leads to prohibitive processing times [38]. For this reason, a maximum
density of points per plane is established: only the best k point-to-plane associations (i.e. the k
points whose computed point-to-plane distance is smaller) are included in the optimization.
Furthermore, LiDARpoints that lie in the vicinity of the intersection between twoplanesPi, Pj ∈
C are automatically discarded, since they are prone to be noisy associations. This is accom-
plished by computing the distance dij as in (25), from the observation xi to all planes Pj ∈
C, j = {1, 2, . . . , J}, and comparing it to a proximity threshold χd; the point is discarded if more
than one point-to-plane distance is below the threshold.
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{
D = {xi | dij(Pj) < χd}
Discard xi ⇐⇒ |D| > 1
(67)
The data rate of the IMU is estimated at around250[Hz], while the LiDARprovides point sectors
(as in 5) at around 753[Hz (i.e. the LiDAR frequency is approximately three times higher, hence
the need for upsampling IMU measurements).
5.2.1 Point-to-plane association
To make sure that the LiDAR factors are included in the optimization coherently, each point in
the point cloud has been colorized according to the plane is has been associated to (or the lack
thereof). This is enabled by PCL’s base point cloud class, and responds purely to visualization
purposes.
Figure 23: PCL point cloud with colorized points, according to point-to-plane associations.
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Red, green and blue points belong to one of the planes of the calibration map; for Figure 23 in
particular, blue points have been associated to the ground plane, while red and green points
lie in a pair of intersecting walls. Yellow points have not been assigned to any plane of the
calibration map. The association threshold δa used in this figure is δa = 0.05[m] = 5[cm].
Note how the orthogonality condition announced in section 3.4 is met: a corner in a room al-
lows to find two perpendicular planes (i.e. the walls), which are in turn perpendicular to the
ground. Moreover, note in Figure 24 how points around the intersection of planes (ground-
wall, wall-wall) are missing, because they have been discarded as per (67) using a threshold
χd = 0.05[m] = 5[cm] as well.
Figure 24: LiDAR points in the vicinity of the intersection between planes are discarded for the factor
graph.
Finally, note that the point cloud shown in Figures 23 and 24 are not processed internally by the
software as shown: the visualization has been generated after merging all LiDAR sectors that
form a 360° scan, for the sake of understandability.
5.2.2 Optimization convergence tests
As discussed in section 3.5, it is necessary to stimulate the robot by performing all possible
motions in the three-dimensional space, so that the generated data encodes enough information
to yield a reliable estimation. Since the Jackal platformmotion controller uses a differential drive
configuration, it can only translate in theXY plane and rotate about the Z axis (also known as
yaw angle). For this reason, the excitation has been generated by a human operator holding the
robot in their arms (as can be interpreted from the silhouettes in Figures 23 and 24).
In order to obtain a first estimate of the optimal set of states S∗ (as in (20)), the calibration
problemwas solved initially considering constant IMUbiasesba,bω and time shift δt to simplify
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the problem. The temporal window size for GP training was selected at 1.0[s], with an overlap
ratio of 20%.
Ceres optimization routine was run on a 10 [s] Rosbag file, considering 100 keyframes with a
maximum of 160 points per plane, and rejecting points in planes intersection considering a
0.1[m] = 10[cm] proximity threshold. Using a solver based on the LBFGS algorithm, a line
search-basedmethod, yielded the following results for the recording session depicted in Figures
23 and 24:
b̂a = [−0.000156958, 0.000977093, 0.00121273] [m/s2]
b̂ω = [0.0470285, 0.0179541, 0.0401072] [rad/s]
δt̂ = 0.020114 [s]
τ̂ = [−0.417615,−0.137934, 0.309310] [m]
φ̂ = [0.183522,−0.332945,−0.365305, 0.849725]
(68)
Where φ is presented as a quaternion that assumes the layout q = {qx, qy, qz, qw}. Parameter
convergence was reached considering a tolerance of ‖∆p‖ = 10−9 after a processing time of
about 45 minutes. In order to assess the correctness of the result, the fact that the robot was
static at the beginning of the recording enables estimating the IMU biases via inspection of
the samples interpolated from the Gaussian Process model, which intrinsically filter out high
frequency noise.
In other words, since the robot was not in motion, the values computed from interpolating the
model correspond to the accelerometer and gyroscope biases, which read the following:
baz = g − az = 9.80655− az [m/s2]
ba = [0.00329621, 0.054636, 0.00032] [m/s2]
bω = [−0.00324833,−1.29782e− 05, 0.000476821] [rad/s]
τ = [−0.139,−0.001,−0.328] [m]
φ = [−0.002, 0.003,−0.0007, 1.000]
(69)
Note that gravity has to be subtracted from the az estimate to obtain the remaining bias. Added
to the significant deviation from the initial extrinsic parameters estimate, this suggests that the
large dimensionality of the problem caused the solver to fall into a local minimum.
Upon reaching this conclusion, the parameters in (69) were used to initialize a more complex
form of the optimization problem (the temporal shift parameter was set to 2[ms] from manual
inspection of the Rosbag file and the data timestamps). As discussed in section 3.3, the IMU
biases and temporal shift will be included within the state associated to the keyframes sm =
{pm,vm,qm,bam,bω, δtm}.
In this occasion, the optimization routine was run considering the same hyperparameters as in
the previous experiment (in terms of training intervals and keyframe selection), but using a
non-linear iterative Schur complement-based solver. The results, obtained after approximately
2 hours of processing time, are depicted in the next figures.
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Figure 25: Optimal accelerometer bias components (x, y, z) per keyframe.
Figure 26: Optimal gyroscope bias components (x (roll), y (pitch), z (yaw) per keyframe.
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Figure 27: Optimal time shift computed per keyframe.
τ̂ = [−0.139,−0.001,−0.328] [m]
φ̂ = [−0.002, 0.003,−0.0007, 1.000]
(70)
The plots denote consistentmean values throughout the keyframes for all parameters, with very
small variations around them. The optimal extrinsic parameters converge at the initial estima-
tion, as in (69). This behavior is sensible for well-tuned parameters, assuming that the initial
estimates are already accurate. Additionally, the solver successfully converges, considering a
parameter tolerance of criterion of‖∆p‖ = 10−9.
Taking the previous considerations into account, the conclusion reached is the following: given
the lack of ground truth data for IMUbiases and time shift parameters, it is not possible to assess
if this estimation is close to the real values. However, there is no clear proof to assume otherwise.
In any case, more tests should be performed in order to ensure that the IMU excitation is enough
to obtain a quality estimation.
5.3 Online state estimation
The two core modules of the state estimation block, the Normal Distributions Transform for
scan matching and the Error State Kalman Filter as the filtering algorithm, will be analyzed
(separately first, then in tandem for LiDAR-inertial odometry).
Note that in order to evaluate the performance of both systems ground truth data is needed.
Since it has not been possible to obtain such data with the Jackal platform (more details in
section 8), the upcoming tests will be based on sequences from the KITTI dataset.
As briefed in subsection 5.1.2, it features point-cloud, visual and inertial data recorded using an
autonomous car. One should bear in mind that the magnitudes of the states andmeasurements
in an autonomous vehicle (mainly the velocity and inertial data) are not directly representative
of Jackal’s specifications, which works at a smaller scale.
A similar remark can be made about the LiDAR model: while the one used in KITTI is the
Velodyne HDL-64E, which features an array of 64 lasers, the Velodyne VLP-16model mounted on
Jackal’s sensor rig is a smaller version featuring 16 lasers. In other words, the vertical field of
view of the point clouds in KITTI is higher and the point density is larger.
Before delving into the results, some errormetricswill be defined for evaluation purposes. More
of them can be found in the OpenVINS evaluation package, implementation included [114].
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• Root Mean Squared Error (RMSE): the squared root of the unsigned distance between
two Rn dimensional vectors xi and x̂i, i.e. the Euclidean norm of the difference between
the two. This metric will be used to quantify errors in translation tε ∈ R3 and rotation
θε ∈ R3 estimations at each timestep ti.
RMSEi =
√
‖xi  x̂i‖22 (71)
• Relative Pose Error (RPE): computation of the pose error x̃r ∈ SE(3) over segments of
pre-defined lengths D = [d1, d2, . . . , dJ ] . This metric allows to easily compare how differ-
ent localization techniques drift as the trajectory evolves.









• Relative Orientation Error (ROE): analogously to the relative pose error metric, it cap-
tures the average orientation error θ̃ ∈ R3.









5.3.1 NDT robustness assessment
NDT versus ground truth In order to evaluate the accuracy of the NDT as a scan matching
technique, the error between the rigid transformation τij ∈ R6 7→ Tij ∈ SE(3) and the ground
truth transform Tij ∈ SE(3) between subsequent scans [Yi, Yj ] will be used as a metric. Note
that the point clouds are processed as 360° scans, in contrast to the LiDAR setup adopted in
calibration.
Since the ground truth transforms Tij ∈ SE(3) are expressed with respect to the global frame,
while the NDT estimates τij ∈ R6 7→ TLij ∈ SE(3) are referred to the local LiDAR frame, the
latter will be projected to the world frame TWij ∈ SE(3). Note that the ground truth extrinsic
transform Te ∈ SE(3) between the LiDAR and vehicle base frame is known, as well as the


















Tij ∈ SE(3) 7→ {tε ∈ R3, θε ∈ R3}
(74)
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Figure 28: Two points clouds from subsequent scans, represented by red and green point clouds, from
2011_06_29_0035 sequence in KITTI. The highlighted reference frame at the origin is the LiDAR’s.
Note that the extrinsics termTe does not include the translation term, as this is amotion estimate
rather than an absolute pose measurement w.r.t. the global frame (i.e. the LiDAR frame should
solely be oriented towards the global frame in order to express the rigid motion coherently).
The position tε ∈ R3 and orientation θε ∈ R3 errors are computed for the full sequence of scans.
As indicated in the last expression of (74), the rotational error will be presented in Euler angles
format.
Figure 29: KITTI sequence: 2011_09_26_0035. X , Y and Z ground truth (solid) and estimated (dashed)
translations [m] against time [s] relative to the initial instant.
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Figure 30: KITTI sequence: 2011_09_26_0035. Roll (φ), pitch (ω) and yaw (ψ) ground truth (solid) and
estimated (dashed) angles [°] against time [s] relative to the initial instant.
Figure 31: KITTI sequence: 2011_09_26_0035. Errors in X , Y and Z translation estimates [m] against
time [s] relative to the initial instant.
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Figure 32: KITTI sequence: 2011_09_26_0035. Error in roll (φ), pitch (ω) and yaw (ψ) rotation estimates
[°] against time [s] relative to the initial instant.
Figures 29 and 30 represent the rigid motions between subsequent scans. Thus, each value
plotted against time represents a translation or a rotation; at first glance, the NDT estimates are
quite close to the ground truth.
When inspecting the errors represented in Figures 31 and 32 one would then expect to find that
their mean value are around zero. With the exception of some intervals (e.g. translation error
in Y from second 8 onwards, translation in Z and pitch error between seconds 2 and 4), the
error stabilizes around the zero.
However, the impact of these accumulated errors is significant when working with a filtering
algorithm, considering the fact that the NDT observation in the global frame depends on the
estimated nominal orientation (note that the ground truth value was used for this evaluation).
There will be a more in-depth discussion in the filter experiments in section 5.3.2.
As discussed in section 4.2.1, the performance of the Normal Distributions Transform is affected
by hyperparameters present in its algorithm. For future reference, all results presented in this
experiment considered a voxel size of1[m] and an expected outlier ratio of25%; the convergence
criteria was set to a step size ∆p = 10−6 and a maximum of 60 iterations.
NDT consistency If a user were to match a point cloud to an exact copy of itself, they would
expect the rigid motion estimate Tii ∈ SE(3) to be null, i.e. the identity rigid transformation
matrix Tii = I4. Albeit obvious at first sight, the Newton’s-algorithm based solver that the NDT
implements may converge to other local minimums.
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Figure 33: Scatter plot of the translation and rotation estimates obtainedwhenmatching arbitrary clouds
to themselves. Themean value of each parameter is drawn as a horizontal, dashed line of the correspond-
ing color.
To this end, a randomly selected set of clouds from one of the KITTI sequences was used; for
each of them an NDT alignment was computed, where the same cloud was set as the source
and as the target. Figure 33 depicts the individual observations and the average translation and
rotation for all sampled estimations.
The expectation is confirmed by Figure 33: the translation elements and the Euler angles average
is within a certain tolerance of zero {t = 03x1 ∈ R3, θ = 03x1 ∈ R3} 7→ T = I4 ∈ SE(3). Note,
however, that the sample variance is significant (specially for the translation component of the
transformation, with errors in the range of centimeters), which speaks to the accuracy that can
be expected from the NDT.
The hyperparameters considered in this experiment include a voxel size of 1[m] and an expected
outlier ratio of 30%. The convergence criteria was set to a step size ∆p = 10−6 and a maximum
of 30 iterations.
Hyperparameter dependence The solution that the scan registration technique converges to-
wards is conditioned to the set of hyperparameters used. As discussed by the author of the
3D-NDT, they should be tuned according to the specifications of the sensor capturing the point
clouds as well as to the size of the significant features in the scene [87]. Therefore, one canmake
an a priori estimation of what values work best.
Figure 34 shows the estimated rigid motions errors for voxel sizes of 1.0[m] and 2.0[m], and ex-
pected outlier ratios of 25% and 60%. Finally, the output of the voting system (i.e. the weighted
averaging of transforms Ti ∈ SE(3) is also presented.
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Figure 34: KITTI dynamic sequence: 2011_09_26_0005. Errors in X , Y and Z translation estimates [m]
against time [s] relative to the initial instant. o25 7→ Outlier ratio = 25%, o60 7→ Outlier ratio = 60%, v10
7→ Voxel size = 2.0[m], v10 7→ Voxel size = 2.0[m].
Figure 35: KITTI dynamic sequence: 2011_09_26_0005. Error in roll (φ), pitch (ω) and yaw (ψ) rotation
estimates [°] against time [s] relative to the initial instant. o25 7→Outlier ratio = 25%, o60 7→Outlier ratio
= 60%, v10 7→ Voxel size = 2.0[m], v10 7→ Voxel size = 2.0[m].
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From a quick glance at 34 and 35 it is possible to see that the hyperparameter with the strongest
influence in the estimation is the voxel size. Comparatively speaking, the ratio of expected
outliers not drastically impact the rigid motion estimation. The only significant difference is
the covariance estimate associated to the observed transform, which is higher the smaller the
expected ratio of outliers is.
Note how the weighted average tends towards the less uncertain transforms; the averaging is
not able to simply negate the estimation error, but provides a consensus for circumstances in
which the variability of the NDT alignment is high.
In order to predict the rigid motion that aligns the two clouds frames it is not mandatory to
estimate the covariance matrix per se. However, its representation plays the key role of quan-
tifying the uncertainty of the alignment; the scale of said matrix should thus be coherent with
the physical units of the associated states. This will be further discussed in experiment 5.3.2.
NDT in dynamic scenes The presence of dynamic objects in the scene poses a challenge to
point cloud registration techniques. Since the rigid motion estimation is computed relative to
the LiDAR, if the world (or some elements in it) also moves between scans the alignment {t ∈
R3, θ ∈ R3 7→ T ∈ SE(3)} can converge to an erroneous estimate.
Feature correspondence-based methods are specially weak to these circumstances, since even
if the data association is correct, the rigid motion indicated by correspondences on dynamic
objects is not representative of the LiDAR’s absolute motion. For this reason, literature on scan
matching dedicates some effort to detecting and removing dynamic elements before performing
the point cloud alignment itself [100].
Figure 36: First two frames from KITTI sequence 2011_09_26_0005, which contains dynamic elements.
Camera data is presented rather than LiDAR point cloud, for the sake of understandability.
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The fact that the Normal Distributions Transform does not rely on explicit point-to-point or
feature-to-feature correspondences confers it with natural robustness in dynamic scenarios. Un-
der the assumption that a comparatively large portion of the scan is actually static (e.g. road,
buildings, vegetation, . . . ), the influence that smaller dynamic objects might have in computing
the optimal rigid transform is relatively minor.
In order to test this property, a sequence from the KITTI dataset featuring dynamic objects in
the environment such as vehicles, cyclists or pedestrians is chosen. The hyperparameters con-
sidered in this experiment include a voxel size of 1[m] and an expected outlier ratio of 25%,
which have proved to work well in other instances of the dataset. The convergence criteria was
set to a step size ∆p = 10−6 and a maximum of 60 iterations.
Figure 37: KITTI dynamic sequence: 2011_09_26_0005. X , Y and Z ground truth (solid) and estimated
(dashed) translations [m] against time [s] relative to the initial instant.
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Figure 38: KITTI dynamic sequence: 2011_09_26_0005. Roll (φ), pitch (ω) and yaw (ψ) ground truth
(solid) and estimated (dashed) angles [°] against time [s] relative to the initial instant.
Figures 37 and 38 suggest that the NDT is indeed able to deal with moderate amounts of dy-
namic elements in the scene, as the tendency of the error is to stabilize around zero. Still, there
are some intervals in which its performance deteriorates, e.g. the translation estimate in Y in
the [6.5, 8.5] [s] interval.
Lastly, note that the results presented correspond to a particular choice of discretization, i.e.
the voxel size of 1[m], albeit the same experiment could still fail for a different selection of
hyperparameters.
5.3.2 Filter convergence using ground truth
To assert the correct behavior of the filtering algorithm, the Error State Kalman Filter (or simply
ESKF), ground truth data from KITTI sequences is used. Since the states filtered are the error
states, an observation is nothing else than the difference between the propagation of the current
nominal states through inertial data and the scan matching-based odometry.
By replacing the laser odometry with the ground truth rigid motion transformations the error
states observation would be computed exactly; thus, the output of the filter would be expected
to converge towards the ground truth nominal states. Figures 39, 40 and 41 present the results
of the test.
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Figure 39: KITTI dynamic sequence: 2011_09_26_0005. 3D trajectory described by ground truth data
(solid red) and the output of the filter (dashed green), using ground truth data.
Figure 40: KITTI dynamic sequence: 2011_09_26_0005. Errors in X , Y and Z translation estimates [m]
against time [s] relative to the initial instant, using ground truth data.
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Figure 41: KITTI dynamic sequence: 2011_09_26_0005. Error in roll (φ), pitch (ω) and yaw (ψ) rotation
estimates [°] against time [s] relative to the initial instant, using ground truth data.
As shown in Figure 39, the 3D position does indeed converge towards the ground truth nominal
states. However, inspecting the error in the attitude estimation (Figure 41) raises a different
point: when the inertial propagation differs from the ground truth not only a correction term
is applied, but the IMU biases are updated as well. This causes a lingering inertia in the filter
output, accentuated for sudden bias updates (which are caused by large estimation errors).
On the other hand, the lower the covariance of the estimation is, the higher the Kalman gain
that the filter computes. In other words, the uncertainty of the observation determines the rate
of convergence of the updates towards the ground truth: the smaller the scale of the covariance,
the faster the convergence is and viceversa. Figures 42 and 43 prove this point.
While the green output depicted in Figures 42 and 43 considered a covariance with terms in
the order of 10−6 in the diagonal (as in Figures 40 and 41, the red output represents the filter
behavior if it were to consider the same ground truth observations, albeit using the covariance
estimate of the LiDAR-based odometry (whose diagonal elements lie in the order of 10−1).
Indeed, the larger scale of the rotation makes the convergence rate to be too slow, causing the
filter to diverge from the ground truth.
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Figure 42: KITTI dynamic sequence: 2011_09_26_0005. Errors in X , Y and Z translation estimates [m]
against time [s] relative to the initial instant, assuming low observation covariance (red) and high ob-
servation covariance (green).
Figure 43: KITTI dynamic sequence: 2011_09_26_0005. Error in roll (φ), pitch (ω) and yaw (ψ) rotation
estimates [°] against time [s] relative to the initial instant, assuming low observation covariance (red)
and high observation covariance (green).
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5.3.3 Inertial-only state estimation
The most basic form of performing localization is to only consider inertial measurements. This
is prone to numerous negative effects: drift caused by the continuous integration of error, sen-
sitivity to high frequency noise, need for precise characterization of intrinsic biases, . . .
Figures 44, 45 and 46 depict the drifting effect very clearly. Another factor that has to be con-
sidered is the initialization of the nominal states: since this filter is purely based on state prop-
agation, an inaccurate initialization would lead to large accumulations of error.
Note that, since only the IMU measurements are available, it is not possible to correct its biases
online (they are not observable). From a theoretical point of view, in the implementation of
the ESKF this translates to error state observations being always zero, as the state propagation
is also computed from inertial data. Since the biases do not have any dynamics associated to
the states themselves (i.e. the associated rows of the dynamic matrix of the error states (52) are
zeroes), the filter is not able to update their value.
Figure 44: KITTI dynamic sequence: 2011_09_26_0035. 3D trajectory described by ground truth data
(solid red) and the output of the filter (dashed green) using inertial data only.
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Figure 45: KITTI sequence: 2011_09_26_0035. Errors in X , Y and Z translation estimates [m] against
time [s] relative to the initial instant, using inertial data only.
Figure 46: KITTI sequence: 2011_09_26_0035. Error in roll (φ), pitch (ω) and yaw (ψ) rotation estimates
[°] against time [s] relative to the initial instant, using inertial data only.
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5.3.4 LiDAR-inertial state estimation
The motivation behind the idea of sensor fusion lies in the fact that the mixed nature of these
devices is complementary. Focusing on the pair considered in this project, the LiDAR and the
IMU, scan matching-based odometry can compensate for the IMU drift, while inertial propaga-
tion provides the temporal consistency that instances of cloud registration lack.
Figures 47, 48, 49, 50 and 51 show the results of the sensor fusion in one of the KITTI sequences.
Two variants have been tested, according to the representation of the measurement covariance:
one using the scan registration score, and the other using the inverse of the Hessian matrix
computed during the optimization 38.
The NDT hyperparameters set in this experiment coincide with the previous tests in section
5.3.1: voxel size of 1[m] and an expected outlier ratio of 25%. The convergence criteria was set
to a step size ∆p = 10−6 and a maximum of 60 iterations.
Figure 47: KITTI sequence: 2011_09_26_0035. 3D trajectory described by ground truth data (solid red),
inertial-only filter (dashed green) and LiDAR-inertial filter using score-based covariance (dashed blue)
and Hessian-based covariance (dashed-dot yellow).
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Figure 48: KITTI sequence: 2011_09_26_0035. Errors in X , Y and Z translation estimates [m] against
time [s] relative to the initial instant, fusing LiDAR and IMU data.
Figure 49: KITTI sequence: 2011_09_26_0035. Error in roll (φ), pitch (ω) and yaw (ψ) rotation estimates
[°] against time [s] relative to the initial instant, fusing LiDAR and IMU data.
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In terms of the translation components, LiDAR-inertial filters show a mild improvement over
the IMU-only version, albeit the similar tendency of the rotation errors for all filters (Figure 49)
suggests that the NDT doesn’t offer much help in correcting the attitude estimates. A remark
should be made here: the odometry computed from point cloud registration is relative to the
LiDAR local frame, but in order to compute the error states observation, it must be projected to
the global reference frame first. This is done through pose composition with the extrinsics and
the robot’s orientation as in (74).
Since the latter are part of the state vector, the filter behavior is ill-defined. When the estimated
extrinsics and attitude are not accurate, the observations inject error back into the filter. This is
hindered by the fact that the motion is constantly planar, leading to ambiguous scan alignments
(i.e. whileX , Y translation and yaw rotation angle are well estimated, Z displacement and roll
and pitch angles are noisy).
This means that, even if the rigid motion estimation from scan alignment is exact, the observa-
tion inworld coordinates comes out erroneously after the change of reference frame (as denoted
by Equation 74). The derived errors translate into bias updates that reinforce the filter inertia,
inducing in turn a drift-like effect into the LiDAR-based motion estimates.
Figure 50: KITTI sequence: 2011_09_26_0035. Root Mean Squared Error (RMSE) of translation [m]
and rotation [°] components of rigid motion estimated by IMU-only (red), LiDAR-inertial using score
covariance (green) and LiDAR-inertial using inverse Hessian as covariance (blue) filters.
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Figure 51: KITTI sequence: 2011_09_26_0035. Relative orientation error [°] and relative translational
error [m] with respect to ground truth for different segments of the trajectory, for the IMU-only (black),
LiDAR-inertial using score covariance (red) and LiDAR-inertial using inverse Hessian (blue) filters.
Still, Figures 50 and 51 corroborate the improvement of LiDAR-inertial fusion over IMU only
filtering. The RMSE and RPE metrics are lower and more consistent over the duration of the
trajectory described by the autonomous platform.
A final note: the implementation of the filtering algorithm does not feature any kind of map-
ping approach or loop closure technique (hence the designation of odometry or state estima-
tion rather than SLAM). Therefore, the drifting can’t be systematically suppressed, as there is
no global map for the robot to localize itself in.
5.4 State estimation benchmark
Finally, the filtering approach performance will be compared to other state of the art odometry
techniques. A brief introduction to their rationale and implementation in publicly available
repositories will be given.
5.4.1 LiDAR Odometry And Mapping (LOAM)
Zhang et. al. propose a LiDAR-only technique to solve the simultaneous localization and map-
ping problem: to subdivide it into two modules running at different frequencies. While a high
frequency loop performs coarse odometry using LiDAR features correspondence, a lower fre-
quency one refines the matching through non-linear optimization and registers the point cloud
[52].
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The features used for motion estimation are edge and planar points, selected in such a way
that they are not all clustered in the same region or hardly observable (i.e. in a surface parallel
to the laser beam or the boundary of an occluded region). The odometry refinement uses a
Levenberg-Marquadt robust fitting method, upon which the point cloud is registered.
The implementation of this SLAMtechnique is publicly available as aROSpackage, loam_velodyne
[115]. The axes convention assumed (X - west, Y - up, Z - north) differs from the recorded data
settings (X - north, Y - west, Z - up), so amanual transformation will be applied. Also, the pro-
cessing node expects the incoming cloud data through a specific ROS topic, /velodyne_points,
so the name of the recorded topic in the Rosbags will be remapped.
5.4.2 LiDAR Inertial Odometry and mapping (LIO-mapping)
Ye et. al. propose a tightly coupled LiDAR-inertial by jointly minimizing a cost function derived
from LiDAR and IMU measurements [46], similarly to the factor graph structure proposed in
this dissertation for solving the calibration problem (section 3). In fact, IMU pre-integration
and LiDAR point-to-plane distances are used as residual terms.
On top of the LiDAR-inertial odometry a refinement method is built to align LiDAR relative
features to the global map (as in LOAM). However, they apply a constrained mapping strategy
to force the map to always align with gravity, or more precisely, to the Z axis direction (with
the implicit assumption that the motion is perpendicular to the Z axis).
This method is implemented in a publicly available ROS package, lio [116]. As in LOAM, the
expected ROS topic for cloud data is /velodyne_points, and the IMU processing pipeline is sub-
scribed to the /imu/data topic; the data used for the experiments, recorded in Rosbag topics,
will then be remapped accordingly.
Since the non-linear optimization proposed uses a fixed-lag smoother and marginalization,
some time will pass before the system has enough observations to compute an odometry es-
timate. Furthermore, IMU measurements in which the excitation is not large enough are auto-
matically discarded, which might result overall in a lower frequency of the odometry updates.
5.4.3 KITTI sequences
The performance of the LiDAR-inertial fusion developed in this dissertation will be bench-
marked against the state of the art methods discussed previously. Again, point cloud data and
inertial measurements from KITTI recordings will be used, as well as the ground truth pose of
the vehicle to compute error metrics.
The LiDAR-inertial ESKF will consider the inverse Hessian matrix as an the estimate of the
rigid motion covariance. The NDT hyperparameters set for this benchmark are a voxel size of
1[m] and an expected outlier ratio of 5%; the convergence criteria, a step size ∆p = 10−6 and a
maximum of 100 iterations.
Sequence 2011_09_26_0035 This trajectory has been extensively used during the course of the
experiments proposed in this work to showcase the behavior of the ESKF (Figures 39, 44, 47 and
more). It features a straightforwardmotionwith a slight curvature to the right, andfinishes after
a hard turn to the left. Figure 52 collects all estimated trajectories.
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Figure 52: KITTI sequence: 2011_09_26_0035. 3D trajectory described by ground truth data (solid red),
ESKFwith Hessian-based covariance (dashed green), LOAM (dashed blue) and LIO-mapping (dashed-
dot yellow).
Figure 53: KITTI sequence: 2011_09_26_0035. X , Y and Z translation estimates [m] against time [s]
relative to the initial instant.
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Figure 54: KITTI sequence: 2011_09_26_0035. Roll (φ), pitch (ω) and yaw (ψ) rotation estimates [°]
against time [s] relative to the initial instant.
In Figures 53 and 54 it is possible to see how LOAM and LIO-mapping need to initially accu-
mulate cloud and IMU data in order to refine their odometry estimates, which explains why
there are no predictions at the start of the trajectory. Regardless, both are able to estimate the
planar motion accurately (X , Y translations and yaw (ψ) rotations). Note that, even if the plot
seems to portray a drastic change in the Z axis orientation, this is because rotation angles are
normalized in the [−180°,+180°] interval.
LIO-mapping struggles with the Z alignment, as does the ESKF, and LOAM shows some tem-
poral offset in the estimates. The latter also fails at roll (φ) and pitch (ω) rotational alignment
(Figure 54), incurring in remarkable drift upon reaching the left turn in the recording (around
second 10). This is also captured by the ROE metric (Figure 55), which is the largest out of all
the methods.
The lower ROE and RPE metrics associated to the LiDAR-inertal ESKF indicate that it outper-
forms the other localization techniques. Still, the wide RPE box-plots and their tendency to
increase as the trajectory progresses suggest that the motion estimates are drifting; while the
accuracy that LOAM and LIO-mapping achieve is lower, they are more consistent over time
thanks to the odometry refinement step computed with respect to the global map.
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Figure 55: KITTI sequence: 2011_09_26_0035. Relative orientation error (ROE) and relative pose error
(RPE) of rigidmotion estimated by ESKFwithHessian-based covariance (red), LOAM (green) and LIO-
mapping (blue).
Sequence 2011_09_26_0005 This trajectory has been used for previous experiments as well, to
showcase the challenges of scan matching in environments with dynamic elements (Figure 36).
It features the autonomous vehicle entering and existing a roundabout in an urban environment.
Analyzing Figures 57 and 58 the conclusions are similar to the previous KITTI sequence: both
LOAM and LIO-mapping estimate X and Y displacements well and struggle with the roll (φ)
andpitch (ω) rotation prediction. LIO-mapping yaw (ψ) estimate is decent, but theZ alignment
diverges from the ground truth; in contrast, LOAM yaw estimation is poor, but nails the Z
alignment.
Thus, the ESKF clearly outperforms both LOAM and LIO-mapping, as proved by Figure 59 as
well. Its orientation error, quantified by the ROEmetric, and translational error, or the RPEmet-
ric, are not only lower than the competition, but also drift less over the course of the trajectory.
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Figure 56: KITTI sequence: 2011_09_26_0005. 3D trajectory described by ground truth data (solid red),
ESKFwith Hessian-based covariance (dashed green), LOAM (dashed blue) and LIO-mapping (dashed-
dot yellow).
Figure 57: KITTI sequence: 2011_09_26_0005. X , Y and Z translation estimates [m] against time [s]
relative to the initial instant.
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Figure 58: KITTI sequence: 2011_09_26_0005. Roll (φ), pitch (ω) and yaw (ψ) rotation estimates [°]
against time [s] relative to the initial instant.
Figure 59: KITTI sequence: 2011_09_26_0005. Relative orientation error (ROE) and relative pose error
(RPE) of rigidmotion estimated by ESKFwithHessian-based covariance (red), LOAM (green) and LIO-
mapping (blue).
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Sequence 2011_09_26_0039 The long term consistency of a localization algorithm is essential
for the deployment of autonomous mobile platforms. To that end, a longer recording from
KITTI featuring sustained motion in a straight line is selected, to assess the effects of drift. A
tight turn at the beginning of the trajectory will test the rotation estimation capabilities of the
algorithms.
As is appreciated in Figure 62 during the first seconds of the trajectory (mainly in the yaw (ψ)
angle subplot), the turn causes palpable impact to all localization approaches.
For LOAM, the underestimation of this rotation results in poor alignmentwith the ground truth,
and incurs in heavy positional errors because of this. LIO-mapping estimates an erroneous
pitch (ω) angle, resulting in a Z alignment that deviates from the ground truth over time. Fi-
nally, while the ESKF is somewhat capable to cope with the yaw angle evolution, roll (φ) and
pitch estimates show unstable behavior (which translates coherently into error in positional
alignment in Figure 61).
Figure 60: KITTI sequence: 2011_09_26_0039. 3D trajectory described by ground truth data (solid red),
ESKFwith Hessian-based covariance (dashed green), LOAM (dashed blue) and LIO-mapping (dashed-
dot yellow).
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Figure 61: KITTI sequence: 2011_09_26_0039. X , Y and Z translation estimates [m] against time [s]
relative to the initial instant.
Figure 62: KITTI sequence: 2011_09_26_0039. Roll (φ), pitch (ω) and yaw (ψ) rotation estimates [°]
against time [s] relative to the initial instant.
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However, there is a key difference between the filter and the other approaches. From visual
inspection of Figure 60 it is possible to discern how, even if the rotational alignment of LOAM
and LIO-mapping fails at the beginning, their motion estimates are consistent over time (as
denoted by the ’S’ turn correctly captured in the [30, 35][s] interval). In contrast, while the
ESKF is able to track this maneuver in terms of yaw rotation, the roll and pitch estimates start
accumulating error, thus causing the position estimation to drift away from the ground truth.
Figure 63 further proves this point: the ROE metric identifies how the ESKF orientation error
grows over the course of the trajectory, while LOAMandmore specifically LIO-mapping are able
to keep that drift somewhat over control (even if in average terms the magnitudes of the errors
are a comparable mean value). The RPE metric is even clearer at portraying the ESKF drifting
by its increasing average and wider box-plot; LIO-mapping showcases the best performance in
this area, in terms of accuracy and temporal consistency.
Figure 63: KITTI sequence: 2011_09_26_0039. Relative orientation error (ROE) and relative pose error
(RPE) of rigidmotion estimated by ESKFwithHessian-based covariance (red), LOAM (green) and LIO-
mapping (blue).
Robust 3D IMU-LIDAR Calibration and Multi Sensor Probabilistic State Estimation p. 81
5.5 Benchmark summary
The relative position and orientation error of the three localization algorithms contemplated in
the benchmarking are summarized in this section, in a table per experiment.
RPE8m RPE16m RPE24m RPE32m RPE40m RPE48m
ESKF 0.7376 0.7767 1.0018 1.7926 3.6335 4.5382
LOAM 1.0972 1.8435 2.1028 2.4029 2.4205 —
LIO-
mapping 1.2858 1.7117 — — — —
Table 1: Average relative position error [m] in KITTI sequence 2011_09_26_0035 for ESKF,
LOAM and LIO-mapping.
ROE8m ROE16m ROE24m ROE32m ROE40m ROE48m
ESKF 1.1598 1.6620 2.1430 2.2248 2.6968 2.6431
LOAM 22.0465 13.9340 36.6980 59.4695 86.4060 —
LIO-
mapping 7.2559 5.7795 — — — —
Table 2: Average relative orientation error [°] in KITTI sequence 2011_09_26_0035 for ESKF,
LOAM and LIO-mapping.
The ESKF incurring in the lowest relative position and orientation errors out of all the bench-
marked localization techniques (Tables 1 and 2) shows a level of performance comparable to
state of the art solutions. The increasing error as the trajectory progresses denotes a certain
drift, which is coherent with the lack of a loop closure methodology.
RPE8m RPE16m RPE24m RPE32m RPE40m RPE48m
ESKF 0.7484 1.5327 2.0548 2.2681 2.4023 2.4484
LOAM 4.2703 7.0509 12.2787 20.6511 25.6612 18.7603
LIO-
mapping 1.0597 2.7120 4.6690 8.6925 9.8252 10.0267
Table 3: Average relative position error [m] in KITTI sequence 2011_09_26_0005 for ESKF,
LOAM and LIO-mapping.
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ROE8m ROE16m ROE24m ROE32m ROE40m ROE48m
ESKF 1.1753 1.9083 2.3891 3.0043 2.7808 2.8827
LOAM 24.2714 40.9271 50.8425 65.6741 75.8382 60.6648
LIO-
mapping 5.6910 8.1120 9.4885 9.4832 9.0958 7.9829
Table 4: Average relative orientation error [°] in KITTI sequence 2011_09_26_0005 for ESKF,
LOAM and LIO-mapping.
In the second experiment, the Normal Distributions Transform shows superior robustness in
dealing with dynamic scenes, as denoted by the significantly lower RPE and ROE metrics in
Tables 3 and 4. This is explained by the fact that the scan matching odometry does not require
explicit feature correspondences.
RPE8m RPE16m RPE24m RPE32m RPE40m RPE48m
ESKF 2.2658 4.2073 6.2033 8.2762 10.1894 11.9348
LOAM 7.2859 10.9135 11.1267 11.2561 11.8490 13.3355
LIO-
mapping 0.6245 1.3100 2.8572 4.2786 4.8980 4.6417
Table 5: Average relative position error [m] in KITTI sequence 2011_09_26_0039 for ESKF,
LOAM and LIO-mapping.
ROE8m ROE16m ROE24m ROE32m ROE40m ROE48m
ESKF 1.4951 2.5212 3.1991 3.8973 4.9421 5.6807
LOAM 4.7175 5.0312 5.1905 5.2405 6.7056 7.8867
LIO-
mapping 1.1830 2.6416 4.0177 5.4336 5.5506 5.4307
Table 6: Average relative orientation error [°] in KITTI sequence 2011_09_26_0039 for ESKF,
LOAM and LIO-mapping.
Finally, the third experiment metrics denote a state-of-the-art-level performance from the ESKF,
but most importantly, highlight the main drawback of the filtering algorithm: its lack of long
term consistency. This is clearly appreaciated in the relative orientation error (Table 6), where
the ESKF initially commits a smaller error in comparison to LIO-mapping, but the latter is able
to keep it from drifting, showing a lower ROE by the end of the trajectory.
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CHAPTER 6
Socioeconomic analysis
The rise of innovation-led start-ups and the global market needs for process automation in
fields like construction sitemonitoring [117], warehouse logistics [118; 119] or agriculture [120]
denote an increasingly closer relationship between research and business in the field of au-
tonomous robotics. The matureness level of the technology has reached a point in which it is
viable to deploy robotic solutions in particular applications.
A key aspect of sensors in the market of mobile robotics is that the wide assortment available of
exteroceptive and proprioceptive sensors are not mutually exclusive, but rather complementary.
Cameras, inertial measurement units, LiDARs, radars, . . . all have their pros and cons regarding
range, size, robustness to illumination conditions, availability of color and depth information,
etc. but their fusion in multi-sensor configurations manages to exploit their strengths [121].
The international LiDAR market is an example of this. It was estimated at around 1 billion
American dollars (1 bn USD) in 2018 with a significant expected annual growth rate of 35%
up to 2025 [122]. Regardless of how optimistic the forecast may be, it is apparent in qualitative
terms that the LiDAR is here to stay. The numerous references contained in this dissertation
back up this claim providing evidence of the remarkable attention that this sensor has drawn
in multiple lines of investigation.
The amount of stakeholders in the LiDAR market is also growing, broadening the variety of
options for customers and steadily dropping the final product cost. The diversity of applications
in which the LiDAR is involved is a testament to its flexibility and robustness as a perception
device [123], and technologies like autonomous driving could be powered by their capabilities.
If the automation trends were to evolve as they are currently, the potential social impact would
be remarkable [121]. There could be a paradigm shift in the job market, where humans per-
forming repetitive and tedious tasks could be replaced by a robot, or collaborative robots could
be employed in their assistance. In any case, the introduction of robots in the workplace could
result in a more specialized workforce and new human-robot interactions to be contemplated
(and regulated if necessary).
Furthermore, a lot of topics regarding ethics in robotics, biasing in artificial intelligence systems
or sensitive issues in social robotics [124] remain to be discussed. The outcome of this debate
may backlash, causing a negative social response to autonomous systems. However, there is
not enough data to safely predict the impact and presence of autonomous mobile robotics in




In order to sketch a budget for this project, the solution that will be taken into account for the
cost analysis is the one presented in section 5.1.1, since it is the hardware platform that has been
used to collect real data (disregarding the data retrieved from publicly available datasets).
The robotic platform itself, named Jackal, is manufactured by Clearpath Robotics. Its estimated
price is 15000AC, including tires, chassis, drive train, an internal GNSS/IMU and built-in ROS
functionality. The inertial measurement unit, the industrial-grademodelMicrostrain 3DM-GX5-
45 by LORD Sensing Systems, is valued at around 3000$ (≈ 2700AC). The LiDAR sensor is man-
ufactured by Velodyne, model VLP-16, and its retail price sits at 4000$ (≈ 3500AC)
Figure 64: Jackal by Clearpath Robotics (left) [105] and VLP-16 LiDAR by Velodyne (right) [107].
In order to have an estimate of the time dedicated to the engineering project, the 30 ECTS cred-
its recognized by this dissertation have been translated into working hours using a factor of
25h/ECTS (applicable in Spain), yielding a total of 750 hours. Under the hypothesis of a 10€/h
salary of a junior robotics engineer, an estimated budget for the project is computed as follows:
B(C, t) = CROB + CIMU + CLID + t CENG =
15000 + 2700 + 3500 + 750 ∗ 10 = 28700AC (75)
Figure 65: Microstrain 3DM-GX5-45 IMU by LORD Sensing Systems [108].
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CHAPTER 7
Environmental analysis
Although the software developed in this dissertation for calibration and state estimation does
not intrinsically have any direct implications on the environment, the adoption of autonomous
robots does. For one, it encourages the use of electric motors in detriment of gasoline engines,
which have been shown to be less polluting during operation and modestly compatible with
renewable energy sources for battery charging [125]. It should be noted that the overall con-
tribution to the carbon footprint in terms of CO2 emissions depends on their lifetime, since the
production of batteries is highly contaminant.
In the end, the implications of autonomous solutions are application-specific. An example that
has generated a lot of debate is the environmental friendliness of self-driving cars; while they
could be programmed to optimize route efficiency, reduce congestion in densely populated
areas and promote car-sharing, they could also indulge society in using private transporta-
tion more frequently and for longer distances, resulting in an increased energy consumption
[126; 127]. On another note, automatedmonitoring systems could help reduce the environmen-
tal impact caused by preventable accidents (e.g. defective assemblies, leaks of contaminating
substances, degraded materials. . . ) thanks to early detection [128].
A final remark is made about health safety: the laser-based operation principle of LiDAR tech-
nology has raised some concerns regarding the aggressiveness of certain wavelengths on the
human retina [129]. LiDARmanufacturers are looking tomeet safety standards in response and
are considering this fact in their designs, so that the technology is as non-invasive as possible.
In what regards to IMU’s, their proprioceptive nature implicitly ensures their non-invasiveness,
which guarantees safe operation around humans and wildlife.
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CHAPTER 8
Conclusions
Multi-sensor calibration is a challenging endeavor. It requires specific knowledge about the par-
ticular devices at hand in order to formulate the problem, and about the software tools necessary
to solve it. Furthermore, the balance between accuracy requirements, computational load and
ease of calibration procedure has to be taken into account in the first place.
The implementation of the batch optimization algorithm for calibration has proven to be re-
markably complex. It integrates various modules that deserve a thorough study by themselves
(pre-integration theory, Gaussian Processes, RANSAC, . . . ) and results in a non-linear opti-
mization problem with dynamically weighted residuals, which is hard to solve without an al-
ready somewhat precise initial estimate.
This complexity of the calibration problem, together with the limitations in regards to the acqui-
sition of ground truth data for the parameters that are aimed to be optimized, have difficulted
the analysis of the results obtained. However, the objectives set at the beginning of the project,
as presented in section 1.1, have been achieved.
On the second stage of the project, the LiDAR-inertial state estimation, the accurate calibration
of IMU biases and IMU-LiDAR extrinsic parameters hasmade its influence apparent. For all the
robustness that the Normal Distributions Transform has shown in the proposed experiments,
even in mildly dynamic environments, the observations computed within the filtering frame-
work are still prone to errors due to bad calibration and orientation estimates.
Indeed, the benchmarking between the Error State Kalman Filter and other state of the art lo-
calization techniques such as LOAM and LIO-mapping has proven the ESKF performance to be
on a similar level. However, it has also pointed out one of the main weaknesses of the filtering
algorithm: its lack of long term consistency. The author believes that the implementation of
a loop closure layer is a high priority task towards the compensation of this drawback, as it is
essential to systematically eliminate drift.
On that note, the experiments on localization have shown the importance of accurate attitude
estimation. Incorrect gravity alignment and scan matching observations tainted by orientation
errors degrade the performance of the filter. The superficial study onLie theory has also enabled
the author to identify the fact that large orientation errors parameterized in the Cartesian space
∆θ ∈ R3 do not accurately representmembers of the rotation group SO(3). In the literature, this
recently has lead to the proposal of invariant Kalman Filters [130; 131], whose aim is to represent
the state vector as a member of the manifold and perform filtering there, without the need for
mapping to other spaces.
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On the other hand, the relative easiness of implementation of the ESKF has allowed the evalu-
ation of different solutions (NDT hyperparameter tuning, weighted averaging for on-manifold
uncertain rigid motions, multiple characterizations of the NDT measurement covariance). Fi-
nally, it is possible to conclude that the objectives set at the beginning of this dissertation were
met. However, there is a caveat: it was not possible to test the online performance of the algo-
rithm due to limited access to the robotic platform, which is briefly discussed in the following
section.
Limitations
Due to the sanitary alarm caused by a worldwide spread pandemic, the majority of the time
period allocated to the development of the Master’s Thesis has been relegated to teleworking.
This has negatively impacted the capacity of the author to interact with the robotic platform
presented in section 5.1.1. As a result, the quantity of data captured for experiments has been
limited.
This situation has also made online testing of the state estimation implementation impossible.
While offline experiments usingRosbag fileswith recorded data suggest that real-time operation
is feasible, no further proof has been gathered. Admittedly, this could involve code refactoring
for performance optimization, as running the software on real hardware in real time is a chal-
lenge in itself.
Future work
Several routes for future work can be derived from the conclusions drawn on this project. First
of all: in order to deal with the lack of long term consistency of the filtering algorithm, the
development of a loop closure technique could be of interest. Enabling the autonomous mo-
bile platform to localize itself with respect to a map of the environment, potentially profiting
from the Normal Distributions Transform continuous probabilistic treatment, would mitigate
the drifting effect caused by erroneous attitude estimates.
Another possible fix for that problem could be to develop the filtering algorithm directly on the
manifold. This would grant higher stability to the orientation error predictions and updates,
making the error dynamics invariant (hence the name of invariant filters) to the trajectory.
In order to further validate the results obtained through the offline calibration procedure, run-
ning the software onmore instances of data could be of interest. A deeper analysis on the factor
graph structure could help in selecting the most adequate solver for this kind of large, sparse
problem, thus improving its convergence and reducing its required processing time.
On the long run, thework developed in this dissertation lends itself to the consideration of other
multi-sensor configurations. One of special interest could be the incorporation of a camera to
the LiDAR-IMU pair, resulting in LiDAR-visual-inertial fusion. There is remarkable potential in
this set-up, and much room for investigation on how to formulate a three-way calibration and
exploit the information that these sensors are able to gather.
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