To apply model-based design to embedded systems that interface with the physical world, including simulation and verification, current tools fall short. They must provide mathematical (model) definitions that stay close to the specification of the system. They must allow multiple domains, such as the continuous-time, discretetime and dataflow domain, in a single model including well-defined interaction. They must support model transformations for refining a model during development. And most importantly, they must accurately include and simulate different notions of time in the model. UniTi is a model-based design flow and modelling and simulation environment that delivers on all these aspects. It is based on components that are signal transformations, and therefore mathematical functions. However, in each domain the representation of a signal differs. As components have the same structure in each domain, we can use unified composition operators to represent multiple domains in a single model. Furthermore, this composition provides a unified perspective on time in the domains, even though we differentiate between different notions of time. Time becomes a local property of the model, allowing us to represent and simulate time transformations such as time delays exactly without losing efficiency. Finally, model transformations are defined for such components, which are used for refining and developing the model and which are guided by the design steps in the design flow. We will formally define the domains, composition operators and transformations of UniTi and verify the approach with a case study on a phased array beamforming system.
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Introduction
For the design of future embedded systems it is essential that their interaction with the (physical) environment is an integral part of the design process. The environment captures the physical aspects required for correct operation of the computational aspects of the system. Such systems are also called cyber-physical systems.
A model-based design process is employed to effectively manage the complexity of designing and simulating these systems. However, as a consequence the model consists of multiple domains: the environment and analogue hardware are modelled in the continuous-time (CT) domain, and the discrete-time (DT) domain is used to model fixed digital hardware. Many embedded systems also contain programmable hardware in the form of (multiple) processors on a system-on-chip (SoC) connected by a networkon-chip (NoC). It is impractical to model the software running on such programmable hardware as a clock cycle accurate (fixed) digital hardware specification in the DT domain, as this contains too much detail and requires too much implementation effort for the first stages of the design process as well as causing simulation to become very slow. Therefore we use the dataflow (DF) domain to provide a higher level abstraction of the software running on the programmable hardware. The DF domain is very useful to represent parallel programs on multi-core architectures [21] ; the DF model enforces explicit communication thereby providing the relevant dependencies for parallelisation, automatically takes care of synchronisation, and is analysable for deadlock, throughput and latency. However, there are only a few tools supporting the DF domain in mixed-domain models [1] . Moreover, in most tools the interaction between domains is not well-defined [3] .
Model-based design provides a promise to allow iterative development by refining a single model from specification to implementation. At each refinement step, detail is added which is continuously simulated, verified and validated. Such refinement steps are ideally model transformations, which should be correctness-preserving. Unfortunately, in practice the model is typically manually developed and transformed by a designer and the only model transformation applied is for code generation. But code generation transforms part of the model to another language (e.g. VHDL or C), thereby losing the benefits of a single model. Model transformations within a language, for example for parallelizing an application for multi-core architectures, have very limited support in current state-of-the-art multi-domain modelling and simulation tools [3, 7, 30] .
Of paramount importance in mixed CT and DT systems is a unified view of time across the domains. However, in digital hardware and software time is essentially abstracted away and it is therefore not straightforward to integrate the digital hardware and software domains with the CT domain [11] . More importantly, we have found no tool that distinguishes different notions of time. Different notions of time are necessary to provide an exact implementation of time transformations, such as a time delay, while retaining efficiency [21, 23, 24] . Current tools extract a set of equations from the model and use a solver on these equations at a global time step for simulation. Therefore, these tools use a discrete global time step and the buffering of values at these steps to implement a time delay, making the simulation either inaccurate because of interpolation or inefficient because of using a very small time step.
UniTi is a design flow and modelling environment to solve the above problems. UniTi supports models in the CT, DT and DF domains and defines the interaction between domains. This includes a unified perspective on time and the distinction between different notions of time. A new execution model is defined for the DF domain that is based on the same semantics of components and signals as used in the CT and DT domains. UniTi is mathematical in nature because the specification of an embedded system is usually given in (or at least supported by) a mathematical form. Additionally, it allows for correctness preserving transformations and offers a unified abstraction mechanism to integrate the CT, DT, and DF domains. Finally, the problem with time transformations is solved in UniTi by using a local time and applying higher order functions or signal transformations that operate on functions of time. This gives us exact time delays and local solvers among others.
These claims are substantiated with a case study of a phased array with beamforming running on a multi-core architecture. This system is a good case study for UniTi as it involves multiple domains and is sufficiently complex to benefit from a model-based design approach, although we will use a simplified system for practical reasons. Beamforming systems are particularly problematic for mixed-domain simulation as many small continuous time delays are used to model the signals from the array.
The UniTi design flow and framework presented in [22] is extended in the present paper with the formalisms of the execution model for the DF domain, a detailed treatment of unified time, efficient simulation based on continuations, and a more detailed case study. The contributions of UniTi and this paper are to:
• identify and formally distinguish the domains (Sect. 3), • provide unified composition of multi-domain components (Sect. 4),
• support different notions of time and unification over the domains enabling exact and efficient time transformations and local solvers (Sect. 5), • provide efficient simulation using composition and continuations (Sect. 6), • present a design flow based on model tranformations with UniTi (Sect. 7), • illustrate UniTi with a case study (Sect. 8).
Related Work
An extensive survey of languages and tools for multi-domain systems can be found in [1] . Some of the better known tools are MATLAB/Simulink for CT and DT modelling and finite state models, Ptolemy (II) [3] which supports many domains, being a testbed for multi-domain modelling with a strong basis on DF, SystemC-AMS [30] as an extension of SystemC for system-level mixed signal modelling, and Modelica [7] which is a modelling language oriented towards bi-directional energy flow diagrams.
Mathematical Definitions
The model-based design approach typically uses a formal specification, which provides a mathematical description of the functionality of the system. The specification thus provides a convenient initial model, against which model transformations can be verified. As such, it is very useful to represent models using mathematical definitions.
Mathematical specification are not typical in modelling tools, contrary to intuition. For example, MATLAB, SystemC and Ptolemy II all use imperative languages, and Modelica uses an object-oriented declarative modelling language. UniTi includes a multi-domain modelling and simulation framework in a functional language. A functional language, being based on mathematical functions, is close to mathematics providing a nice fit to represent UniTi in. A key feature exploited is the use of higher-order functions, used for model interactions and model transformations.
ForSyDe [25, 26] is also a system modelling and design refinement approach for embedded systems in a functional language. The first version of ForSyDe supports synchronous/reactive (SR) and discrete event (DE) models [25] . Inclusion of other domains such as the CT and DT domain is ongoing work.
The field of functional reactive programming (FRP) [4, 9] uses higher-order functions, a standard feature of functional languages, to model the CT and time-ordered discrete events for the SR domain. FRP has made excellent progress in being applied to different domains (for example animation [4] , user interfaces [2] or robotics [19] ) and providing formal semantics. The original work [4] focused on interactive animation with switching behaviours (animation) and events (interaction). In later work explicit behaviours and events are combined and only signal transformations are used [9, 31] in order to avoid space and time leaks (i.e. a backlog of remaining old data in the memory or large remaining computations that have not yet been evaluated). In [28] higher-order transformations are introduced as strategies. Strategies complement an algorithm with a parallelisation approach. Our framework applies the best aspects from these approaches to multi-domain model-based design.
Multi-domain Support
There are many tools supporting the CT and DT domains, with Simulink the de facto standard. They often implement DT signals as piece-wise CT signals [1] . However, there are few tools that support CT, DT and DF; we only know of Ptolemy and to some extent SystemC-AMS (which uses timed dataflow). We have found no formalisation or implementation of dataflow that matches the semantics of signals and components as used in CT and DT signal flow diagrams.
Together with UniTi and ForSyDe, Ptolemy and SystemC are also the only tools that do not use fixed domains [3] , i.e. in these tools the supported domains can be extended with additional domains by specifying their interaction with the existing domains. Ptolemy uses an actor model and tagged signals for integration; signals are a collection of events and an event is a pair of a time and value [14] . Other tools also use time-value pairs. UniTi uses functions of time as signals, allowing exact time transformations and different notions of time (see below).
Model Transformation Support
The Object Management Group (OMG) provides a specification of the kind of models and diagrams used for model-based design as part of the SysML profile of UML [17] , and the abstraction levels as part of the model-driven-architecture (MDA) specification. How model transformations are performed is still actively researched. Current support for model transformations is typically limited to code-generation [8, 18] .
Simulink and SystemC-AMS have no support for modelling transformations, except code generation to C or an HDL. Ptolemy only recently added initial support for model transformations using higher-order components [6] , a similar but less flexible approach than used by UniTi (Sect. 7). Projects researching automated system level modelling with model transformations are Sesame [5] and Daedalus [16] . However, their focus is on automatically parallelising applications, not system modelling.
Exact Continuous Time Domain Support
All the researched tools and languages [1, 7, 30, 33] use ordinary differential equation (ODE) solvers for simulating the CT domain; an equation system is set up and a global time step is applied for numerical approximation, thereby implementing CT signals as a sequence of values. Time transformations such as a time delay therefore buffer values and interpolate between available values introducing inaccuracies caused by the modelling tool [21, 23, 24] .
Tools represent signals as either a value at a global time step or a time-value pair. Ptolemy has a notion of "super-dense time"; time is a real number with an index for ordering events that have the same time such as with discontinuities in a signal. Ptolemy and SystemC-AMS also offer some support for influencing the step size. For example, a block in a Ptolemy model can reject a step size of the ODE solver until all blocks agree. SystemC-AMS supports module and port time step propagation as a consistency check. Modelica is only a modelling language definition; the simulation engine is unspecified. There are several implementations of the language such as Dymola or MapleSim, yet to the best of our knowledge all tools use a global time step. Thus, all of the above tools do not offer possibilities to adequately support time.
FRP does use functions of time, but does not identify and use different notions of time; time is considered to be global and time is progressed globally by the FRP framework, depending on e.g. the processing load [4] .
Besides a global time step, most tools also use a global solver, i.e. all equations are solved using the same time step. This is not very efficient as not all parts of the model require the same accuracy. Because of the use of a local time, UniTi uses and requires local solvers.
Formalisation of the Domains
In this section we propose a novel way to define and simulate models using the CT, DT and DF domains. In the CT domain we consider signals as functions of time such that the values of a signal can be exactly determined at every instant during the simulation.
In the DT domain we consider signals as values, which are considered piecewise horizontal in the CT domain. Thus, our simulation technique coincides with the standard mathematical modelling of such systems. In addition, the DF domain is presented in a way that is consistent with the representation of signals and components in the CT and DT domain.
There are several execution models for the DF domain (e.g. concurrent processes, compilation of dataflow graphs, tagged token model) [13] . The most common is to implement dataflow processes as concurrent processes with static scheduling and implement the firing rules as a sequence of "read", "execute" and "write" phases [12, 13, 15, 20, 32] . However, these execution models do not match with the signals and components representation of dataflow, as they all use buffers or queues representing channels, i.e. the channel contents, while signals represent instantaneous changes, i.e. channel updates. We will present a new execution model for dataflow, following from representing dataflow models as DF signals and components.
In order to deal with signals as functions of time, our approach uses higher order functions to express transformations of signal functions. Hence, we choose for a functional programming language (Haskell) to simulate a mixed-signal system.
Continuous Time
Consider the following system consisting of a sine source, a time delay and a scope: In the CT domain the physical environment of the system or the analogue hardware is represented. In this domain, time is represented by the real numbers, and a signal is represented by a function over all time. Thus, if f is a signal, then f (t) is the value of that signal at time t. This leads to the following type definitions:
where (4) The first component in Fig. 1 is a sine source and as such does not really "transform" a signal. That is, it transforms a vacuous input:
where a is the amplitude, ω the frequency and t is time. The notation t → ..t.. denotes the function which maps t to a (time-dependent) value. The next component in Fig. 1 is a time delay. The delay can have any value and can even be variable. Existing modelling tools have problems with a time delay because the time of CT signals is discretised for simulation. Mathematically, however, a time delay component is simply defined as (with δ = t):
where f is a signal, i.e. a function of time, and delay adjusts the time of f with δ. Thus, to find the function value on time t after a 0.1 time delay, one has to know the function value at time t − 0.1. As the input signal of delay is a function of time, the time is delayed before f is applied to it. Thus we can locally control or change the time reference of a signal. Note that delay δ indeed is of type Component CT . The final component in Fig. 1 is a scope sink. The scope plots the signal, hence, as a transformation it may be rather meaningless. That is, the input signal is transformed to a vacuous output, with a plot of the signal as a side-effect:
Now suppose a 4Hz sine with amplitude 3 and a 0.1 time delay. The input signal of the sink, that is plotted, is then:
The time delay is accurately included in the final function, independent from the time used for simulation. In Simulink and other existing tools it is exactly at this point that inaccuracies are introduced.
Discrete Time
We extend the system with an analogue-to-digital converter (ADC) and a signal bias in the DT domain: In the DT domain the digital hardware [such as a finite impulse response (FIR) filter] of a system is represented, in which signals constitute the value of the signal at discrete moments in time. When an ADC is used to sample a CT signal, these values are also called samples.
This leads to the following type definitions: (10) It is important to note that from the perspective of a component a signal now is a single value (numerical; here we assume R), i.e. it is a value at a certain time t as in the CT domain but we have no control over t. Note also that the type of components (intentionally) has the same structure as in the CT domain.
A component produces output values dependent on the current input sample and possibly on previous inputs. In order to express the influence of the history of the processing, a component has an internal state which keeps track of the relevant history. Looking at a component as a signal transforming (mathematical) function this means that the state has to be modelled as an additional argument to (and result of) that function. However, it is possible to hide the state, here only explained briefly, by directly feeding back the output state leaving only the input signal to be applied to the function. We will discuss this in more detail in Sect. 6.2. Hence, a component can still be seen as a signal transforming function.
Returning to Fig. 2 , the ADC component transforms the signal f into a discretised signal with time interval d. This is achieved by flooring the time of the CT input to the latest sample time:
Applying the resulting function to a (local) time t gives the latest value that was sampled before t. The output of the adc (which is still a CT function) is then a piecewise horizontal-function. This is implemented efficiently by re-using the results from the latest sample in between sample times. The next component in Fig. 2 is a DT component and adds a constant n to a signal x (as in a bias, or a level shifter):
Note that x is a numerical value, in contrast to f (from e.g. the adc d or delay δ specification in the CT domain) which is a function of time.
For a mixed domain model, components from both the CT and the DT domain have to be connected. These components use different types of signals. The output of the ADC gives the latest sample for time t and is a function of time. The add n component must therefore be changed so it accepts functions of time as input, in order to connect them: 
Note that the time delay and sample time are accurately included in the final function. Thus, the final function combines CT components and DT components in a single expression.
Dataflow
In the DF domain the software of the system is represented. The DF domain provides a model for stream processing with explicit communication.
In this section we will represent dataflow models as a DF component with input signals and output signals, i.e. the DF domain is represented in the same formalism as the CT and DT domain. This enables the integration of DF models with CT and DT models. Therefore, the environment, the hardware and the software of a system can be represented and simulated in a single unified model.
Processes and Channels
A dataflow model or dataflow process network is a cluster of several independent processes that perform computations, and communication between these processes is made explicit via channels. A channel is an unbounded first-in first-out (FIFO) token container, where tokens are atomic data elements. Processes consume and produce tokens by reading from and writing to channels. The amount of tokens consumed and produced, the rates, can be variable.
Components and Signals
Above, in the CT and DT domain, a component transforms signals, and signals connect components. When applying that approach to the DF domain, a component thus corresponds to a node in a dataflow graph, and a signal is the data that a component sends (and which consists of a sequence of tokens). This data is then received by another component which stores the tokens in its internal state. As soon as it has enough tokens it will execute, immediately followed by sending the produced tokens.
The above leads to the following type definitions, in which T oken is an abstract type to be defined for each application separately (the notation [T oken] denotes a list of T okens):
Com ponent DF = Sig n DF → Sig m DF (16) Here too, the structure of a component is the same as before. Note that the list of tokens does not represent all tokens in a channel, but only the currently communicated tokens, similar to the current value in the DT domain. Therefore, the definition is different from the standard implementation of dataflow in which channels store current and previous (unconsumed) tokens and connect processes, while we use signals for connections (current tokens) and store (input) tokens in a component with the process. It might seem to the reader that it is easier to represent processes as components and channels as signals. However, this representation does not match well with the semantics of components and signals in the CT and DT domains. The reason is that signals do not have state (memory and state is represented using feedback as will be explained in Sect. 4), but channels are token containers and as such do have state. Using signals with state is not a satisfactory option, because as explained in Sect. 3.2 using a mathematical function requires state to be an explicit input and output, i.e. reading a token from a channel involves returning the token and the new state of the channel. Thus, a component reading from channels must also return the new state of all these channels as output. Furthermore, the process writing to this channel needs this updated state of the channel in order to output a once again updated channel state including produced tokens. Clearly, this representation of signals is more complex than just connecting two components.
A better representation of the DF domain is to include the input channel(s) as state of the component. Signals then represent updates, in the form of tokens, to the channels (as channels are unbounded, new tokens can always be added to the channel). Components also implement firing rules, which are directly verified against the number of tokens available in the input channels. This matches well as firing conditions only change with channel updates. Furthermore, the component contains the current production and consumption rates and execution phase as state, needed for determining the firing rules.
Note that according to this definition of DF components, a component transforms a signal each time it receives an update, also in case it has not collected enough tokens to fire (or in case a process has an execution time that has not yet elapsed). To model that, it is possible that a component sends an empty signal containing zero tokens, i.e. a component, applied to an input signal, that does not fire results in an empty output signal. Although an empty signal does not indicate a change to the input channels, it does indicate an execution step so that components update the progressed time represented as execution steps. The other way around, i.e. a signal contains more tokens than a component needs in order to fire, is modelled by allowing a component to execute more than once (if possible), as standard in dataflow models, and to combine the produced tokens (in order) in a single result.
Definitions
Similar to the CT and DT domain, the user specifies the functionality of the component and the connections between them. UniTi takes care of managing channel contents, firing rules and execution.
Consider a DF component that consumes three tokens with a fixed rate, where the tokens are numbers, and calculates their average. The functionality of the process is denoted as:
where the input signal of mean 3 is a list of three tokens [x, y, z], and the output signal is a list containing the averaged result as a single token. Clearly, this process can only execute when there are three values available and produces one value. It is thus a process with a token rate of 3 for the input and 1 for the output. Assume an execution time of the process of 1 execution step. Finally, a DF model typically has initial tokens in the channels. Suppose, initially there are two tokens (2 and 4) in the input channel.
The average component as a whole, i.e. its functionality together with its initial state, is now formulated as:
Herein, S is the initial state with the token rates and execution time as the first elements of the tuple, the currently processed tokens as the second element of the tuple (i.e. those in execution), and the input channel contents as the third element of the tuple. The operator and the ⇑ operator are implemented by the UniTi framework. The above is all that a designer needs to define when using the DF domain. The operator is required to add the management of channel contents and firing rules to mean 3 , so as to embed the functionality defined in mean 3 in a DF component average. The ⇑ operator is required to provide the initial state of the component. These operators are discussed in more detail in the next section.
Definitions Provided by UniTi
The complete structure of a DF component is illustrated in Fig. 3 . A general component definition is then as follows:
The functionality of a dataflow process is denoted by P. The operator extends the functionality of P with firing rules and execution. The operator takes care that when the component is applied to a signal i, it will:
• add the tokens from i to its internal state, • then apply the function P as many times as possible (possibly zero times), each time removing input tokens from the state, • and finally packing the results in an output signal o.
When a process fires, tokens are consumed from the input channels. However, the output is typically not produced instantaneously, i.e. the execution time of a process is also taken into account. The functionality of a DF process P of type P is a function from inputs to outputs:
Note that the input and output of P are of the same type as the inputs and outputs of the DF component:
However, for the component the signals are channel updates, while for the process P they are the r i input tokens and r o output tokens of the process. The (unary) operator converts P to a function on input signals and state. So the type of is:
Herein, the resulting function has a current state (S of type S ) and input channel updates (i of type Sig n DF ) as inputs, and returns the output channel updates (o) and the updated state (S ) as outputs.
After applying the above function to an initial state and an input i, it returns output o and the next state S . The function is then already applied to next state S using so-called partial application while the next input will follow later. The result is then an output o and a new function to use for the next input i. By repeating this each time, the state is not visible from the outside but hidden in the next function to use. This is performed by the (binary and infix) ⇑ operator:
Thus, the ⇑ operator applied to the result from the operator applied to P, and the initial state S result in a DF component Component DF . Implementation details can be found in [21] . In our implementation the firing rules, i.e. the token rates required for execution, of the dataflow process are generalised to support the different dataflow classes from single-rate dataflow (SRDF) to dynamic dataflow (DDF). The remainder of the implementation is firing rule agnostic.
Representation in Haskell
The mathematical formulations of the CT, DT and DF domain can be straightforwardly represented in a functional language. In particular the support for higher-order functions to express signal transformations, and partial application (a function is already applied to part of the arguments, while the rest follows later), that functional languages offer, are essential. Furthermore, side-effects are not allowed in any of the domains, so we choose for the pure (side-effect-free) functional language Haskell. Haskell also provides a type class feature to conveniently overload algebraic and composition operators, so that the same operators can be used in all domains. That means that the type of the signal determines the specific operator implementation that is used.
We will first present the representation of the delay component as presented for the CT domain, and the adc and add components as presented for the DT domain. The delay, adc and add components are straightforward reformulations of Eqs. (6), (11) and (12) as can be readily checked (\t -> corresponds to t → and the standard function floor returns the greatest integer not greater than x):
Note that these functions have two arguments, one of which was given in the form of a subscript in the mathematical formulation. In the Haskell formulation the first is given when used as a component, while the second (f and x) represent the input signals which follow when a component is composed with another component. Note also that a space in Haskell represents application of a function to an argument and has the highest precedence, i.e. f (1) is denoted as f 1. For implementing the DF domain, the df operator is the Haskell formulation of the operator andˆˆˆis the formulation of the ⇑ operator. The DF component average [Eq. (18) ] is then implemented as:
Unified Composition
The standard mathematical interpretation of a signal flow diagram is that the arrows express signals and the components denote signal transformations. Furthermore, the diagram as a whole then is a composition of these transformations.
For each of the domains we have seen different kinds of signals: • Signals in the CT domain are functions of time, i.e. they represent the value of the signal over all time.
• Signals in the DT domain are values at discrete moments, also called samples.
• Signals in the DF domain are lists of tokens.
An important observation is that processes of a dataflow model also transform data. Therefore, components in the DF domain can also be represented as signal transformations. The perspective on the data, the representation of the signal, that is transformed in each domain is fairly different, as we have seen. Yet, in all domains components are signal transformations. This is intentional, so we can provide generic rules for composition. The generic component structure is defined as:
Note that Sig n can be any combination of signals from the various domains and is implemented as a nested tuple, e.g.
Next, we will define operators for sequential, parallel and feedback composition. With these composition operators we can define arbitrary signal flow diagrams [27] .
Sequential
Sequential composition (illustrated in Fig. 4a ) is defined as:
where ϕ and ψ are transformations, i.e. components, and is the operation to compose transformations sequentially. That is, ϕ ψ is the transformation that takes a signal function f as an argument and determines its result by first applying ϕ to f and then ψ to the resulting signal function. Thus, returns a new component with the input signal f of ϕ and the output signal of ψ.
As an example, consider a sine source that is accelerating into the direction of an (stationary) observer which causes a change in the observed frequency; the Doppler effect. The resulting signal increases in frequency with time, which is modelled with time scaling in the CT domain as: The source and sink were defined in Sect. 3 and are repeated here for clarity. The definition for tscale a is:
As before, these definitions can be straightforwardly represented in Haskell, and evaluated for simulation. The simulation result is shown in Fig. 6a and as expected shows a frequency that increases over time.
It is sometimes useful to connect a single output of a component to multiple inputs of other components, thereby duplicating the signal. Since the number of inputs to connect to is known from the context of the sequential operator, we can define a generic definition:
Herein, ϕ is applied to the input signal f , and the resulting output signal g is used for as many input signals of ψ as needed.
Parallel
Likewise, parallel composition (Fig. 4b ) is defined as:
i.e. multiple inputs are represented as tuples and the composition connects ϕ to the first and ψ to the second. Note that for CT components each input and output in a (parallel) composition is an independent function of time, and can thus have a different time reference (also see Sect. 5). Only when two signals are combined, for example with an addition, are the time references of the input signals (locally) made the same.
As an example, consider the following system:
The system consists of two sources with different delays which are added, corresponding to a simple beamformer (see Sect. 8). This system is denoted as:
The simulation results are shown in Fig. 6b . An alternative definition is:
By using a where clause, we introduced hierarchy, i.e. in the definition of system we define two blocks to be in parallel (ϕ 1 and ϕ 2 ) and in the where-clause we define what these blocks are. So structural hierarchy is easily achieved by naming subsystems. This is possible because a composition of components is itself a component. It is sometimes useful to connect a duplicate of a single component to each of the input signals in parallel. Since the number of inputs known from the context of the parallel operator, we can define a generic definition:
Herein, * creates as many duplicates of of ϕ (in parallel) as needed.
Feedback
In many systems there is a feedback loop in the system. The component ϕ in Fig. 4c shows two inputs f and h and two outputs g and h. The signal h forms the feedback loop, i.e. the second output of ϕ is also used as input. From the outside, the resulting component only has an input signal f and an output signal g. However, g is determined by applying ϕ to f and h, where h is also determined by applying ϕ on f and h resulting in a recursive dependence. Thus, at some point ϕ must be able to determine h at the output using only f . Feedback composition (Fig. 4c) is then defined as:
Herein connects the second output of ϕ to its second input, thereby returning a component with input f and output g.
As an example we take an RC low-pass filter: Applying Kirchhoff's current law we get:
which we can rewrite to:
and which corresponds to the following block diagram: This block diagram corresponds to a component with V in as input signal and V out as output signal. Furthermore, it has three sub-components (−, and · 1 RC ) which are sequentially connected and of which the result is fed back to the input. Hence, it is defined in UniTi as (with id the identity function):
Integration
So far, we have discussed how to define components in the various domains and how to compose components within each domain. Now we will discuss how to compose mixed CT, DT and DF components for a multi-domain simulation. This is achieved by embedding a DF component in a DT component and a DT component in a CT component such that for simulation purposes the CT domain is the unifying domain.
DT ⇒ CT
To embed a DT component into a CT component it must accept a function of time instead of a single value (see Sect. 3), i.e. we have to "lift" the DT component to a CT component. In Sect. 3.2 we introduced the notation add n for the "lifted" version of add n . Here we will generalise that notation into a lifting operator . For unary functions (say g) the operator is defined as follows:
whereas for binary operations (say h) it is defined as follows:
Clearly, this can be generalised immediately for n-ary functions. So, when a designer has a DT component C in his design, he can simply replace it by C to get a CT component. This lifting is automatically performed by the sequential composition operator if the component on one side is in the CT domain and on the other side in the DT domain (see [21] for details).
As an example, let us revisit 
The simulation results are shown in Fig. 10a , showing a delayed, sampled and biased sine wave as corresponding to the definition of the mixed-domain model.
DF ⇒ DT
DF signals are a list of tokens, while DT signals are values. Thus, to embed a DF component in a DT component, it must accept single values (samples) instead of a list of tokens. This presents a problem, because in DF models data is abstracted away into tokens, i.e. tokens are arbitrary data, while samples are values. We could also abstract from data in the CT and DT domains; CT signals would then be functions of time to tokens, but these have no sensible physical representation. So instead we limit embedded DF models to values as tokens at the boundaries. This is achieved by writing the value from the DT domain as a token into the input channel of the DF component at the sample time. So a value from a DT signal is converted to a DF signal consisting of a singleton list with that value as token, i.e. from the perspective of the dataflow model, the DT domain produces single tokens at a fixed rate. Vice-versa, a single token output DF signal is converted to a DT value (possibly with a delayed sample time because of the execution time). Note that practically this is not a very serious limitation as we can easily include an additional dataflow process that converts the single input tokens from the source into more complex tokens, or a dataflow process that convert more complex tokens into single tokens for a sink. Note also that dataflow models typically represent signal processing applications where the sources and sinks already correspond to ADC-or digital-to-analogue converter (DAC)-like components. Fig. 10b . The average component averages three samples, as defined in Sect. 3.3, and therefore only outputs a token every three input tokens or samples from the DT domain. In between no output is provided. The dac components holds the latest output (sample), and the plot function of the sink connects those point with lines, as shown.
Unified Model

Unified Time
Of major importance is the interaction of time in multi-domain models; components need a uniform view of time to be able to correctly interact. Indeed, how to integrate time is an acknowledged problem [10, 11, 33 ]. Yet, this integration does not require a global notion of time. UniTi provides a novel unified perspective on time for multidomain models, in which different notions of time are differentiated. Moreover, time is local, allowing exact time transformations, integration of time over domains, and local solvers which use different precision and complexity.
Notions of Time
In the multi-domain models of Sect. 4 we identify different notions of (modelled) time:
• the instants when the designer wants to know the behaviour of the system, the simulation time, • the instants when continuous information from the environment is sampled by, say, an ADC, the sample time, • the time steps that are necessary to numerically approximate functions (e.g. an integral), the approximation time, • the time that has elapsed during processing, the execution time, • the time locally, possibly transformed by e.g. a time delay, the local time.
The last notion of time is necessary to represent relativity: different distances from a source lead to different local time references relative to the source. From the perspectives of components at different distances, the source is at a different time, yet the source is defined for a single time reference. Therefore, each component at a certain distance must have its own local time reference to the source, i.e. time is a local property and time is relative. This occurs for example for a front-end with multiple signal paths, which might have slightly different path lengths, thereby modelling non-ideal common mode noise rejection.
Time Transformations
Existing tools perform a simulation by extracting a set of equations from the model. Then the set of equations is (in the general case) solved numerically, i.e. solvers numerically approximate the differentials. Such solvers operate iteratively with a fixed or variable step size. Each step the equations are evaluated and the results updated according to the algorithm. This iteration step is a time step, i.e. iteration is performed over time. Time is thus a global property of the model as it is applied to the complete equation set, which represents the complete model. Furthermore, the same solver is used for all components in the model for the same reason.
A time transformation such as a time delay or time scaling receives input values at the current time step, but must output values from another time step. Therefore, such a time transformation component buffers time-value pairs. Note that this also restricts time transformations to only depend an earlier time. Furthermore, as the time transformation can be variable and in general unpredictable, it can not be guaranteed that the exact time-value pair that is needed is buffered. As such the output value is interpolated from known time-value pairs. This interpolation introduces inaccuracies in the resulting value. Of course, these inaccuracies can be reduced by reducing the step size, however this makes the simulation less efficient.
In UniTi the CT signals are functions of time and components such as the time delay presented in Sect. 3.1 are signal transformations. Therefore, the time delay is accurately included in the final function, independent from the time used for simulation. In other words, the equation to use for simulation is build by the composition operators.
Multi-rate systems contain DT domain samples that are generated by ADCs operating at different rates. Such systems are typically problematic for simulation because the data must be aligned with a global clock tick. Thus if we consider the samples of the ADC over time as a list, then in multi-rate systems the positions in the lists correspond with different times, which are difficult to merge. As we have separated these notions of time, this is not a problem in UniTi.
Consider, for example, a multi-rate mixed-signal model with an ADC with rate 0.3 and an ADC with rate 0.35. This system is defined as follows:
A simulation at time 2, means that the ADCs should output the latest samples, which are the samples from time 1.8 and 1.75 respectively. Thus at the ADC we floor the simulation time to the last sample time and use that to evaluate its CT input signal.
Time Integration
The different domains in particular have a different view of time. Integration of the domains is therefore all about integrating the meaning of time in each domain. We have already shown how DF components are embedded in DT components and DT components in CT components for multi-domain simulations. Here we will discuss the consequences for time in each domain in more detail.
CT
The signal representations for each domain are a conscious choice. For a CT component, the input signal represents a function over all time. From the perspective of a CT component the input signal as a whole over all time is transformed, there is no discretisation of time needed for implementation purposes. Therefore, its time reference can be changed, the signal can be delayed or time can be scaled (e.g. speed-up).
DT
Yet, from the perspective of the DT component, the input value x is just a value at a discrete moment in time. This representation is deliberate as a DT component should not have control over time, as the digital hardware it represents does not either; it depends on the current sample and possibly on previous samples and nothing in between; features such as a combinatorial delay is a property of the component, not of the component functionality. From the perspective of the DT component, the input signal is just a value, but a value that changes over time. The DT component can not and should not be able to influence the time at which a value changes. A common option is to have a DT component operate on a list of values over all time, but this is not desirable because it would give the DT component access to all future and past values. Only having access to the current value forces a DT component to make its state explicit, i.e. state is an explicit input and output of the component. As such there is only a notion of the next value. Thus, the state and output of an operation change with a new input value, irrelevant at which time this is. From the perspective of the component, time is abstracted away to discrete instants. As a result, there is no time in the DT component definitions. When such a DT component is lifted to a CT component, it still has no access to time t as the lifting is performed on the original definition. In other words, the lifted version performs the DT functionality on the value of the CT input signal at some time t which corresponds to the sample time for that component. DT signal transformations are not applied for all time, but only at the sample times. The boundary between the CT and DT domain is the ADC, which samples the CT domain to provide that value to the DT domain. Thus from a CT perspective, the ADC floors the time to the latest sample time and holds that value until the next sample time. So the composition of a CT component with a DT component is a CT component, but one that only evaluates and returns the result at the latest sample time for any time in between.
For a simulation, we are interested in the behaviour of the system, i.e. the results of the model over time. Therefore, simulation is a CT process, i.e. we evaluate the model over time. As such, it makes sense to embed a DT model in a CT model for simulation. This is still efficient, because time is floored to the latest sample time (as with the ADC) and the sample value is re-used for every evaluation using state.
DF
The DF domain is untimed and only models the ordering of tokens. In the DT domain samples are linked to a sample time. So from the perspective of time, which is of primary importance in a simulation model, a DT model contains more information than a DF model and it makes sense to embed a DF model in a DT model. Because the DT values are linked to a sample time, the DF process now is extended with time. The production time of a token from a source process is the sample time of its DT value. After the execution time of the processes in the DF part of the model, the production time of a token from a sink process is the sample time of that (token) value in the DT. Therefore, execution time of a DF process also has meaning; the sample times in the DT domain are delayed by the execution time.
Local Solvers
For existing tools, the inputs and outputs of the model components are values at a certain global time step. This means that the time step determined by the solver for numerical approximation of a differential equation is applied to all equations. The global time step causes the whole system to be evaluated, while it is very well possible that most of the system does not need to be evaluated at this fine-granularity, thereby reducing efficiency; for example, the DT domain most likely has a sample period much larger than the approximation step of e.g. an integral in the CT domain, which often has to be very small for sufficient accuracy.
In UniTi time is kept local, i.e. every continuous component may have its own discretisation of time in time steps. Thus, components may be numerically calculated at a fine time scale without causing inefficiencies in those parts of the system which do not need such a fine time scale.
Such time steps are typically needed to approximate operations that change over time, such as integration. We can solve the integral (or a differential) symbolically or numerically. A problem with symbolic integration is that for many functions an analytical solution does not exist. Thus, simulation tools solve the general case with numerical integration. Haskell has good possibilities to define analytical solutions to integral definitions whenever possible, but we will use numerical integration for generality, as in the standard approach in simulation tools.
The component for integration is defined as:
Numerical integration relies on a recurrence relation to approximate the integral. A simple numerical integration method is the Euler method: 1
Here, h is the approximation time step that is used locally. For this definition, t determines the number of steps n to compute from time t 0 using time step h. Furthermore, t n is the time for step n at which to evaluate input signal f . The Euler method can also be represented with a feedback composition operator ( ):
where id is the identity function and * duplicates the input signal, which is delayed. The delayed signal is fed back to one of the inputs of the addition, i.e. one of the arguments is a delayed version of itself, which recurses back until the initial value. Note that for each use of the integral component a different approximation step can be chosen by the designer. The accuracy of the approximation depends on the correspondence between the dynamics of the signal and the step size. As this can differ at different places in the system, it is very useful to be able to define the time resolution per integral (or differential). However, to the best of our knowledge, all simulation tools use a single implicit time step to update the whole system, therefore potentially unnecessarily calculating simulation results for much of the system. We conjecture that current tools use a global simulation time step, because it is difficult to determine the different time steps at each place in the system. However, with our approach, by locally applying the time steps, the time used for evaluation is only propagated back to the input signal, i.e. only the input signal and the components that determine that input signal are evaluated using the local time step. So, signals at the input are evaluated each approximation time step, but how often the result at the output and the following blocks is evaluated is not influenced.
In these implementations, the integral is recalculated from time t 0 to t each simulation step. A more efficient implementation that re-uses previously calculated values needs state. State is discussed in Sect. 6.2.
Simulation
Simulation of a model consists of evaluating the model and visualising results. A major difference between our approach and other mixed-signal modelling tools (see Sect.
2) is the way the model is simulated. Our approach is based on function composition, while other tools are based on value-passing between components.
Evaluation
As models are a composition of functions, simulation is simply a matter of evaluating the composed function or model. Since simulation is evaluation over time, the top level component needs to be a CT component. The output of the top component is a function of time to a vacuous result, of which the time is used as a time step for updating the visualisations, i.e. the model is updated until that time. In addition, the top component has a vacuous input.
The visualisation update or simulation time step can be larger than the time step used locally e.g. for sampling or an integral approximation. In that case, the ADC or integral component are evaluated a few times with their local time step until they have reached the simulation time. For example a plot component uses its local time step to evaluate its input signal. The time thus propagates backwards through the components. Only when necessary, for example for numerical approximation, are the input signals evaluated with smaller time steps, and only at the input of the component. As explained before, the important aspect from this example is that t is unaltered by add, floored by adc and shifted by delay before sin is applied to it.
Memory and State
The use of memory or state has been mentioned several times. DF components have state for remembering the input channel contents. An example of a DT component with state is a FIR filter. A FIR filter uses a history of recent inputs for calculating the current output. An example of a CT component with memory is an integration. Essentially, memory or state is not necessary for correct simulation results. Previous inputs (in case of DT) or an approximation over time (in case of CT) can simply be recalculated every time they are needed. However, simulation would quickly become very inefficient because of these redundant calculations. If we restrict t to be totally ordered, we can re-use previously calculated results. So for reasons of efficiency, previously calculated results are remembered.
The difference in performance between a simulation with state and without state is quite substantial, especially for multiple integrations in sequence. For example, simulating the RC-filter system from Sect. 4.3 with 150 simulation time steps, and with about 10 integration steps per simulation time step, takes 2.833 s without state and 0.119 s with state on a 2 GHz Core 2 Duo system (a 24× speed-up). For two integrations in sequence, simulations without state almost become unmanageable taking 1863.201 s (∼30 min) against 0.718 s with state (a 2,600× speedup).
The functionality of a component with state is defined with a function that has an extra input and an extra output for the state. When composing such functions, the state output of a component must be separated from the normal output, because the state must be fed back to the component itself while the other outputs are connected to other components. Clearly, there is a lot of additional effort managing the state that is not related to designing the system. More problematic, however, is that the composed component has a state containing all the state of its sub-components, i.e. state hierarchically moves up all the way to the top level component and for the top level component, the state of all sub-components is combined in a single state. This state has to be packed in and out, at each level, and each time a function with state is used. Therefore, state is globally managed, while it is a local property of a component. What we would like is to provide an initial state to the component and keep it local,
i.e the state should not be visible when composing components. This can be achieved by making use of continuations to hide the state, as discussed next.
Continuations
There are several options for implementing state hiding. We choose to use continuations, because it matches well with our representation for components and composition. A continuation represents a function, or in our case a component, that is to be used for the next input, i.e. it represents a function to continue the computation for the next input. Using continuations, the composition operators can hide all the details for supporting state from the user.
To apply this, a component is a function from an input to an output and a new version of itself with updated state, the continuation:
As discussed above, the functionality of a component is defined using a function with an explicit input and output for state:
This function is applied to an initial state s 0 and an input and returns an output and a new state s . Thus, the new state is already available before the next input. If f is partially applied to s , we get a new function f :
where f is the continuation, i.e. the function to use for the next input. This principle is recursively applied for each new input using the ⇑ operator, which is defined as:
where
When a component is defined the initial state is provided ( f ⇑ s 0 ), after that each input results in an output o and a continuation ( f ⇑ s ), with s the next state. At the outside of f ⇑ s 0 the state is not visible. The ⇑ combinator was already presented for the DF domain in Sect. 3.3.
Of course, now we have to manage the continuations instead of the state. However, in contrast to the state, the continuations do compose. This is performed automatically by the composition operators. Thus, components with state compose just as components without state using these operators. All that remains are definitions for the composition operators:
Herein, for , component ϕ is applied to input f , resulting in an output g and a continuation ϕ . For ψ, it is applied to g resulting in h and a continuation ψ . The result is a component with input f resulting in output h and a continuation: the sequential composition of the continuations of the sub-components.
Multiple components with state can be composed using the composition operators. Components without state need to be represented in the same form as Eq. (53) in order to compose with component with state. This is easily achieved using:
where the continuation is just the same function f again.
Model Transformations
So far, the presented framework allows for a single model with multiple domains when modelling, designing, and simulating systems. Another identified aspect of model-based design is iterative refinement. Typically this is performed manually by the designer, as current tools lack model transformation support (see Sect. 2). Because of the integrated approach presented with UniTi, we can apply model-based design using transformation steps. These model transformations, guided by the designer, automate the refinement of the model. Further, the transformations preserve correctness of the design and are reversible, thereby enabling design space exploration. We identify three important steps in the design process: co-design, partitioning, and mapping and code-generation. Although these steps by themselves are not new, matching them with the presented domains as model transformations is. This is not a trivial connection, since, as we found in Sect. 2, what is typically understood as model transformations is only code-generation. Code generation does not allow design space exploration and true iterative refinement as it is a one-way process.
Partitioning in the case of software is also called parallelisation. Because we use the DF domain to model (concurrent) software, dependencies are explicit. Parallelisation is then straightforward, but becomes highly dependent on the way the algorithm is specified and implemented. We will show dataflow directly provides control parallelism and that it is beneficial to represent algorithms as operations on aggregate data for data parallelism, because we can then define model transformations on the definitions using higher order functions. Being able to apply such model transformations to a single model for multiple domains is a unique advantage of UniTi. For more detail on the kind of transformations that can be performed with such an approach, we refer the reader to [28] . Here we will present only the dot-product as an example.
Next, we will present the design flow and the design steps in more detail.
Design Flow
The design flow, focusing on software refinement for a multi-core tiled architecture, is illustrated in Fig. 11 . The rounded rectangles represent models and the arrows represent transformations. A single multi-domain model includes the environment, the architecture (analogue and digital hardware) and the application (software). The design flow uses a top-down divide-and-conquer approach. The initial (formal) specification of a system is readily implemented and verified in the CT domain. Co-design can be seen as a division over the domains, while partitioning can be seen as a division within a domain. The mapping and code generation step are beyond the scope of this paper.
Co-design
During the co-design process, functionality is divided over the different domains. Codesign emphasises that the different perspectives in the domains are part of the system design and need to be included. We distinguish a number of tasks: UniTi supports a number of features to assist the co-design step of the design flow. The basic algebraic mathematical operators such as + and · are overloaded so the same operator can be used for all domains using the type class feature of Haskell. That means that the type of the signal determines the specific operator implementation that is used and that the semantics of the operator in each domain are the same.
For example, a mixed CT and DT model is transformed from a CT model by only adding an ADC. A domain independent definition of an addition of 1 (bias) followed by a multiplication with 0:12 (gain) is:
where the input signal determines whether functions of time, values, or tokens are added and multiplied. However, without changing the definitions and by only adding an ADC, the addition is in the CT domain while the multiplication is in the DT domain:
Of course, the placement of the ADC and in general the division over the domains is a manual operation by the designer, as the relevant properties for assessing the trade-off, such as cost in terms of money or energy, are not part of the model. That is not to say they could not be; further research into this direction would be interesting.
Partitioning
For the partitioning step we will focus on partitioning the software, i.e. parallelisation.
We identify two kinds of parallelism: data parallelism and control parallelism. In the first kind of parallelism the data is split. Examples are bit-level and data-level parallelism. In the second kind the control, i.e. the operations on the data, is split. Examples are instruction, task and pipeline parallelism.
Control Parallelism
Control parallelism occurs when some operations are independent or functions are executed in sequence. A section can already continue with the next data, while later sections are still operating in parallel on previous data. To keep execution functionally correct, the sections may not influence each other besides the explicit input and outputs, i.e. the function must be side-effect-free with respect to the calculation.
These restrictions are captured by the DF model. Passing arguments to mathematical functions is similar to communicating values between processes. In the DF domain, data in channels must remain ordered, making sure the operations are performed in sequence. Back-pressure (a process is stalled if the tokens are not consumed from the output buffer fast enough by the next process) ensures automatic synchronisation in parallel execution. Thus, the computation (functionality) and communication (the inputs and the outputs) are made explicit to fit to the dataflow model and are wrapped in a DF component.
Data Parallelism
Data parallelism occurs when some operation or function has to be executed on the data in aggregate data structures such as lists, arrays or trees. There are at least two elementary forms of such operations, the first applies an operation to each element of an aggregate data structure separately, the second gathers the elements together into a single outcome (as in "map-reduce"). The dot product below explains this in further detail.
Aggregate Operations
In order to recognise and isolate data and control parallel properties of operations in an application, it is beneficial to formulate the application on a level that is as high as possible. That is to say, to specify operations on the aggregate level rather than on the element level.
As an example, consider the standard definition of the dot product of two vectors (such as used for a FIR filter or beamformer):
In this definition the operations for addition and multiplication occur on the element level, where the individual elements are indicated by the index i. This formulation strongly suggests a for-loop in which for each pair of elements both operations are performed, aggregating the results step by step into a final sum. However, in general it is difficult to parallelise such an implementation, since the operations are entangled with each other at every step of the for-loop, leading to algorithmic structures which are hard to disentangle, especially when side-effects arise. This problematic character is confirmed by the extensive research to automatically parallelise for-loops in existing code [5, 16] . We will choose a different approach by looking at such algorithms from a more abstract perspective: instead of defining the dot-product by using indices and by intertwining the operations + and · together into one computational activity, we will "lift" the operations to the aggregate level, in this case to the vector level. From Eq. (69), it can be seen that we need:
• pairwise multiplication of the elements of the vectors. We use the notation · for this lifted version of multiplication. Note that this usage of the operator is in accordance with earlier usage, since a vector can be seen as a function from indexes to values.
• the reduction of the resulting values to a single value by using +. We use ⊕ to denote this interpretation of addition, i.e. the expression ⊕ x means that the elements of vector x are summed.
We remark that this can be generalised to other operations than multiplication and addition as well. Clearly, the dot product of two vectors a and b can now be defined as follows:
Note that our notation does not involve reference to the individual elements in the vectors, so no indices are needed. What is further important to observe is that the operations · and ⊕ are now visible on aggregate level. In the algorithm for the dot product these operations are separated. Now, it is possible to use such definitions at the aggregate level for partitioning, so that we can formalise it as a model transformation. The · operates on the data independently, so it is easy to parallelise. However the reduction operation ⊕ must be associative to be able to use parallelism. For example, splitting vector a and b in three sub-vectors a 1 , a 2 , a 3 , respectively b 1 , b 2 , b 3 (where a and b are equally long) leads to the following parallelisation of the dot product:
Note that the indices here indicate that we have chosen to partition the dot product in three parts, i.e. they are part of the partitioning, not of the application definition. Further, the calculation of e j and · can be pipelined and has a tree-like computational structure. Thus, data parallelism is provided by defining the operation on aggregate data and control parallelism is provided by separating the + and · operations and by staging the reduction operation in a tree. This last approach is an example of a divide-andconquer strategy [28] . Next, we will present the model transformation to perform this partitioning automatically.
Transformation
In the previous section it has become clear that how the functionality is specified influences how much parallelism can be exploited. It is ongoing research how to transform such structures to the aggregate level automatically, and for now this is a manual process. However, when the algorithm is specified on the aggregate level, we can automatically partition it to execute data-parallel or with a divide-and-conquer strategy. This is done with a higher-order function, that takes the aggregate operation and generates a number of connected dataflow processes, i.e. the step from Eq. (70) to Eq. (71) is automated (assuming the reduction operation is associative). The granularity (the vector is split in three in our example above) is a manually specified parameter.
The amount of computation and communication per process must be matched with the capabilities of the processors and the network.
Distribution As an example we define the higher-order transformation for the implementation of the dot-product of Eq. (71):
To distribute the dot-product the inputs are split every n values. The function split cuts a vector x in a sequence of sub-vectors of length n:
It can be defined recursively as follows:
Herein, split At n splits the vector x into a vector of the first n elements ( a) and a vector of the remaining elements ( b). Furthermore, we normalise the coefficients h (h is the first element of h, and h the remaining part):
which is only allowed if the function we distribute, the dot-product in our case, is distributive over addition. Finally we define a generic distribution transformation for any reduction function f that takes two arguments ( h and x) and is distributive. For a vector x smaller than n we have:
whereas for arbitrary larger vectors x we have 
Here the inputs are split every n values, the coefficients are normalised and the results are recursively distributed again. Only the granularity n and the reduction function f need to be specified. Note that the bold letters indicate vectors of vectors.
Case Study
A phased array antenna receiver system is used as a non-trivial case-study. The case contains mixed-signal aspects and signal processing on a tiled architecture.
Specification
Phased array beamforming systems use multiple antennas in an array to make a directional receiver; the directional sensitivity of the array is shown in the radiation patterns in Fig. 12b . A direction of maximum sensitivity is called a beam because of its shape. Using beam-control processing the shape and direction of the formed beam can be controlled electronically, called beamsteering (BS), or the direction of arrival (DoA) of a received signal can by estimated.
Beamforming is based on interference. A wavefront arrives at different times at the antennas because of the path length difference (see Fig. 12a ). For an antenna distance d and a wavefront angle ϑ, the delay between arrival times is t =
d·sin(ϑ) c
(c is the propagation speed of the radio waves). Depending on the frequency of the wave, this time delay results in a phase shift ( ψ = ω · t) giving rise to the term "phased array". After reception at the antenna elements, the radio frequency (RF) front-end performs down-conversion, followed by antenna processing (AP) for calibration and equalisation purposes. A beamformer adds the signals from the antennas together. They add up constructively if they are in phase. By correcting the delay for a certain angle we can steer the direction of maximum sensitivity.
The specification is defined as follows. As described in Sect. 3.1 we consider the delay of a signal s with a value δ = t as a signal transformation, i.e, as a function with signal s as argument and a changed signal as result. Remember that this delayed signal is defined as
Thus, the sequence of values of the delayed signals at time t for the array of antennas a 1 , a 2 , . . . is (s is the original signal):
The phase correction w i for antenna a i and steering direction α 0 , γ 0 is calculated as (λ is the wave length of the carrier):
where l i is the difference in length between the origin and antenna a i , projected in the steering direction, and calculated as follows (· is the dotproduct of two vectors):
Let w be the steering vector w 1 , w 2 , . . . and let w * be its complex conjugate. Then the beamformer bf applies a phase shift correction and is defined as the function (N is the number of antennas):
These definitions are directly implemented in Haskell.
Co-design
The specification of the simple beamforming system is refined with structural details illustrated by the block diagram of Fig. 13 . At the top level of the design the model consists of the environment followed by the beamforming system:
Below we will explain how the environment and the system are formalised, and how the model is simulated over a sequence of time steps. 
Environment
First of all, the environment models one or more sources together with their transmitters that send the signals. We will assume that a source generates the signal as it is sent by a transmitter. Suppose
that is
The fact that a source generates a signal formally means that each src j is a function such that src j () is a signal. Each antenna receives the signal from each source through a channel for which we now model the time delay. A channel ch ji from source j to antenna i in fact is a signal transformation which delays the signal s j : where * creates as many copies of sources (in parallel) as needed.
System
The intended architecture is a tiled multi-core SoC for the beam-control and beamformer processing software. The RF front-end is implemented in analogue hardware as the frequencies are too high to allow the use of digital hardware. After down-conversion the signals are digitised and filtered by the AP block in fixed digital hardware. Thus, between the RF frond-end and the AP for each antenna, an ADC is added. The DF domain is used to model the beamformer application running on the multi-core architecture. For brevity the beam-control processing is left out. See [29] for more about beam-control processing on a multi-core platform. The system consists of (i) the parallel composition of a frontend for each antenna, (ii) a part which processes the outputs from these antenna frontends and produces beams, and (iii) the parallel composition of a sink (snk) for each beam to plot the result, i.e.
Concerning (i), the frontend of each antenna, we remark that it consists of a receiver r x, an r f frontend and an adc, i.e.
frontend = r x r f adc
The receiver r x gets delayed signals from each source, i.e. r x is a function which adds a sequence of delayed input signals into a single output signal as defined in Sect. 7:
Note that we consider r x here as part of the system under design, and that the signals from the environment are combined at the receiver antennas. Note also that the r f and adc for each antenna are the same. Here we will assume that the signal transformation r f only passes through the signal, i.e. r f is the identity function, though for later refinements of the model, r f can be defined differently.
The adc (with sample period h) is defined as in Sect. 3.2:
The frontend is identical for each antenna. That is possible because the influence of the position of the antenna is already accounted for in the delay of each input signal, as discussed above. To combine the frontends of all antennas into one component, we simply have to compose as many frontends in parallel as there are antennas.
Concerning (ii), the processing part consists of antenna processing (ap) and beamforming (bf ), where ap is dealt with in the DT domain and beamforming in the DF domain. As with the r f frontend we assume that ap is the identity function, though it might be defined differently. There are as many ap components needed as there are antennas and their outputs are input for the beamforming operation.
The definition of bf differs from the definition in Sect. 8.1 where bf was a signal transformation in the CT domain, whereas now it is in the DF domain, i.e. a function from input tokens to output tokens. Thus the functionality of the beamformer process in the DF domain is:
In order to wrap the function bf in a DF component, we first have to apply the operator and then we have to initialise the internal state with an empty state using the ⇑ operator (see Sect. 3.3). The total processing chain now becomes:
where w is the same steering vector as defined in Sect. 8.1. The function bf calculates a single beam. Without going into details, we mention that in case more than one beam has to be formed using the same antenna signals, we defined a composition operator * which duplicates the input signals to match the number of beamformers. Note that duplication of input signals is not the same as parallel composition of signal transformers.
Finally, concerning (iii), the snk components plot the signal from each beam as a side-effect and returns a vacuous output.
Simulation
The model as derived above contains components in the CT domain (sources, channels, r x, r f, adc), in the DT domain (ap), and in the DF domain (( b f w ) ⇑ [ ]). The sequential composition operator takes care that the various domains are integrated, e.g., by embedding the ap component defined in the DT domain in a CT domain component (see Sect. 4.4) .
Again, all definitions above can be straightforwardly reformulated in Haskell. Since the composition operators are also defined in Haskell, the whole model can be simulated by evaluating it as a single Haskell program. 
Radiation Pattern
As an example of the flexibility of the definitions, we reuse the components from the definitions above to generate radiation patterns. This is achieved by calculating the transfer function over all angles.
The radiation pattern is calculated by setting the (complex) source signal to 1 e j 0 and calculate the result over all source angles (α, γ ) with a fixed steering angle (α 0 , γ 0 ):
Note that the source src now is a function which yields the complex signal including its corresponding DoA (α, γ ).
Partitioning
The beamformer combines all the antenna signals and is a computationally intensive block of the system, but still requires flexibility for beam-control. The beamformer is therefore partitioned to be mapped to a multi-architecture.
Beamforming is defined as the dot-product of the antenna signals with a correction vector (see above). By defining beamforming as an aggregate operation, the reduction operation is recognised and the model transformation from Sect. 7 is used to partition the beamformer. A nice property of this model transformation is that each part in the partitioning performs the same functionality. The transformation on the beamformer is then defined as:
with the definition of distribute from Sect. 7. Note that this definition is independent of the number of antenna elements. The intended core is a 200 MHz VLIW processor with 5 ALUs. We find that we can beamform 4 antenna signals per core, because a complex multiplication needs 4 multipliers and the data-rate per antenna is 50 MS/s. The next step is to explore the design space of the number of antennas the system can support. For 16 antennas this results in a hierarchical beamformer with 5 processes (shown in Fig. 14a ) and thus 5 cores. For 23 antennas the beamformer consists of 9 processes, shown in Fig. 14b which matches a 3 × 3 grid of cores well, leaving some processing capacity for the beam-control calculations. Both partitionings are generated automatically, only the number of the antennas and their positions are changed.
Results
The main evaluation criteria for UniTi are the effectiveness and usefulness of the approach. As such criteria are difficult to quantify objectively, we will present the applicability and flexibility of UniTi for the phased array beamforming case study, in order to provide an indication.
Applicability
See Fig. 15 for a screenshot of the complete framework during the simulation of the beamforming case study with a 5 × 5 array, a 30 • steering direction and two sources, one of which is filtered away. It shows the results of a simulation of the CT, DT and DF domains in a single model, including structural hierarchy in the system overview and the processes during execution of the DF model. The model is executed for simulation, allowing step by step evaluation of the behaviour of the system. Additionally a radiation pattern shows the current steering direction of the beamcontroller.
Performance
Comparison of the case study (without the dataflow model) with an implementation in Simulink gives ∼3 times speed-up in our advantage [21] . This is because the time step used by the solver in Simulink must be reduced substantially to achieve enough accuracy for the time delays at the channel, resulting in many more evaluations of the model than for the UniTi implementation.
Profiling results for an increasing number of antennas (3 × 3, 5 × 5 and 11 × Fig. 15 Screenshot of the UniTi framework two also include the dataflow model (by lifting the beamformer function to a DF component), including the visualisation of the DF processes. We can see that the memory requirements grow faster with more antennas than the processing requirements. This limits the simulation to a few hundred antennas for a 2 GHz Core2 Duo with 4 GB RAM. The Simulink version, however, is limited to even fewer antennas (taking 236 s for an 11 × 11 array without radiation pattern or dataflow model). Further, the radiation pattern calculation becomes dominating with larger arrays. Though, because the radiation pattern is only for illustration, it can be approximated with a function instead of being calculated over all angles, or it can be turned off completely. Note that the instantiation of the wxWidgets toolkit for the graphical user interface (GUI) has a relatively large but fixed processing overhead compared to the model. With the dataflow model included the GUI is also dependent on the array size, because a larger array results in a larger number of dataflow processes to be visualised. Note also that the beamforming processing, which was a computationally expensive part of the semantic model, is now performed by the dataflow model. The dataflow implementation is more strict, taking more time but requiring less memory.
As the framework was developed as a proof of concept, we expect there is ample room for improvement in efficiency, especialy for reducing the memory requirements enabling the simulation of larger arrays.
Designer Productivity
Much of the design flow is automated by the framework, i.e. multi-domain composition, communication and synchronisation for a DF model and model transformations. Table 1 shows the code size in lines. We see that the framework is 2,500 lines, half 16 Profiling results (time (s) and memory (MB)) for the simple beamformer case study on a 2GHz Core 2 Duo with 4GB RAM of which is of the dataflow support. The case is about 600 lines, with the majority in the system model as this implements the functionality of the system and is re-used for the dataflow model. A large part of the code (the framework) is thus re-useable, providing the glue-logic. The additional code needed in the model because of the design framework is very little, about 5 %.
It is difficult to estimate and compare the development time of the case study with a Simulink implementation, because the UniTi version was used to develop the frame- work. The graphical representation of Simulink is more intuitive when developing the initial model. However, with equal knowledge of the tools, we expect the UniTi approach to be more productive because the higher abstraction level of the implementation improves flexibility (see below) making adjustments easier. Furthermore, changes are checked by the type system and transformations are defined to be correctness preserving.
Flexibility
The presented design flow of UniTi and the guidelines for specifying the algorithm using aggregate operations aim at increasing the flexibility. For example, the number of sources or antenna elements and their positions can be changed without the need to change the model, and higher-order model transformations are used for automated partitioning. This enables us to quickly evaluate design alternatives.
Automation Composition, simulation and multi-domain integration are automatically provided by the framework. Implementing the functionality is of course manual. Design decisions for dividing functionality over domains and specifying the algorithm so it can be partitioned effectively are also the designer's responsibility. Still, lifting functions to operate on multiple elements, and partitioning using data and control parallelism with such aggregate structures is automated.
Scalability Specifying the algorithm at a higher abstraction level makes it independent from the number of elements and enables automated model transformations, thereby improving the scalability of the design. The framework itself (for our case) scales linearly in performance with the number of antennas as shown in Fig. 16 .
Conclusion
In this paper we have presented UniTi to address the shortcomings in current multidomain modelling and simulation tools. UniTi provides a unified perspective on composition (using components and signals) and time, yet distinguishes between different domains and different notions of time. For this unified representation, DF signals represent token updates to channels, and DF components represent processes together with its input channels and firing rules. By generalising this notion of components and signals, we can integrate components in the DF domain with components in the CT and DT domain. As a result, UniTi allows for multi-domain simulation in a single model, including exact time transformations, different time granularities and local solvers. Furthermore, UniTi provides model transformations, which transform (parts of) the model to a more refined model with correctness preserving mathematically based transformations. UniTi combines all this in a design flow and framework for the design of embedded systems, which is illustrated by a case study on a phased array beamforming system design.
