In Distributed computing systems (DCSs), task allocation strategy is an essential phase to minimize the system cost (i.e. the sum of execution and communication costs). To utilize the capabilities of distributed computing system (DCS) for an effective parallelism, the tasks of a parallel program must be properly allocated to the available processors in the system. Inherently, task allocation problem is NP-hard in complexity. To overcome this problem, it is necessary to introduce heuristics for generating near optimal solution to the given problem. This paper deals with the problem of task allocation in DCS such that the system cost is minimized. This can be done by minimizing the inter-processor communication cost (IPCC). Therefore, in this paper we have proposed an algorithm that tries to allocate the tasks to the processors, one by one on the basis of communication link sum (CLS). This type of allocation policy will reduce the inter-processor communication (IPC) and thus minimize the system cost. For an allocation purposes, execution cost of the tasks on each processor and communication cost between the tasks has been taken in the form of matrices.
INTRODUCTION
To meet the requirement of faster computation, one approach is to use distributed computing systems (DCSs).Distributed computing system (DCS) not only provide the facility for utilizing remote computer resources or data not existing in local computer systems but also minimize the system cost by providing the facilities for parallel processing. [1, 8, 24] .
A distributed computing system (DCS) consists of a set of multiple processors (which are geographically distributed) interconnected by communication links. A very common interesting problem in DCS is the task allocation. This problem deals with finding an optimal allocation of tasks to the processors so that the system cost (i.e. the sum of execution cost and communication cost) is minimized without violating any of the system constraints [3] . In DCS, an allocation policy may be either static or dynamic, depending upon the time at which the allocation decisions are made. In a static task allocation, the information regarding the tasks and processor attributes is assumed to be known in advance, before the execution of the tasks [1] . We shall be considering static task allocation policy in this paper.
Task allocation problem is known to be NP-hard problem in complexity, when we required an optimal solution to this problem. The easiest way to finding an optimal solution to this problem is an exhaustive enumerative approach. But it is impractical, because there are n m ways for allocating m-tasks to n-processors [3] .
Much research efforts on the task allocation problem have been identified in the past with the main concern on the performance measures such as minimizing the total sum of execution and communication costs [1] [2] [3] [4] 6, 7, 11 ] or minimizing the program turnaround time [8, 10, 22] , the maximization of the system reliability [12] [13] [14] [15] [16] [17] [18] [19] and safety [16] .
A large number of techniques to task allocation in DCSs have been reported in [1-4, 5-8, 10-19, 21-24] . They can be broadly classified into three categories: graph theoretic technique [8, 9] , integer programming technique [6] [7] [8] and heuristic technique [1-3, 23, 24] . Graph theoretic and integer programming techniques yields an optimal solution at all the times. But these techniques are restricted to the small size problems. If the problem size is very large, it is necessary to use the heuristic technique to get near optimal solutions. The choice of a particular technique depends on the structure of the problem [14] .
In this paper, we have developed a task allocation model and have proposed a heuristic algorithm for task allocation that will find a near optimal solution to the problem. The proposed algorithm try to minimize the inter processor communication cost (IPCC) by assigning those task first, which has the heaviest communication link sum (CLS). Using this approach it has been seen that the system cost will minimize more than other heuristic.
The rest of this paper is organized as follows: section-2 formulates the task allocation problem for minimizing the overall system cost; section-3 discusses in detail the proposed allocation technique and algorithm; section-4 gives an implementation of the proposed algorithm. In the last section-5 concludes the paper.
PROBLEM FORMULATION
In the past, different task allocation models and techniques for minimizing the overall system cost have been widely investigated in the literature. In this paper, we follow (1-4, 6, 7, 10) to formulate the task allocation problem.
Problem statement
The problem being addressed in this paper is concerned with an optimal allocation of the tasks of a parallel application on to the processors in DCS. An optimal allocation is one that minimizes the system cost function subject to the system constraints. In this paper, we have considered a distributed computing system made up by two sets, P= {P 1 , P 2 ,……..,P n }of heterogeneous processors , interconnected by communication links and T = {t 1 , t 2 ,…….,t m } of program tasks, which collectively form a common goal [1] .
The execution costs of a task running on different processors are different and it is given in the form of a matrix of order m × n, named as execution cost matrix ECM (,). Similarly, the inter task communication cost between two tasks is given in the form of a symmetric matrix named as inter task communication cost matrix ITCCM (,) of order m × m. Now, an allocation of tasks to processors can be defined by a function X as follows:
X: T→P, such that X(i)= k; if i th task is allocated to k th processor.
The purpose of defining the above function is to allocate each of the m-tasks to one of the n-processors such that the overall system cost is minimized.
Notations
T : the set of tasks of a parallel program to be executed. 
Definitions

Execution cost (EC)
The execution cost ik ec of a task i t , running on a processor k P is the amount of the total cost needed for the execution of i t on that processor during the execution process. If a task is not executable on a particular processor, the corresponding execution cost is taken to be infinite (∞).
Communication cost (CC)
The communication cost ( 
Communication link Sum (CLS)
It is an important characteristic of 
Assumptions
To allocate the tasks of a parallel program to processors in DCS, we have been made the following assumptions:
The processors involved in the DCS are heterogeneous
and do not have any particular interconnection structure.
2.4.2
The parallel program is assumed to be the collection of m-tasks that are free in general, which are to be executed on a set of n-processors having different processor attributes.
2.4.3
Once the tasks are allocated to the processors they reside on those processors until the execution of the program is completed. Whenever a group of tasks is assigned to the processor, the inter task communication cost (ITCC) between them is zero.
2.4.4
It is also assumed that the number of tasks to be allocated is more than the number of processors (m>>n) as in real life situation.
Task allocation model for system cost
In this section, we have developed a task allocation model to get an optimal system cost. We can achieve this objective by making task allocation properly. Therefore, an efficient task allocation of the program tasks to processor is imperative. However, obtaining an optimal allocation of tasks of a random program to any arbitrary number of processors interconnected with non-uniform links is a very difficult problem [1] . Henceforth, in order to allocate the tasks of such program to processors in DCS, we should know the information about the input such as tasks attributes [e.g execution cost, inter task communication cost etc] and processor attributes [e.g. processor topology, inter processor distance etc] etc. since obtaining such information is beyond the scope of this paper therefore, a deterministic model that the required information is available before the execution of the program is assumed [20] .
In the present task allocation model, there are two types of costs to be considered for this system.
Processor execution cost (PEC)
For given a task allocation, X: T→P, X(i) = k, the execution cost ik ec represent to execute task i t on processor k P and used to control the corresponding processor allocation. Therefore, under a task allocation X, the processor execution cost, needed to execute all the tasks assigned to k th processor can be computed as:
2.5.2-Inter-processor communication cost (IPCC)
Inter processor communication cost is incurred when the data is transmitted from task to task if they are residing on separate processors, due to the inter task communication. Therefore, inter processor communication cost (IPCC) is proportional to inter task communication cost ij cc [6, 24] . Therefore, under a task allocation X, the inter processor communication cost for k th processor can be computed as:
In this model, both the costs are application dependent and takes play an important role in task allocation. Now, the total cost on k th processor is the sum of the processor execution cost (PEC) and IPCC for k th processor, under a given task allocation X
and the total cost of the system is computed by:
System cost model
With system resources constraints taken into account, the task allocation model for system cost may be formulated as follows:
In this model, constraint-6, states that each task should be assigned to exactly one processor. Constraint-7, guarantees that, ik x is being decision variable. The above model defines an integer programming problem and is known to be NP-hard problem [2-4, 7, 12-19] . An optimal solution to this problem can be found by enumerating all possible allocations. But this technique requires O(n m ) time computations. This is prohibitive even for small size problems. Hence, in this paper, we present a heuristic algorithm to find quickly the solution of high quality, by ordering the tasks according to their CLS and made allocation of these tasks to processors in that order. The proposed technique has been given in next section that will find near optimal solution to the mentioned problem at all the times.
PROPOSED TASK ALLOCATION TECHNIQUE AND ALGORITHM
The technique by which the tasks comprising the program are allocated to the available processors in DCS are essential, to minimize the system cost. To achieve this objective, the order in which the tasks in a program are considered for allocation is a critical factor affecting the optimality of the resulting allocations [21] .
We have selected all the tasks for allocation according to their CLS. The CLS of each task can be computed by using If the CLS of a task i t is very high than other task i.e. the inter task communication of i t becomes more intensive as compared to other tasks. In this case, system cost derived could be lower due to involvement of more communication links. Therefore, first we have to allocate such tasks to the processors, to minimize the IPC [1, 2] . Thus, the result will decrease in system cost.
Initially, we assume that the linear array 
Rule-1
This rule is incorporated to the selection of suitable processors, whose capabilities is most appropriate for the task. We apply this rule as: 
Proposed algorithm
Our algorithm consists of the following steps.
Step-0: input: m, n, ECM (,), ITCCM (,).
Step Step-6: compute:
Step-7: End.
Algorithm complexity
Using the method suggested by H. Ellis et al [25] , the run time complexity of the proposed algorithm can be analyzed as follows: step-1, executed in O(m) time operations.
Step-2, has a worst case time complexity of O(m log m). In step-4, a single task requires O(1(n)) time operations. Therefore, for m-tasks step-5 requires O(m(n)) time operations. Thus, the overall time complexity of the proposed algorithm is O(m + m log m + mn). Since m ≥ ≥ n, therefore, the run time complexity of the proposed algorithm is O(mn).
IMPLEMENTATION OF THE MODEL
In this section, we give two numerical examples to illustrate the formulation and solution procedure of the proposed task allocation model. To show the performance of our allocation technique for better allocation, we have tested the proposed algorithm on these examples.
Example-1
In this example, we have considered a typical program made up by 9-executable tasks {t 1 , t 2 , t 3 , t 4 , t 5 , t 6 , t 7 , t 8 , t 9 } to be executed on the DCS having three processors {P 1 , P 2 , P 3 }. We have taken the execution cost of each task on different processors and ITCC between the tasks in the form of matrices ECM (,) and ITCCM (,) respectively. Both the matrices have been given in Table-1  and Table-2 respectively. We have applied the proposed algorithm on this example in the following manner:
Step-0: Input: m = 9, n = 3, ECM (,), ITCCM (,).
Using these inputs, the proposed algorithm traces the following output.
Step-1: first of all, we have to calculate the communication link sum (CLS) of each task using Thus, we get CLS ( i t ) = 29, 18, 18, 19, 18, 15, 17, 31, 27 corresponding to i= 1, 2, 3,…, 9.
Thus, the optimal processor cost of P 1 , P 2 , and P 3 are 91, 137 and 300 respectively and the optimal value of system cost 528 with the proposed algorithm.
Example-2
The efficacy of the proposed algorithm has been shown by solving the same running example as in [26] . In this example, we have consider a DCS consists of three processors P = {P 1 , P 2 , P 3 } and a typical program made up by 4-executable tasks T = {t 1 , t 2 , t 3 , t 4 }. Table -6 and table-7 shows, the execution cost of each task on processors and ITCC respectively. The results obtained with the proposed algorithm and the algorithm presented in [26] , for this example has been given below in table-8.
In table -8, our algorithm shows that the proposed algorithm tries to minimize IPCC much more than the algorithm of H. Kumar et al [26] . Thus, the proposed algorithm produces lower system cost in comparison to the algorithm presented in [26] . As we can observe from table-8, the system cost is minimized by 11.11% than that of [26] for this example. Hence, the proposed algorithm produces near optimal allocation at all the times.
CONCLUSION
In this paper, we have looked at the problem of task allocation in DCS. But, task allocation problem is known to be NP-hard problem in complexity, when we required an optimal solution to this problem. Therefore, we have proposed an efficient algorithm, which finds near optimal system cost for the DCS, having arbitrary structure of processors. We have used static task allocation policy to achieve this objective. One of the best options to minimize the system cost, is the minimization of IPC. Therefore, the proposed algorithm tries to allocate the tasks to the processors on the basis of CLS and found that, it is a good heuristic to minimize the system cost. The performance of the proposed algorithm is compared with [26] . Also, the run time complexity of the proposed algorithm is O (mn), which is very time saving as compared to the complexities of the algorithms presented in [5, 7, 26] . Whose complexities are O (n m ), O (n m ) and O (m 2 + mn), respectively. For several sets of input data (m, n), a comparison between the complexities of the proposed algorithm and the complexities of the algorithms presented in [5, 7, 26] , has been given in table-9 and figure-1and it is found that the proposed algorithm is suitable for a DCS having arbitrary inter connection of processors with random program structure and workable in all the cases.
Table1. Execution cost matrix (,)
↓Tasks → t 1 t 2 t 3 t 4 t 5 t 6 t 7 t 8 t 9 
