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Let G˜ be a proper Chevalley group or a finite twisted Chevalley group. We give
some description of the intersections of noncentral conjugacy classes of G˜ with
certain Gauss cells, which we call Coxeter cells. This generalizes previous results
of the authors (Comm. Algebra, 1994, 22, 5935–5950; 1995, 23, 3085–3098; 1996,
24, 4447–4475). It is also the basis of yet another generalization of the same result
involving weight functions on conjugacy classes. © 1999 Academic Press
1. INTRODUCTION
Let G be a simple algebraic group defined and split over a field K: Here
the Chevalley group (or the proper Chevalley group) over K corresponding
to G is the subgroup of GK generated by the root subgroups [St] (if G is
simply connected, this group coincides with GK: The twisted Chevalley
group over K corresponding to G is the subgroup of GKF generated by
the root subgroups, where F is an automorphism of GK:
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Any Chevalley group over a field K corresponding to G will be denoted
by G˜K or simply by G˜ if the field K is not essential in the context.
Every Chevalley group G˜ has the Bruhat decomposition G˜ = BNB and
the Gauss decomposition G˜ = B−NB: The description of intersections of
Bruhat cells BnB and Gauss cells B−nB with a given conjugacy class C
of a Chevalley group is of considerable interest, in particular in questions of
presentations of an element in special forms: as commutator, as a product
of elements in given conjugacy classes, etc. Actually the question of such
intersections coincides with the question of which different special forms of
an element can be obtained by conjugation. In [EG1; EG2; EG3] we gave
descriptions of the intersection of a conjugacy class of a Chevalley group
with the big Gauss cell U−HU (here B = HU , B− = HU− x
Theorem EG. Let C be a noncentral conjugacy class of a proper Cheval-
ley group or of a finite twisted Chevalley group G˜: Then for every element
h ∈ H there is an element g ∈ C such that g = u1hu2; where u1 ∈ U− and
u2 ∈ U:
This is a generalization of Sourour’s theorem [S] which deals with the
general linear group.
An application of Theorem EG leads to the solution of the conjectures
of Ore and Thompson for all Chevalley groups over fields containing more
than eight elements [EG4]. It was also used to obtain information on cov-
ering numbers of Chevalley groups [EGH].
In this paper we investigate intersections of a conjugacy class with other
Gauss cells. A simple example given below shows that such an intersec-
tion may be empty. However, we prove the following result, which can be
considered a generalization of Theorem EG.
Theorem 1. Let G˜ be a proper Chevalley group or a finite twisted Cheval-
ley group. Let X be a subset ( possibly X = Z of the simple root system cor-
responding to a fixed BN-pair. Further let X be the root system generated
by the set X; let G˜X ≤ G˜ be the subgroup generated by the root subgroups
corresponding to the root system X, and let
w = Y
α∈X
wα
be the corresponding element in the Weyl group of G; where the product is
taken in any fixed order (here wα is the reflection corresponding to the root
α; each wα in this product occurs only once; if X = Z we put G˜X = 1 and
w = 1: Then for every noncentral element g ∈ G˜ and for every element h ∈ H
there are an element τ ∈ G˜ and a preimage w˙ ∈ N ∩ G˜X of the element w
such that
τgτ−1 = u1w˙hu2
for some u1 ∈ U− and u2 ∈ U:
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Remark 1. For X = Z Theorem 1 is identical with Theorem EG.
Remark 2. In [EG1; EG2; EG3] Theorem EG is formulated for a larger
class of groups. Namely, we considered a group 0 = σ; G˜, where G˜ is a
Chevalley group, G˜ G 0; and conjugation by σ is a diagonal automorphism
of G˜: The statement of the theorem is: if γ = σg ∈ 0\Z0, where g ∈ G˜;
then for every h ∈ H there is some τ ∈ G˜ such that τγτ−1 = u1σhu2;
u1 ∈ U−; and u2 ∈ U: Theorem 1 can easily be extended to the group 0y
here we will have the form u1σw˙hu2 instead of u1w˙hu2 in the original
statement.
Remark 3. Theorem 1 does not guarantee that we get every preimage
w˙ of w in the group N (see also the example in Section 5). We take w˙ in
N ∩ G˜X: Varying h by a factor in H ∩ G˜X we also vary w˙ by a factor in
H ∩ G˜X: Thus we obtain a number of preimages of w: This is the basis for
the next result, Theorem 2, which is another generalization of Theorem EG.
Now we reformulate Theorem EG. For every dominant weight λ corre-
sponding to the group G there is an algebraic function δλ ∈ KG such
that
δλt = λt; δλv1gv2 = δλg
for every t ∈ T L, v1 ∈ V −L, v2 ∈ V L and for every field ex-
tension LK; where T is a fixed maximal K-split torus of G (here
λ ∈ KT  and B = TV is the corresponding Borel subgroup of G (here
V − = w˙0V w˙−10 ; where w0 is the longest element in the Weyl group of G:
Let δ1 = δλ1; : : : ; δr = δλr be the corresponding algebraic functions on G
for fundamental weights λ1; : : : ; λr ∈ KT  (here r = rankG: Then one
can define the map
δx G→ Ar
of G into the r-dimensional affine space by the formula
δg = (δ1g; : : : ; δrg:
Consider now the restriction of δ to the Chevalley group G˜ = G˜K: We
shall assume that G is a simply connected group. Then G˜ = G˜K = GK
or G˜ = GKF (in the twisted case). For twisted groups one can define
the natural action of F on ArK such that δGKF ⊂ ArKF : Thus we
have the map
δ˜x G˜→ ArK or ArKF:
Put ArK? = a1; : : : ; ar  ai ∈ K?: Then δ˜H ⊂ ArK? (or
ArK?F: Since we assume that G is simply connected, we have H = T K
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(or T KF and one can easily check that δ˜H = ArK? (or ArK?F:
For a simply connected group G we can now reformulate Theorem EG as
follows: δ˜C ⊃ ArK? (or ArK?F; where C is any noncentral conjugacy
class of G˜ (indeed, δ˜u1hu2 = δ˜h for every u1 ∈ U−; u2 ∈ U; h ∈ H:
Therefore the following result can also be considered a generalization of
Theorem EG.
Theorem 2. Let G˜ be a proper Chevalley group or a finite twisted Cheval-
ley group over a field K corresponding to a simply connected group G: Further,
let C ⊂ G˜ be a noncentral conjugacy class. Then
δ˜C = ArK or ArKF:
Remark 4. If G = SLr+1K; the functions δ1; : : : ; δr are exactly the
principal minors of a matrix. Thus, by Theorem 2, for every nonscalar ma-
trix g ∈ SLr+1K and for every sequence a1; : : : ; ar; ai ∈ K; there is a
matrix of the form g′ = τgτ−1 such that the ith principal minor of g′ is
equal to ai: Moreover, Theorem 2 can be extended as well as Theorem 1
to groups 0 = σ; G˜ (see Remark 2) which gives us the same statement
for principal minors for 0 = GLr+1K: This is merely a generalization of
Sourour’s theorem [S].
2. NOTATION AND TERMINOLOGY
The group G here is a simple algebraic group defined and split over the
field K and G˜ is a Chevalley group over K corresponding to G:
2.1. Roots
Let R denote the irreducible root system corresponding to the group G
(we use here the notation of Bourbaki [B, Tables I–IX]) and denote a fixed
simple root system of R by 5: Further, if G˜ is a proper Chevalley group we
put R˜ = R; and if G˜ is a twisted Chevalley group we put R˜ = R/F; where
R/F is the irreducible root system corresponding to G˜ R/F is supposed
to be reduced, thus we consider R˜ = Br for groups of type 2A2r instead
of BCr (see [C1])). Also we put 5˜ = 5 for proper Chevalley groups and
5˜ = 5/F in the twisted cases.
2.2. Root Subgroups
For α ∈ R˜ let Xα denote the root subgroup corresponding to α (see
[St]). Then Xα is a one-parameter subgroup, i.e., Xα = xαt  t ∈ K
(or Xα = xαt  t ∈ Kθ; where θ is the field automorphism corre-
sponding to F if G˜ is not of type 2A2r; 2B2; 2F4; or 2G2: For 2A2r ,
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2B2, 2F4 the group Xα can be a two-parameter subgroup and for 2G2
the group Xα is a three-parameter subgroup [St, Sect. 11]. We also
use the notation of Steinberg [St], e.g., we write hαt for the corre-
sponding semisimple element with respect to the root α and we de-
fine Hα = hαt  t ∈ K? (or Hα = hαt  t ∈ K?θ if ρα = α,
where ρ is the graph automorphism corresponding to F: In this no-
tation G = Xα  α ∈ R˜; U = Xα  α > 0; U− = Xα  α < 0;
H = Hα  α ∈ R˜; B = HU; B− = HU−:
2.3. The Bruhat Decomposition and the Gauss Decomposition
Recall that the group G has a BN-pair and therefore has the Bruhat
decomposition G = BNB and the Gauss decomposition G = B−NB: Here
H GN and N/H ≈ W; where W is the Weyl group of R˜: Let w ∈ W: Any
preimage of w in the group N with respect to the natural homomorphism
N → W will be denoted by w˙: If α ∈ R˜; then wα denotes the corresponding
reflection in W:
2.4. The Group G
Let T be the maximal torus (split over K; let B the Borel subgroup, and
let B− be the opposite Borel subgroup corresponding to the fixed simple
root system 5; and let V = RuB; V − = RuB−: Further let N = NGT :
Then H ≤ T K (or T KF; N ≤ NK (or NKF; U = V K (or
V KF; U− = V −K (or V −KF: If G is simply connected, then H =
T K (or T KF; N = NK (or NKF (see [St, Sects. 5, 11]).
2.5. The Map δ
Let λ ∈ KT  be a dominant weight. There exists a unique function
δλ ∈ KG such that for every field extension LK and for every t ∈ T L;
u1 ∈ V −L; u2 ∈ V L; g ∈ GL; the following equalities hold (see [St,
Sect. 12]):
δλu1gu2 = δλg; δλt = λt: 1
We can construct such functions as follows: Let ρλx G→ GLnλ be the ir-
reducible matrix representation corresponding to λ: We assume that ρλB
is a subgroup of upper triangular matrices. If we consider the left multi-
plication of an nλ-dimensional column space Vλ by matrices from ρλG;
the vector e1 = 1; 0; : : : ; 0t will be a highest weight vector and ρλte1 =
λte1 for every t ∈ T L: If ρλg = gij; we define δλg = g11: Obvi-
ously δλ ∈ KG and it satisfies (1). The conditions (1) define the function
δλ uniquely on V −TV; therefore δλ is uniquely defined on G (note that
V −TV is a Zariski open subset of G:
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Now put δi = δλi , where λi is the i-fundamental weight for G and con-
sider the map
δx G→ Ar x g→ δ1g; : : : ; δrg = δg;
where r = rankG:
Suppose that G is a simply connected group. Then G˜ = GK (or
GKF: Assume G˜ = GK: Then every element h ∈ H = T K
can be expressed uniquely in the form h = hα1t1 · · ·hαr tr; where
α1; : : : ; αr = 5˜; t1; : : : ; tr ∈ K? [St, Sect. 3]. Since λi; αj = δij
(here δij is the Kronecker symbol), we obtain δih = λih = ti: Hence
δh = t1; : : : ; tr: Thus we have the map
δ˜x G˜→ ArK
and
ArK? = a1; : : : ; ar  ai ∈ K? ⊂ Im δ˜:
Now consider the twisted case G˜ = GKF : Here F = θρ; where θ is an
automorphism of the field K and ρ is a graph automorphism (recall that in
the twisted case we suppose that K is a finite field). We define the action
of F on ArK in the following way: We identify the graph automorphism
ρ with the permutation of 1; : : : ; r (where r is the number of roots in 5
and put
Fa1; : : : ; ar = aθρ−11; : : : ; aθρ−1r
if all roots in R have the same length and
Fa1; a2 = apθ2 ; aθ1
if R = B2 or G2 (here p = charK = 2 or 3 and
Fa1; a2; a3; a4 = a2θ4 ; a2θ3 ; aθ2; aθ1
if R = F4: One can easily check that δGKF ⊂ ArKF and hence we
have the map
δ˜x G˜→ ArKF :
Here as well as in the untwisted case we have δ˜H = ArK?F :
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3. PROOF OF THEOREM 1
For Y ⊂ 5˜ let PY denote the standard parabolic subgroup of G˜ corre-
sponding to Y; i.e., PY = H;Xα  α ∈ Y  or α > 0 (here Y  is the root
system generated by the roots of the set Y : By P−Y we denote the parabolic
subgroup of G˜ opposite to PY ; i.e., P
−
Y = H;Xα  α ∈ Y  or α < 0: Then
PY = HGYUY and P−Y = HGYU−Y , where
GY = Xα  α ∈ Y ; UY = RuPY ; U−Y = RuP−Y :
Further, let u ∈ U (or u ∈ U−: Assume that we fix an order of the roots
in R+ (or R−: Then
u = Y
α∈R+
xα

or u = Y
α∈R−
xα

; 2
where xα ∈ Xα and this expression is unique (under this fixed order of
roots, see [St, Sect. 3]). The factor xγ in (2) will be denoted by uγ and
we shall call it the γ-component of u:
We need the following lemmas for our proof:
Lemma 1. Let Y ⊂ 5˜ and let u ∈ U (or u ∈ U−: If uγ = 1 for every
γ ∈ Y ; then the γ-components of u are equal to 1 for any order of roots.
Moreover, if x ∈ PY (or x ∈ P−Y ; then u′ = xux−1 ∈ U (or u′ ∈ U− and
u′γ = 1 for every γ ∈ Y :
Proof of Lemma 1. The condition uγ = 1 for every γ ∈ Y  means
u ∈ UY (or U−Y : Since UY G PY (or U−Y G P−Y ; we obtain our statement.
Lemma 2. Assume G˜ is not of type 2B2; 2G2; or 2F4: Let X ⊂ 5˜, let
w = Y
γ∈X
wγ
be the corresponding element in the group W (here we take the product in any
fixed order for X; each wγ occurs only once), and let
g = vw˙u ∈ G˜;
where v ∈ U−; u ∈ U; and w˙ is any fixed preimage of w in N: Let α ∈
5˜\X be a root such that Xα is a one-parameter subgroup (except for the
case 2A2r this holds for every root subgroup). Further if w˙ ∈ ZG˜; assume
v−β 6= 1 for some β ∈ 5˜: Then there exist elements τ1; τ2 ∈ G˜ such that
τ1gτ
−1
1 = v1w˙u1; τ2gτ−12 = v2w˙u2; where v1; v2 ∈ U−; u1; u2 ∈ U; and
v1−α 6= 1; u2α 6= 1:
Proof of Lemma 2. First we show the existence of such an element τ1:
We assume v−α = 1 and consider three possibilities.
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Case I. w˙; xα 6= 1 for some xα ∈ Xα: Since Xα is a one-parameter
root subgroup, w˙; xα 6= 1 for every xα ∈ Xα; xα 6= 1: Further
xαgx
−1
α = xαvx−1α w˙w˙−1; xαxαux−1α : 3
Put v˜ = xαvx−1α ; u˜ = xαux−1α : By Lemma 1, v˜ ∈ U− and v˜−α = 1 (here
Y = α; x = xα ∈ P−Y ; v ∈ U−; v−α = 1: Further u˜ ∈ U and u˜α =
uα (this follows from Chevalley’s commutator formula; recall α ∈ 5˜:
Again by Lemma 1, w˙−1xαw˙ = xγt ′; where γ > 0 and t ′ ∈ K (here Y =
5˜\α; x = w˙ ∈ PY ; xα ∈ U: Hence
w˙−1; xα = xγt ′x−1α : 4
We can write u˜ = uαu˜′, where u˜′α = 1: If γ 6= α we put xα = uα:
If γ = α then w˙−1; xαt = xαct for some c ∈ K? (note that Xα is
a one-parameter root subgroup). Hence we can find xα ∈ Xα such that
w˙−1; xα = uα−1: Put u′ = w˙−1; xαu˜: From (4) and our choice of xα
we get u′ ∈ U; u′α = 1: From (3) we get now xαgx−1α = v˜w˙u′; where
v˜ ∈ U−; u′ ∈ U; v˜−α = u′α = 1: Thus we may assume that the element
g already satisfies the condition uα = 1: Now consider
x−αgx
−1
−α = x−αvx−1−αx−α; w˙w˙x−αux−1−α
for x−α ∈ X−α; x−α 6= 1: Put v˜ = x−αvx−1−α; u˜ = x−αux−1−α: Then, by Lemma
1, v˜ ∈ U−; u˜ ∈ U; v˜−α = u˜α = 1 (here Y = α: The condition
w˙; xα 6= 1 implies x−α; w˙ 6= 1 for every x−α ∈ X−α; x−α 6= 1 (recall
w˙ ∈ N: Further, as above we have x−α; w˙ = x−αxγt"; where γ < 0 and
t ′′ ∈ K: Put v′ = v˜x−α; w˙: Now v′ ∈ U−; v′−α 6= 1:
Case II. w˙; xα = 1 for every xα ∈ Xα and uα 6= 1: Since w˙; xα = 1
for every xα ∈ Xα; we have w˙; x−α = 1 for every x−α ∈ X−α and therefore
w˙αw˙w˙
−1
α = w˙ for every preimage w˙α ∈ X±α of the reflection wα ∈ W:
Consider
w˙αgw˙
−1
α = w˙αvw˙−1α w˙w˙αuw˙−1α : 5
We can write u = uαu′, where u′ ∈ U; u′α = 1: Then w˙αuw˙−1α =
w˙αuαw˙−1α w˙αu′w˙−1α : Note w˙αuαw˙−1α ∈ X−α: Put x−α = w˙αuαw˙−1α ; v˜ =
w˙αvw˙
−1
α ; u˜ = w˙αu′w˙−1α : By Lemma 1, v˜ ∈ U−; u˜ ∈ U; v˜−α = u˜α = 1
(here Y = α: From (5) we obtain
w˙αgw˙
−1
α = v˜w˙x−αu˜ = v˜x−αw˙u˜:
Put v′ = v˜x−α: Now v′ ∈ U−; v′−α 6= 1:
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Case III. w˙; xα = 1 for every xα ∈ Xα and uα = 1: This case will be
split into three parts. First we consider the situation where there is a root
β ∈ 5˜ which is a neighbour of α in the Dynkin diagram (i.e., α + β is a
root) such that v−β 6= 1:
Let M = α;β be the irreducible root system generated by α and β:
Put
δ =
8><>:
α+ β if α ≤ β;
α+ 2β if α > β and M = B2;
α+ 3β if α > β and M = G2:
We may assume that the element v in the decomposition of g satisfies the
additional condition
v−δ = 1: 6
Moreover, when we decompose v into a product of root subgroup ele-
ments, the condition (6) remains valid for any order of roots in which β is
the largest element. Indeed, put v′ = x−αvx−1−α; u′ = x−αux−1−α; where x−α
is an element in X−α: Since x−αw˙x−1−α = w˙; according to our assumption
we have x−αgx−1−α = v′w˙u′: Lemma 1 implies v′ ∈ U−; v′−α = 1; u′ ∈
U; u′α = 1 (here Y = α: Moreover, from Chevalley’s commutator
formula we obtain v′−β 6= 1 for every x−α ∈ X−α and v′−δ = 1 for
some suitable x−α ∈ X−α (here we obtain v′−δ = 1 using the condition
v−β 6= 1, which gives us the possibility of “correcting” the −δ-component
by conjugation with x−α: The choice of δ and the condition v′−α = 1
imply (again by the commutator formula) that the condition v′−δ = 1 re-
mains valid for any order of roots in which β is the largest element. Thus
we can consider the element x−αgx−1−α instead of g:
Now we can present the element v in the form v = v1v2x−β; where
v1 =
Y
γ∈M−
γ 6=−α;−δ;−β
xγ; xγ ∈ Xγ;
v2 ∈ U−; v2γ = 1 for every γ ∈M−;
x−β ∈ X−β; x−β 6= 1:
7
Consider xδvx
−1
δ for some xδ ∈ Xδ; xδ 6= 1: Put v′1 = xδv1x−1δ ; v′2 =
xδv2x
−1
δ ; x = xδx−βx−1δ ; M1 = M−\−α;−β;−δ; M2 = iγ + jδ ∈ M 
γ ∈M1; i; j ∈ Z; i; j ≥ 1; M3 = −iβ+ jδ ∈M  i; j ≥ 1: Then
1. if M = A2; then M1 = Z, M2 = Z, M3 = αy
2. if M = B2 and α < β; then M1 = −β − 2α, M2 = −α;β,
M3 = α;β+ 2αy
600 ellers and gordeev
3. if M = B2 and α > β; then M1 = −α − β, M2 = −α;β,
M3 = α; α+ βy
4. if M = G2 and α < β; then M1 = −β − 2α;−β − 3α;
−2β − 3α; M2 = β;−β − 2α;−β − 3α;−α, M3 = α;β + 2α;β +
3α; 2β+ 3αy
5. if M = G2 and α > β; then M1 = −α − β;−α − 2β;−2α −
3β, M2 = −α;−β−α;−3β− 2α;β, M3 = α; α+β;α+ 2β; 2α+ 3β:
From (7) and Lemma 1 (here Y = α;β we have
v′2 ∈ U−; v′2γ = 1 for every γ ∈M−: 8
From (7) and the commutator formula we have
v′1 =
Y
γ∈M1∪M2
xγ; where xγ ∈ Xγ; 9
and
x = Y
γ∈−β∪M3
xγ; where xγ ∈ Xγ: 10
There is no pair of opposite roots γ;−γ in the set M1 ∪M2 or in the set
−β ∪M3, and both of these sets are closed with respect to the addi-
tion of roots. Thus we can arrange any order of roots in (9) and (10) [St,
Lemma 17]. From (8), (9), (10) we obtain
xδvx
−1
δ = yv′′x1; 11
where v′′ ∈ U−; v′′−β 6= 1 (because v−β 6= 1, y ∈ U , yα = 1, x1 =Q
γ∈M3 xγ, xγ ∈ Xγ: Since all roots in the set M3 are positive, we have
x1 ∈ U: Further, the α-component of x1 is distinct from 1 because x1 =
x−1−β; xδ; where x−β 6= 1 (see (7)). Thus
x1 ∈ U; x1α 6= 1: 12
Since w˙xαw˙−1 = xα for every xα ∈ Xα and since for every  > 0,  6= α,
 ∈ M3; we have w˙xw˙−1 = xϕ, ϕ > 0, ϕ 6= α (this is a consequence of
Lemma 1 with Y = 5˜\α; the conditions (12) imply
x1w˙ = w˙x′1; 13
where x′1 ∈ U; x′1α 6= 1:
Consider xδw˙x
−1
δ : Then
xδw˙x
−1
δ = w˙w˙−1; xδ = w˙xx−1δ ; 14
where x ∈ X,  > 0,  6= α (indeed w˙xδw˙−1 = x for some  > 0,  6= αy
this follows also from Lemma 1).
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Consider u′ = xδux−1δ : By Lemma 1,
u′ ∈ U; u′α = 1: 15
From (11), (13), (14), (15) we obtain
y−1xδgx
−1
δ y = v′′w˙x′1xx−1δ u′y = v′′w˙u′′;
where u′′ = x′1xx−1δ u′y, u′′ ∈ U , u′′α 6= 1, v′′ ∈ U−, v′′−β 6= 1: We have
either v′′−α 6= 1 or we are back in Case II (i.e., v′′−α = 1, v′′−β 6= 1,
w˙; xα = 1, u′′α 6= 1:
The second part of Case III deals with v−β 6= 1 for some β ∈ 5˜ but
β is not a neighbour of α (i.e., α + β is not a root). Consider the path
in the Dynkin diagram between α and β: Let α = α0; α1; : : : ; αk = β be
the roots in this path. If αi ∈ X for some i; then there is some j such
that αj 6∈ X and αj+1 ∈ X: Choose the smallest j with this property. Then
by Chevalley’s commutator formula w˙; xαj  6= 1 for xαj 6= 1: We can now
apply Case I and obtain v−αj 6= 1 and αl 6∈ X for all l < j: Therefore
we may assume that αi 6∈ X and also w˙; xαi = 1 for i = 0; : : : ; k − 1:
By the first part of Case III we obtain an element which is conjugate to
g and which has the form v′w˙u′; where v′ ∈ U−; u′ ∈ U; v′−αk−1 6= 1
(note Xαk−1 is a one-parameter root subgroup because a two-parameter
root subgroup occurs only in the case 2A2r and it corresponds to the root
at an end of the Dynkin diagram). Thus moving along the path from β to
α we obtain eventually an element which is conjugate to g and which has
the form v′w˙u′; where v′ ∈ U−; u′ ∈ U , v′−α 6= 1:
We turn to the third part of Case III. Here v−β = 1 for every β ∈ 5˜: In
Lemma 2 we assume in this case w˙ /∈ ZG˜: Let w = 1 (i.e., w˙ ∈ H: Then
w˙; xβ ∈ Xβ for every xβ ∈ Xβ: Moreover, since w˙ /∈ ZG˜; there exists a
root β ∈ 5˜ such that w˙; xβ 6= 1: Using the same argument as in Case I
we obtain v′−β 6= 1 for some conjugate of g which has the form v′w˙u′:
Let w 6= 1: Since α /∈ X (recall w = Qγ∈X wγ; we can find an element
γ0 ∈ X such that one of its neighbours β in the Dynkin diagram does not
belong to X: Thus β /∈ X and wγ0β 6= β: This implies wβ 6= β (indeed,
let w = wγn · · ·wγ1 , where wγj β = β for 1 ≤ j < i and wγiβ 6= βy then
wβ = β − 2β; γi/γi; γi γi +
Pn
k=i+1 akγk; where β; γi 6= 0 and
so wβ 6= β because X is linearly independent) and therefore w˙; xβ 6= 1
for some xβ ∈ Xβ: Again we are back in Case I. Hence we have proved
the existence of τ1:
The proof of the existence of τ2 is almost the same as that for the ex-
istence of τ1: A difference occurs only in the case w˙ ∈ ZG˜; where we
assume v−β 6= 1 for some β ∈ 5˜: But then we can look at the element
g′ = w˙0v−1gvw˙−10 instead of g, where w0 is the longest element in the Weyl
group of G˜: Indeed, g′ = w˙0w˙w˙−10 w˙0uw˙−10 w˙0vw˙−10 = w˙w˙0uw˙−10 w˙0vw˙−10 =
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w˙0uw˙
−1
0 w˙w˙0vw˙
−1
0 : Now w˙0uw˙
−1
0 ∈ U−; w˙0vw˙−10 ∈ U and the β′-component
of w˙0vw˙
−1
0 is distinct from 1 for the simple root β
′ = −w0β: The rest of
the proof is the same as that for τ1:
Lemma 3. Let g = vw˙u and let α be as in Lemma 2. If v−α 6= 1;
then there exists an element σ1 ∈ G˜ such that σ1gσ−11 = v′w˙αw˙u′; where v′ ∈
U−; u′ ∈ U; and w˙α is a preimage of the reflection wα: If uα 6= 1; then there
is an element σ2 ∈ G˜ such that σ2gσ−12 = v′w˙w˙αu′; where v′ ∈ U−; u′ ∈ U:
Proof of Lemma 3. Let x−α ∈ X−α; x−α 6= 1: Then we can write x−α =
xαw˙αx
′
α for some xα; x
′
α ∈ Xα and for some preimage w˙α of the reflection
wα (this is the Bruhat decomposition of x−α: Hence
x−1α x−α = w˙αx′α: 16
Since α /∈ X; Lemma 1 yields w˙−1x′αw˙ = xδ for some δ > 0 (here Y =
5˜\α: Therefore
x′αw˙ = w˙xδ: 17
Assume v−α 6= 1: Then we can write v = v˜x−α; v˜ ∈ U−; v˜−α = 1
for some x−α ∈ X−α; x−α 6= 1: Using (16) and (17) we obtain for some
suitable xα
x−1α gxα = x−1α v˜xαx−1α x−αw˙uxα = v′w˙αw˙xδuxα = v′w˙αw˙u′;
where v′ = x−1α v˜xα ∈ U− (by Lemma 1), u′ = xδuxα ∈ U: The proof is
similar if uα 6= 1:
Now we start with the proof of Theorem 1. We fix an element h ∈ H and
a subset X ⊂ 5˜ and look at a noncentral element g of G˜: By Theorem EG
we may assume
g = vhu 18
for some v ∈ U−; u ∈ U: Moreover we shall show that in addition to (18)
we may make another assumption, namely,
v−β 6= 1 19
for some β ∈ 5˜: The condition (19) can be obtained by close inspection of
the proof of (18).
Theorem EG has been proved in [EG1; EG2; EG3] by induction. For
the purpose of this induction we extended the class of groups considered
(see Remark 2). Namely, we dealt with groups of the form 0 = σ; G˜,
G˜ G 0; where the conjugation g → σgσ−1 is a diagonal automorphism of
the Chevalley group G˜ (σ may be the trivial automorphism). Further, we
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considered an element σg ∈ 0; σg /∈ Z0; and a fixed element h ∈ H: We
showed
τσgτ−1 = vσhu 20
for some τ ∈ G˜; v ∈ U−; u ∈ U: The first step (the base of the induction)
was to show (20) for the case rank G˜ = 1: Here we proved [EG1, Lemma
1; EG3, Lemma1] also that we may assume v 6= 1 in (20). Further we
fixed an order for 5˜ xα1; α2; : : : ; αr such that for every i, αi; αi+1; : : : ; αr
is a simple root system for an irreducible root system. Then we wrote the
element h in the form h = hα1t1 · · ·hαr tr for suitable t1; : : : ; tr ∈ K: The
main step of the induction was to obtain an element σg′ in the conjugacy
class of σg which has the form
σg′ = v˜σhα1t1g1u˜; 21
where the element g1 belongs to the subgroup G˜1 generated by root sub-
groups of the root system α2; : : : ; αr, u˜ ∈ RuP, v˜ ∈ RuP− for the
parabolic subgroups P; P− corresponding to α2; : : : ; αr: Moreover in (21)
we obtained the condition σhα1t1g1 /∈ Z01; where 01 = σhα1t1; G˜1:
Since the conjugation with σhα1t1 also gives us a diagonal automorphism
of G˜1; we applied the assumption of the induction to σhα1t1g1: Hence we
had
τ1σhα1t1g1τ−11 = v′σhα1t1hα2t2 · · ·hαr tru′; 22
where v′ ∈ U− ∩ G˜1, u′ ∈ U ∩ G˜1, τ1 ∈ G˜1: Since τ1v˜τ−11 ∈ RuP−,
τ1u˜τ
−1
1 ∈ RuP; the formulas (21) and (22) showed us that τ1σg′τ−11 has
the form (20). Note that we can add to the assumption of induction the
condition v−αr 6= 1 because it is true for the base of induction. Thus we
may assume that in (22) we have v′−αr 6= 1: Hence we obtain v−αr 6= 1
in (20). This outline of the proof shows that we may assume (19) (if we
put σ = 1), where β = αr:
Now we shall prove Theorem 1 by induction on the number of elements
in X: The base of this induction is the case X = 0 (i.e., X = Z) which
follows directly from (18). Let w = wαw′; where w′ =
Q
γ∈X
γ 6=α
wγ: By the
induction assumption we may suppose
g = v′w˙′hu′; 23
where v′ ∈ U−; v′−αr 6= 1; u′ ∈ U; and w˙′ is a preimage of w′ in N:
Let G˜ be a group which is not of type 2A2r; 2B2; 2G2; or 2F4: Then
the statement of the theorem is an immediate consequence of (23) and
Lemmas 2 and 3.
Let G˜ be a group of type 2B2 or 2G2: Then the statement of the theorem
follows from Lemma 3 and Theorem EG.
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Let G˜ be a group of type 2A2r : The formula (18) was proved in [EG3]
using the order of roots which coincides with the order in [B] for Br: Thus
here αr is a short root and only Xαr is a two-parameter subgroup among the
subgroups Xα1; : : : ;Xαr [C1]. If αr /∈ X; then we can apply Lemmas 2 and
3. Let αr ∈ X: Then w = w1wαrw2 for some w1; w2 ∈ W which are products
of reflections wγ; γ ∈ X (possibly w1 = 1 or w2 = 1: Put h1 = w˜2hw˜−12 for
some preimage w˜2 of w2 in (18) instead of h: Note that h1 does not depend
on the choice of the preimage w˜2 but only on w2: Using Lemma 3 we can
obtain an element conjugate to g which has the form v1w˙αrh1u1 for some
v1 ∈ U− and u1 ∈ U: Then, using Lemmas 2 and 3 as above, we obtain
an element in the form v′1w˙1w˙αrh1u
′
1 for some v
′
1 ∈ U− and u′1 ∈ U and
then also in the same way an element in the form v2w˙1w˙αrh1w˙2u2 for some
v2 ∈ U− and u2 ∈ U: But w˙1w˙αrh1w˙2 = w˙1w˙αw˜2hw˜−12 w˙2 = w˙1w˙αr w˜2hh′;
where h′ = w˜−12 w˙2: Note that w˜2 and w˙2 are preimages of w2 in the group
N ∩ G˜X: Hence h′ ∈ H ∩ G˜X: Since hh′ = h′h and w˜2h′ is also a preimage
of w2 in N ∩ G˜X; the element w˙1w˙αr w˜2h′ is a preimage of w in N ∩ G˜X:
Thus we have our statement.
Let G˜ be a group of type 2F4: Here we have 5˜ = α1; α2 and (18)
and (19) with β = α2 [EG3]. We distinguish four cases: (1) w = wα2 y (2)
w = wα1wα2 y (3) w = wα2wα1 y (4) w = wα1 : For (1) we use Lemma 3.
Now we deal with (2) and (3). From Lemma 3 we obtain an element g′
conjugate to g in the form g′ = v′w˙α2u′; where v′ ∈ U− and u′ ∈ U (since
w = wα1wα2 or w = wα2wα1; the element h in the form vw˙hu becomes
irrelevant because it can be absorbed into w˙: Using the same argument as
in Case I of Lemma 2 we can also obtain v′−α1 6= 1 in (2) or u′α1 6= 1 in
(3). Now we can apply Lemma 3. Finally (4): If v−α1 6= 1 or uα1 6= 1 in
(18), then we can apply Lemma 3. Let v−α1 = 1 and uα1 = 1: Assume
K > 2: The element h ∈ H can be written in the form h = hα1t1hα2t2
for some t1; t2 ∈ K (see [St, Sect. 11; C1]). The hα1t1 component of h is
irrelevant because it can be absorbed by the preimage of wα1 : Since K > 2
and charK = 2; we may assume h; xα1 6= 1 for xα1 ∈ Xα1 , xα1 6= 1: If we
change the element g = vhu to the element x−α1gx−1−α1 for x−α1 ∈ X−α1 ,
x−α1 6= 1; we obtain as above an element of the form v′hu′; where v′ ∈ U−,
u′ ∈ U; and v′−α1 6= 1:
Now assume K = 2: Let Y = α1 and let P = PY be the corresponding
parabolic subgroup. Further, let W be the Weyl group for 2F4 and W1 =
wα1 ≤ W: Since W is a dihedral group, each double coset W1wW1; where
w /∈ W1; has a reflection wβ as a representative. Hence
G˜ = P ∪ [
β∈S
Pw˙βP 24
for some subset S ⊂ R˜ [C2, Proposition 2.8.1]. If wβα1 = γ < 0 and
γ 6= −α1; then wα1wβwα1α1 = wα1wβ−α1 = wα1−γ = −wα1γ > 0
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because −α1 is the only negative root which is mapped to a positive root
by wα1 : Thus in (24) we can take
S = β ∈ R˜  wβα1 > 0: 25
The group G˜; G˜ is simple and of index 2 in G˜ [St, Sect. 11, Corollary 1]
and therefore there is no normal subgroup of G˜ contained in PY : Hence
every nontrivial conjugacy class C has a nonempty intersection with some
double coset PwβP with β 6= α1: Thus we may take a representative of the
conjugacy class C in the form w˙βg
′
1u
′; where g′1 ∈ X±α1; u ∈ RuP; β 6=
α1; β ∈ S: Then conjugating this element by some suitable xβ ∈ Xβ we get
g = x−βg1u for some x−β ∈ X−β; x−β 6= 1; g1 ∈ X±α1; u ∈ RuP
(see [EG1, Lemma 3]). Using Gauss decomposition we get g1 = w˙α1xα1 or
g1 = x−α1xα1 for some xα1 ∈ Xα1; x−α1 ∈ X−α1 : If g1 = w˙α1xα1; then we are
in a situation already handled. If g1 = x−α1xα1 and x−α1 6= 1 or u′′α1 6= 1,
where u′′ = xα1u; we are again in a case already handled. Thus we may
assume
g = x−βu; 26
where x−β 6= 1; uα1 = 1; β 6= α1; β ∈ S: If β and α1 are in the same
W-orbit, i.e., if wβ = α1; then g′ = w˙gw˙−1 = x−α1w˙uw˙−1: But w˙uw˙−1 =
v1u2, where v1 ∈ U−; u2 ∈ U; and v1−α1 = 1: Indeed, we can present
u = Qγ∈R˜+ xγ; where the product is taken in the following order: we collect
all xγ; γ ∈ R˜+; wγ < 0 on the left side; also, if w−β = −α1 there is
no γ ∈ R˜+ such that wγ = −α1: Now we have g′ = x−α1v1u2, where
u′−α1 6= 1 for u′ = x−α1v1: Thus again we are back in an earlier case.
Let β be in another orbit. Then β is not orthogonal to α1 (recall W =
W 2F4 ≈ D16 and hence
wβα1 = δ 27
for some δ ∈ R˜; δ 6= α1: Moreover (25) implies δ > 0: Conjugating (26) by
a suitable xβ we obtain an element
g1 = w˙βu1 28
for some u1 ∈ U; u1α1 = 1: Again conjugating g1 by an element xα1 ∈ Xα1
we obtain
g2 = w˙βw˙−1β ; xα1xα1u1x−1α1 = w˙βxδx−1α1 u′1 = w˙βu′2; 29
where u′2 = xδx−1α1 u′1: This is a consequence of (27) and (28). Since δ >
0; δ 6= α1; and since u′1 ∈ U; u′1α1 = 1 (by Lemma 1), we have u′2 ∈
U; u′2α1 6= 1: Conjugating g2 by a suitable xβ and using (29) we get
g3 = x′−βu3 for some x′−β ∈ X−β and u3 ∈ U; u3α1 6= 1: So we are in a
case already handled. This concludes the proof of Theorem 1.
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4. PROOF OF THEOREM 2
Let G˜ = GK be a proper Chevalley group over a field K corresponding
to a simple simply connected algebraic group G: Let a = a1; : : : ; ar ∈
ArK be a fixed element of the affine space ArK (here r = rankG:
Define pi = i  ai = 0 and 5′ = αi ∈ 5  i ∈ pi: Let 51; : : : ; 5m be the
connected components of the Dynkin diagram of 5′: Let p¯i = 1; : : : ; r \
pi: The subset 5j generates an irreducible root subsystem of R which we
denote by Rj: Let G˜j = Xα  α ∈ Rj be the subgroup of G˜ generated by
root subgroups corresponding to Rj: Then the elements in the group G˜j
commute with the elements in every G˜l; l 6= j: Put G˜a = G˜1 · G˜2 · · · G˜m:
For every 5j we fix an element
wj =
Y
αl∈5j
wαl
in the Weyl group of Rj; where the product of reflections wαl is taken in any
fixed order and each wαl occurs only once. Thus wj is a Coxeter element
of W Rj: Put
wa = w1w2 · · ·wm:
Lemma 4. 5Let ha =
Q
l∈p¯i hαlal: Then for every preimage w˙a of wa in
the group N ∩ G˜a we have δw˙aha = a:
Proof of Lemma 4. According to the definition (see 2.5) the value of
δig (for g ∈ G) is equal to the 1; 1-entry of the matrix ρλig; where
ρλi x G→ GLnλi is a matrix representation corresponding to λi with weight
vectors e1 = 1; 0; : : : ; 0t ; : : : ; enλi = 0; : : : ; 0; 1t (the action of ρλig
is left multiplication of columns) and e1 is the highest weight vector. Then
ρλiw˙ahae1 = αek 30
for some α ∈ K? and some k ∈ 1; : : : ; nλi; because λi has multiplicity 1
in the representation ρλi : If i ∈ pi then waλi 6= λi: Indeed, if E is the real
vector space generated by the roots and Ea ⊂ E is the subspace generated
by the roots in the set
Sm
j=1Rj; then the projection of λi on Ea is not zero
(because λi; αi = 1 and αi ∈ Rj for some j and therefore waλi 6= λi
(by definition wa is a product of Coxeter elements of the root systems
R1; : : : ; Rm and hence wa acts without fixed points on Ea: Therefore k 6= 1
in (30) and the 1; 1-entry of the matrix ρλiwaha is equal to zero. Hence
δiw˙aha = 0 = ai: Let i ∈ p¯i: If w is an element in the Weyl group of the
root system
Sm
j=1Rj; then wλi = λi: Indeed, according to the definition
w is a product of reflections wαl ; where αl ∈ 5, and among such factors
there is no wαi : But if l 6= i; then λi; αl = 0 and therefore λi; αl = 0:
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Thus wαlλi = λi if l 6= i and thus wλi = λi: Hence ρλiw˙e1 = βe1 for
every preimage w˙ of w in the group N ∩ G˜a; where β = βw˙ ∈ K?: Since
e1 is an eigenvector for every ρλib; b ∈ B ∩ G˜a and for every ρλiw˙; w˙ ∈
N ∩ G˜a; the vector e1 is also an eigenvector for every ρλig; g ∈ G˜a (this
follows from the Bruhat decomposition). Since these considerations do not
depend on the field K; we may assume G˜a; G˜a = G˜a (otherwise we may
consider G˜a as the subgroup of the group generated by root subgroups
Xα ≤ GL; α ∈
Sm
j=1Rj for a field extension LK: Thus ρλige1 = e1 for
every g ∈ G˜a: This implies ρλiw˙ae1 = e1: Since e1 is a λi-weight vector
and since G is simply connected, ρλihαte1 = tλi;αe1 for every α ∈ R
and every t ∈ K? (see [St, Lemma 19, Corollary 4]). Hence ρλihae1 = aie1
(recall that ha =
Q
l∈p¯i hαlal and ρλiw˙ahae1 = aie1: Thus the 1; 1-entry
of the matrix ρλiw˙aha is equal to ai and therefore δiw˙aha = ai:
Now the statement of Theorem 2 for proper Chevalley groups fol-
lows from this lemma and Theorem 1. Indeed, τgτ−1 = u1w˙ahau2 for
some τ ∈ G˜; u1 ∈ U−; u2 ∈ U and for some preimage w˙a of wa in the
group N ∩ G˜X; where X is the union of the sets 5j; j = 1; : : : ;m: Since
δu1w˙ahau2 = δw˙aha and δw˙aha = a for every a ∈ ArK; we obtain
the statement of Theorem 2.
Consider the case of twisted groups. Every root β ∈ 5˜ corresponds to a
ρ-orbit Oβ ⊂ 5 (see 2.5). We have the following
Lemma 5. Let Y ⊂ 5˜ and let
w = Y
β∈Y
wβ;
where the product is taken in any fixed order and each wβ occurs only once.
If we consider w as an element in the Weyl group of R; then wλi = λi if
and only if αi /∈
S
β∈Y Oβ:
Proof of Lemma 5. Let αi /∈
S
β∈Y Oβ: Then w ∈ wα1; : : : ; wαi−1;
wαi+1; : : : ; wαr : Since wαlλi = λi for every l 6= i (see the proof of
Lemma 4), we have wλi = λi: Let αi ∈ Oγ for some γ ∈ Y: We have
w = w1wγw2; where
w1 =
Y
β∈Y1
wβ; w2 =
Y
β∈Y2
wβ; Y1 ∪ γ ∪ Y2 = Y:
Since γ /∈ Y1; γ /∈ Y2; we have w1λi = λi; w2λi = λi (as we have seen
above). Now, if wλi = λi; then w−11 ww−12 λi = λi; i.e.,
wγλi = λi: 31
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Let E be a real vector space generated by the roots in R and let Eγ ⊂ E be
the subspace generated by roots in the orbit Oγ: Then wγv = −v for every
v ∈ Eγ (see [St, proof of Theorem 32(3)]). Since αi ∈ Oγ; the projection
of λi on Eγ is not zero. Hence wγλi 6= λi which contradicts (31). Thus
wλi 6= λi:
Now let a ∈ ArKF and let pi be as defined above. Since a is F-invariant,
the set pi is ρ-invariant (recall that we consider the graph automorphism ρ
also as a permutation on the set 1; : : : ; r and the set p¯i = 1; : : : ; r\pi is
also ρ-invariant. Further, every root β ∈ 5˜ defines a ρ-orbit in 1; : : : ; r;
namely, the numbers of the roots in the orbit Oβ: We denote this orbit by
Oβ: Put
X = β  β ∈ 5˜; Oβ ⊂ pi:
Let
wa =
Y
β∈X
wβ;
where the product is taken in any fixed order and each wβ occurs only
once. Then by Lemma 5,
waλi 6= λi if and only if i ∈ pi: 32
Let ha be an element of the group GK defined in Lemma 4. Since a ∈
ArKF we have ha ∈ GKF (see 2.5). Using (32) we obtain δiw˙aha = ai
for every i ∈ 1; : : : ; r and for every preimage w˙a of wa in the group
N ∩ G˜X (in the same way as in Lemma 4). Further, by Theorem 1 we can
find an element τ ∈ G such that τgτ−1 = u1w˙ahau2; u1 ∈ U−; u2 ∈ U: We
may consider u1; u2 as elements of the corresponding subgroups in GK:
Hence δτgτ−1 = δw˙aha = a: This proves Theorem 2.
5. EXAMPLES
5.1. Theorem 1 shows that some special Gauss cells B−w˙B; which
we may call Coxeter cells (because w here is a Coxeter element of the
Weyl group corresponding to some possibly reducible root system), contain
representatives of all noncentral conjugacy classes. Perhaps only Coxeter
cells have this property. The following example shows the existence of cells
which fail to have representatives of some conjugacy classes.
Let w0 be the longest element in the Weyl group of G˜: Then B−w˙0B =
w˙0Bw˙
−1
0 w˙0B = w˙0B: Consider the group G˜ as a subgroup of GLnK for
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some n where the elements of B are represented by upper triangular ma-
trices and w˙0 is presented by a matrix of the block form0BBBBBBB@
α10 : : :
αk
w
βk
: :
: 0
β1
1CCCCCCCA
;
where w ∈ GLmK and m + 2k = n (we may consider, say, the adjoint
representation where n = dim G˜, m = rank G˜ or for classical groups their
natural representations SL; SO; Sp; SU: Then any matrix g ∈ w˙0B has
the block form 0B@ O O A13O A22 A23
A31 A32 A33
1CA; 33
where A13;A31 are lower triangular. If g is of the form (33), then
corank g ≥ k; where corank g = rank g − 1: Thus elements of small
corank cannot be contained in w˙0B: Since the corank is an invariant of
a conjugacy class in a given matrix representation, we can find conjugacy
classes which have no representative in w˙0B; e.g., root subgroup elements.
5.2. The preceding example shows that the Bruhat cell Bw˙0B also
has no representatives in conjugacy classes of small coranks. Indeed, every
element of the form b1w˙0b2 is conjugate to w˙0b2b1 ∈ w˙0B:
5.3. The following example shows that even if a conjugacy class C has
a nonempty intersection with a Gauss cell B−w˙B; it may happen that we
cannot find an element g ∈ C in the form u1w˙u2; where u1 ∈ U−, u2 ∈ U ,
and w˙ is a prescribed preimage of w 6= 1 in the group N: This shows the
difference between this case and the case w = 1; i.e., Theorem EG. Let
G˜ = SL3K; charK 6= 2. The matrices
w˙1 =
0B@ 0 0 10 −1 0
1 0 0
1CA; w˙2 =
0B@ 0 0 10 1 0
−1 0 0
1CA
are both preimages of w = 13: But the matrix τw˙1τ−1 cannot be presented
in the form u1w˙2u2: Indeed, the matrix of u1w˙2u2 is0B@ 0 0 10 1 a
−1 b c
1CA: 34
But a matrix of the form (34) cannot be an involution.
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5.4. The preceding example does not depend on the field K: How-
ever, if we look at the Coxeter cell B−w˙B; the situation depends on K; as
the following proposition shows. We use the notation and make the same
assumptions as in Theorem 1.
Proposition. Let K be an algebraically closed field and let G˜ = GK be
a proper Chevalley group over K: Then for every preimage w˙ of w in N there
exists some τ ∈ G˜ such that τgτ−1 = u1w˙u2 for some u1 ∈ U−; u2 ∈ U:
Proof of the Proposition. Let w˙1; w˙2 be two preimages of w in the group
N ∩ G˜X: Since w˙−11 w˙2 ∈ HX = H ∩ G˜X; the elements h1 = w˙−11 w˙ and
h2 = w˙−12 w˙ can be written in the form
h1 = hXhX¯; h2 = h′XhX¯;
where
hX; h
′
X ∈ HX and hX¯ =
Y
αi∈5\X
hαiti
for some ti ∈ K?: Thus if we take a preimage w˙′ of w of the form w˙′ =
w˙1hX¯; the element h′′ = w˙′−1w˙ belongs to HX: According to Theorem 1 we
may assume g = u1w˙′u2; where w˙′ = w˙1hX¯ for some w˙1 ∈ N ∩ G˜X: Fur-
ther, the map ϕwx HX → HX defined by the formula ϕwh = w˙′−1hw˙′h−1
is a homomorphism with a finite kernel, because w is a Coxeter element
of the Weyl group of the group G˜X: Hence ϕwHX = HX (because HX
is a group of points of a torus over an algebraically closed field). Let
h0 ∈ HX be an element such that ϕwh0 = w˙′−1h0w˙′h−10 = h′′ (recall
that w˙′h′′ = w˙: We have h0gh−10 = h0u1h−10 w˙′w˙′−1; h0h0u2h−10 = u′1w˙u′2;
where u′1 ∈ U−; u′2 ∈ U:
If K is not algebraically closed we cannot guarantee that we can find an
element in a given conjugacy class of the form u1w˙u2 for every preimage
w˙ of w; even if we consider a Coxeter cell. The simplest example is G˜ =
SL2K, where −1 /∈ K2 +K2;
g =

0 −1
1 0

; w˙ =

0 1
−1 0

:
Obviously there is no τ ∈ G˜ such that τgτ−1 = u1w˙u2 for any u1 ∈
U−; u2 ∈ U:
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