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Intelligent transportation system (ITS) has been studied in order to improve travel efficiency 
and driver safety. Its results such as vehicle information and communication system (VICS) and the 
advanced cruise-assist highway system (AHS) have already been put into practical use and 
field-tested in Japan. Recently, smart gateway (SG) system that provides several ITS services such as 
the internet services, the cruise-assist services, and so on for each driver by using dedicated short 
range communication (DSRC) are also expected to improve travel efficiency, driver safety, and 
cruising comfort. In this paper, the communication and system architecture to realize the above 
services in SG system are discussed. 
 An SG system uses multiple base stations (BSs) set along the road to provide multimedia 
information such as map, music, and so on from the Internet and cruise-assist information such as 
reports on traffic jams, accidents, and so on detected on the road for a mobile station (MS) 
incorporated in running vehicles. The communication time between a BS and an MS is very short 
because the communication area of a BS is 30m. Additionally, an MS cannot receive a radio signal 
when it is frequently in the radio shadow of a large vehicle such as a bus, which is called shadowing. 
And so, the system must be able to transmit large amounts of data to MSs quickly and without packet 
loss in these communication environments and allow each BS to flexibly provide the urgent 
information to each MS in a way that adapts to the running environments of the MS, for example, an 
urgent message must be transmitted within milliseconds to MSs near an accident site so that it can be 
used to control the movement of the vehicles containing those MSs but the same information can be 
transmitted with some delay to MSs farther away because drivers of those vehicles do not need 
vehicle control, but simply want to avoid any traffic jam caused by the accident. Moreover, the system 
must be able to add new BSs in online without affecting the ones already because several BSs are 
constructed step by step according to the needs and the costs and the system must be able to transmit 
the service data continuously through several BSs even if some BSs of them hold the fault. Although 
these are very important system issues to put into practical use, they have hardly ever been discussed 
in ITS. Therefore, the autonomous decentralized system (ADS) architecture to resolve the 
communication issues which are high-performance and high-flexibility and the system issues which 
are on-line expandability and fault tolerance simultaneously is applied to SG system in this study. 
Each BS cooperates with other BSs through the roadside network and autonomously provides the 
service for the running vehicle. The goal of this study is the construction of the roadside network 
system platform for SG system for practical use and this paper proposes the new system architecture, 
which is called an autonomous decentralized mobility system (ADMS) architecture to achieve it. This 
paper consists of 5 chapters which will be outlined below. 
 Chapter1 is the Introduction. The target of this study for ITS is made clear and the goal and 
the approach to it are discussed in this chapter. Firstly, the technical issues of SG system has been 
discussed in ITS are shown. Secondly, the target issues of this study, which are not only the 
communication issues that are the quick transmission of the urgent message and the improvement of 
the communication efficiency to transmit large amounts of data but also the system issues that is 
on-line expandability and fault tolerance to put into practical use, are discussed. Finally, the goal and 
the approach to it are discussed by showing the circumstances which ADS architecture to resolve 
above system issues is incorporated and the needs of the new architecture based on ADS to resolve 
the communication issues. 
 In chapter2, the new ADS architecture which is called ADMS architecture is proposed. Since 
the conventional ADS architecture is not considered that the target controller is moved, the system 
transaction is higher as the number of the service kinds is increased. And so, it is difficult to apply the 
conventional ADS architecture to SG system. ADMS architecture is designed based on the group 
activity which has been discussed in social psychology to resolve the above problem in this study. The 
target controller is equal to an MS in ADMS architecture. Each subsystem autonomously judges the 
range which an MS moves and the subsystems in the range manage and share the data for an MS 
cooperatively. In this study, the autonomous group management system to realize the above concept is 
designed based on ADS architecture. In this way, not only on-line expandability and fault-tolerance 
can be met but also the system transaction can be restrained. ADMS architecture is implemented to 
the experimental system and its effectiveness is demonstrated. 
 In chapter3, an autonomous BS (ABS) grouping technique to provide the multimedia 
information without packet loss for an MS by using ADMS architecture is proposed. In this technique, 
each ABS connected to the roadside network dynamically creates the group to provide the service for 
an MS on the basis of the distance between ABSs, the service data size, and the velocity of an MS. 
Each ABS in the group caches the service data and transmits the packet which is the divided service 
data to an MS if an ABS connects with an MS. Additionally, the service progress is shared in the 
group when an ABS disconnects with an MS. In this way, it is possible to avoid the packet loss by the 
affects of shadowing and transmit the data to an MS effectively. Moreover, each ABS judges whether 
the service data can be transmitted to an MS in the group by using the service progress and re-creates 
the group in case several ABSs are lacked. In this way, it is possible to transmit the service data to an 
MS continuously even if several ABSs in the group are lacked by the affects of shadowing. The 
proposal technique is implemented to the experimental system and its effectiveness in terms of the 
system transaction and the communication performance is demonstrated.  
 In chapter4, ABS quality of service (QoS) management technique to provide the cruise-assist 
information flexibly for an MS by using ADMS architecture is proposed. In this technique, each ABS 
received the urgent message through the roadside network autonomously judges whether or not to 
transmit it to an MS based on the kinds of message and the distance between the sender and the 
receiver. Also, each ABS received the urgent message judges the urgency of the information and 
determines the property of the data, which is “control data” and “information data”. The former is the 
data that the transmission time from the sensor on the road detects the accident until the information is 
transmitted to an MS, which is within 100ms, is assured. The latter is the traffic information aimed to 
help the driver bypassing the heavy traffic due to the accident or decelerating the vehicle. The 
property is judged by comparing the distance between ABSs with the urgency calculated from the 
distance to stop the vehicle safely. In this way, if the property is “control data”, the urgency is higher 
but the urgency is lower if the property is “information data”. Additionally, it is possible to transmit 
the most urgent message to an MS quickly by sending the message according to the order of the 
urgency even if several accidents are detected on the road. The proposal technique is implemented to 
the experimental system and its effectiveness in terms of the flexibility and the transmission 
performance of the urgent message is demonstrated. 
 Chapter5 shows that the roadside network system platform to achieve the goal can be 
constructed by applying ADMS architecture to SG system as a summary of this study. Also, it is 
shown that the new service aims of driver safety and cruising comfort can be incorporated easily. 
Additionally, the future work of this study is also discussed.  
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第1章  
 
序 論 
 
1.1 はじめに 
 1908 年にフォードモデル T(通称：T 型フォード)が発売されてから自動車の生産台数は
2007 年度まで増加の一途を辿ってきた．2008 年のサブプライム問題に端を発した金融危機
により現在自動車産業は低迷しつつあるものの，2007 年時点では 7000 万台／年以上の自動
車が生産されてきた．自動車はすでに人々の生活に入り込み，まさに自動車産業が世界経
済の重要な位置を占めているといっても過言ではない．一方で自動車の爆発的な普及がこ
れまで見えてこなかった自動車の負の側面を顕在化させつつある．交通渋滞による経済損
失，交通事故による死傷者数の増加，温室効果ガスの排出による地球温暖化への悪影響で
ある．こうした自動車がもたらす社会的問題を解決し，今後も快適で，安全，環境に優し
い道路交通社会を実現すべくこれまで ITS(Intelligent Transportation System)技術の研究開発
が盛んに行われてきた．ITS とは車，道路，人を情報とネットワークで接続することにより
快適で安全，環境に優しい道路交通社会の実現を目指す諸々のサービスに包括的に与えら
れた名称であり，主に ITS 技術といえばサービス実現のための情報処理技術，通信技術，
センシング技術，制御技術をさす[1]．ITS に関する動きが世界的に顕著になったのは 1990
年代はじめであったが，その萌芽は 1960 年代の終わり頃まで遡る．日本において ITS が産
官学協力のもとに国家的な活動として推進されるようになったのは，1996 年 7 月に関連五
省庁(現，国土交通省，経済産業省，警察庁)によって「道路・交通車両分野における情報化
実施指針」が策定されてからとなる．以来，カーナビゲーションシステム，VICS(Vehicle 
Information and Communication System)や ETC(Electronic Toll Collection)の普及に見られるよ
うな高度な情報処理技術，通信技術の開発や AHS(Advanced cruise-assist Highway System)，
ASV(Advanced Safety Vehicle)に見られるようなセンシング技術，車両制御技術など車の快適，
安全に関わる多様な技術開発が進められてきている．また近年では温室効果ガス削減に向
けたガソリン自動車の燃費改善に向けた技術開発も活発に行われている．これは温室効果
ガスの総排出量を第一約束期間(2008年～2012年)に基準年から 6%削減することを定めた京
都議定書の発効に端を発する．2005 年 4 月には日本政府による「京都議定書目標達成計画」
が策定され，運輸部門においては 2010 年度に 5,490 万トンの CO2 削減量が目標数値として
定められている[2]．運輸部門における CO2 排出量は日本の総排出量の約 2 割を占めており，
そのうち約 9割が自動車から排出されていることから京都議定書の目標を達成する上で ITS
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技術の活用に大きな期待が集まっている．こうした中 2006 年には ITSJapan による環境 ITS
プロジェクトが立ち上げられ産官学の連携による環境 ITS プロジェクトが本格的にスター
トしている[3]．また(社)日本自動車工業会では CO2 削減に向けて設計・開発から生産・使
用・廃棄の各段階を視野に入れた開発を推進しているが，この中で ITS 技術を使用時の交
通環境対策と位置づけている[4]．以上述べた様に ITS 技術の活用による環境対策(特に京都
議定書目標達成に向けた環境対策)は徐々に盛り上がりを見せてはいるものの，現状では仕
掛け作りや過去の延長線上としての技術開発がほとんどである．そこで本研究では ITS 技
術を快適・安全な道路交通システム実現に向けた技術の枠組みとして位置づけ，環境の側
面からは特に論じないこととする． 
ITS の概念と技術分野との関係を図 1-1 に示す．ITS とは先に述べたように車と道路と人
とが情報とネットワークで接続されることにより快適で安全な道路交通システムを実現す
るために与えられた包括的な名称であるが，その技術分野は図 1-1 に示すように大きく 7 つ
に分類される．ここで「人(ドライバ)」は ITS 技術を語る上で重要な要素ではあるが，「人」
そのものの研究に関しては他分野に委ねることとし図 1-1 の分類からは外してある．ITS 技
術の発端は安全・快適の観点から言えば「車の知能化(スマートカー)」によるドライバの安
全運転支援と「道路の知能化(スマートウェイ)」による快適な交通流実現を目指した車・道
路単体によるサービス提供を主たる対象としていた．ところが近年のセンシング技術や情
報通信技術の発達に伴い，道路交通システムにおいて最も重要な要素となる「人(人間系)」
を意識したサービス提供が可能になってきている．スマートカーにおいては衝突安全サー
ビス(Passive Safety)から予防安全サービス(Active Safety) へ，スマートウェイにおいては放
送通信サービスから個別通信サービスへと人間系を意識したサービス提供へと変化しつつ
ある．こうしたサービスの変革は今後スマートカーとスマートウエイの密接な繋がり(スマ
ートゲートウェイ)によって更に進むことが予想され，ドライバ個々の状態に応じた木目細
かなサービス提供による更なる安全・快適な道路交通システムの実現が期待される[5]．ス
マートゲートウェイによる道路交通システムでは情報は局所的に扱われ「その時」「その場
所」に応じたドライバにとっての最適な情報がサービスとして提供されることから，車と
道路の接続には狭域無線通信(DSRC：Dedicated Short Range Communications)の利用が想定さ
れている[6][7]．DSRC は ETC で既に利用されている路車間通信方式で，1997 年に ETC 専
用の標準規格である ARIB STD-T55[8]が策定された後，高速且つ局所的な安全・快適サービ
スを狙いとして ARIB STD-T75[9]，またその拡張仕様である ARIB STD-T88[10]が策定され
た．DSRC では 
・ 数[m]～数十[m]の通信領域を有し，その局所性から場所に特化したサービスが可能 
・ 高速な初期接続により高速移動車両に対しても大容量・高速伝送が可能 
・ ETC を包含するマルチアプリケーションばかりでなく IP 接続も可能 
といった特長を有することからスマートゲートウェイを実現する上での重要な通信媒体と
して位置づけられている[11]-[14]． 
5 
 そこで本研究では，図 1-1 に示した 7 つの ITS 技術分野において特に DSRC を用いて車(ス
マートカー)と道路(スマートウェイ)(と人)を接続するスマートゲートウェイを対象とする．
以下，スマートゲートウェイによる木目細かな安全・快適サービス実現に向けて求められ
る技術を概観し本研究の位置づけを明確にしていく． 
 
 
分類 ITSにおける主な開発技術
①車の知能化 快適性の観点からすれば車両開発を実現する全ての技術が本分類にあてはまるが、ITSにおいてはASVに代表されるよ
うな車の知能化によるドライバの安全運転支援を狙いとした技術分野をさす。ここでは車両周辺環境をセンシングすること
で周囲の状況を認知し、車両を安全側に制御する技術開発が行われており、既に実用化されているレーンキーピングや横
滑り防止技術などは本分類に属する。
②車と人の協調 人の動作を含めた車両の安全制御に関する技術分野が本分類にあてはまり、周辺環境のセンシングだけでなくドライバの
操作状態をも車両が判断し積極的に安全制御を行う予防安全(ActiveSafety)という点で①と考え方が異なる。近年ではド
ライバの操作状況認知としてカーナビゲーションシステムから得られるルート情報も利用され始めてきており、セキュリティ
技術や情報制御連携技術といった技術開発も行われ始めている。
③道路の知能化 交通流の円滑化による渋滞解消を狙いとした信号制御や交通情報提供のための技術分野が本分類にあてはまる。ここで
は車両は交通流という流体として扱われ、様々な道路環境下における流体変化に対してシミュレーションを通じた技術開発
が行われている。また情報掲示板を介してドライバに提供する路面状態や渋滞、事故といった快適・安全に関わる道路情
報を高速且つ高精度に認知するためのセンシング技術の開発も進められている。
④道路と人の協
調
道路情報を車両群ではなく車両毎（即ち、ドライバ）に提供することで交通流の円滑化や安全運転支援を実現するための
技術分野が本分類にあてはまる。ここで扱われる情報は「その時」「その場所」に応じた情報であることが求められるため、
道路情報の提供には狭域無線技術が活用されている。近年普及が目覚しいVICSやETCをはじめ、AHSにおける情報提
供でも狭域無線通信技術が活用されており、今後のITSの中心技術の一つとして開発が進められている。
⑤人（ドライバ） ー
⑥道路と車と人の
協調
道路情報をドライバへの提供だけでなく車両制御にまで活用することで交通流の円滑化や安全運転支援を実現するため
の技術分野が本分類にあてはまり、車両との協調を考慮する点で④と異なる。また近年では地域情報配信やインターネッ
トアクセスといったサービス提供の検討も進められており、無線通信技術の開発ばかりでなくモバイルネットワーク技術や
セキュリティ技術、システム信頼性技術といった開発も進められている。
⑦道路と車の協
調
知能化された道路と知能化された車両間で直接的なインタラクションを行うことにより究極の快適・安全な道路交通社会の
実現を目指した技術分野が本分類にあてはまる。プラトゥーン走行に見られるような完全自動運転は一部試験的に実施さ
れてはいるものの、開発技術という点では①の延長に近く実用化を狙った要素技術に関してはまだ発展途上の段階にある。
車
道路 人
①
②
③
④
⑤
⑥⑦
単なる車両制御からドライバの
操作を意識した車両制御
単純な交通情報提供から
個を意識した情報提供
今後のITS技術の方向性
人・車・道路の三位一体による
情報提供ならびに車両制御
図 1-1 ITS における技術開発分野 
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1.2 スマートゲートウェイ 
1.2.1 対象サービスの分類 
 スマートゲートウェイにおいて想定されているサービスは応答性能，データサイズ，提
供範囲の 3 軸で表現され[15]，扱うデータは図 1-2 に示すように緊急データ，POI(Point of 
Interest)データ，大容量データの三種類に大別される．緊急データとはデータサイズは小さ
いものの高い応答性能が求められ，また場所に特化していることを特徴としたデータであ
る．例えば事故情報などの走行支援系の情報はその場に特化した情報であり，事故発生現
場付近を走行中の車両には情報の即時伝達が求められる．AHS 研究組合ではこれを 100ms
と定めている[16][17]．POI データとは地域に特化していることを特徴としたデータで
[11]-[13]，テレマティクスサービスとして実用化されている渋滞情報配信などがこれに相当
する[18]-[20]．また POI データは緊急データや大容量データにくらべて高い応答性能や大容
量のデータ配信は求められない．大容量データとは応答性能は求められないものの扱うデ
ータサイズが大きく，また地域や場所に特化しないことを特徴としたデータである．近年
エンドユーザーは地図や音楽などのエンターテイメント系のサービスをインターネットを
介して「いつでも」「どこでも」簡単に利用できるようになってきており，こうしたサービ
スを走行中の車内からでも利用できるようにすることを狙いとしている． 
 
 
 
 
 
マルチメディアサービス
走行支援サービス
データ
サイズ
応答
時間
提供
範囲
100KByte
100Byte
数100msec 数秒 数分
狭
中
広
数MByte
緊急データ
（走行支援等）
大容量データ
（インターネット等）
POIデータ
（テレマティクス等）
事故情報 等
渋滞情報 等
地図情報 等
POI：Point of Interest
 
図 1-2 スマートゲートウェイにおけるサービスの分類 
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このようにスマートゲートウェイでは応答性能・データサイズ・提供範囲の 3 軸の観点で
AHS や DSSS(Driving Safety Support Systems：安全運転支援システム)のような走行支援サー
ビスばかりでなく，近年の IT(Informatin Technology)サービスまでを走行中の車内から利用
できるようにすることを狙いとしている．またこれら各サービスを独立して提供するだけ
でなく緊急データなどの場所に特化した局所的な情報を広範囲に渡って伝達することで質
の異なるデータどうしを関連付け，その時その場所に応じたそのドライバだけの木目細か
なサービス提供を行うことも狙いとしている．本研究ではこうしたスマートゲートウェイ
の対象サービスにおいて特に緊急データ及び大容量データに注目し，これら異質なデータ
を DSRC を用いて走行車両に提供していくための技術開発を行っていく．以降，本論文で
は緊急データを扱うサービスを走行支援サービス，大容量データを扱うサービスをマルチ
メディアサービスと呼び，これらサービス実現に求められる技術について概観する． 
 
1.2.2 関連技術 
前項で述べた各サービスを実現する上でスマートゲートウェイに求められる技術課題の
一覧を表 1-1 に示す．表 1-1 は 1.2.1 項で示した対象サービスを実現するスマートゲートウ
ェイシステムにおいて，DSRC 層，中間層，アプリケーション層のレイヤ毎に技術課題を纏
めたものである．ここでスマートゲートウェイシステムと各レイヤとの関係を図 1-3 に示し
ておく．図 1-3 に示したスマートゲートウェイシステムはサービスを実現していく上での一
提供形態であるが， 
・ 複数台の DSRC 基地局を路側に設置 
・ DSRC 基地局間は路側ネットワークを介して接続 
・ IP ルーティングを行うためのルータ網を路側ネットワークの上位網に設置 
・ 各種サービス提供のためのサーバ網をルータ網の上位網に設置 
という考え方に関しては，走行支援サービス及びマルチメディアサービスを走行車両に提
供する上では同じである．また DSRC 層は ARIB STD-T75 に従い物理層，データリンク層，
アプリケーション層の 3 層から構成され DSRC 基地局に搭載される． 
 
(1) DSRC 層 
DSRC 物理層では主に通信フレームの管理や物理スロットの構成分解を行った上で通信
を開始するが，一方でスマートゲートウェイでは障害物による電波の遮断や反射波の影響
により無線信号のランダム誤りやバースト誤りがしばしば発生する．DSRC 基地局では指向
性のあるアンテナが使用され且つスマートゲートウェイでは DSRC 基地局は路側に設置さ
れることから大型車両の影に隠れることによるシャドウィングや周辺車両からの反射波に
よるマルチパスの影響が大きな課題となっている．こうした課題に対して照明灯を用いた
路車間通信によりシャドウィングやマルチパスの環境をそもそも発生させない方式や無線
環境状態に応じて周波数帯を適応的に変調させる方式(Adaptive Modulation)などが提案され
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ている[21]-[26]． 
DSRC データリンク層では主にアソシエーション(無線リンク接続)や通信スロットの管理，
部分再送制御を行う．走行車両が DSRC の通信エリアに進入すると，DSRC データリンク層
にてアソーシエーションが行われ，通信確立後にスロットに割り当てられたサービスデー
タが走行車両に伝達される．ここでスマートゲートウェイでは 1.2.1 項で述べたように走行
支援サービスやマルチメディアサービスの質の異なるサービスが扱われるため，無線接続
を確立できた車両に対して DSRC 基地局がその時保持しているサービスデータを単純に伝
達するだけではサービス性が損なわれることになる．緊急性の高い走行支援サービスには
優先的な送信が，また緊急性は低いものの大容量データを扱うマルチメディアサービスに
はデータ欠損の少ない効率的な送信が求められる．こうした課題に対してサービスに応じ
て周波数帯を変化させる方式やアソシーエーションタイミングを変化させる方式が提案さ
れている[27][28]．また狭い通信領域を複数跨いで大容量データを効率的に配信するために，
CRC(Cycle Redundancy Code)エラー監視によって路車間通信の切断タイミングを判断し同
基地局で送信できなかったスロット内のデータを隣接基地局に予め送信しておく方式も提
案されている[29]-[34]． 
DSRC アプリケーション層では DSRC を用いたアプリケーション(走行支援サービス，マ
ルチメディアサービス)に対して通信制御手段を提供し，DSRC データリンク層を介してデ
ータの送受信を行う．DSRC アプリケーション層においても DSRC データリンク層と同様に
質の異なるサービスの扱い方に関する課題が残されてはいるが，サービス特性を考慮した
優先度設定にとどまっているのが現状である[11]-[13]．またマルチメディアサービスの場合，
課金・決済等の高いセキュリティレベルが求められるサービスも含まれるためスマートゲ
ートウェイシステムへの不正アクセスは防止しなければならない．こうした課題に対して
は複数台の DSRC 基地局を跨いで機器認証を行うことにより高速且つ高信頼なセキュリテ
ィサービス提供を実現する方式が提案されている[35][36]．またマルチメディアサービスで
は先にも述べた通り扱うデータサイズが大きいため，一台の基地局で出来る限り多くのデ
ータを走行車両に配信できることが望ましい．そこで DSRC 基地局と接続した車両台数に
応じてスロット構成を動的に変化させることにより，通信接続台数が少ない場合には他の
空きスロットも使用してバルク転送を行うことで効率的なデータ伝送を実現する方式も提
案されている[37]． 
 
(2) 中間層 
 本研究において中間層とはアプリケーションサーバ群と DSRC 基地局との間に構成され
るネットワーク階層で図 1-3 においてルータ網及び路側ネットワーク(N/W)網の両者をさ
す．中間層では走行車両へのマルチメディアサービス提供時における効率的なデータ伝送
方式に関して様々な研究報告がなされている．DSRC の通信領域は数 m～数 10m と非常に
狭いため，DSRC 基地局を複数用いたとしても各 DSRC 基地局で効率的なデータ伝送を行え
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なければサービス区間内に全てのデータを配信できないといった問題が生じる．こうした
ハンドオーバに関する問題はスマートゲートウェイに限らずインターネットなどの IP 系の
サービスを移動体に提供する移動体通信技術の枠組みの中で数多く論じられており，マク
ロモビリティ技術とマイクロモビリティ技術の二つに分類されている．前者はインターネ
ット上の移動を管理する技術で MobileIP は代表的な方式であると言える[38]-[40]．一方後者
は局所的な移動を管理する技術で，Cellular IP や HAWAII に代表されるようにホストルーテ
ィングによって移動ノードの局所的な移動をネットワーク全体で管理する方式である
[41]-[47]．スマートゲートウェイで論じられる技術は後者が対象となり，ルータ網において
IP パケットを隣接する二台の DSRC 基地局に同時に送信する方式や複数走行車両をグルー
ピングして再送パケットを DSRC 基地局間で共有する方式などが提案されている
[15][48]-[50]．またルータ網より下位に位置する(2.5 層相当)路側 N/W では，ROF(Radio on 
Fiber)技術を用いて通信領域を拡張させることにより上記ハンドオーバの問題を解決する方
式が提案されている．ROF 技術とは無線周波数信号を光信号に変換し光ファイバを通じて
各無線機に分配した後，各無線機において元の無線周波数信号に変換する技術である．こ
れにより１台の DSRC 基地局でも複数の無線機を用いることで通信領域を仮想的に拡張さ
せることが可能になるが，DSRC 基地局との接続可能数は変わらないため走行車両との接続
台数に応じて通信領域を動的に変化させられることが求められる．こうした課題に対して，
車両密度に応じて通信領域を拡大／縮小させる方式や各 DSRC 基地局の通信状態に応じて
通信領域を再構成する方式が提案されている[51]-[55]． 
 
(3) アプリケーション層 
アプリケーション層では走行支援サービスやマルチメディアサービスで扱われるサービ
スデータの作成や管理を担っており，図 1-3 において障害検知センサやアプリケーション
サーバをさす．走行支援サービスでは前方で発生した事故などの路上障害を直ちに後続車
両に通知することで追突事故や渋滞発生といった二次的な被害を回避することを狙いとし
ているため，障害検知は高速且つ高精度に行われることが求められる．センサには CCD カ
メラや赤外線カメラ，ミリ波やレーザーレーダなどが使用され各々要素技術開発が進めら
れている[56]．一方マルチメディアサービスではインターネット上のサービスを走行中の車
内からでも利用できることを想定しているため，サービス提供時には該サービスを提供可
能なユーザーであるか否かを認証しておかなければならない．ところがこれまで述べてき
た通りスマートゲートウェイでは路車間の通信時間が短いため，提供サービス毎にユーザ
ー認証を行うことは現実的ではない．こうした課題に対しては例えばシングルサインオン
技術を応用した認証方式が提案されている[57]．シングルサインオンとは一度の認証処理に
よって複数のコンピュータ上のリソースが利用可能になる認証機能で，現在インターネッ
ト上でも広く活用されている認証技術の１つである．本方式ではアプリケーションサーバ
におけるチケット処理とサービス処理を分割し，チケット処理においてサービスに必要と
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なる全てのチケットを一括発行することによって認証処理の効率化を図っている．またプ
ッシュ型のマルチメディアサービスでは車両の走行位置を特定したピンポイントなサービ
ス提供が求められるため[58]，サービス区間に進入した車両が現在どの DSRC 基地局を通過
しているかを容易に特定できなければならず正確な位置管理が求められる．位置情報を用
いたサービスは既にセルラーシステムや PHS(Personal Handyphone System)などで行われて
はいるが[59]-[61]，ここで利用されている技術は DSRC のような狭域通信を対象としたもの
ではない．このため頻繁に発生する位置情報更新時のトラヒック低減や位置情報検索時間
の高速化といった課題が残されており，こうした課題に対しては例えば位置情報データベ
ースを基地局の設置位置に応じて階層的に分散管理するといった技術が提案されている
[62][63]． 
 
 
 
表 1-1 スマートゲートウェイにおける技術課題一覧
DSRC基地局を複数台跨いで移動する車両の走行位置を容易に特
定可能な位置管理と高速検索を保証する
車両位置管理
アプリケーション層
データリンク層
物理層
サービス提供可能なユーザか否かを短い通信接続時間内で確実に
認証できることを保証する
高速ユーザ認証
道路上で発生した事故などの道路障害を高速・高精度に検知し
DSRC基地局に伝達することを保証する
障害物検知アプリケーション層
複数台のDSRC基地局を跨いだマルチメディアサービスなどの大容
量データを走行車両の移動に追従して高効率に配信する
伝送効率向上
中間層
複数台のDSRC基地局を跨いだマルチメディアサービスなどの大容
量データをデータ欠損なく効率的に走行車両に配信する
データ欠損回避
DSRC基地局のコネクション数及び提供サービスに応じた無駄のな
いデータ伝送を保証する
レイヤ 技術課題 概要
DSRC層 通信品質管理 シャドウィングやマルチパスの影響による無線伝播路の遮断やラン
ダム／バースト誤りを回避し，高品質な路車間通信を保証する
サービス品質管理 走行支援サービスやマルチメディアサービスで扱う情報に対して，そ
の緊急性に応じて伝達時間などのサービス品質を保証する
高速機器認証 サービス提供可能なDSRC車載器か否かを短い通信接続時間内で
確実に認証できることを保証する
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1.2.3 本研究の対象範囲 
 1.2.2 項で述べた各技術課題は何れもスマートゲートウェイを実現するうえで解決されな
ければならない課題ではあるが，本研究では特に道路と車の接続部に着目する．すなわち
システムが走行車両への提供サービスを認識でき且つ車両の走行状態も把握可能な中間層
(特に路側 N/W 側)ならびに DSRC アプリケーション層における伝送効率向上に向けた技術
開発を本研究の対象範囲とする．  
 
 
 
DSRC
基地局
路側N/W 路側N/W
ルータ網
アプリケーションサーバ網
G/W G/W
物理層
ﾃﾞｰﾀﾘﾝｸ層
ｱﾌﾟﾘｹｰｼｮﾝ層
DSRC層
中間層
ｱﾌﾟﾘｹｰｼｮﾝ層
障害検知センサ
図 1-3 スマートゲートウェイシステムの構成例とレイヤ 
12 
1.3 本研究の課題 
 
 1.2.2 項ではスマートゲートウェイで論じられている技術課題について概観してきたが，
これらは何れも狭域無線を用いたサービス提供という観点における通信技術の課題が主で
ありシステム実用化に向けたシステム技術の観点での議論が不足している．スマートゲー
トウェイのサービスは高速道路から順次導入されていくことになるが，コスト的な問題や
サービス展開を考慮するとサービス区間毎ではなく DSRC 基地局単位で段階的に導入され
ていくと考えられる．また走行支援サービスで扱う事故などの緊急情報は「いつ」「どこで」
発生するか予測できないため，システムは 24 時間 365 日無停止で稼働し続けなければなら
ず DSRC 基地局の段階建設はシステム稼働中に行われることが望まれる．さらに 1.2.2 項の
DSRC 物理層の課題でも述べたように DSRC 基地局では指向性アンテナが使用されるため，
シャドウィングやマルチパスの影響によって車両が電波を受信できない場合がある．こう
した無線電波の影響により任意の単一基地局でサービスを提供できない場合でも他の
DSRC 基地局では(電波環境の影響を受けない場合)確実にサービスを提供できなければなら
ない．このように実用化を狙いとしたシステム運用上の観点を考慮すると，スマートゲー
トウェイは DSRC 基地局のオンライン拡張が可能で且つ部分障害発生時でもシステム稼働
を継続可能なフォールトトレラントなシステムであることが求められる． 
 こうしたシステム実用化の側面に立った場合，これまでの伝送効率向上に向けたアーキ
テクチャではフォールトトレラントなシステムを保証することが困難になる．図 1-4 に従
来アーキテクチャを示す．図 1-4 に示すように CellularIP や HAWAII などに代表されるよう
なマイクロモビリティの分野では移動体の位置情報を階層的に管理することで基地局を跨
いだ移動体への連続的なデータ配信を保証している．階層的に接続された各ノードは自ノ
ード配下に設置されている基地局の設置情報を管理しており，基地局から移動体の接続通
知を受信することで移動体の位置情報を把握し移動体に対してデータを送信する．また基
地局から移動体の切断通知を受信すると自ノードが管理する基地局間の移動であれば隣接
基地局にデータを送信し，そうでなければ上位ノードに移動体情報を通知する．移動体情
報を通知された上位ノードは下位ノードに移動体情報を通知するとともに，下位ノードに
対して移動体へのデータを送信する．このように従来アーキテクチャでは移動体の位置情
報を階層的に管理することで基地局間を跨いだ移動体への連続的なデータ配信を実現して
きた．ところがこうした階層型のアーキテクチャでは移動先の隣接基地局でシャドウィン
グなどの部分障害が発生するケースを想定していないため，この時移動体への送信データ
は欠損することになり連続的なデータ配信を保証することができなくなる．また欠損した
データは移動体からアプリケーションサーバへのデータ再送要求にて保証されるが，アプ
リケーションサーバに問合せる分データ送信に遅延が生じる(図 1-5)． 
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移動体 移動体の位置に応じたデータ転送
基地局
ルータ網
ＡＰサーバ網 サービス
データ
位置更新
データ転送
路側Ｎ／Ｗ
 図 1-4 従来アーキテクチャ 
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図 1-5 従来アーキテクチャの問題 
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そこで本研究ではこうした従来アーキテクチャによるシステム実用化にむけた問題を解決
するために，上位層からは移動体の位置を意識させないようにすることを考えた．つまり， 
¾ 上位層に移動体が接続する基地局を意識させない 
¾ 基地局どうしを階層的にではなくフラットに接続 
¾ 各基地局は移動体の接続を認識すると自律的にデータを送信 
可能なアーキテクチャとすることで課題を解決していく．言い換えると各基地局が自律分
散的に移動体のためのサービスデータを処理可能なアーキテクチャを路側 N/W システムに
適用することで，オンライン拡張性やフォールトトレラント性を保証しつつ伝送効率向上
可能な路側 N/W システムを構築する．また一台の G/W によって構成される路側 N/W シス
テム間を従来通り階層的に接続する．本研究の狙いはサービス区間を路側 N/W システム単
位に定義することで，サービス区間内では自律分散的に移動体にサービスデータを送信し
サービス区間を跨いだ場合には移動体の位置情報を階層的に管理するスマートゲートウェ
イシステムを構築することである．  
 
 
 
 
 
 
基地局
サービス
データ
自律分散システム 自律分散システム
移動体 部分障害でも自律的にデータ配信
ルータ網
ＡＰサーバ網
路側Ｎ／Ｗ
階層的に
管理
図 1-6 本研究が狙いとするシステム 
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1.4 本研究の目的 
 本研究では自律分散技術により路側 N/W システム基盤を構築することを目的とする．従
来の自律分散アーキテクチャでは移動体を対象としていなかったため，本研究ではまず従
来自律分散アーキテクチャを移動体向けに応用した新アーキテクチャを提案する．本研究
ではこれを自律分散モビリティシステムアーキテクチャと呼ぶ．さらに本研究では自律分
散モビリティシステムアーキテクチャを用いて移動体への高信頼且つ高性能な大容量デー
タ配信を保証する自律基地局グルーピング方式ならびに高柔軟且つ高性能な緊急データ配
信を保証する自律基地局 QoS(Quality of Service)管理方式を開発する．以下に各々の研究開
発方針について述べておく． 
 
(1) 自律分散モビリティシステムアーキテクチャの提案 
自律分散技術をスマートゲートウェイに応用するにあたり，従来アーキテクチャの問題
点を明確にした上でこれを解決するための新しい自律分散システムを提案する．また従来
アーキテクチャを応用した自律分散モビリティシステムアーキテクチャを開発する．本ア
ーキテクチャではサブシステムの自律性を保持しつつ従来の自律分散概念にはなかったサ
ブシステム間協調範囲の動的決定を可能にする．また開発した自律分散モビリティシステ
ムアーキテクチャのスマートゲートウェイへの実装方式についても言及し，路側 N/W シス
テムへの適用評価を行う． 
 
(2) 移動体への高信頼且つ高性能な大容量データ配信を保証する方式開発 
自律分散モビリティシステムアーキテクチャのもと，自律した DSRC 基地局どうしが互
いに協調して移動体に対してマルチメディアサービスなどの大容量データを欠損なく且つ
高性能に配信可能な自律基地局グルーピング方式を開発する．本方式では基地局間距離や
要求データサイズ，移動速度に基づいて各 DSRC 基地局が自律的に協調範囲を判断し，判
断した結果として動的に生成された基地局グループ内で移動体への送信データを管理・共
有する．本方式により隣接基地局に部分障害(シャドウィングなど)が発生した場合でも他の
グループ内基地局群によってデータ欠損なく高性能なデータ配信を継続可能であることを
実システムを用いて評価する． 
 
(3) 移動体への高柔軟且つ高性能な緊急データ配信の保証を保証する方式開発 
自律分散モビリティシステムアーキテクチャのもと，自律した DSRC 基地局どうしが互
いに協調しながら走行支援サービスなどの緊急性の高いデータを移動体の走行状態に応じ
て柔軟性高く且つ高性能に配信可能な自律基地局 QoS(Quality of Service)管理方式を開発す
る．本方式では緊急地点と移動体の走行地点との位置関係ならびに移動体の速度に基づい
て各 DSRC 基地局が自律的に情報の緊急性を判断し，判断結果に応じて移動体へのデータ
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送信優先度を管理する．本方式により車両制御までを意識した高速な情報伝達や迂回路探
索などに利用可能な利便性の高い情報伝達など，移動体の走行状態に応じて柔軟性高くサ
ービス提供が可能であることを実システムを用いて評価する． 
 
1.5 本論文の構成 
本論文は 5 章から構成される．第 1 章では ITS 技術における本研究の位置付けを明らか
にし，その目的と研究アプローチについて述べる．第 2 章では従来の自律分散システムに
おける問題を明らかにし，移動体向けに応用した自律分散モビリティシステムを提案する．
第 3 章では提案アーキテクチャを用いて，マルチメディアサービスなどの大容量データを
欠損なく高性能に移動体に提供するための自律基地局グルーピング方式を提案する．第 4
章では提案アーキテクチャを用いて，走行支援サービスなどの緊急性の高いデータを柔軟
性高く高性能に移動体に提供するための自律基地局 QoS(Quality of Service)管理方式を提案
する．第 5 章では本研究の結論と今後の展望について述べる．以下各章の概略を説明する． 
第 1 章では ITS 技術分野における本研究の位置付けを明確にし，研究開発の目的とこれ
に向けた研究アプローチについて述べる．まず ITS 全体におけるスマートゲートウェイの
位置付けと現在取組まれている技術課題を概観した上で本研究の対象範囲について述べる．
またこれまで大容量データの通信効率向上や緊急データの即時伝達といった通信技術の開
発に主眼が置かれていたスマートゲートウェイの研究開発において，実用化に向けたシス
テム的な側面での課題を提起する．さらにオンライン拡張性やフォールトトレラント性と
いったシステム課題を解決するための自律分散技術の導入経緯と移動体向けに応用した新
しい自律分散システムアーキテクチャの必要性について述べ，本研究の目的を明らかにす
る．また目的達成に向けた本研究のアプローチについても述べる． 
第 2 章では従来の自律分散システムを移動体向けに応用した自律分散モビリティシステ
ムを提案する．従来の自律分散システムでは制御対象がサブシステムを跨いで移動するよ
うなことは考慮していなかったため，従来アーキテクチャを単純に適用しようとするとシ
ステム処理負荷が大きくなりサービス多様化への対応が困難になる．そこで本研究ではこ
うしたアーキテクチャ上の問題を解決するために社会心理学の分野で議論されてきた課題
解決のための集団行動過程に着目し，これをアナロジーとして新アーキテクチャの設計を
行った．提案したアーキテクチャでは移動体をサブシステムの制御対象ととらえ，自律し
た各サブシステムが制御対象の移動範囲を自律的に判断し，その範囲内でのみサブシステ
ムどうしが協調して制御対象のためのデータを管理・共有する．本研究ではこうした考え
を具現化する自律集団管理システムを従来アーキテクチャの上に構築することで新しいア
ーキテクチャを設計した．これによりオンライン拡張性やフォールトトレラント性といっ
た従来アーキテクチャの特徴を活かしつつ，システム処理負荷の増大を抑止できると考え
られる．本章では以上述べた従来アーキテクチャの問題点及び新アーキテクチャについて
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詳述する．また実証実験システムを用いて評価し，路側ネットワーク負荷及び基地局処理
負荷の観点からその有効性を示す． 
 第 3 章では提案したアーキテクチャを用いて移動体へのマルチメディアサービス提供を
高信頼且つ高性能に行うための自律基地局グルーピング方式を提案する．本方式では路側
ネットワークに接続された各 DSRC 基地局を自律したサブシステムととらえ，移動体にサ
ービス提供を行うための自律基地局群(グループ)を基地局間の距離，要求データサイズ，移
動体速度に基づいて形成する．またグループ内の各自律基地局は移動体へのサービスデー
タをキャッシュし，移動体と接続するとこれをパケット単位で送信する．また切断時には
移動体への送信状況をグループ内で共有する．これによりシャドウィングなどの影響によ
るデータ欠損を回避し効率的なデータ配信を行うことが可能になると考えられる．さらに
各自律基地局は共有している移動体へのデータ送信状況から現在のグループで全てのサー
ビスデータを移動体に送信できるか否かを判断し，基地局数が不足している場合には新た
な自律基地局を取り入れグループを再形成する．これによりグループ内の自律基地局数が
不足するようなケースでも継続的な移動体へのデータ配信が可能になると考えられる．本
章ではこうした考えに基づいて開発した自律基地局グルーピング方式について詳述する．
また実証実験システムを用いて評価し，システム処理負荷ならびに通信性能の観点からそ
の有効性を示す．  
 第 4 章では提案したアーキテクチャを用いて走行支援サービスの提供を高性能に柔軟性
高く行うための自律基地局 QoS 管理方式を提案する．本方式は路側ネットワークを介して
障害情報を受信した各自律基地局が障害種別ならびに自律基地局間の距離に基づいて移動
体への走行支援サービスを提供するか否かを判断する．また各自律基地局は情報の緊急性
を判断し，移動体に送信するデータの属性を決定する．属性は「制御系データ」「情報系デ
ータ」の大きく二種類に大別される．前者は車両制御を狙いとして 100 ミリ秒以内の情報
伝達が保証されるもので，後者はドライバへのメッセージ通知により迂回経路探索や車両
減速を促すことを狙ったものである．属性は車両の安全停止距離から導出された緊急性と
基地局間距離との比較で判断される．これにより制御系データと判断されると必然的に緊
急性は高くなり，逆に情報系データの場合には緊急性は低くなる．また障害が複数発生し
ているような状況下でも緊急性の最も高いデータから優先的に送信することで最緊急デー
タの伝達時間を保証することが可能になると考えられる．本章ではこうした考えに基づい
て開発した自律基地局 QoS 管理方式について詳述する．また実証実験システムを用いて評
価し，情報伝達の柔軟性ならびに通信性能の観点からその有効性を示す． 
 第 5 章では本研究の総括として，自律分散技術をスマートゲートウェイに適用すること
で実用化に耐えうる路側ネットワークシステム基盤を構築できたことを示す．またこれに
より段階的なサービス展開に対してもシステム停止や変更を伴わない柔軟な対応が可能で
あり快適・安全を狙ったサービスの導入が容易になることを示す．最後に今後の展望とし
て，これまで高速道路などのシンプルな道路モデルを対象に適用してきた自律分散モビリ
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ティシステムの一般道展開を見据えた課題について述べる．また他分野への横展開につい
ても言及する． 
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第2章  
 
 
自律分散モビリティシステム 
 
2.1 はじめに 
 スマートゲートウェイシステムでは路側に設置された複数台の DSRC 基地局を介して走
行車両に走行支援サービスやマルチメディアサービスを提供する．またこれらのサービス
は高速道路などの幹線道路上に設けられたサービス区間内で提供されることが考えられて
いる[7]．サービス区間は順次様々な道路に導入されていくことが予想されるが，サービス
区間に設置される DSRC 基地局設備はサービス導入時に全て揃えられることはなく設備費
やサービス性などの様々な要因に基づいて段階的に建設されていくことが想定される．一
方，事故情報や路面情報など車両の走行安全に係る緊急性の高い情報を扱う走行支援サー
ビスでは，その特性上サービスがいつどこで提供されるか予想しておくことができない．
このため DSRC 基地局の設備追加や部分障害時においてもシステムは 24 時間 365 日稼働し
続けることが求められる．  
 こうしたオンライン拡張性やフォールトトレラント性といったシステム要件を解決する
ことを狙いとして，これまで自律分散システムに関する様々な研究開発が行われてきた
[64]-[75]．自律分散システムにおいてシステムを構成する各サブシステムは自律して動作し，
サブシステム間に親子関係(マスター／スレーブ)は存在しない．またいかなるサブシステム
が機能不稼働であっても他のサブシステムどうしは互いに協調して制御することができる．
このような考え方に基づいてシステムを構築していくことで自律分散システムはオンライ
ン拡張性やフォールトトレラント性を保持することを可能としているが，一方で自律分散
システムではサブシステム間の協調範囲を特定することは想定していない．システムを構
成するサブシステムは皆同じ目的を有し，全てのサブシステムが同じ目的に向かって協調
動作を行う．これは移動体毎に異なる目的を達成するためにサービスを提供するモビリテ
ィシステムとは根本的に考え方が異なる．移動体を対象としたシステムでは，制御対象は
移動体であり制御目的(サービス提供など)は時間や場所に応じて動的に変化する．このため
従来の自律分散システムをモビリティシステムにそのまま適用しようとすると全てのサブ
システムに全ての制御目的を所有させておかなければならない．これは現実的には不可能
である．そこでこうした問題を解決するために本研究では社会心理学における集団行動に
着想を得た新たな自律分散システム(自律分散モビリティシステム)を提案する． 
 社会心理学では集団の形成ならびに構造決定において「相互依存性」「役割分化」「コミ
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ュニケーション・ネットワーク」を重要な側面として捉えている．集団メンバは集団課題
を目標とすることで相互依存性を強め，個々に役割を持つことで集団としての秩序をたも
つ．また情報は集団メンバ間で均等に分散されることにより集団としての優れた効果を発
揮する．さらに集団は外部環境とのかかわりによってしばしば再調整される．本研究では
こうした集団行動の側面をアナロジーとして自律分散モビリティシステムを考える．自律
分散モビリティシステムでは制御目的に追従した移動体の移動範囲を各サブシステムが自
律的に判断しサブシステムどうしの協調範囲(グループ)を動的に決定する．グループ内の各
サブシステムは同じ目的を所有し，目的を達成するために移動体のための情報を管理・共
有する．これによりモビリティシステムにおいても制御目的に応じてサブシステムどうし
が動的に協調動作を行うことが可能になり，全てのサブシステムに予測できない制御目的
を予め所有させておく必要もなくなる． 
 本章ではまず 2.2 節で従来自律分散システムアーキテクチャとその問題点について述べ
る．2.3 節では集団行動の側面から自律分散モビリティシステムの考え方を示し，考えを具
現化するためのアーキテクチャを提案する．2.4 節では自律分散モビリティシステムアーキ
テクチャを実システムに適用した例を用いてその効果を示し，2.5 節で本章を纏める． 
 
2.2 自律分散システム 
2.2.1 一般的な考え方 
自律分散システムは， 
・システムを稼働させたまま行う拡張(オンライン拡張性) 
・部分的障害への耐性(フォールトトレラント性) 
・システムを稼働させたまま行う保守(オンライン保守性) 
のシステムニーズを実現すべく提唱されたシステムで，1977 年にその概念が提唱されて以
来，製造業や鉄道業，新聞社などを始めとする極めて高い信頼性が要求されるミッション
クリティカルな基幹業務で利用されてきている[64]． 
 自律分散概念は「成長」「新陳代謝」「免疫」「進化」といった生体の仕組みに着想し，細
胞レベルで見た分子生物学的な「構造的に均質」「情報的に局所」「機能的に平等」といっ
た特徴をアナロジーとして生み出されたもので，システムに対して 
・「異常」が「正常」 
・サブシステムを統合したものがシステム 
の観点に立つ．すなわち自律分散システムの概念は全体が明確にできうるという絶対論的
なシステム観を，個のみが明確的にでき個から他をみるという相対論的なシステム観を築
いたものである．自律分散システムはこうした観点にたった上で各サブシステムに「自律
可制御性」「自律可協調性」と呼ばれる二つの性質をもつ自律性をもたせている．「自律可
制御性」とは「いかなるサブシステムが機能不稼働であってもそれ以外の機能稼働中のサ
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ブシステムは自分の担当分を制御できる」ことを言い，また「自律可協調性」とは「いか
なるサブシステムが機能不稼働であってもそれ以外の機能稼働中のサブシステム間でおの
おのの目的をお互いに協調できる」ことをいう．つまり自律分散システムではいかなる状
態でも機能稼動しているサブシステムは互いに協調をとり，おのおのの担当分を責任もっ
て制御することができる． 
 
2.2.2 自律分散システムアーキテクチャ 
2.2.1 項の考え方に基づいて開発された自律分散システムアーキテクチャを図 2-1 に示す．
図 2-1 に示すように，自律分散システムアーキテクチャはアトム(ATOM)と呼ばれる自律し
たサブシステムと ATOM 間のデータ授受を実現するデータフィールド(DF)からなるモデル
で定義される．また ATOM は自律可制御性及び自律可協調性を満たすための管理機能であ
る ACP(Autonomous Control Processor)と制御対象に対して制御処理を実行するアプリケーシ
ョンプログラム(AP)をもつ．ここで DF とは ATOM 間の情報共有を実現するために設けら
れたデータを流すための論理的な場である．各 ATOM は自身の処理で発生したデータを DF
に送出し，送出されたデータは DF 内を伝播することで DF 内に行きわたる．各 ATOM は
DF からデータを取り込み処理し，またその結果を DF へ送出する．DF に流れるメッセージ
にはデータの内容を識別する識別子(ID)が付与されており，各アトム内の ACP は AP に対応
する ID が付与されたメッセージが流れるとこれを取り込み，また AP から処理結果が出力
されるとデータに ID を付与して DF に送出する．各 ATOM は自身の送信したメッセージが
誰に使用されるか，またどのような ATOM がシステムに存在しているかについては一切関
知せず，データの発生とともにメッセージをDFにブロードキャストする．また受信側ATOM
もいつ誰がデータを送出したかに関係なく，必要な ID をもつデータのみを判断して受信(選
択受信)する．このように自律分散システムアーキテクチャでは DF によって各 ATOM が送
受信関係を自らが必要とする ID のみの局所的情報で判断し，データを介して自律的に協調
がとれるようにすることで自律可協調性を達成している．また ATOM 内の各 AP は自らが
必要とする ID のみの局所的情報に基づき，その ID をもつデータが揃えば処理を開始する
データ駆動型方式を用いることで自律可制御性を達成している． 
以上述べたように自律分散システムアーキテクチャは 
・宛先を指定しない DF を介した内容コード通信方式 
・必要な ID をもつデータが揃った時点で AP 処理を開始するデータ駆動方式 
により ATOM どうしが協調して処理を実行することでオンライン拡張性，フォールトレン
ラト性を実現している．図 2-2 に自律分散システムアーキテクチャにおけるオンライン拡
張性及びフォールトレラント性の実現例を示しておく．システム稼働中に新たなサブシス
テム ATOM#4 を追加したい場合，システム内に親子関係が存在すると関係する既設システ
ムに手を加えなければならないが内容コード通信では宛先を指定しないため既設システム
に手を加えることなく ATOM#4 を追加することができる．また AP1 と AP2 の協調動作によ
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ってある処理が実行される場合，ATOM#2 の AP2 が機能不稼動であっても ATOM#3 の AP2
が機能稼動であれば処理を実行し続けることができる．自律分散システムアーキテクチャ
では AP1 は AP2 がシステム上のどのサブシステムに存在するかは一切関知せず，また AP2
もシステム上のどのサブシステムがデータを送信してきたかを知る必要がない．AP2 はデ
ータが揃えば処理を実行するだけである．  
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図 2-2 オンライン拡張性とフォールトトレラント性の実現例 
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2.2.3 問題点 
 前項に示した自律分散アーキテクチャを路側 N/W システムに適用することで，システム
のオンライン拡張性やフォールトトレラント性を実現可能とする自律分散路側 N/W システ
ムが提案されている[55][73]-[75]．自律分散路側 N/W システムを図 2-3 に示す．本システム
において ATOM は自律基地局および G/W に，制御対象は移動体に対応し，また DF は路側
N/W に対応している．移動体からサービス要求を受信した自律基地局は G/W にサービスデ
ータを要求し，G/W は上位網に設置されたアプリケーションサーバからサービスデータを
受信するとサービスデータにその内容を識別するための SID を付与して路側 N/W にブロー
ドキャストする．路側 N/W に接続された全ての自律基地局は SID からサービスデータを受
信し，移動体と接続すると送信する．これにより全ての自律基地局が移動体へのサービス
データを保持するので，隣接基地局に部分障害が発生してもデータを欠損することなく連
続的なサービスデータ配信を保証することができる．しかし従来の自律分散アーキテクチ
ャでは制御対象がサブシステム間を跨いで移動することを想定していなかった．このため
路側 N/W システムに接続された全ての自律基地局は制御対象が存在すると判断し，例えば
図 2-3 において二台の自律基地局で事足りる移動体へのサービスデータ配信を他の全ての
自律基地局も行おうとすることになる．これはサービス多様化や基地局台数の増大に伴っ
てシステム処理負荷も増大することになり，実用化に耐え得るとは言い難い．こうした問
題は，先に述べたとおり従来の自律分散システムが計算機システムを対象としていたもの
でありモビリティシステムを対象としていなかったことによる．モビリティシステムにお
いてサブシステムはいつ移動体と接続するかを事前に把握できず，その処理もいつ終了す
るか把握できない．また移動体に渡すべきデータもその時々で異なってくる．つまりモビ
リティシステムにおいて各サブシステムには移動体と接続した時点で 
9 サブシステム間を跨いだ処理の実行範囲の判断(協調範囲の動的構造化) 
9 移動体に渡すべきデータの選定(データの選択送信) 
が可能となる新たな自律性が求められる． 
 これまでの自律分散システム研究においても，複数のサブシステムを構造化することで
サブシステムどうしの協調範囲を限定する方式や AP に渡すべきデータに属性を持たせる
ことで AP 処理の実行タイミングを変化させる方式などが提案されている[68][70]-[72]．し
かしこれらの方式は何れも AP がサブシステムに対して固定的であるという前提に立って
いたが故に予めシステムを構造化しておくことが可能であり，またデータ属性に従って AP
処理を実行することが可能であった．さらに近年ではインターネットなどのオープンネッ
トワーク環境下で，サブシステム(計算機)どうしが局所的且つ動的に協調してエンドユーザ
ーの趣味や嗜好に合わせたサービス提供を行うコミュニティシステムに関する研究も報告
されている[76][77]．しかしこうした研究の多くはエンドユーザーへの高い応答性やタイム
リーなサービス提供に向けたコミュニティの動的変化に対して主眼が置かれ，コミュニテ
ィの基本部分は予めエンドユーザー間で形成されていることが前提となっている．モビリ
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ティシステムにおいてサブシステムどうしの協調範囲は移動体がシステムに接続した時で
なければ決定することができない．また速度や位置といった移動特性にともなって処理す
べきデータも変化する．このためこれら従来方式をモビリティシステムに単純に適用する
ことは困難と考える．そこで本研究ではこうした問題を解決するためには， 
9 移動体へのサービス提供範囲を動的に決定し 
9 サービス提供範囲内の自律基地局間で協調して処理を実行し 
9 サービス提供範囲内で全ての処理を完結する 
移動体向けの新たな仕掛けが必要であると考えた．またこうした仕掛けはサービス提供範
囲を『集団』，自律基地局を『人』と置き換えると，既に組織において筆者らが普段行って
いる行動そのものと捉えることもできる．そこで本研究では社会心理学の分野においてこ
れまで議論されてきた課題解決を生産的に行うための集団行動過程に目を向け，ここから
新アーキテクチャのためのヒントを得ようと考えた．以下 2.3 節では社会心理学において論
じられてきた集団行動過程に基づいて，新アーキテクチャを設計する上での考え方ならび
に各サブシステムがもつべき新たな自律性について詳述する． 
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2.3 自律分散モビリティシステムの提案 
2.3.1 基本的な考え方 
2.2.3項の最後で述べたように，本研究では社会心理学において論じられてきた課題達成に
向けての集団行動に着想を得，ここから新アーキテクチャを設計する上でのヒントを探っ
ていく．特に集団の形成ならびに構造決定において重要な側面と考えられている「相互依
存性」「役割分化」「コミュニケーション・ネットワーク」に着目する．以下，各々につ
いて簡単に述べておく． 
 
(1) 相互依存性 
社会的状況下で多様に存在する集団の中で多くに共通して言える特徴の一つが集団メンバ
間の相互依存であり，これはLewinによって最初に注目された集団形成における重要な考え
方である[78]．相互依存性には「運命の相互依存性」と「課題の相互依存性」が存在する．
「飛行機の乗客の集合は相互依存の程度が最小のため集団を構成しているとは言いがたい
が，手榴弾をもったハイジャッカーの出現は『乗客たち』からその運命が相互に連結した
『人質たち』に変える」というBrownの主張は運命の相互依存性にあたる[79]．つまり運命
の相互依存性とは共通運命の経験であり，自分の成果が変化や計画を通じて他者のそれと
密接に関係していることの理解である．課題の相互依存性とは集団メンバの目標について
の何らかの相互依存性であり，すなわち各メンバの達成が仲間の達成と密接に関連してい
るような集団課題である．集団課題はメンバ間の相互依存性をより一層強いものにし，互
いにポジティブな関係性をもたらす場合がある．こうなると協力や凝集性，高いパフォー
マンスが発揮されやすくなる． 
 
(2) 役割分化 
集団には集団メンバがどのように行動すべきかについての一定の規則をおおよそ正確に規
定した規範が存在し，これが集団メンバ間の相互期待の基礎となっている．ところが集団
内の特定の人々や特定のポジションには異なる期待が関連することが見出される．これこ
そが役割分化の意味するところであり，集団生活における共通の特徴である．これはSherif
が観察したサマーキャンプの少年集団の行動からも明らかとされている[80]．ここでは初対
面どうしの少年集団に2，3日間の相互作用を行わせた結果，少年集団は違う仕事を割り当
てられた少年どうしで明瞭な構造を作り出していることが観察されている．役割とは集団
メンバ間の分業を意味し，分業は集団の目標達成を促進する重要な手助けとなる．また役
割は集団の存在に秩序をもたらす重要な役目も担っている．役割の存在によって自分と他
者の行動に期待をもつことができ，それが結果として集団生活を予測可能なものにする． 
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(3) コミュニケーション・ネットワーク 
Bavelasは集団のコミュニケーション構造を物理的な距離ではなく情報の連鎖がトポロジカ
ルにどのように配列されているかを考えることの重要性を指摘している[81]．このBavelas
の考えに従ったコミュニケーション・ネットワークは中心化されたネットワーク(集団内の
情報の流れは必ず中心の人物を経由する)と分散化されたネットワーク(メンバ間に情報が
均等に分散される)とに大別される．多くの大規模組織で見受けられるネットワークは中心
化されたネットワークである．ところがLeavittやShawは実験結果から分散化されたネット
ワークの方が中心化されたネットワークより優れていることを示している[82][83]．分散化
されたネットワークは仕事への満足度が高く，また課題が複雑になるほどその優位性が明
らかとなる．これは分散化されたネットワークの方が集団メンバに一員としての意識を植
え付けやすく，より自律性を保つほうがよく働くと考えられているからである．  
 
これら集団の形成ならびに構造決定における三つの側面を筆者の理解で以下に纏める． 
・共通運命によって結びつけられたメンバは集団課題によって明白な集団を形成 
・集団メンバは役割(分業)をもち自他共に各役割への期待が集団の秩序を形成 
・情報をメンバ間に均等に分散させることでメンバの自律性を高め集団の生産性を向上 
さらに集団行動において注目すべきもう一つの側面は，集団は外の社会との関わりの中で
評価され再調整される一面ももっているということである．集団が安定した活動を続ける
ためには外部環境との交渉により集団を改変していくことが必要となる[84]． 
本研究では以上述べた社会心理学における集団行動の理解をシステムの協調形態に置き
換えて考えることで，2.2.3項の問題を解決していく．つまり， 
・各サブシステムは課題(サービス提供)に対して自身の役割を判断し，これを動機付けとし
て他との結びつきを強め結果として秩序ある集団(グループ)を形成する． 
・グループ内の情報は構成する全てのサブシステムに均等に伝達され，伝達された情報に
従って各サブシステムは自律的に課題解決に向けた自身の役割を遂行する． 
・グループでの課題解決が困難な場合にはグループ外のサブシステムに課題を提示し，グ
ループを再調整することで引き続き集団としての課題解決にとりくむ． 
ことを可能にする新アーキテクチャを提案する．本研究ではこれを自律分散モビリティシ
ステムと呼ぶ．図 2-4 に自律分散モビリティシステムにおける考え方を示す．自律分散モ
ビリティシステムにおいてサブシステム間の運命の相互依存による結びつきは予め形成さ
れているものとし，ここで構成された場において課題を提示することにより課題解決に向
けた集団が形成されると考える．モビリティシステムにおいて課題の提示はサービス提供
者によって行われる．各サブシステムは提示された課題に対して，自身の役割が明確であ
ると判断した場合には集団への参加を表明する．こうして形成された集団内において情報
は均等に分散化され，各々の作業結果は集団内で常時共有される．集団内において個々の
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役割が薄れると集団としての秩序が乱れるため，集団は外部環境との交渉により集団を再
調整し必要に応じて新たなサブシステムを集団に迎え入れる．集団としての課題が解決さ
れると各サブシステムは自身の役割を失うことになる．その結果，集団としての秩序も保
てなくなり最終的に集団は消滅する．本研究では以上述べたような社会心理学の分野にお
いて論じられてきた課題解決のための動的な集団形成～集団消滅までの過程をアナロジー
としてアーキテクチャを設計していく． 
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図 2-4 自律分散モビリティシステムの考え方 
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2.3.2 自律分散モビリティシステムアーキテクチャ 
2.3.1項で述べた自律分散モビリティシステムの考え方は，各サブシステムが自律的に役割
を遂行する点や集団内のサブシステムに情報が均等に行きわたるという点では自律分散シ
ステムと相性がよいと考える．そこで本研究では自律分散システムアーキテクチャをベー
スとした自律分散モビリティシステムのアーキテクチャを考えていく．  
自律分散モビリティシステムアーキテクチャではAPはATOMから分離され，ATOM間を
自由に移動可能なMobileAP(MAP)と位置づける．各ATOMはMAPの移動速度やATOM間の
位置関係からMAPの移動範囲を自律的に判断し，MAPに対して自身が作業を遂行する(つま
りサービス提供を担う)必要があると判断した場合には集団(グループ)を形成する．言い換
えればMAPの移動範囲内に属する全てのATOMがグループに属することになる． 
図 2-5に自律分散モビリティシステムアーキテクチャを示す．本アーキテクチャではサー
ビス識別情報(SID)，グループ識別情報(GID)，ATOMの位置情報(NLC)をプロトコルヘッダ
とするメッセージをATOM間の通信フォーマットとして使用する．SIDは自律分散システム
アーキテクチャで使用されていたIDと同じ役割を担う．GIDは動的に形成されるグループの
識別情報でありシステムで一意に与えられるものである．NLCはATOMの位置情報で，これ
は例えば(経度，緯度)で表わされる物理的な位置情報が付与される．2.3.1項のBavelasの定義
に従えばNLCは情報のトポロジカルな繋がりによって定義された位置として捉えるべきだ
が，スマートゲートウェイシステムにおいてそれは物理的な位置と同義であることから本
研究ではNLCを上記の様に設定した．data部にはMAPの識別情報や移動速度，またMAPに
提供するサービスデータなどが含まれる．各ATOMは内容コード通信方式に従ってメッセー
ジをDFにブロードキャストする．該メッセージを受信した各ATOMはSID，GID及びNLCか
らメッセージを受信するか否かを判断し，MAPと接続した時点でメッセージをMAPに送信
する．また本アーキテクチャでは各ATOMに新たに自律集団管理システム(AGP:Autonomous 
Group Processor)を搭載する．AGPはグループの自律的な形成，グループ内の情報共有，グ
ループの再調整(再形成)を担う集団管理機構(GM:Group Manager)とMAPに対して役割遂行
を担うサービス品質管理機構(QM:Quality of service Manager)から構成され，ACPの上位アプ
リケーションとして機能する．GMは各ATOMが属するグループをグループ管理テーブルを
用いて管理する．グループ管理テーブルはグループ形成時に動的に作成され，グループ管
理テーブルが削除されるとグループは消滅する．GMはこうしたグループの形成～消滅まで
のライフサイクルを管理するための機能である．QMは各ATOMが属するグループが扱うサ
ービスデータの緊急性をQoS管理テーブルを用いて管理する．QoS管理テーブルは対象とな
るMAPとサービスデータの対応が取れた時点で作成され，またグループ管理テーブルの消
滅とともに削除される．QMはMAPに対してサービスデータの送信管理を行うための機能で
ある．以下，各々について述べる． 
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(1) 集団管理機構(GM) 
GMはDFに接続されたATOMの識別情報や位置情報ならびに通信能力が記述されたプロ
ファイル情報を保持している．プロファイル情報とはATOMに関するサブシステム情報で，
自律分散モビリティシステムではDFに接続された各ATOMは互いの情報を知っているもの
とする．こうしたATOMどうしの相互認識はDF接続時にプロファイル情報を交換すること
で行われる(図 2-6)．識別情報にはATOMのノード識別子(NID)が記述されており，また位置
情報には物理的な位置である(経度，緯度)が，通信能力にはMAPとのデータ通信能力(通信
速度・通信エリア)が記述されている．このようなATOMどうしの相互認識は集団行動にお
ける共通運命の経験に相当する．プロファイル情報の交換によって各ATOMは相互依存性を
強め，いつでも課題解決に向けた集団を形成できるようになると考える． 
 
MAP
グループ
NLCGID
データフィールド（DF)
ACP
MAP
メッセージフロー
data
ATOM
SID
AGP
ACP
AGP
ACP
AGP
ACP
GM
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AGP
 
図 2-5 自律分散モビリティシステムアーキテクチャ 
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図 2-6 プロファイル情報の交換 
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グループ形成に対するGMの処理はDFからグループ形成要求メッセージを受信した時に
行われる．グループ形成要求メッセージはMAPに送信するサービスデータを保有するアプ
リケーションからGMを介して送信される．またグループ形成要求メッセージのデータ部に
はMAPへの送信データが付加されている(図 2-7)．GMはDFからグループ形成要求メッセー
ジを受信すると，該メッセージに付与されたSIDとNLC，ならびに自身が保持するプロファ
イル情報に基づいてグループに参加するか否かを判断する．グループの参加判断処理フロ
ーを図 2-8に示す．  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
グループ
GM GM AGP
NLC4GID
DF
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グループ形成要求
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サービスデータ
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図 2-7 グループ形成要求メッセージの送信 
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図 2-8 グループ参加判断処理フロー 
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GMはグループ形成要求を受信すると，メッセージに付与された送信元ATOMのNLCと自
身のNLCから位置関係を把握しメッセージに付与されたSIDに従ってグループ参加判断処
理を実行する．グループ参加判断処理はSID毎に定義され，どのグループ参加判断処理を使
用するかはメッセージを受信したタイミングでSIDから判断し決定する．グループに参加す
ると判断した場合，GMはグループ管理テーブルを作成しグループ参加表明メッセージを介
してグループ参加を他のグループメンバに伝達する(図 2-9)．グループ参加表明メッセージ
にはNIDが付加されており，これを受信した各ATOMはグループに参加するATOMを識別す
ることが可能になる．以上述べたグループの参加判断ならびに参加表明は集団内のメンバ
が自身の役割を見出しグループ内で共有する過程に相当する．集団を構成する各メンバが
役割を担い，またそれをメンバ間で共有することによりメンバどうしが互いの行動に期待
をもつことができる．その結果集団には秩序が形成され，集団としての目標達成を加速さ
せることが可能になる．  
 グループ管理テーブルを表 2-1に示す．MIDはシステム内で一意に定められたMAPの識別
情報であり，形成したグループがサービス提供という集団課題を解決する対象である．SID
はサービスの識別情報で，MAPに提供するサービスの種別を表す．GIDはMIDをもつMAP
に対してSIDで識別されたサービスを提供するために形成されたグループの識別情報で，シ
ステム内で一意に決められた値である．GIDはSIDとATOMのノード番号(NID)及びサービス
対象となるMIDで構成される．グループ形成要求時にMIDが特定できない場合，MIDは固定
値をとる．特にこれはプッシュ型サービスに適用される．送信元NLCはグループ形成要求
メッセージを送信したATOMの位置情報で，これによりグループ内の各ATOMはいつでも送
信元ATOMとの位置関係を把握することが可能になる．グループメンバにはグループに参加
するATOMのNIDが登録される．グループ内の各ATOMはDFに送信されたグループ参加表明
グループ
GM GM
NLC3GID
DFグループ参加表明
SID
GM GM
 
図 2-9 グループ参加表明メッセージの送信 
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メッセージを受信すると，該メッセージのデータ部に付加されているNIDを取り込みグルー
プメンバとして登録する．GMはグループ管理テーブルにグループに参加する全てのATOM
を登録することで，グループ全体課題の進捗状況を把握することが可能になる．サービス
データはMAPに送信すべきデータで，データサイズとサービスデータを構成する複数のパ
ケットで構成されている．データサイズとサービスデータはグループ形成要求に付加され
ている．データサイズが大きいとサービス提供者はサービスデータを一回のグループ形成
要求メッセージでは送信できないため，複数回に分割して送信することになる．この場合，
GMは分割されたサービスデータ(パケット)に通番を付与してパケット単位でグループ管理
テーブルに登録する．またQMによるMAPへのサービスデータ送信もパケット単位で行われ
る．サービス進捗はグループメンバ間でサービス進捗状況を共有するための情報で，この
情報はサービス種別毎に異なる．例えばプル型サービスの場合，グループ内に与えられた
課題はメンバ同士が協調して全てのサービスデータを欠損なく高性能にMAPに送信するこ
とである．このような場合には次回QMが送信するパケットの通番が進捗情報として用いら
れる．サービスデータはグループ内の全てのメンバに平等に配信されるため，GMが付与す
る通番とパケットの対応はサービスデータが配信された時点で既にとれている．このため
QMが次回MAPに送信するパケットをグループ内で共有することで，グループメンバによる
欠損のないサービスデータ配信を高性能に行うことが可能になると考えられる．またプッ
シュ型サービスの場合，グループに与えられた課題はメンバ同士が協調してMAPの移動状
態に応じた柔軟なサービスデータ送信を高性能に行うことである．このような場合にはサ
ービス対象となるMAPの移動情報が進捗情報として用いられる．これによりQMは次回MAP
と接続した際に送信するサービスデータを最新のMAP情報に基づいて予め準備しておくこ
とができるため柔軟で高性能なサービスデータ送信を行うことが可能になると考えられる． 
こうしたグループ内におけるサービス進捗の共有は集団が分散化ネットワークによって構
成されることで集団としての生産性を高めていく様に相当する．集団メンバ間で情報が均
表 2-1 グループ管理テーブル
項目 内容
MID MAPの識別情報
SID サービスの識別情報
GID グループの識別情報
送信元NLC 送信元ATOMの位置情報
グループメンバ グループ内の各ATOM
サービスデータ サービスデータ及びデータサイズ
サービス進捗 サービスの進捗情報（パケット通番）
タイムアウト時間 グループのタイムアウト時間
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等に分散されることにより，メンバの自律性を高めより高い生産性を得ることが可能にな
る．同時にメンバどうしが互いに期待通りの行動をしているか否かを監視することができ，
グループ外の他のATOMと課題解決に向けたグループを再調整すべきか否かを判断するこ
とも可能になる．サービス進捗はMAPが自ATOMと切断したタイミングでサービス進捗メ
ッセージによってグループ内の各ATOMに伝達され，該メッセージを受信したGMはメッセ
ージに付加された進捗情報に基づいてグループ管理テーブル内のサービス進捗情報を更新
する(図 2-10)． またQMはMAPと接続すると更新されたサービス進捗情報に基づいてMAP
にサービスデータを送信する． 
グループ内の各ATOMはサービス進捗状況をATOM間の位置関係やMAPの移動状態から
判断し，グループメンバが不足している場合グループ外のATOMと交渉することでグループ
を再形成する．これによりグループによるMAPへのサービスデータ送信を継続的に行うこ
とが可能になる．GMはMAPと切断するとグループ管理テーブルにおけるグループメンバ，
サービスデータ及びサービス進捗からグループにおけるサービス進捗状況を確認し，グル
ープ再形成要求メッセージを送信する(図 2-11)．該メッセージのデータ部にはサービス進捗
とサービスデータが付加されており，該メッセージを新たに受信したGMはグループ形成要
求メッセージの受信処理と同様にグループへの参加を判断する．これは集団が外部との交
渉によって集団を再調整することに相当する．集団は外との関わりをもつことで集団を改
変し調整することにより継続的に安定した活動を行うことができる．タイムアウト時間は
グループが存在していられる時間で，MAPがどのATOMにも接続してこないなどの理由で
サービス提供が滞っているような場合にはタイムアウトによりグループは消滅する． 
 
グループ
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図 2-10 サービス進捗メッセージの送信 
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(2) サービス品質管理機構(QM) 
QMはグループ管理テーブルに登録されているグループ間の優先度を管理する．QMは
MAPが自ATOMに接続するとグループ管理テーブルに登録されているグループ間の優先度
を判断し，グループ管理テーブルに登録されているサービスデータをMAPに送信する．モ
ビリティシステムの場合，優先度はサービス種別だけではなく移動体の位置や速度といっ
た移動特性に応じても異なる．そこで本研究では情報の緊急性という観点で優先度を管理
する．緊急性は情報の種別ならびに情報発生元とMAPとの位置関係から決定される．例え
ば走行支援サービスの場合，緊急地点と走行車両との位置関係から決定される．一方プル
型のマルチメディアサービスの場合，サービスは位置に依存しないため緊急性は一定の値
をとる．こうした緊急性はQoS管理テーブルによって管理され，またQoS管理テーブルはグ
ループ管理テーブルに同期して作成・更新される． 
QoS管理テーブルを表 2-2に示す．QoS管理テーブルにおいてMID,SID,GIDはグループ管
理テーブルのそれと同じであるためここでの説明は省略する．表 2-2において緊急性とはDF
から受信したメッセージの緊急性で 
( , )map tU f V V=  
で定義されるものとする．ここで f は速度V で移動中のMAPが速度 tV に到達するまでに移
動した距離を算出するための関数である．また tV はMAPが緊急地点を通過する際の速度で
グループ形成要求メッセージに付与されているSID毎に予め定義されているものとする．つ
まり緊急性とはQMが認識した速度V で移動中のMAPが速度 tV まで安全に減速するのに必
要な距離を表すもので，この距離が短いほどMAPの安全性が損なわれる．このことからQM
グループ
GM GM GM
DF
MAP
グループ再形成要求
GM
NLC3GID サービスデータSID
Packet2
 
図 2-11 グループの再形成 
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では緊急性の値が小さいほど(すなわち緊急性が高いほど)高優先にサービスデータをMAP
に送信するようにした．データ属性とはMAPがデータ処理の判断に使用するためのデータ
種別で，緊急地点とMAP移動地点間の距離及び緊急性に基づいて決定されるものである．
本研究ではサービスデータ毎にこのようなデータ属性を設けることで，同一サービスデー
タであってもMAPの移動状態やATOMの位置に応じて柔軟なデータ送信を行えるようにし
た．データ属性には大きく”情報系”と”制御系”のニ種類を設定する．”情報系”とはMAPの処
理が参照するだけのデータで直接的にMAPの移動状態を制御するようなことはない．一方 
”制御系”とはMAPが移動状態を直接的に制御するためのデータを意味する．このため”情報
系”と判断されたサービスデータにはミリ秒単位の送信は求められないが，”制御系”と判断
されるとサービスデータはミリ秒単位のリアルタイム性の高い送信が求められることにな
る．つまり緊急性が高いほどサービスデータは”制御系"として扱われやすくなり，また低い
と”情報系"として扱われることになる．本研究ではこうした”情報系”と”制御系"の境界を次
式のように定義した． 
 
Di≤Umap or (Di>Umap)∧(Di+1≤Umap) 
 
ここで iD とは情報発生元ATOMとi番目のATOM間との距離を表す．つまり上記の条件式で
は予めQM内で定義されている緊急性(Umap)とグループ形成要求を受信した各ATOMと緊急
地点間との実際の距離を比較判断している．従って上式が成立する場合，MAPの移動地点
と緊急地点間の距離( iD )ではMAPが速度 tV まで安全に減速できないことを意味する(ここ
でATOMの位置は接続しているMAPの移動位置は同値であるものとする)．またこの時QM
はサービスデータの属性を”制御系”と判断し，MAPの移動状態を直接的に制御する．逆に
上記条件式が成立しない場合，サービスデータの属性は"情報系"と判断される．QMはQoS
管理テーブルを更新する際，GID毎に保持するサービスデータを緊急性に従ってソートする．
これによりMAPに対して複数のサービスデータが準備されている場合でも最緊急のデータ
から優先的にMAPに送信されることになる．これにより”制御系”と判断されたサービスデ
ータが複数存在しても，MAPには常に最緊急のデータを優先的に送信することが可能にな
る(図 2-12)．またプル型のマルチメディアサービスのように緊急性が一定の値をとるデータ
の場合，表 2-2における緊急性とデータ属性の項目には何も登録されず緊急性も最も低くな
る．緊急性の値が同じ場合，サービスデータの優先度は着順で高くなる． 
 QMはMAPとの接続を確認するとQoS管理テーブルに登録された緊急性に従ってサービ
スデータを送信する．またMAPと接続中に緊急性の高いサービスデータを受信した場合，
該受信メッセージを優先してMAPに送信する．尚，サービスデータはQoS管理テーブルに登
録されているGIDからグループ管理テーブルを紐づけて参照することで取り出される．  
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 以上述べてきたように，自律分散モビリティシステムアーキテクチャでは新たに導入し
た自律集団管理システム AGP によって ATOM 間の協調範囲を動的に決定でき，また MAP
の移動特性に応じてデータを選択的に送信することを可能にしている．前者は GM がグル
ープ形成要求をトリガとして ATOM どうしてグループを形成し，グループ内でサービス進
捗を共有することにより協調範囲を動的に決定する．また後者は QM がサービスデータの
緊急性を判断し，これに基づいて MAP にサービスデータを送信する． 
次節では本アーキテクチャをスマートゲートウェイシステムに適用し，実システムを用
いてアーキテクチャの有効性に関する基本評価を行ったのでその結果について述べる．  
表 2-2 QoS 管理テーブル
項目 内容
MID MAPの識別情報
SID サービスの識別情報
GID グループの識別情報
緊急性 サービスデータの緊急性
データ属性 サービスデータの属性
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図 2-12 緊急性に従ったサービスデータの送信 
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2.4 スマートゲートウェイシステムへの適用 
2.4.1 スマートゲートウェイシステム 
 1.2.3 項で述べたように本研究ではスマートゲートウェイにおいて中間層ならびに DSRC
アプリケーション層を対象としているが，この中でも特に一台のゲートウェイ(G/W)配下に
構成された路側 N/W システムを対象とする． 
本研究で対象とするスマートゲートウェイシステムの構成例を図 2-13 に示す．本システ
ムでは DSRC 基地局が道路に沿って路側に設置され，走行車両に対して走行支援サービス
やマルチメディアサービスが提供される．走行車両は DSRC 基地局の通信エリア内にてこ
れらのサービスを享受することができる．各 DSRC 基地局は路側 N/W を介して接続されて
おり，DSRC 基地局間のメッセージ授受は路側 N/W を介して行われる．またマルチメディ
アサービスで提供される地図や音楽といったサービスデータはインターネット上の ASP(ア
プリケーションサービスプロバイダ)から GW を介して路側 N/W 上に伝達され，DSRC 基地
局を介して走行車両に送信される．一方，走行支援サービスで提供される事故情報や路面
情報といった緊急情報は路側に設置された障害検知センサによって検知され，路側 N/W お
よび DSRC 基地局を介して走行車両に伝達される．なお，本研究では障害検知センサは
DSRC 基地局に装備されているものとする．本研究ではマルチメディアサービスはプル型を
対象としているため，サービスデータは走行車両からサービスを要求されたタイミングで
伝達される．またマルチメディアサービスで扱うデータは容量が大きいため複数の DSRC
基地局を介して伝達される．走行支援サービスは障害検知センサが路上障害を検知したタ
イミングでイベント的に緊急メッセージが伝達される．緊急メッセージは道路上の緊急状
態が解除されるまで数 100 ミリ秒の間隔で周期的に送信される．走行支援サービスで扱う
データはマルチメディアサービスと違って容量が小さいため１つのメッセージを走行車両
に伝達するのに DSRC 基地局を複数用いることはない． 
一方，車両側は DSRC 車載機が搭載されており，走行支援サービスやマルチメディアサ
ービスで提供されるデータは DSRC 車載機を介してカーナビゲーションなどの車載端末に
伝達される．車載端末はデータを受信するとサービスに対応したアプリケーションを起動
し処理を実行する．また走行支援サービスのように車両制御まで求められるデータを受信
した場合には，該データを電子制御装置(ECU：Electronic Control Unit)に伝達する．DSRC
車載機と車載端末は情報系の車内ネットワークを介して接続されており，また車載端末と
各 ECU は制御系の車内ネットワークを介して接続されている．  
以上述べたスマートゲートウェイシステムにおいて注目すべき特徴として以下の二点が
あげられる． 
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(1) 短い通信接続時間 
DSRC 基地局の通信エリアは 30m と非常に狭く，車両は最大 180km/h で走行するため DSRC
基地局が車両と接続できる時間は極僅かである．なお実環境において車両が 180km/h で走
行することは考え難いが，ARIB STD-T75 の DSRC 規格では車両速度を最大 180km/h まで想
定していることから本研究でもこれに倣うこととした． 
 
(2) 頻繁に発生する通信障害 
DSRC 基地局は指向性アンテナが使用されるため，バスなどの大型車両の影に隠れると
DSRC 基地局からの電波を受信できなくなる(シャドウィング)．また周辺車両からの反射波
による影響でも同様に電波を受信できなくなる場合がある(マルチパス)． 
 
 
 
 
 
 
DSRC基地局
ゲートウェイ
(GW)
インターネット
ASP
マルチメディアサービス
走行支援サービス
地図，音楽など
事故,障害物など
走行車両(最大:180 km/h) 通信障害 通信エリア (30m)
路側N/W
図 2-13 スマートゲートウェイシステムの構成例 
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2.4.2 スマートゲートウェイシステムへの実装 
(1) アーキテクチャと実システムとの対応関係 
 自律分散モビリティシステムとスマートゲートウェイシステムとの対応関係を図 2-14に
示す．DF は路側 N/W に対応し ATOM は DSRC 基地局及び G/W に対応する．ATOM 内の
ACP 及び AGP はおのおの路側 N/W とデータ授受を行うための N/W ボードならびに AGP
処理専用の CPU ボード上にソフトウェアとして実装される．また MAP はカーナビゲーシ
ョンなどの車載端末に搭載されるサービスを実行するためのアプリケーションソフトウェ
アに対応する。ATOM と MAP 間のデータ授受には DSRC 通信を使用する．DSRC 通信には
DSRC 路側機と DSRC 車載機が用いられ，各々DSRC 基地局と車両内に搭載される．また
ATOMの位置情報を識別するNLCにはDSRC基地局の基地局 ID(NID:Node ID)を使用した．
スマートゲートウェイによるサービス提供は最初高速道路などの幹線道路から導入される
ことが想定されているため，本研究においてもまずは幹線道路での利用を前提とする．こ
れにより NID に進行方向及び設置順の意味を持たせることで，各 DSRC 基地局は自身以外
のDSRC基地局の設置位置に関する情報も判断できると考えた．またこれにともない，DSRC
基地局は路側上で等間隔に設置されるものとした．MAP の識別情報である MID は DSRC
車載機の識別情報を使用する．また MAP の移動速度 MV は固定とする．これは現時点では
DSRC 基地局が走行車両から速度を取得することが困難なためである．そこで MV は法定速
度を使用することとし，DSRC 基地局に搭載する自律集団管理システム(AGP)に予め登録し
ておく．スマートゲートウェイ適用にあたっての前提を図 2-15 に示しておく． 
 
 
 
 
 
DSRC
車載機
DF
ACP
MAP
AGP
車載端末
ATOM
路側N/W
N/Wボード/
AGPボード
DSRC
路側機
DSRC基地局
／G/W
 
図 2-14  自律分散モビリティシステムとスマートゲートウェイシステムの対応関係
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(2) 実証実験システム 
(1)で述べた対応関係に従って自律分散モビリティシステムを実システムに実装し栃木県
小山市にスマートゲートウェイシステムの実証実験システムを構築した．構築した実証実
験システムを図 2-16 に，システムスペックを表 2-3 に示す．実証実験システムでは 7 台の
DSRC 基地局を 50m 間隔で設置し，また路側 N/W には 100Mb/s の IEEE802.3 を使用した．
各 DSRC 基地局には新規開発した AGP ボードと ARIB STD-T75 に準拠した DSRC ボードが
搭載されている．また本システムでは DSRC 基地局に障害検知センサが装備されていない
ため，緊急メッセージを送信可能なテスト用の障害検知アプリケーションを予め DSRC 基
地局に搭載しておいた．さらにマルチメディアサービスを提供するためのアプリケーショ
ンサーバを構築し，G/W とローカルに構築したバックボーンネットワークを介して接続し
た．一方車両側は車載端末にノート PC を使用し，DSRC 車載機とは 100Mb/s の IEEE802.3
を介して接続した．開発した実証実験システムにおけるプロトコル構成を図 2-17 に示す． 
  
 
路側N/W
DSRC
基地局
DSRC
基地局
DSRC
基地局
DSRC
基地局
NID#1（＝NLC） NID#2 NID#3 NID#4
等間隔 等間隔 等間隔
MID（車載機ID）I I
MV：法定速度（一定）  
図 2-15 スマートゲートウェイシステム適用時の前提 
表 2-3 実証実験システムスペック
項目 スペック
DSRC基地局台数 7台
DSRC基地局間隔 50m
GW デスクトップPC（OS:FreeBSD）
アプリケーションサーバ デスクトップPC（OS:Windows）
AGPボード SH7750（200MHｚ）CPU
DSRCボード SH7750（200MHｚ）CPU
DSRC通信規格 ARIB STD T-75
路側N/W IEEE802.3（100Mb/s)
車内ネットワーク IEEE802.3(100Mb/s)
車載端末 ノートPC（OS:Windows)
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アプリケーションサーバ
路側N/W(IEEE802.3)
DSRC基地局（BS)間隔 ：50 m
BS
最大:40 km/h
BS GW
30 m
走行車両
車載機
車内ネットワーク
(IEEE802.3) BS
DSRC車載端末
（ノートPC）
通信エリア
BS BS
AGPボード
DSRC ボード 
DSRC基地局の構成
#1 #2 #6 #7
図 2-16 実証実験システム 
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AGP
DSRC IEEE802.3I .
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障害
検知AP
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IEEE802.3I .
TCP/UDP
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IEEE802.3I .
TCP/UDP/
IPI
IEEE802.3I .
車載AP
プロトコル変換
プロトコル変換
プロトコル変換
プロトコル
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車載端末
（ノートPC） 車載機 DSRC基地局
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アプリケーション
サーバ
車内通信 路車間通信
路側通信
バックボーン通信
 
図 2-17 実証実験システムにおけるプロトコル構成 
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車載端末上にはマルチメディアサービス及び走行支援サービスを処理可能な車載 AP を
搭載しており，車載 AP とアプリケーションサーバ上のサーバ AP 間，ならびに車載 AP と
DSRC 基地局上の障害検知 AP 間とでは End-to-End での通信が保証されている．マルチメデ
ィアサービス利用時には車載 AP から TCP/IP または UDP/IP を用いてサーバ AP に対してサ
ービス要求を行う．車載 AP から送信されたサービスリクエストは，車載機にて一旦 DSRC
通信にプロトコル変換されたのち DSRC 基地局に伝達される．車載機からサービスリクエ
ストを受信した DSRC 基地局は AGP にて 2.3.2 項で述べたメッセージに変換し，サービス
リクエストを G/W に送信する．G/W では受信したサービスリクエストを再度 TCP/IP また
は UDP/IP に変換し，アプリケーションサーバに送信する．以上の通信処理を経てサーバ
AP は車載 AP からの要求を確認しサービスデータを応答する．AP サーバからの応答データ
はサービス要求と逆方向を辿って車載 AP に伝達される．また走行支援サービスでは障害検
知 AP を搭載した DSRC 基地局が AGP にて送信メッセージを作成し，一定周期で緊急メッ
セージを路側 N/W に送信する．緊急メッセージを受信した DSRC 基地局はメッセージを
DSRC にプロトコル変換したのち車載機に送信し，車載機は車内ネットワークを介して緊急
メッセージを車載 AP に送信する． 
以上述べたシステム構成において，サーバ AP からのマルチメディアサービスならびに障
害検知 AP からの走行支援サービスを最大 40km/h で走行する車両内の車載端末に向けて配
信し実証実験を行ったのでその結果を次項にて述べる．なお，マルチメディアサービス配
信及び走行支援サービス配信時の DSRC 基地局における処理とその評価結果に関しては，
第 3 章，第 4 章にて記載し次項では提案アーキテクチャの基本性能についてのみ述べる．  
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2.4.3 適用評価 
 自律分散モビリティシステムアーキテクチャをスマートゲートウェイシステムに適用し
た場合， 
(1) ブロードキャスト通信の影響による路側 N/W 負荷の増大 
(2) 自律グループ形成処理の影響による車両へのサービスデータ送信の遅延 
を考慮しておく必要がある．そこで本研究では図 2-16 に示した実証実験システムを用いて
システム基本性能を測定し，上記項目に関する考察を行った． 
図 2-18 に従来自律分散アーキテクチャとの通信シーケンスの比較結果を示す．図 2-18
に示すように自律分散モビリティシステムアーキテクチャでは，従来アーキテクチャと比
べて 
・グループ参加表明メッセージの送信処理 
・グループ形成処理 
が追加されている．前者に関しては，メッセージの追加により路側 N/W 負荷が増大すると
本提案アーキテクチャの適用自体が困難になるため路側 N/W 負荷の増加率を考察しておく
必要があると考えた．また本考察にあたっては従来アーキテクチャで既に得られている路
側 N/W 負荷の考察結果に基づいて行った．後者に関しては，グループ形成処理による遅延
の影響で以降のサービスデータを受信できない場合，やはり本提案アーキテクチャの適用
自体が困難になる．このことから本考察では DSRC 基地局がサービスデータを受信する時
間間隔とグループ形成処理時間とを比較することで処理遅延による提案アーキテクチャ適
用への影響について考察を行った．以下，各々について述べる． 
 
 
車両への
データ送信
サービスリクエスト サービスリクエスト
サービスデータ
ハンドオーバデータ
グループ参加表明
サービス進捗
サービスデータ
DSRC
基地局A
DSRC
基地局BG/W
DSRC
基地局A
DSRC
基地局BG/W
グループ
形成処理
従来アーキテクチャ
自律分散モビリティ
システムアーキテクチャ
サービスデータ
（グループ形成要求）
図 2-18 通信シーケンスの比較 
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(1) グループ参加表明メッセージによる路側 N/W 負荷に関する考察 
従来アーキテクチャを路側 N/W に適用した場合，DSRC 基地局台数 18 台，路側 N/W 帯
域負荷 20Mbps であれば全ての DSRC 基地局に ARIB STD-T75 の規格で最大 8 台の車両が接
続した場合でもシステムへの悪影響はほとんど発生しないことが分かっている[75]．そこで
本考察では，上記結果を参考に路側 N/W 負荷に対する考察を行う．グループ参加表明のメ
ッセージは図 2-9 で示したようにプロトコルヘッダのみが使用され，本実装においてはそ
のサイズは 64Byte である．一方グループ参加表明メッセージは，従来アーキテクチャで得
られた結果に基づけば最大で同時に 144 個(走行車両 8 台×DSRC 基地局 18 台分)のメッセ
ージが路側 N/W に送信されることになる．但し，車両一台につき同時に複数のサービス要
求は行われないものとする．またこれら 144 個のメッセージが発生する理論上の最短時間
は DSRC 基地局の最短接続時間 600ms である．つまり 600ms の間に 64Byte データが 144 個
発生するときグループ参加表明メッセージによる路側 N/W 負荷は最大となるが，これは路
側 N/W 負荷率にして高々0.12%(帯域負荷：120Kb/s)の増分である．以上より，グループ参
加表明メッセージによる路側 N/W 負荷への影響はほとんど発生しないと言うことができる． 
 
(2) グループ形成処理による車両へのデータ送信遅延に関する考察 
 マルチメディアサービスではサービスデータは G/W からグループ形成要求とセットで送
信され，またデータサイズが大きいことから複数に分割されて送信される．このため，DSRC
基地局によるグループ形成処理は G/W が分割して送信するグループ形成要求の送信間隔よ
りも短い時間で処理を完了しておかなければならない．そこで本研究では 
図 2-19 に示すように， 
Ⅰ．G/W がグループ形成要求を路側 N/W に送信するまでの時間 
Ⅱ．DSRC 基地局がグループ形成要求を受信してからグループ参加を決定するまでの時間 
について各々測定し評価を行った．測定は車両停止中の車載 AP からサーバ AP に対してサ
ービスデータを FTP(File Transfer Protocol)を用いてダウンロードすることで行い，その結果
Ⅰでは 14.5ms，Ⅱでは 0.9ms の結果を得ることができた．Ⅰの処理では G/W がサービスデ
ータを分割受信及びプロトコル変換しているため送信処理に遅延が生じていると考えられ
る．一方，Ⅱの処理では NID から DSRC 基地局間の位置関係を容易に把握できるようにし
ているためグループ参加判断による遅延はほとんど発生しなかったと考えられる．以上よ
り，グループ形成処理の影響による車両へのデータ送信遅延は発生しないと言うことがで
きる．  
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以上(1)，(2)の考察結果から自律分散モビリティシステムアーキテクチャをスマートゲー
トウェイシステムに適用した場合の影響は処理遅延の観点ではほとんどなく，十分適用可
能であるとの見通しを得た．  
 
 
2.5 おわりに 
 本章では社会心理学で議論されている課題解決に向けた集団形成において「相互依存性」
「役割分化」「コミュニケーション・ネットワーク」ならびに「集団の再調整」といった側
面をアナロジーとした自律分散モビリティシステムを提案した．本システムでは各サブシ
ステムがサービス提供という課題に対して自身の役割を判断しグループを自律的に形成す
る．グループ内の各サブシステムには作業の進捗情報が均等に伝達され，各サブシステム
は該情報に従って自身の役割を遂行する．また作業の進捗に応じてグループ外のサブシス
テムと交渉し必要に応じてグループを再形成する．本研究ではこうした考え方をスマート
ゲートウェイシステムに適用するために，自律分散システムアーキテクチャをベースに自
律集団管理システム(AGP)を用いた新たなシステムアーキテクチャを提案し実システムを
用いて評価した．その結果本アーキテクチャを十分適用可能であるとの見通しを得た． 
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Ⅰの測定範囲Ⅱの測定範囲
 
 
図 2-19 グループ形成要求及びグループ形成処理の測定範囲 
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第3章  
 
高信頼で高性能な大容量データ配信を保証する 
自律基地局グルーピング方式 
 
3.1 はじめに 
2.4.1 項で述べたようにスマートゲートウェイシステムでは通信エリアの狭い DSRC 基地
局配下を最大 180km/h で車両が走行するため通信接続時間が極端に短い．また無線電波は
シャドウィングやマルチパスの影響により時折遮断される．こうした環境下でもマルチメ
ディアサービスなどの大容量データは欠損なく高性能に車両に配信されることが求められ
る．シャドウィングなどの影響で DSRC 基地局からの無線電波が遮断された場合において
も次回車両が接続した DSRC 基地局からは前回基地局からの連続したデータ配信が求めら
れる．また DSRC 基地局と車両間(路車間)の初期接続時間を短くし，単一基地局あたりの通
信効率を最大化することが求められる．特に DSRC 基地局に普及インフラ(ARIB STD-T55)
を利用した場合 100ms の初期接続時間が求められることから[74]，本研究においても 100ms
を目標性能として設定する． 
こうしたマイクロモビリティにおけるハンドオーバ方式は CellularIP や HAWAII に代表さ
れるようにこれまで数多くの報告がなされているが[41]-[47]，これらは図 1-3 におけるルー
タ網(IP レイヤ)にて実現されるため隣接基地局における部分障害までは考慮しきれていな
い．このため隣接基地局にシャドウィングなどの部分障害が発生すると，その間車両に配
信されるべきデータは欠損する．これにより車両は次回基地局と接続したタイミングで再
度データ配信要求を行わなければならなくなる．一方路側システム側に自律分散システム
を適用することでこうした問題を回避する方式も提案されている[73]-[75]．しかし 2.2.3 項
でも述べたように自律分散システムは全ての ATOM がデータを共有・管理するアーキテク
チャとなっているため，システム資源のオーバヘッドが大きくサービスの多様化やデータ
の大容量化への対応が困難である． 
そこで本章ではこうした問題を解決するため 2.3.2 項で提案した自律分散モビリティシス
テムアーキテクチャを活用した自律基地局グルーピング方式を提案する．本方式では各
DSRC 基地局(以下，自律基地局とよぶ)がサービスデータの容量や車両速度ならびに自律基
地局間の距離に応じて自律的にグループを形成する．さらにグループ内の各自律基地局が
サービスデータをキャッシュしハンドオーバデータを引き継ぐことにより高信頼且つ高性
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能なデータ配信を実現する． 
以下，3.2 節では自律分散モビリティシステムアーキテクチャを用いた大容量データ配信
のための自律基地局グルーピング方式について述べる．3.3 節では自律基地局グルーピング
方式を実システムに実装し実証実験を通して得られた評価データから本方式の有効性を示
す．最後に 3.4 節にて本章をまとめる． 
 
3.2 自律基地局グルーピング方式 
3.2.1 概 要 
 スマートゲートウェイシステムのような路車間接続時間が極端に短い環境下において，
地図や音楽などの大容量データを移動体に提供する場合，複数台の基地局を跨った連続的
なデータ送信を高性能に行うことが求められる．モビリティ研究におけるこうした課題へ
の取り組みはこれまで所謂マイクロモビリティ技術などの分野で議論されてきている．し
かしこれらはそもそもモバイル IP に代表される様なインターネット上の移動を管理するマ
クロモビリティ技術を局所的な移動向けに応用したネットワーク層の技術であるため，ノ
ード障害まで考慮されていない．このためノード障害によるデータ送信未達時には再送要
求／応答で対応することが基本となっている．ところがスマートゲートウェイシステムで
はシャドウィングやマルチパスの影響で電波が遮断される環境を想定しておかなければな
らず，移動体が隣接基地局にて再送要求を行わなければならないマイクロモビリティ技術
では明らかな通信遅延を伴う．また自律分散システムをスマートゲートウェイシステムに
適用した方式も報告されているが，本方式ではサービス提供に関係ない DSRC 基地局も移
動体へのサービスデータを他の DSRC 基地局と同様に共有することになるため基地局資源
の無駄が多く非効率的である．そこで本研究ではこうした通信性能の課題を解決するため
に，2.3 節で述べた自律分散モビリティシステムアーキテクチャを応用した自律基地局グル
ーピング方式を提案する．自律分散モビリティシステムでは与えられた課題に対して各サ
ブシステム(ATOM)が課題解決に向けたグループを自律的且つ動的に形成し，形成したグル
ープ内で課題解決のための情報を共有する．この考えは各自律した DSRC 基地局が移動体
への大容量データ配信に自身が関係するか否かの観点でグループ参加を判断し，グループ
内の自律基地局間で移動体へのサービスデータを引継ぐと置き換えることでスマートゲー
トウェイに十分適用可能であると考えられる．またサービスデータの共有範囲が限定され
ると言うグループ化の利点を生かし，グループ内の各自律基地局は移動体への全てのサー
ビスデータをキャッシュし，サービスデータの引継ぎはポインタ情報のみで行うことによ
りデータ配信の高速化を図ることを考えた．一方，自律分散モビリティシステムアーキテ
クチャを実装する上で各 DSRC 基地局がグループ参加判断を行うためには定量的な判断材
料が必要になる．そこで本研究ではスマートゲートウェイのサービス提供において以下の
前提を置き，各 DSRC 基地局が基地局間距離，移動体の移動速度およびサービスデータサ
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イズからグループ参加判断を行えるようにした．すなわち車両は一定速度で走行するもの
とし，また車両の走行位置は DSRC 基地局の位置と置き換え可能であるものとした．さら
に各 DSRC 基地局は物理的な設置場所に対応した識別情報をもち，自身の識別情報から
DSRC 基地局どうしの相対的な位置関係(距離)を容易に把握できるようにした．これに従い，
プロトコルヘッダに使用する NLC は NID で代用できるようにした．スマートゲートウェイ
のサービスは最初高速道路などの幹線道路から提供されることが予想されるため，上述す
る前提を置いたとしてもサービス提供には特に問題ないと考えられる．またグループ参加
判断時には電波障害の影響や次章で述べる走行支援サービスの影響を事前に把握できない
ため，形成したグループで移動体に全てのサービスデータを送信できないケースも想定し
ておかなければならない．そこで本方式ではさらに自律分散モビリティシステムアーキテ
クチャにおけるグループ再形成を利用し，グループ参加判断当初の予定でサービスデータ
が移動体に配信されていない場合には再度グループを形成しサービスデータをグループ間
で引継ぐことを考えた．すなわちサービス提供時の例外処理として，自律分散モビリティ
システムにおけるグループ再形成処理を利用する．これにより万一形成したグループで全
てのサービスデータを移動体に送信できない場合でも，新たに形成したグループで継続し
て移動体へのサービスデータ配信が可能になると考えられる． 
 以下では，提案方式の構成要素である 
・自律グループ形成 
・サービスの引継ぎ 
・自律グループ再形成と消滅 
の各処理について詳述する．またこれら各処理は 2.4.2 項で示した AGP ボード上に実装さ
れる．自律分散モビリティシステムとスマートゲートウェイシステムとの対応関係は図 
2-14 に示すとおりでありここでは説明を省略する．以下，各処理について述べる． 
 
3.2.2 自律グループ形成 
 走行車両が「いつ」「どこで」システムに接続するかを予測することはできず，また走行
車両がサービスデータを受信するのに必要とする自律基地局数はシステム内の一部にすぎ
ない．自律グループ形成処理ではこうした移動体の特性を考慮し路側 N/W に接続された自
律基地局のうち走行車両へのサービス提供に関係する自律基地局群を動的に決定する．こ
れにより従来自律分散システムアーキテクチャを適用した方式にくらべ，基地局資源の無
駄を排除した効率的な走行車両への大容量データ配信が可能になると考えられる．以下自
律グループ形成処理に関して順を追って述べる． 
 各自律基地局は自律分散モビリティシステムアーキテクチャと同様に，路側 N/W への接
続時に互いのプロファイル情報を交換する(図 3-1)．スマートゲートウェイシステムにおい
て DSRC 基地局の通信能力は全て同じであると想定しているため，本方式においてプロフ
ァイル情報の交換にはプロトコルヘッダのみを使用する．各自律基地局はブロードキャス
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ト通信を介して互いのプロファイル情報を交換しあうことで各自律基地局どうしの相対的
な距離を物理的な位置関係として把握できるようになる．交換したプロファイル情報は基
地局マップとして保持され，各自律基地局はこれを用いて送信元基地局との相対的な距離
を把握する．NID を自律基地局の設置順や方向を意識し，例えば進行方向に沿って値が大
きくなるように設定した．これにより各自律基地局は NID の値から自律基地局間の相対的
な距離を容易に把握できるため自律基地局の位置把握処理を高速化できると考えられる．  
 
 
 
 自律基地局は移動体から要求サービスが記述されたサービスシナリオを受信すると GID
を生成し，サービスリクエストを路側 N/W に送信する．サービスリクエストの送信シーケ
ンスを図 3-2 に示す．サービスシナリオには要求サービス種別を識別するサービスクラス
(SC)が記述されており，自律基地局は SC にプロトコルヘッダを付与して路側 N/W にブロ
ードキャストする．GID は移動体の識別情報(MID)と NID 及び SID から構成される．サー
ビスリクエストを受信した GW は SC から要求サービス種別を判断すると，ASP に該当する
サービスを要求し ASP からの応答データを路側 N/W にブロードキャストする．本提案方式
では自律グループ形成処理に要求サービスデータのデータサイズを利用する．ところがデ
ータサイズは該データを保持している ASP のみしか把握できないため，本提案方式では自
律基地局が送信するサービスリクエストは GW のみが受信し，各自律基地局は GW から送
信された応答データに対してグループ参加判断を行うようにした．上述の処理は GW の受
信用及び自律基地局の受信用とで SID を区別して使用することで対応可能である．GW は
ASP からの応答データを路側 N/W にブロードキャストする際，プロトコルヘッダ部には自
律基地局から送信されたサービスリクエストと同様の GID，NID と自律基地局受信用の SID
を付与する．またデータ部にはサービスデータのデータサイズとデータ(路側 N/W の最大メ
ッセージ長に応じて分割されたデータ)を付与する．GW からの応答データを受信した各自
律基地局は SID からグループ形成要求メッセージであることを判断すると，メッセージに
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図 3-1 プロファイル情報の交換 
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付与された NID 及びデータサイズからグループに参加するか否かを判断する．グループ参
加の判断は以下の各 STEP に基づいて行われる． 
Step1：グループ形成要求に付与されたサービスデータサイズ( size )を確認 
Step2：基地局マップからサービス要求元と自基地局との相対距離 selfd  m を把握 
Step3：基地局マップに基づいてサービス要求元と他基地局との相対距離 id  m を算出 
Step4：( ) ( )self i selfd d d d> ∧ > Δ を満足するm 台の各自律基地局がMV m/s の速度で走行中
の移動体に対して送信可能なデータ量 ( )size i を通信エリアの大きさC  m，DSRC の
通信速度 r byte/sec から算出 
Step5：
1
( )
m
i
size size i
=
≥∑ であればグループに参加すると判断 
尚，2.4.2 項で述べたとおり本研究ではMV は法定速度などの固定値を用いることとする． 
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ここで本研究におけるスマートゲートウェイシステムの具体的な前提条件を図 3-3 に示し
ておく．図 3-3 において BS(1)は移動体からサービス要求を受けた自律基地局，BS(i)，
BS(i+1)(但し，0 i n< ≤ )は道路に沿って設置された n 台の自律基地局のうち任意に選択した
2 台の自律基地局である．Cell(1)，Cell(i)，Cell(i+1)は各々BS(1)，BS(i)，BS(i+1)の通信エリ
アでその形状は直径C  m の円形とし，また移動体は通信エリアの中心間距離 id ， 1id + 及び
dΔ が 1 1( ) ( )i i id d d d+ +> ∧ > Δ の関係にある自律基地局を通過してくるものとする．さらに，
自律基地局設置位置と通信エリア中心位置の距離関係 a ， b は一定で，無線通信速度 r  
byte/sec もまた一定とする．3.2.1 項で述べたようにスマートゲートウェイシステムでは高速
道路などの幹線道路での利用を想定しているため本条件下でも実用上特に問題はない． 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
上述した各 STEP を通じてグループに参加すると判断した自律基地局は GID，GID から抽
出した MID，サービス種別である SC，データサイズと送信元 NID をグループ管理テーブル
に登録しグループ参加表明メッセージを路側 N/W にブロードキャストする(図 3-4)．グルー
プ参加表明メッセージは該メッセージを識別するための SID とサービスリクエストメッセ
ージに付与された GID，及び自身の NID を付与したプロトコルヘッダで構成され，データ
部には特に何も付与しない．グループに参加すると判断した各自律基地局は，グループ参
加表明メッセージを受信するとメッセージ内の NID をグループ管理テーブルに登録する．
これによりグループ内の各自律基地局はグループに参加する全ての自律基地局を把握する
ことができる．またグループ管理テーブルに登録する NID はサービス要求元基地局の NID
から値の順番に登録するようにした．これによりグループ内の各自律基地局は 3.2.3 項で述
べるサービス引継ぎ処理により車両へのデータ送信が車両進行に伴って順次行われている
di
di+1
BS(1)
BS(i)
b
a
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か否かを容易に把握することができるようになる．この判断処理は 3.2.4 項で述べるグルー
プ再形成処理で利用される． 
以上述べたグループ形成処理により，走行車両へのサービスデータ送信に関係する自律
基地局を限定することが可能になるため，自律分散システムを用いた従来方式に比べてシ
ステム資源のオーバヘッドを削減することが可能であると考えられる． 
 
 
 
3.2.3 サービスの引継ぎ 
 地図や音楽などの大容量データはグループ内の自律基地局間を跨いで走行車両に配信さ
れる．一方，スマートゲートウェイシステムでは路車間の接続時間がきわめて短いため自
律基地局間のデータの引き継ぎは高速且つデータ欠損のないように行われなければならな
い．サービスの引継ぎ処理ではこうした DSRC 基地局間でのハンドオーバを高信頼に実現
するために，形成したグループ内の各自律基地局が GW から送信されたサービスデータを
キャッシュし車両の移動とともに送信データを順次引き継いでいく．従来のマイクロモビ
リティ方式ではサービスデータを部分的に多重化することでこうしたハンドオーバ処理に
対応してきたが，サービスデータは基本的に ASP 側に存在している．このため電波障害な
どの通信障害が発生した場合には，車両から ASP に対してサービスデータの再送要求を行
う必要があった．これに対し本提案方式ではサービスデータをネットワークトポロジ上で
車両から最も近い自律基地局側に保持させることで End-to-End 間の送信遅延を減らすとと
もに，グループ内の自律基地局間で車両へのデータ送信状況を共有することでそもそもデ
ータ欠損を発生させないようにする．これによりグループ内の任意の自律基地局でサービ
スデータの送信に失敗しても，他の自律基地局が車両を認識すると直ちにデータ送信を継
続することが可能になると考えられる．以下，サービスの引継ぎ処理について順を追って
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図 3-4 グループの形成 
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述べる． 
 グループ形成要求に引き続き GW から路側 N/W の最大データ長で分割されたサービスデ
ータ(パケット)が順次送信されると，グループ内の各自律基地局はメッセージに付与された
SID 及び GID からサービス応答データを判断し，グループ管理テーブルに順次登録する．
このときメッセージを受信した順番に各パケットに通番を付与し保持する．本方式ではグ
ループ内の自律基地局どうしで特に通番の確認を行うことはしないが，同一路側 N/W に接
続していることから基本的に自律基地局間で通番が異なることはないと考える．また保持
したサービスデータに対して次回移動体に送信するパケットに対してサービスポインタを
設定する．サービスポインタは最初通番 1 のパケットに対して設定されている．グループ
内の各自律基地局はグループ管理テーブルに登録されている MID との接続を確認すると保
持しているサービスデータをサービスポインタに従って移動体に送信し，移動体にパケッ
トが送信されたことを確認するとサービスポインタを更新する．パケットは一つずつ移動
体に送信され，該パケットが移動体に送信されたことが確認されると引き続きサービスポ
インタに従って次のパケットが移動体に送信される(図 3-5)．パケットの送信は移動体との
通信切断が確認されるまで続けられ，その間サービスポインタも更新される．移動体にパ
ケットが送信された後は該パケットは破棄される．なお，自律基地局が移動体と接続して
いる間はグループ内の他の自律基地局どうしではサービスポインタを共有しない．これは
路側 N/W の過負荷を考慮したためで，グループ内でのサービスポインタの更新は自律基地
局が移動体との切断を確認した時に行うようにした．次にサービスポインタの更新につい
て述べる． 
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図 3-5 サービスデータのキャッシュと移動体へのパケット送信 
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 パケット送信中に移動体との通信切断を認識した自律基地局は現在設定しているサービ
スポインタをサービス進捗情報としてグループ内に伝達する．サービス進捗メッセージを
受信したグループ内の各自律基地局は GID から該当するグループ管理テーブルを判断し，
メッセージに付与された通番に基づいて自身が管理しているサービスポインタを更新する
(図 3-6)．またこのときグループ管理テーブルに登録されているグループメンバからメッセ
ージに付与された NID を検索し，当該 NID が移動体へのサービスデータ送信済みであるこ
とを示す送信フラグをセットする．グループ内の各自律基地局は移動体との接続を確認す
ると，MID を判断し自身が設定しているサービスポインタに従って引き続きパケットを移
動体に送信する(図 3-7)．移動体との通信切断は路車間通信が一定時間途絶えると認識され，
具体的な処理は自律基地局内の DSRC ボード上に実装されるアプリケーション層にて行わ
れる．すなわち自律基地局は移動体との通信切断を通信タイムアウトのみでしか認識でき
ず，その要因が移動体の通信エリア離脱によるものか電波障害の発生によるものかまでは
認識しない．これによりグループ内の自律基地局は移動体との通信切断を認識した時点で
更新されているサービスポインタを他の自律基地局に引継ぐため，移動体が移動していれ
ば他の自律基地局によってパケットを継続して送信することが可能になる．これは電波障
害などの影響による場合もまた然りで，仮に同一基地局が再度移動体と接続した場合には
同様に更新されたサービスポインタから継続してパケットを送信する． 
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図 3-6 サービス進捗メッセージの送信 
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以上述べたように，サービスの引継ぎ処理では移動体へのサービスデータをグループ内
の全ての自律基地局がキャッシュし，複数パケットに分割されたサービスデータに対して
ポインタ情報を付加してグループ内で移動体への送信状況を共有する．共有は自律基地局
が移動体との通信切断を確認した時点で行われるため，たとえシャドウィングなどの電波
障害が発生してもデータ欠損することなく連続したサービスデータを移動体に送信するこ
とが可能と考えられる．またマイクロモビリティ方式と異なり，本方式ではサービスデー
タをネットワークトポロジ上で移動体から最も近い自律基地局が保持するため，ASP への
データ再送要求を行うことなく路車間の通信効率を高く維持することが可能と考えられる．  
 
 
3.2.4 自律グループ再形成と消滅 
 移動体への大容量データ配信のためのグループは移動体が全てのサービスデータを受信
し終えるに足る基地局数を各自律基地局が自律的に判断することによって動的に形成され
るが，この判断には自律基地局が移動体へのデータ送信失敗を考慮していない．このため
シャドウィングなどの電波障害や次章で述べる走行支援サービスの影響により，グループ
内の任意の自律基地局で移動体へのデータ送信を失敗すると形成したグループ内で全ての
サービスデータを送信できなくなる．自律グループ再形成処理はこうした課題を考慮した
本提案方式における例外処理として機能するものである．以下，グループ再形成処理につ
いて順を追って述べる． 
グループ内の各自律基地局は移動体との通信切断時(サービス進捗メッセージを送信後)
にグループ内の自律基地局だけでサービスデータを全て移動体に送信できるか否かを判断
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図 3-7 サービスポインタに基づいた移動体へのパケット送信 
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する．この判断にはサービス進捗メッセージ受信時に設定する送信フラグ及びサービスポ
インタが使用され，残りのサービスデータサイズとデータ未送信の基地局数から現在のグ
ループで残りのサービスデータを送信できるか否かを判断する．本提案方式ではこうした
判断処理を高速化するために，送信フラグが NID の順番に従って設定されているか否かに
よって判断させるようにした．これは 3.2.2 項で述べた前提条件においてサービスデータは
NID の順番に従って送信されることになるため，送信フラグの設定が上記ルールに反して
いるか否かをチェックすることで判断が容易になると考えられる．つまりグループ管理テ
ーブルに登録されたグループメンバはサービスリクエスト送信元の NID を基点に登録され
ていることから，当該 NID から自 NID に至る中で送信フラグが設定されていない NID が存
在すればグループ再形成が必要と判断させるようにした．グループ再形成が必要な場合，
自律基地局は SC と残りのデータサイズ(SIZE’)，及び自身がキャッシュしているパケット通
番(PN)とサービスデータをグループ再形成要求として路側 N/W に送信する(図 3-8)．グルー
プ再形成要求を受信した自律基地局はグループ形成処理と同様にグループ参加判断を行い
グループに参加する．また同時にメッセージに付与されたサービスデータからパケット通
番，サービスポインタ，送信パケットをセットする．このときグループ再形成要求は既に
形成されているグループメンバにも送信されることになる．この場合各自律基地局は SID
からメッセージ種別を判断し，既に自身がグループ管理テーブルに登録している GID に関
するグループ再形成要求であることを認識するとグループ参加表明メッセージのみを送信
する．グループ参加表明メッセージを受信したグループ内の各自律基地局は，グループ管
理テーブルに該メッセージに付与された NID が既に登録されていれば破棄し，登録されて
いなければ新規に追加する．本処理によりグループ内の自律基地局群はグループ外の自律
基地局を新たにグループに迎え入れることができ，残りのサービスデータをこれまでと同
様に移動体に送信することができる．各自律基地局が保持している全てのパケットが移動
体に送信されたことが確認されると，グループ内の各自律基地局はグループ管理テーブル
から該当する GID の情報を削除し自律的にグループを離脱する．その結果グループは消滅
する．また移動体が進路変更などによりシステムから離脱すると，グループは形成された
状態となり各自律基地局はグループから離脱するタイミングを逸する．このためグループ
には予めタイムアウト時間を設定しておき，サービスデータを全て移動体に配信できない
場合でも設定したタイムアウト時間が経過すると各自律基地局はグループから離脱するよ
うにした．タイムアウト時間はサービス提供場所や提供するサービス内容などに応じて設
定することが望ましく，本研究ではタイムアウト時間の設定方法については言及しないこ
ととする．一方グループ内の最端に位置するエッヂ基地局にてデータ送信を失敗すると，
そもそも当該基地局からはグループ再形成要求を送信できない．本提案方式ではこうした
現象まではサポートしきれてなく，この場合隣接基地局にて移動体から再度サービスリク
エストを行うことになる．ただし，こうしたケースは非常に稀であると考えられるため実
運用としてはほとんど問題ないと考えられる． 
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以上述べたように，グループ再形成処理では各々の自律基地局がサービス引継ぎの際に
グループにおける移動体へのサービスデータ送信可否を判断し必要に応じてグループを再
形成する．これによりシャドウィングや走行支援サービスの影響により，任意の自律基地
局でデータの送信に失敗しても新たな形成されたグループでサービスデータ送信を継続で
きるため高信頼な大容量データ配信が可能になると考えられる．また全てのサービスデー
タが移動体に送信されると各自律基地局は当該グループから離脱するため，移動体へのサ
ービス提供終了と共に基地局資源を開放することが可能になる． 
 
 
3.2.2~3.2.4 項で述べた各処理によって構成される自律基地局グルーピング方式により従
来自律分散システムアーキテクチャに基づいた方式にくらべて基地局資源を効率的に活用
できると考えられる．また従来マイクロモビリティ方式では考慮されていなかったシャド
ウウィングなどの電波障害発生時でもデータを欠損することなく路車間接続後直ちにデー
タ送信を行うことも可能になり，本提案方式により高信頼且つ高性能な大容量データ配信
を保証できると考えられる．
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図 3-8 グループの再形成 
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3.3 適用評価 
 3.2 節で述べた自律基地局グルーピング方式を 2.4.2 項で述べた実証実験システムに実装
し本方式における有効性の評価を行った．評価ではまず本提案方式が自律分散システムを
用いた従来方式にくらべてシステム負荷を低減できるか否かを提案方式の処理性能を測定
することで評価した．次に，通信性能に関してはパケット損失率，路車間初期接続時間，
路車間通信効率を各々評価し，これら三つの観点で提案方式がマイクロモビリティを用い
た従来方式に比べて高い性能を実現できるか否かを評価した．以下，各々について述べる． 
 
3.3.1 システム負荷評価 
本評価では自律分散システムを用いた従来方式と本研究における自律分散モビリティシ
ステムアーキテクチャベースの自律基地局グルーピング方式においてシステム全体にかか
る負荷を比較評価する．評価には 2.4.2 項に示した実証実験システムを使用し，移動体から
のサービス要求時における各自律基地局のグループ参加判断及びサービスデータのキャッ
シュに要した処理時間に基づいて行う．システム内に設置される自律基地局台数を n 台，グ
ループ内の自律基地局台数を ( )i i n≤ 台，また従来方式においてパケットキャッシュに要す
る自律基地局 1 台の処理時間を x ，提案方式においてグループ参入判断に要する処理時間を
y とすると，移動体からの 1サービス要求に対する提案方式と従来方式の処理時間の比率 p
は 
 
( ) ( )i x y n i yp
nx
i y
n x
+ + −=
= +
 
 
で表すことができる．但し，全ての自律基地局において処理性能は同じものとする．シス
テム負荷は処理の遅延分増大することから， p が小さい程提案方式は従来方式に比べてシ
ステム負荷を低減できることになる．本評価実験に用いた実験条件を表 3-1 に示す．自律
基地曲がキャッシュする総データサイズにはグループ内の自律基地局が i が ( 7)n = 以下の
範囲で複数種の値をとれるように 100Kbyte と 1Mbyte を使用した．DSRC フレーム長には最
大フレーム長及び最小フレーム長を使用し，車両速度は最大速度 40km/h とその中間速度
20km/h を使用した． 
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 評価結果を表 3-2 に示す．表 3-2 は表 3-1 の実験条件において p を評価した結果である．
尚，1Mbyte のデータを DSRC の最大フレーム長で車両に送信した場合，表 3-1 に示す実験
条件下では全てのデータを送信できなかったため評価対象からは除いた．これは，スマー
トゲートウェイシステムではシステム内の全基地局を用いても移動体にサービス応答を完
了できないような状況は想定していないからである．表 3-2 より 100Kbyte，1Mbyte の何れ
の場合においても /y x は p にほとんど影響していないことがわかる．これはサービスデー
タのキャッシュ処理ではキャッシュサイズに比例して処理時間 x が増大するのに対し，各自
律基地局のグループ参加判断処理ではその処理時間 y はほぼ一定で且つ x に比べて十分小
さかったからである．表 3-2 で p は何れの条件下においても 1.00 を下回っており従来方式
に比べてシステム負荷を低減できていることがわかる．これは本実験環境下でのグループ
内自律基地局台数が 100Kbyte では 1 台( p =0.15)及び 2 台( p =0.30)，1Mbyte では 3 台
( p =0.43)及び 5 台( p =0.71)で，何れもシステム内の自律基地局台数 7 台を下回ったことに
よる．尚，各条件下でグループ内の自律基地局台数が異なるのは，1 台の自律基地局が車両
に送信できるデータサイズは高速走行且つ DSRC フレーム長が長い程小さく，また車両に
送信する総データサイズが大きい程グループに参入する自律基地局台数が増大するためで
ある． 
以上の評価結果より提案方式では従来方式と比べてシステム負荷をかけることなく移動
体へのサービス提供が可能であるといえる．  
 
 
表 3-1 システム負荷評価時の実験条件
項目 実験条件
サービスデータサイズ 100KByte，1MByte
DSRCフレーム構成 9Slot構成，3Slot構成
車両速度 40km/h，20km/h  
表 3-2 システム負荷の評価結果
0.7140km/h-3slot
0.4320km/h-3slot1MByte
0.3040km/h-9slot
y/x
40km/h-3slot
20km/h-9slot
20km/h-3slot
実験条件サービスデータサイズ p
100KByte 0.15
0.15
0.15
36.58 10−×
46.27 10−×
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3.3.2 性能評価 
本項では 
(1) パケット損失率 
(2) 路車間の初期接続時間 
(3) 通信効率 
について従来のマイクロモビリティ方式と比較評価する．従来のマイクロモビリティ方式
では本研究で対象とするような通信障害が発生しない場合，高い通信効率が保持できるこ
とは既に分かっている．そこで本評価では，移動体へのサービスデータがアプリケーショ
ンサーバ側に保持されているが故に発生しうるマイクロモビリティ方式の遅延に着目し評
価を行った．従来方式では車両が DSRC 基地局に接続する毎にアプリケーションサーバか
らサービスデータを取得し車両に配信する．一方，提案した自律基地局グルーピング方式
では形成したグループ内の各自律基地局が車両に配信するサービスデータをキャッシュし，
車両との接続時に自身が保持するサービスデータを車両に配信する．評価実験の手順を図 
3-9 に示す．従来方式では車両を一台目の DSRC 基地局に接続させた状態で車載端末(ノー
ト PC)からアプリケーションサーバに対してサービスデータを要求する(①)．車載端末上で
アプリケーションサーバからサービスデータの受信を確認した時点で車両を走行させる
(②)．二台目以降の DSRC 基地局では車両との接続を認識すると上位層に接続を通知し，ア
プリケーションサーバからのデータ送信経路を変更して再び車両に対してサービスデータ
を送信する(③～④)．提案方式では車両を一台目の DSRC 基地局に接続させた状態で車載端
末(ノート PC)からアプリケーションサーバに対してサービスデータを要求する(①)．アプリ
ケーションサーバから(複数分割された)最初のサービスデータが応答された時点で，各
DSRC 基地局はグループを形成しサービスデータをキャッシュする(③)．車両はアプリケー
ションサーバからサービスデータの受信を確認した時点で車両を走行させ，二台目以降の
DSRC 基地局は車両との接続を認識するとキャッシュしたサービスデータを順次車両に送
信する(④～⑤)．以上述べた手順に基づいて，(1)パケット損失率ならびに(2)路車間の初期
接続時間の評価をUDP/IPを用いてアプリケーションサーバからパケットを連続的に配信さ
せることで行った．UDP/IP ではパケットの送達確認は行われないため，路車間の接続が途
絶えると大量のパケット損失が発生する．そこで本評価では従来マイクロモビリティ方式
と提案方式とで，パケット損失率の影響について評価する．また初期接続時間の評価では
アプリケーションサーバに毎回問合せを行う従来方式による遅延が，車両速度や使用する
DSRC フレーム長の違いによって与える影響について評価を行う．一方(3)通信効率の評価
では TCP/IP を用いてアプリケーションサーバからデータをダウンロードすることで評価を
行った．TCP/IP ではパケットの送達確認を行うため，ここでは車両速度や DSRC フレーム
長の違いが与えるパケット再送処理遅延の影響を評価した．以下，各々について述べる． 
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(1) パケット損失率の評価 
 本評価ではパケット損失率 ρ を 
100%loss
total
N
N
ρ = ×   
lossN ：パケット損失数， totalN ：サーバ送信パケット数 
と定義し，アプリケーションサーバから移動体に一定周期でパケットを送信した際のパケ
ット損失率について評価した．評価実験には車両が自律基地局と接続できない非接続区間
でも複数個のパケットが車両に向かって連続的に送信されるように，車両からの要求に対
してアプリケーションサーバから一定間隔で UDP(User Datagram Protocol)のパケットを送
信するテストツールを準備した．本実験に用いた実験条件を表 3-3 に示す．使用した自律
基地局台数は 5 台で、車両速度は実験場で走行可能な最大速度 40km/h を使用した．アプリ
ケーションサーバから送信するパケットの転送速度は DSRC で輻輳が発生せず且つ非接続
区間では複数個のパケットが連続的に送信されるように 1500byte のパケットを 100msec 間
隔で送信した．DSRC のフレーム長には最大構成(9slot)と最小構成(3slot)の二種類を使用し
た．パケット損失数はアプリケーションサーバが送信したパケット数と車載端末が受信し
たパケット数を計測することで行った． 
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図 3-9 評価実験手順 
表 3-3 パケット損失率評価時の実験条件
項目 実験条件
自律基地局台数 5台
車両速度 40km/h
パケットサイズ 1500Byte
パケット送信間隔 100msec
DSRCフレーム構成 9Slot構成，3slot構成
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評価結果を表 3-4 に示す．表 3-4 は評価に使用したサンプルパケット数と各条件下にお
けるパケット損失率 ρ を示している．表 3-4 から明らかなように提案方式ではパケットを
損失していないのに対して，マイクロモビリティによる従来方式では約 15%前後でパケッ
トを損失していることがわかる．従来方式ではシャドウィング等の影響で隣接する基地局
に障害が発生するとこの間アプリケーションサーバから送信されたパケットは損失する．
特に UDP のようにパケットが連続的に送信される場合，パケット損失数は車両が基地局と
接続できない非接続区間に比例して増大する．このため従来方式では表 3-4 に示すような
大量のパケット損失を引き起こした．一方提案方式はグループ内の各自律基地局がアプリ
ケーションサーバから送信されたパケットを車両が接続してくるまで内部にキャッシュし
ておく方式であるため，非接続区間が頻繁に発生しても表 3-4 に示すようにパケット損失
をゼロに抑えることができる．また提案方式ではグループ形成処理が遅延するとサービス
データをそもそも受信できないといった問題も発生する．しかし 2.4.3 項で述べたようにグ
ループ形成処理時間は GW からのサービスデータ送信処理時間に比べて十分小さいことが
分かっているため，本評価においても特にこうした問題が発生することはなかった． 
以上の評価結果より路車間の非接続区間が発生してもパケット損失率を 0％に抑えるこ
とが可能であり，提案方式によりシャドウィングなどの影響による基地局通信障害が発生
した場合においても高信頼なサービス提供を保証することが可能であると言える． 
 
 
表 3-4 パケット損失率の評価結果
サービスデータサイズ 実験条件 サンプル数 損失率
提案方式 40km/h-3slot 181 0.00%
40km/h-9slot 226 0.00%
従来方式 40km/h-3slot 209 13.4%
40km/h-9slot 219 17.4%
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(2) 路車間初期接続時間の評価 
 本評価では(1)で述べた実験条件において，車両が自律基地局接続時において DSRC 車載
機がキャリアセンスを開始してから車載端末が UDP パケットを受信するまでの時間を評価
した． 表 3-5 に各実験条件下における平均初期接続時間を，図 3-10~図 3-13 に各実験条
件下における実測値を示す． 
 これらの評価結果から見てわかるように，DSRC フレーム長が 3 スロット構成においては
従来方式及び提案方式何れの場合においても平均値では目標性能 100ms を下回っており，
両方式ともサービスデータの送信遅延がサービス提供に与える影響はほとんどないと考え
られる．しかし DSRC フレーム長が 9 スロット構成になると従来方式は 100ms を大きく上
回り，目標性能 100ms を満足することができていない．これはフレーム長がより長い 9slot
構成では一回で送信できるデータ量が多くなる分，路車間通信時間も延びることによる．
フレーム長が短い 3slot 構成では DSRC 基地局とアプリケーションサーバ間の処理遅延は路
車間の高速通信によりサービス提供への悪影響は相殺されるが，路車間通信時間に遅延が
生じるとその影響は如実に現れてくる．その点提案方式ではグループ内の各自律基地局が
サービスデータをキャッシュしサービスポインタのみを情報伝達しあうことで，路車間通
信切断時におけるグループ内の情報共有を高速化しているため，DSRC 基地局とアプリケー
ションサーバ間の通信遅延はほとんど発生しない．このため初期接続時間の遅延は DSRC
フレーム長による路車間通信時間の遅延のみとなり，DSRC フレーム長が最大時の場合でも
目標性能である 100ms を達成することが可能である． また車両速度の違いによる初期接続
時間の相違はほとんどみられない．これは車載機のキャリアセンスが車両速度に影響され
ないためで，キャリアセンスから路車間の通信コネクションが確立されるまでのトータル
時間は 10ms 以内であることが求められている[37][75]．つまり本評価結果は路車間の通信
コネクション確立時間が 10ms 以内であることが保証されていれば，車両が 180km/h で通信
エリアを通過した場合においても本実験と同様の高速な初期接続時間を実現できることを
示している．  
 以上の評価結果より路車間の初期接続時間を 100 ミリ秒以内に抑えることができ，提案
方式により単一基地局あたりの通信接続時間を最大化することが可能であると言える． 
 
表 3-5 路車間初期接続時間の評価結果
実験条件 提案方式(平均値) 従来方式(平均値)
20km/h-3slot 33ms 93ms
20km/h-9slot 77ms 141ms
40km/h-3slot 34ms 81ms
40km/h-9slot 90ms 170ms
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図 3-10 初期接続時間(DSRC 最小フレーム長-20km/h 走行時) 
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図 3-11 初期接続時間(DSRC 最大フレーム長-20km/h 走行時) 
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図 3-12 初期接続時間(DSRC 最小フレーム長-40km/h 走行時) 
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図 3-13 初期接続時間(DSRC 最大フレーム長-40km/h 走行時) 
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(3) 通信効率の評価 
 本評価では 996Kbyte の画像データを TCP(Transmission Control Protocol)を用いてアプリケ
ーションサーバからダウンロードした時のスループットを(1)で述べた実験手順のもとで評
価した．評価結果を図 3-14～図 3-17 に示す． 
 図 3-14～図 3-17 は 20km/h 及び 40km/h で走行中の車両に 3 スロット及び 9 スロットの
DSRC 通信フレーム長を用いてダウンロードした時の評価結果で，基地局にサービスデータ
をキャッシュせず移動体の位置情報のみで移動体へのサービスデータを配信する従来方式
と提案方式を比較評価したものである．横軸はダウンロード時間で縦軸はダウンロード時
間に対して車載端末が受信したデータの総量から算出したスループット(kb/s)を表している．
図から明らかなように，車両速度及び通信フレーム長の違いにかかわらず，提案方式は従
来方式より高い通信効率を実現しているのがわかる．これは TCP/IP 通信における車両とア
プリケーションサーバ間のパケット送達確認処理が大きく影響しているためである．
TCP/IP 通信におけるパケット送達確認は通常ウィンドウ制御と呼ばれる方式が利用され，
本方式により 1 個の ACK パケットで確認するパケット数を制御している．例えばサーバ側
が複数個送信したパケットに対し 1 個の ACK パケットを受信できた場合，次回送信するパ
ケット数を増やすあるいは前回と同じパケット数を送信する．逆に ACK パケットを受信で
きなかった場合，パケット数を減らして送信する．TCP/IP ではこのようなウィンドウ制御
を行うことで，送達確認にともなう通信効率の遅延を極力減らしている．話を評価結果に
戻すと，従来方式では車両が基地局を跨ぐタイミングでアプリケーションサーバからパケ
ットが送信されると車両は該パケットをとりこぼすため，アプリケーションサーバは車両
から ACK パケットを受け取ることができない．このためアプリケーションサーバは送達確
認できなかったパケットを再送するとともに，次回からはパケット数を減らして送信する
ことになる．一方，提案方式でも同様にアプリケーションサーバと車両間で送達確認は行
われるが，提案方式では車両が基地局間を跨いでもパケットを取りこぼすことはないため
アプリケーションサーバは ACK パケットを確実に受信できる．これにより TCP/IP 通信に
おけるウィンドウ制御がうまく機能し，基地局を跨いでも通信効率をほぼ一定に保つこと
ができている．これは図 3-14～図 3-17 において提案方式では通信効率が車両速度に影響を
受けていないのに対し，従来方式では車両速度が変化すると通信効率が低下していること
からも明らかである．車両速度が速くなると単一基地局での接続時間が短くなるため，ア
プリケーションサーバが車両と通信できる時間も短くなる．またこれは DSRC フレーム長
によっても影響する．高速道路では車両は法定速度で最大 100km/h で走行するため，事実
上従来方式ではサービス提供が機能しない可能性が高い．一方提案方式では，基地局がサ
ービスデータをキャッシュしているため通信効率が車両速度に影響を受けることはない． 
 以上の評価結果より提案方式では車両速度が大きく且つ DSRC フレーム長が長いほど従
来方式と比べて高い通信効率を実現でき，高速道路などでの高速走行車両に対するサービ
ス提供を行うに十分耐えうる性能を実現することが可能であるといえる． 
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図 3-14 通信効率の評価結果(20km/h-3slot) 
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図 3-15 通信効率の評価結果(20km/h-9slot) 
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図 3-16 通信効率の評価結果(40km/h-3slot) 
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図 3-17 通信効率の評価結果(40km/h-9slot) 
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3.4 おわりに 
 本章ではスマートゲートウェイシステムにおいて走行車両へのマルチメディアサービス
提供を高信頼且つ高性能に実現するために，2 章で述べた自律分散モビリティシステムアー
キテクチャを活用した自律基地局グルーピング方式を提案した．本方式では各自律基地局
が移動体が要求するサービスデータのサイズや自律基地局間の設置距離から移動体の移動
範囲を自律的に判断しグループに参加するか否かを決定する．グループ内の自律基地局は
移動体に提供するサービスデータをキャッシュし，路車間の通信切断時にサービスポイン
タをグループ内で共有する．これによりシャドウィングなどの通信障害が発生した場合に
おいてもサービスデータを欠損することなく連続したサービス提供を実現できる．また路
車間の初期接続時間を短縮し，単一基地局における通信効率を高く保つことを可能にする． 
さらに形成したグループ内で移動体に全てのサービスデータを送信できるか否かを確認し
グループ内の自律基地局数が不足している場合には，グループ外の自律基地局に対してグ
ループ再形成を要求する．これによりグループ内の任意の基地局がサービスデータを移動
体に送信できない場合においても，不足した基地局台数分を新たに形成したグループで補
うことができサービスデータの送信を継続することができる．提案した自律基地局グルー
ピング方式を 2.4.2 項で述べた実証実験システムを用いて評価し，評価結果から本方式の有
効性を示した．
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第4章  
 
 
柔軟で高性能な緊急情報配信を保証する 
自律基地局 QoS 管理方式 
 
 
4.1 はじめに 
 スマートゲートウェイシステムでは走行車両に対してマルチメディアサービスのような
大容量データばかりでなく事故情報や路面情報といった走行支援サービスも提供される．
走行支援サービスで扱うデータは緊急性が高いため，路側に設置された障害検知センサに
よって緊急データが検知されると直ちに路側 N/W に接続された DSRC 基地局に伝達されな
ければならない．しかし緊急データは走行中の全ての車両にとって必ずしも高い緊急性が
求められるわけではない．道路上の障害検知地点(緊急地点)に近い位置を走行中の車両にと
っては車両制御を意識する必要があるためミリ秒単位の情報伝達が求められるが，緊急地
点から離れた位置を走行中の車両にはこのような高速な情報伝達はほとんど意味をなさな
い．むしろ緊急地点付近でこれから発生しうる交通渋滞を回避するための迂回路情報など
の提供が期待される．つまり走行支援サービスの提供にあたっては路側に設置された各
DSRC 基地局が車両の走行状態に基づいて情報の緊急性を判断し，これに従って走行車両へ
の緊急情報配信を柔軟性高く行えることが求められる．なお本研究では制御系データとし
て扱われるべき緊急情報に関しては，障害が検知されてから移動体に情報が伝達されるま
での時間として AHS で求められている 100 ミリ秒を目標性能として設定する[16][17]． 
 走行車両への緊急情報伝達に関するこれまでの研究報告はいずれも単一基地局によるス
ポット的な情報伝達を前提としていたり，また複数基地局を用いる場合においても情報種
別に基づいた優先制御を行うだけのものであった[27][28][73]-[75]．このためこうした従来
研究をスマートゲートウェイシステムに応用した場合，全ての DSRC 基地局が同じ情報を
同じタイミングで走行車両に伝達することになり柔軟な情報伝達を行うことができない．
一方，計算機システムの分野では柔軟な情報配信を実現するために自律分散システムの概
念を応用した自律分散コミュニティシステムが提案されている[76][77]．本システムではサ
ービスを提供するエンドユーザーの趣味や嗜好，また場所や時間に基づいてネットワーク
上の計算機間によるコミュニティを動的に形成し，各コミュニティに対してサービスをカ
スタマイズして提供する．これにより柔軟性高いサービス提供を実現する．しかし自律分
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散コミュニティシステムではコミュニティを無から形成することを考えていない．走行支
援サービスで扱う緊急情報はいつどこで発生するか予測できないため，緊急情報を扱う
DSRC 基地局群を予め定義しておくことはできない． 
 そこで本章ではこうした問題を解決するため 2.3.2 項で提案した自律分散モビリティシス
テムアーキテクチャを活用した自律基地局 QoS(Quality of Service)管理方式を提案する．本
方式では各 DSRC 基地局(以下，自律基地局とよぶ)が緊急地点と走行地点間の距離ならびに
移動体の移動速度から判断した情報の緊急性に応じて自律的にグループを形成する．また
グループ内の各自律基地局は情報の緊急性に応じてグループ内における自身の役割を判断
し，その結果得られたデータ属性(情報系データ／制御系データ)に基づいて走行車両に緊急
情報を配信する．これにより高性能で柔軟性の高い緊急情報配信を実現する． 
以下，4.2 節では自律分散モビリティシステムアーキテクチャを用いた緊急情報配信のた
めの自律基地局 QoS 管理方式について述べる．4.3 節では自律基地局 QoS 管理方式を実シ
ステムに実装し実証実験で得られた評価結果から本方式の有効性を示す．最後に 4.4 節にて
本章をまとめる． 
 
4.2 自律基地局 QoS 管理方式 
4.2.1 概 要 
 これまでに路側に設置した無線基地局を用いて路上障害を走行車両に伝達するための通
信制御方式に関して AHS を中心に議論されてきたが，その多くは単一基地局によるデータ
送信を前提としたサービス種別に基づく優先制御に関するものだった．このため複数台の
DSRC 基地局を用いて走行支援サービス提供を行うスマートゲートウェイシステムに本方
式を適用した場合，全ての DSRC 基地局が障害検知後直ちに移動体へのデータ送信を行う
ことになる．これは障害発生地点付近を走行中の車両にとっては有益な情報となり得るが，
遥か後方を走行中の車両にとってはほとんど意味をなさない．障害発生地点手前を走行中
の車両にとっては車両制御までを意識したミリ秒単位の情報伝達が求められるが，障害発
生地点から離れた位置を走行中の車両にとっては高速な情報伝達ではなく例えば渋滞回避
のための迂回路情報などが求められる．このようにスマートゲートウェイシステムで走行
支援サービス提供を行う場合，検知された障害情報を単純に高速伝達するのではなく車両
の走行位置に応じて柔軟に配信していくことが求められる．一方，計算機システムの分野
では時間や場所に応じて同じ趣味や嗜好をもったエンドユーザーに対してサービスをカス
タマイズして提供するコミュニティシステムに関する研究が行われている．こうした計算
機間のコミュニティではエンドユーザーの趣味や嗜好を計算機を介して動的に共有し，ユ
ーザーの状態に応じてサービスをカスタマイズして提供するため柔軟性の高いサービス提
供を実現する．しかしこうした研究ではコミュニティの素地となる複数の計算機グループ
は予め生成されていることが前提となっており，またミリ秒単位のリアルタイム処理も求
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められない．走行支援サービスで扱う路上障害は「いつ」「どこで」発生するかを予測でき
ず，また障害地点や障害の種類に応じてリアルタイムに情報配信すべき車両を動的に決定
していかなければならないためコミュニティシステム研究をそのまま応用することは困難
である．そこで本研究ではこうしたサービス提供に関する課題を解決するために，2.3 節で
述べた自律分散モビリティシステムアーキテクチャを応用した自律基地局 QoS(Quality of 
Service)管理方式を提案する．自律分散モビリティシステムでは課題解決に向けて形成され
たグループ内の各 ATOM が MAP に渡すべきデータの緊急性を自律的に判断する．この考え
に基づき本研究では各自律基地局が移動体に走行支援サービスを提供するか否かを判断し，
グループ内の各自律基地局が緊急性に応じて移動体に送信すべきデータをカスタマイズし
送信できるようにすることでスマートゲートウェイに適用していく．走行支援サービス提
供のために形成されるグループは路上の障害情報を移動体に伝達すべきと判断した自律基
地局群によって構成され，これは発生した障害種別や障害地点と移動体との位置関係から
判断される．例えば大型車両が横転するような大事故の場合，数 10 キロ手前を走行中の車
両にとっても関係しうる事故であるが，車両故障などの軽微なものであれば後続車両への
影響は前者に比べて遥かに小さいと考えられる．そこで本研究ではこうした判断を障害種
別ごとに予め定義された距離(閾値)に基づいて行う．ここで各自律基地局は 3.2 節で述べた
自律基地局グルーピング方式と同様に，基地局の物理的な設置場所に対応した識別情報を
もち，NID を用いて基地局間の相対距離を判断できるようにした．2.4.1 項で述べたように
障害検知センサは基地局に搭載されているものと仮定しているため，本前提により各自律
基地局は障害データが付与されたメッセージの NID を用いることで基地局間の相対距離を
容易に把握できる．各自律基地局はこうして得られた相対距離を上述の閾値と比較し，相
対距離が閾値を下回っている場合にはグループに参加すると判断する．グループに参加す
ると判断した自律基地局は，路側 N/W から受信した障害データを障害発生地点との位置関
係に応じてカスタイマイズするために続いてデータの属性を判断する．本研究では 2.3.2 項
で述べたようにデータの属性を「制御系データ」と「情報系データ」の二種類に大別し，
前者をシステムが能動的に車両強制停止を行うリアルタイム性の高い制御コマンドとして，
後者をドライバへの情報通知として扱うこととした．データ属性という観点においては更
なる詳細定義が必要とも考えられるが，本研究において障害情報の通知またはこれに基づ
く車両制御の実行判断は最終的には車両側が周囲の状況やドライバの操作状態を考慮して
行うべきと考え，上述した二種類のマクロな定義にとどめた．データの属性判断には 2.3.2
項で述べた緊急性 mapU を使用するが，ここで以下のような前提をおく．すなわち 0tV = と
し緊急性 mapU を速度V で移動中の移動体が停止するまでの安全停止距離で表現できるも
のとする．これはシステムが能動的に車両制御を行うのはドライバの操作だけでは危険を
回避できないと判断できた場合のみという考えに基づくものである．従って障害発生地点
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からの相対距離が車両の安全停止距離よりも小さい場合，ドライバ操作だけでは車両の安
全停止が困難と判断しシステムから能動的な車両制御を行うために 100 ミリ秒以内の情報
伝達を行う．またそうでない場合には路上障害発生の事実のみをドライバに通知する．グ
ループ内の各自律基地局は自身と接続している各移動体に対してデータ属性を定義し，ま
た移動体との通信切断を確認すると移動体情報をグループ内の他の自律基地局に伝達する．
移動体情報を受信した各自律基地局は当該移動体のためのデータ属性が定義されていない
場合には再度属性定義を行い，移動体との接続を確認すると属性に従ってデータを送信す
る．また自律基地局が複数のグループに属する場合には，グループ間の緊急性を比較し最
も緊急性の高いデータから優先的に送信する．これにより制御系データの場合には最も緊
急性の高いデータが優先的に送信されることになり，また情報系データの場合でも走行位
置から距離的に近い場所で発生した障害情報が優先的に伝達されるため例えばカーナビゲ
ーションのルート探索にも有用に機能すると考えられる． 
 以下では，提案方式の構成要素である 
・自律グループ形成 
・緊急データの属性判断 
・移動体情報の伝達とグループの消滅 
の各処理について詳述する．これら各処理は 3 章で述べた自律基地局グルーピング方式と
同様に AGP ボード上に実装される．自律分散モビリティシステムとスマートゲートウェイ
システムとの対応関係は図 2-14 に示す通りで，また移動体は 3.2.1 項で述べた前提条件に
基づいて自律基地局間を移動するものとする．以下，各処理について述べる． 
 
4.2.2 自律グループ形成 
 本方式においても各自律基地局は路側 N/W に接続した時点で互いに自身がもつプロファ
イル情報を交換する(図 3-1 参照)．これにより各自律基地局はメッセージのプロトコルヘッ
ダに付与された NID から送信元基地局との相対距離を容易に把握できるようになる．また
障害検知センサは各自律基地局に搭載されているものとし，センサ処理ならびに情報発信
をになう障害検知アプリケーションは自律基地局内における AGP の上位アプリケーション
として搭載されているものとする．走行支援サービスはマルチメディアサービスと異なり，
扱うサービスデータは小さくまたプッシュ型のサービスとして提供される．このためサー
ビスリクエストは存在せず，サービス提供者である障害検知アプリケーションが情報を発
信したタイミングでグループが形成される．自律分散モビリティシステムを適用するにあ
たり，本研究では障害検知アプリケーションが発信するメッセージをグループ形成要求と
して扱う．またサービスデータはグループ形成要求に含まれているものとする． 
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自律基地局に搭載された障害検知アプリケーションが道路上の障害を検知すると，自律基
地局は AGP にて GID を生成し障害種別を識別する SID と自身の NID を障害検知情報に付
与してグループ形成要求を路側 N/W にブロードキャストする(図 4-1)．障害種別に対応した
SID は障害検知アプリケーションが予め保持しているものとする．GID は SID と NID およ
び MID から構成されるが，走行支援サービスのようなプッシュ型のサービスは全ての移動
体がサービス対象となるため MID は固定値をとる．またグループ形成要求は路上障害が回
避されるまで数 100 ミリ秒周期で定期送信される．障害が回避されたか否かの判断は保守
員などによって行われることを想定しており，本研究においては特に障害回避の検知方法
に関しては言及しない．また本研究では障害検知情報が確実に他の自律基地局に伝達され
るために障害検知情報のための優先制御機能と帯域制御機能を ACP に実装した(図 4-2)． 
 
(1) 優先制御機能 
本機能では障害を検知した自律基地局が直ちに障害情報を路側 N/W に伝達できるように
SID に優先度の意味をもたせ，SID の値が小さい程高優先に扱えるようにした．SID をサー
ビス種別毎に取りうる範囲を定義し，この中で走行支援サービスをマルチメディアサービ
スより高優先に扱えるように設定した．またこれにともない ACP 上に優先度毎の送信バッ
ファを設け，SID の値の範囲毎に送信バッファを割り当てると共に送信バッファ間のスケジ
ューリングを行うことで優先度の高いデータを優先的に送信できるようにした．これによ
り障害検知基地局による送信遅延をなくし，障害が検知されると直ちに障害情報を路側
N/W に伝達することが可能になると考えられる． 
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図 4-1 障害検知通知の送信とグループ参加判断 
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(2) 帯域制御機能 
本機能ではマルチメディアサービスのような優先度の低いデータにより路側 N/W の帯域が
占有されることを回避するために，各自律基地局ならびに GW が路側 N/W の帯域を常時監
視し，予め定められた閾値を超えた場合に低優先のデータ送信を抑止するようにした．具
体的には移動体へのマルチメディアサービス応答で GW がサービスデータを路側 N/W に送
信する際に，自信が保持する帯域占有率を確認し閾値を超えている場合にはサービスデー
タの送信を抑止する．これにより路側 N/W には常に障害検知情報伝達のための一定の帯域
が確保されることになるため，突発的に障害が検知された場合でも障害情報を確実に他の
自律基地局に伝達できるようになると考えられる． 
 
以上述べた優先制御機能及び帯域制御機能により障害検知基地局からの障害情報を即時
に且つ確実に他の自律基地局に伝達することが可能になる． 
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図 4-2 優先制御と帯域監視 
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グループ形成要求を受信した各自律基地局は移動体に走行支援サービスを提供するため
のグループに参加するか否かをメッセージに付与された SID と NID に基づいて判断する． 
すなわち， 
iD U≤   
によって判断する．ここで iD はメッセージ送信元の自律基地局とメッセージを受信した
自律基地局間との相対距離で，各自律基地局は基地局マップを参照することで相対距離を
得る．またU はサービスの緊急性を表し，SID 毎に予め定められた走行安全距離を表す．U
は障害の大きさに比例して大きくなるように設定されており，SID 毎の安全停止距離は予め
AGP 内の GM にて保持されているものとする．障害種別に対するU は実際には過去の統計
情報から決められることを想定しており，本研究では SID とU の対応関係は予め決められ
ているものとする．上式に基づいてグループに参加すると判断した各自律基地局はグルー
プ管理テーブルを生成し，GID，SID，障害検知データ， iD とタイマを登録する．タイマは
生成したグループ管理テーブルのライフタイムをあらわし，同一 GID をもったグループ形
成要求を受信したタイミングで更新される．これにより各自律基地局は障害が発生してい
る間はグループ管理テーブルを保持し移動体に対して障害検知データを送信することが可
能になる．また障害が回避されるとタイムアウトによりグループ管理テーブルは消滅する．
これにより各自律基地局は障害検知アプリケーションから指示されることなく自律的に移
動体への障害検知データの送信を止めることが可能になる．またグループは障害発生地点
から一定範囲(距離)内に設置された自律基地局群によって形成されるため，障害発生地点か
ら遥か後方を走行中の移動体に障害情報が送信されることはない．これにより走行に関係
のない走行支援サービスによって，マルチメディアサービス提供が阻害されることもなく
なる． 
 
 
4.2.3 緊急データの属性判断 
 グループに参加すると判断した各自律基地局は AGP における QM にて障害検知データに
対する属性を判断する．この属性は移動体に対して障害検知データを情報系データとして
送信するか制御系データとして送信するかを決定するためのもので，2.3.2 項で述べたよう
に以下の式で判断される． 
 
1
2
{( ) ( )}
2
i map i map i map
map
D U D U D U
MVU MV T
g
α μ
+≤ ∨ > ∧ ≤
⎛ ⎞= + ×⎜ ⎟⎝ ⎠
  
mapU は移動体にとっての情報の緊急性で，同式において括弧内は制動距離と空走距離によ
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って定義される停止距離の算出式となる．MV は移動体の移動速度，μ は路面摩擦係数，g
は重力加速度，T はドライバが危険を察知してからの危険回避操作を行うまでの反応時間
として定義される．またα は安全係数で 1α ≥ なる値をとり，α =1 のとき mapU は停止距離
と同値となる．停止距離とはドライバがブレーキを踏んでから車両が停止するまでの距離
で，つまり上に示した判断式は各自律基地局が障害発生地点から停止距離の範囲内に位置
しているか否かを iD に基づいて判断するための式となっている．言い換えれば，ドライバ
の操作だけでは障害地点手前で停止することが困難な場合のみシステムが能動的に車両制
御を行うための制御系データを車両に送信する．また実際の道路環境では障害地点よりも
前方走行車両が第一の障害になりうることが容易に想像できる．安全係数α はこうした動
機によって設定したもので，システムが能動的に車両制御を行う範囲を柔軟に設定できる
ようにしたものである．こうした判断のもとで各自律基地局は障害検知データを制御系デ
ータととらえ，ECU への制御コマンドまたはドライバへの障害回避行動を促す警告メッセ
ージを現在自身と接続している全ての移動体或いはこれから新たに接続してくる移動体に
対して送信する．ここで制御系データとして扱われる障害検知データには，車両制御を意
識する制御コマンドとドライバへの障害回避行動を促す警告メッセージの二種類を考える．
警告メッセージを送信する自律基地局とは制御系データと判断する自律基地局群の中でエ
ッジ基地局に位置する基地局で，障害発生地点からの相対距離が安全停止距離の範囲に入
らない基地局をさす．これはエッジ基地局を通過した時点でドライバがブレーキ操作を行
えば，システムが能動的に車両制御を行わなくても障害地点手前で車両が停止できること
を意味する．障害発生地点からの相対距離と停止距離が同値にならない限り，エッジ基地
局は必ず存在するため本研究では制御系データを上述したように二種類のメッセージに分
けて送信することにした．一方上式が不成立の場合，障害検知データは情報系データと判
断され，障害注意のメッセージを送信することでドライバの迂回動作を車載端末を介して
促す．ここで障害検知データ受信時は QoS 管理テーブルを生成する処理は省略し，データ
送信を最優先に行うようにした．また現在接続中の移動体に対してマルチメディアサービ
スなどの他のデータを送信中の場合，緊急性を比較し緊急性の高いデータから優先的に移
動体に送信するようにした．これらの処理により制御コマンドなどの 100ms 以内の伝達が
求められる緊急情報であっても高速に伝達することが可能であると考えられる．尚，本研
究では路側 N/W システムが能動的に制御コマンドを車両に送信することを想定しているが，
これがすなわち車両制御を担う ECU に直接伝達されることまでは想定していない．これは
車両を実際にどのように制御するかは最終的には車両側がドライバの操作状態や周辺環境
に基づいて判断すべきと考えるからである．従って車両が路側 N/W システムから制御コマ
ンドを受信しても，車載機あるいは車載端末はこれを車両制御のための一つの判断材料と
しか扱わない．これは情報系データの場合でも同様である．上式の判断では必然的に情報
系データとして扱う DSRC 基地局の台数が増えるため，本方式では車両が DSRC 基地局を
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通過する度に障害検知データが車両に送信されることになる．しかし障害検知データをそ
のままドライバに通知するか否かはやはり車両側の判断に任せるべきと考える．こうした
考えから本研究では路側 N/W システムによる走行支援サービス提供を車両がドライバへの
情報通知または車両制御を適切に判断するための材料を提供するサービスと捉え，路側
N/W システム側で情報をフィルタリングすることは考えない． 
 以上述べた属性判断処理により，障害を検知した自律基地局間との距離や障害種別に応
じて移動体に緊急情報を配信するためのグループを動的に形成することが可能なため予め
グループに属すべき自律基地局を決定しておく必要がなくなる．また各自律基地局が障害
種別や障害地点までの安全停止距離に基づいて移動体への送信データを自律的に判断する
ので柔軟性の高い緊急情報配信を行うことができる．また緊急性に基づいた情報配信によ
り高速な情報伝達も可能になると考えられる． 
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図 4-3 障害検知情報の属性判断 
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4.2.4 移動体情報の伝達とグループの消滅 
 単一の DSRC 基地局によって移動体に障害検知データが送信されたとしても，移動体が
直ちに走行状態を変化させるとは限らない．特に情報系データと制御系データの判断の境
目となる付近を走行中の移動体にとってこうした行為は走行安全に影響するため，次の
DSRC 基地局では確実且つ高速に情報伝達が行えなければならない．そこで本研究ではこう
した状況を想定し，各自律基地局が移動体と切断した時点で該移動体の情報を進行方向に
設置されている他の基地局に伝達するようにする．これにより各 DSRC 基地局は，該移動
体に対する障害検知データの属性を予め判断し移動体との接続時には直ちに属性に基づい
た情報伝達を行うことが可能になると考えられる． 
 移動体が自身と切断したことを確認したグループ内の自律基地局は QoS 管理テーブルに
移動体情報が登録されていない場合，移動体の識別情報である MID を付与したサービス進
捗メッセージをグループ内に伝達する(図 4-4)．サービス進捗メッセージには GID と自身の
NID ならびに切断を認識した移動体の MID が付加される．サービス進捗メッセージを受信
したグループ内の各自律基地局はメッセージに付与された移動体が次回自身と接続する可
能性があると判断し，メッセージに付与された移動体に対する障害検知データの属性を判
断する．属性判断はメッセージに付与された GID と自身が管理しているグループ管理テー
ブル内の GID とを比較し，一致した GID のサービスに対して行う．属性の判断は 4.2.3 項
と同じ判断式を用いて行い，メッセージに付与された MID と判断した属性を QoS 管理テー
ブルに登録する．これにより制御系属性のデータを移動体に送信しなければならない場合
でも，自律基地局は移動体が自身と接続した時点で QoS 管理テーブルに登録された MID か
ら直ちに障害検知データを移動体に送信することができる．  
 グループ内の各自律基地局は移動体情報を路側 N/Wに送信すると QoS 管理テーブルから
登録されている該移動体の情報を削除する．またグループ管理テーブルにセットされたタ
イマがタイムアウトになるとグループ管理テーブルおよび同一 GID が登録されている QoS
管理テーブルを削除しグループから離脱する．これによりグループは消滅する(図 4-5)． 
 以上述べた移動体情報の伝達ならびにグループ消滅処理により，移動体の識別情報や送
信すべきデータの属性をグループ内の各自律基地局が事前に判断できるため移動体が自律
基地局に接続した時点で直ちに情報を配信することが可能になる．また各自律基地局が障
害種別と自身の設置位置に応じて送信すべきデータを変化させるため，移動体は自身の走
行位置に応じて適切なメッセージを受信することができる．またグループ内の各自律基地
局はタイムアウトによって障害回避を自律的に判断しグループから離脱するので，障害回
避後は余計なシステム資源を消費することはない． 
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4.3 適用評価 
 
 4.2 節で述べた自律基地局 QoS 管理方式を 2.4.2 項で述べた実証実験システムに実装し本
方式における有効性の評価を行った．評価は本研究課題である柔軟性と性能を確認するも
ので，前者は走行中の車載端末画面にて自律基地局通過時に表示されるメッセージにより
確認を行った．また後者に関してはサービスリクエストが送信されてから車載端末に緊急
情報が送信されるまでの時間ならびに移動体情報の伝達時間を測定し評価を行った．以下，
各々について述べる． 
 
4.3.1 柔軟性の評価 
 本評価に用いた実験条件を表 4-1 に示す．本評価は実証実験システムで構築した自律基
地局 7 台を用いて行った．障害は自律基地局 BS7 によって検知されたと仮定し，グループ
形成要求は BS7 に搭載した実験用の障害検知アプリケーションから 100msec 周期で送信し
た．車両は自律基地局 BS1 から走行を開始し，マルチメディアサービスの提供を受けなが
ら BS7 に向かって時速 40km/h の速度で移動する．路車間通信で使用する DSRC スロット数
は 1 つで 1 スロットを用いてマルチメディアサービスおよび走行支援サービスの提供を
Peer-to-Peer 通信にて行う．なおグループ形成要求に付与される障害検知データは 192Byte
で，これは DSRC1 スロット分のサイズに相当する．本評価で各自律基地局がグループ参加
判断および属性判断に使用したパラメータを表 4-2 に示す．本評価では実験場での走行可
能距離が 300m 強しかなかったということもあり緊急性U を全体の約 1/3 である 100m に設
定し，安全係数α を 1 として停止距離そのものを属性判断に使用した．また路面摩擦係数μ
は乾燥路時の値 0.7 を用いることとし，ドライバの反応時間T は平均反応時間 0.8 を使用し
た．自律基地局が情報系データとして送信する緊急情報には「注意」メッセージを，制御
系データとして送信する緊急情報には「警告」と「停止」メッセージを各々準備し各自律
基地局が自身が判断した属性に従って対応するメッセージを送信するか否かについて評価
した．  
 
表 4-1 柔軟性評価時の実験条件
項目 実験条件
自律基地局台数 7台
サービスリクエスト送信間隔 100msec
車両速度 40km/h
DSRC占有スロット 1slot（Max:0.2Mb/s)
障害検知データサイズ 192Byte
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 評価結果を図 4-6～図 4-9 に示す．図 4-6～図 4-9 はおのおの BS1～BS4，BS5，BS6，
BS7 を車両が通過した際に車載端末上に表示された画面のスナップショットである． これ
ら各図において，BS1～BS4 ではダウンロード中の地図データしか表示されていないが BS5
～BS7 では地図データを上書きする形でメッセージが表示されているのが分かる。これは緊
急性U =100m であることから，グループには BS5～BS7 のみが参加することになりそれ以
外の BS1～BS4 はグループに参加しなかったことによる．BS1～BS4 の各自律基地局は路側
N/W からグループ形成要求を受信してもこれを無視し，地図データを 3.2 節で述べた自律基
地局グルーピング方式を用いて車両に送信する(BS1～BS4 を移動中に地図データは徐々に
表示されてはいるが図 4-6 では BS1 にいるときのスナップショットのみを表示している)．
このため BS1～BS4 では画面上にメッセージが表示されることはなかった．一方，車両が
BS5 に進入するとドライバに「注意」を促すメッセージが表示されていることがわかる．こ
れは mapU ＝46m であるため，BS5 が障害検知データを情報系データとして扱ったことによ
る．また BS6 では「警告」を促すメッセージが表示されているのがわかる．BS6 は障害発
生地点から相対距離 50m に位置し，これは停止距離 46m よりも大きいが制御系データとし
て判断するエッジ基地局に相当する．このため BS6 は制御系データでも「停止」ではなく
「警告」を促すメッセージを送信した．BS7 は説明するまでもないが，障害発生地点との相
対距離が停止距離 46m よりも小さいため制御コマンドとしての「停止」を促すメッセージ
を送信した．  
 以上の評価結果より車両の走行位置と障害発生地点との位置関係に応じて各自律基地局
が異なるメッセージを送信することを確認でき，提案方式により柔軟性の高い情報配信を
実現することが可能であると言える．  
表 4-2 評価で使用したパラメータ
パラメータ 値
U 100m
a 1
µ 0.7（乾燥路）
T 0.8
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図 4-6 車載端末表示画面(BS1～BS4) 
 
図 4-7 車載端末表示画面(BS5) 
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図 4-8 車載端末表示画面(BS6) 
 
図 4-9 車載端末表示画面(BS7) 
86 
4.3.2 緊急情報伝達時間の評価 
 本評価では障害検知タイミングと移動体の走行位置の関係を図 4-10に示す二つの側面か
ら考察し，障害が検知されてから移動体に障害データが伝達されるまでの時間について評
価した． 
 
Case1：移動体が自律基地局の通信エリアを走行中または直前に障害が検知されるケース 
本ケースでは自律基地局が未だ移動体情報をもたないケースで，移動体がマルチメディア
サービスなどのサービスデータをダウンロード中でも障害が検知されてから 100msec 以内
に情報が伝達されるか否かを評価する． 
 
Case2：移動体が前の自律基地局通過時に障害が検知されるケース 
本ケースでは自律基地局が移動体情報を既にもっているケースで且つ隣接する自律基地局
では障害データが制御系データとして扱われるケースである．本ケースでは移動体が隣接
する自律基地局の通信エリアに進入してから 100msec 以内に情報が伝達されるか否かを評
価する．ここで移動体情報が既に伝達されていれば 3.3.2 項で述べた路車間初期接続時間と
同等の値を期待できる．そこで本評価では特に移動体情報の伝達時間の目標性能を路車間
の DSRC 無線リンク確立時間の 10msec に設定し[75]，この値に収まるか否かについて評価
する． 
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Case2 移動体情報伝達
図 4-10 評価で想定するケース 
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(1) 緊急情報伝達時間の評価(Case1) 
 本評価では路車間通信において DSRC スロットがマルチメディアサービスによって占有
されている状況を想定し，路車間通信に 0.2Mb/s の負荷をかけた状態で提案方式を用いた場
合とFirst-In-First-Out(FIFO)方式で緊急情報配信を行った場合について伝達時間を評価した．
評価した範囲は障害検知アプリケーションが障害データを送信してから，該データが路側
N/W 及び自律基地局を介して車載端末に伝達されるまでの総伝達時間である．また障害デ
ータは自律基地局に搭載した障害検知アプリケーションから 192Byteの障害データを 1秒周
期で送信し各データの伝達時間について評価した．なお使用した DSRC の通信フレームは
最大の 9 スロット構成である．図 4-11 に路側 N/W の負荷率と伝達時間の関係を，図 4-12
に緊急情報伝達時間の評価結果を示す．図 4-11 は路側 N/W の負荷率に対するデータ送信遅
延の関係を示したもので，図から見て分かるように路側 N/W 負荷率 10%までは優先制御機
能によりほとんど遅延は発生していないものの 10%を超えると徐々に遅延が発生する．こ
れは路側 N/W 負荷率が 10%を超えると，路側 N/W が徐々に輻輳し始め最優先でデータ送信
を行ったとしても即時伝達できないためである．言い換えると本評価結果は路側 N/W 負荷
率が 10%を超えると 100ms 以内の緊急情報伝達を保証することが困難であることを意味す
る．このことから本実装においては路側 N/W 負荷率 10%を帯域制御機能の閾値として設定
し，10%を超えるような場合には低優先度のデータ送信は抑止するようにした．図 4-12 は
路側 N/W 負荷率が 10%以下の状態で測定したときの緊急情報伝達時間の評価結果である．
図 4-12 から緊急情報の伝達時間は DSRC 通信が無負荷のケースおよび 0.2Mb/s の負荷をか
けたケース何れの場合も平均 56.7msec および平均 70.9msec と 100msec を下回っていること
がわかる．一方，FIFO方式を用いた場合 0.2Mb/sの負荷をかけると平均 102.6msとなり 100ms
の要求性能を満たせていなかった．提案方式の場合，情報の緊急性に基づいて障害データ
を割込み送信することが可能なため，DSRC の送信バッファに溜まっているデータが全て吐
き出されるのを待つ必要がなく直ちに送信できる．一方 FIFO 方式の場合送信バッファに溜
まっているデータが全て吐き出されないと次のデータを送信できないため送信待ちが発生
する．伝達時間に差が出たのはこのためである．逆に無負荷の場合では FIFO 方式は提案方
式のような処理が入らない分，提案方式より高速な情報伝達を行うことが可能であるが(図
示せず)，スマートゲートウェイのようなシステムでは安定した高速伝達を行うことが困難
といえる．スマートゲートウェイではマルチメディアサービスと走行支援サービスが混在
する中で移動体に情報配信を行うため，マルチメディアサービスの影響による DSRC の通
信負荷は常時発生していると考えられる．提案方式はこうした影響を考慮したうえでも安
定した高速伝達を行うことが可能である． 
 以上の評価結果より，提案方式では障害が検知されてから移動体に障害データが伝達さ
れるまでの時間を DSRC がマルチメディアサービスに占有されているようなケースであっ
ても 100ms 以内で実現すること可能であると言える． 
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図 4-12 緊急情報伝達時間の評価 
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(2) 移動体情報の伝達時間の評価(Case2) 
 本評価ではグループ内の自律基地局が移動体との切断を確認してから移動体情報を付与
したサービス進捗メッセージを路側 N/W に伝達し，グループ内の他の自律基地局が該メッ
セージを受信して移動体情報を QoS 管理テーブルに登録するまでの時間を測定した．サー
ビス進捗メッセージは 256Byte(プロトコルヘッダ 64Byte 含む)で測定は 3 回行った．その結
果平均 2.63ms の結果を得ることができ，目標性能である路車間通信の無線リンク確立時間
10ms を十分下回ることができた．これは仮に二台の自律基地局が通信エリアをオーバーラ
ップする程度に隣接して設置された場合においても，次の路車間通信の無線リンク確立後
には直ちに障害データを移動体に伝達できることを意味する．またこれは 3.2.3 項で述べた
自律基地局によってサービスデータがキャッシュされている状態と同じであり，このとき
の路車間初期接続は表 3-5 に示されるように 100ms 以内で行えることがわかっている．つ
まり自律基地局間を跨いで移動体に障害データを伝達する場合においても，移動体が隣接
する自律基地局に接続してから 100ms 以内に障害データを伝達することができる． 
 以上の評価結果より提案方式では自律基地局を跨いで移動体に障害データを段階的に送
信する場合においても，隣接する自律基地局は移動体が通信エリアに進入してきてから
100ms 以内に障害データを送信することが可能であると言える． 
 
4.4 おわりに 
 本章ではスマートゲートウェイシステムにおいて走行車両への走行支援サービス提供を
高性能に柔軟性高く実現するために，2 章で述べた自律分散モビリティシステムアーキテク
チャを活用した自律基地局 QoS 管理方式を提案した．本方式では各自律基地局が緊急地点
と移動体の走行地点ならびに障害種別に応じてグループに参加するか否かを自律的に判断
する．またグループに参加すると判断した各自律基地局は障害データの属性を自律基地局
間の距離ならびに移動体の安全停止距離にもとづいて判断し，該データを制御系データと
して送信するか情報系データとして送信するかを決定する．これにより移動体は緊急地点
との相対距離や障害種別に応じて適切なメッセージを受信することが可能になる．また移
動体との通信切断を確認した自律基地局は，移動体の情報をサービス進捗メッセージとし
てグループ内に伝達する．該メッセージを受信した各自律基地局は移動体情報を QoS 管理
テーブルに登録し上記同様に障害データの属性を判断する．これにより移動体は自律基地
局を跨いで障害データを受信する場合においても，走行地点に応じて異なるメッセージを
受信することが可能になり柔軟性の高い情報配信を実現することができる．さらに移動体
への情報配信は緊急性に基づいて行われるため，制御系データなどの数 100 ミリ秒のリア
ルタイム性が求められるデータであっても確実な高速伝達を行うことができる．提案した
自律基地局 QoS 管理方式を 2.4.2 項で述べた実証実験システムを用いて評価し，評価結果か
ら本方式の有効性を示した．
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第5章  
 
 
結 論 
 
 
5.1 本研究のまとめ 
 本研究ではこれまで通信技術を中心に議論されてきた狭域無線通信(DSRC)による走行車
両へのサービス提供において，実運用を意識したシステム的な側面からの問題提起とその
解決アプローチを示した．スマートゲートウェイシステムでは地図や音楽といったマルチ
メディアサービスばかりでなく事故情報などの緊急性の高い走行支援サービスも扱うため，
システムには 24 時間 365 日の無停止運転が求められる．このため DSRC 基地局の増設はシ
ステム稼働中に実施されることが求められ，また部分障害発生時においても他の基地局に
悪影響を与えることなくシステムは稼動し続けられなければならない．こうしたサービス
実用化を考慮にいれたシステム課題を解決するために本研究では自律分散技術をスマート
ゲートウェイシステムに適用することを考えた．本研究ではこれを自律分散モビリティシ
ステムと呼び，提案アーキテクチャによりサービス実用化に耐えうるスマートゲートウェ
イのための路側 N/W システム基盤を構築することを目的として研究開発を進めた． 
 提案した自律分散モビリティシステムアーキテクチャでは，従来アーキテクチャにおけ
るオンライン拡張性やフォールトトレラント性を保持するための内容コード通信方式及び
データ駆動方式を生かしつつ移動体にサービス提供を行う自律基地局群を動的に決定する．
本研究ではこれを実現するために各自律基地局に自律集団管理システム(AGP)を搭載し，自
律基地局間の AGP どうしがサービス種別ならびに基地局間の位置関係に応じて協調範囲を
動的に決定する．これによりシステム稼働中の基地局設備の増設や部分障害時のシステム
耐性を保持しつつ，移動体へのサービス提供処理に係るシステム負荷を抑止可能な路側
N/W システムを構築できる．また本研究ではマルチメディアサービスなどの大容量データ
を欠損なく高効率に移動体に配信するために，グループ内でサービスデータをキャッシュ
し移動体へのデータ送信状況を共有する自律基地局グルーピング方式を提案アーキテクチ
ャ上に実装した．これにより路車間の短い接続時間やシャドウィングなどの電波障害が発
生する環境下においても，グループ内の自律基地局が移動体との接続を確認するとデータ
を欠損させることなく直ちにサービスデータを送信することができる．さらに本研究では
走行支援サービスなどの緊急性の高いデータを柔軟性高く且つミリ秒単位の高速伝達を行
うために，グループ内の自律基地局がサービスデータの緊急性を判断する自律基地局 QoS
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管理方式を提案アーキテクチャ上に実装した．これにより障害地点から近い位置を移動中
の移動体には 100ms 以内の高速伝達を行い，離れた位置を移動中の移動体には渋滞回避に
有用な情報を位置に応じて柔軟に伝達することがができる． 提案した自律分散モビリティ
システムアーキテクチャを実設備に実装し提案方式を評価した結果，自律分散モビリティ
システムによる路側 N/W システム構築の実現可能性について見通しを得ることができた．
この結果はサービスの段階的な導入をシステム無停止で行えるとともにマルチメディアサ
ービスや走行支援サービスをコンテンツに依存することなく高信頼且つ高性能に提供でき
ることを意味し，実用化に向けた重要なシステム基盤になりうるものと考える．またスマ
ートゲートウェイのサービスはデータサイズと応答性能によって分類されるが，自律分散
モビリティシステムではこうしたサービスの特徴に着目して協調範囲や緊急性を判断する
ためサービス開発者はデータ欠損や緊急性を考慮したサービス設計を行う必要もなくなる．
スマートゲートウェイのサービスは高速道路の特定区間などから段階的に導入されること
が予想され，既にこうしたサービス導入を意識した実証実験も行われている．基地局設備
は事故の発生しやすい地点から順次設置され，ドライバの走行安全に係る走行支援サービ
スからマルチメディアサービスへと段階的に提供範囲を拡大していくことが期待されてい
る．こうした市場への段階的なサービス展開に対しても，構築したシステム基盤を用いる
ことによりシステム停止や変更を伴わない柔軟な対応が可能であるとともに快適・安全を
狙ったサービスの導入も容易になる．本研究成果は今後の ITS 産業の活性化に大きく寄与
するものと考える． 
以下に路側 N/W システム基盤を構築する上で重要な自律分散モビリティシステムアーキ
テクチャと，走行支援サービスおよびマルチメディアサービス提供のための自律基地局グ
ルーピング方式，自律基地局 QoS 管理方式について簡単にまとめる． 
 
(1) 自律分散モビリティシステムアーキテクチャ 
 社会心理学における「相互依存性」「役割分化」「コミュニケーション・ネットワーク」「外
部調整」といった課題解決に向けた集団形成の主要側面をアナロジーとして自律分散モビ
リティシステムを提案した．提案したアーキテクチャでは従来自律分散システムにおいて
利用されていた宛先を指定しない内容コード通信方式ならびにデータが揃った時点で処理
を開始するデータ駆動方式を基本とした．さらにこれをベースにサブシステム間の協調範
囲を自律的かつ動的に判断し移動体に対して適切なサービスデータを送信する自律集団管
理システム(AGP)を搭載した．各サブシステムはサービス種別ならびに移動体と各サブシス
テム間の位置関係に応じてサブシステムどうしの協調範囲と送信データの緊急性を動的に
判断する．提案した自律分散モビリティシステムアーキテクチャを実システムに実装し，
路側 N/W における通信負荷ならびにグループ形成処理に関して実測値に基づく考察を行っ
た．その結果路側 N/W 負荷率やグループ形成処理の遅延はサービス運用にほとんど影響が
ないことが分かった．
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(2) 自律基地局グルーピング方式 
本方式では自律した各 DSRC 基地局がサービスデータサイズ，自律基地局間距離，車両
速度に基づいてグループに参加するか否かを自律的に判断する．グループ内の各自律基地
局はサービスデータを自身の中でキャッシュし車両の移動に伴ってパケット単位で車両へ
の送信データを引継く．車両との接続を確認した自律基地局は引継がれたパケットから再
び送信を開始する．またグループ内の各自律基地局は車両へのサービスデータ送信状況を
常時監視し，グループ内の自律基地局だけでは全てのサービスデータを車両に送信できな
い場合にはグループを再形成し引き続き車両へのサービスデータを継続する．提案方式を
実システムに実装し，システム処理負荷及び路車間通信性能の観点で評価を行った．その
結果システム負荷に関してはほぼ理論値通りの負荷軽減が可能であることがわかった．ま
た路車間通信性能に関してもデータ欠損をなくし高い通信効率を実現できることを示した． 
 
(3) 自律基地局 QoS 管理方式 
 本方式ではサービスデータを受信した各 DSRC 基地局がサービス種別，自律基地局間距
離に基づいてサービスデータの緊急性を自律的に判断する．各自律基地局は車両の安全停
止距離と実際の障害地点までの距離を比較することで緊急性を判断し，車両との接続を確
認すると緊急性に基づいてサービスデータを送信する．緊急性の値が小さいほど送信優先
度は高くなる．特に障害地点までの距離が安全停止距離よりも大きい場合，自律基地局は
車両制御を意識したミリ秒単位の送信を行う．提案方式を実システムに実装し，情報伝達
の柔軟性及び緊急データの伝達性能に関して評価を行った．その結果，柔軟性に関しては
障害発生地点からの距離に応じて車載端末上に異なるメッセージを表示できることを確認
できた．また緊急データの伝達性能に関しても，路車間通信負荷に関係なく 100ms 以内の
高速伝達を行えることを確認できた． 
 
 
5.2 今後の課題 
 本研究では自律分散システムを移動体向けに拡張した自律分散モビリティシステムアー
キテクチャを提案したが，  
¾ ITS サービス提供に向けた更なる深度化 
¾ 自律分散モビリティシステムの他分野への横展開 
の観点で各々課題が残されている．
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5.2.1 ITS サービス提供に向けた更なる深度化 
 DSRC を用いた ITS サービス提供においては，走行支援サービスならびにマルチメディア
サービス提供の観点で以下の課題が残されている． 
9 車両内システム含めたトータルとしてのアーキテクチャ確立 
9 一般道などの複雑な道路形状への提案アーキテクチャ適用 
以下，各々について述べる． 
 
(1) 車両内システム含めたトータルアーキテクチャの確立 
 本研究では自律基地局が緊急性判断に基づいて緊急データを情報系または制御系データ
として車両に送信するが，緊急データを使ってドライバへの情報通知や車両制御を行うか
否かの最終的な判断は車両側で行うことを前提としている．これは自律基地局だけで車両
周辺の情報を全て把握することが困難なためである．車両は自律基地局から送信された緊
急データやミリ波やカメラなどの車両センサから得られた周辺情報，ドライバの運転操作
情報などを用いて最終的な判断を下さなければならない．このとき情報の緊急性に対して
統一的な指標がなければ単純に自律基地局からの情報と車両センサからの情報とを比較判
断することができなくなるため，路車間が連携して緊急性を判断・処理するための仕掛け
が必要となる． 
また自律基地局から送信された緊急データを車両制御に応用することまで考えた場合，
車両制御システムの信頼性維持といった新たな課題が発生する．車両制御を行うための
ECU とカーナビゲーション端末や通信端末などの車載情報端末とでは求められる信頼性が
異なるため，単純に車載情報端末と ECU とを接続すると ECU の信頼性は低下する．自律
基地局が送信した緊急データが逆に車両制御に悪影響を及ぼすようなことはあってはなら
ないため，車両制御を保護しつつ車載情報端末からのデータを高信頼に ECU に伝達可能な
新たな仕掛けが必要となってくる． 
現在ドライバの更なる安全性確保に向けて，カーナビゲーションばかりでなく車両に搭
載されたセンサや通信機器から得られる走行支援系の情報を車両制御にフィードバックす
る車両情報制御技術が期待されている．すでにカーナビゲーションが保持する前方カーブ
の曲率情報を用いることでカーブに差し掛かる手前からシフト制御を自動で開始するよう
な所謂ナビ協調制御技術も実用化されている[85]．また今後は路側 N/W システムから得ら
れた走行支援情報を積極的に車両制御への活用していくことも予想される．こうした業界
動向を鑑みた場合には先に述べたような車両内システムの課題解決なくして実現は困難で
ある．本研究ではすでに前者に関しては路車間協調による緊急性管理技術，後者に関して
は制御系ファイアーウォール技術の検討を開始している[86]-[88]．また今後はこれらの技術
開発と並行して，自律基地局-車載情報端末-ECU 間のトータルでの路車間連携アーキテクチ
ャ開発も進めていく考えである．  
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(2) 一般道への提案アーキテクチャ適用 
 スマートゲートウェイによる移動体への情報提供サービスは高速道路などの幹線道路か
ら段階的に導入されていくことが想定されているため，本研究においても移動体は 3.2.2 項
で述べた前提条件にしたがって DSRC 基地局間を通過するものとした．しかし直線道路ば
かりでなく複雑な道路形状によって構成される一般道路では本前提条件が適用できる箇所
は限定される．たとえば移動体が十字路に差し掛かるようなケースでは，移動方向として
右折／左折／直進の 3 パターン存在する．このため本論文にて論じた方式をそのまま適用
した場合，3 パターン上に存在する全ての DSRC 基地局がグループ参加の対象となる．これ
はシステム資源の明らかなオーバヘッドとなりサービス多様化への対応が困難となる．こ
のような課題に対しては例えば移動体がもっている経路情報などを活用することで，一般
道路においても DSRC 基地局どうしが仮想的に直線道路として扱えることを可能にする新
たな方式が求められる． 
 またサービス多様化の観点においては様々な移動体からサービス提供を要求された場合
についても更なる考察が必要となってくる．高速道路でのサービス提供時のように複数の
移動体が比較的異なる箇所でサービス要求をした場合，自律分散モビリティシステムでは
移動体の位置や要求サイズに応じてグループを形成するためシステム全体として資源を効
率的に利用することができる．この点に関しては従来自律分散システムでは実現すること
が困難であった．ところが一般道路ではサービス要求がある区間に集中するようなケース
も想定しておく必要があり，この場合には従来自律分散システムと同様の問題が発生する．
本研究にて論じた自律基地局グルーピング方式ではサービス提供に関わる基地局数をグル
ーピングによって限定することによりシステム資源の効率化を図ってきた．ところが本方
式ではグループ内で移動体へのサービスデータを管理・共有することになるため，ある区
間でサービス提供が集中するとグループ数が増大しそれに伴いグループ内基地局における
処理負荷も増大する．特にマルチメディアサービスなどの大容量データの場合，システム
資源の問題は顕著に現れる．こうした課題に対してはサービス要求元の位置やサービス要
求発生頻度などに応じて GW からのサービスデータ配信を制御する，或いは異なるグルー
プ間でサービスデータを共有する，また各自律基地局がグループ内基地局の処理負荷を考
慮してグループ参加判断を行うといった新たな方式が求められる． 
 本研究では高速道路などの非常に単純化されたケースを対象としてまずは提案アーキテ
クチャの実現可能性について論じてきたが，以上述べたように提案アーキテクチャを一般
道路に適用していく場合グループ参加判断アルゴリズムについて課題が残されている．今
後こうした課題を解決すべく本研究を更に深度化させていく考えである． 
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5.2.2 自律分散モビリティシステムの他分野への横展開 
 本研究で提案した自律分散モビリティシステムは ITS ならびにスマートゲートウェイだ
けにとどまらず，モビリティシステム全般に対して横展開可能と考える．「e-Japan 重点計画」
[89]にもあげられるようなユビキタス情報社会では，ユーザーの周りにネットワーク接続可
能な様々な機器が存在しユーザーは機器の違いを意識することなくネットワーク上の情報
にいつでもアクセスできるとしている．言い換えればユーザーがどこに移動するかは不明
であるが，ユーザーは機器を使用すれば継続してネットワーク上の情報にアクセスできる
ということである．こうしたユビキタス情報社会を見据えてモバイルエージェント技術な
どを応用した研究もなされているがこれらの研究の多くはユーザーの移動が遅いことが前
提となっている[90]-[92]．また車や鉄道などの高速移動や機器を変えた場合の応答性能など
実利用面での対応が十分とは言い難い．一方自律分散モビリティシステムではユーザーの
移動を速度含めて追従可能であり，またグループ内の自律機器で情報を共有するため速い
応答性能を得ることも可能と考える．こうした点で自律分散モビリティシステムはユビキ
タス情報社会を実現する上での基本アーキテクチャになりうるものと考えるが，本論文で
提案したアーキテクチャをそのまま適用することはできない．本論文で提案したアーキテ
クチャは自律分散システムアーキテクチャをベースとしているため自律機器どうしはブロ
ードキャスト通信によりデータ授受を行う．これは閉じられたシステムにおいては大きな
問題は生じないが，ユビキタス情報社会のようにどこからでもインターネットにアクセス
できるようなオープンシステムには適さない．自律分散モビリティシステムをユビキタス
情報システムに適用していく場合，2.3.1 項で述べた考え方を反映した新たな通信方式の確
立が必要になるであろう． 
 また自律分散モビリティシステムではモビリティを物理的な移動と捉えるのではなく，
ネットワーク上のプログラムの移動として捉えることも可能と考える．電力プラントなど
の公共設備などでは既に遠隔地にある設備の障害対応や保守運用をエージェント技術を用
いて行っている[93]-[95]．こうしたエージェント技術により例えば電力システムではこれま
で人手を介して行われていた変電所の点検を電力所から容易に行うことが可能になってき
ており，点検時間の削減や保守員による判断ミスの軽減といった効果をもたらしている．
ところがエージェントが移動する変電所は予めオペレータによって記述されていなければ
ならない．このため部分的な変電所の状態監視や監視する情報の部分変更などの要求が発
生すると，その度にオペレータがエージェントの経路を設定しなければならなくなる．こ
れは監視対象や扱う情報量の増大にともない徐々にオペレータの負担が増大する．また緊
急時の即時対応も困難である．こうした課題に対しても例えば各変電所が自律性を持ちオ
ペレータからの要求に対して関係する変電所が自律的にグループを形成しエージェントに
対して情報を提供できるようになれば，オペレータはエージェントの移動範囲だけを記述
しておけばよくなる．また変電所の詳細なネットワーク上のアドレスを指定する必要もな
くなる．またオペレータが複数のエージェントを用いて情報収集を要求した場合において
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も，例えば障害情報など緊急性の高い情報を各変電所が優先的にオペレータに応答するこ
とも可能になる．このように電力分野においても自律分散モビリティシステムの展開は可
能と考えらるが，本論文で提案したアーキテクチャでは各サブシステムを物理的な位置と
捉えていたためやはりそのまま適用することはできない．こうした課題に対しては，
Barvelas のコミュニケーション・ネットワークで定義される情報のトポロジカルな繋がりを
意識したネットワーク上での位置情報を定義していくと共に，グルーピングのための新た
な方式が必要になるであろう． 
 以上述べたように本論文で提案した自律分散モビリティシステムの考え方を用いること
で他分野においても新たな付加価値を見出すことが可能になると考えられるが，何れも提
案アーキテクチャをそのまま適用することはできない．そこで本研究では 5.2.1 項で述べた
ITS 実用化に向けた取り組みばかりでなく，他分野により広く適用可能なアーキテクチャの
更なる深度化も推進していく考えである． 
 
5.3 将来展望 
 本論文の冒頭にも述べたように，2008 年のサブプライム問題に端を発した金融危機の影
響により現在自動車産業は低迷しつつある．2008 年の国内の新車販売台数は 1997 年のピー
ク時のおよそ 7 割程度にまで落ち込み，大手自動車メーカ各社は軒並み減産を迫られてい
る．こうした中で，自動車メーカ各社が景気回復の突破口として力を注いでいるのが所謂
エコカーと呼ばれるハイブリッド自動車や電気自動車の開発である．特に電気自動車は，
従来のガソリン自動車に比べて構造がシンプルなため開発が比較的容易に行えると同時に，
走行時の CO2 排出量がゼロと環境に優しく，またランニングコストも割安とユーザーメリ
ットも大きい．自動車産業は今後電気自動車をキーとした新たな環境ビジネスにより景気
の巻き返しを図るものと期待されている．一方，電気自動車の普及を阻害する要因もいく
つか存在する．1 回の充電での航続距離が 100km 程度と短く，また電気スタンドなどのイ
ンフラ整備も殆ど進んでいない．さらに充電用の電気料金の負担は利用者に請求できない
という電気事業法により，ガソリンスタンドのようなビジネスモデルが簡単に描けないの
も普及阻害の要因になっている．こうした阻害要因を打破し電気自動車の普及を促進する
新たなサービスならびにビジネスの立ち上げが，景気回復に向けた自動車産業の直近の課
題となっている．こうした課題に対して，本研究成果の活用による解決の見通しについて
筆者が考える見解を最後に述べておく． 
 1.2.1 項で述べたようにスマートゲートウェイでは局所的な情報を広範囲に伝達すること
で，様々な情報を関連付けてドライバ個別への木目細かな情報提供を行うことを狙いとし
ている．こうしたスマートゲートウェイの考えは，「航続距離が短く，電気スタンドも少な
い」と言うユーザーの購買意欲の低下を払拭する一助になると考えられる．電気スタンド
は最初大型ショッピングセンターや駐車場などから設置されることが予想されるが，その
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情報がリアルタイムにカーナビゲーションに反映されるとは考えにくい．ドライバは電気
スタンドが少ない上に，そもそも電気スタンドがどこに設置されているのかを把握するの
も一苦労である．また充電が残り僅かになると，電気スタンドまで充電がもつかどうかと
いう不安にも苛まされる．こうしたドライバへの不安を払拭する安心サービスの一つとし
て，図 5-1 に示すようなドライバの状態に応じた段階的な電気スタンド情報の提供といっ
たサービスが考えられる．コンテンツ自体は今後更なる深度化が必要ではあるが，例えば，
電気スタンドまでのルート情報や電気スタンドが設置されている店舗の情報，また電費効
率の良い運転アドバイスなど，電気スタンドから発信された情報をドライバの状態に応じ
て提供していくといったサービスが今後必要になると考えられる．しかしこうした単純な
サービス提供だけでは，電気スタンドを設置する事業者側のメリットが見えにくく電気自
動車普及の見通しも立ちにくい．真に重要なのは，自動車会社だけでなく電力会社や自治
体が環境という軸で三位一体となってサービス提供を行うことではないかと考える．例え
ば，充電情報を電力会社に還元することで，電力会社は電気の使われ方を把握できるため
CO2 削減に向けた効率的な発電を行うことができる．また優良ドライバには家庭の電気代
を割り引くなどの目に見えたメリットを打ち出すことで，ドライバは電気自動車の購買意
欲を駆り立てると同時に電費効率の良いの運転を心がけることも期待できる．さらに大型
ショッピングセンターなどでは電気スタンドによる集客率向上が期待でき，また充電の待
ち時間を利用したドライバによる商品購入の期待も高まる． 
 以上述べたように，電気自動車をキーとした景気回復への期待は電気自動車の普及促進
に向けた自動車会社・電力会社・自治体による三位一体型のサービス提供が必要不可欠と
考える．筆者はそのサービス提供の一形態としてスマートゲートウェイの考え方，ならび
に本論文で提案した自律分散モビリティシステムのアーキテクチャを適用できるよう今後
も継続して研究開発に邁進していく考えである． 
 
電気スタンド
情報の提供
店舗情報
の提供
電費診断・
運転支援
充電中の商品購入
充電
電子購入
ショッピング
センター自宅
電力会社
電気代割引 充電情報提供
【ＣＯ２削減対策】
・充電情報による電気の使われ方把握
・優良ドライバへの電気代割引
集客率向上
 
図 5-1 自動車会社・電力会社・自治体の三位一体によるサービス提供の一例 
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付 録 
 
用語説明 
 
・AHS 
Advanced Cruise-Assist Highway System の略で国土交通省が推進する走行支援道路システム
をさす．車両・道路インフラ単独では実現困難な安全走行を，互いの長所を活かし短所を
補いあうことで広い範囲の安全走行を支援する路車間協調システム．AHS 研究組合が中心
となって開発を進めている． 
 
・ARIB 
Association of Radio Industries and Businesses の略で(社)電波産業会をさす．通信・放送分野に
おける電波利用システム実用化及びその普及促進を目的として調査・研究・開発などを行
う総務省の外郭団体。本論文における DSRC の規格は本団体によって定められている． 
 
・ASV 
Advanced Safety Vehicle の略で先進技術を利用してドライバの安全運転を支援するシステム
を搭載した国土交通省が推進する先進安全自動車をさす．技術開発・実用化・普及促進な
どは ASV 推進計画プロジェクトによって進められている．ミリ波レーダによる車間距離の
維持やカメラによるレーン走行維持などは実用化されている代表的な ASV 技術である． 
 
・DSRC 
Dedicated Short Range Communication の略で高速道路の自動料金収受システムである ETC な
どに用いられている双方向無線通信技術をさす．通信できる距離は数[m]～数 100[m]と短い
が利用可能範囲をあえて狭くすることで特定のスポット内での高速通信を実現する．通信
規格は ARIB によって定められている． 
 
・DSSS 
Driving Safety Support Systems の略で警察庁が推進する安全運転支援システムをさす．AHS
と同様に路車間協調による安全走行を支援するシステムであるが主に一般道を対象として，
交通事故の削減をめざしたシステム．プロジェクトは警察庁の外郭団体である(社)新交通管
理システム協会によって進められている． 
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・ECU 
Electronic Control Unit の略で自動車のエンジン運転などを電気的な制御で総合的に行うた
めのマイクロコントローラをさす．エンジン性能や燃費、運転性能などの向上にむけて点
火時期や燃料噴射量などの木目細かな制御をおこなう．エンジン以外にもトランスミッシ
ョン，ブレーキ，エアコンなどを制御するための様々な ECU が存在する． 
 
・ETC 
Electronic Toll Collection System の略でノンストップ自動料金収受システムをさす．有料道路
での渋滞緩和を狙いに国土交通省が推進する ITS プロジェクトの一環として導入され，
DSRC を利用して車両と料金所のシステムが必要な情報を交換し料金を収受するシステム．
2008 年 10 月現在では累計 2500 万台を超える車両に ETC 車載機が取り付けられ，利用率は
全国平均 74%に至っている． 
 
・ITSJapan 
ITS 技術を活用して新しい産業や市場を創生するために活動している特定非営利団体をさ
す．ITS 推進政策の提言や要望のとりまとめを行い，ITS 実用化促進や関係組織の連携促進
にとりくむ．2007 年度からは「J-Safety プロジェクト」「環境 ITS プロジェクト」を重点事
業として取り組んでいる． 
 
・QoS 
Quality of Serviceの略でインターネットに代表されるコンピュータネットワーク上の通信に
おいて，主に運ばれるデータの内容に応じて扱いに差をつけて通信の品質を確保する技術
をさす．本来はネットワークサービスがユーザーニーズに合っているかという意味での品
質を表しており，本論文でも走行支援サービスの品質保証という意味で用いている． 
 
・TCP 
Transmission Control Protocolの略で OSI参照モデルのトランスポート層で実現される伝送制
御プロトコルをさす．セッションという形で 1 対 1 通信を実現し，パケットシーケンスチ
ェックによる欠損パケットの再送処理など信頼性の求められるデータ転送を行う場面で使
用される．プロトコルオーバーヘッドが大きい分比較的低速となる． 
 
・UDP 
User Datagram Protocol の略で OSI 参照モデルのトランスポート層にあたるコネクションレ
ス型のプロトコルをさす．TCP と違いパケットの送達確認を行わない無手順方式のデータ
転送プロトコルで，データの信頼性を保証したい場合は上位のアプリケーションで行う必
要がある．TCP と比べデータ比率は高い．  
101 
・VICS 
Vehicle Information and Communication System の略で VICS センターで編集，処理された渋滞
や交通規制などの道路交通情報をリアルタイムに送信し，カーナビゲーションなどの車載
機に文字・図形で表示する画期的な情報通信システムをさす．車載機への送信には FM 多重
放送，電波ビーコン，光ビーコンが使用される． 
 
・シャドウィング 
障害物などによって電波の影ができてしまい，その結果無線受信機が直接波を受信できな
くなる現象をさす．スマートゲートウェイでは DSRC 基地局に指向性アンテナが使用され
るため，車両がバスなどの大型車両の影に隠れると車載機が DSRC 基地局からの直接波を
受信できなくなる．本論文ではこうした現象をシャドウィングと呼んでいる． 
 
・スマートゲートウェイ 
知能化された道路(スマートウェイ)と知能化された車(スマートカー)を無線通信を介して接
続することにより走行安全支援ばかりでなく ETC 含めたマルチアプリケーションの提供を
可能にする総務省が推進するシステムをさす．本論文では AHS や DSSS などの路車間協調
システムを総称してスマートゲートウェイと呼んでいる． 
 
・ハンドオーバ 
無線通信端末が接続する基地局を切り替える動作をさす．携帯電話では基地局の通信エリ
アが広くまた通信エリアも互いに重なっているため，常に端末が複数の基地局と交信し感
度の最も強い基地局と通信することで瞬断がほとんど起きないようになっている．一方，
スマートゲートウェイでは通信エリアが狭くまたエリアどうしも重なっていないため通信
エリア切り替え時の瞬断対策が大きな課題となっている． 
 
・マイクロモビリティ 
移動無線通信システム内で移動端末の位置登録を局所的に処理する技術の総称をさす．移
動端末の位置を管理するノードを通信事業者の網内に分散配置し階層構造にすることで，
狭域無線を用いた移動体通信システムでも移動端末の位置管理を容易にし移動体との通信
を円滑に行う．代表的な技術としてセルラーIP がある． 
 
・マクロモビリティ 
移動端末がインターネット上で広域な範囲を移動する際の IP アドレスの変化に対応するた
めの技術の総称をさす．マイクロモビリティが同じ IP アドレスで地理的に狭い範囲を移動
する端末との通信をサポートするのに対し，IP アドレスの変化に対応して広域な移動をサ
ポートする点でマイクロモビリティと異なる．代表的な技術としてモバイル IP がある 
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・マルチパス 
無線基地局から送信された電波が建物や地形などの障害によって反射・回折し，端末が複
数の経路から同じ電波を受信してしまう現象をさす．複数経路から受信した電波は経路毎
に距離が異なるため位相のずれが生じ，その結果電波へのノイズや符合の復号ができなく
なることもある．DSRC 基地局からの電波も道路や周辺車両から反射・回折して車載機に送
信されることで，結果的に電波を受信できなくなることもある． 
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Highly Reliable Quality of Service 
(QoS) Method for Smart Gateways
ITS World Congress 2002 年 10 月 T.Sakaibara 
T.Aizono 
講演 ITS 路側システムにおける 
情報の緊急性に着目した 
道路情報モデルの一考察 
電子情報通信学会 
ITS 研究会 
2002 年 7 月 T.Sakaibara 
T.Aizono 
講演 Urgent-Information Management 
for the Smart-gateway System 
ITS Forum 2002 年 7 月 T.Sakaibara 
T.Aizono 
講演 A Group-Management Method for 
a Chained Computing System and 
its Application to the Smart 
Gateway System 
World Multi-Conference 
on SYSTEMICS, 
CYBERNETICS AND 
INFORMATICS 
2002 年 7 月 T.Aizono 
T.Sakaibara 
講演 A Highly-Reliable Quality of 
Service (QoS) Control Method 
Based on an Autonomous 
Decentralized System Concept for 
Smart Gateways 
ITS World Congress 2001 年 10 月 T.Aizono 
M.Shioya 
講演 Group-Handover Technology for 
Roadside Systems Based on DSRC 
Communications 
International Workshop on 
ITS Telecommunications 
2001 年 10 月 T.Aizono 
T.Sakaibara 
M.Shioya 
講演 ITS(Intelligent Transport Systems:
高度道路交通システム)における
高信頼 QoS(Quality of Service)の
一考察 
電子情報通信学会 
アシュアランス 
シンポジウム 
2001 年 6 月 相薗 岳生 
塩谷 真 
瀬古沢 照治
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講演 ITS(Intelligent Transport Systems:
高度道路交通システム)における
自律分散システム技術の適用検
討とアシュアランス性の考察 
電子情報通信学会 
アシュアランスシステム
研究会 
2001 年 2 月 
 
相薗 岳生 
佐野 耕一 
特許 路側機器及び 
メッセージ優先制御装置 
特許第 04110866 号 2008 年 4 月 酒井原 徹 
角本 喜紀 
特許 動的負荷分散機能を備えた 
無線基地局装置 
特許第 04042614 号 2007 年 11 月 酒井原 徹 
特許 情報提供方法及び情報発信装置 特許第 3835259 号 2006 年 8 月 相薗 岳生 
酒井原 徹 
平岩 賢志 
特許 動的優先制御方法及び 
分散処理システムを構成する 
路側機器 
特許第 3832345 号 2006 年 7 月 相薗 岳生 
酒井原 徹 
平岩 賢志 
特許 情報提供方法及び 
分散処理システムを構成する 
路側機器 
特許第 3832207 号 2006 年 7 月 相薗 岳生 
塩谷 真 
特許 車載ゲートウェイ装置及び 
データ転送方法 
特開 2008-227798 2008 年 9 月 相薗 岳生 
加藤 博光 
特許 車載ゲートウェイ装置 特開 2008-193572 2008 年 8 月 加藤 博光 
安藤 英理子
相薗 岳生 
特許 車載システム及び 
それを搭載した車両 
特開 2008-024015 2008 年 2 月 加藤 博光 
相薗 岳生 
坂本 敏之 
特許 車両情報収集方法， 
車両情報収集装置， 
車両の電子制御装置，及び車両
特開 2008-012974 2008 年 1 月 相薗 岳生 
桝井 晃二 
西山 孝義 
特許 通信制御方法およびその装置 特開 2005-6043 2005 年 1 月 酒井原 徹 
野明 俊道 
平岩 賢志 
特許 走行支援情報提示方法 特開 2004-246631 2004 年 9 月 酒井原 徹 
 
 
