We place ourselves in the setting of high-dimensional statistical inference, where the number of variables p in a data set of interest is of the same order of magnitude as the number of observations n. More formally, we study the asymptotic properties of correlation and covariance matrices, in the setting where p/n → ρ ∈ (0, ∞), for general population covariance.
1. Introduction. It is increasingly common in multivariate statistics and various areas of applied mathematics and computer science to have to work with data sets where the number of variables, p, is of the same order of magnitude as the number of observations, n. When studying asymptotic properties of estimators in this setting, usually under the assumption that p/n has a finite nonzero limit, we often obtain convergence results that differ (PCA). A question we were asked several times by practitioners is the extent to which the random matrix results would hold if one were concerned with correlation matrices and not covariance matrices. Part of the answer is already known from a paper due to [27] , where he considered the case of i.i.d. data. The answer was that spectral distribution results, as well as a.s. convergence of extreme eigenvalue results, held in this situation. However, in practice, the assumption of i.i.d. data is not very reasonable and, in most cases, practitioners would actually hope to be in the presence of an interesting covariance structure, away from the no-information case represented by the identity covariance matrix. In this paper, we tackle the case where the population covariance is not Id p and show that classic random matrix results hold then too, with the population covariance matrix replaced by the population correlation matrix. This means that recently developed methods that make use of random matrix theory to better estimate the eigenvalues of population covariance matrices can also be used to estimate the spectrum of population correlation matrices.
As explained below, such results can be shown for Gaussian and some non-Gaussian data. Therefore, a natural question is to wonder how robust to these distributional assumptions the results are. In particular, a recent paper [20] and a recent monograph [37] make an interesting case for modeling financial data through elliptical distributions. As explained in [20] and [37] , this has to do with certain tail-dependence properties that are absent from Gaussian data and present in a certain class of elliptically distributed data. As mentioned above, understanding the spectral properties of sample covariance matrices with these distributions should help us better understand the properties of empirical solutions to the classical Markowitz portfolio optimization problem. This is one of the many applications these results could have. Though this paper does not deal with this specific problem, in the second part of the paper, we show that for elliptically distributed data (and generalizations), the spectrum of the sample covariance matrix is asymptotically nonrandom and we characterize the limit through the use of Stieltjes transforms. In particular, the result shows that the MarcenkoPastur equation is not robust to deviation from the "Gaussian+" model usually considered in random matrix theory (see [44] and Theorem 1 below for an example of those assumptions). The result also explains some of the numerical results obtained by [20] . From a more theoretical standpoint, our approach allows us to break away from models for which the data vectors are linear transformations of random vectors with independent entries. Rather, what we need are concentration properties for 1-Lipschitz (with respect to the Euclidean norm) functionals of these data vectors. We note that some of our results can be obtained when the concentration properties are limited to convex 1-Lipschitz functions. Hence, our approach will show that some classical results in random matrix theory hold in wider generality than was previously known. For instance, it shows that classical random matrix results apply to data drawn, for instance, from a Gaussian copula (see [38] ), under some restrictions on the operator norm of the corresponding correlation matrix. We note that the Gaussian copula problem appears to be quite far from what can be obtained using currently available results.
As it turns out, central to the proofs to be presented are the concentration properties of certain quadratic forms. Below, we make use of a number of concentration inequalities, recent and less recent. The usefulness of these inequalities in random matrix theory has already been illustrated in [26] , in a different context from that which we develop below. A very good reference on the topic of concentration is [33] .
The fact that we rely on concentration of quadratic forms for many of these results also yields some practical insights about possible limitations of the models considered in the random matrix literature. In particular, applying the concentration results to the standard random matrix models considered in, for example, Theorem 1 (or their generalizations in Theorem 2, with λ i = 1 in the notation of this latter theorem) shows that the corresponding data vectors have norms (when divided by the square root of the dimension) that are all almost equal. Similarly, one can show (see, e.g., [15] for more details) that the concentration results we need also imply that for standard models, the data vectors are almost orthogonal to one another. More precisely, one can show that the maximum angle between data vectors goes to zero almost surely. Before applying or using these random matrix results and, in particular, the Marcenko-Pastur equation, it therefore appears that practitioners should pay attention to these features of the data by, for instance, drawing histograms of the angles between data vectors and norms of the data vector divided by the square root of the dimension. If those are not "concentrated," this might call into question the quality of the fit of the standard models and the relevance of the insights drawn from random matrix results.
The paper is organized as follows. In Section 2, we study the problem of spectral characteristics of correlation matrices with data drawn from standard random matrix models. In Section 3, we characterize the limiting spectrum of covariance matrices computed from data drawn from a generalization of elliptical distributions. In terms of concentration results, Section 2 can be viewed as using concentration results for the norm of the columns of the data matrices of interest. On the other hand, Section 3 relies on concentration properties for the rows of the data matrices of interest.
2. On large dimensional correlation matrices. We recall that a correlation matrix is a matrix that contains the correlations between the entries of CONCENTRATION AND SPECTRA OF RANDOM MATRICES 5 a vector. So, if R is the correlation matrix of the vector v,
.
We will naturally focus on empirical correlation matrices. We assume that we are given a sample of data {y k } n k=1 , where y k ∈ R p . Let us call r ·,i = 1/n n k=1 y k,i the mean of the ith component of our data vectors. We call s i the standard estimate of standard deviation of {y k,i } n k=1 , that is,
By definition, R, the empirical correlation matrix of the data, is
These matrices play an important role in many multivariate statistical methods. In particular, in techniques like principal component analysis, there are sometimes debates as to whether one should use the correlation matrix of the data or their covariance matrix. It is therefore important for practitioners to have information about the behavior of correlation matrices in high dimensions.
We now turn to our study of sample correlation matrices. The main result is Theorem 1, which states that under the model considered there (related to the classical one in random matrix theory), results concerning the spectral distribution and the largest eigenvalue carry over, without much modification, from sample covariance matrices to sample correlation matrices.
Before we proceed, we need to establish some notation. In the remainder of the paper, C + = {z ∈ C : Im[z] > 0}. We call v ′ the transpose of the vector v and use the same notation for matrices. We use | M | 2 to denote the operator norm of a matrix M , that is, its largest singular value. For a positive semidefinite matrices, it is obviously its largest eigenvalue. If Y is an n × p matrix, we naturally denote by Y i,j its (i, j) entry and callȲ the matrix whose jth column is constant and equal toȲ ·,j . Finally, the sample covariance matrix of the data stored in matrix Y is
2.1.
A simple lemma. The crux of our argument is going to be that correlation matrices can be represented as the products of certain matrices, one of them being a covariance matrix. Hence, we will have solved our problem if we can show that these other matrices are "not too far" from matrices we understand well and if we can show that "nothing" (as far as spectral properties are concerned) is lost when replacing them by these better understood matrices. Before we state our main theorem and prove it, we state two results of independent interest, on which we will rely in the proof. 
Using Weyl's inequality (see [7] , Corollary III.2.6), that is, the fact that for Hermitian matrices A and B, and any i, if λ i (A) denotes the ith eigenvalue of A, ordered in decreasing order,
Because | M p | 2 is bounded a.s., the two sequences are a.s. asymptotically distributed (see [25] , page 62, or [24] ). Therefore, if
The previous lemma is helpful in our context thanks to the following elementary fact, which is standard in multivariate statistics.
Fact 1 (Correlation matrix as function of covariance matrix). Let C p denote the correlation matrix of our data and S p the covariance matrix of the data. Let D p (S p ) denote the diagonal matrix consisting of the diagonal of S p . We then have
Proof. This is just a simple consequence of the fact that if D is a diagonal matrix, then
) and the assertion follows.
As a consequence of the previous lemma and fact, we will deduce the asymptotic spectral properties of correlation matrices from those of covariance matrices by simply showing convergence of the diagonal of S p (or a scaled version of it) to Id p in operator norm.
2.2.
Spectra of large-dimensional correlation matrices. We are now ready to state the main theorem of this section. 
Suppose that Σ p is a p × p covariance matrix and let Γ p denote the corresponding correlation matrix. Assume that
Let
(Y is the observed data matrix-the n observed data vectors are stored in the rows of Y );
The spectral properties of corr(Y ), the sample correlation matrix of the data, are then the same as the spectral properties of Γ 1/2 This theorem is related to that of [27] , which was concerned with Γ p = Id p , which would amount to doing multivariate analysis with i.i.d. variables, an assumption that, for obvious statistical reasons, practitioners are not willing to make. Here, by contrast, we are able to handle general covariance structures, assuming that the spectral norm of Γ p is bounded. However, [27] required only four moments and we require a little more. We explain in Section 2.3.2 why this is the case.
We note that the proof can actually handle cases where | Γ p | 2 grows slowly with p. We refer the reader to [44] for more information on the Marcenko-Pastur equation. We note that the paper [44] is an important strengthening of the result of [35] , dealing, in particular, with nondiagonal covariance matrices.
Recent progress has led to fairly explicit characterization of the norm of large-dimensional sample covariance matrices, a fact that makes these results potentially useful in, among other fields, statistics. In particular, results concerning limiting spectral distributions do not, in general, provide any information about the localization of the largest eigenvalue of the corresponding matrices. For many practitioners and, in particular, those dealing with principal component analysis (see, e.g., [36] ), it is important to have this localization information. Our analysis, combined with recent results, allows us to characterize the limit of the largest eigenvalue of sample correlation matrices in certain cases.
In particular, the following consequence for the norm of the correlation matrix can be drawn from the recent article [16] , specifically Fact 2 there (which is partly a consequence of a deep result in [4] [16] , then
where
Although the result might seem somewhat cryptic (the conditions set forth in [16] are rather complicated to describe), it basically says that if the largest eigenvalues of Γ p are sufficiently close to one another (the precise mathematical meaning of this statement is contained in the assumptions made in [16] ), then the largest eigenvalue of C p will converge to the endpoint of the limiting spectral distribution of corr(Y ). We insist on the fact that the quantities above (c 0 and µ n,p ) are fairly easy to compute explicitly with a computer, making them relevant in practice. We refer the reader to [16] for more information about these problems, as well as examples of matrices Γ p for which the results hold. 
. We then need a truncation and centralization step for the entries of X. Finally, we use a concentration-of-measure results to show that the diagonal of the corresponding covariance matrix indeed converges in operator norm to the identity. We postpone a formal proof of Theorem 1 to Section 2.3.5, where we put all of the elements together. 
In particular, for D, we can use (diag(Σ p )) −1/2 , which clearly has positive entries. After this adjustment, the data matrix we will focus on, Y 2 , takes the form
p D, and G ′ G = Γ p . Note, in particular, that since Γ p is a correlation matrix, its diagonal consists of 1's. Because G is not symmetric, it is not, in general, equal to Γ p . We thus need to explain why we will be able to rely on existing random matrix results since, for example, [44] √ n/(log n) (1+ε)/2 = √ n/δ n and almost surely not change the value of corr(Y ), at least for p large enough. The same holds when the truncated values are then re-centered. The conclusion of this subsubsection is that it is enough to study matrices X whose entries are i.i.d. with mean 0 and bounded in absolute value by C √ n/(log n) (1+ε)/2 . The proof is similar to the argument given for the proof of Lemma 2.2 in [50] . However, because the term 1/(log n) (1+ε)/2 is crucial in our later arguments and the authors of [50] gloss over the details of their choice of δ n , we feel a full argument is needed to give a convincing proof, although we do not claim that the arguments are new. This is where we need a slightly stronger assumption that just the finite fourth moment assumption made in [50] . (Our problem is with Remark 1 in [50] , which is not clearly justified. There also appears to be counterexamples to this claim. However, it does not seem that (the full strength of) this remark is ever really used in that paper and the rest of the arguments are clear.) We have the following lemma, which closely follows Lemma 2.2 in [50] .
Lemma 2 (Truncation). Let X be an infinite double array of identically distributed (i.d.) random variables.
Suppose that X n is an n × p matrix of identically distributed random variables, with mean 0, variance 1 and whose entries, X i,j , satisfy E(|X i,j | 4 (log(|X i,j |)) 2+2ε ) < ∞. X n corresponds to the upper-left corner of X. Suppose that p/n has a finite limit ρ. Let T n denote the matrix with (i, j)th entry X i,j 1 |X i,j |< √ n/(log n) (1+ε)/2 . Then,
Proof. Because of the moment assumption made on X i,j , we have, if
, with u 0 = 0 and u m → ∞ as m → ∞. Now, when y is large enough, f ′ ε (y) ≥ 0, so
Let γ m = 2 m and u m = γ m /(log γ m ) 1+ε . Note that u m is increasing for m sufficiently large. Elementary computations show that as m tends to ∞,
. Note that our moment requirements therefore imply that
(In what follows, 2ργ m should be replaced by the smallest integer greater than this number, but to avoid cumbersome notation, we do not stress this particular fact.) We have
The right-hand side tends to 0 when k tends to infinity and the left-hand side is independent of k. We conclude that
Lemma 3 (Centralization). Let T C n denote the matrix with entries
Proof. The proof would be a simple repetition of the arguments in the proof of Lemma 2.3 in [50] , with r = 1/2 and δ = (log n) −(1+ε)/2 in the notation of their papers, so we omit it. Note that that proof finds a bound on the spectral norm of
The centralization lemma (Lemma 3) guarantees that the spectral characteristics of G ′ T C ′ n T C n G/n are asymptotically the same as those of G ′ T ′ n T n G/n: this is a consequence of the fact that | G| 2 2 = λ 1 (Γ p ) is uniformly bounded, as well as of Weyl's inequality,
Therefore, the spectral characteristics of G ′ T C ′ n T C n G/n and those of
/n are also asymptotically the same, by the truncation lemma, since a.s.
2.3.3.
Controlling the diagonal in operator norm. Now that we have seen that a.s. we can replace X n by T C n without incurring any loss in operator norm, we will essentially focus in the analysis on the matrices obtained by replacing X n by T C n since the results will be a.s. the same. Recall that the entries of T C n are bounded by C √ n/(log n) (1+ε)/2 . We turn our attention to showing that the diagonal of G ′ X ′ XG/n is close to 1. We remind the reader that G = Σ 1/2 (diag(Σ p )) −1/2 and assume, without loss of generality, that C ≤ 2. As a matter of fact, since
n large enough. This shows that we can take C ≤ 2 without loss of generality.
Lemma 4. Let us focus on
S p = 1 n Y ′ 2 Y 2 = 1 n G ′ X ′ XG, a
quantity often studied in random matrix theory.
When p ≍ n, we have
We note that, according to results in the previous subsubsection,
Hence, the result will be shown if we can show it for W p (i, i).
We let v i denote the ith column of G. Letting M = X ′ X/n, we note that
Now, consider the function f i from R np to R defined by turning the vector x into the matrix X, by first filling the rows of X, and then computing the Euclidean norm of Xv i . In other words,
This function is clearly convex and 1-Lipschitz with respect to the Euclidean norm. As a matter of fact, for θ ∈ [0, 1] and x, z ∈ R np ,
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Similarly,
using the Cauchy-Schwarz inequality and the fact that v i
The same is true when X is replaced by T C n .
Because the T C n (i, j) are independent and bounded, we can apply recent results concerning concentration of measure of convex Lipschitz functions. In particular, from Corollary 4.10 in [33] (a consequence of Talagrand's inequality-see [46] and Theorem 4.6 in [33] ), we see that for any r > 0, we have, if m f i is a median of f i (T C n ),
In particular, since
Finally,
so, since p ≍ n, using the first Borel-Cantelli lemma, we see that
All we have to do now is to show that the m i,i are all close to 1. We let υ n = var(T C n (i, j)). Note that υ n is independent of i, j and that υ n → 1 as n → ∞.
Since we have Gaussian concentration, using Proposition 1.9 in [33] , we have
and since
Consequently,
We can therefore conclude that we also have
We now turn to the more interesting situation of a covariance matrix.
Lemma 5 (Covariance matrix). We now focus on the matrix
For this matrix, we also have
Proof. As before, we let W p denote the equivalent of S p computed by replacing X by T C n .
Note that
, so the same strategy as above can be employed, with f now defined as
This function is again a convex 1-Lipschitz function of x. Convexity is a simple consequence of the fact that norms are convex; the Lipschitz coefficient is equal to
The eigenvalues of the matrix Id n − 1 n 11 ′ are (n − 1) ones and one zero. Its operator norm is therefore 1. We therefore have Gaussian concentration when replacing X by T C n . Also, we have the same bounds as before on max i |S p (i, i) − W p (i, i)|. All we need to check to conclude the proof is that E(W p (i, i)) → 1. By renormalizing by 1/ √ n − 1, we ensure that E(W p (i, i)) = υ n and so, as before, the proof is complete.
2.3.4.
A remark on | (X −X) ′ (X −X)/n − 1| 2 . We now turn to providing a justification for Corollary 1. This amounts to understanding the behavior of the largest eigenvalue of (Y −Ȳ ) ′ (Y −Ȳ )/n − 1, which differs slightly from what is usually investigated in the literature, namely S p = Y ′ Y /n, if, say, Y is assumed to have mean zero entries.
Since in (statistical) practice
is almost always used, it is of interest to know what happens for this matrix in terms of largest eigenvalue. Note that | S p − S p | 2 does not go to zero in general, so a coarse bound of the type |λ 1 (
to determine the behavior of λ 1 (S p ) from that of λ 1 ( S p ).
However, letting H n = Id n − 1 n 11 ′ , we see that
Therefore, since σ 1 , the largest singular value, is a matrix norm, we have
since H n is a symmetric matrix with (n − 1) eigenvalues equal to 1 and one eigenvalue equal to 0. Now, because Y ′ Y /n and (Y −Ȳ ) ′ (Y −Ȳ )/n − 1 have, asymptotically, the same spectral distribution, letting l 1 denote the right endpoint of the support of this limiting distributions (if it exists), we conclude that
Hence, when | Y ′ Y /n| 2 → l 1 , we also have
This justifies the assertion made in Corollary 1 and, more generally, the fact that when the norm of a sample covariance matrix which is not re-centered (whose entries have mean 0) converges to the right endpoint of the support of its limiting spectral distribution, so does the norm of the centered sample covariance matrix. Finally, we note that when dealing with S p , the mean of the entries of Y does not matter, so we can assume without loss of generality that it is 0.
Proof of Theorem 1.
We now put all of the elements together and give the proof of Theorem 1.
Proof of Theorem 1. As noted in Section 2.2.1, corr(Y ) = corr(Y 2 ). So, to understand the spectral properties of corr(Y ), it is enough to study those of corr(Y 2 ).
. We have seen in Lemma 5 that
Now, using the remark made in Section 2.3.4, and [50] , we have
Since | Γ p | 2 is bounded, we have
Therefore, | S p | 2 is a.s. bounded and the assumptions of Lemma 1 are verified.
Using Fact 1 and Lemma 1, we therefore have
Hence,
Finally, as explained in Section 2.3.1, the spectral properties of S p , when they involve only the spectral distribution of G ′ G, are the same as those of
3. Elliptically distributed data and generalizations. We now turn our attention to the problem of finding a Marcenko-Pastur-type system of equations to characterize the limiting spectral distribution of sample covariance matrices computed from elliptically distributed data and generalizations of these distributions. Our aim in doing so is manifold. From a statistical standpoint, one issue is to try and explain the lack of robustness in high dimensions of this estimate of scatter and to explain some of the numerical findings highlighted in [20] . From a more mathematical point of view, elliptical distributions raise a question concerning data vectors with a somewhat more complicated dependence structure than is usually investigated in random matrix theory. Their study will therefore force us to confront this difficulty and show that our tools allow a generalization of the results beyond elliptical distributions (and classical models).
Elliptical distributions are considered to be good models for financial data. We refer to [20] and to the book [37] for interesting discussions of the potential relevance of elliptical distributions to problems arising in the analysis of this type of data. Naturally, the study of corresponding covariance matrices is relevant to problems of portfolio optimization, where sample covariance matrices are used to estimate the covariance matrix between assets. This latter matrix is key in these problems since the optimal portfolio weights depend on the assets' covariance matrix in many formulations. Let us mention two other properties that make elliptical distributions appealing in the financial modeling context. First, we have the tail-dependence properties that they induce between components of data vectors, something that, in practice, is found in financial data and cannot be accounted for by, say, multivariate Gaussian data. Second, at least some of these distributions allow for a certain amount of "heavy-tailedness" in the observations. This is often mentioned as an important feature in modeling financial data. By contrast, it is sometimes advocated in the random matrix community that matrices with, say, i.i.d. heavy-tailed entries should be studied as models for those financial data and, in particular, returns or log-returns of stocks. We find that these more simple heavy-tail models suffer at least from one deep flaw: in the case of a crash, many companies or stocks suffer on the same day and a model of i.i.d. heavy-tailed entries does not account for this, whereas models based on elliptical distributions can. Besides the particulars of different models, it is also important to notice that the limiting spectra will be drastically different under the two types of models and the behavior of extreme eigenvalues is also very likely to be so. Before we return to our study, we refer the reader to [2] and [18] for thorough introductions to elliptical distributions.
We are therefore particularly interested in problems where we observe n i.i.d. observations of an elliptically distributed vector v in R d . Specifically, v can be written as
where µ is a deterministic d-dimensional vector, λ is a real-valued random variable, r is uniformly distributed on the unit sphere in R p (i.e., r 2 = 1) and Γ is a d × p matrix. We let S = ΓΓ ′ . Here, S, a d × d matrix, is assumed to be deterministic, and λ and r are independent. We call the corresponding data matrix X, which is n × d, that is, the vectors of observations are stacked horizontally in this matrix. Below, we will assume that n/p and d/p have finite limits.
As it turns out, the models for r which we can handle allow for more complicated dependence structures than the one induced by a uniform distribution on the unit sphere in R p . So, for r, we will focus on random vectors whose distribution satisfies certain concentration of measure properties. For more details, we refer the reader to Section 3.2.
Note that when studying the limiting spectral distribution of a properly scaled version of X ′ X/n, we can, without loss of generality, assume that µ = 0 and E(r) = 0. As a matter of fact, if we define X to be the data matrix obtained by replacing v i by λ i Γ(r i − E(r i )), it is clear that X ′ X is a finite rank perturbation of X ′ X and hence properly scaled versions of these matrices have the same limiting spectral distributions. Also, since (X −X) ′ (X −X) is a rank one perturbation of X ′ X, we see that, after proper scaling, it has the same limiting spectral distribution as the properly scaled X ′ X. In what follows, we will therefore assume that
As is now classical, we will obtain our main result on the question of characterizing the limiting spectral distribution of a properly scaled version of (X −X) ′ (X −X) (Theorem 2) by making use of Stieltjes transform arguments. If needed, we refer the reader to [22] for background on the connection between weak convergence of distributions and pointwise convergence of Stieltjes transforms. We note that our model basically falls into the class of covariance matrices of the type T
p , where X n,p is a random matrix, independent of the square matrices T p (p × p) and L n (n × n), which can also be assumed to be random, as long as their spectral distributions converge to a limit. These matrices have been the subject of investigations already: see [47] Theorem 2.43, which refers to [9, 34] and [23] and the recent [41] , which refers to [12] and to [51] for systems of equations involving Stieltjes transforms similar to the one we will derive. We note that under some distributional restrictions, methods of free probability using the S-transform (see [49] ) could be used to derive a characterization of the limit.
However, in all of these papers, the entries of X n,p are assumed to be independent. Naturally, this is not the case in the situation we are considering and, as we make clear below, the dependence structures of the models we are considering can be quite complicated, as the example of the Gaussian copula (see below) indicates. Similarly, elliptically distributed data have a certain amount of dependence in the entries of the vector r since its norm is 1. (We note that [35] allowed for dependence, too, and one of our questions was whether one could recover (and generalize) those results from a different angle than the one taken in [35] .) Also, our matrix Γ is d × p and usually only square matrices are considered. Interestingly, the result shows that the ratio d/p plays a nontrivial role in the limiting spectral measure. One of our aims here is to show that independence in the entries of X n,p is not the key element; rather, we will rely on the fact that the rows of X n,p are independent and that the distribution of the corresponding vectors satisfies certain concentration properties.
As our proof will make clear, using the "rank one perturbation" method originally proposed in [45] and [44] , proofs of convergence of spectra of random matrices basically boil down to concentration of certain quadratic forms and concentration of Stieltjes transforms, the latter being achievable using Azuma's inequality. We discuss these two aspects in Section 3.2 and Section 3.1, respectively. We chose to separate the results of these two subsections from the main proof because we believe that the results are of interest in their own right and that their technical nature would obscure the proof of Theorem 2 if they were treated there. As far as we know, many results covered by Theorem 2 are new and cannot be achieved with other methods involving (in one way or another) moment computations.
One of our points is that the importance of concentration inequalities in this context appears not to have been realized and that they permit generalizations of random matrix results to problems that look intractable by other methods.
Concentration of Stieltjes transforms.
We present a result of independent interest, namely, the fact that the Stieltjes transform of a matrix which is the sum of n independent rank one matrices is asymptotically equivalent to a deterministic function. We have somewhat more than this: we show concentration around its mean, which also immediately gives us some lower bounds on the rate of convergence.
Naturally, the result (and its extension, Remark 1) is needed in our proof (see page 37), which is why it is included here. Another reason to highlight it is the fact that it shows that certain existing results that have been obtained with "only" convergence in probability actually hold almost surely, by simply using the Borel-Cantelli lemma and the following lemma. Finally, it answers some practical questions raised in [17] , which relied on Stieltjes transforms to perform spectral estimation in connection with random matrix results.
Lemma 6 (Concentration of Stieltjes transforms). Suppose that M is a
where r i are independent random vectors in R p . Let
Note that the lemma makes no assumptions whatsoever about the structure of the vectors {r i } n i=1 other than the fact that they are independent.
Proof of Lemma 6. We define M k = M − r k r * k . We let F i denote the filtration generated by {r l } i l=1 . The first classical step (see [3] , page 649) is to write the random variable of interest as sum of martingale differences:
the last inequality following from [45] , Lemma 2.6. So, m p (z) − E(m p (z)) is a sum of bounded martingale differences. Note that the same would be true for its real and imaginary parts. For both of them, we can apply Azuma's inequality (see [33] , Lemma 4.1) to get that
and similarly for its imaginary part. We therefore conclude that
We have the following, immediate, corollary.
Corollary 2. Suppose that we consider the following sequence of random matrices: for each
Assume that p/n remains bounded away from 0. Then,
and also
In other words, m p (z) is asymptotically deterministic.
Proof. The proof is an immediate consequence of the first Borel-Cantelli lemma.
Remark 1. We note that if Σ is a matrix independent of the r i , similar results would apply to 1
after we replace v by v/| Σ| l 2 . In particular, if | Σ| 2 ≤ C(log p) m for some m, we have 1
However, the rate in the second part of the previous corollary needs to be adjusted.
Remark 2. We note that the rate given by Azuma's inequality does not match the rate that appears in results concerning fluctuation behavior of linear spectral statistics, which is n and not √ n. Of course, our result encompasses many situations that are not covered by the currently available results on linear spectral statistics, which might help to explain this discrepancy. The "correct" rate can be recovered using ideas similar to the ones discussed in [26] and [33] , Chapter 8, Section 5. As a matter of fact, if we consider the Stieltjes transform of the measure that puts mass 1/p at each of the singular values of M = X * X/n, it is an easy exercise to see that this function (of X) is 1/( √ npv 2 )-Lipschitz with respect to the Euclidean (or Frobenius) norm. Hence, if the np-dimensional vector made up of the entries of X has a distribution that satisfies a dimension-free concentration property with respect to the Euclidean norm, we find that the fluctuations of the Stieltjes transform at z are of order √ np, which corresponds to the "correct" rate found in the analysis of these models. (Note, however, that results have been shown beyond the case of distributions with dimension-free concentration.)
The conclusion of this discussion is that since the spectral distribution of random matrices is characterized by their Stieltjes transforms, it is not surprising that they are asymptotically nonrandom for a very wide class of data matrices of covariance type. We now turn to the examination of another type of concentration which we will crucially need in our proof, namely the concentration of certain quadratic forms.
Concentration of quadratic forms.
The key property we will rely on in the proof of our main theorem is a concentration property of quadratic forms. This property is summarized in Corollary 4 and we now give important sufficient conditions to reach it.
Lemma 7 (Case of Gaussian concentration).
Suppose that the random vector r ∈ R p has the property that for any convex 1-Lipschitz (with respect to the Euclidean norm) function F from R p to R, we have, if m F denotes a median of F (r),
where C and c(p) are independent of F and C is independent of p. We allow c(p) to be a constant or to go to zero with p like p −α , 0 ≤ α < 1. Suppose, further, that E(r) = 0, E(rr * ) = Σ, with | Σ| 2 ≤ log(p). In particular, if, for ε > 0, t p (ε) = log(p) 1+ε / pc(p), then
If E(r) = 0, then the same results are true when one replaces r by r − E(r) everywhere and Σ is the covariance of r.
Finally, if ξ is allowed to vary with p, then the same results hold when one replaces t p (ε) by t p (ε)ξ or, equivalently, divides M by ξ.
Proof. In what follows, K denotes a generic constant that may change from occurrence to occurrence, but which is independent of p. First, it is clear that we can rewrite M as M = RM + iIM , where RM and IM are real matrices. Further, the spectral norm of those matrices is less than ξ [of course, RM = (M + M 1 )/2, where M 1 is the (entrywise) complex conjugate of M ]. Now, strong concentration for r ′ RM r/p and r ′ IM r/p will imply strong concentration for the sum of those two terms. We note that since r ′ RM r is real, r ′ RM r = (r ′ RM r) ′ and
Hence, instead of working on RM , we can work on its symmetrized version. Let us now decompose (RM + RM ′ )/2 into RM + + RM − , where RM + is positive semidefinite and −RM − is positive definite [or 0 if (RM + RM ′ )/2 itself is positive semidefinite]. This is possible because (RM + RM ′ )/2 is real symmetric and we carry out this decomposition by simply following its spectral decomposition. Note that both matrices have spectral norm less than ξ. Now, the map φ : r → r ′ RM + r/p is ξ/p-Lipschitz (with respect to the Euclidean norm) and convex, which is easily seen after one notes that
This guarantees, by our assumption, that
where m φ is a median of φ(r). Now, using Proposition 1.9 in [33] , letting µ φ denote the mean of φ(r) and observing that var(φ(r)) = E(r ′ RM + r/p) − µ 2 φ , we have
and
We hence deduce, using the fact that
We also have, trivially,
since E(r) = 0. Therefore, we have that for u > 0,
On the other hand, if 0 < t < κ p , then we have 2 , we conclude that for any t > 0,
where K depends on C and ξ, but not on p. Note that κ p → 0 since pc(p) → ∞ and C does not depend on p.
We now turn to finding a deviation inequality for the quadratic form of interest. Let us define
Our aim is to show that the probability of A is "exponentially small" in p. Of course, we have P (A) ≤ P (A ∩ B) + P (B c ). We note that P (B c ) is "exponentially small" in p since
and pc(p) → ∞, at least as fast as p 1−α , with α > 0. Now, note that
N. EL KAROUI
To see this, note simply that for positive reals, |x − y| = | √ x − √ y|( √ x + √ y). Finally, because of our bounds on the norm of Σ and the fact that
for some K independent of p and we therefore have
Similarly, we can obtain the same type of bounds for −r ′ RM − r/p. From those, we conclude that
From the way g p (t) behaves, we obtain the result concerning strong concentration. Now, studying the asymptotics of g p (t p (ε)) for large p gives the statement concerning the log probability in the lemma. The last statement in the lemma, concerning the replacement of r by r − E(r) if E(r) = 0, follows simply from the fact that, for any given µ, the map φ(r) = (r − µ) ′ Σ(r − µ)/p is convex and ξ/p-Lipschitz since the composition of a convex mapping and an affine one is convex. (See, e.g., Section 3.2.2 in [10] .)
Motivated by examples we will see below, we also note that we have the following corollary, which is applicable when concentration is not limited to convex 1-Lipschitz functions, but holds for any 1-Lipshitz function.
Corollary 3 (Gaussian concentration of nonconvex functionals). Suppose that the random vector v ∈ R p has the property that for any 1-Lipschitz (with respect to the Euclidean norm) function
where C and c(p) are independent of F and C is independent of p. We allow c(p) to be a constant or to go to zero with p like p −α , 0 ≤ α < 1. Consider r = Φ(v), where Φ is a 1-Lipschitz map from R p to R d , also with respect to the Euclidean norm. Suppose, as above, that E(r) = 0, E(rr * ) = Σ, with | Σ| 2 ≤ log(p).
If M is a complex deterministic matrix such that | M | 2 ≤ ξ, where ξ is independent of p, then 1 p r ′ M r is strongly concentrated around its mean,
In particular, if for ε > 0, t p (ε) = log(p) 1+ε / pc(p), then
If E(r) = 0, then the same is true when one replaces r by (r − E(r)) everywhere and Σ is the covariance of r. Finally, if ξ is allowed to vary with p, then the same results hold when one replaces t p (ε) by t p (ε)ξ or, equivalently, divides M by ξ.
Proof. The proof follows easily from the arguments developed for Lemma 7 after we note that the map φ :
/p is ξ/p-Lipschitz with respect to the Euclidean norm. The concentration properties of v can then be invoked and the proof follows along similar lines as above.
For applications, it is important to extend the results beyond Gaussian concentration. We therefore state the following lemma.
Lemma 8 (Beyond Gaussian concentration).
Suppose that the random vector r ∈ R p has the property that for any convex 1-Lipschitz (with respect to the Euclidean norm) function F from R p to R, we have, for b > 0 independent of p and m F a median of F ,
where C and c(p) are independent of F and C is independent of p. We allow c(p) to be a constant or to go to zero with
Proof. We only give a sketch of the proof. The ideas are exactly the same as those above. However, when studying the concentration of r ′ RM + r/p, the exponent of the exponential is, to leading order, p b/2 c(p)(t − κ p ) b . We note that κ p will be somewhat different in its form than it was in the Gaussian concentration case. This comes from the fact, following the analysis in Proposition 1.9 of [33] , that the inequalities we now have, if µ F denotes the mean of F , are
where Γ denotes the Gamma function. With this adjustment, the previous proof proves the present lemma.
A corollary similar to Corollary 3 holds for the variant of Lemma 8 where concentration is not limited to convex 1-Lipschitz functionals, but is valid for any 1-Lipschitz (with respect to the Euclidean norm) functional.
Examples of distributions for which the previous results apply.
• Gaussian random variables with | Σ| 2 ≤ log(p). Lemma 7 and Corollary 3 apply, according to [33] , Theorem 2.7, with c(p) = 1/| Σ| 2 .
• Vectors of the type √ pr, where r is uniformly distributed on the unit (ℓ 2 -) sphere in dimension p. Theorem 2.3 in [33] shows that Lemma 7 (and Corollary 3) applies, with c(p) = (1 − 1/p)/2, after noting that a 1-Lipschitz function with respect to the Euclidean norm is also 1-Lipschitz with respect to the geodesic distance on the sphere. As we will see below, this will allow us to treat the case of elliptically distributed data.
• Vectors Γ √ pr, with r uniformly distributed on the unit (ℓ 2 -) sphere in R p and with ΓΓ ′ = Σ having the characteristics explained in Lemma 7.
• Vectors of the type p 1/b r, 1 ≤ b ≤ 2, where r is uniformly distributed in the unit ℓ b ball or sphere in R p . (See [33] , Theorem 4.21, which refers to [43] as the source of the theorem.) Lemma 8 applies to them, with c(p) depending only on b.
• Vectors with log-concave density of the type e −U (x) , with the Hessian of U satisfying, for all x, Hess(U ) ≥ c Id p , where c > 0 has the characteristics of c(p) in Lemma 7; see [33] , Theorem 2.7. Here, we also need | Σ| 2 to satisfy the assumptions of Lemma 7. Corollary 3 also applies here.
• Vectors (r) distributed according to a (centered) Gaussian copula, with corresponding correlation matrix Σ such that | Σ| 2 is bounded. Here, we can apply Corollary 3 since ifr has a Gaussian copula distribution, then its ith entry satisfiesr i = Φ(v i ), where v is multivariate normal with covariance matrix Σ, Σ being a correlation matrix, that is, its diagonal is 1. Here, Φ is the cumulative distribution function of a standard normal distribution, which is trivially Lipschitz. Now, taking r =r − 1/2 gives a centered Gaussian copula. The fact that the covariance matrix of r then has bounded operator norm requires a little work and is shown in the Appendix.
• Vectors with i.i.d. entries bounded by 1/ c(p). See Corollary 4.10 in [33] for the concentration part, which shows that Lemma 7 applies. We crucially need the fact that the concentration of measure result is valid "only" for convex 1-Lipschitz functions. As we will explain below, in our main theorem, this result will enable us to work with random variables with bounded second moment since using an argument similar to those in [45] , those random variables can be truncated at log(p) without (a.s.) changing the limiting spectral distribution.
It also appears possible to use this method to treat more "exotic" examples involving vectors sampled uniformly from certain Riemannian submanifolds of R p , a question which is sometimes of interest in multivariate statistics and computer science. We refer to [33] , Theorems 2.4 and 3.1, for the concentration aspects of these questions.
We also have the following, important, corollary that will play a key role in the proof of Theorem 2. 
Then, for any ε > 0, ifr i = r i − E(r i ), we have
Proof. From the previous results, we have
by conditioning on M i to compute each probability in the sum. Therefore, using the first Borel-Cantelli lemma, the results above and the fact that n ≍ p, we have
We also have the following technical result that will be useful below.
Corollary 5. We assume that Lemma 7, Lemma 8 or Corollary 3 applies and that trace(Σ)/p is bounded by
is a triangular array of independent random variables and n/p remains bounded, then the spectral distribution of
Proof. We first assume that E(r i ) = 0. Let R n denote the matrix whose ith row is r ′ i . We consider the first moment of the spectral distribution of A n = R * n R n /n, which is equal to M 1 , with M 1 = 1/n n i=1 trace(r i r * i /p). Its mean is trace(Σ)/p. As we just saw, r * i r i /p is strongly concentrated around trace(Σ)/p(= E(M 1 )) and this property transfers to M 1 using the fact that
. Because trace(Σ)/p is assumed to be bounded, we see that M 1 is a.s. bounded by K + 1. Because it is the first moment of the spectral distribution of A n , we conclude that, if we let F An denote the c.d.f. of the spectral distribution of A n , we have a.s. F An ([M, ∞)) ≤ (K + 1)/M for n sufficiently large. Since the spectral distribution of A n is supported on [0, ∞), we conclude that it is a.s. tight.
In the case where r i do not have mean 0, we can work withr i = r i − E(r i ). The resulting matrix R n is a perturbation of R n of rank at most 3 and therefore generates the same limiting spectral distribution as that generated by R n . Therefore, the previous arguments applied to R n give the result for R n .
We conclude this concentration discussion by considering some practical consequences.
Practical geometric consequences of concentration. If we apply the previous results to the matrix M = Id p , we see that our concentration results indicate that if E(r) = 0, then r 2 /p is strongly concentrated around trace(Σ p )/p. In particular, if n ≍ p, we see that max i=1,...,n | r 2 /p−trace(Σ p )/p| will tend to 0 a.s. Hence, the vectors r i / √ p appear to be located close to a sphere. By properly choosing M , for instance, as a block matrix with 0 on the block diagonal and Id p off the diagonal, we can also show (see [15] for details) that max i =j |r ′ i r j /p| tends to 0 a.s. and hence so does the maximal angle between two such vectors. So, perhaps surprisingly, the vectors r i appear to be almost orthogonal to one another. These remarks suggest that although the models we study are quite general, their geometric properties are somewhat peculiar. Hence, one should probably check (even just graphically) whether such geometric features are present in the data before using random matrix results.
3.3.
Marcenko-Patur-type system for covariance matrices computed from generalized elliptically distributed data. We refer the reader to the discussion introducing Section 3 for a review of literature concerning elliptically distributed data and some motivation for the theorem that follows. In what follows, we assume that we have a triangular "array" of random variables, where the nth line contains n i.i.d. λ i 's and n i.i.d. r i 's in R p satisfying concentration inequalities as in Lemma 7, Lemma 8 or Corollary 3. We assume that the r i 's have covariance matrix Σ such that | Σ| 2 ≤ log(p). We also have to work with a d × p matrix Γ. The data vectors we will focus on are therefore the "array" of
which we say have generalized elliptical distributions. In what follows, we allow S = ΓΓ ′ to be random, as long as it is independent of the vectors r i . For all practical purposes, however, S can be considered deterministic.
We present the theorem in the form that makes it most natural for elliptically distributed data, our original motivation.
form a triangular array of independent random vectors, "generalized-elliptically" distributed, as described above. In particular, recall that they are in R d .
•
bution of ΓΣΓ ′ = T (S and T are d × d) and ν n the spectral distribution of the diagonal matrix containing the λ i 's.
• Assume that H d converges weakly a.s. to a probability distribution H = 0.
Assume, further, that τ dH d (τ ) remains bounded.
• Assume that G d converges weakly a.s. to a probability distribution G = 0.
• Assume that ν n converges weakly a.s. to a probability distribution ν = 0. 
If ρ n has a finite nonzero limit ρ and θ n has a finite nonzero limit θ, then ξ n obviously has a finite nonzero limit ξ and the Stieltjes transform of B n , m n , converges a.s. to a deterministic limit m satisfying the equations 
The same results hold for the scaled sample covariance matrix d/p(X − X) ′ (X −X)/n since it is a finite-rank perturbation of B n .
The conclusion is that the limiting spectral distribution of B n is a nonrandom probability measure and is uniquely characterized by the previous system of two equations.
We note that our finite-rank perturbation arguments (see the introduction to Section 3) allow µ and E(r) to be arbitrary. However, in the proof, we can, and will, assume (without loss of generality) that µ = 0 and E(r) = 0.
In the proof, we do not actually need the λ i 's to be independent of each other. We only need them to be independent of the r's and their empirical distribution to converge a.s. to a deterministic limit, ν. In the case of i.i.d. λ i 's, we note that ν n has an almost sure limit ν by the Glivenko-Cantelli theorem ( [48] , Theorem 19.1) for triangular arrays. (A simple modification to the proof given in [48] , which is not for triangular arrays, can be obtained using Hoeffding's inequality for the variables 1 λ i ≤t , which guarantees that the result is true for triangular arrays.)
We note that, perhaps interestingly, the proof could be adapted to show that quantities of the type trace(T k (B n − z Id p ) −1 )/d satisfy the same equation as w, with τ raised to the power k at the numerator and the same denominator involving w, provided the H d 's have enough moments. (Note that this is the case for m, with k = 0 and w which basically corresponds to k = 1.)
To make the theorem more concrete, we now give a few examples of distributions to which it can be applied. The concentration justifications appear in Section 3.2.
• Elliptical distributions. In this case, r i = √ pr i , withr i uniformly distributed on the sphere, so Σ = Id p . Note, in particular, that λ i can have a Cauchy distribution or any heavy-tailed distribution. The theorem hence describes the limiting measure obtained when using data sampled according to the multivariate t or Cauchy distributions.
• Data distributed according to a Gaussian copula, with corresponding correlation matrix, R, bounded in operator norm. In this case, λ i = 1, r i = Φ(r i ), wherer i = N (0, R), and Φ is the c.d.f. of the standard normal distribution. The theorem then says that the Marcenko-Pastur equation holds when r i is sampled according to this distribution. This example, in particular, appears to be out of reach of methods relying in one way or another on moment computations.
i , wherer i is sampled uniformly from the unit ℓ b -ball or sphere, 1 ≤ b ≤ 2, in R p . We refer the reader to [33] pages 37-38 for some of the subtleties which arise for the sphere when 1 < b < 2.
• r i has i.i.d. entries with finite second moment. Then, using the truncation arguments in [45] , we see that we can truncate r i at level log(p) without a.s. affecting the limiting spectral distribution. (The arguments in [45] are rank arguments and carry directly over to our situation.) We then have c(p) = (log(p)) −2 when using Lemma 7. Here, the convexity assumption mentioned in Lemma 7 is necessary, as we rely crucially on Corollary 4.10 in [33] for the concentration arguments.
• We note that if λ i = 1 and d = p, then we recover the Marcenko-Pastur equation. The theorem therefore provides an extension of the known range of validity of this result. (We note that our result is in that case related to [39] .) In this setting, the practical geometric remark made at the end of Section 3.2 applies and, hence, one should probably perform simple graphical diagnostics on the data before relying on insights drawn from random matrix results.
The system of equations we have found is unfortunately not trivial to exploit in order to gain further understanding of the spectra of the matrices at stake; we postpone a detailed investigation of its consequences to a further project. We now turn to the proof of Theorem 2.
3.3.1. Preliminaries. We note that the matrix we are considering is of the form ΓX ′ DXΓ ′ , where D is a diagonal matrix containing the λ 2 i 's, that is, D i,j = 1 i=j λ 2 i . We let s i denote the eigenvalues of S = ΓΓ ′ . We denote by F the value sup x |F (x)| and by F M the c.d.f. of the spectral distribution of the matrix M . We see, using Lemma 2.5 in [45] ,
In our situation, we have Q = XΓ ′ and T 1 = D, so, using the fact that rank(AB) ≤ min(rank(A), rank(B)), we conclude that
Let us now choose forD the diagonal matrix with entries λ 2 i 1 λ 2 i ≤αp , which we abbreviate by D1 |D|≤αp , and letΓ ′ = Γ ′ 1 |S|≤βp (this is understood using the singular value decomposition of Γ ′ , where we keep the singular values that are less than β p and replace the others by 0).
We see that rank(
Since we assumed that G d converges weakly a.s. to G and ν n converges weakly a.s. to ν, we conclude that for α p = β p = log p, rank(Γ ′ −Γ ′ )/p → 0 a.s. and rank(D −D)/p → 0 a.s. Here, it is important that d/p and p/n have finite nonzero limits.
So, to prove the theorem, it is sufficient to prove it for D and S bounded in operator norm by, for instance, log p since we just showed that by truncating S and D at these levels, we will not change the limiting spectral distribution of the matrices of interest, provided it exists.
Proof of Theorem 2.
As explained in Section 3.3.1, we can, and do, assume that all of the eigenvalues of S = ΓΓ ′ are less than log p and, similarly, we assume that |λ i | < √ log p since, as we have explained, these assumptions do not affect the limiting spectral distribution of B n . We also recall that we assume that | Σ| 2 ≤ log(p). We call the spectral measures obtained after truncation G d , H d and ν n , to keep track of the modifications we have induced by truncation. However, to avoid cumbersome notation, we use S, T and Γ to refer to the matrices we deal with. ( S and T might have been more appropriate, but the notation would be too heavy.) The approach we use follows the "rank one perturbation" approach developed in [45] and [44] . We remind the reader that, as clearly explained in, for instance, [22] , one can show vague convergence of distributions by showing pointwise convergence of Stieltjes transforms. This is the approach we take and we will therefore show convergence at fixed z of the Stieltjes transforms of interest. Finally, we will need a tightness result to go from vague to weak convergence. We now turn to the actual proof.
Recall that u k = θ n /nλ k Γr k , θ n = d/p and B n = n i=1 u i u ′ i . We define
We note that B n is d × d, as are all of the other matrices involved here. Using the first resolvent identity A −1 − B −1 = A −1 (B − A)B −1 and the fact that (see [44] )
we have
and, hence,
Taking traces and dividing by d, we get
Now, using, for instance, equation (2.3) in [44] , we easily obtain
On the other hand, it is clear that Im On the other hand, for w ∈ C + , λ 2 /(1 + wλ 2 ) is a bounded continuous function of λ. Since ν m ⇒ ν and, therefore,ν m ⇒ ν, we conclude that .
Similarly, we can show that along this subsequence,
and so we also get the first equation in Theorem 2.
• Uniqueness of possible limit We now prove that there is a unique solution in C + to the equation characterizing w, the only question remaining to tackle being uniqueness. To do so, we employ an argument similar to that given in [45] , although the details are slightly different.
Suppose we have two solutions in C + to the equation characterizing w(z). Let us call them w 1 and w 2 , where b 1 and b 2 are the corresponding b's. We have
dH(τ ) = θ(w 1 − w 2 ) λ 4 ξ dν(λ) (1 + ξλ 2 w 1 (z))(1 + ξλ 2 w 2 (z))
Let us call f the quantity multiplying w 1 − w 2 in the previous equation. We want to show that |f | < 1. As in [45] , using Hölder's inequality, we have, given that θ > 0, < 1 and |f | < 1. We conclude that w 2 = w 1 , so there is at most one solution to the equation characterizing w.
• Tightness of B n and consequences for w Finally, we need to show that the spectral distribution F Bn is tight a.s. and deduce consequences for w. It is shown (via Lemma 2.3) in [45] that if B n = T
1/2
n Y * n Y n T
n , if the spectral distributions of the T n 's form a tight sequence and so do the spectral distributions of the Y * n Y n 's, then F Bn form a tight sequence. We note that in our case B n = ΓR * n D 2 n R n Γ ′ /n, which, up to a number of zeros, has the same eigenvalues as S 1/2 R * n D 2 n R n S 1/2 /n;
