A new initial population strategy has been developed to improve the genetic algorithm for solving the well-known combinatorial optimization problem, traveling salesman problem. Based on the k-means algorithm, we propose a strategy to restructure the traveling route by reconnecting each cluster. The clusters, which randomly disconnect a link to connect its neighbors, have been ranked in advance according to the distance among cluster centers, so that the initial population can be composed of the random traveling routes. This process is -means initial population strategy. To test the performance of our strategy, a series of experiments on 14 different TSP examples selected from TSPLIB have been carried out. The results show that KIP can decrease best error value of random initial population strategy and greedy initial population strategy with the ratio of approximately between 29.15% and 37.87%, average error value between 25.16% and 34.39% in the same running time.
Introduction
Traveling salesman problem (TSP) is a well-known NP-hard problem in many real-world applications, such as job-shop scheduling and VLSI routing [1, 2] . The aim of TSP is to find a complete, minimal-cost tour when a salesman is required to visit each of given cities once and only once [3] . So far, TSP has often been a touchstone for new strategies and algorithms proposed to solve combinatorial optimization problem. In this paper, we consider the symmetric TSP, where the distance from city to city is the same as from city to city .
Many methods have been developed for solving TSP, including exact algorithms and approximate algorithms. The exact algorithms are carried out to find the optimal solution from all valid solutions in a number of steps. But, because of exponential complexity [3] , they are always infeasible if the scale of TSP becomes large, for example, 100 cities with approximately 10 155 different solutions. In contrast, the approximate algorithms, especially many bioinspired algorithms [4] [5] [6] [7] [8] [9] , can obtain accepted solutions for many NPhard problems with (relatively) short running time. These approaches are usually very simple, like Lin-Kernigan [10] , colony optimization (ACO) [11] , and so on [12, 13] . All of them are efficient approaches in most of the problems, but ACO, for example, is not suitable for large-scale TSP because of its computational cost ( 2 ), in which is the ant numbers and is the number of cities.
Genetic algorithm (GA) [14] is a global search algorithm appropriate for problems with huge search, for example, TSP, in which the initial population decides iterations, the crossover realizes the construction of the offspring, and the mutation operator maintains the diversity of the individuals. So far, there is a lot of literature to improve the effectiveness of crossover and mutation [2, [15] [16] [17] [18] [19] . Besides, as the first step of any GA, how to initialize an efficient population plays an important role in the process of solving a problem based on GA. Toǧan and Daloǧlu [20] adopted the member grouping strategy to reduce the size of the problem and the initial population strategy to reduce the number of generations. Chen et al. [21] developed a feature-based initial population method for the optimization of job-shop problem. Sharma et al. [22] proposed a domain-specific initial population strategy for compliant mechanisms. Ahmed [23] used a sequential sampling method for generating initial population.
// is a city-location matrix ← 1 // is the current iterations initialize Pop( ) with chromosomes Pop ( ) // is the pop size while not (terminating condition) do for ← 1 to do ← (Pop ( )) // is the fitness function for ← 1 to do NewPop ( + 1) ← randomly choose Pop ( ) ∈ Pop( ) with = / ∑ =1 CrossPop( + 1) ← recombine (NewPop( + 1)) with // is the crossover probability MutPop( + 1) ← mutate (CrossPop( + 1)) with // is the mutation probability Pop( + 1) ← MutPop( + 1) ← + 1 Algorithm 1: A simple genetic algorithm for TSP ( ).
In this paper, a new initial population method has been developed to increase the quality of initial population. Based on this method, the application performance of GA on TSP becomes more efficient. The rest of the paper is organized as follows. In Section 2, some related background theories are presented. In Section 3, the proposed method is described. In Section 4, experimental results are evaluated. In the final section, a brief conclusion is given.
Preliminaries
Some basic theories are shown in this section, including TSP, GA, and -means clustering.
Traveling Salesman Problem.
TSP is one of the most widely studied combination optimization problems [3] . Mathematically, this problem can be stated as follows:
where path set Path( ) = { 1 , 2 , . . . , } is a permutation of cities {1, 2, . . . , } and ( , +1 ) represents the distance from city to city . The aim of TSP is to find a path from path set Path( ) to minimize .
Genetic Algorithm.
Genetic algorithm (GA) is an evolutionary algorithm based on natural election, developed by Holland [24] . It is to find approximate solutions for optimization and search problems by computer simulation [25] . The aim of GA is to achieve better results through selection, crossover, and mutation. Selection is to select the best solutions preferentially according to the fitness function from the population. The fitness function ( ( )) is defined over the genetic representation and measures the quality of the represented solution. In this paper, 1/ is assigned to ( ). Crossover and mutation are used to generate a second generation population of solutions from those selected. Crossover can vary the population from one generation to the next by recombining "parent" solutions. Mutation alters some gene of one solution to avoid local optimal solutions. In general, the basic steps of GA for a problem are shown in Algorithm 1.
-Means
Clustering. -means clustering is as well-known as Lloyd's algorithm [26] , which aims to find centers from observations to minimize the mean distance from each observation to their nearest center. More details about the concepts and description of -means clustering can be found in a lot of literature [26] [27] [28] . In this paper, we present a simple -means clustering to the initial population.
Proposed Method
The first step of GA is to generate an initial population in which a set of possible solutions is contained. The quality of this population plays an important role in solving a problem by GA [20, 29] . As can be seen from Figure 1 , in which a TSP of 14 cities is considered, Figure 1(d) is the best solution obtained from 3000 solutions generated randomly (RIP) [30] and Figure 1(b) is the best solution from 3000 alternatives with the proposed method (KIP), respectively. Figure 1(c) is the best solution of this problem. KIG is developed for TSP solution based on -means clustering and GA. -means clustering is used to divide a large-scale TSP into some small problems to obtain local optimal solutions. Then, GA is carried out to globally optimize the alternatives generated by randomly rewiring each local optimal solution. Without loss of generality, consider a TSP with cities, in which ( , ) denotes the location of city , = 1, 2, . . . , . An initial population can be obtained as follows.
Step 1.
cities cluster into groups with = [ √ + 0.5] based on -means clustering.
Step 2. GA is used to obtain the local optimal path of each group and a global optimal path of groups. [35] . (a) is RIG, (b) is generated by a greedy method (GIP) [25] , (c) is KIP, and (d) is the best solution of this problem.
Step 3. According to the global optimal path, one edge of each local optimal path disconnects to rewire the front and back groups.
Step 4. Repeating Step 3, an initial population can be generated.
Considering the 14 cities example as shown in Figure 1 , 14 cities cluster into 4 groups 1 , 2 , 3 , 4 . A global optimal path { 1 , 2 , 3 , 4 , 1 } (the black path) and 3 local optimal paths (the red and blue paths) can be seen from Figure 1(a) . Then, select one edge from each group ( 1 , 2 , 3 ) and disconnect to rewire the front and back group, such as Figure 1(a) // is a city-location matrix ← 1 // is the current iterations initialize Pop( ) with chromosomes Pop ( ) // is the pop size while not (terminating condition) do for ← 1 to do ← (Pop ( )) // is the fitness function for ← 1 to do Pop ( + 1) ← choose Pop ( ) satisfy > , ∈ { , + 1, + 2, + 3} and ̸ = Pop +1 ( + 1) ← mutate Pop ( + 1) by flip mutation method [31] Pop +2 ( + 1) ← mutate Pop ( + 1) by swap mutation method [32] Pop +3 ( + 1) ← mutate Pop ( + 1) by slide mutation method [33] ← + 4 ← + 1 Algorithm 2: An improved genetic algorithm for TSP ( ) developed by Kirk [34] . 
Experimental Results
We conduct the experiments on a computer with Intel Core i3-2120 3.30 GHz processor using MATLAB R2013a. To test the efficiency of the proposed method, 14 different TSP are taken from the TSPLIB [35] and 10 trials are examined for each problem. Without loss of generality, an improved GA developed by Kirk [34] was used to test the efficiency of the proposed method. The basic steps of this improved method are shown in Algorithm 2.
Firstly, the same iteration (20000) is considered to analyze the time cost and the quality of the solutions. There is no crossover but three mutations occurred 100% at each iteration in the software. As we can see from Table 1 , KIP is superior to other methods: 64.29% of best error results and 78.57% of average error results. Then, the same running time is used to analyze the iterations and the quality of the solutions by three methods on each problem. 64.29% of best error results and 78.57% of average error results demonstrate KIP more efficiently as shown in Table 2 . Besides, Figure 3 shows the best solution varies by time about example pcb442.
Conclusion
In this paper, we present a new initial population strategy (KIP) to improve GA that is used to find the optimal solution for the well-known traveling salesman problem (TSP). To test the performance of this strategy, 14 different TSP examples selected from TSPLIB and two other methods (RIP and GIP) are used to experimentalize. The results show that the proposed method is efficient: 64.29% of best error results and 78.57% of average error results (Tables 1 and 2 
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