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Abstrak – Metode runtun waktu cocok digunakan ketika akan memeriksa setiap pola data secara sistematis dan 
memiliki banyak variabel bebas, seperti pada kasus harga minyak mentah. Salah satu penelitian yang 
memanfaatkan metode runtun waktu adalah integrasi antara Ensemble Empirical Mode Decomposition (EEMD) 
dan jaringan syaraf berdasarkan algoritma Polak-Ribiére Conjugate Gradient (PCG). Jenis jaringan syaraf 
menggunakan FeedForward Neural Network (FNN). Namun, FNN memerlukan pengaturan parameter bebas 
dalam proses pembelajarannya. Sementara, parameter yang sesuai sangat dibutuhkan  untuk mendapatkan hasil 
peramalan yang akurat. Penelitian ini mengusulkan integrasi antara EEMD dan Generalized Regression Neural 
Network (GRNN). GRNN memiliki keunggulan, yaitu: tidak memerlukan pengaturan parameter dan proses 
pembelajaran yang cepat. Untuk evaluasi, kinerja metode EEMD-GRNN dibandingkan  dengan GRNN. Hasil 
eksperimen menunjukkan bahwa metode EEMD-GRNN menghasilkan peramalan yang lebih baik dari GRNN. 
Metode EEMD-GRNN memiliki nilai MSE dan RMSE lebih kecil daripada GRNN. Nilai MSE dan RMSE 
menggunakan data pengujian untuk WTI berturut-turut sebesar 0,0032 dan 0,0569. Sementara, Nilai MSE dan 
RMSE menggunakan data pengujian Brent berturut-turut sebesar 0,0017 dan 0,0415.   
Kata kunci – Peramalan Harga Minyak Mentah, EEMD, GRNN.
Abstract - The method of time series suitable for use when it checks each data patterns systematically and has 
many variables, such as in the case of crude oil prices. One study that utilizes the methods of time series is the 
integration between Ensemble Empirical Mode Decomposition (EEMD) and neural network algorithms based on 
Polak-Ribiere Conjugate Gradient (PCG). Type of neural network using Feedforward Neural Network (FNN). 
However, FNN requires setting free parameters in the learning process. Meanwhile, the appropriate parameters 
are needed to get accurate forecasting results. This research proposes the integration between EEMD and 
Generalized Regression Neural Network (GRNN). GRNN has advantages, such as: does not require any 
parameter settings and a quick learning process. For the evaluation, the performance of the method EEMD-
GRNN compared with GRNN. The experimental results showed that the method EEMD-GRNN produce better 
forecasting of GRNN. Method of EEMD-GRNN has a value of MSE and RMSE smaller than GRNN. The value 
of MSE and RMSE used test data for WTI successively equal 0.0032 and 0.0569. While the value of MSE and 
RMSE used test data for Brent successively equal  0,0017 and  0,0415.   
Keywords - Forecasting crude oil price, EEMD, GRNN
I. PENDAHULUAN 
Metode runtun waktu merupakan salah satu 
alternatif yang digunakan dalam peramalan, dimana 
data masa depan berasal dari data historis masa lalu. 
Metode ini menggunakan pola hubungan  antara 
variabel yang akan diramal dengan variabel waktu. 
Sebagian besar metode runtun waktu cocok 
digunakan ketika akan memeriksa setiap pola data 
secara sistematis dan memiliki banyak variabel bebas 
[1], seperti pada kasus harga minyak mentah. Harga 
minyak ini dipengaruhi variabel yang berasal dari 
peristiwa masa lalu, sekarang, dan masa depan yang 
tidak teratur seperti perang, resesi ekonomi global [2], 
ketidakseimbangan antara permintaan dan persedian 
[3] [4], aspek politik [5], dan sebagainya. 
Beberapa penelitian telah dilakukan dengan 
menggunakan metode runtun waktu untuk peramalan 
harga minyak mentah. Salah satu contohnya, 
penelitian menggunakan GARCH yang dibandingkan 
dengan model volatilitas [6]. Kemudian, penelitian 
mengenai  integrasi antara ARIMA dan GARCH [7].  
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Sebenarnya, fluktuasi harga minyak mentah 
cenderung nonlinear, sehingga kurang cocok 
menggunakan pemodelan ARIMA [8]. Untuk 
mengakomodasi fluktuasi nonlinear tersebut, 
penelitian [9] mengintegrasikan Ensemble Empirical 
Mode Decomposition (EEMD) dan jaringan syaraf 
berdasarkan algoritma Polak-Ribiére Conjugate 
Gradient (PCG). Jenis jaringan syaraf menggunakan 
FeedForward Neural Network (FNN). EEMD 
digunakan untuk menganalisis harga minyak mentah, 
sedangkan FNN menggunakan algoritma PCG untuk 
mempercepat proses pembelajaran jaringan syaraf 
tiruan.  
Namun untuk proses pembelajaran, FNN 
memerlukan pengaturan parameter bebas. Sementara 
parameter yang sesuai sangat dibutuhkan  untuk 
mendapatkan hasil peramalan yang akurat. Salah satu 
jenis jaringan syaraf tiruan yang tidak memerlukan 
pengaturan parameter adalah Generalized Regression 
Neural Network (GRNN) [10]. Oleh karena itu, tujuan 
penelitian ini adalah untuk menghasilkan peramalan 
dari integrasi antara metode EEMD dan GRNN.  
Selain itu, penelitian juga melakukan analisis 
terhadap kinerja peramalan integrasi EEMD-GRNN 
dibandingkan  dengan GRNN.  
II.  METODOLOGI PENELITIAN 
Metodologi penelitian dilakukan seperti pada 
Gambar 2. 
Data Runtun Waktu Harga 
Minyak Mentah
Ensemble Empirical Mode Decomposition 
(EEMD)
Generalized Regression Neural Network
(GRNN)
Hasil Peramalan
Denormalisasi Data
Pembagian data 
(Pelatihan dan Pengujian)
Normalisasi data 
 
Gambar 1. Metodologi Penelitian 
Seperti yang  ditampilkan pada Gambar 1, 
diagram  alir hampir sama dengan penelitian yang 
dilakukan Latif dan Herawati [9]. Namun, perbedaan 
penelitian ini adalah menggunakan GRNN untuk 
menggatikan fungsi Feedforward Neural Network 
(FNN). Penggantian ini dilakukan untuk mendapatkan 
hasil peramalan yang lebih akurat. Kemudian, hasil 
peramalan akan dibandingkan dengan metode GRNN 
untuk menguji akurasinya. 
A. Data Runtun Waktu Harga Minyak Mentah 
Penelitian ini juga menggunakan data bulanan 
harga minyak mentah jenis WTI dan Brent.  Data 
WTI dimulai dari bulan Januari 1986 sampai dengan 
Januari 2015, sedangkan Brent dimulai dari bulan Mei 
1987 sampai Januari  2015.  
B. Ensemble Empirical Mode Decomposition 
(EEMD) 
EEMD merupakan salah satu metode analisis data 
yang dikembangkan dari Empirical Mode 
Decomposition (EMD). EEMD dapat menghasilkan 
dekomposisi yang lebih baik daripada EMD dengan 
menambahkan white noise pada data [11].  
Penambahan white noise dapat dikontrol sesuai 
dengan aturan statistik yang terbukti baik 
menggunakan Persamaan (1). 
   
 
√ 
 (1) 
dimana  M merupakan  jumlah anggota ensemble, Ɛ 
merupakan amplitudo penambahan derau, dan Ɛm 
merupakan standar deviasi akhir untuk error yang 
didefinisikan sebagai perbedaan antara sinyal input 
dan korespondensi IMFs [12]. 
C. Generalized Regression Neural Network 
Generalized Regression Neural Network (GRNN) 
adalah  jenis jaringan syaraf tiruan dengan 
keunggulan proses pembelajaran cepat dan 
konvergensi yang optimal [13]. GRNN termasuk 
dalam jaringan dengan pelatihan terawasi. Model 
GRNN ini sering digunakan untuk mengatasi 
permasalahan peramalan, seperti : nilai tukar mata 
uang [14], dan kunjungan wisatawan [10]. Kinerja 
peramalan menunjukkan hasil yang baik. 
Berdasarkan arsitektur GRNN seperti yang 
ditunjukkan pada Gambar 2 dapat dilihat  bahwa 
GRNN memiliki empat layer, antara lain layer 
masukan, layer radial basis, layer penggabungan, dan 
layer keluaran [15].  Layer radial basis 
menggabungkan dan memproses informasi secara 
sistematis agar dapat mempelajari hubungan antara 
variabel input dan output. Dalam proses tersebut, 
layer radial basis akan menggunakan fungsi aktivasi.  
Dalam GRNN, akurasi peramalan menggunakan 
nilai Mean Squared Error (MSE) dan Root Mean 
Squared Error (RMSE). Persamaan MSE dapat 
dilihat pada Persamaan (2), sedangkan RMSE dapat 
dilihat pada Persamaan (3). 
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dimana  At merupakan data aktual harga minyak 
mentah pada waktu ke-t. Ft merupakan data hasil 
peramalan pada waktu ke-t dan n adalah jumlah data. 
Semakin kecil nilai MSE dan RMSE, maka hasil 
peramalan akan  semakin akurat. 
 
Gambar 2. Arsitektur GRNN 
 
III. HASIL DAN PEMBAHASAN 
Pada penelitian ini dilakukan perbandingan kinerja 
peramalan menggunakan gabungan metode EEMD 
dan GRNN dengan metode GRNN. Perbandingan 
dilakukan dengan menggunakan nilai MSE dan 
RMSE. Nilai spread menggunakan nilai spread 0.08 
untuk data WTI dan spread 0.07 untuk data Brent. 
Sementara, input data menggunakan variasi  skenario 
antara lain. 
1. Skenario 1 : input data menggunakan t-1. 
2. Skenario 2 : input data menggunakan t-1 dan t-2. 
3. Skenario 3 : input data menggunakan t-1 t-2 dan  t-3 
4. Skenario 4 : input data menggunakan t-1 t-2 t-3 dan 
t-4. 
5. Skenario 5 : input data menggunakan t-1 t-2 t-3 t-4 
dan t-5. 
Penjelasan skenario diatas adalah jika jaringan 
dengan input data t-1 dan t-2,  maka jaringan ini 
memiliki dua unit input yang berasal dari data aktual 
ke-1 dan ke-2 harga minyak mentah. Vektor input 
tersebut ditulis dengan Xt-1 dan Xt-2. Hasil 
perbandingan kinerja peramalan untuk data WTI 
ditunjukkan pada Tabel 1 dan data Brent ditunjukkan 
pada Tabel 2. 
Tabel 1. Perbandingan Hasil Peramalan Untuk Data WTI 
Metode 
Skenario 1 Skenario 2 Skenario 3 Skenario 4 Skenario 5 
MSE RMSE MSE RMSE MSE RMSE MSE RMSE MSE RMSE 
GRNN 0,0073 0,0852 0,0075 0,0864 0,0077 0,0878 0,0087 0,0932 0,0129 0,1136 
EEMD-GRNN 0,0054 0,0732 0,0042 0,0651 0,0032 0,0569 0,0037 0,0608 0,0038 0,0618 
Tabel 2. Perbandingan Hasil Peramalan Untuk Data Brent 
Metode 
Skenario 1 Skenario 2 Skenario 3 Skenario 4 Skenario 5 
MSE RMSE MSE RMSE MSE RMSE MSE RMSE MSE RMSE 
GRNN 0,0050 0,0707 0,0058 0,0762 0,0112 0,1058 0,0164 0,1279 0,0192 0,1385 
EEMD-GRNN 0,0081 0,0898 0,0031 0,0559 0,0017 0,0415 0,0025 0,0499 0,0018 0,0425 
 
Berdasarkan Tabel 1 dan Tabel 2 dapat dilihat 
bahwa kinerja peramalan menggunakan metode 
EEMD-GRNN dibandingkan dengan GRNN. Metode 
EEMD-GRNN memiliki nilai MSE dan RMSE 
terkecil dengan menggunakan skenario 3 untuk data 
WTI  dan Brent. Pada skenario 3 menggunakan 
vektor input Xt-1, Xt-2 dan Xt-3.  Nilai MSE dan RMSE 
untuk data WTI berturut-turut sebesar 0,0032 dan 
0,0569. Sementara, Nilai MSE dan RMSE untuk data 
Brent berturut-turut sebesar 0,0017 dan 0,0415. Hasil 
eksperimen menunjukkan bahwa metode EEMD-
GRNN menghasilkan kinerja peramalan relatif lebih 
unggul dari GRNN. Hal ini dapat dilihat dari nilai 
MSE dan RMSE yang dihasilkan metode gabungan 
EEMD-GRNN lebih kecil daripada GRNN. 
Hasil perbandingan MSE dan RMSE untuk  
metode EEMD-GRNN dan GRNN dapat dilihat 
dengan lebih mudah menggunakan grafik pada 
Gambar 3 dan Gambar 4. Pada Grafik tersebut dapat 
dilihat bahwa metode EEMD-GRNN relatif lebih 
unggul dibandingkan GRNN.  
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Gambar 3. Grafik Perbandingan Akurasi Peramalan Untuk Data WTI 
 
Gambar 4. Grafik Perbandingan Akurasi Peramalan Untuk Data Brent 
 
Gambar 5. Grafik Perbandingan Hasil Peramalan Untuk Data WTI
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Grafik perbandingan hasil peramalan  dengan 
menggunakan EEMD-GRNN dan GRNN dengan data 
aktual dapat dilihat pada Gambar 5 dan Gambar 6. 
Gambar 5 menggunakan data pengujian untuk data 
WTI, sedangkan Gambar 6 menggunakan data 
pengujian untuk data Brent. Dari kedua grafik  pada 
Gambar 5 dan Gambar 6 menunjukkan bahwa kinerja 
peramalan EEMD-GRNN yang lebih baik 
dibandingkan GRNN. Kinerja peramalan baik dilihat  
dari kemiripannya mendekati data aktual harga 
minyak mentah. 
 
Gambar 6. Grafik Perbandingan Hasil Peramalan Untuk Data Brent 
IV. PENUTUP 
A. Kesimpulan 
Hasil penelitian menunjukkan bahwa gabungan 
metode EEMD dan GRNN lebih baik dari GRNN 
dalam peramalan harga minyak mentah. Metode 
EEMD-GRNN memiliki nilai MSE dan RMSE 
terkecil dengan menggunakan skenario 3 untuk data 
WTI  dan Brent. Nilai MSE dan RMSE menggunakan 
data pengujian untuk WTI berturut-turut sebesar 
0,0032 dan 0,0569. Sementara, Nilai MSE dan RMSE 
menggunakan data pengujian Brent berturut-turut 
sebesar 0,0017 dan 0,0415.   
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