Abstract. In this work, we investigate the existence and multiplicity results for positive solutions to a singular (p 1 , p 2 )-Laplacian system with coupled integral boundary conditions and a parameter (µ, λ) ∈ R 3 + . Using sub-super solutions method and fixed point index theorems, it is shown that there exists a continuous surface C which separates R 2 + × (0, ∞) into two regions O 1 and O 2 such that the problem under consideration has two positive solutions for (µ, λ) ∈ O 1 , at least one positive solution for (µ, λ) ∈ C, and no positive solutions for (µ, λ) ∈ O 2 .
Introduction
Nonlocal boundary conditions appear when the information on the boundary are connected to values inside the domain. Various types of boundary value problems involving nonlocal conditions have been extensively studied by various methods such as fixed point theorems on cones and the Leray-Schauder alternative, etc. We refer the reader to [11, 14, 15, 24, [30] [31] [32] [33] 37] and the references therein.
For example, Ma [24] considered      u (t) = g 1 (t, u(t), u (t)) + e(t), a.e. t ∈ (0, 1),
where g 1 : [0, 1] × R 2 → R is continuous, e ∈ C[0, 1], m ∈ N, ξ i ∈ (0, ∞) with 0 < ξ 1 < · · · < ξ m < 1, and α i ∈ (0, ∞). Using the Leray-Schauder alternative, the existence of at least one 1 0
where λ is a positive parameter, ϕ p (s) = |s| p−2 s, p > 1, a, b > 0, and w 2 , w 3 ∈ L 1 ((0, 1), R + ).
Using fixed point index theory on cones of Banach spaces, they obtained several results about the existence, multiplicity, and nonexistence of positive solutions under various assumptions on the nonlinearity g 3 (t, s) which satisfies L 1 -Carathéodory condition. The systems of differential equations equipped with a variety of boundary conditions have been extensively studied by many authors, see, e.g., [2-7, 10, 19, 21, 23, 25, 26, 34] . For example, in [25] where the nonlinearities g 4 and g 5 are superlinear at the origin as well as at infinity, and a, b ∈ R + . Using fixed point theorems of cone expansion/compression type, the upper-lower solutions method and degree argument, it was shown that there exists a continuous curve Γ which splits the positive quadrant of the (a-b)-plane into disjoint sets S 1 and S 2 such that (1.1) has at least two positive solutions in S 1 , has at least one positive solution on the boundary of S 1 , and has no positive solutions in S 2 . The result was applied to establish the existence and multiplicity of positive radial solutions for a certain class of semilinear elliptic systems in annular domains. We are concerned with the existence of positive solutions to the following singular (p 1 , p 2 )-Laplacian system with coupled integral boundary conditions (Φ(u (t))) + λh(t) • f (t, u(t)) = θ, t ∈ (0, 1), 
u(s)k(s)ds
and k = (k ij ) 2×2 with k ij ∈ L 1 ((0, 1), R + ) for i, j ∈ {1, 2}, (µ, λ) = (µ 1 , µ 2 , λ) ∈ R 3 + is a parameter, and • denotes the entrywise product, i.e., (a 1 , a 2 ) • (b 1 , b 2 ) := (a 1 b 1 , a 2 b 2 ).
Throughout this paper, we assume the following hypotheses are satisfied unless otherwise stated: The main purpose of this paper is to study the existence and multiplicity results for positive solutions to problem (P λ,µ ) using sub-super solutions method and fixed point index theorems. For sub-super solutions method concerning semilinear problems with nonlocal boundary conditions, we refer to [27] [28] [29] . It seems not obvious that sub-super solutions method can be applicable to our problem with (p 1 , p 2 )-Laplacian due to the coupled integral boundary condition in (P λ,µ ). Thus we prove a theorem for sub-super solutions (see Theorem 2.12), and it is shown that there exists a continuous surface C which separates R 2 + × (0, ∞) into two regions O 1 and O 2 such that (P λ,µ ) has two positive solutions for (µ, λ) ∈ O 1 , at least one positive solution for (µ, λ) ∈ C, and no positive solutions for (µ, λ) ∈ O 2 (see Theorem 3.10).
Deng and Li [9] considered a semilinear elliptic problem of the form
where Ω 1 = R N \ω is an exterior domain in R N , ω ⊂ R N is a bounded domain with smooth boundary, N > 2, and q > 1. Among other results, when q = (N + 2)/(N − 2) and 0 ≤ A ∈ L 1 (Ω 1 ) satisfies certain additional conditions, it was shown that there exists µ * > 0 such that (1.2) has at least two positive solutions for µ 1 ∈ (0, µ * ), exactly one positive solution for µ 1 = µ * , and no positive solutions for µ 1 ∈ (µ * , ∞). The existence, multiplicity and nonexistence of positive radial solutions to p-Laplacian problems similar to (1.2) were studied in [16] [17] [18] .
As applications, we study existence results for positive radial solutions to p-Laplacian systems defined in an exterior domain as follows:
subject to coupled integral boundary conditions 5) where
. Using the main result (Theorem 3.10), we investigate the existence, multiplicity and nonexistence of positive solutions z = (z 1 ,
, where u i and v i are i-th coordinates of u and v, respectively. For functions w 1 , w 2 : [0, 1] → R n with n ∈ {1, 2}, w 1 ≤ w 2 (resp. w 1 < w 2 ) also means w 1 (t) ≤ w 2 (t) (resp. w 1 (t) < w 2 (t)) for t ∈ [0, 1]. We also denote θ the zero function from [0, 1] to R 2 as well as the origin of R 2 .
This paper is organized as follows. In Section 2, well-known theorems such as generalized Picone identity and a fixed point index theorem are recalled, and a solution operator and a theorem for sub-super solutions related to problem (P λ,µ ) are also introduced. In Section 3, the main result in this paper is given (see Theorem 3.10). Finally, in Section 4, applications for problem (1.3)+(1.4) or (1.3)+(1.5) are given (see Corollary 4.1).
Preliminaries
For semilinear problems, we usually use integration by parts twice in order to obtain the useful information for solutions such as a block for parameters λ and a priori estimates for solutions. However, it is not effective for the p-Laplacian problem. The following generalized Picone identity can be used to overcome the difficulty (see Lemma 3.1 and Lemma 3.3). The identity can be verified by straightforward differentiation, but for completeness, we give the proof of it. Theorem 2.1 (generalized Picone identity, see, e.g., [13, 20] ). Let us define
where ϕ p (s) = |s| p−2 s, s ∈ R, p > 1 and b 1 , b 2 are continuous functions on an interval I. Let y and z be functions such that y, z, ϕ p (y ), ϕ p (z ) are differentiable on I and z(t) = 0 for t ∈ I. Then the generalized Picone identity can be written as 
Now we recall a well-known theorem for the existence of a global continuum of solutions by Leray and Schauder [22] and a fixed point index theorem: Theorem 2.3 (see, e.g., [35, Corollary 14.12] ). Let X be a Banach space with X = {0} and let P be an order cone in X. Consider x = H(λ, x), (2.5)
where λ ∈ R + and x ∈ P. If H : R + × P → P is completely continuous and H(0, x) = 0 for all x ∈ P, then C + (P ), the component of the solution set of (2.5) containing (0, 0), is unbounded.
Theorem 2.4 (see, e.g., [12] ). Let X be a Banach space, P be a cone in X and O be a bounded open set containing θ in X, where θ is the origin of X. Let A : P ∩ O → P be completely continuous. Suppose that Ax = νx for all x ∈ P ∩ ∂O and all ν ≥ 1. Then i(A, O ∩ P, P ) = 1.
Solution operator
In this subsection, we define an operator related to problem (P λ,µ ) and prove the complete continuity of it. By (H 3 ), det K > 0 and
Then all entries of K −1 are nonnegative by (H 2 ) and nonnegativity of k ij for i, j ∈ {1, 2}.
where
and
With the above transformations (2.7) and (2.8), we have the following lemma.
, since the other case can be proved in a similar manner.
and the proof is complete.
By a non-negative solution (resp. a positive solution) u to problem (P λ,µ ) or (P λ,µ ), we mean u = (u 1 , u 2 ) is a solution to problem (P λ,µ ) or (P λ,µ ) which satisfies u i (t) ≥ 0 (resp. u i (t) > 0) for all t ∈ (0, 1) and all i ∈ {1, 2}.
Moreover, v is a positive solution to problem (P λ,µ ) if λ > 0, and v = θ only if λ = 0. Similarly, let u be a non-negative solution to problem (P λ,µ ). Then u ∈ P, and u is a positive solution to problem
is a non-negative solution to problem (P λ,µ ), and conversely if u is a solution to problem (
We claim that x i is strictly increasing in (0, 1). Indeed, by (H 1 ),
Thus, x i (t 2 ) − x i (t 1 ) > 0 for 0 < t 1 < t 2 < 1, and there exists a unique
is a constant satisfying (2.9) for λ > 0 and M i may be taken arbitrary number in (0, 1) for λ = 0, since
Then T is well defined, and by standard argument we have the following lemma.
+ be fixed. Then problem (P λ,µ ) has a (non-negative) solution v if and only if T(λ, µ, ·) has a fixed point v in P. Moreover, if θ is a solution to problem (P λ,µ ), then λ = 0, and if λ = 0, then θ is a unique solution to problem (P λ,µ ).
To show the complete continuity of T, we first prove the following lemma.
Proof. We only prove the case M n i → 0, since the other case can be proved in a similar manner. + × X → P is completely continuous.
Sub-super solutions theorem
In this subsection, we give a theorem for sub-super solutions to problem (P λ,µ ).
Definition 2.11. Let λ > 0 and µ ∈ R 2 + be given. We say that ζ = (ζ 1 , ζ 2 ) is a supersolution to problem (P λ,µ ) if ζ i ∈ C 1 (0, 1) with ϕ p i (ζ i ) absolutely continuous for i = 1, 2, and
We also say that ψ = (ψ 1 , ψ 2 ) is a subsolution to problem (P λ,µ ) if ψ i ∈ C 1 (0, 1) with ϕ p i (ψ i ) absolutely continuous for i = 1, 2, and it satisfies the reverse of the above inequalities.
To get a theorem for sub-super solutions to problem (P λ,µ ), we make the following hypotheses:
is quasi-monotone nondecreasing with respect to u.
Note that (H 2 ) implies (H 2 ). Now, a theorem for sub-super solutions for the problem (P λ,µ ) is given as follows.
Theorem 2.12. Let λ > 0 and µ ∈ R 2 + be fixed. Assume that (H 1 ), (H 2 ), (H 3 ) and (F 1 ) hold, and that there exist ψ and ζ, respectively, a subsolution and a supersolution to problem (P λ,µ ) such that ψ ≤ ζ. Then problem (P λ,µ ) has at least one solution u such that ψ ≤ u ≤ ζ.
where, for i ∈ {1, 2},
Let λ > 0 and µ ∈ R 2 + be fixed, and consider the following modified problem
Then g v is a contraction mapping on (R 2 , | · | R 2 ). Here, for (x 1 ,
Thus, for given v ∈ X, there is a unique solution β γ [v] ∈ R 2 of the equation x = g v (x), in other words, it is the unique element of R 2 which satisfies that
From this fact, it follows that
under the transformations
Thus (2.10) can be equivalently rewritten as follows: 12) where
Consequently, v is a solution to problem (2.12) if and only if u is a solution to problem (2.10) under the transformations (2.11), respectively. Now, define
2 ) : X → P by, for each i = 1, 2 and v ∈ X,
Then
Then X 1 (σ) = 0 and we may assume that there is a ∈ (σ, 1) such that X 1 (t) < 0 and X 1 (t) > 0 for t ∈ (σ, a], which imply that
(2.13)
By the quasi-monotonicity of f 1 and (2.13), for t ∈ (σ, a],
For t ∈ (σ, a], integrating this inequality from σ to t, we get
Since ϕ p 1 is monotone increasing, u 1 (t) ≥ ζ 1 (t) for t ∈ (σ, a], and it contradicts (2.13). Thus u 1 ≤ ζ 1 , and we can show that u ≤ ζ. In a similar manner, it is shown that ψ ≤ u, and thus the proof is complete.
Main results
First, we give a hypothesis which will be used in this section:
Now we give a priori estimates for solutions as follows.
Lemma 3.1. Assume that (H 1 )-(H 3 ) and (F ∞ ) hold. Let α ∈ (0, ∞) be given. Then there exists M = M(α) > 0 such that u X < M for any non-negative solutions u to problem (P λ,µ ) for all λ ∈ [α, ∞) and µ ∈ R 2 + .
Proof. Assume, on the contrary, that there exists a sequence {(λ n , µ n ,
is a positive solution of (P λ,µ ) with λ = λ n and µ = µ n satisfying u n X → ∞ as n → ∞. 
where θ = min{θ 1 1 , 1 − θ 1 2 } > 0. For large n, u n 1 ∞ > M and it follows from the concavity of u n 1 that u
Combining this with (3.2), (ϕ p 1 ((u n 1 ) (t))) + αA α m h ϕ p 1 (u n 1 (t)) ≤ 0, t ∈ I 1 . It is easy to check that w 1 (t) = S q 1
where S q 1 is the q 1 -sine function with
., see [8, 36] (1) By Lemma 3.1, for any fixed α ∈ (0, ∞), there exist a positive constant M such that (P λ,µ ) has no positive solutions if λ ∈ [α, ∞) and µ = (µ 1 , µ 2 ) with |µ 1 | + |µ 2 | ≥ M.
(2) Combining Lemma 3.1 with Remark 2.6, for a fixed α ∈ (0, ∞), there exists M 1 = M 1 (α) ∈ (0, ∞) such that v X < M 1 for any non-negative solutions v to problem (P λ,µ ) with λ ∈ [α, ∞) and |µ| R 2 ≤ α.
By similar arguments as in the proof of Lemma 3.1, we have the following lemma. We omit the proof of it. Lemma 3.3. Assume that (H 1 )-(H 3 ) and (F ∞ ) hold. Then there exists a positive constantλ > 0 such that problem (P λ,µ ) (or (P λ,µ )) has no non-negative solutions for all λ >λ and all µ ∈ R 2 + . Proof. Let µ ∈ R 2 + be fixed. Define H µ (λ, v) = T(λ, µ, v), then by Lemma 2.10, H µ : R + × P → P is completely continuous and H µ (0, v) = θ for all v ∈ P. By Theorem 2.3, there exists an unbounded continuum C µ (P ), the component of the solution set of 
Then, by Lemma 3.3 and Theorem 3.4, λ * is well defined and λ * (µ) ∈ (0, ∞) for all µ ∈ R 2 + .
Theorem 3.5. Assume that (H 1 ), (H 2 ), (H 3 ), (F 1 ) and (F ∞ ) hold. Let µ ∈ R 2 + be fixed. Then (P λ,µ ) has at least two positive solutions for λ ∈ (0, λ(µ)), has one positive solution for λ ∈ [λ(µ), λ * (µ)], and has no positive solutions for λ > λ * (µ).
+ be fixed. Clearly, there is no positive solutions for λ > λ * (µ). Now we prove that (P λ,µ ) with λ = λ * (µ) has a positive solution v * (µ). By definition of λ * (µ), there is a sequence {λ n } ⊂ R + such that (P λ,µ ) with λ = λ n has a positive solution v n , i.e., T(λ n , µ, v n ) = v n in P and λ n → λ * (µ). By Lemma 3.1, v n X < C for some C > 0. By compactness of T, {v n } has a convergent subsequence converging to, say v * (µ) and by continuity of T, we see that v * (µ) is a positive solution to problem (P λ,µ ) with λ = λ * (µ),
) is a positive solution to problem (P λ,µ ) with λ = λ * (µ). Since u * (µ) is a supersolution and θ is a trivial subsolution to problem (P λ,µ ) for λ ∈ (0, λ * (µ)], by Theorem 2.12, (P λ,µ ) has at least one positive solution for λ ∈ (0, λ * (µ)], and thus the proof is complete in view of Theorem 3.4. Lemma 3.6. Assume that (H 1 ), (H 2 ), (H 3 ), (F 1 ) and (F ∞ ) hold. Then:
Then it suffices to show that (P λ,µ ) has a positive solution for λ = λ * (µ 2 ) and µ = µ 1 . Let u 2 be a positive solution of (P λ,µ ) with µ = µ 2 and λ = λ * (µ 2 ), then u 2 is a supersolution and θ is a trivial subsolution of (P λ,µ ) with µ = µ 1 and λ = λ * (µ 2 ). Then, by Theorem 2.12, (P λ,µ ) has a positive solution
, {λ * (µ n )} is a bounded sequence in R + . Then there exists a subsequence of {λ * (µ n )}, denote it again {λ * (µ n )}, such that, as n → ∞, λ * (µ n ) → lim sup n→∞ λ * (µ n ) > 0, and there exists a sequence {v n } such that v n is a positive solution to problem (P λ,µ ) with λ = λ * (µ n ) and µ = µ n , that is, T(λ * (µ n ), µ n , v n ) = v n . By Lemma 3.1, {(λ * (µ n ), µ n , v n )} is a bounded sequence in R 3 + × P. Then, by the complete continuity T, there exists a subsequence of
Thus, V is a positive solution to problem (P λ,µ ) with λ = lim sup n→∞ λ * (µ n ) > 0 and µ = µ 0 , and by definition of λ * , the proof is complete.
Let µ 0 ∈ R 2 + be fixed. Then for any λ ∈ (0, λ * (µ 0 )), there exists a positive constant δ = δ(λ, µ 0 ) such that ζ = u * + (δ, δ) is a supersolution to problem (P λ,µ ) with µ = µ δ . Here µ δ = µ 0 + (δ, δ) and u * is a positive solution to problem (P λ,µ ) with λ = λ * (µ 0 ) and µ = µ 0 .
+ and λ 0 ∈ (0, λ * (µ 0 )) be fixed. Let u * be a positive solution to problem (P λ,µ ) with λ = λ * (µ 0 ) and µ = µ 0 . Put
Set ζ := u * + (δ, δ). Then, by (3.4) and (3.5), for i ∈ {1, 2},
ζ(s)k(s)ds, and since ζ(1) = µ + (δ, δ) > µ, ζ is a supersolution to problem (P λ,µ ) with λ = λ 0 and µ = µ δ . Thus the proof is complete. 
On the other hand, if k 11 ≡ k 22 ≡ 0 and 
For sufficiently large n, µ n ≤ µ δ m , and u(δ m ) is also a supersolution to problem (P λ,µ ) with λ = λ m and µ = µ n . Since θ is a trivial subsolution to problem (P λ,µ ) for all λ ∈ (0, ∞) and µ ∈ R 2 + , by Theorem 2.12, (P λ,µ ) has at least one positive solution for λ = λ m and µ = µ n . Thus λ m ≤ λ * (µ n ) for all large n and
Combining this with Lemma 3.6 (3), it follows that λ * : R 2 + → (0, ∞) is a continuous function. Thus the proof is complete in view of Lemma 3.6 (1) and (2).
. Then, by Proposition 3.9, C is a continuous surface in R 3 + , and it separates R 3 + into two regions
Moreover, by Theorem 3.5, (P λ,µ ) has at least one positive solutions for (µ, λ) ∈ O 1 ∪ C and no positive solution for (µ, λ) ∈ O 2 . Finally we give the main result in this paper. Proof. For fixed µ ∈ R 2 + , we will show that (P λ,µ ) has at least two positive solutions for λ ∈ (0, λ * (µ)), and thus the proof is complete by Theorem 3.5.
Let µ ∈ R 2 + be fixed. Define T µ : R + × P → P by, for (λ, u) ∈ R + × P and t ∈ [0, 1],
Here, L 1 : R 2 + × X → X is the continuous mapping defined in (2.7), and it maps bounded sets in R + × X into bounded sets in X. Then T µ is completely continuous, T µ (λ, u)(0) = α [u] and T µ (λ, u)(1) = µ. Moreover, by Lemma 2.5 and Remark 2.6, T µ (λ, u) = u in P if and only if u is a non-negative solution to problem (P λ,µ ).
Let λ 0 ∈ (0, λ * (µ)) be fixed and u * be a positive solution to problem (P λ,µ ) with λ = λ * (µ). Then, by Lemma 3.7, there exists δ 1 ∈ (0, 1) such that ζ = u * + (δ 1 , δ 1 ) is a supersolution to (P λ,µ ) with λ = λ 0 . Moreover, by (3.6), ζ satisfies
Consider the following problem
where α γ [u] and γ are defined in the same way as in the proof of Theorem 2.12 with ψ = θ and ζ = u * + (δ 1 , δ 1 ). Then if u is a solution to problem (3.8), then θ ≤ u ≤ ζ by the same argument as in the proof of Theorem 2.12, and γ(t, u(t)) = u(t) for t ∈ (0, 1). Thus u must be a positive solution to problem (P λ,µ ) with λ = λ 0 . Set Γ = {u ∈ X : −(δ 1 , δ 1 ) < u < ζ}. Then Γ is an open set containing θ in X. Now we will show that if u is a solution to problem (3.8), then u ∈ Γ ∩ P. Let u be a solution to problem (3.8) . First, we show that u(t) < ζ(t) for t ∈ (0, 1]. If not, since u(1) = µ < µ + (δ 1 , δ 1 ) = ζ(1), there exist t 0 ∈ (0, 1) and j ∈ {1, 2} such that u j (t 0 ) = ζ j (t 0 ), u j (t 0 ) = ζ j (t 0 ) and u j (t) < ζ j (t) for t ∈ (t 0 , 1]. We take j = 1 for convenience. By (3.7), for fixed t 0 ∈ (t 0 , 1),
(3.10)
By (F 1 ) and (3.10), for t ∈ [t 0 , t 1 ], 12) since u 2 ≤ ζ 2 . By (3.9), (3.11), (3.12) and the choice of 2 ,
This is a contradiction, and thus u(t) < ζ(t) for t ∈ (0, 1]. Now we show that u(0) < ζ(0). We only show that u 1 (0) < ζ 1 (0), since the case u 2 (0) < ζ 2 (0) can be proved in a similar manner. If
Thus u ∈ Γ ∩ P for any solution u to problem (3.8).
Define T γ : P → P by, for u ∈ P and t ∈ [0, 1],
where T γ is the operator with λ = λ 0 defined in the proof of Theorem 2.12 and
Then T γ is completely continuous on P, and T γ has a fixed point in P if and only if u is a non-negative solution to problem (3.8).
Moreover, there exists a positive constant R such that T γ (u) < R for all u ∈ P and Γ ⊂ B R , where B R is an open ball with center θ and radius R in X. Applying Theorem 2.4 with O = B R , i(T γ , B R ∩ P, P ) = 1. Since all fixed points of T γ are contained in Γ, by the excision property, i(T γ , Γ ∩ P, P ) = i(T γ , B R ∩ P, P ) = 1. Since problem (P λ,µ ) with λ = λ 0 is equivalent to problem (3.8) on Γ ∩ P, (P λ,µ ) has a positive solution in Γ ∩ P for λ = λ 0 ∈ (0, λ * (µ)). Assume that T µ (λ 0 , ·) has no fixed points in ∂Γ ∩ P, otherwise we get second positive solution to problem (P λ,µ ) with λ = λ 0 and the proof is done. In that case,
On the other hand, by Lemma 3.3, there is λ 1 (> λ 0 ) such that (P λ,µ ) has no positive solution at λ = λ 1 . This implies that T µ (λ 1 , ·) has no fixed point in P. Thus for any open set U in X, we have i(T µ (λ 1 , ·), U ∩ P, P ) = 0.
(3.14)
By Lemma 3.1, we may choose R 1 > 0 such that Γ ⊂ B R 1 and all possible solutions u of (P λ,µ ) for any λ ∈ [λ 0 , λ 1 ] satisfy u ∈ B R 1 . Here, B R 1 is an open ball with center θ and radius
Thus by homotopy invariance property and (3.14), we have
Combining (3.13) and (3.15) with the additive property, we have
Consequently (P λ,µ ) has another positive solution in (B R 1 \ Γ) ∩ P for any λ = λ 0 ∈ (0, λ * (µ)), and this completes the proof.
Applications
In this section, we investigate the existence of infinitely many positive radial solutions to problems (1.3) + (1.4) or (1.3) + (1.5). We assume the following assumptions hold in this section.
is quasi-monotone nondecreasing with respect to u. By Proposition 3.9, λ * : R 2 + → (0, ∞) is a continuous function satisfying λ * (µ 1 ) ≥ λ * (µ 2 ) for µ 1 ≤ µ 2 and λ * (µ) → 0 as |µ| R 2 → ∞ (see, e.g., Figure 3 .2). Thus the inverse image (λ * ) −1 ({λ}) is a nonempty connected component in R 2 + for all λ ∈ (0, λ * (θ)), and we denote it E(λ). Then the connected component E(λ) separates R 2 + into a bounded region U 1 (λ) and an unbounded region U 2 (λ) which are open relative to R 2 + , and by Theorem 3.10, (P λ,µ ) has at least two positive solutions for µ ∈ U 1 (λ), at least one positive solution for µ ∈ C(λ), and no positive solutions for µ ∈ U 2 (λ) (see, e.g., Figure 4 .1). Moreover, U 1 (λ 2 ) ⊂ U 1 (λ 1 ) for 0 < λ 1 < λ 2 < λ * (θ). Thus we have the following corollary. (1) For λ ∈ (0, λ * (θ)), E(λ) is a connected component in R 2 + which separates R 2 + into a bounded region U 1 (λ) and an unbounded region U 2 (λ) which are open relative to R 2 + such that the followings hold: + , where q > p − 1. Then it can be easily verified that (F 1 ) and (F ∞ ) hold.
