In this paper, the electroencephalogram (EEG) signals were recorded from ten healthy and ten Internet Addiction (IA)-afflicted university students during a visual oddball paradigm. First, the original signals were preprocessed to remove some artifacts using Independent Component Analysis (ICA) algorithm. Then, the Principal Component Analysis (PCA) was employed to select a subset of channels that preserve most of the information compared to the full set of 64 channels. Finally, features of P300 waves were extracted from the event related potentials (ERPs) and compared across the target ERPs and non-target ERPs, as well as across the IA group and control group. The extracted features were further used to train four classifiers: Fisher Linear Discriminate Analysis (FLDA), Back Propagation (BP) Neural Network, Bayesian Classifier (BC) and Bayesian Regularization Back Propagation (BRBP) Neural Network. The active channels were located in the frontal, parietal, occipital and parietal-occipital areas for both healthy and IA-afflicted university students. The latency of 42 trials' averaged ERPs under target stimulation was longer than that of 558 trials' averaged ERPs under non-target stimulation (p < 0 05), and the amplitude of 42 trials' averaged ERPs under target stimulation was larger than that of 558 trials' averaged ERPs under non-target (p < 0 05). It showed significant difference in P300 amplitudes between healthy subjects and Internet Addition subjects. The amplitudes of Internet Addition were lower (p < 0 05). The classification accuracy could reach above 93% using Bayesian-based method in active areas, while it was lower than 90% in central areas. The results show that there are negative influences on the brain response and memory abilities of IA-afflicted university students. The paper deals with practical digital filter implementation to suppress 50 Hz power noise using integer coefficients filters. Very fast and simple solution enables to suppress both basic and harmonic components of power noise with nonlinear distortions. Real ECG signals were used to test effectiveness of power noise suppression. Accuracy is evaluated for basic sinusoidal and rectangular wave of noise.
INTRODUCTION
Internet plays an essential role in the modern life. However, the abuse of internet, which is described as internet addiction (IA), has become an indispensable issue to date. IA indicates that an individual is unable to control the use of the Internet in a proper manner, which would lead to psychological and social problems and negative influence on people's work. 1 2 Surveys from the United States and Europe showed that 1.5-8.2% of the general population was affected by IA. 3 A psychological doctor reported that approximately 13.7% of Chinese adolescent internet users might meet the IA diagnostic criteria, 4 and the Chinese government has taken actions to restrict computer games for * Author to whom correspondence should be addressed.
teenagers. To date, it is still very hard to define the IA. Internet Addiction Test (IAT) is one of the early diagnostic scales, 5 and it is still used nowdays to study the relationship between various addictions, psychiatric comorbidity, and other links with IA. 6 Although the pathological aspects of the IA have been reported, very little proof of the neurobiological changes related to IA has been published. Some research acquired electrophysiological (EEG) information from IA subjects. It is reported that the IA group exhibited lower NoGo-N2 amplitude and higher NoGo-P3 amplitude than those of the control group by recording event-related potentials (ERPs) during a Go/NoGo task. self-evaluation and capacity decline, social adaptability issues, sympathetic nerve function disorder, and memory decline as well. P300 refers to a significant positive potential change in which at 300 ms after stimulus imposed. P300 is a late cognitive ERP component, which usually appears when different stimulus is discriminated, classified, and judged in an oddball model. 8 9 P300 is believed to indicate the working memory or attentional operations in cognitive processes. Several studies focused on the association between the P300 waveform and the addiction behaviors. 10 11 Reduced P300 amplitude and prolonged P300 latency have been consistently observed in patients suffering from substance dependence. 12 13 However, as the best of our knowledge, the P300 of the IA patients has not been studied yet.
The ERPs are often contaminated by several other noises, including Electrooculography (EOG) artifacts, Electromyography (EMG) artifacts and Electrocardiogram (ECG) artifacts. To minimize the noise effects of extraneous activity, most of the studies have adopted ensemble averaging or single-trial extraction methods to improve the signal-to-noise ratio of the ERPs. [14] [15] [16] [17] However, these techniques have an inherent drawback, namely the aforementioned bidirectional contamination. Independent component analysis (ICA) is proved to be an efficient method for separating distinct artifactual processes. 14 15 17 Signal averaging method usually demands enormous sets of recorded data to obtain the ERPs. Full channels data will lead to redundancy. Thus, it is very difficult to reveal the data pattern. Some optimization algorithms have been used to select the optimal channels. [18] [19] [20] Usually, pattern classification methods, 21 22 such as linear discriminant analysis (LDA), adaptive boosting and support vector machine (SVM), allow individual diagnosis, which normally cannot be achieved by the sample-based statistical method.
This paper presents a preliminary study on the quantitative characterization of the average target ERPs, which was acquired from IA subjects and healthy controls during a visual oddball paradigm. Firstly, ICA was used to remove some artifacts with specific temporal-spatial features, such as EMG, EOG and ECG. Then, channel selection stage was conducted to choose the optimal channels that preserved most of the related information by PCA. Thirdly, we used wavelet multiresolution analysis (MRA) method to extract visual ERPs of the selected optimal EEG channels for both healthy and IA-afflicted university students. Lastly, features of P300 waves were extracted and compared across the target ERPs and non-target ERPs, as well as across the IA group and control group. The extracted features were further used to train four classifiers: Fisher Linear Discriminate Analysis (FLDA), Back Propagation Neural Network (BP), Bayesian Classifier (BC) and Bayesian Regularization Back Propagation Neural Network (BRBP). The classification accuracy was higher than 93% using Bayesian-based method in active areas, while the classification accuracy is lower than 90% in central areas. Our results demonstrated the effectiveness of the proposed approach and showed the negative influences on the brain response and memory abilities for IA-afflicted university students.
METHODS

EEG Recordings and Visual Oddball Task
Continuous EEG data were recorded with a 64-channel Electrical Geodesics Inc (EGI). Net Station amplifier, via a dense array of 64 electrode Geodesics Sensor Net (see Fig. 1 ). The Vertex (Cz) was chosen as the reference, and impedances were kept below 70 k as recommended for the EGI high input impedance amplifier. Sampling rate was 250 Hz with an on-line band pass filter of 0.01 to 40 Hz.
A total of 17 university students (10 healthy and 7 Internet Addiction) were recruited from Changzhou University to participate in the study. The IA group (7 males, 21 4 ± 0 53 years old) was selected by Young's Internet addiction test (IAT) 5 in which 8 items were presented, and only those who scored 5 or higher were considered Internet addicts. The students from the healthy group (5 males and 5 females, 22 4 ± 1 65 years old) were from the same university and scored lower than 4 in the IAT. All participants had normal or corrected-to-normal vision and were free of neurological or psychiatric disorders.
Participants were asked to execute a visual oddball task. Two kinds of visual stimuli (XXXXX and OOOOO) appeared on a computer monitor with E-prime software. The paradigm contained 600 stimuli in total, included 558 non-target stimuli (OOOOO; 93%) and 42 target stimuli (XXXXX; 7%). The duration of each stimulus was 500 ms, with an inter-stimulus interval of 1500 ms. Target stimuli were demonstrated randomly with regard to non-target stimuli.
Methods
Channel Selection
In order to reduce the computing time, the signals consisted of 42 targets stimuli trials and 558 non-targets stimuli trials were chosen for analysis. Eye blink artifacts were removed using Extended Infomax ICA algorithm. Stimulus-locked ERPs were extracted in 1000 ms epochs, using a 200 ms pre-stimulus baseline and 800 ms post-stimulus response window, for PCA analysis. The PCA method was performed in the study as below:
Step 1: The preprocessed EEG data X is set as a C × S matrix, in which C is the number of the channels and S is the number of data samples (250 in this case). Step 2: Compute the covariance of matrix R,
Step 3: Construct V and D, where V is the eigenvectors of R and D is the diagonal matrix of its eigenvalues,
Step 4: Calculate the PCs,
Step 5: The PCs with most dominate variance values are chosen as the signal subspace while the rest are left as the noise. In this study, the selected channels contribute 99% of the total variance.
Feature Extraction and Classification
The Daubechies wavelet, which is known as multiresolution wavelet analysis (MWA), was employed in the study to decompose the EEG signals into components, based on a single prototype function of different scales and resolutions. The output of MWA is a set of coefficients that represent the time axis for each scale factor. We investigated FLDA, BP Neural Network, BC and BRBP Neural Network for the further analysis. A serious problem of BP neural network is the possibility for overfitting and overtraining, which results in a fitting of the noise and a loss of generalization. To reduce the sum squared error of the model output and target value, BRBP adds an additional term to this equation:
Where F is the objective function, E D is the sum of squared errors, E w is sum of square of the network weights, and and are objective function parameters. 23 The weights are regarded as random variables and thus their density function is written using the Baye's rules: Where w is the vector of network weights, D represents the data vector, and M is the neural network model. The optimization of and requires solving the Hessian matrix of F w at the minimum point w MP . A Gauss-Newton approximation is proposed to the Hessian matrix which is possible if the LevenburgMarquardt training algorithm is used to locate the minimum. 24 BPRP technique increases the generalizability of the network and it has been applied in stock market forecasting. 25 
RESULTS
In order to remove the eye artifacts, extended Infomax-ICA method was employed for processing the raw data collected from the 64 channels. Then, PCA was performed to analyze the reconstructed EEG signals. The principle components of 10% explained variance or above were considered to be parts of the EEG subspace. Notably, as expected, the best channels vary for each subject and task combination. The percentage of active channels of different subjects was counted and the ones with >80% active channels were selected as optimal channels (Table I ). The results showed that active electrodes were located in the frontal area, auricular frontal area, frontal pole area, parietal area, occipital area and parietal-occipital area.
Channel 37 (OZ) from occipital areas of each subject was selected for further analysis. MWA was performed on 42 target trials and 558 non-target trials to get the single-sweep ERPs. The application of six-octave Daubechies-5 wavelets yields the consequent frequency bands: d1: 125-250 Hz, d2: 62.5-125 Hz, d3: 31.5-62.5 Hz (Gamma), d4: 15.2-31.3 Hz (Beta), d5: 7.8-15.6 Hz (Alpha), d6: 3.9-7.8 Hz (Theta), a6: 0.1-3.9 Hz (Delta). Each octave included the number of coefficients applicable to manifest the time resolution related to the respective frequency range. The analyzed signal was reconstructed by the interpolation of the coefficients by the quadratic spline functions, which represented the time course in each frequency band. In this study, only the coefficients in the P300 frequency range (0-8 Hz) 26 were analyzed. The mean ERPs of each subject were calculated, and the grand average ERPs from occipital areas (channel 37) of healthy and IA subjects were showed in Figures 2  and 3 . The results indicated that P300 (250-500 ms) component is prominent.
The results of statistical analysis for healthy and IA subjects are displayed in Table II . There were some latency differences under different stimuli for both healthy subjects and IA subjects. For healthy subjects, the means of latency and amplitude under non-target stimulation were 320 ± 18 ms and 4 28 ± 1 42 v, respectively. Corresponding values under target stimulation were 412 ± 26 ms and 8 37 ± 1 83 v. For IA subjects, the mean of latency was 320 ± 22 ms while the mean of amplitude was 2 91 ± 1 25 v under non-target stimulation. Under the target stimulation, the means of latency and amplitude were increased to 404 ± 30 ms and 7 43 ± 1 26 v, respectively. The latency of 42 trials' averaged ERPs under target stimulation was longer than that of 558 trials' averaged ERPs under non-target stimulation (p < 0 05), the amplitude of 42 trials' averaged ERPs under target stimulation was larger than that of 558 trials' averaged ERPs under non-target (p < 0 05). The latency difference was not statistically significant (P > 0 05). The P300 amplitude of healthy subjects showed a significantly difference to that of the IA subjects, the amplitude of Internet Addition was lower (P < 0 05).
Because the averaged amplitude of P300 (250-500 ms) of each trial on channel 37 for each subject was treated as the feature signal for further classification. We randomly chose 372 trials in response to non-target stimuli and 28 trials in response to target stimuli as the training set and the rest (186 trials in response 
DISCUSSING
In this study, EEG signals obtained from ten healthy subjects and seven internet addiction subjects were analyzed. ICA algorithm was used to remove artifacts and preserve most brain EEG signals. Selecting all the channels would result in a mass of data analysis. Thus, PCA was applied for channel selection to choose optimal channels and to reduce the dimension for achieving better classification ability. The P300 of each subject was extracted for each trial and the amplitudes of P300 were selected as the feature signals for classification. In order to improve the accuracy of the classifiers and reduce computational costs, Bayesian based method was used as an efficient technique. Bp, bayesian and bayesian regularization neural network classifiers differentiated the two groups with an accuracy rate of above 90% at selected channels, and Bayesian based methods presented higher accuracy. The proposed technique has achieved better classification results when compared with non-selected channels areas.
In conclusion, the average P300 amplitude with both targetand non-target-stimuli in IA group has been found significantly lower than that observed in healthy group (P < 0 05). Therefore, the P300 amplitude is a great feature that can be potentially utilized for differentiating IA subjects from healthy subjects, or evaluating IA in clinic. With the P300 amplitudes used as the feature for classification test, the two Bayesian based classifiers achieved identity and best performance in differentiating the target-and non-target-stimuli with the classification accuracy of over 92%.
