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1. Introduction 
Since Saff [38] published his extension of the de Montessus-de Ballore theorem to multipoint 
Pad& approximations, there have been numerous extensions of that theorem to different types of 
rational approximations. See [1,16,21,26,27,28,29,31,41,42], for results and references. Evidently, 
the de Montessus-de Ballore type theorem is a general principle that should be preserved by any 
reasonable method of complex rational approximation. 
Recently, there has been progress in the convergence theory of Her-mite-Pad6 approximations: 
While Nuttall [35] has considered diagonal Hermite-PadC polynomials of both Latin and 
German type, Graves-Morris and Saff [21] have proved that the de Montessus theorem does 
indeed extend to Hermite-Pade approximations involving German polynomials, that is vector 
valued PadC approximants. Other convergence theorems for this type of approximant have been 
proved by Baker [5], de Bruin [9,10], Goncar and Rahmanov [18] and Nikisin [32]. 
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It is the purpose of this paper to investigate the asymptotic behaviour of Hermite-PadC 
polynomials of Latin type, formed from expressions involving derivatives or powers of a 
meromorphic function f(z). Further, we prove a de Montessus theorem for Hermite-PadC 
approximants that are solutions of a differential or algebraic equation. One novel feature is that 
this is the first such result for approximants that are not necessarily rational functions. Another 
feature that complicates the convergence theory is that there are several ‘denominator’ polynomi- 
als, rather than just one as in [16,21,26,40,41]. Still, the polynomial that is the coefficient of the 
highest derivative or power of f(z) does play an analogous role to the classical Pad& denomina- 
tor. 
The differential or ‘integral curve’ approximants considered in this paper have already been 
applied to various calculations in theoretical physics. See Hunter and Baker [25], Baker and 
Graves-Morris [3] and references therein, Rehr, Joyce and Guttman [37], Styer and Fisher [40], 
and Gammel, Nuttall and Power [17]. Further, Hex-mite-PadC approximations have been used to 
prove irrationality and transcendence of various numbers-see Beukers [6], Chudnovsky [12,13] 
and references therein. Quadratic approximants, the special case of algebraic Hermite-PadC 
approximants involving a quadratic polynomial in f(z), have been considered by Shafer [39]. 
Finally, the algebraic aspects, and structural properties of various vector Pad&, simultaneous 
PadC and Hermite-Pade tables, have been investigated by Baker [4], de Bruin [8], Della Dora 
and di Crescenzo [14], Della Dora [15], Graves-Morris [19,20], Nikisin [32] and Parusnikov [36]. 
For a historical perspective, see Brezinski [7]. 
The paper is organised as follows: In Section 2, we state our main results. In Section 3, we 
prove the theorems for differential Hex-mite-Pad6 approximations, and in Section 4, we prove 
the theorems for algebraic Hermite-PadC approximations. 
2. 
k, 
Statement of results 
Hermite-PadC polynomials of Latin type may be loosely defined in the following way: Let 
m,, ml,. . . > mk be nonnegative integers and let 
M= i (mi+l)-1. 
j=O 
Let So, fl,..., fk be formal power series. Choose polynomials (Hermite-PadC polynomials) 
Q,, Q,,..., Qk of degrees at most m,, ml,. . . , mk such that 
k 
c h(z)Q,(z) = O(z”) formally. 
j=O 
We shall consider the special case in which one of the formal power series is identically 1 and the 
others are derivatives or powers of a formal power series f(z). 
For notational convenience, we use the convention that a polynomial of degree at most - 1 is 
identically zero. Further, we say that a (k + l)-tuple Q = (Q,, Q,, . . . , Qk) of polynomials has 
degree at most m = (m,, m,, . . . , mk) if for j = 0, 1, 2,. . . , k, Q, has degree at most m,. 
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Definition 2.1. Let f(z) b e a formal power series. Let k and L be non-negative integers, and let 
m,, ml,..., mk be integers no smaller than - 1. Let m = ( mo, m,, _ . . , mk) and let 
M= ; (Wzj+l)-I. (2.1) 
J=o 
(i) We say 5 and QL = (Qo,LI Ql,Ly.. . 3 Qk,d are differential Hermite-Pad6 polynomials of 
type (L, m) if 
(a) PL has degree at most L, 
(b) QL has degree at most m and QL f 0, 
(c) 
5 f”‘(z>Qj,L(z) -P,(z) = O(zLfM+‘) formally. (2.2) 
j=O 
(ii) The differential Hermite-Padb approximant of type (L, m) is denoted by [L/m] and 
defined to be a solution y(z) of the linear k th order differential equation 
;: ~“‘(z)Q,,.(d -P,(z) = 0, (2.3) 
j=O 
subject to the initial conditions 
y”‘(O)=f”‘(O), j=O,l,..., k-l. (24 
Remarks. (i) In (2.4), f(j) (0) is the formal jth derivative of f at 0, defined purely in terms of the 
coefficient of zi in f(z). Similarly f (j)( ) z is a formal power series derived from f(z) in the 
obvious way. 
(ii) The notation [L/m] is a contraction of the more usual [L/m,; m,; . . . ; mk]_ 
(iii) Of course, the special case k = 0 of (2.3) and (2.4) is the usual Pad6 approximant. In this 
case (2.3) reduces to 
YQo,, -PL=o, 
which has the explicit solution 
Y = WQo,L = [Vmo]. 
(iv) If Q,JO) # 0, then there is a unique solution for y = [L/m] at least in some neighbour- 
hood of zero, and in fact, in a certain Mittag-Leffler star. In general, however, one has to specify 
carefully the domain in which [L/m] is defined, and one may need to alter the initial conditions 
[2.4] in order to obtain any solution at all. 
In formulating our convergence results, we shall need the following definition. There, as 
elsewhere, we say an n-tuple Q of polynomials with certain properties is essentially unique, if any 
other n-tuple of polynomials with the same properties takes the form cQ, where c # 0. 
Definition 2.2. Let f(z) be meromorphic in 1 z 1 < R (0 < R < co) with at most finitely many 
poles there. Let k be a non-negative integer, let m,, m,, . . . , mk be integers no smaller than - 1, 
and let m = (m,, m,, . . . , mk). 
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(i) We say that a (k + l)-tuple of polynomials Q = (Q,, Q1,. . . , Qk) is a differential multiplier 
(algebraic multiplier) of type m for f in 1 z 1 < R if 
(a) Q has degree at most m and Q f 0, 
(b) C:_=, f”‘WQ ( > , z isanalyticin 1~1 <R.(C”;=,(f(z))‘+‘Q,(z)isanalyticin IzI CR). 
(ii) We say that a (k + l)-tuple of polynomials Q is the unique differential multiplier (unique 
algebraic multiplier) of type m for f in 1 z I < R if it is essentially unique. Further, we say 
that Q is pole-matching if Qk vanishes only at poles of f in I z I -c R. 
It is not difficult to see that if f has 1 distinct poles of total multiplicity p in 1 z I < R and 
M= c (m,+l)--l>,p+kl, M> (k + l)p, (2.5a,b) 
;=o 
then there exists at least one differential (algebraic) multiplier of type m for f in 1 z I < R, and 
that if strict inequality holds in (2.5a), this multiplier is not unique. Surprisingly enough, even 
when equality holds in (2.5a), it still is not necessarily unique-see Section 3. In the following 
result, we shall use the notation 
llgll,=max{ Id4 :zEKL 
for the maximum of a continuous function g on a compact set K. 
Theorem 2.3. Let f be analytic at 0 and meromorphic in I z I < R (0 < R < 00) with 1 distinct poles 
z1, zz,..., I, of multiplicities p,, p2,. . . , p, respectively. Let 
P= c P/Y 
j=1 
(2.6) 
(2.7) 
und 
w = ,I’@ -z/Y’. (2.8) 
Let k be a non-negative integer, let m,, m, . . . mk be integers no smaller than - 1, let m = 
(m,, m,, . . . , mk) and let 
M= c (m,+l)=p+kl. 
;=o 
(2.9) 
(i) There exists a differential multiplier Q = (Q,, Q,, . . . , Qk) of type m for f in I z 1 < R. Assume 
that this multiplier is unique. Then for large enough L, there exist essentially unique differentiul 
Hermite-Pad6 polynomials PL and QL = ( QO,L, Ql,L,. . . , Qk,L) of type (L, m). Further, with a 
suitable normalization of ( PL, QL), we have 
lim Q,,,(z) = Q,(z), j=O, I,..., k, (2.10) 
L-00 
lim P,(z) = P(z), 
L-02 
(2.11) 
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uniformly in compact subsets of 1 z 1 < R. Here P is analytic in 1 z 1 < R and satisfies 
i f”‘(z>Q,(z> -P(z) =O, IzI CR. 
j=O 
33 
(2.12) 
(ii) Assume there exists a unique differential multiplier Q of type m for f in 1 z 1 < R that is pole 
matching. Then, for large enough L, [L/ m exists and is uniquely defined in a neighbourhood of ] 
zero, and may be analytically continued to a single valued analytic function in any open simply 
connected set in ) z 1 -C R whose closure does not contain any of z,, z2,. . . , zI. Further, uniformly in 
compact subsets of ( z 1 c R omitting zl, z2,. . . , z,, 
>$m WA (4 =f (4 (2.13) 
(iii) There is a unique differential multiplier of type m for f in 1 z 1 -C R if 
m=(p,l-1,1-l,..., l-l), (2.14) 
or, if for some 1 < s < n < k, 
m= p-l, l-l ,..., l-1, -1, -l,..., ! -l,sl, l-l )..‘) l-l), 
(2.15) 
n-s S-l k-n 
that is, 
m,=p-1, 
m, = sl; m,_, = mn_2 = . . . = mn_-sf, = -1, 
while all other mj = I- 1. 
(iv) There is a unique differential multiplier Q of type m for f in 1 z 1 
for some 1 < s < k, 
m= p-l, l-l ,..., l-1, -1, -l,..., i -1,, sl), 
(2.17) 
k-s s-1 
that is (2.16) holds with n = k. In this case 
Q= (Q,, Q,,...,Q,-,, 0, O,...,O, S;), 
(2.16) 
: R that is pole-matching if 
(2.18) 
where Qo,. . . , Qk-S are determined by interpolation conditions at zl, z2,. . . , z,. Further, normaliz- 
ing (PL, Qd so that Qk.L is a manic polynomial, we have in any compact subset K of C, 
limsup(lQj,L-Q,ll~‘L~(maxIz,ll)/R, j=o,l,Z,...,k, (2.19) 
L-CC ?I 
while given any compact subset K of 1 z 1 < R, 
lim sup II P,(z) - P(z) Ilk’” < II z II JR. (2.20) 
L-CC 
Finally, if K also omits poles off, 
lim sup II Wml(4 -f(z) IIY” G II z II if/R. 
L-00 
(2.21) 
Remarks. (i) If m is given by (2.14), then Q = (S, 0, 0,. . . ,O), while if m is given by (2.15), then 
Q=(Q,, Q,,...,e,-,,-, WL..,O), 
s-1 
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where Q,,...,Q,_, are defined by interpolation conditions. There are other choices of m that 
lead to a unique differential multiplier that is pole matching. For example, 
m=(-1, -l,..., -1, p-t/d) 
leads to the differential multiplier 
but in this case, we are dealing with the [L/m + kl] Pad6 approximant to fCk), and the 
conclusions of (iv) are standard-see Graves-Morris and Saff [21], Lopez and Vavilov [27], and 
Wallin [42]. It seems an interesting problem to characterize all (k + l)-tuples m that lead to 
unique differential multipliers, and to characterize those m for which the differential multiplier is 
pole-matching. 
(ii) The restriction that Q be pole matching, that is that Qk vanish in 1 z 1 -c R only at poles of 
f, is essential in proving (2.13). It seems interesting to determine to what extent (2.13) persists 
when Qk = 0. 
We now discuss 
Definition 2.4. Let 
ml,..., 
;:I). 
mk be 
(i) We say that 
algebraic Hermite-Pad& approximation. 
f(z) be a formal power series. Let k and L be non-negative integers, and let 
integers no smaller than -1. Let m=(m,, m,,...,m,) and M be given by 
5 and QL = (Qo,LT Ql.L,. . . y Qk,d are algebraic Her-mite-Pade polynomials .^ 
of type (L, m) if 
(a) PL has degree at most L, 
(b) C$. h as degree at most m and QL $0, 
(4 c (fWY+‘Q,,,(4 - PL(z) = O(Z~+~+‘)- 
j=o 
(2.22) 
(ii) The algebraic Hermite-Pade approximant of type (L, m) is denoted by (L/m) and 
defined to be a solution y(z) of the (k + 1)the degree polynomial equation 
5 (Y(z))i+‘Qj,,(z) - PI,(Z) = 0, (2.23) 
J=o 
subject to 
Y(O) =f(O). (2.24) 
Under certain conditions, the implicit function theorem shows that (L/m) exists in a neighbour- 
hood of zero and may be analytically continued to a single-valued analytic function in a certain 
Mittag-Leffler star. 
Theorem 2.5. Let f(z) be analytic at 0 and meromorphic in 1 z ) < R (0 < R < 00) with distinct 
poles zl, z2,. . . , zI of multiplicities p,, p2,. . _, p, respectively. Let p and S be given by (2.6) and 
(2.8) respectively. Let k be a non-negative integer, let m,, m,, . . . , mk be integers no smaller than 
-1, let m = (m,,m ,,..., mk) and let 
M= c (mj+l)-l=(k+l)p. 
J=o 
(2.25) 
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(i) There exists an algebraic multiplier Q = (Q,, Q,, . . . , QJ of type m for f in 1 z 1 < R. Assume 
that it is unique. Then for large enough L, there exists esentially unique algebraic Hermite-Pad; 
polynomials PL and QL = ( QO,=, Q1,L,. . . , Qk,J of type (L, m). Further, with a suitable normal- 
ization of ( PL, QL), we have that (2.10) and (2.11) hold, uniformly in compact subsets of ) z 1 -C R. 
Here P is analytic in 1 z 1 < R and satisfies 
; (f(z))“‘Q,(z)-P(z)=O, IzI <R. (2.26) 
j=O 
(ii) Assume there exists a unique algebraic multiplier Q = (Q,, Q,, . . . , Qk), of type m for f in 
1 z 1 < R, and assume it is pole matching. Let 
H(z)= i (j+l)(f(z))‘Qj(Z)~ IzI <R, (2.27) 
J=o 
and assume that 
H(0) f 0. (2.28) 
Then for large enough L, (L/m) exists in a neighbourhood of zero, and is unique, and may be 
analytically continued to a single valued analytic function in any open simply connected set whose 
closure does not contain any poles off or zeros of H. Further, uniformly in compact subsets of 
I z I < R omitting poles off and zeros of H, 
>iW (L/m)(z) =f (z). (2.29) 
(iii) There is a unique algebraic multiplier of type m for f in I z I -C R if for some 1 < s 6 n < k, 
m= p-l, p-l ,..., p-l, -1, -l,..., -1, sp, p-l ,..., 
(\ P-l). 
n-s+1 S--l k-n 
that is, 
m, = sp; m,_, = m,_2 = a.. = mn_s+l = -1, 
while all other m, = p - 1. 
(2.30) 
(2.31) 
(iv) There is a unique algebraic multiplier that is pole-matching, if for some 1 G s G k, 
m= 
(. 
p-l,p-l,..., p-l, -1, -1, -l,..., -l,, sp), (2.32) 
k-s+1 s-l 
that is (2.31) holds with n = k. In this case, 
Q= (Q,, Q,,...,Q,-,, O,...,O, S’>, (2.33) 
where Q,, Q,,...,Q,-, are determined by interpolation conditions at zl, z2,. . . , zl. Further, 
normalizing ( PL, QL) so that Qk,L is a monicpolynomial, (2.19) IS valid for any compact subset K 
of C, while (2.20) is validfor any compact subset K of ) z I -K R. Finally, if K is any compact subset 
of I z ) -C R omitting poles off and zeros of H, we have 
1’~ “,“P W/4(z) -f(z) Ilk’” =G II z II JR. (2.34) 
+ 
36 G.A. Baker, Jr., D.S. Lubinsky / Convergence theorems for Hermite-Pad; approximations 
Remarks. (a) As in the case of differential HermiteePadC approximations, it seems an interesting 
problem to characterize those m for which there is a unique algebraic multiplier, and to 
determine when it is pole matching. Further, to what extent does (2.29) persist when Qk = O? 
(b) The condition (2.28) seems unnatural, but is essential for the existence of a unique solution 
y = (L/m) of (2.23) and (2.24). Consider 
f(z) = z/(1 + z)’ 
and let k = 1 and m = (1, 2). Further, let 
Qob) = z and Q,(z) = -(l +z)*. 
We see that fQ, +f*Q, = 0, and hence Q = (Q,, Q,) is an algebraic multiplier of type m for f 
in Q=. As Q, vanishes only at - 1, this multiplier is pole matching, and one can also show it is 
unique. Let L be a nonnegative integer. We see that 
fQ, + f *Q1 - 0 = 0 = 0( z~+~+I), 
so that 0 and ( Qo, Q,) are algebraic Hermite-Pad6 polynomials of type (L, m) for f. However 
the equation 
yQ,+y*Q,-0=0 
subject to y(0) = f(0) = 0, has two distinct solutions, namely y = f and y = 0. Of course, in this 
example, H(0) = 0. 
(c) Rather than considering interpolation only at 0, one may replace (2.2) or (2.22) by 
conditions such as 
~f”‘(xr)Q,,,(x,)-P,(x,)=O, r=l,2,...,L+M+l. 
j=o 
One can prove similar convergence results to Theorems 2.3 and Theorem 2.5 if one restricts the 
distribution of the interpolation points. 
(d) Let k be a given positive integer and let f be meromorphic in C. Theorem 2.3 shows that 
we can choose a sequence of (k + l)-tuples m, = (m,,,, IN,,,, HZ*+,. . . , m,_), n = 1, 2, ._. , with 
Mk_>O, n=l,2 )... and positive integers L,, n = 1, 2, 3,. . . such that 
/im_ [L,/%](Z) =fM 
uniformly in compact subsets of Q= omitting poles of f. (Similar remarks apply to (L,/m,,)). 
Thus differential Hermite-Pad6 approximants share with ordinary Pad6 approximants, the 
ability to sum functions meromorphic in Q=. 
3. Differential Hermite-Pad6 approximants 
We first prove the following lemma. 
Lemma 3.1. Assume the hypotheses on f and m in Theorem 2.3, and assume the notation (2.6) to 
(2.9). 
(i) There exist differential Hermite-Pad; polynomials PL and QL = ( Qo,L, Ql,L,. . . , Qk,j of 
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type (L, m). Let us normalize ( PL, QL) so that all coefficients of powers of z in QO,L, Ql,=, . . . , Qk,L 
have absolute value at most one, with equality for at least one coefficient. 
(ii) Let 9’ be any infinite sequence of integers. We can extract a subsequence 9” of 9 such that 
lim Qi,L(z) = Q;(z), j = 0, 1, 2 ,..., k, (3.1) 
G.? 
uniformly in compact subsets of C. Here Q * = (Q:, Q;F, .. . , Qc ) ts a i eren la multiplier of type dff t’ 1 
mforfin IzI CR. Further, 
lim P,(z) = P*(Z), 
is 
uniformly in compact subsets of ( z \ -C R, where P*(z) is analytic in 1 z ( < R and 
;f”‘(z)Qt(z)-P*(z)=O, IzI CR. 
/=o 
(3.2) 
(3.3) 
Proof. (i) The existence of PL and QL follows as these polynomials contain 
(L+l)+ c (mj+1)=L+M+2 
j=O 
coefficients, while (2.2) leads to A4 + L + 1 homogeneous linear equations. Thus there exists 
( PL, QL) f 0 satisfying (2.2). Further, if QL = 0, then PL = 0. so QL $0. 
(9 Since Qo,L, Ql,L,. . . 9 Qk,t involve althogether M + 1 coefficients, all bounded above in 
absolute value by 1, we may choose a subsequence 9’ of 9’ for which the coefficients converge 
and hence (3.1) holds. The limiting polynomials Q* = (Qc, . . . , Qc) have degree at most m, and 
Q* f 0, since each QL contains at least one coefficient with absolute value 1. Let 
T(z) = $(z)s(z), 
a polynomial of degree p + kl. We note that T(z) f (k)( z is analytic in 1 z 1 < R. Then in view of ) 
(2.2), Cauchy’s integral formula yields for 1 z 1 -c r < R, 
T(z) 5 f”‘(z)Q,,,(z) -P,(z) 
j=O 
1 z- 
J 27ri Itl=r 
T(t) ; f”‘(t)Qj,L(t) -P,(t) ,‘{ tL+M+l(t - z)} dt 
j=O 1 
1 
= 2ai ,t,= T(t) i’ f”‘(t)Q,,&),{ tL+M+‘(t - z)} dt, J r j=o 
since for fixed z, 
T(t)P,(t)/{ tL+M+’ (t-z)} =0(t-“), ItI + 00, 
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by (2.9), and is analytic as a function of c in 1 t 1 > Y. In view of our normalization of cJ,,~, 
j=o, 1,. e.3 k, and as r < R was arbitrary we see that uniformly for 1 z 1 G r’( < Y) < R, 
< J-'/R. (3.4) 
Together with (3.1), this shows that uniformly in compact subsets of 1 z ( -c R omitting poles of 
f> 
lim P,(z) + c f”‘Q,*(z). 
4 2 j=O 
P-5) 
But { PL} is a sequence of polynomials and, for some suitable E > 0, converges uniformly on the 
circles 1 2 - z; 1 = 6, j = 1, 2, . . . , I. It follows that P;converges at zJ as well and converges 
uniformly in compact subsets of I z I < R to a function P(z), which must be analytic in 
1 z I < R. Hence the right member of (3.5) must be analytic in I z I c R, and (3.2) and (3.3) hold. 
As Q* $ 0, it is a differential multiplier of type m for f in 1 z ) < R. 0 
We note that we have indirectly proved the existence of a differential multiplier of type m for f 
in I z I < R. A simpler approach, however, is the following: Let Q = ( Qo, Q,, . . _ , Qk) f 0 be of 
degree at most m, with 
M= 5 (mj+l)-l>,p+kl. (3.6) 
j=O 
It is easy to see that Q is a differential multiplier of type m for f in I z 1 < R if and only if for 
some small E, 
/ Ir--e,l=C 
(z-z;)’ 5 f’“)(z)Q,(z) dz = 0, 
n=O 
s=O, 1,2 ,..., p,+k- 1, j=l,2 ,..., I. (3.7) 
In view of (2.6), this gives rise to 
c (p,+k)=p+kZ 
j=I 
homogeneous linear equations involving the coefficients of Q. As Q contains M + 1 2 p + kl + 1 
coefficients, there must be a non-trivial solution. Further, if strict inequality holds in (3.6), it is 
clear that there are at least two linearly independent differential multipliers. We can now 
complete the proof of Theorem 2.3(i). 
Proof of Theorem 2.3(i). The existence and convergence of Hermite-PadC polynomials PL and 
QL of type (L, m) (suitable normalized) follows easily from Lemma 3.1 and the fact that there is 
a unique differential multiplier of type m for f in ( z I -c R. It remains to prove that for large 
enough L, the Hermite-PadC polynomials of type (L, m) are essentially unique. Let us assume 
that for some infinite sequence 9 of integers, and for all L E 9, there exist two linearly 
independent sets (P,“, Q,” and (PL, QL) of Hermite-Pad& polynomials of type (L, m). It 
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follows easily from (2.2) that Q,” and QL are linearly independent. In view of Lemma 3.l(ii), we 
may normalize QZ and QL so that at least as L + 00 in some subsequence 5“’ of 9, both Q,” 
and QL converge to the unique differential multiplier Q = (Q,, Q,, . . . , Qk). 
Choose j such that Qj f 0, and choose some integers s such that the coefficient of zs in Qj is 
non-zero. Then, for large enough L E Y’, the coefficients of zs in QTL and Qi,L are non-zero 
and both converge to the same non-zero number. Hence for large L E Y”, we can choose (Ye, p,, 
such that as L+ 00, LEE", 
ap:, PL. + -+, 
and the coefficient of zs in aLQj,L + j3,QTL is zero. 
But, because of linear independence of QL and Q,“, (Y~( PL, QL) + bL( P,", QE) are 
Hermite-PadC polynomials of type (L, m), and so Lemma 3.l(ii) shows that some subsequence, 
suitably normalized, must converge to Q. This is impossible, as the coefficient of zs in Qj is 
non-zero. Thus the Hermite-Pad& polynomials of type (L, m) are essentially unique for large 
enough L. 0 
Let g be a function meromorphic in 1 z 1 < R. We shall denote the Mittag-Leffler star of g 
with respect to a ( 1 a 1 < R) by &‘( g; a). As in Hille [24, p. 3261, z E SZZ( g; a) iff g is analytic at 
all points of the segment { xa + (1 - x)z : x E [0, l]}. Under the assumptions of Theorem 2.3, we 
see that 
&(f; a)= {z: ]z] CR}\ ;1 {(1-x)a+xz,:x~[l, KI)}. 
j=l 
It will be useful to reformulate (2.3) and (2.4) as a matrix equation and to give a subscript to 
y = yL. Define k by 1 vectors wL( z), w*, bL( z) and a k X k matrix A as follows: 
WL = WL( 
AL(Z) = 
bL(4 = 
4 = 
1 
YL ’ 
Yf. 
. ) 
yik-l) 
i 
0 
0 
W *= 
1 
0 
0 
’ f(O) ’ 
f ‘(0) 
> 
f&(o) / 
0 
1 
. . 
. . 
0 ..: 
0 
0 
0 1 
-Q,,,(z) -Q,,,(z) -Q,-,,,(Z) 
\ Q,,,(z) Q,,,(Z) ‘.’ Q,,,(Z) 
0 
0 \ 
0 
b(Z)/&(Z) 1 
(3-g) 
(3.9) 
(3.10) 
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Then (2.3) and (2.4) are clearly equivalent to solving 
G> =U+k(z) + &(Z>? (3.11) 
subject to the initial condition 
WL(O) = w*. (3.12) 
When (2.10), (2.11) and (2.12) hold, we may also define A,(z) and b,(z) if we replace Q,.L by 
Q, and PL. by P in (3.9) and (3.10). Defining 
/ f(z) \ 
we see that (2.12) may be rewritten as 
Y&> =&(z)%(z) + k(z), (3.13) 
and further, we have 
w,(o) = w*. (3.14) 
We shall also need the following vector and matrix norms: For any (k + 1)-vector 0 = 
( uO, ul,. . . , u,)~, we set 
l/2 
Ilull = ; Iu,12 T 
I i J=o 
while given any (k + 1) x (k + 1) matrix A, 
IIAII = ~uPII~~ll/ll~ll~ 
U#O 
Proof of Theorem 2.3(ii). First note that by Theorem 2.3(i), (2.10) holds, and by hypothesis, Qk 
vanishes in 1 z 1 -c R only at the poles of f. It then follows from standard results [24, Theorem 
9.2.11 and [22, Corollary 9.3b] that (3.11) and (3.12) have a unique solution We, in the 
Mittag-Leffler star &(l/Qk,L; 0), which, for large L, contains a neighbourhood of zero. 
Further, wL may be analytically continued to a (not necessarily single-valued) analytic function 
in {z: ]z] <R}\{z:Q,,,(z)=0}. 
LetO<E<r<R,andlet K={z: IzI<r, Iz-z,]>,r,i=1,2,...,f}.Itisnotdifficultto 
see that for some suitable complex number a close to 0, and for all large enough L, 
=d(l/Q,,,; a> u~(b’Q,,,; 0). 
In each of &‘(l/Qk,L; a) and &(l/Qk,L; 0) (which are simply connected) w, may be uniquely 
defined as a single-valued analytic function and is a solution of (3.11) and (3.12) since AL(z) and 
bL(z) are analytic there. 
In order to prove (2.13), we must estimate w, - w,. To this end, note first that any point z in 
K can be joined to 0 by a path {y(t) : t E [0, l]} consisting of at most two line segments and 
lying wholly in &(l/Qk.L; a) for large L or wholly in J@‘(Z/Q~,~; 0) for large L. Thus y(O) = 0, 
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y(l) = z and y’(t) is piecewise constant with at most one discontinuity. In fact, we may choose y 
so that its piecewise derivative satisfies, except possibly at one point, 
/r’(t) I 6 2R, fE [O, 11. 
The reader may convince himself of this, by drawing a diagram of K, ~9’(l/Q~,~; 0) and 
dWQk L 4. 
Then, ‘if 0 < t d 1, 
(%_ - %)(Y@)) = (% - %)(Y(O)) + j?N’,. - %J’(Y(~))Y’(~) dn 
= O’(&+ + b, -A,:= - &)(Y(u))Y’(u) du J 
(by (3.11), (3.12), (3.13) and (3.14)) 
= A, -&,)w, +A,& - w,) + b, - ~)(Y(u))Y’(u) du. 
Thus, for 0 < t 4 1, 
It (ww, - w,)(Y(t)) II G 2RA, +- 2R J *R. II& - w,)(Y(u)) II du, 0 
where 
Note that by Theorem 2.3(i), and by (3.9) and (3.10), AL + 0 as L + co, while vL 
Applying Gronwall’s Lemma [24, Theorem 1.6.61 to (3.15), we obtain 
Ilh - %)(Y(t)) II G 2RAL. exp(2Rv,(f - O>>, t E [O, 11, 
so that for large enough L, and all z E K, 
Ilbv w,>(z> II G 2W. exp@Rd. 
Then, as y, and f are components in w, and w, respectively, 
llLW4 -fllK= llk-fllK~ ~~~II~L(+~m(411 4 as L+m. 
We next turn to the proof Theorem 2.3(iii). 
_ 
(3.15) 
(3.16) 
(3.17) 
+Tj<CQ. 
(3.18) 
q 
Proof of Theorem 2.3(iii). We shall consider m given by (2.15). The proof for m given by (2.14) 
is similar, but much easier. 
Firstly, (2.9) follows easily from (2.15). Hence, there exists at least one differential multiplier 
of type m forf in ]z] CR, say Q=(Q,, Q,,...,Q,), so that 
5 f (j)Q, is analytic in I z ) < R. 
;=o 
As f (k) has a pole of order 1 higher than f’“-” at zi, z2,. . . , zI, it follows that Qk must vanish 
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at zi, z2,..., z,. Since (unless n = k) Qk has degree at most 
this way, we see that 
Qk=Qk_i= ... =Q,+,=O. 
Hermite-Pad6 approximations 
I- 1, we have Qk = 0. Continuing in 
Next, by our convention on polynomials with negative degrees, we have 
Qn_i = Qn-2 = . . . = Qnps+, = 0. 
Thus, 
n--s 
f”‘Q,, + c f’j’Qi is analytic in ( z 1 -C R. 
J=o 
(3.19) 
Now, f’“’ has a pole of order s higher than f’“-“’ at zi, z2,. . . , z,; so Q, must have a zero of 
multiplicity at least s at zi, z2,. . . , z,. As m, = sl, we have 
Q, = cSS> (3.20) 
where possibly c = 0. However, if c = 0, then Q, = 0, and 
n--s 
C f “‘Qj 
j=O 
is analytic in ( z ( < R. Here Q,, . . . , Q,_, have degree less than I; so, as above, Q, = Q2 = . - . 
= Q,_, = 0. Further then, !Q, is analytic in 1 z 1 < R, which implies Q, = 0, as it has degree less 
than p. This contradicts Q + 0. Thus c f 0 and we may assume that c = 1. 
Next, we may write 
f(j)(z) = gj(z)/(S(z)S/(z)), j= 0, 1, 2 ,..., k, 
where g, is analytic in 1 z ) < R and does not vanish at zi, z2,. _ . , z,. Then, we have from (3.19) 
and (3.20) that 
is analytic in 1 z 1 < R, and so multiplying by ST-“-‘S, 
L-,(z) = g,(z)&‘(z) + g,-,(z)&-lQ,-,(z) 
is analytic in 1 z 1 < R. It follows that g, + g,_,Q,_, vanishes at zi, z2,. . . , z[, and as g,_,(zj) f 
0, j = 1, 2,. . . ,I, Q,_, must be the unique interpolation polynomial of degree at most I - 1 to 
-g,/g,-, at zl, z2,. . ., zI. Thus Q, _-s is uniquely determined. We now have that h,_,_ 1, 
go, gl,-.., and 
i 
n-3-1 
hn-s-,(z)S, ('-'-l'(Z) + C gj(Z)S,'(z)Qj(Z) 
j=O 
are analytic in 1 z ) -c R. Exactly the same argument as above shows that QnPs_i must be the 
unique interpolation polynomial of degree 1 - 1 to - h, _s_ Jg, _s_ 1 at zi, z2,. . . , z,.Continuing 
in this way, we see that Q,_,, Qn_s_l,. . ., Q, are unique interpolation polynomials of degree 
G.A. Baker, Jr., D.S. Lubinsky / Convergence theorems for Hermite-Pad6 approximations 43 
I - 1 to some analytic function at z,, z2,. . . , zl_ Finally, we see that for some function h,, 
analytic in 1 z 1 < R, 
(h,(z) + s,(z)Q&>)/~(z> 
is analytic in 1 z 1 < R, and hence Q, must be the unique interpolation polynomial of degree at 
most p - 1, to -ho/g,, at zi, . . . , z( with multiplicities p,, . . . , pt respectively. •I 
In the case k = 1, so that (2.9) becomes 
m,+ml+l=p+I, 
it is easy to provide simple examples of nonuniqueness of differential multipliers Q = (Q,, (2,): 
(i) If m, = I- 2, m, =p + 1, then we may choose Q = (SZ, 0), where Z is any polynomial of 
degree at most 1 such that Z f 0. 
(ii) If m, = I+ 2, m, =p - 3, then we may choose Q = (QO, S,Z), where Z is a polynomial of 
degree two that vanishes at two of the poles of f, while Q, is chosen by p - 2 interpolation 
conditions to ensure that fQO +f’Qi =fQ, + f ‘S,Z is analytic in I z I < R. When f has more 
than two distinct poles, there is more than one way of choosing Z. 
Finally, we complete the 
Proof of Theorem 2.3(iv). Since m is given by (2.17), the proof of Theorem 2.3(iii) shows that 
Q = <Q,, Q,, . . ., ekes, 0,. . . ,O, .W, where Q,, Q,, . . . , Qk-, are defined by interpolation condi- 
tions at z,, z2,. . . , z,. Thus (2.18) holds. 
We proceed to establish (2.19), (2.20) and (2.21). From (2.18), (2.12) (3.4) and the definition 
of T, 
lim sup 
L-00 II 1 S:(z)S(z) ,$of'J'b,(Q,,&) - Q,(z)) - (f’,(z) -P(z))) / 
i/L 
d r/R, 
Irj<r 
(3.21) 
for any r -c R. If we normalize ( PL, QL) so that Qk,L is a manic polynomial (as we now do), it is 
clear from (2.10), (2.18) and the proof of (3.4) that (3.21) is still valid. Now ftk’$S is analytic in 
I z I < R and non-zero at z,, z2,. . _ , z,. Then, for small enough c > 0, fCk’$S is non-zero in 
B(j)= (2: /z-z,1 <6}, j=l,2 ,..., 1. 
Taking account of (2.18) and dividing (3.21) by fCk’$S, we obtain for j = 1, 2,. . . , 1, 
/I 
k-s 
“F+;P Q,&> = S;(z) + 1 (f(‘)/f(k))(4(Q,,L - Q,)(z) 
J=o 
l/L 
- PL - p)(+P’(4 d (lz,l +w. 
B(J) 
(3.22) 
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Since { f’“‘/f’k’}(Q,,L - Q,) (0 <j =S k - s) and ( PL - P)/f (k) all have a zero of multiplicity at 
least s at z,, j = 1, 2,. . . , I, we can use (3.22) and the arbitrariness of E to deduce 
lim sup ) { Qk,L - S;)“‘( zl) (L/L G I z, I/R, 
LAW 
r=0,1,2...s-1; t=l,2...1. (3.23) 
For example, we can expand the function whose norm appears on the left hand side of (3.22) in a 
Taylor series about z = z, and note that only Qk,L - Sf make contributions to the coefficients of 
(Z-zZ,)r, t-=0,1 )...) s - 1. Then standard bounds on Taylor series coefficients yield (3.23). 
Now let 2 denote the polynomial of degree sl - 1 that interpolates to Qk,L - ST at zi, z2,. . . , z,, 
with multiplicity s at each point. Then Qk,L - Sf - Z has a zero of multiplicity s at zi, . . . , z,, 
and has degree sl- 1, as both Qk,L and Sf are manic. Thus it must be identically zero, and so 
Q,.,(Z) - S;(z) = Z(z) = i i’(Q,,, - %)“‘(z,)h,(z), 
r=l ;=o 
where b,,, j=O,l,..., s-l; t=l,2 ,..., 1 are certain basis polynomials of multiple interpola- 
tion that depend only on s and z,, z2,. . . , zI (compare Graves-Morris and Saff [21, p. 2351). It 
then follows from (3.23) that given any compact subset K of C, 
lim SUP/)Q~,~ -SsIIyL~y= (maxit, 1)/R. (3.24) 
L-00 
Now let us suppose, as an induction step, that for every compact subset K of @, and for some 
positive integer q, 
lim sup II Q,,L - Qj Ilk’” G Y, (3.25) 
L-00 
for j=k, k-l,..., k - q + 1. We know from (3.24) that it is true for j = k, and it is trivially 
true for j = k - 1, k - 2,. . . , k - s + 1, since Qj,L = Q, = 0 for those j. Thus we may assume 
that q 2 s. We now show (3.25) is true for j = k - q as well. Using (3.25) for k - q + 1 <j < k in 
(3.22) and then multiplying (3.22) by f (k)/f (k-q), we see that for j = 1, 2,. . . , q, and E 
sufficiently small, 
+ 11 
k-q-l 
IiF “,“P Q,-,,,(Z) - Q,-,(Z) •t ,Fo (f (.i)/f(k-q))(Z)( Qj,L(z) - Q,(z)) 
ji 
I/L 
-(P, - P)(Z)/f+qZ) 
B(j) 
< (Y + c/R). (3.26) 
Note that although the convergence in (3.26) is initially uniform only on an annulus centred on 
z, (since f (k)/f(k-q) is singular at z,), the function whose norm appears in the left member of 
(3.26) is analytic in B(j), and so (3.26) holds as stated. Since each term in the left member of 
(3.26) has a zero at z,, j = 1, 2,. . . , I, except possibly Qk_q,L - Qk-q, we deduce that 
lims~p]Q,_q~,(Z~)-Q,~~(z,)]~‘~~~, j=l,2,...,1. (3.27) 
L+cr: 
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Then if 2 denotes the polynomial of degree at most I - 1 that interpolates to Qk_,,L - Qk-, at 
zt, z7_, . . . , Zl, we see that Qk_,,L - Qk_, - Z must vanish identically, as it has degree at most 
I - 1. Thus 
Q,-,,,(z) - Q,-,(z) = Z(z) = c ( Q,-,.L(z.,) - Q,-,(z,))b,(z)~ 
J=l 
where h,, b2,..., b, are fundamental polynomials of Lagrange interpolation at zl, z2,. . . , z/. 
Then, using (3.27), we obtain (3.25) for j = k - q as well. 
Thus, by induction, (3.25) holds for j = k, k - 1,. . . , 2, 1. The proof that (3.25) holds for j = 0 
is entirely analogous to the proof for j = k: One uses (3.25) for j = k, k - 1,. . . ,I, as well as 
(3.22), and one multiplies (3.22) by f’“‘/f. One can show, as above, that 
lim sup I{ Qo,L - Q,}“‘( z,) /“Ld < y, r=l,2 P ,..., ,’ j=l,2 ,..., 1. 
L+nO 
As before, this implies (3.25) for j = 0. 
Thus (2.19) holds, and we proceed to prove (2.20). Firstly (2.19) and (3.21) immediately yield 
(2.20) in compact subsets K of 1 z 1 < R, omitting poles of f. Since PL and P are analytic in 
1 z 1 -c R, (2.20) follows for any compact subset K of 1 z 1-c R. 
Finally, in order to prove (2.21), let use assume the notation of (3.8) to (3.14). Let 0 < E c r < R 
and K={z: (z( <r, (z-z,\ >,c, j=l,2 ,..., I}. Then (3.18) shows that for large enough L, 
II [L/ml -f II 6 ~2; II dz> - s&> II G 2W. exd4Rh 
where A, is given by (3.16) and n is independent of L. From (2.19) (2.20) (3.9), (3.10) it is not 
difficult to see that 
lim supAILL G r/R. 0 
L+CFZ 
4. Algebraic Hermite-Pad6 approximants 
The proof of Theorem 2.5 is quite similar to that of Theorem 2.3, and we shall give full proofs 
only when there are significant differences. 
Lemma 4.1. Assume the hypotheses on f and m in Theorem 2.5 and assume (2.25). 
(i) There exist algebraic Hermite-Pad6 polynomials PL. and Q, = ( Q,,L, QI,L,. . . , Qk,L) of type 
(L, m). Let us normalize (PL, QL) so that all coefficients of powers of z in Q,,,, Q,,L, _ . _, Qk,L 
have absolute value at most one, with equality for at least one coefficient. 
(ii) Let 9 be any infinite sequence of integers. We can extract a subsequence 9’ of 9 such that 
(3.1) holds uniformly in compact subsets of @, while (3.2) holds uniformly in compact subsets of 
Izl<R. HereQ*=(Q,*, QI* ,..., Qt ) is an algebraic multiplier of type m for f in ) z 1 < R, while 
P * is analytic in 1 z I -C R. Further, 
;: (f(z))“‘Q;(z)-P*(z)=O, IzI CR. 
j=O 
(4.1) 
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Proof. This is similar to that of Lemma 3.1. Further, uniformly for 1 z ( < r < R (as at (3.4)) 
; (~(z))‘+~Q&) -C(z) <r/R. 0 
j=O 
(4.2) 
The proof of Theorem 2.5(i) is almost identical to that of Theorem 2.3(i). The chief difference 
between the proofs of the two theorems is in the proof of Theorem 2.5(ii). 
Proof of Theorem 2S(ii). Unfortunately, we could not find any ‘global’ form of the implicit 
function theorem that would yield the conclusion of Theorem 2S(ii). Hence we include the (by 
no means trivial) details. 
Step I: F( z, y) and F’( z, y). 
Define functions of two variables 
k-l 
F(z, Y> =Yk+’ + C Y’+‘Qj(Z>/Q/c(Z) - P(Z)/Qk(Z), 
j=O 
and for L = 1, 2, 3,. . . , 
k-l 
(4.3) 
FL(z, v> =#‘+I + c Y’+l~,,.bt’Q,,,~~~ - &b%‘Q,,,b+ (4.4) 
j=O 
Note that, by Theorem 2.5(i), 
lil,FL(z, Y) = F(z, Y). (4.5) 
uniformly for y in compact subsets of @ and z in any compact subset of @, omitting 
Zl, z2,..., z,. In particular, for fixed 1 z ( < R, z not a pole of f, (2.26) implies that 
F(z, f(z)) = 0, (4-6) 
and hence Hurwitz’s Theorem shows that there exists Y, = Y,(z) such that 
F,(z, Y,) =0 and pim Y,(z) =f(z>. (4.7) 
Step 2: Boundedness of the roots. 
Let K be any compact subset of 1 z 1 -c R not containing any poles of f. We show that there 
exist C and L, depending only on K such that 
LaL,, z~Kand F,(z, y)=Oimplies IyJ <C. (4.8) 
Firstly, by (2.10) and (2.11), and as Qk vanishes in ( z I < R only at zI, z2,. . .; z,, there exist C, 
and L, such that for L z L, and z E K, 
lQ,,,(+Q,,,(z)I <C,, j=o,l,...,k-1, 
and 
I J’&b’Qk,~(z) I G G. 
Then, if FL(z, y) = 0, (4.4) shows that 
IYI k+lGC,(k+l) max(1, lyl”}, 
and this easily yields (4.8). 
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Step 3: Analyticity of the roots. 
Let K be a compact subset of 1 z 1 < R containing no poles of f nor zeros of H (where H is 
given by (2.27)). We show that there exists c > 0, depending only on K, with the following 
properties: 
Let z’ E K and { Y,} satisfy 
F&‘, YL) = 0, (4.9) 
and 
lim Y, =f(z’). (4.10) 
L+'X 
Then there exists L, = L,(z’) such that for L 2 L,, there exists a unique function g, analytic in 
jz -z’l (6, with 
F,(z, gL(z))=O, (z--z’1 (6, (4.11) 
and 
g&‘> = YL. (4.12) 
The fact that 6 is independent of L >, L,( z’) and z’ will be crucial in the next step. 
We denote by FL,y( z, y) and F,(z, y) the partial derivative with respect to y of FL( z, y) and 
F(z, y) respectively. Note that 
F& f(z)) = i (j + l)(&))‘e,(z)/Q,(z) = H(z>/Q,(z)- (4.13) 
j=O 
Further, if z’ E K and (4.10) holds, we see from (4.3) and (4.4) that 
lim FL,y (z’, 
L-00 
YL) = Fy(z’, f(z’)) = H(z’)/Q,(z’) # 0. 
Let 
(4.14) 
C2=~rnin{ IH(z)/Q,(z)I:zEK} (>O). 
If follows from (4.14) that for L >, L,(z’), 
I FL&‘> YL) 12 c*. (4.15) 
It is important to note that C, is independent of L and z’. Since we may assume L, 2 L,. (L, as 
in Step 2) and since (4.9) holds, we have from (4.8) 
IY,] GC, L>,L,(z’). (4.16) 
In view of (4.9) and (4.15), the implicit function theorem [30, p. 109; 23, p. 2691 implies the 
existence of a unique function g,, analytic in {z: llz-z’l <E}, some e>O, such that (4.11) 
and (4.12) hold. We must show that E may be chosen independent of z’ and L 2 L,(z’). To this 
end, we apply Theorem 9.4.5 in [23, p. 2721. 
Firstly, for (z, y) close to (z’, Y,), and L z L,(z’), 
F,(z, Y) = E c,n(z - z’)j(r - Y,)“, 
j,n=O 
where cj,, = 0 for n > k + 1, and for j, n = 0, 1, 2,. . . , 
aJ+n 
cJn = ---FL(z’, azjayn 
r,>/W% (4.17) 
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In particular, by (4.9) co0 = 0, while by (4.15) 
I%ll =IF,,,.W YL)l=P 
Now, let us write 
Z=z-z’ and W=y- Y,. 
Then, we see that solving for y = gL( z) satisfying 
&(z, Y) = 0, AZ’) = Y, 
is equivalent to solving for W = W(Z) satisfying 
IV= G,(Z, II’), W(0) =O, 
(4.18) 
where 
G,(Z, J+‘> = - E (~~n/co,)Z’W” - (c,,/c,,)Z. 
J,“=o 
J+“>2 
This is precisely the form considered by Hille [23, p. 270, (9.4.22) following]. If we can show that 
the coefficients cJn/cO1 admit a bound such as 
]Cj”/CO1] <C&j, j, n=o, 1,2 )...) (4.19) 
where C, and 6 are independent of z’ E K and L 2 L,( z'), then Theorem 9.4.5 in [23, p. 2721 
shows that we may choose c independent of z’ and L >, L1( z'). 
Choose a compact subset K, of 1 z I -c R, omitting poles of f, such that K is contained in the 
interior of K,. Let 6 be the distance from K to the boundary of K,. Then each point in K lies at 
the centre of a circle of radius 6 that is entirely contained in K,. Consequently, standard bounds 
on Taylor series coefficients and (4.16) and (4.17) shows that for j, n = 0, 1, 2,. . . , 
Ic,,l Gmax{ IF,(z, y)l:zEK,, IyI =GC+1}6--‘. 
In view of (4.18) and the uniform convergence of F’( z, y) to F( z, y) for z E K, and 1 y ] d Y + 1, 
we obtain (4.19), and Step 3 is complete. 
Step 4: Existence, Uniqueness and Convergence of (L/m). 
Let U be an open, simply connected subset of 1 z I -c R, containing 0, and such that its closure 
K = & is a compact subset of ) z I < R containing neither poles of f nor zeros of H (where H 
satisfies (2.27) and (2.28)). Let c be the positive number associated with K in Step 3. 
Let B, be a ball, centre 0, radius E. Now, by (4.4), 
&(O, f(0)) = 
i 
; f(o)'+'Q,,d') -C(O) /Q/d) =O, 
J=o 1 
by (2.22). Thus Y, =f(O), L = 1, 2, 3,. _. satisfies (4.9) and (4.10) with z’ = 0. Then, by (4.11) 
and (4.12) there exists L, = L,(O) with the following property: For L > L, there exists a unique 
function gL(z), analytic in B,, such that 
&(z, &(Z)) = 0, z E B,> (4.20) 
and 
g, (0) = F(O). (4.21) 
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Thus (L/m) = g, exists and is unique in B,. Further as (4.20) holds, it follows from (4.8) that 
for La&, lgLl is uniformly bounded in compact subsets of B. Hence, if 9 is any infinite 
sequence of integers, we may extract a subsequence Sp’ from 9, such that as L + co, L EY’, 
we have g, + g uniformly in compact subsets of B. Here g is analytic in B and by (4.20) 
satisfies 
F(z, g(z)) = 0, z E B,, (4.22) 
and 
g(0) =f(O). (4.23) 
But F,(O, f(0)) = H(0)/Qk(O) # 0, by (2.28), and the implicit function theorem shows that there 
is a unique analytic function g satisfying (4.22) and (4.23). Since f satisfies (4.22) and (4.23), we 
have g = f. We deduce that uniformly in compact subsets of B,, 
FiW (L/m)(z) = ~$agL(4 =fM 
We now analytically continue (L/m). Let z’ E B,. Since Y, = gL( z’) satisfies (by 
(4.9) and (4.10), Step 3 shows that there exists a unique function AL(z), analytic in 
- z’ 1 -c c}, such that 
J”(z, h,(z)) = 0, z E B, 
and 
hL(Z’) = Y, = gL(z’) 
(4.20)) both 
B,={z: Iz 
provided only that L > L2( z’). But at least in B, f? B,, g, has the properties of h,, and so 
h, = g, and HL continues g, analytically from B, to B,. Further, the uniform bounds given by 
(4.8) hold for h,, and we deduce that 
>$nr (L/m)(z) = j$+z) =fW 
in B,, since the limit is f(z) in B, n B,. Since e is independent of z E @, we may after finitely 
many such steps continue (L/m) to all of %, provided only that L is large enough. The uniform 
convergence of (L/m) in compact subsets of % follows along the way. 
Finally, any compact subset of 1 z I < R omitting poles of f and zeros of H is contained in the 
union of at most two such sets a. Thus (2.29) follows. q 
The proof of Theorem 2.5(iv) is very similar to that of Theorem 2.3(iii) and so is omitted. We 
shall, however, outline the proof of Theorem 2.5(iii). 
Proof of Theorem 2.5(iv). Let m be given by (2.32). Then (as in the proof of Theorem 2.3(iii)), Q 
must be given by (2.33). The proof of (2.19) and (2.20) is very similar to that in the case of 
Theorem 2.3(iv). It remains to establish the geometric convergence (2.34). Let K be a compact 
subset of I z I < R containing neither zeros of H nor poles of f. We can write 
(L/m)(z) =fH + 44 
where, by Theorem 2.5(ii), 
lim 11 eL 11 K = 0. 
L-00 
(4.24) 
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Then substituting y = (L/m) =f+ eL into (2.23) and using the binomial expansion, we obtain 
x+1 
where 
c M4PL.r(4 -&b> = 0, (4.25) 
i-=0 
hL,rb> = jzn,a; r-1) i’; ’ j(/(z))'"-'Q,,,(z), r=o, 1,2 )...) k+1. (4.26) 
Note that uniformly in K, (2.27) shows that 
liFmhL,,(z) = >imm i (j+ l)(f(z))"Q,,L(z) =ff(z). 
J=o 
Hence, from (4.25) and (4.26), we have uniformly in K, 
k+l 
4ww + o(l)) + (44) c (~L(W2~L,rW 
r=2 
= - J~o~~~~,~~+'Q,,,(i) +C(z>. 
Here, for large enough L, 11 h,,, 11 K is bounded independent of L and r. Together with (4.24) 
and (4.2), this yields 
lim SUP II cL I,$‘:/” d II z II JR, 
L+rr, 
and (2.34) follows. 0 
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Abstract: We consider semidiscrete and single step fully discrete approximations to the solutions of the time dependent 
incompressible elasticity equations. Two methods of dealing with the constraint are analysed: (a) a formulation 
involving a ‘discrete’ form of incompressibility condition and (b) a penalty formulation. H’- and L2-error estimates 
are obtained. 
1. Introduction 
The equation of motion of an isotropic elastic body fi c R ’ (n = 2, 3) with small deformation, 
is: 
PS =@+/-4 grad(div u) + ~Au 
where u( t, x) is the R”-valued displacement vector, p is the density of the material, p, h are the 
Lame constants and A is the Laplace operator, acting componentwise, D is an open bounded 
Lips&&z domain in R” with boundary aa. 
We shall consider the following initial-boundary value problem for incompressible materials: 
Find { u, p } such that 
a”u/at’-vAu+grad p=O infix(O, T], 
div u = 0 in D x (0, T] , 
u=o on a1(2 x [0, T] ; 
40, x) = u,(x), &4(0, x)/i% = z&(x), x E a. 
(1.1) 
p( t, x) denotes the pressure and v = p/( p + h)p. 
In this paper we extend the convergence analysis for Gale&in approximation schemes for 
hyperbolic equations [1,.5] to the above case where a linear constraint (the divergence-free 
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