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Abstract—Discrete-time stochastic systems are an essential
modelling tool for many engineering systems. We consider
stochastic control systems that are evolving over continuous
spaces. For this class of models, methods for the formal ver-
ification and synthesis of control strategies are computation-
ally hard and generally rely on the use of approximate ab-
stractions. Building on approximate abstractions, we compute
control strategies with lower- and upper-bounds for satisfying
unbounded temporal logic specifications. Firstly, robust dynamic
programming mappings over the abstract system are introduced
to solve the control synthesis and verification problem. These
mappings yield a control strategy and a unique lower bound
on the satisfaction probability for temporal logic specifications
that is robust to the incurred approximation errors. Secondly,
upper-bounds on the satisfaction probability are quantified, and
properties of the mappings are analysed and discussed. Finally,
we show the implications of these results for linear stochastic
dynamic systems with a continuous state space. This abstraction-
based synthesis framework is shown to be able to handle infinite-
horizon properties. Approximation errors expressed as deviations
in the outputs of the models and as deviations in the probabilistic
transitions are allowed and are quantified using approximate
stochastic simulation relations.
Index Terms—temporal logic properties, approximate simu-
lation relations, control synthesis, lifting, robust satisfaction,
syntactically co-safe linear temporal logic
I. INTRODUCTION
THERE is an ever more ubiquitous embedding of digitalcomponents into physical systems. The scale of this
embedding is currently creating the need for new computa-
tionally efficient methods that assist in their verifiable (control)
design. An example of this is the digitalisation of biological
processes, power networks, and smart housing. These appli-
cations are often safety-critical and cannot tolerate design
errors. Generally, the needed verifiable design can be achieved
by using formal methods that build on formal specifications
such as those formulated in temporal logic [6], [8]. For
stochastic systems, there is a lack of methods that assist with
their verifiable design and that work with uncountable state
spaces. Still, physical systems in relevant application domains,
whose variables evolve over continuous spaces, are inherently
stochastic.
In this work, we are interested in the verified design of
control strategies for (unbounded) probabilistic linear tem-
poral logic properties. Such properties, defined over finite-
state Markov processes, can be verified using tools such as
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PRISM [17] or MRMC [15]. These tools are also able to
perform policy synthesis for controlling finite-state Markov
decision processes (MDPs) such that the satisfaction prob-
ability of temporal properties is maximised. For discrete-
time stochastic models over uncountable state spaces, the
computation of the satisfaction probability can in general not
be performed analytically [1]; thus the use of approximation
techniques is inevitable. A well-established approximation ap-
proach is to abstract these models and replace them by simpler
processes, such as finite-state MDPs [26] or continuous-space
reduced order models [24], that are prone to be mathematically
analysed or algorithmically verified [27].
The use of abstractions for formal verification was intro-
duced first for discrete-time stochastic models over countable
state spaces [18]. For discrete-time stochastic linear control
systems, [22] leverages geometrical conditions for the quan-
tification of exact equivalence of stochastic dynamical systems.
Allowing for probabilistic deviations, [3], [7] extend [18] to
labelled Markov decision processes with possible continuous
states. Finite abstractions for discrete-time stochastic models
with continuous spaces are employed in [1]. Scalability of the
abstraction algorithms has been improved in [26], [25] and
extended to partially observed models [21].
The use of metric distances between execution trajectories
of stochastic systems was first introduced in the paper [14],
which proposed approximate simulation functions to quantify
the probability of the exceeding a maximum distance between
trajectories of two stochastic systems. More recently, the work
in [19] has given a related notion of simulation functions that is
similar to a super-martingale property. The existence of such
simulation functions can be checked via matrix inequalities
for particular classes of systems, but there is no guarantee
for finding such a function. Though the use of simulation
functions is generally applicable [19], for general Markov
decision processes with additive noise, it can only bound
deviations of finite horizon properties.
As an alternative to the abstraction-based techniques, there
are results [28], [32], [33] that directly approximate the solu-
tion of the verification and synthesis problems. The analysis
in [28] is devoted to stochastic linear systems and is limited
to almost sure satisfaction of a property, i.e., it verifies
whether specifications are satisfied with probability one. The
papers [32], [33] provide approaches for under-approximating
verification that is applicable only to linear systems using
respectively Fourier transform and polytopic representations.
Quantifying the abstraction errors in satisfaction probability
is a challenging problem for infinite-horizon specifications
over continuous-space models [30], [29], [31]. Such a task
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2requires knowledge on structural properties of the stochastic
system, i.e., lack of absorbing sets, which are difficult to
establish in general. Alternatively, martingale properties of the
system can be exploited via the notion of barrier certificates
[13], [23]. This approach suffers from the lack of guarantees
on the existence of such barrier certificates while being re-
stricted to a subset of temporal properties.
The lack of abstraction-based synthesis frameworks in the
literature that can seemingly address infinite-horizon proper-
ties for a wider set of stochastic models motivates this work.
We have recently proposed in [10], [11] a new notion of
approximate stochastic similarity relations. This notion has
two precision parameters (, δ) that bounds the deviations be-
tween models in both the output signals () and the transition
probabilities (δ). For approximately similar models, a control
policy synthesised on an abstract model can be refined to an
approximately similar model with quantified precision. Up to
now, this can only be practically applied to temporal logic
properties over bounded time, as it generally holds that the
deviation in transition probability (δ) induces a decrease in the
satisfaction probability that increases with the time horizon.
In this work, we develop an approach to synthesise and
verify control strategies for a larger set of temporal properties
known as syntactically co-safe linear temporal logic (scLTL)
specifications [16], which can be unbounded in time. To
deal with unbounded time properties, we define dynamic
programming mappings that are robustified to the introduced
deviations (, δ). These mappings, first introduced in [12], are
proven to converge to a robust lower bound on the satisfaction
probability. Next to the robust dynamic programming map-
pings, we also give their dual, optimistic mappings that allow
for computing an upper bound on the satisfaction probability.
Finally, for the specific case of linear stochastic dynamical
systems, we develop a discretisation of the continuous state
space that can be efficiently solved with linear matrix inequal-
ities. This paper extends the preliminary work in [12] with
previously omitted proofs and with more detailed analysis of
the dynamics programming mappings and uniqueness.
The paper is organised as follows. Sec. II gives the problem
statement by defining general Markov decision processes,
control strategies, and the class of scLTL properties. In
Sec. III, we define approximate simulation relations that assess
similarities between two stochastic models using their joint
probabilistic evolution in their coupled spaces. Sec. IV gives
a characterisation of the satisfaction probability of scLTL
properties and how similarity relations can help us connect this
quantity computed over approximate models. We present the
core contribution of this paper in Sec. V. This includes a robust
synthesis approach for the satisfaction of properties using
similar models. Finally, we detail in Sec. VI the synthesis
procedure for linear stochastic dynamical systems and describe
its application to case studies.
II. STOCHASTIC MODELS AND TEMPORAL LOGIC
We study the class of general Markov decision processes
(gMDPs) featuring a non-deterministic evolution with uncer-
tainties modelled by probability distributions and with actions
to be synthesised. These processes extend upon Markov deci-
sion processes [2] by having an output map that generates
an output sequence, over which the desired properties are
defined. The actions are generated by control strategies which
are themselves gMDPs that receive the state of the gMDP and
compute the actions using their internal states. We formally
define gMDPs and control strategies in Subsec. II-A and
specify the class of properties in Subsec. II-B.
A. Models: general Markov decision processes
Denote a Borel measurable space as (X,B(X)). A proba-
bility measure P over this space defines the probability space
(X,B(X),P) and has realisations x ∼ P. We assume all
such spaces X are Polish [4] since Polish spaces are closed
under taking countable products. Additionally, this yields well-
defined measurable events over unbounded executions.
Definition 1 (general Markov decision process (gMDP)): A
discrete-time gMDP is a tuple M = (X,U,Y, x0, t, h) with
• X, a Polish state space with states x ∈ X;
• U, the set of inputs, which is a Polish space;
• Y, the output space decorated with metric dY;
• x0 ∈ X, the initial state;
• t : X × U × B(X) → [0, 1], a conditional stochastic
kernel assigning to each state x ∈ X and control u ∈ U
a probability measure t(· | x, u) over (X,B(X)); and
• h : X→ Y, a measurable output map.
We denote the class of all gMDPs with the same metric
output space Y as MY. We indicate the input sequence of
the gMDP M by u = u0, u1, u2, . . . and we define its
executions as sequences of states x = x0, x1, x2, . . . initialised
with the initial state x0 of M at t = 0. In an execution,
each consecutive state, xt+1 ∈ X, is obtained as a realisa-
tion xt+1 ∼ t (· | xt, ut) of the controlled Borel-measurable
stochastic kernel. By applying the output map h(·) over states
in the execution, the associated output trace y := y0, y1, y2, . . .
with yt = h
(
xt
)
is obtained.
Example 1 (Stochastic difference equations): An example
of a gMDP is a process with state space X = Rn that is
characterised by the stochastic difference equation
xt+1 = f(xt, ut) + wt,
yt = h(xt), ∀t ∈ {0, 1, 2, . . .} =: N.
(1)
with functions f : X×U→ X and h : X→ Y. The stochastic
disturbance {wt, t ∈ N} is a stationary process with wt having
multivariate Gaussian distribution, i.e., wt ∼ N (0,Σ), and
with wt and wt′ independent for all t 6= t′. This model
can be written as a gMDP with stochastic transition kernel
t(dxt+1|xt, ut) = N (dxt+1 | f(xt, ut),Σ). A probabilistic
transition of the state is illustrated in Fig. 1.
Denote the set of probability measures on the measurable
space (U,B(U)) as P(U,B(U)). When the control inputs are
selected only based on the current states, this is referred to as
a Markov policy.
Definition 2: A Markov policy µ is a sequence µ =
(µ0, µ1, µ2, . . .) of universally measurable maps µt : X →
3Fig. 1. A probabilistic transition of the difference equation (1) over two-
dimensional Euclidean space: x+ has Gaussian distribution with mean f(x, u)
and covariance matrix Σ.
P(U,B(U)), t ∈ N, from the state space X to the set of con-
trols. A Markov policy µ is stationary or time homogeneous
if µ = (µ, µ, µ, . . .) for some µ.
A more general set of control strategies are those that
depend on the past history of states and controls. We consider
control strategies that depend on the past history via a memory
state.
Definition 3 (Control strategy): A control strategy
C = (XC,UC,YC, xC0, tC, hC)
for a gMDP M = (X,U,Y, t, h) is itself a gMDP with
• XC, the state space with states xC ∈ XC that act as the
memory of the controller ;
• UC := X, the input space with the states of M as its
elements;
• YC := P(U,B(U)), the output space with probability
distributions over the input space of M as its elements;
• xC0, the initial state at t = 0;
• tC, the universally measurable kernel tC : XC × UC ×
B(XC)→ [0, 1]; and
• hC, the universally measurable output map hC : XC →
YC.
The control strategy C is formulated as a gMDP that takes
as its input the state of the to-be-controlled gMDP M and
outputs probability measures on the input space U. Consider
xC0
x0M
C
. . .
x0 x1
xC,0 xC,1 xC,2
x0 x1 x2u0 u1
y0 y1 y2
Fig. 2. Execution semantics of the controlled gMDP C×M.
an execution given in Fig. 2. The sequence of states is obtained
by drawing state transitions from the stochastic transition
kernels t and tC and by drawing realisations from the output
distribution of C. For a time horizon N ∈ N ∪ {∞}, the
execution {(xt, xC,t)}t≤N of a gMDP M controlled with
strategy C (denoted by C ×M) is defined on the canonical
sample space Ω := (X × XC)N+1 endowed with its product
topology B(Ω) and with a unique probability measure PC×M
over the space of output traces.
B. Specifications: probabilistic temporal logic for gMDPs
Consider a finite set of atomic propositions AP that defines
the alphabet Σ := 2AP. Thus, each letter α ∈ Σ of this
alphabet evaluates a subset of the atomic propositions as true.
Composed as an infinite string, these letters form infinite
words defined as ω = ω0, ω1, ω2, . . . ∈ ΣN. These words
are connected to output traces of gMDPs via a measurable
labelling function L : Y→ Σ that assigns letters α = L(y) to
outputs y ∈ Y. That is, output traces y ∈ YN are mapped to
the set of infinite words ΣN, as ω = L(y) := {L(yt)}t≥0.
Syntactically co-safe linear-time temporal logic. In this
paper, we consider properties defined in a fragment of linear-
time temporal logic (LTL) known as syntactically co-safe
temporal logic (scLTL) [16].
Definition 4: an scLTL formula over a set of atomic propo-
sitions AP has syntax
ψ ::= p | ¬p |ψ1 ∧ ψ2 |ψ1 ∨ ψ2 |©ψ |ψ1 U ψ2
with p ∈ AP.
Let ωt = ωt, ωt+1, ωt+2, . . . be a postfix of the word ω,
then the satisfaction relation between ω and a property ψ is
denoted by ω  ψ (or equivalently ω0  ψ). The semantics
of the satisfaction relation are defined recursively over ωt as
follows
• An atomic proposition, ωt  p for p ∈ AP holds if p ∈
ωt.
• A negation, ωt  ¬p holds if ωt 2 p.
• A logical conjunction, ωt  ψ1 ∧ ψ2 holds if ωt  ψ1
and if ωt  ψ2.
• The logical disjunction, ωt  ψ1 ∨ ψ2 holds if ωt  ψ1
or ωt  ψ2.
• A temporal next operator ωt ©ψ holds if ωt+1  ψ.
• A temporal until operator ωt  ψ1 U ψ2 holds if there
exists an i ∈ N such that ωt+i  ψ2, and for all j ∈ N,
0 ≤ j < i, we have ωt+j  ψ1.
In addition to aforementioned operators, we can also use a
temporal eventually operator defined as ♦ψ := (trueUψ) and
the time-bounded eventually or reachability of ψ as ♦Nψ.
Problem statement: Temporal logic control.
Problem 1: Given an scLTL property ψ and probability p ∈
[0, 1], either find a control strategy C for the gMDP M such
that C×M satisfies ψ with probability at least p:
PC×M(ω |= ψ) ≥ p ; (2)
or prove that a strategy C achieving (2) does not exist.
A solution to Prob. 1 can be characterised by quantifying
the maximal value for the left-hand side probability of (2),
PC×M(ω |= ψ), with respect to C. This temporal logic control
problem is computationally hard to solve, therefore it is
generally split up into two sub-problems:
(a) For a given concrete model M, find an abstract model
M̂ with quantified deviations between the two models.
(b) Compute a control strategy Cˆ over the abstract model
M̂ such that it can be refined to a strategy C for M
while giving a guaranteed lower- and/or upper-bound on
the satisfaction probability PC×M(ω |= ψ) in (2).
4In this paper, we provide a sound solution for Prob. 1. For
this, we introduce an approximate simulation relation in the
next section to quantify the deviation between the two models
M and M̂ in sub-problem (a). This relation is founded on
the notion of δ-lifting [11]. We characterise the satisfaction
probability of scLTL properties in Sec. IV, which paves the
way to solving sub-problem (b) in Sec. V.
III. APPROXIMATE SIMULATION RELATIONS FOR GMDPS
Consider a gMDP M = (X,U,Y, x0, t, h) and its abstrac-
tion M̂ = (Xˆ, Uˆ,Y, xˆ0, tˆ, hˆ) that shares with M the same
output space Y with metric dY. Let R ⊆ Xˆ×X be a relation
defined over the state spaces of the two models, and let this
relation be measurable, i.e., R ∈ B(Xˆ×X). If a pair of states
(xˆ, x) is in R, then we denote this as xˆRx. The relation R
can be extended to the pairs of transition kernels t(·|x, u) and
tˆ(·|xˆ, uˆ) using the notion of δ-lifting [11] and approximate
stochastic simulation relations, as follows.
Definition 5 (δ-lifting of R): Consider two measurable
spaces (Xˆ,B(Xˆ)) and (X,B(X)), and a relationR ∈ B(Xˆ×X).
The δ-lifted relation R¯δ is defined as follows. Pairs of proba-
bility distributions (∆,Θ) belong to R¯δ if there exists a lifting
W with probability space (Xˆ× X,B(Xˆ× X),W) such that
L1. W(Aˆ× X) = ∆(Aˆ) for all Aˆ ∈ B(Xˆ);
L2. W(Xˆ×A) = Θ(A) for all A ∈ B(X);
L3. W (R) ≥ 1− δ.
We denote ∆R¯δΘ if the pair of probability distribution
belongs to the lifted relation: (∆,Θ) ∈ R¯δ .
Remark that δ quantifies the amount of the probability distri-
bution that cannot be coupled into the relation R.
Consider the notion of interface function [9] that refines
control actions as follows
Uv : Uˆ× Xˆ× X→ P(U,B(U)). (3)
Intuitively, an interface function implements (or refines) any
control action uˆ synthesised over the abstract model M̂ to
an action for the concrete model M. This interface is used
together with δ-lifting to define an approximate stochastic
simulation relation on gMDPs as defined next.
Definition 6 ((, δ)-stochastic simulation relation): Let M =
(X,U,Y, x0, t, h) and M̂ = (Xˆ, Uˆ,Y, xˆ0, tˆ, hˆ) be two gMDPs
in MY with metric dY. If there exist
• an interface function Uv as in (3),
• a measurable relation R ⊆ Xˆ× X, and
• a Borel measurable stochastic kernel Wt : Uˆ× Xˆ×X→
P(Xˆ× X,B(Xˆ× X)) for the δ-lifting,
such that
(xˆ0, x0) ∈ R, (A1.)
and for all (xˆ, x) ∈ R,
A2. dY (yˆ, y) ≤  with y = h(x) and yˆ = hˆ(xˆ), and
A3. t(·|xˆ, uˆ) R¯δ t(·|x,Uv(uˆ, xˆ, x)) for all uˆ ∈ Uˆ with the
lifted kernel Wt( · |uˆ, xˆ, x).
Then M̂ is (, δ)-stochastically simulated by M, and this
simulation relation is denoted as M̂ δ M.
In the sequel, we will often use an auxiliary model that
couples the behaviour of the two models M, M̂, as defined
next.
Definition 7 (Coupling similar models): Suppose gMDPs
M, M̂ ∈ MY are given for which M̂ δ M as defined in
Def. 6 with respect to the relation R, interface function Uv ,
and lifted kernel Wt. We define the coupling gMDP
M̂||RM := (X||,U||,Y||, x0||, t||, h||)
with
• X|| := Xˆ× X the coupling state space;
• U|| := Uˆ, the input of the abstract system M̂;
• Y|| := Y, the common output space;
• x0|| := (xˆ0, x0)∈ X|| the pair of initial states of M̂ and
M;
• t|| := Wt, the stochastic transition kernel Wt;
• h||(xˆ, x) := h(x), the output mapping of M.
The transitions between states of the coupling gMDP
M̂||RM are stochastically distributed according to the lifted
kernel Wt specified in Def. 6.
Fig. 3 (left) represents this coupling gMDP for two stochas-
tic difference equations as given in Example 1 driven by noise
signals wˆt and wt. In this case, the stochastic simulation
relation can be constructed by coupling the noise sources first,
i.e., (wˆt, wt) ∼ W. By using this joint distribution, or in
general the stochastic kernel Wt(dxˆt+1dxt+1 | uˆt, xˆt, xt), any
controller for M̂||RM can be written as a controller for M
as depicted in Fig. 3 (right). This is formalised in the next
proposition.
Proposition 1: Suppose M, M̂ ∈MY with M̂ δ M. For
every control strategy Cˆ (cf. Def. 3) for M̂||RM, there exists a
control strategy C for M, such that their respective probability
distributions over the space of output traces are exactly the
same. This implies that for any temporal specification ψ (c.f.
Def. 4), we have
PCˆ×(M̂||RM)(ω  ψ) = PC×M(ω  ψ).
Remark 1: The central requirement for Prop. 1 to hold is the
existence of the lifted kernel Wt that lifts stochastic kernels
of M and M̂ to the coupling state space. Thus the results of
this proposition hold regardless of the values of  ≥ 0 and
δ ≥ 0.
Remark 2: Controller Cˆ in Prop. 1 is defined on the coupling
gMDP M̂||RM and can take the pair of states (xˆt, xt) as its
input. In practice, it is more efficient to design Cˆ only for M̂
and refine it to a controller C for M. This is depicted in Fig. 3
(left) by having Cˆ only receiving xˆt as its input.
We present in the next section the characterisation of the
satisfaction probability (2) for a generic M. Then we define
the robust controller synthesis (Sec. V) that enables us to refine
any synthesised controller Cˆ for M̂ to a controller for M.
IV. SATISFACTION PROBABILITY OF SCLTL PROPERTIES
The verification of scLTL properties defined over the alpha-
bet Σ is formulated using deterministic finite-state automata
(DFAs), as defined next.
5M̂ :
{
xˆt+1 = fˆ(xˆt, uˆt) + wˆt
yˆt = g(xˆt)
M :
{
xt+1 = f(xt, ut) + wt
yt = g(xt)
Interface
ut ∼ Uv(uˆt, xˆt, xt)
Lifting
(wˆt, wt) ∼W
yt
(uˆt, xˆt)wˆt
wt xtut
M̂||RM
Cˆ
ut xˆt
M̂ :
{
xˆt+1 = fˆ(xˆt, uˆt) + wˆt
yˆt = g(xˆt)
M :
{
xt+1 = f(xt, ut) + wt
yt = g(xt)
Interface
ut ∼ Uv(uˆt, xˆt, xt)
Conditional
wˆt ∼W( · |wt)
(uˆt, xˆt)wˆt
yt
wt xtut
C
Cˆ
ut xˆt
Fig. 3. For the stochastic difference equations of Example 1, the behaviour of the abstract gMDP M̂ and the concrete gMDP M can be modelled via
the coupled gMDP M̂||RM (cf. Def. 7) with the lifted probability distribution W for the disturbances (wˆt, wt) and with the interface function Uv . Left:
coupling gMDP M̂||RM. Right: refining controller Cˆ to C on M that preserves satisfaction probabilities.
Definition 8 (DFA): A DFA is a tuple A = (Q, q0,Σ, F, τ),
where Q is a finite set of locations, q0 ∈ Q is the initial
location, Σ is a finite alphabet, F ⊆ Q is a set of accepting
locations, and τ : Q× Σ→ Q is a transition function.
A word ω = ω0, ω1, ω2, . . . ∈ ΣN is accepted by a DFA A
if there exists a finite run q = (q0, . . . , qn) ∈ Qn+1 such that
q0 is the initial location, qi+1 = τ(q,ωi) for all 0 ≤ i < n
and qn ∈ F . The set of all words accepted by A defines the
accepted language of A, denoted as L(A).
DFA reachability versus scLTL properties. For every scLTL
property ψ as in Def. 4 and [16], there exists a DFA Aψ such
that
ω  ψ ⇔ ω ∈ L(Aψ).
As a result, the satisfaction of the property ψ is equivalent to
the reachability of the accepting states F in the DFA Aψ .
This reachability probability PC×M(ω ∈ L(Aψ)) over the
traces ω of M, which is equal to PC×M(ω |= ψ), can be
explicitly written out over product of the gMDP M and the
automaton Aψ , which is denoted as M⊗Aψ . This product was
originally derived in [30] for MDPs without output spaces. We
give a similar product construction for gMDPs. For a gMDP
M, a DFA Aψ , and a labelling function L : Y → Σ, the
product between M and Aψ is a gMDP
M⊗Aψ = (X¯,U,Y, x¯0, t¯, h¯)
with
• X¯ := X×Q, the state space;
• Y, the output space of M;
• x¯0 := (x0, q¯0), the initial state with q¯0 = τ(q0, L◦h(x0));
• t¯(dx′ × {q′}|x, q, u), the stochastic kernel, that assigns
for any u ∈ U and (x, q) ∈ X¯, probability equal to
t¯(dx′ × {q′}|x, q, u) := 1{q′}(q+)t(dx′|x, u),
where q+ = τ(q, L ◦ h(x′)) and where 1A(·) is the
indicator function for the set A, i.e., if q ∈ A, then
1A(q) = 1, else 1A(q) = 0.
• h¯(x, q) := h(x), the output map.
Next proposition shows how policies on the product gMDP
M⊗Aψ are connected with control strategies on M.
Proposition 2: For every Markov policy µ on the product
gMDP M ⊗ Aψ , there exists a control strategy C(µ, ψ) for
M, such that
PC×M(ω |= ψ) = Pµ×(M⊗Aψ)(∃t : qt ∈ F ). (4)
The proposition can be proved by taking steps similar to the
ones in [30]. Eq. (4) enables us to rewrite the probability of
satisfying an scLTL property as the probability that the set of
accepting states F is reached in the product gMDP M⊗Aψ .
Additionally, for any Markov policy µ on M⊗Aψ that ensures
reachability with probability p, there exists a control strategy
C(µ, ψ) for M, such that the controlled gMDP denoted as
C(µ, ψ)×M satisfies ψ with the same probability p.
Probabilistic unbounded reachability in the right-hand side
of (4) can be computed as the limit of the probabilistic
bounded reachability, that is,
Pµ×(M⊗Aψ)(∃t : qt ∈ F )
:= lim
N→∞
Pµ×(M⊗Aψ)(∃t ≤ N : qt ∈ F ).
The limit in the above equation converges as it is non-
decreasing and upper-bounded by one.
For a given Markov policy µ and time horizon N ∈ N ∪
{∞}, the probability of reaching F while t ≤ N , can be
written as
Pµ×(M⊗Aψ)(∃t ≤ N: qt ∈ F ) = Eµ
[
max
t≤N
1F (qt) |x0, q0
]
,
6where the expectation is with respect to the state transitions of
M⊗Aψ starting from (x0, q0) and controlled with the Markov
policy µ. For bounded horizons, N ∈ N, this represents the
probability that words ω generated by C(µ, ψ) ×M have a
satisfying prefix word [2].
Dynamic programming mappings. The probability can be
computed recursively via value functions. For the bounded
horizon N and Markov policy µ, define value functions V µk :
X × Q → [0, 1], k ∈ [0, N ], as the probability that the set
of accepting states F is reached within k time steps starting
from the state (x, q) at time N − k. This yields the following
explicit expression
V µk (x, q) := E
[
max
N−k<t≤N
1F (qt) | xN−k = x, qN−k = q
]
.
These value functions V µk can be recursively computed with
V µ0 = 0 as
V µk+1(x, q) = T
µl(V µk )(x, q), k ∈ [0, N − 1], (5)
with l := N − (k + 1) and where Tµ is the Bellman operator
defined as
Tµ(V )(x, q) :=
∫
X×Q
max {1F (q′), V (x′, q′)}
× t¯(dx′ × {q′}|x, q, µ(x, q)). (6)
Proposition 3: For a bounded horizon N ∈ N and a Markov
policy µ on the product gMDP M ⊗ Aψ (with initial state
(x0, q¯0)), the bounded reachability probability is
Pµ×(M⊗Aψ)(∃t ≤ N : qt ∈ F )
= max {1F (q¯0), V µN (x0, q¯0)} ,
where V µN (x, q) is computed with the Bellman operator as
given in (5) and (6).
We now consider the optimal reachability. Let V ∗N (x, q) be
computed using the optimal value functions V ∗k : X¯ → [0, 1],
k ∈ [0, N ], defined inductively with V ∗0 = 0 and with the
optimal Bellman recursion
V ∗k+1(x, q) = T
∗(V ∗k )(x, q), k ∈ [0, N − 1]. (7)
The optimal Bellman operator is T∗(·) := supµTµ(·) with
Tµ defined in (6). Moreover, the optimising Markov policy
µ∗ = (µ∗0, µ
∗
1, µ
∗
2, . . .) is computed as
µ∗k(x, q) ∈ arg supµk Tµk(V ∗N−k)(x, q). (8)
The next proposition characterises the bounded optimal
reachability probability.
Proposition 4: For a bounded horizon N ∈ N, the optimal
bounded reachability probability of the product gMDP M ⊗
Aψ (with initial state (x0, q¯0)) is
sup
µ
Pµ×(M⊗Aψ)(∃t ≤ N : qt ∈ F )
= max (1F (q¯0), V
∗
N (x0, q¯0)) , (9)
with V µN (x, q) computed with the Bellman operator as given
in (7). The corresponding optimising Markov policy is given
in (8).
Proposition 5: Given the product gMDP M⊗Aψ with initial
state (x0, q¯0), the infinite horizon reachability probability is
sup
C
PC×M(ω  ψ) = max{1F (q¯0) , V ∗∞(x0, q¯0)}, (10)
where V ∗∞(x, q) is the converged value function defined as
V ∗∞(x, q) := lim
N→∞
(T∗)N (V ∗0 )(x, q), V
∗
0 = 0.
Proof: The optimal value functions V ∗k in Prop. 4 are
monotonically increasing and bounded by one, thus converging
for N →∞ to a unique function V ∗∞(x, q). This yields that
sup
µ
Pµ×(M⊗Aψ)(∃t : qt ∈ F ) = max{1F (q¯0) , V ∗∞(x0, q¯0)}.
In combination with Prop. 2, this concludes the proof.
Exact computation with correction. The computations of the
Bellman recursions (5) and (7) are generally only tractable for
finite state-space models [1]. This motivates us to construct an
abstract model M̂ for the concrete model M that satisfies the
simulation relation of Def. 6, perform computations on M̂, and
refine the results to the M. Therefore, for simple properties
such as safety and reachability, the following proposition of
[11] relates the computed probabilities over the two models
with the  and δ deviations. Suppose that Y is a vector space
and denote a closed set that includes the  neighbourhood of
A in YN+1 as
A ⊇ A⊕ {y ∈ YN+1|max
t
‖yt‖ ≤ }, (11)
where ⊕ is the Minkowski addition. The set A is pictori-
ally presented in Fig. 4. Similarly, based on the Minkowski
difference 	, we define a closed set
A− ⊆ A	 {y ∈ YN+1|max
t
‖yt‖ ≤ }. (12)
Proposition 6: Suppose M̂ δ M. For any control strategy
Cˆ on M̂ there exists a control strategy C on M such that, for
all measurable events A ⊂ YN+1
PCˆ×M̂(yˆ ∈ A−)− γ ≤ PC×M(y ∈ A)
≤ PCˆ×M̂(yˆ ∈ A) + γ, (13)
with sets A and A− as defined in (11)-(12) and with constant
1− γ := (1− δ)N .
For small values of δ, the probability deviation can be ap-
proximated linearly as γ ≈ Nδ. Clearly, γ is composed of the
probabilistic deviation incurred in N -transitions.
t
Y
Fig. 4. A tube-shaped set A and its expansion A (dashed) defined via the
Minkowski sum in (11).
Fig. 5 compares bounds on satisfaction probability of a
specification obtained from different approaches as a function
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Fig. 5. Bounds on the satisfaction probability of a specification as a function
of the specification horizon computed by different approaches. The red curves
are computed via (13) and the black curves are computed via robust Bellman
operators (cf. Sec. V).
of the specification horizon. The blue curve is the probability
computed over the abstract model. The red curves are the
bounds (13); the lower bound is first increasing then converg-
ing to zero, thus not useful for infinite-horizon specifications.
The black curves are computed via robust mappings and they
will be discussed in the next section.
V. ROBUST CONTROL FOR SCLTL PROPERTIES
Definition 9 ((, δ)-Robust satisfaction): Given the gMDP
M̂ ∈ MY, we say that the control strategy Cˆ for M̂ (, δ)-
robustly satisfies ψ with probability p if for every M ∈ MY
with M̂ δ M there exists a control strategy C such that
PC×M(ω  ψ) ≥ p.
We first consider in the next subsection the case where the
output deviation is zero, i.e.,  = 0. This prepares us to tackle
the full (, δ)-robust satisfaction in Subsec. V-C.
A. δ-Robust satisfaction of scLTL properties
In this subsection, we provide a method to compute the
robust satisfaction for scLTL specifications with respect to
(0, δ)-errors.
δ-Robust mapping. For any universally measurable map
µ : Xˆ × Q → P(Uˆ,B(Uˆ)), we define the robust operator
Tµδ as a modification of T
µ in (6), i.e.,
Tµδ (V )(xˆ, q) := L
(
Tµ(V )(xˆ, q)− δ
)
, (14)
with L : R → [0, 1] being the truncation function L(·) :=
min(1,max(0, ·)). Similarly, we define the optimal δ-robust
operator T∗δ(V ) as
T∗δ(V )(xˆ, q) := sup
µ
Tµδ (V )(xˆ, q). (15)
Notice that for δ = 0, the operators are the same: Tµδ = T
µ
and T∗δ = T
∗. Next lemma establishes properties of the robust
operator Tµδ .
Lemma 1 (Properties of the δ-robust operator): The robust
operator Tµδ defined in (14) is monotonically increasing for
any µ : Xˆ×Q→ P(Uˆ,B(Uˆ)). Namely, for any two functions
V and W satisfying V (xˆ, q) ≥W (xˆ, q) for all (xˆ, q) ∈ Xˆ×Q,
it holds that
Tµδ (V )(xˆ, q) ≥ Tµδ (W )(xˆ, q). (16)
Moreover, the series {(Tµδ )l(V0)}l≥0 with V0 = 0 is mono-
tonically increasing and point-wise converging. Additionally,
the fixed-point equation
V µ∞ = T
µ
δ (V
µ
∞), (17)
has a unique solution for δ > 0, which is
V µ∞ := lim
l→∞
(Tµδ )
l(V0) with V0 = 0. (18)
The proof of Lem. 1 has been relegated to the appendix.
The optimal robust operator T ∗δ has the same properties.
More precisely, T ∗δ defined in (14) is monotonically increasing.
Namely, for any two functions V and W satisfying V (xˆ, q) ≥
W (xˆ, q) for all (xˆ, q) ∈ Xˆ×Q, it holds that
T∗δ(V )(x, q) ≥ T∗δ(W )(x, q). (19)
Moreover, the series {(T∗δ)l(V0)}l≥0 with V0 = 0 is mono-
tonically increasing and point-wise converging. Additionally,
from the fixed-point equation
V ∗∞ = T
∗
δ(V
∗
∞)
with solution
V ∗∞ = lim
l→∞
(T∗δ)
l(V0), V0 = 0, (20)
we can get the maximising policy as a stationary Markov
policy. This is formalised next.
Theorem 1: The stationary Markov policy µ∗ =
(µ∗, µ∗, . . .) given as
µ∗ ∈ arg sup
µ
Tµδ (V
∗
∞) (21)
is the optimal (0, δ)-robust policy. That is, it holds that
V ∗∞ = lim
l→∞
(Tµ
∗
δ )
l(V0) with V0 = 0.
δ-Robust satisfaction probability. For a given stationary
Markov policy µ = (µ, µ, . . .), we define (0, δ)-robust sat-
isfaction probability as
Sµδ := max {1F (q¯0), V µ∞(xˆ0, q¯0)} (22)
with q¯0 = τ(q0, L(hˆ(xˆ0))) and V µ∞ in (18). Similarly, we
define the optimal (0, δ)-robust satisfaction probability as
S∗δ := max {1F (q¯0), V ∗∞(xˆ0, q¯0)} (23)
with V ∗∞ in (20). The optimal (0, δ)-robust policy computed
as (21) achieves (23).
Quantities (22)-(23) satisfy the condition of Def. 9 and
enable us to refine strategies from the abstract model to the
original model. This is formally stated in the next theorems.
Theorem 2: Let a gMDP M̂, an scLTL specification ψ, and
a stationary Markov policy µ on M̂⊗Aψ be given. Then the
robust satisfaction probability Sµδ as given in (22) is the (0, δ)-
robust satisfaction probability defined in Def. 9. Moreover, for
8any gMDP M with M̂ δ0 M, we can construct C such that
ψ is satisfied by C×M with probability at least Sµδ .
In a similar fashion to the above theorem, we can now state
the following corollary.
Corollary 1: Let M̂ δ0 M and scLTL specification ψ be
given. We can construct C such that ψ is satisfied by C×M
with probability at least S∗δ in (23).
The proofs of these two statements are relegated to the
appendix.
B. Analysis: Connection with the mean trace length
Recall the results of Prop. 6 that shows the probabilistic
deviation converges to 1 and grows close to linearly with the
horizon for small values of δ. In this subsection, we show that
for the δ-robust computations (14) the probabilistic deviation
is now relative to the mean trace length.
For executions of the gMDP M̂⊗A, the first hitting time of a
set A ⊂ Xˆ×Q is a random variable conditioned on the initial
state (xˆ0, q0) and given as
HA(xˆ0, q0) := {inf{t∈N∪{∞} : (xˆt, qt) ∈ A}|(xˆ0, q0)}.
The support of the first hitting time is N ∪ {∞}. It can be
infinity if the execution does not hit the set A. It is zero with
probability one if (xˆ0, q0) ∈ A, otherwise positive.
Theorem 3 (First hitting time): The loss in probability by
the sequential application of the robust operator (14) is related
to the first hitting time of (M̂⊗Aψ) as follows(
Tµδ
)l
(V0)(xˆ, q) ≥
(
Tµ
)l
(V0)(xˆ, q)
− δ
l∑
n=1
P
(
HXˆ×F (xˆ, q) ≥ n
)
, (24)
for any l ≥ 1 with V0 = 0.
The proof of this theorem, which can be found in the appendix,
relies on a rewrite of the δ correction to be limited to the
domain that excludes F . We define the mean hitting time of
a set A as
h(A) :=E [HA(xˆ0, q0)] =
∑
n∈N∪{∞}
n P[HA(xˆ0, q0) = n]
=
∞∑
n=1
P[HA(xˆ0, q0) ≥ n]. (25)
Corollary 2: For a given stationary Markov policy µ and
the corresponding control strategy Cˆ as defined in Prop. 2, the
robust satisfaction is lower bounded as
PCˆ×M̂(ω  ψ) ≥ Sµδ ≥ PCˆ×M̂(ω  ψ)− δh(Xˆ× F ), (26)
where h(Xˆ × F ) (25) is the mean length of traces satisfying
the property ψ.
The mean hitting time h(A) in (25) is bounded only
when executions of M̂ ⊗ Aψ starting from (xˆ0, q0) reach A
with probability one. Thus the lower bound in (26) is only
informative for initial states (xˆ0, q0) reaching F for sure. This
inequality can be tightened using the notion of absorbing sets.
Absorbing set. For a stationary Markov policy µ :=
(µ, µ, µ, . . .) on the product gMDP M̂ ⊗ Aψ , define the
absorbing set I ⊂ Xˆ× (Q \ F ) with the property
P
µ×(M̂⊗Aψ) [(xˆt+1, qt+1) ∈ I|xˆt, qt] = 1, ∀(xˆt, qt) ∈ I.
(27)
This property means that if the gMDP starts from a state in
I , it will remain inside I for all future time instances.
In case that M̂ ⊗ Aψ has absorbing sets, Sµδ will be zero
over the absorbing sets whereas h(Xˆ × F ) will be infinity.
Therefore, the right inequality in (26) is trivial. The proof of
Theorem 3 can be extended for states outside the absorbing
sets, this gives the next corollary.
Corollary 3 (Extension to absorbing sets): For a given
Markov policy µ and the corresponding control strategy Cˆ
as defined in (1), the robust satisfaction is lower bounded as
Sµδ ≥ PCˆ×M̂(ω  ψ)− δh(I ∪ (Xˆ× F )), (28)
where I is any absorbing set for the given policy µ.
Remark 3: By taking I in (28) to be the largest absorbing
set of M̂⊗Aψ , the provided lower bound is non-trivial states
outside the absorbing set.
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Fig. 6. Bounds on the satisfaction probability of a specification computed
by different approaches as a function of the specification horizon. The green
curve is computed via the mean trace length in Thm. 3.
Fig. 6 complements Fig. 5 with the green curve, which is
the bound provided by Thm. 3.
C. (, δ)-Robust satisfaction of scLTL properties
In this subsection, we handle the full case of having
deviations in both probability and in output maps. We pro-
vide a method to compute the robust satisfaction for scLTL
specifications with respect to (, δ)-errors.
Denote the -neighbourhood of an element y ∈ Y as
N(yˆ) := {y ∈ Y|dY (y, yˆ) ≤ }.
Then for M̂ δ M, it holds that L(y) ∈ L(N(yˆ)) for
y = h(x), yˆ = hˆ(xˆ) and (xˆ, x) ∈ R.
9(, δ)-Robust mapping. For any universally measurable map
µ : Xˆ × Q → P(Uˆ,B(Uˆ)), the δ-robust operator in Eq. (14)
is modified to the (, δ)-robust operator Tµ,δ defined as
Tµ,δ(V )(xˆ, q) :=L
(∫
Xˆ
min
q′∈τ¯(q,xˆ′)
max {1F (q′), V (xˆ′, q′)}
× t(dxˆ′|xˆ, µ)− δ
)
, (29)
with τ¯(q, xˆ′) := {τ(q, α) with α ∈ L(N(hˆ(xˆ′)))}.
Similarly, we define the optimal (, δ)-robust operator T∗,δ
as
T∗,δ(V ) := supµT
µ
,δ(V ). (30)
Notice that for  = 0, we retrieve the same operators as in
(14)-(15), namely Tµ0,δ = T
µ
δ and T
∗
0,δ = T
∗
δ .
The addition of a min operator does not change the
properties given in Lem. 1.
(, δ)-Robust satisfaction probability. For a given stationary
Markov policy µ, we define (, δ)-robust satisfaction proba-
bility as
Sµ,δ := min
q¯0∈τ¯(q0,xˆ0)
max (1F (q¯0) , V
µ
∞(xˆ0, q¯0)) , (31)
where V µ∞ is the unique solution of the fixed-point equation
V µ∞ = T
µ
,δ(V
µ
∞) obtained from V
µ
∞ := liml→∞(T
µ
,δ)
l(V0)
with V0 = 0. Similarly, we define the optimal (, δ)-robust
satisfaction probability as
S∗,δ := min
q¯0∈τ¯(q0,xˆ0)
max (1F (q¯0) , V
∗
∞(xˆ0, q¯0)) , (32)
where V ∗∞ is the unique solution of the fixed-point equation
V ∗∞ = T
∗
,δ(V
∗
∞) obtained from V
∗
∞ := liml→∞(T
∗
,δ)
l(V0)
with V0 = 0. The optimal (, δ)-robust policy is the stationary
Markov policy µ∗ = (µ∗, µ∗, . . .) defined as
µ∗ ∈ arg sup
µ
Tµ,δ(V
∗
∞). (33)
Theorem 4: Let M̂⊗Aψ and a stationary Markov policy µ
be given. Then for any M with M̂ δ M, we can construct
C such that ψ is satisfied by C×M with probability at least
Sµ,δ .
Corollary 4: Let M̂⊗Aψ be given for which S∗,δ in (32)
has been computed. Then for any gMDP M with M̂ δ M,
we can construct C using µ∗ in (33) such that ψ is satisfied
by C×M with probability at least S∗,δ .
In conclusion, we have shown that we can leverage ap-
proximate stochastic simulation relations to synthesise control
strategies for the approximate model that robustly satisfy
an scLTL specification, and refine these strategies to ones
over concrete models with guaranteed lower bounds on the
satisfaction probability of the specification.
D. (, δ)-Optimistic satisfaction of scLTL properties
In contrast to the robust satisfaction of a property in Def. 9
that gives a lower bound, we now define optimistic satisfaction
that quantifies an upper bound on the satisfaction probability
of an scLTL property using the approximate model M̂.
Definition 10 ((, δ)-Optimistic satisfaction): Given the
gMDP M̂ ∈ MY, we say that a control strategy Cˆ for M̂
(, δ)-optimistically satisfies ψ with probability p if for every
M ∈ MY with M δ M̂ and for all control strategies C for
M it holds that
PC×M(ω  ψ) ≤ p.
(, δ)-Optimistic mapping. We define the (, δ)-optimistic
operator T∗−,−δ(V ) as
T∗−,−δ(V )(xˆ, q) := sup
µ
L
(∫
Xˆ
max
q′∈τ¯(q,xˆ′)
max {1F (q′),
V (xˆ′, q′)} t(dxˆ′|xˆ, µ) + δ
)
.
Theorem 5: Given a gMDP M̂ and an scLTL specification
ψ, a control strategy Cˆ computed based on the (, δ)-optimistic
operator T∗−,−δ satisfies ψ (, δ)-optimistically as defined in
Def. 10.
VI. LINEAR TIME-INVARIANT SYSTEMS
A. Abstraction of linear gMDPs
In this section, we show how to compute an abstract gMDP
for a set of linear stochastic difference equations. To obtain an
abstract model, one can use model-order reduction techniques
[19] or employ lumping based abstractions that result in
discrete-state MDPs [26]. We present an approach in the sequel
that combines both model order reduction and abstraction to a
discrete-state model. Our error quantification approach utilises
the disturbance induced in the state trajectory, which is initially
proposed in [12], [20].
Concrete model. Consider the following linear gMDP M:
xt+1 = Axt +But +Bwwt,
yt = Cxt, x0 ∈ X,
(34)
where xt ∈ X ⊂ Rn, ut ∈ U ⊂ Rm, and yt ∈ Y ⊂ Rp.
Matrices A, B, Bw, and C have appropriate dimensions and
{wt, t ∈ N} is an i.i.d. sequence with standard Gaussian
distributions wt ∼ N (0, I).
Constructing the abstract model. We will construct the
abstract model in two steps. First, we construct a reduced
order model Ms, which is then used to construct a discrete
state abstract model M̂. The reduced order model Ms has the
state space Xs ⊂ Rns with ns < n. Let the dynamics of Ms
be given as
xs,t+1 = Asxs,t +Bsut +Bswwt,
ys,t = Csxs,t.
(35)
The stochastic kernels t, ts for M and Ms are obtained similar
to the one in Example 1 using difference equations (34)-(35).
The construction of M̂ relies on partitioning this new space Xs
with regions Ai ⊂ Xs, indexed by Γ , such that
⋃
i∈Γ Ai = Xs
and Ai ∩ Aj = ∅ for i 6= j. For each region, we select one
representative point xˆi ∈ Ai. The collection of representative
points defines the set of abstract states of M̂, i.e., Xˆ := {xˆi ∈
Ai, i ∈ Γ}. States xs ∈ Xs are mapped to abstract states
xˆ ∈ Xˆ using the the operator Π : Xs → Xˆ that assigns to any
xs ∈ Xs, the representative point xˆi iff xs ∈ Ai for i ∈ Γ . As
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the abstract action space, we select Uˆ ⊂ U, a (finite) subset
of U. We define the stochastic transitions of M̂ as
tˆ(xˆi|xˆt, uˆt) := ts(Ai|xˆt, uˆt)
= N (Ai|Asxˆt +Bsuˆt, BswBTsw).
The abstract gMDP M̂ := (Xˆ, Uˆ,Y, xˆ0, tˆ, hˆ) is fully char-
acterised by choosing an initial state xˆ0, the output map
hˆ(xˆ) := Csxˆt, and the output space Y.
Computation of the (, δ)-simulation relation. To quantify
the difference between M̂ and M, we start by analysing the
abstract gMDP M̂. Executions of M̂ can be obtained via the
stochastic difference equations
xˆt+1 = Π (Asxˆt +Bsuˆt +Bswwt) ,
yˆt = Csxˆt, xˆ0 ∈ X,
(36)
that are disturbed with the noise term wt ∼ N (0, I). This
noise wt is exactly the one affecting M, thereby allowing us
to define an intuitive lifting Wt based on N (0, I). Consider
the set
∆ := {Π(xs)− xs | xs ∈ Xs}.
Then the state transition (36) can be rewritten as a transition
into a bounded set
xˆt+1 ∈ Asxˆt +Bsuˆt +Bswwt + ∆. (37)
The state transitions of (37) is illustrated in Fig. 7. We assume
that the partition sets {Ai, i ∈ Γ} are selected such that ∆ is
bounded, namely there exists a vector δ such that |β| ≤ δ
element-wise for all β ∈ ∆.
Fig. 7. From linear dynamics to finite state dynamics by choosing the
appropriate β ∈ ∆.
Consider the linear interface function
u = Ruˆ +Qxˆ +K(x − Pxˆ), (38)
for some matrices P,Q,R,K such that the Sylvester equation
PAs = AP +BQ
holds. Define the relation (xˆ,x) ∈ R as
R := {(xˆ, x) | ‖x − Pxˆ‖M ≤ },
with ‖x‖M :=
√
xTMx. We check conditions A1-3 of Def. 6
under which M̂ δ M.
Condition A1. For the pair of initial states (xˆ0, x0), this
condition requires that ‖x0 − Pxˆ0‖M ≤ . One choice is to
find an xs,0 that minimises ‖x0 − Pxs,0‖M and then project
it into the representative points, i.e., xˆ0 := Π(xs,0) with
xs,0 := (P
TMP )−1PTMx0.
Condition A2. This condition dY(yˆ, y) = ‖yˆ − y‖ ≤  for
any (xˆ, x) ∈ R is achieved if Cs = CP , and CTs Cs ≤ M .
Condition A3. This condition holds if the following inequality
‖A¯x¯+ B¯uˆ + B¯ww + Pβ‖M ≤  (39)
with matrices defined as A¯ := A + BK, B¯ := BR − PBs,
B¯w := Bw − PBws holds with probability at least (1 − δ)
for all bounded values of x¯, uˆ, and β. That is, (39) has to be
satisfied
• for all β ∈ ∆,
• for all x¯ with ‖x¯‖M ≤ ,
• for all w ∈ Cw, where Cw is a set with P(w ∈ Cw) ≥ 1−δ,
• and for all uˆ ∈ Uˆ.
Condition A3. in (39) can be checked using LMIs and S-
procedure [5]. Notice that the output deviation  depends on
the attenuation of the disturbance inputs B¯uˆ + B¯ww + Pβ.
Additionally, when there is no order reduction, the disturbance
input reduces to Pβ, i.e., the impact of uˆ and w in (39) equate
to zero and the resulting approximate simulation relation does
not have a deviation in probability: δ = 0.
Interface condition (3). This condition holds if the interface
defined in (38), is an interface of the form (3). More specif-
ically, we require that over the domain Uˆ × R the interface
takes values in P(U,B(U)). Since (38) yields a deterministic
value, this condition can be written as
Ruˆ +Qxˆ +Kx¯ ∈ U, (40)
for all uˆ ∈ Uˆ, xˆ ∈ Xˆ, and for all x¯ with ‖x¯‖M ≤ . This
constraint can be verified with linear matrix inequalities when
U is bounded.
B. Case studies
Toy example. We consider the specification ψ = ♦≤n2Ks
which encodes reach and stay over bounded time intervals. The
associated DFA is given in Fig. 8, together with an illustration
of a car following another as a potential application of this toy
example.
Fig. 8. The specification ψ = ♦≤n2{xa ∈ Ks} with the DFA for ψ
(right).
Consider the original model M, which is a 3-dimensional
linear system with output yt = xat and
xat+1 = x
a
t − a1(xbt − xct)− a2ut + a3wt
xbt+1 = bx
b
t + ut
xct+1 = c1x
c
t + c2wt
with a1 = 0.3, a2 = 0.03, a3 = 0.006, b = c1 = 0.8 and
c2 = 0.1. For the specification we select n2 = 3. We follow
Sec. VI-A and compute a one-dimensional model Ms via the
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Fig. 9. On the left: (, δ)-robust satisfaction probability of ♦≤n2{y ∈
[−2, 2]} with  = 1.2266 and δ = 0.03. On the right: simulation runs for
the original model and the abstract model with the composed robust controller.
balanced truncation of the original controlled model with a
suitable feedback gain K = [−0.7738, 0.9369,−0.6829]. In
Fig. 9, we give an example of such a robust temporal logic
computation. On the right side of the figure, 10 simulation runs
are given that are initialised at [xa, xb, xc] = [2.45, 2.5, 1.3].
Crosses are the outputs of M̂ whereas lines are the outputs of
M.
Robot example. As a second example, we consider the model{
xt+1 = xt + ut + wt, wt ∼ N (0, 0.1I2)
yt = xt, xt ∈ [−10, 10]2, ut ∈ [−1, 1]2.
We choose the specification
ψ := ((¬obs ∧ ¬col) U pac) ∧ (¬obs U col), (41)
for which the atomic propositions obs,pac, col refer respec-
tively to obstacles, a package, and a client collection point,
and are depicted in Fig. 10 in blue, orange (middle), and green
(bottom right) regions. We want to evaluate the probability
that the robot can go and pick up the package and bring it
to the collection point for the client, without running into any
obstacle.
We abstract the model without order reduction (P = I2)
and with space discretisation δ = [0.41576, 0.4326]T . For
bisimulation relation we choose precision  = 0.6, δ = 0.
The input space is partitioned into 49 squares. The control
refinement u = uˆ+(xˆ−x) fully compensates for the incurred
errors in the previous step. Closed-loop executions of the robot
with the synthesised robust controller is simulated thrice for
initial states x0 = [−5,−7.5]T and x0 = [−7.5, 5]T . In all
cases, the robot fulfils the task expressed via ψ in (41). Robust
probability of satisfying the specification is computed based
on the abstract model and plotted on the right in Fig. 10 as a
function of initial state of the robot. The robot starting from
right-side passage has smaller probabilities of satisfying ψ
because it needs to move in the upper passage that is narrower,
and thus increases the probability of hitting the obstacles.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, we have introduced a new robust way of syn-
thesising control strategies and verifying probabilistic temporal
logic properties. Beyond this theoretical contribution, future
work will focus on the computational aspects of this approach
to prepare for application on more realistic problems.
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APPENDIX A
PROOFS
A. Proof of Lemma 1
Proof of inequalities (16) and (19). First we show that for
any two functions V and W satisfying V (xˆ, q) ≥ W (xˆ, q),
the inequality is preserved for operators Tµδ and T
∗
δ , that is,
(16) and (19) hold. These operators a composed of function
max(·, a), a ∈ R, conditional expectation, subtraction by the
constant δ, the truncation function L(·), and supµ(·); each of
these preserve the inequality. Thus this shows that (16) and
(19) hold.
Proof of convergence in (18) and (20). Consider
Tµδ (V0)(xˆ, q) ≥ 0 = V0(xˆ, q), by induction on (16) it follows
that the series {(Tµδ )l(V0)}l≥0 with V0 = 0 is point-wise
monotonically increasing. Since it is also bounded by one,
this ensures point-wise convergence of the series to a function
V µ∞. The same reasoning holds for the series {(T∗δ)l(V0)}l≥0.
Proof of existence of a solution for (17). We show that V µ∞
defined in (18) is a solution for the fixed-point equation:
Tµδ (V
µ
∞)(xˆ, q) = L
(
Tµ
(
lim
l→∞
(Tµδ )
l(V0)
)
(xˆ, q)− δ
)
= lim
l→∞
L
(
Tµ
(
(Tµδ )
l(V0)
)
(xˆ, q)− δ)
= lim
l→∞
(Tµδ )
l+1(V0) = V
µ
∞(xˆ, q),
where we have used the definition of Tµδ and the bounded
convergence theorem for interchanging the limit and the ex-
pectation operators.
In order to prove uniqueness of the solution of the fixed-
point equation (17), we need the notion of absorbing sets as
in (27) and two propositions presented next.
Next proposition provides an upper bound on the series
{(Tµδ )l(V )}l≥0 over an absorbing set I .
Proposition 7: Any function V : Xˆ × Q → [0, 1] satisfies
the following inequality on the absorbing set I ,
0 ≤ (Tµδ )l(V )(xˆ, q) ≤ L(‖V ‖∞ − lδ), ∀(xˆ, q) ∈ I, (42)
which implies that (Tµδ )
l(V )(xˆ, q) = 0 for all (xˆ, q) ∈ I and
any l ≥ 1/δ.
Proof: The proof is based on induction. The inequality
(42) holds for l = 1. Take any (xˆ, q) ∈ I to get
(Tµδ )(V )(xˆ, q)
= L
(∫
X×Q
max{1F (q′) , V (xˆ′, q′)}t¯(dxˆ′ × q′|xˆ, q, µ)− δ
)
= L
(∫
X×Q
[
1F (q
′) + 1Q\F (q′)V (xˆ′, q′)
]
× t¯(dxˆ′ × q′|xˆ, q, µ)− δ
)
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= L
(∫
I
V (xˆ′, q′)t¯(dxˆ′ × q′|xˆ, q, µ)− δ
)
≤ L(‖V ‖∞ − δ). (43)
Now suppose (42) holds for an l. We have the following for
any (xˆ, q) ∈ I:
(Tµδ )
l+1(V )(xˆ, q) ≤ Tµδ [L(‖V ‖∞ − lδ)] (xˆ, q)
≤ L(L(‖V ‖∞ − lδ)− δ) = L(‖V ‖∞ − (l + 1)δ).
The first inequality holds due to the monotonicity of the
operator Tµδ . For the second inequality, we have applied (43)
to the function L(‖V ‖∞− lδ). Then (42) also holds for l+ 1.
This completes the proof.
We now introduce the transient states and use this set to
prove the contractivity of the fixed point.
Proposition 8: Let I be the largest absorbing set with
property (27). The set of states R := (Xˆ×(Q\F ))\I , includes
all the transient states of the product gMDP M⊗Aψ , that is
for all (xˆ, q) ∈ R:
Pµ×(M⊗Aψ) [(xˆt, qt) ∈ R, ∀t ≥ 0|xˆ0 = xˆ, q0 = q] = 0.
In words, the state trajectories starting from R will eventu-
ally leave R and either go to the absorbing set I or to the set
of satisfying states Xˆ× F .
Proof of uniqueness. We show that for any function V :
X×Q→ [0, 1], it holds that
lim
l→∞
(Tµδ )
l(V )(xˆ, q) = V µ∞(xˆ, q),
for all (xˆ, q) ∈ Xˆ×Q with V µ∞ defined in (18). Partition Xˆ×Q
into Xˆ× F , I , and R which are respectively the set of target
states for the property, the largest absorbing set, and the set
of transient states defined in Prop. 8. Take any ` ≥ 1/δ and
define V` := (T
µ
δ )
`. According to Prop. 7, V` = 0 on the
absorbing set I . For V0 = 0 and for all (xˆ, q) ∈ Xˆ × Q, we
have
Tµδ (V`)(xˆ, q)
= L
( ∫
X×Q
[
1F (q
′) + 1Q\F (q′) (V0 + V`)(xˆ′, q′)
]
× t¯(dxˆ′ × q′|xˆ, q, µ)− δ)
= Tµδ (V0)(xˆ, q) +
∫
X×Q
1Q\F (q′)V`(xˆ′, q′)t¯(dxˆ′ × q′|xˆ, q, µ)
= Tµδ (V0)(xˆ, q) +
∫
R
V`(xˆ
′, q′)t¯(dxˆ′ × q′|xˆ, q, µ)
≤ Tµδ (V0)(xˆ, q) + ‖V`‖∞
∫
R
t¯(dxˆ′ × q′|xˆ, q, µ).
Since Tµδ (V`)(xˆ, q) = 0 for all (xˆ, q) ∈ I , we can inductively
show that
(Tµδ )
p(V`)(xˆ, q) ≤ (Tµδ )p(V0)(xˆ, q)
+ ‖V`‖∞P [(xˆt, qt) ∈ R, ∀t ≤ p|xˆ, q] . (44)
According to Prop. 8, the bounded invariance probability in
the right-hand side of (44) converges to zero, i.e.,
lim
p→∞P [(xˆt, qt) ∈ R, ∀t ≤ p|xˆ0 = xˆ, q0 = q] = 0.
Thus the right hand side of (44) converges to V∞. Ad-
ditionally, (Tµδ )
p(V`)(xˆ, q) is trivially lower bounded by
the series (Tµδ )
p(V0)(xˆ, q) converging to V∞. Therefore
(Tµδ )
p(V`)(xˆ, q) will also converge to V∞. This proves that
V∞ is the unique fixed point.
B. Proof of Theorem 1
Proof: Consider the stationary Markov policy µ∗, then
V ∗∞ is the solution of the fixed point equation associated to
µ∗, that is
V ∗∞ = T
µ∗
δ V
∗
∞ .
By Lem. 1, this fixed point has a unique solution. Since
liml→∞(T
µ∗
δ )
l(V0) is also a solution of this fixed point, it
has to hold that
V ∗∞ = lim
l→∞
(Tµ
∗
δ )
l(V0) with V0 = 0,
which proves the theorem.
C. Proof of Theorem 2
We need to show that (0, δ)-robust satisfaction holds ac-
cording to Def. 9. In order to prove this, we present a lemma
which states that the robust value functions computed on M̂
give a lower bound on the value functions computed on the
coupled system M̂||RM.
Lemma 2: Suppose M̂ δ0 M with simulation relation R
and a mapping µ : Xˆ × Q → Uˆ is given. Let V (xˆ, q) ≤
V||(xˆ, x, q) for all (xˆ, x) ∈ R. Then
Tµδ (V )(xˆ, q) ≤ Tµ(V||)(xˆ, x, q), ∀(xˆ, x) ∈ R, (45)
where Tµδ is the robust operator (14) with respect to stochastic
transitions of M̂ and Tµ is the Bellman operator (6) with
respect to stochastic transitions of M̂||RM.
Proof: We start from Tµ(V ), which is
Tµ(V )(xˆ, q) =
∫
Xˆ
∑
q′∈Q
max{1F (q′), V (xˆ′, q′)}
× t¯(q′ × dxˆ′|xˆ, q, µ).
For (xˆ, x) ∈ R and the policy µ : Xˆ × Q → Uˆ applied to
the lifted transition kernel of the composed system M̂||RM,
condition (L1.) in Def. 5 gives the equivalent integral∫
Xˆ×X
max{1F (qˆ+), V (xˆ′, qˆ+)}Wt(dxˆ′ × dx′|µ, xˆ, x)
with qˆ+ = τ(q, L ◦ hˆ(xˆ)). The above integral is equal to∫
R
max{1F (qˆ+), V (xˆ′, qˆ+)}Wt(dxˆ′ × dx′|µ, xˆ, x)
+
∫
(Xˆ×X)\R
max{1F (qˆ+), V (xˆ′, qˆ+)}Wt(dxˆ′ × dx′|µ, xˆ, x)
≤
∫
R
max{1F (qˆ+), V (xˆ′, qˆ+)}Wt(dxˆ′×dx′|uˆ, xˆ, x) + δ.
The inequality holds due to Wt((Xˆ × X) \ R|uˆ, xˆ, x) ≤ δ.
Moreover, it holds that qˆ+ = q+ for (xˆ′, x′) ∈ R, and
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according to the assumption of the lemma, V (xˆ′, qˆ+) ≤
V||(xˆ′, x′, qˆ+). Therefore, the integral over R is equal to∫
R
max{1F (q+), V||(xˆ′, x′, q+)}Wt(dxˆ′ × dx′|uˆ, xˆ, x)
≤
∫
Xˆ×X
max{1F (q+), V||(xˆ′, x′, q+)}Wt(dxˆ′ × dx′|µˆ, xˆ, x)
= Tµ(V||)(xˆ, x, q).
The left-hand side of (45) is
Tµδ (V )(xˆ, q) = L (T
µ(V )(xˆ, q)− δ)
≤ L (Tµ(V||)(xˆ, x, q) + δ − δ) = Tµ(V||)(xˆ, x, q),
since Tµ(V||) only takes values in [0, 1].
We can now continue the proof of Thm. 2. We apply the
operator Tµ inductively to both side of (45) and use Thm. 3,
Lem. 1, and equation (22) to get
Rδ
µ×(M̂⊗Aψ) ≤ Pµ×((M̂||RM)⊗Aψ)(∃t ≥ 0 : qt ∈ F ).
Furthermore, we know from Prop. 2 that for each µ we can
construct a corresponding Cˆ(µ, ψ) such that
P
µ×((M̂||RM)⊗Aψ)(∃t ≥ 0 : qt ∈ F )
= P
Cˆ(µ,ψ)×(M̂||RM)(ω  ψ).
Furthermore, based on Prop. 1, we can construct a control
strategy C such that
P
Cˆ(µ,ψ)×(M̂||RM)(ω  ψ) = PC(µ,ψ)×M(ω  ψ),
which completes the proof.
D. Proof of Theorem 3
Proof: Consider the un-truncated robust operator defined
Tˆµδ (V )(xˆ, q) := T
µ(V )(xˆ, q)− 1Q\F (q)δ.
Remark that the δ deviation is only subtracted over the
complement of F . In compare with the robust operator Tµδ
in (14), this minor change in formulation of the δ subtraction
has no impact over the domain X × (Q \ F ). Therefore, it
follows that
Tµδ (V )(xˆ, q) ≥ Tˆµδ (V )(xˆ, q).
For ease of notation, we denote V l :=
(
Tµ
)l
(V0) and Vˆ l :=(
Tˆµδ
)l
(V0) with V 0 = Vˆ 0 = 0. We have that
Vˆ 1(xˆ, q) = TµV 0(xˆ, q)− 1Q\F (q)δ
= TµV 0(xˆ, q)− δP (HF (xˆ, q) ≥ 1) .
Note that HF (xˆ, q) is zero if q ∈ F , otherwise it is positive
with probability one. Now suppose the equality (26) holds for
l:
Vˆ l = V l − δ
l∑
n=1
P
(
HF (xˆ, q) ≥ n) .
Then for Vˆ l+1 we get
Vˆ l+1(xˆ, q) = Tˆµδ (Vˆ
l)(xˆ, q) = Tµ(Vˆ l)(xˆ, q)− 1Q\F (q)δ
=
∫
F×X
1t¯(dxˆ′ × q′|µ, q, xˆ)− 1Q\F (q)δ
+
∫
Q\F×X
Vˆ l(xˆ′, q′)t¯(dxˆ′ × q′|µ, q, xˆ)
= Tµ
(
V l
)
(xˆ, q)− 1Q\F (q)δ
−
∫
(Q\F )×X
δ
l∑
n=1
P
(
HF (xˆ′, q′) ≥ n) t¯(dx′, q′|µ, x, q)
= V l+1(xˆ, q)− δ
l+1∑
n=2
P
(
HF (xˆ, q) ≥ n)
− δP (HF (xˆ, q) ≥ 1)
= V l+1(xˆ, q)− δ
l+1∑
n=1
P
(
HF (xˆ, q) ≥ n) .
This proves the theorem by induction.
E. Proof of Theorem 4
We present a lemma which states that the (, δ)-robust value
functions computed on M̂ give a lower bound on the value
functions computed on the coupled system M̂||RM. This will
help us in proving the use of the (, δ)-robust operator. In a
similar fashion to Lemma 2, the following lemma is presented.
Lemma 3: Suppose M̂ δ M with simulation relation R
and a mapping µ : Xˆ × Q → Uˆ is given. Let V (xˆ, q) ≤
V||(xˆ, x, q) for (xˆ, x) ∈ R, then
Tµ,δ(V )(xˆ, q) ≤ Tµ(V||)(xˆ, x, q) ∀(xˆ, x) ∈ R (46)
where Tµ,δ is the (, δ)-robust operator with respect to stochas-
tic transitions of M̂ and Tµ is the Bellman operator (6) with
respect to stochastic transitions of M̂||RM.
Proof of Lemma 3: For (xˆ, x) ∈ R:∫
Xˆ
min
q′∈τ¯(q,xˆ′)
max {1F (q′), V (xˆ′, q′)} t(dxˆ′|xˆ, µ)− δ
=
∫
Xˆ×X
min
q′∈τ¯(q,xˆ′)
max {1F (q′), V (xˆ′, q′)} (47)
×Wt(dxˆ′ × dx′|uˆ, xˆ, x)− δ.
Then the above integral is equal to∫
R
min
q′∈τ¯(q,xˆ′)
max{1F (q′), V (xˆ′, q′)}Wt(dxˆ′ × dx′|uˆ, xˆ, x)
+
∫
(Xˆ×X)\R
min
q′∈τ¯(q,xˆ′)
max{1F (q′), V (xˆ′, q′)}
×Wt(dxˆ′ × dx′|uˆ, xˆ, x)− δ
≤
∫
R
min
q′∈τ¯(q,xˆ′)
max{1F (q′), V (xˆ′, q′)}
×Wt(dxˆ′ × dx′|uˆ, xˆ, x) (48)
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For (xˆ′, x′) ∈ R, it holds that q′ = τ(q, L(h(xˆ))) ∈ τ¯(q, xˆ)
and V (xˆ′, q′) ≤ V||(xˆ′, x′, q′). Therefore, the integral over R
in (48) is equal to∫
R
max{1F (q′), V||(xˆ′, x′, q′)}Wt(dxˆ′ × dx′|uˆ, xˆ, x)
≤
∫
Xˆ×X
max{1F (q′), V||(xˆ′, x′, q′)}Wt(dxˆ′ × dx′|µˆ, xˆ, x)
= Tµ(V||)(xˆ, x, q)
The truncation operator L to the [0, 1] interval preserves the
point-wise inequality and Tµ(V||)(xˆ, x, q) only takes values
in [0, 1], therefore the inequality (46) holds for all (xˆ, x) ∈ R.
Replacing Lemma 2 with Lemma 3 in the proof of Theorem
2 yields the proof for Theorem 4.
F. Proof of Theorem 5
The proof of Theorem 5 differs substantially from the proofs
of Theorems 2 and 4. Still, we also here precede the proof with
a lemma that states how (upper)-bounds on value functions are
propagated over the dynamic programming recursions.
Lemma 4: If M δ M̂ and if Vˆ (xˆ, q) ≥ V (x, q) for
(x, xˆ) ∈ R, then
T∗−,−δ(Vˆ )(xˆ, q) ≥ T∗(V )(x, q)
for (x, xˆ) ∈ R and for the respective stochastic transitions of
M̂ and M.
Proof: For any policy ν : X → U, and for (x, xˆ) ∈ R,
consider the operator
Tν(V )(x, q)
=
∫
X
max (1F (q
′), V (x′, q′)) t(dx′|x, ν(x, q))
with q′ = τ(q, L ◦ h(x)).
=
∫
X×Xˆ
max{1F (q′), V (x′, q′)}
×Wt(dxˆ′ × dx′|ν(x, q), xˆ, x)
with the lifting Wt of M δ M̂. Since V (x′, q′) ≤ 1:
≤
∫
R
max{1F (q′), V (x′, q′)}
×Wt(dxˆ′ × dx′|ν(x, q), xˆ, x) + δ
for all (x, xˆ) ∈ R: V (x, q) ≤ Vˆ (xˆ, q)
≤
∫
R
max{1F (q′), Vˆ (xˆ′, q′)}
×Wt(dxˆ′ × dx′|ν(x, q), xˆ, x) + δ
Since q′ ∈ τ¯(q, x)
≤
∫
X×Xˆ
max
q′∈τ¯(q,x)
max{1F (q′), Vˆ (xˆ′, q′)}
×Wt(dxˆ′ × dx′|ν(x, q), xˆ, x) + δ
=
∫
Xˆ
max
q′∈τ¯(q,x)
max{1F (q′), Vˆ (xˆ′, q′)}
× tˆ(dxˆ′ | Uv(ν, x, xˆ), xˆ) + δ
with Uv the interface function for M δ M̂. Since the
truncation preserves the inequality it follows that for any given
policy ν : X→ U,
Tν(V )(x, q) ≤ T∗−,−δ(Vˆ )(xˆ, q) ∀(x, xˆ) ∈ R,
and it also follows that the inequality (4) holds.
Proof of Theorem 5: The satisfaction probabilities are
computed iteratively with
V ∗l+1 = T
∗(Vl) and Vˆ ∗l+1 = T
∗
−,−δ(Vl).
and initialised as V0∗ = 0 and Vˆ0∗ = 0. Since Vˆ0∗ ≥ V0∗ for
all (x, xˆ) ∈ R, it holds that
Vˆ ∗l+1(xˆ, q) ≥ V ∗l+1(x, q), ∀(x, xˆ) ∈ R, l > 0.
Therefore using i.a. Prop. 5, the proof follows mutatis mutan-
dis the proof of Thm. 2.
