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RESUMO
O casamento de esquemas em n´ıvel de estrutura e´ um processo que
pode ser aplicado em diversas a´reas que envolvem a manipulac¸a˜o de
dados heterogeˆneos. A ideia principal e´ casar elementos de estrutu-
ras que podem ser encontradas em diferentes fontes de dados, como
por exemplo, elementos XML, classes de objetos, tabelas relacionais,
web forms entre outras. Este processo e´ considerado um desafio de-
vido ao grande nu´mero de representac¸o˜es heterogeˆneas de estruturas
semanticamente similares. Neste trabalho, descreve-se um me´todo de
casamento de esquemas em n´ıvel de estruturas aplicado em um processo
de busca. O objetivo e´ utilizar na˜o so´ a pro´pria estrutura no processo
de casamento, mas tambe´m dados adicionais armazenados nas fontes de
dados, que podem ser suficientemente representativos para caracterizar
a estrutura. Estes dados podem ser chamados de “informac¸o˜es contex-
tuais” e servem como base para ajustar o escore final de similaridade
entre a estrutura da consulta e as estruturas encontradas nas fontes
de dados. O me´todo proposto e´ composto pelos seguintes componen-
tes: i) func¸o˜es de similaridade atoˆmicas para elementos do esquema;
ii) algoritmo para detecc¸a˜o das informac¸o˜es contextuais; e iii) a´rvore
de decisa˜o para o ajuste final de similaridade. Foram realizados expe-
rimentos que demonstram a efetividade do me´todo com melhoria da
precisa˜o em relac¸a˜o ao algoritmo usado como baseline.
Palavras-chave: Casamento em n´ıvel de estrutura. Escore de simila-
ridade. Informac¸o˜es do contexto. Busca por similaridade. I´ndice.

ABSTRACT
Structure-level matching is an important matching operator in various
applications areas involving heterogeneous data. The main ideia is to
matching combinations of elements that appear together in a structure,
which can be found in different data models such as XML elements, ob-
ject classes, relational tables, structures of web forms, and so one. This
is a challenge due to large number of distinct representations of struc-
tures semantically similar. In this work, we describe a structure-level
matching method developed to search for structures representations in
data sources, taking into account the similarity score between struc-
ture elements and its context. The main goal is to use any internal
information stored in the data source as context beyond the struc-
ture information, which can be representative enough to characterize
the structure representation itself, for adjusting the similarity score
between structure elements. The proposed method consists of the fol-
lowing components: i) atomic similarity functions to schema elements;
ii) detection algorithm of contextual information; e iii) decision tree for
final similarity score adjusts. We also present experiments showing the
effectiveness of our method.
Keywords: Structure level matching. Similarity score. Context In-
formation. Similarity search. Index.
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1 INTRODUC¸A˜O
Abordagens para casamento de esquema teˆm sido amplamente
estudadas na literatura sob diversos aspectos. Essas abordagens po-
dem ser aplicadas em diferentes a´reas, tais como, integrac¸a˜o de esque-
mas, processamento de consultas semaˆnticas, construc¸a˜o automa´tica de
bases de conhecimento (RAHM; BERNSTEIN, 2001; WANG et al., 2012),
entre outras. Uma das mais respeitadas classificac¸o˜es na a´rea, que
leva em conta esses aspectos, reproduzida na Figura 1, foi feita por
(RAHM; BERNSTEIN, 2001), e apresenta os mais variados problemas fo-
cados por trabalhos propostos na literatura. O presente trabalho foca
no casamento de esquemas em n´ıvel de estrutura, conforme enfatizado
na Figura 1. Neste caso, considera-se que a estrutura de um objeto
do mundo real pode ser representada de diferentes formas em fontes
de dados distintas, e essas diferenc¸as tem motivado o desenvolvimento
de soluc¸o˜es baseadas em similaridade (DORNELES; GONc¸ALVES; MELLO,
2011). Entretanto, os resultados obtidos ainda na˜o sa˜o precisos o su-
ficiente, apresentando grande quantidade de falsos positivos e falsos
negativos. Segundo (RAHM; BERNSTEIN, 2001), o casamento de esque-
mas em n´ıvel de estrutura caracteriza-se por considerar os elementos
que aparecem juntos em uma estrutura.
Figura 1 – Classificac¸a˜o de abordagens para casamento de esquemas
(RAHM; BERNSTEIN, 2001).
Abordagens conhecidas para esse tipo de casamento consideram
somente as informac¸o˜es dispon´ıveis no pro´prio esquema em seu pro-
cesso, ou seja, a estrutura e seus elementos, e em alguns casos os rela-
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cionamentos com outras estruturas. Ale´m dessas, outras informac¸o˜es
podem ser consideradas nesse processo, pois auxiliam na caracterizac¸a˜o
das estruturas. Tais informac¸o˜es podem ser consideradas contexto, que
pode ser entendido como qualquer informac¸a˜o interna ou externa ao
Banco de Dados que pode ser usada para caracterizar o dado propri-
amente dito (STEFANIDIS; KOUTRIKA; PITOURA, 2011). Considerando
que algumas representac¸o˜es de estruturas informadas como entrada
possuem elementos muito distintos dos elementos das estruturas ar-
mazenadas nas fontes de dados indexadas, a proposta baseia-se no uso
de informac¸o˜es adicionais presentes nessas fontes de dados visando me-
lhorar a precisa˜o da busca e reduzir os falsos positivos e falsos negativos
no resultado.
Alguns trabalhos da literatura tem como objetivo descobrir en-
tidades do mundo real em pa´ginas web, como por exemplo (WENIN-
GER; JOHNSTON; HAN, 2013; HE et al., 2013). A comunidade tem des-
pendido esforc¸os para encontrar soluc¸o˜es que sejam capazes de encon-
trar pa´ginas-entidade ou pa´ginas-objeto. Weninger et al. (WENINGER;
JOHNSTON; HAN, 2013) define uma pa´gina-entidade como uma Web
Page que descreve uma entidade espec´ıfica, e fazer uso dos dados pre-
sentes nestas pa´ginas e´ uma oportunidade de criar conhecimento u´til
para muitas aplicac¸o˜es reais, tais como comparac¸o˜es de prec¸os de site de
venda, pesquisa vertical, reconhecimento de entidade e sugesta˜o de con-
sulta. A busca por essas entidades atrave´s da consulta de um usua´rio
por exemplo, se torna dif´ıcil considerando que a consulta pode ter o
objetivo de encontrar uma determinada entidade, pore´m a estrutura
informada difere das existentes na base de dados consultada. Nesses
casos, a busca utilizando casamento em n´ıvel de estrutura e tambe´m
outras informac¸o˜es do contexto pode ser empregada.
Para exemplificar o cena´rio descrito anteriormente considera-se
uma consulta pela estrutura job, que contenha os elementos job(name,
city, salary) nos seguintes conjuntos de dados que possuem dados adi-
cionais representados entre [ ] dataset 1 = job(description, city, salary,
company), [career, jobs name, industry, manager, employees], dataset
2 = job(name, location, company), [career, jobs category, industries,
skills, experiences] representa um desafio pelo fato de que na consulta
sa˜o informados apenas os elementos que representam a estrutura, en-
quanto as fontes de dados possuem a representac¸a˜o da estrutura e as
informac¸o˜es adicionais que representam o contexto. Desta forma, o
problema consiste em casar um objeto de dados composto por uma
estrutura de esquema com um objeto de dados composto pela estru-
tura de esquema mais um conjunto de palavras que define seu contexto.
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Neste caso, o me´todo de similaridade deve ser capaz de comparar dois
paraˆmetros heterogeˆneos e resultar em um escore de similaridade que
represente a semelhanc¸a entre os objetos.
Neste trabalho, e´ proposto um me´todo de casamento de esque-
mas em n´ıvel de estruturas, chamado Nazca1, que envolve: i) func¸o˜es de
similaridade atoˆmicas para elementos do esquema; ii) algoritmo para
detecc¸a˜o das informac¸o˜es contextuais; e iii) a´rvore de decisa˜o para o
ajuste final de similaridade. Especificamente, o trabalho tem como
principal objetivo a aplicac¸a˜o do me´todo proposto na busca por estru-
turas que estejam distribu´ıdas em diversas bases de dados, tais como,
bancos de dados relacionais, formula´rios web, documentos XML, en-
tre outros, e que podem estar armazenadas de diferentes formas. No
me´todo proposto, a entrada e´ a consulta que representa a estrutura de-
sejada, e o resultado e´ um ranking das estruturas similares encontradas
no conjunto de fontes de dados indexadas. De forma geral, o me´todo
se baseia em uma me´trica de similaridade que utiliza informac¸o˜es do
contexto no processo de casamento de esquemas, e funciona atrave´s
dos seguintes passos: i) indexac¸a˜o das bases de dados a serem con-
sultadas; ii) ca´lculo do escore de similaridade entre a os elementos da
estrutura usada na consulta e as estruturas dos esquemas armazenados;
iii) ca´lculo do escore de contexto da estrutura da consulta em relac¸a˜o a`
estrutura armazenada; iv) ca´lculo de um escore de similaridade inter-
media´rio entre a consulta e as estruturas das bases de dados; v) ca´lculo
do escore de similaridade final, atrave´s de uma a´rvore de decisa˜o usada
para refinar o escore intermedia´rio; e vi) gerac¸a˜o do ranking de resulta-
dos, ordenado pelo escore de similaridade final. A proposta apresenta
algumas limitac¸o˜es como a dependeˆncia das estruturas dos ı´ndices de
elementos e de contexto. Ale´m disso, so´ pode ser aplicada a fontes de
dados de onde possam ser extra´ıdas informac¸o˜es textuais de estruturas
e contexto, o que na˜o ocorre com figuras e documentos no formato pdf
por exemplo.
Foram executados dois tipos de experimentos para validac¸a˜o do
me´todo. O primeiro experimento busca avaliar o conteu´do das fontes
de dados indexadas, que permite identificar se o me´todo proposto para
extrac¸a˜o do contexto das fontes de dados realmente recupera conteu´do
relevante para representar o contexto das estruturas nelas contidas. O
segundo experimento, que foi feito com formula´rios web visa a avaliac¸a˜o
de consultas atrave´s das me´tricas de revocac¸a˜o e precisa˜o. Ambos os
1Em refereˆncia a`s linhas de Nazca no Peru, onde as imagens desenhadas no solo
apenas podem ser compreendidas com uma vista ae´rea que da´ a compreensa˜o do contexto
http://www.nascaperu.com/en/tourist-attractions-nasca/nasca-lines.
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experimentos demonstram que o ajuste dos scores baseado no contexto
torna os resultados mais precisos para as buscas.
As principais contribuic¸o˜es deste trabalho sa˜o: i) desenvolvi-
mento de um me´todo para casamento de estruturas baseado em in-
formac¸o˜es do contexto no ajuste dos scores de similaridade;ii) melho-
ria da precisa˜o no processo de casamento de estruturas utilizando in-
formac¸o˜es adicionais ao esquema e iii) reduc¸a˜o da quantidade de falsos
positivos e falsos negativos nos resultados das buscas utilizando este
me´todo.
Esta dissertac¸a˜o esta´ organizada da seguinte forma, o Cap´ıtulo
2 apresenta a descric¸a˜o do problema e alguns conceitos ba´sicos para
compreensa˜o da proposta, como Func¸o˜es de Similaridade e Contexto de
maneira geral. O Cap´ıtulo 3 apresenta alguns trabalhos desenvolvidos
nas a´reas de Resoluc¸a˜o de Entidades e Casamento de Esquemas, discu-
tindo suas semelhanc¸as e diferenc¸as com a proposta apresentada nesta
dissertac¸a˜o. O Cap´ıtulo 4 apresenta o me´todo Nazca, bem como a me-
todologia e as equac¸o˜es utilizadas para o desenvolvimento do me´todo.
O Cap´ıtulo 5 descreve os experimentos realizados e os resultados ob-
tidos. O Cap´ıtulo 6 apresenta as concluso˜es deste trabalho e poss´ıveis
trabalhos futuros.
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2 DEFINIC¸A˜O DO PROBLEMA E CONCEITOS
BA´SICOS
Neste cap´ıtulo e´ definido o problema do casamento de esquemas
em n´ıvel de estrutura abordado neste trabalho, usando alguns exemplos
de busca por representac¸a˜o de estruturas. Na proposta deste trabalho,
o objetivo e´ buscar por uma estrutura espec´ıfica em um conjuntos de
dados, tais como bancos de dados relacionais, documentos XML, docu-
mentos web, entre outros.
2.1 DEFINIC¸A˜O DO PROBLEMA
Uma situac¸a˜o real de estrutura inserida em seu contexto e´ uma
pa´gina contendo um formula´rio web. A Figura 2 apresenta um for-
mula´rio web dispon´ıvel em um site de pesquisas por vagas de emprego.
Nesta figura, esta´ destacada uma poss´ıvel representac¸a˜o da estrutura
“job”, que possui os elementos:Job Title, Company Name e City/State.
Ale´m disso, esse web site apresenta outras informac¸o˜es como dicas para
a carreira e outros artigos sobre a vida profissional que podem ser iden-
tificados atrave´s de termos nessa fonte de dados, por exemplo, resumes,
jobs, company, industries, employers, job-hunting, manager e careers.
Essas informac¸o˜es adicionais podem ser usadas para melhor caracteri-
zar a estrutura “job” na fonte de dados.
Figura 2 – Representac¸a˜o de uma estrutura inserida no contexto: Job
- Web Form.
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A representac¸a˜o da estrutura “job”, tambe´m pode ser encon-
trada em outras fontes de dados, como documentos XML por exem-
plo. A Figura 3 mostra outra poss´ıvel representac¸a˜o desta estrutura,
alguns dos seus elementos sa˜o: job-category, required-skills, required-
education,required-experience, salary-range e benefits (destacados com
linhas pontilhadas). Ale´m da representac¸a˜o da estrutura, alguns termos
do contexto tambe´m esta˜o destacados, como por exemplo, company,
industry, contact, email e location (destacados com linhas cont´ınuas).
As fontes de dados mostradas nas Figuras 2 e 3, que representam a
estrutura “job” em uma pa´gina web permitem identificar algumas dife-
renc¸as entre a representac¸a˜o da estrutura do mesmo objeto do mundo
real, nesse caso “job”, no entanto a presenc¸a de outras informac¸o˜es,
permitem identificar o contexto das estruturas representadas.
Figura 3 – Representac¸a˜o de uma estrutura inserida no contexto: Job
- XML.
Para exemplificar a proposta deste trabalho, as Figuras 2 e 3
apresentam duas poss´ıveis fontes de dados para indexac¸a˜o e posterior
busca. Considerando uma busca pela estrutura “job”, e´ deseja´vel que
as duas fontes de dados citadas sejam recuperadas com alto escore de
similaridade. Para isso, assume-se que a consulta seja escrita de tal
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forma que uma estrutura seja informada, como por exemplo, job (field,
position, city, company). Para este exemplo, se as fontes de dados apre-
sentadas nas Figuras 2 e 3 estiverem indexadas, elas deveriam retornar
em uma alta posic¸a˜o no ranking final, devido ao seu conteu´do rele-
vante para a consulta. Entretanto, se utilizada apenas a similaridade
de elementos da estrutura, observa-se que os elementos na Figura 3
apresentam baixa similaridade com os elementos informados na con-
sulta e provavelmente este documento ficaria entre os falsos negativos
do resultado da consulta. A ana´lise dos termos desta fonte de dados
pode ajudar a caracterizar a estrutura, aumentando assim o seu escore
de similaridade em relac¸a˜o a` consulta.
Figura 4 – Exemplo de consulta com contexto e representac¸a˜o da es-
trutura
A Figura 4 apresenta um exemplo de consulta e fontes de dados
utilizadas na busca. Como pode ser visto, na consulta sa˜o informados
apenas os elementos que representam a estrutura, enquanto as fontes de
dados possuem duas representac¸o˜es: a representac¸a˜o da estrutura e o
contexto. O principal desafio e´ encontrar o escore de similaridade entre
a consulta e o contexto da fonte de dados, definindo como usar este
valor para ajustar o escore final. No exemplo apresentado na Figura
4 pode-se observar que para a Fonte de Dados 2 o valor do escore de
similaridade de elementos e´ 0.95, o que o faria retornar em uma alta
posic¸a˜o no ranking, ja´ a Fonte de Dados 1 tem como valor do escore da
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similaridade de elementos 0.0, assim, esta fonte de dados retornaria em
uma baixa posic¸a˜o no ranking se somente este escore fosse considerado.
De outra forma, se o escore de contexto for considerado, a Fonte de
Dados 1 poderia retornar em uma alta posic¸a˜o no ranking, considerando
que apresenta um valor de 0,98 para o escore de contexto. A Fonte de
Dados 2 tambe´m pode ser considerada relevante para a consulta, pois
o valor do escore de contexto e´ 0,80.
2.2 CONCEITOS BA´SICOS
A seguir sera˜o apresentados alguns conceitos importantes para a
compreensa˜o da proposta:casamento de esquemas, func¸o˜es de similari-
dade e contexto.
Casamento de esquemas: casamento de esquemas e´ o pro-
blema de gerac¸a˜o de correspondeˆncias entre elementos de dois esque-
mas (BERNSTEIN; MADHAVAN; RAHM, 2011; RAHM; BERNSTEIN, 2001).
O casamento de esquemas e´ utilizado em integrac¸a˜o de dados, con-
sultas aproximadas, pesquisa por similaridade, ou seja, sempre que se
pretende analisar dados provenientes de uma ou va´rias fontes de dados
para determinar se representam ou na˜o o mesmo objeto do mundo real.
O processo de casamento nem sempre e´ trivial, visto que os dados po-
dem apresentar heterogeneidade de representac¸a˜o, tanto na estrutura
quanto em seus valores. Portanto esse processo deve ser capaz de ana-
lisar estrutura e valor para atingir com maior precisa˜o seus objetivos
(DORNELES et al., 2009; DORNELES; GONc¸ALVES; MELLO, 2011).
Em (BERNSTEIN; MADHAVAN; RAHM, 2011) ha´ uma visa˜o ge-
ral da evoluc¸a˜o da pesquisa na a´rea de casamento de esquemas. Sa˜o
demonstradas diferentes te´cnicas, algoritmos e ferramentas conhecidas
para este processo. Entre as principais te´cnicas empregadas em casa-
mento de esquemas esta˜o:
• Casamento Lingu´ıstico: baseado em nomes ou descric¸a˜o de
elementos, strings e substrings e te´cnicas de recuperac¸a˜o de in-
formac¸a˜o.
• Informac¸o˜es auxiliares: baseado em diciona´rios, acroˆnimos en-
tre outras informac¸o˜es.
• Casamento baseado em instaˆncias: elementos de esquemas
sa˜o considerados similares se as suas instaˆncias sa˜o similares, ba-
seado em estat´ısticas, metadados, ou treinamento de classificado-
res.
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• Casamento baseado em estruturas: elementos do esquema
sa˜o similares se eles aparecem em estruturas similares, tem re-
lacionamentos similares, ou tem relacionamentos com elementos
similares.
• Casamento baseado em restric¸o˜es: baseado em tipos de da-
dos, intervalo de valores, regras de unicidade e chaves estrangei-
ras.
• Casamento baseado em regras: baseado em regras de corres-
pondeˆncia que sa˜o expressas em lo´gica de primeira ordem.
• Casamento h´ıbrido: que utiliza diferentes crite´rios para o ca-
samento.
• Casamento de grafos: baseado na comparac¸a˜o de relaciona-
mentos entre elementos de grafos.
• Similaridade de conteu´do: onde as instaˆncias de elementos de
um esquema sa˜o agrupadas em um documento que e´ enta˜o combi-
nado com outros documentos com base na medida de recuperac¸a˜o
de informac¸a˜o TF-IDF.
• Link de documentos: onde os conceitos de duas ontologias
sa˜o considerados similares se as entidades desses conceitos sa˜o
similares.
Ale´m de te´cnicas para casamento de esquemas (BERNSTEIN;
MADHAVAN; RAHM, 2011) tambe´m cita algumas abordagens que combi-
nam tipos de algoritmos. Estrate´gias de workflow, executam diferentes
algoritmos de casamento e ao final da execuc¸a˜o combinam os seus resul-
tados. De forma diferente, em outras abordagens os diferentes passos do
algoritmo sa˜o executados paralelamente ou diferentes partic¸o˜es do es-
quema sa˜o analisadas em paralelo. Mesmo com a evoluc¸a˜o das te´cnicas
de casamento de esquemas ao longo dos anos, os algoritmos de execuc¸a˜o
automa´tica (sem intervenc¸a˜o do usua´rio) ainda na˜o atingiram uma pre-
cisa˜o significativa nos resultados. Assim, o problema de casamento de
esquemas ainda permanece em aberto possibilitando oportunidades de
pesquisa e desenvolvimento de novas te´cnicas que tornem o processo
cada vez mais preciso.
Resoluc¸a˜o de Entidades: processo que identifica registros que
referem-se a` mesma entidade do mundo real e que combina as diferen-
tes representac¸o˜es em uma u´nica (WANG et al., 2011; WHANG; BENJEL-
LOUN; GARCIA-MOLINA, 2009; PLOCH, 2011). O processo de resoluc¸a˜o
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de entidades difere do casamento de esquemas, pois considera somente
as instaˆncias dos dados, como por exemplo, nomes de cidades e na˜o as
estruturas que sa˜o inerentes de esquemas, como por exemplo, a estru-
tura de uma tabela relacional que armazena informac¸o˜es de cidades.
Func¸o˜es de similaridade: Uma func¸a˜o de similaridade retorna
um escore para um par de valores, esses valores sa˜o considerados simi-
lares se este valor ultrapassa um limiar pre´-definido. Quando os dados
analisados pelo processo de casamento sa˜o atoˆmicos, como por exemplo
(strings, valores nume´ricos, datas, etc.) pode ser usada uma func¸a˜o de
similaridade apropriada para o tipo de dado. Em casos onde os valores
sa˜o complexos, como tuplas em bancos de dados relacionais, web forms
e documentos XML, podem ser adotadas abordagens que combinam
as func¸o˜es de similaridade para dados atoˆmicos, com outras te´cnicas
mais sofisticadas, como aprendizado de ma´quina por exemplo (DORNE-
LES; GONc¸ALVES; MELLO, 2011). Especificamente para strings, existem
func¸o˜es de similaridade como Levenshtein (LEVENSHTEIN, 1966), Jaro-
Winkler (JARO, 1976), Q-Gram (ELMAGARMID; IPEIROTIS; VERYKIOS,
2007), entre outras. As diferentes func¸o˜es de similaridade resultam va-
lores diferentes para as mesmas entradas. A escolha do melhor me´todo
depende do domı´nio em que o ca´lculo de similaridade sera´ aplicado
(LEVIN; HEUSER, 2010).
Contexto: de maneira geral, o contexto pode ser entendido
como um conhecimento que auxilia na identificac¸a˜o do que e´ ou na˜o
relevante em um dado momento e lugar. O contexto em sistemas e´
usado para fornecer servic¸os ou informac¸o˜es mais relevantes para os
usua´rios na realizac¸a˜o das suas tarefas. Segundo (DEY, 2001), contexto
e´ qualquer informac¸a˜o que caracteriza a situac¸a˜o de uma entidade (pes-
soa, lugar ou objeto) considerada relevante para a interac¸a˜o entre uma
pessoa e uma aplicac¸a˜o. Trazendo este conceito para Bancos de Da-
dos, contexto e´ qualquer informac¸a˜o externa ao Banco de Dados que
pode ser usada para caracterizar a situac¸a˜o de um usua´rio ou qualquer
informac¸a˜o interna ao Banco de Dados que pode ser usada para carac-
terizar o dado propriamente dito (STEFANIDIS; KOUTRIKA; PITOURA,
2011). O contexto em Banco de Dados pode ser usado tanto para per-
sonalizar informac¸o˜es armazenadas, quanto para recuperar informac¸o˜es
mais precisas para as consultas.
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3 TRABALHOS RELACIONADOS
Casamento de esquemas e resoluc¸a˜o de entidades sa˜o assuntos
discutidos por diferentes segmentos de pesquisa envolvendo similari-
dade e o uso de outras informac¸o˜es para melhorar o processo. O de-
safio e´ tornar o resultado da similaridade mais preciso, especialmente
em casamento de esquemas, onde a resoluc¸a˜o de entidades e´ uma tarefa
essencial. Abaixo sa˜o apresentados alguns trabalhos envolvendo casa-
mento de esquemas e resoluc¸a˜o de entidades com diferentes abordagens
de soluc¸a˜o.
3.1 CASAMENTO DE ESQUEMAS
Um algoritmo para casamento de esquemas e´ o Similarity Floo-
ding (MELNIK; GARCIA-MOLINA; RAHM, 2002), que e´ um algoritmo que
pode ser usado para o casamento de diversas estruturas. Tais estru-
turas, que sa˜o chamadas de modelos, podem ser esquemas de dados,
instaˆncias de dados ou a combinac¸a˜o de ambos. Os elementos dos mo-
delos representam artefatos tais como tabelas relacionais e colunas por
exemplo. O algoritmo e´ baseado na seguinte ide´ia:
1. Os modelos sa˜o convertidos em grafos rotulados;
2. Esses grafos sa˜o usados em um ca´lculo iterativo que ira´ deter-
minar quais nodos do primeiro grafo sa˜o similares aos nodos do
segundo grafo.
3. A computac¸a˜o da similaridade e´ baseada na ideia de que dois
elementos de dois modelos distintos sa˜o similares quando seus
elementos adjacentes sa˜o similares.
O objetivo geral do Similarity Flooding (MELNIK; GARCIA-
MOLINA; RAHM, 2002) e´ projetar uma ferramenta que ajuda a manipu-
lar e manter esquemas, instaˆncias e casar os resultados. O processo e´
feito com o aux´ılio dos usua´rios, que atrave´s de uma interface gra´fica,
ajusta o casamento proposto adicionando ou removendo linhas que co-
nectam os elementos dos dois esquemas. A precisa˜o do algoritmo e´
avaliada pela quantidade de ajustes necessa´rios.
Outra abordagem de casamento de esquemas e´ o SimRank (JEH;
WIDOM, 2002), que pode ser aplicada em qualquer domı´nio com rela-
cionamentos entre objetos, chamado de contexto estrutural. A medida
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de similaridade do contexto estrutural em que os objetos ocorrem e´
baseada no seu relacionamento com outros objetos. A medida define
que “dois objetos sa˜o similares se esta˜o relacionados a objetos simila-
res”, e e´ baseada em modelo de grafos. SimRank pode ser combinada
com outras me´tricas de similaridade espec´ıficas do domı´nio em que esta´
sendo aplicada. Va´rios aspectos dos objetos podem ser usados para de-
terminar similaridade e geralmente dependem do domı´nio. Essa e´ uma
abordagem geral que explora os relacionamentos entre objetos, encon-
trados em muitos domı´nios de interesse. Por exemplo, duas pa´ginas
esta˜o relacionadas se ha´ hiperlinks entre elas.
3.2 RESOLUC¸A˜O DE ENTIDADES
Em (WANG et al., 2011), a resoluc¸a˜o de entidades e´ feita
baseando-se em uma tabela com um conjunto de registros e em regras
de casamento de registros com func¸o˜es de similaridade e thresholds des-
conhecidos, o objetivo e´ encontrar as melhores func¸o˜es de similaridade
e os melhores thresholds, para combinar as entidades. Como entrada,
o usua´rio informa exemplos positivos (ex.: registros que representam
a mesma entidade) e exemplos negativos (ex.: registros que na˜o repre-
sentam a mesma entidade). Esses exemplos sa˜o usados para identi-
ficar as melhores func¸o˜es de similaridade, utilizando-as para eliminar
redundaˆncias.
Outra abordagem utilizada na soluc¸a˜o do problema da resoluc¸a˜o
de entidades e´ a de pares gene´ricos (WHANG; BENJELLOUN; GARCIA-
MOLINA, 2009). Neste caso, para determinar se dois registros represen-
tam a mesma entidade do mundo real, sa˜o usadas duas func¸o˜es, uma
de match e outra de merge. Um especialista do domı´nio escreve essas
func¸o˜es, que tambe´m podem ser desenvolvidas atrave´s de te´cnicas de
aprendizado de ma´quina. A func¸a˜o de match avalia se um par de regis-
tros representa a mesma entidade do mundo real. Se a func¸a˜o match
retornar uma resposta verdadeira, enta˜o a func¸a˜o de merge e´ usada
para criar um registro composto pelos dois anteriormente analisados.
Depois de combinados os registros, a func¸a˜o de match pode ser aplicada
novamente a fim de comparar com um terceiro registro, por exemplo.
Considerando a complexidade do problema da resoluc¸a˜o de en-
tidades, (PLOCH, 2011) explora os relacionamentos entre as entidades.
O processo envolve a construc¸a˜o de uma base de conhecimento a partir
das informac¸o˜es coletadas dos artigos da Wikipedia, como por exemplo,
t´ıtulo e links da pa´gina, de onde sa˜o extra´ıdos e armazenados nomes de
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entidades. A base de conhecimento serve para rotular corretamente as
formas diferentes de se referir a` mesma entidade e tambe´m formas iguais
de se referir a entidades diferentes da Wikipedia. Depois de identifica-
das as formas de refereˆncia a entidades dentro de um artigo. Atrave´s
de uma estrutura de grafo criada com base nos links de cada pa´gina,
e´ poss´ıvel identificar a quais entidades elas referem-se, auxiliando na
desambiguac¸a˜o.
O foco do Flint (BLANCO et al., 2008), ale´m da resoluc¸a˜o de
entidades, e´ a busca de entidades. O objetivo e´ pesquisar, coletar e in-
dexar automaticamente pa´ginas web que contenham representac¸o˜es de
instaˆncias de uma determinada entidade do mundo real. A busca e´ feita
atrave´s da entrada de algumas pa´ginas web rotuladas, que sa˜o usadas
como sementes, de onde o sistema infere a descric¸a˜o conceitual da en-
tidade e pesquisa por outras pa´ginas contendo dados que representem
instaˆncias dessa entidade.
LINDEN (SHEN et al., 2012) e´ um novo framework desenvolvido
para relacionar entidades nomeadas em um texto com conceitos presen-
tes em uma base de conhecimento que unifica Wikipedia e WordNet uti-
lizando o rico conteu´do semaˆntico para criar uma base de conhecimento.
O processo de construc¸a˜o e´ feito coletando um diciona´rio de formas de
representac¸a˜o das entidades em quatro fontes na Wikipedia, pa´ginas
de conteu´do referente a`s entidades, pa´ginas redirecionadas, pa´ginas de
desambiguac¸a˜o e hyperlinks em artigos da wikipedia. A partir desses
dados e´ armazenada a informac¸a˜o de quantidade para cada entidade
alvo no diciona´rio. Usando este diciona´rio, uma lista de entidades can-
didatas e´ gerada para cada menc¸a˜o da entidade e todas as poss´ıveis
entidades correspondentes dessa menc¸a˜o sa˜o inclu´ıdas na lista gerada.
A informac¸a˜o de quantidade e´ usada para definir a probabilidade de link
para cada entidade candidata. Enta˜o, uma rede semaˆntica e´ constru´ıda
pela definic¸a˜o da associatividade e similaridade semaˆntica. Ale´m disso,
a coereˆncia e´ definida para cada entidade candidata para mensurar a
coereˆncia global do mapeamento das entidades do documento. Enta˜o,
um ranking de entidades candidatas e´ feito para cada menc¸a˜o da en-
tidade combinando as medidas: probabilidade de link, associatividade
semaˆntica, similaridade semaˆntica e coereˆncia global.
3.3 DISCUSSA˜O
Alguns trabalhos recentes baseiam-se no conhecimento do
usua´rio para informar exemplos de falsos positivos e falsos negativos ou
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em construc¸o˜es de bases de conhecimento para auxiliar em processos
de resoluc¸a˜o de entidades e casamento de esquemas. Tanto o feedback
do usua´rio, quanto a construc¸a˜o de bases de conhecimento, podem se
tornar tarefas exaustivas pois nem sempre o usua´rio esta´ disposto a`
interagir e nem sempre a tarefa de construc¸a˜o de bases de conheci-
mento e´ simples A soluc¸a˜o proposta neste trabalho difere dos citados
anteriormente, pois na˜o usa o conhecimento do usua´rio e nem base de
conhecimento para melhorar o escore de similaridade. O objetivo e´
usar um vetor de termos da pro´pria fonte de dados como contexto para
melhorar o ajuste do seu escore de similaridade a fim de tornar mais
preciso o processo de casamento de estruturas.
Alguns estudos na literatura representam o contexto das entida-
des em um documento (BAGGA; BALDWIN, 1998; MANN; YAROWSKY,
2003; PEDERSEN; PURANDARE; KULKARNI, 2005). Bagga e Baldwin
(BAGGA; BALDWIN, 1998) usam um conjunto de palavras para repre-
sentar o contexto de entidades, aplicando a te´cnica da clusterizac¸a˜o
aglomerativa baseada no cosseno do vetor de similaridade. Mann e
Yarowsky (MANN; YAROWSKY, 2003) estendem o trabalho de Bagga e
Baldwin adicionando recursos avanc¸ados de fatos biogra´ficos.Pedersen
et al. (PEDERSEN; PURANDARE; KULKARNI, 2005) apresenta uma abor-
dagem na˜o-supervisionada para ambiguidade de nomes, agrupando as
instaˆncias de um determinado nome, cada um dos quais associado com
uma entidade distinta subjacente. Os recursos empregados para re-
presentar o contexto sa˜o bigramas estatisticamente significativos que
ocorrem no mesmo contexto do nome amb´ıguo e uma matriz de co-
ocorreˆncias com os escores de semelhanc¸a. Neste caso, a comparac¸a˜o
entre os objetos e´ homegeˆnea, pois ambos sa˜o representados por “nome
+ contexto”.
A principal diferenc¸a dos trabalhos de (BAGGA; BALDWIN, 1998;
MANN; YAROWSKY, 2003; PEDERSEN; PURANDARE; KULKARNI, 2005)
com o Nazca e´ em relac¸a˜o ao que se passa como paraˆmetro de entrada.
No Nazca, a entrada e´ uma consulta que representa apenas a estrutura
de um objeto; esta consulta e´ comparada com outra estrutura e o seu
contexto. O desafio e´ inferir o contexto da estrutura representada na
consulta para calcular a similaridade baseada no contexto das fontes
de dados, ou seja, na˜o e´ poss´ıvel utilizar te´cnicas onde sa˜o necessa´rias
comparac¸o˜es de diferentes representac¸o˜es de contexto.
A Figura 5 mostra as diferenc¸as entre os principais aspectos de
alguns importantes trabalhos relacionados. Esses trabalhos foram com-
parados em relac¸a˜o a: dados de entrada, intervenc¸a˜o do usua´rio, itens
comparativos, processo de combinac¸a˜o, objetivo do processo e base de
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Figura 5 – Tabela comparativa com outras abordagens semelhantes
conhecimento. A soluc¸a˜o proposta neste trabalho difere das demais,
pois na˜o necessita de esquemas completos, intervenc¸a˜o do usua´rio ou
bases de conhecimento para calcular o escore de similaridade. No en-
tanto a proposta e´ usar um vetor de termos do contexto extra´ıdos da
pro´pria fonte de dados no ca´lculo do escore de similaridade tornando o
seu resultado mais preciso. Ale´m disso, a maioria dos trabalhos relaci-
onados utiliza caracter´ısticas inerentes de um esquema completo, como
relacionamentos entre entidades, o que na˜o encontra-se em web forms
por exemplo, onde a representac¸a˜o da estrutura esta´ isolada, pore´m
podem ser encontradas outras informac¸o˜es (contexto), que pode ser
utilizado no ca´lculo de similaridade. Outra caracter´ıstica encontrada
em trabalhos que baseiam-se no contexto e´ que as entradas tambe´m tem
alguma representac¸a˜o adicional a` entidade ou ao esquema. No caso de
Nazca, o usua´rio informa uma consulta, sem qualquer informac¸a˜o adi-
cional e o me´todo utiliza essa consulta combinada com o contexto das
fontes de dados para o seu processo de casamento.
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4 NAZCA: UM ME´TODO DE BUSCA POR
SIMILARIDADE BASEADO NO CONTEXTO
Este cap´ıtulo apresenta o me´todo Nazca1, mostrando uma visa˜o
geral, alguns conceitos e definic¸o˜es, assim como os detalhes do proces-
samento de consultas descrevendo todas as fases do processo com a
utilizac¸a˜o de dados do contexto.
4.1 VISA˜O GERAL
Conforme mencionado anteriormente, o objetivo da proposta e´
encontrar representac¸o˜es de estruturas similares a` informada na con-
sulta levando em considerac¸a˜o os seus elementos e o contexto da estru-
tura contida no documento da fonte de dados. Para isso sa˜o necessa´rias
duas etapas, indexac¸a˜o e processamento de consultas. A Figura 6 mos-
tra a arquitetura geral dessa abordagem.
Figura 6 – Visa˜o Geral da Proposta
• Indexac¸~ao: Nesta etapa sa˜o necessa´rias duas estruturas de
ı´ndice: I´ndice de Elementos (EI) e I´ndice de Contexto (CI):
– I´ndice de Elementos (EI): indexa os elementos das estru-
turas armazenadas nas fontes de dados. A extrac¸a˜o desses
elementos na˜o faz parte do escopo deste trabalho e pode
ser feita com o aux´ılio de algum algoritmo para extrac¸a˜o
1Em refereˆncia a`s linhas de Nazca no Peru, onde as imagens desenhadas no solo
apenas podem ser compreendidas com uma vista ae´rea que da´ a compreensa˜o do contexto
http://www.nascaperu.com/en/tourist-attractions-nasca/nasca-lines.
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automa´tica de atributos como por exemplo, (FURCHE et al.,
2012).
– I´ndice de Contexto (CI): armazena as informac¸o˜es con-
textuais da estrutura em uma fonte de dados. Essas in-
formac¸o˜es sa˜o representadas atrave´s de um vetor de termos
que pode ser constru´ıdo utilizando uma ferramenta de in-
dexac¸a˜o, como Lucene2 por exemplo. A construc¸a˜o deste
ı´ndice e´ feita em treˆs etapas:
1. identificac¸a˜o dos termos que representam informac¸o˜es
contextuais no documento (retirando-se a representac¸a˜o
da estrutura);
2. remoc¸a˜o de dados irrelevantes do conjunto de in-
formac¸o˜es contextuais, tais como stop words, nu´meros
e caracteres de pontuac¸a˜o;
3. indexac¸a˜o dos termos em uma estrutura com os seguin-
tes campos: identificador do documento, caminho do
arquivo do documento, termo e domı´nio. A Figura 7
ilustra esta estrutura de armazenamento;
Figura 7 – Exemplo de I´ndice de Contexto (CI)
• Processamento de Consultas: durante o processamento das
consultas, mostrado na Figura 8, a entrada e´ uma consulta do
usua´rio e sa˜o usados os ı´ndices EI e CI para o ca´lculo do es-
core de similaridade e posterior gerac¸a˜o de um ranking final de
documentos.
Na etapa de processamento de consultas, detalhada na Figura 8,
a entrada e´ uma consulta contendo nome e elementos, represen-
tando uma estrutura. O motor de buscas utiliza os ı´ndices EI e
CI para buscar por estruturas similares a` consulta. Inicialmente
os escores de similaridade de elementos e contexto sa˜o obtidos e
2http://lucene.apache.org/java/docs/index.html
45
Figura 8 – Motor de Busca por similaridade
enta˜o uma A´rvore de Decisa˜o e´ empregada pra ponderar esses
valores e o resultado e´ o escore final de similaridade. O processo
e´ conclu´ıdo quando um ranking de documentos e´ constru´ıdo ba-
seado nesse valor.
4.1.1 Definic¸o˜es Ba´sicas
Antes do detalhamento da proposta, e´ importante definir alguns
conceitos ba´sicos para o me´todo proposto, como, termo, documento, es-
trutura e contexto, que sa˜o essenciais para entender o me´todo proposto.
Uma fonte de dados e´ representada por qualquer fonte de informac¸a˜o,
que pode ser, banco de dados relacional, arquivos em disco, informac¸o˜es
dispon´ıveis nos mais diversos formatos na web.
Definic¸a˜o 4.1.1 (Termo). Um termo t e´ definido como uma palavra,
ou palavras consecutivas em um documento, mais especificamente, e´ um
conjunto de caracteres com significado para o idioma a que pertence.
Termos em um documento podem ser palavras que representam
o domı´nio do documento. Alguns exemplos de termos apresentados na
Figura 3 sa˜o manager, job,salary, benefits e location. Esses termos in-
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dicam empiricamente que o documento provavelmente esta´ relacionado
com o mercado de trabalho. Nesta proposta esses termos sa˜o clas-
sificados em elementos, que caracterizam a estrutura e contexto, que
caracterizam o documento.
Definic¸a˜o 4.1.2 (Documento, Estrutura e Contexto). Um documento
D e´ definido como um conjunto contendo um nu´mero finito de termos
t, ou seja,D = {t1, t2 ... tn}. Uma estrutura e e´ definida como um
subconjunto de D com um nu´mero finito de termos representando ele-
mentos, tal que e ⊂ D. Seja D um documento, o contexto Co e´ definido
como um subconjunto de termos obtidos pela subtrac¸a˜o entre D e e, ou
seja, Co = D − e, e Co ⊂ D.
4.2 BUSCA POR SIMILARIDADE
Nesta sec¸a˜o e´ explicado o funcionamento da busca por simila-
ridade de acordo com o me´todo proposto. Sa˜o descritas algumas de-
finic¸o˜es importantes para a compreensa˜o dos ca´lculos empregados para
obter o escore final de similaridade.
Definic¸a˜o 4.2.1 (Consulta). Seja nei o nome de uma estrutura ei e
Ei = (e1, ..., en) o conjunto de n elementos de ei, uma consulta qj e´
definida por: qj = nej(e1, ..., em).
Um exemplo de consulta pela estrutura Job, poderia ser cons-
tru´ıdo da seguinte forma, q1=job(field, industry, city, company) de
acordo com a Definic¸a˜o 4.2.1.
O ca´lculo de similaridade entre elementos (Similaridade Ba´sica)
e´ feito atrave´s da comparac¸a˜o de cada um dos elementos da consulta
com cada um dos elementos das estruturas armazenadas no EI. A
func¸a˜o de similaridade utilizada para esta comparac¸a˜o nos experimen-
tos e´ Q-Grams (ELMAGARMID; IPEIROTIS; VERYKIOS, 2007). Se o es-
core de similaridade para uma comparac¸a˜o for menor do que 1.0, sa˜o
empregados os sinoˆnimos dos elementos com o aux´ılio da ferramenta
WordNet3, desta forma e´ poss´ıvel tornar este ca´lculo mais exato.
Definic¸a˜o 4.2.2 (Similaridade Ba´sica). Seja qi uma consulta composta
pelo conjunto de elementos Ei = (e1, ..., en), ej a j-e´sima representac¸a˜o
de estrutura armazenada no EI, composta pelo conjunto de elementos
Ej = (e1, ..., em). O escore de similaridade entre elementos e´ dado por:
3http://wordnet.princeton.edu/
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α(qi,ej) =
∑n
1 (max(sim(e
n
i , [e1, ..., em]))
max(m,n)
(4.1)
onde (1 ≤ i ≤ n), (1 ≤ j ≤ m), sim() e´ uma func¸a˜o de similari-
dade que retorna um valor entre 0 e 1, como por exemplo Levenshtein
(LEVENSHTEIN, 1966), Jaro-Winkler (JARO, 1976) ou Q-Grams (ELMA-
GARMID; IPEIROTIS; VERYKIOS, 2007). Cada elemento da consulta qi e´
comparado com todos os elementos da estrutura ej na fonte de dados,
e a func¸a˜o max() retorna o escore ma´ximo de similaridade para o ele-
mento mais similar. Os escores resultantes para cada um dos elementos
da consulta sa˜o somados e o valor resultante da soma e´ normalizado
por max(m, n), ou seja, considera-se na divisa˜o a estrutura com maior
nu´mero de elementos.
A Equac¸a˜o 4.1 gera um escore de similaridade entre os elementos
da consulta e os elementos da estrutura armazenada no EI. Conside-
rando que o valor do escore de similaridade ba´sica (α) pode resultar em
falsos positivos e falsos negativos para a consulta, a proposta e´ o ajuste
desse valor baseado nos termos extra´ıdos do contexto dos documentos
das fontes de dados e armazenados no CI.
Para exemplificar, considera-se uma consulta q1 Job(field, indus-
try, city, company) e uma estrutura e1 (state, field, company) armaze-
nada em uma fonte de dados. O ca´lculo resultante da utilizac¸a˜o de uma
func¸a˜o de similaridade de strings poderia ser: 1.0+0.0+0.6+1.04 = 0.65.
Figura 9 – Exemplo Similaridade Ba´sica
4.3 ESCORE DE CONTEXTO
Para determinar o escore de contexto, inicialmente e´ calculada
a relevaˆncia dos termos indexados no CI definindo quantitativamente
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a representatividade dos termos de cada documento indexado para a
consulta informada. A avaliac¸a˜o dos termos e´ baseada no ca´lculo de
Relevaˆncia Contextual ε, que determina a importaˆncia do termo para
uma determinada consulta. Esta avaliac¸a˜o e´ baseada em (SILVA et al.,
2007), pore´m com diferentes propo´sitos. O valor de ε e´ calculado con-
siderando o nu´mero de resultados obtidos com a busca de um termo
junto com o nome de uma estrutura, no caso o nome informado na
consulta, em relac¸a˜o ao nu´mero total de ocorreˆncias desse termo no CI.
Definic¸a˜o 4.3.1 (Relevaˆncia Contextual). Seja O(t,nei) o nu´mero de
ocorreˆncias do termo t com o nome da estrutura nei de uma consulta
e Tt o nu´mero total de ocorreˆncias do termo t nas fontes de dados
indexadas no CI, a Relevaˆncia Contextual ε resulta em um valor entre
0 e 1 e e´ calculada por:
ε(t,nei) =
(O(t,nei))
Tt
(4.2)
O valor de relevaˆncia contextual (ε) para cada termo no
CI e´ armazenado em um ı´ndice com as seguintes colunas: doc id,
nome estrutura, termo e ε(t,nei), um exemplo pode ser visto na Tabela
1.
doc id nome estrutura termo ε(t,nei)
1245 auto passport 0, 61
1245 auto airport 0, 10
1245 auto reservation 0, 29
1245 auto maintenance 0, 52
1245 flight passport 0, 85
1245 flight maintenance 0, 39
1245 flight airport 0, 94
1245 flight reservation 0, 78
Tabela 1 – Armazenamento de ε
Para o ca´lculo do escore final de similaridade sa˜o levados em
considerac¸a˜o os termos do contexto, para isso e´ calculado o valor do
score de contexto (β), que indica o grau de relevaˆncia total dos termos
indexados no CI de um determinado documento relacionados a uma
determinada estrutura informada na consulta. Este valor e´ a me´dia de
ε de todos os termos de cada documento em CI.
Definic¸a˜o 4.3.2 (Escore de Contexto). Seja n o nu´mero total de ter-
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mos indexados para um determinado documento Di, nej o nome da
estrutura informado em uma determinada consulta e ε((tk,nej)) o valor
da relevaˆncia contextual para o termo tk em relac¸a˜o ao nome da estru-
tura nej para o documento Di. O escore de contexto β para Di e nej
e´ calculado por:
β(Di,nej) =
∑n
i=1 ε(t,nei)
n
(4.3)
Para exemplificar visualmente os valores obtidos pelo ca´lculo da
relevaˆncia contextual (ε), utiliza-se o Grafo de Contexto. Este grafo
mostra quantitativamente a conexa˜o dos termos com determinados no-
mes de estruturas utilizados em consultas. A Figura 10 exemplifica
uma parte do Grafo de Contexto para alguns termos associados a`s es-
truturas auto e flight. Os nodos preenchidos representam os nomes
das estruturas e os nodos vazados representam termos indexados em
CI. Os pesos das arestas sa˜o determinados pelos valores de Relevaˆncia
Contextual (ε) para os termos em relac¸a˜o a`s estruturas. Na Figura
10 observa-se a relevaˆncia do termo airport para a estrutura flight,
sendo Tairport = 898, O(airport,flight) = 845. Aplicando-se a Equac¸a˜o
4.2, o valor de ε obtido e´ ε(airport,flight) = 0, 94. Para a estrutura
flight e o termo maintenance, os valores sa˜o Tmaintenance = 460 e
O(maintenance,flight) = 180, aplicando-se a Equac¸a˜o 4.2, o valor da ε
obtido e´ ε(maintenance,flight) = 0, 39. Desta forma, de acordo com os
valores, pode-se concluir que o termo airport apresenta uma relevaˆncia
maior para a estrutura flight do que o termo maintenance de acordo
com a abordagem proposta.
Figura 10 – Grafo de Contexto
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A construc¸a˜o do grafo de contexto com os termos indexados de
um determinado documento em relac¸a˜o a uma determinada consulta,
e´ feita atrave´s do Algoritmo 1. Este algoritmo executa uma busca por
cada termo do contexto de determinado documento Dt : (t0, ..., tn) em
todo o CI, obtendo uma quantidade de resultados (Tt) e posteriormente
e´ feita uma nova busca pelo termo junto com o nome da estrutura
informado na consulta obtendo outra quantidade de resultados (O).
Os nu´meros de resultados obtidos para essas duas buscas sa˜o usados
para calcular o peso do termo para a consulta (ε). Apo´s esse ca´lculo
para cada um dos termos do contexto de uma fonte de dados, todos
esses valores sa˜o utilizados no ca´lculo do escore de contexto (β) que
determina a importaˆncia dos termos do contexto indexados para a fonte
de dados em relac¸a˜o a` consulta.
Algorithm 1 Ca´lculo do Score de Contexto
1: CI : I´ndice de Contexto
2: Dt : (t0, ..., tn) : Vetor de termos da fonte de dados
3: nej : Nome da estrutura informado na consulta
4: L : Vetor de ε para o documento Dt
5: i = 0, j = 0;
6: for all ti ∈ Dt do
7: Tt ← nu´mero total de ocorreˆncias de ti em CI;
8: O ← nu´mero total de co-ocorreˆncias de ti e nej em CI;
9: ε← Tt/O;
10: L← L ∪ ε add ε to L
11: i+ +;
12: end for
13: β ← average of L
4.3.1 Ajuste da similaridade baseado no contexto
Antes de obter o escore final de similaridade, e´ calculado score
de similaridade intermedia´rio δ(qi,ej). Esse ca´lculo envolve os valores
obtidos de: similaridade ba´sica α(qi,ej), score de contexto β(Di,nej) e as
taxas de insignificaˆncia irα e irβ .
Definic¸a˜o 4.3.3 (Taxa de Insignificaˆncia). Seja α(qi,ej) o escore de
similaridade ba´sica e β(Di,nej) o escore de contexto, a taxa de insigni-
ficaˆncia e´ calculada por:
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irα = 1− α(qi,ej)
irβ = 1− β(Di,nej)
(4.4)
As taxas de insignificaˆncia servem para balancear a func¸a˜o do
score de similaridade intermedia´rio. Esses valores indicam o peso dos
valores de α(qi,ej) e β(Di,nej) no ca´lculo.
O escore de similaridade intermedia´rio representa o valor obtido
do ca´lculo de similaridade ba´sica (α), ajustado pelo valor do escore de
contexto (β) de um documento em relac¸a˜o a uma determinada consulta
considerando as taxas de insignificaˆncia. Desta forma atrave´s deste va-
lor determina-se quantitativamente a importaˆncia do documento para
a consulta de acordo com a proposta de utilizac¸a˜o dos termos do con-
texto.
Definic¸a˜o 4.3.4 (Escore de similaridade intermedia´rio). Seja α(qi,ej)
a similaridade ba´sica entre a consulta qi e os elementos da estrutura
ej, seja β(Di,nej) o valor correspondente ao escore de contexto para a
fonte de dados Di em relac¸a˜o ao nome da estrutura nej informado
na consulta , e ir a taxa de insignificaˆncia, o escore de similaridade
intermedia´rio e´ calculado por:
δ(α,β) =
(α(qi,ej) ∗ irα(qi,ej)) + (β(Di,nej) ∗ irβ(Di,nej))
(irα(qi,ej)) + (irβ(Di,nej))
(4.5)
Para exemplificar, considera-se uma consulta q1 pela estrutura
e1 job(field, industry, city, company) que obteve os seguintes valores
em relac¸a˜o ao documento Di: α(q1,e1) = 0.65, β(Di,ne1) = 0.80, irα =
0.35 e irβ = 0.20. Assim, o valor do score de similaridade intermedia´rio
obtido e´ δ(q1,e1) = 0.70. Para tornar o valor de similaridade final mais
preciso, o valor de δ(qi,ej) sofre uma correc¸a˜o baseada no valor do fator
de correc¸a˜o µ. O fator de correc¸a˜o µ e´ um valor adicionado ou subtra´ıdo
do valor de δ(qi,ej) ajustando o escore obtido para cima ou para baixo.
Definic¸a˜o 4.3.5 (Fator de Correc¸a˜o). Seja δ(α,β) obtido previamente,
o fator de correc¸a˜o µ e´ um valor percentual, calculado por:
µ =
(δ(α,β) ∗ ((1− δ(α,β)) ∗ 100))
100
(4.6)
Considerando ainda o exemplo acima, o fator de correc¸a˜o obtido
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e´ µ = (0.70∗((1−0.70)∗100))100 , µ = 0.21. Este valor representa um ajuste no
valor do score de similaridade intermedia´rio para chegar ao score final
de similaridade, podendo aumentar ou reduzir a posic¸a˜o do documento
no ranking. Este ajuste a partir do fator de correc¸a˜o e´ definido por
uma a´rvore de decisa˜o, cuja construc¸a˜o e utilizac¸a˜o e´ descrita a seguir
com maiores detalhes.
4.3.2 A´rvore de Decisa˜o
As a´rvores de decisa˜o constituem uma te´cnica muito poderosa
e amplamente utilizada em problemas de classificac¸a˜o, geralmente em-
pregadas na ana´lise multivaria´vel (MITCHELL, 1997). Segundo (TAN;
STEINBACH; KUMAR, 2005) a classificac¸a˜o pode ser utilizada para mo-
delagem descritiva e modelagem preditiva. Na modelagem preditiva,
um modelo de classificac¸a˜o e´ utilizado para classificar exemplos cujas
classes sa˜o desconhecidas, que e´ o caso do fator de correc¸a˜o µ.
Devido a`s caracter´ısticas das a´rvores de decisa˜o como modelos
de classificac¸a˜o, a sua utilizac¸a˜o e´ adequada para o problema de clas-
sificac¸a˜o do fator de correc¸a˜o µ em duas classes: positivo ou negativo.
Esta classificac¸a˜o depende de treˆs varia´veis ( δ, β e α), que sa˜o con-
sideradas os atributos preditivos do algoritmo. Esses atributos esta˜o
presentes no ca´lculo do score de similaridade intermedia´rio δ(qi,ej) e
por isso os seus pesos podem influenciar os valores uns dos outros.
Figura 11 – A´rvore de Decisa˜o
A Figura 11 mostra um exemplo de uma a´rvore de decisa˜o cons-
tru´ıda utilizando o algoritmo de aprendizado de ma´quina J48 Classi-
fier (QUINLAN, 1993), que e´ um dos mais utilizados na literatura, por
ter mostrado o´timos resultados em problemas de classificac¸a˜o. Esta
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a´rvore de decisa˜o foi constru´ıda baseada em um conjunto de treina-
mento contendo 2475 registros rotulados. A predic¸a˜o comec¸a a partir
do nodo raiz e percorre todos os n´ıveis ate´ as folhas, cada nodo indica
um teste a ser executado com algum dos atributos preditivos e usa um
threshold para classificar o resultado do teste como verdadeiro ou falso.
Os atributos preditivos sa˜o α(qi,ej), β(Di,nej) e avg(α(qi,ej).
Tabela 2 – Precisa˜o da A´rvore de Decisa˜o
Taxa FP Precisa˜o Revocac¸a˜o Medida-F Classe
0.004 0.967 0.762 0.853 µ
0.238 0.962 0.996 0.979 - µ
Os valores estat´ısticos de avaliac¸a˜o de precisa˜o da a´rvore podem
ser vistos na Tabela 2, que conte´m os valores da Taxa FP (taxa de
falsos positivos), precisa˜o, revocac¸a˜o e Medida-F para cada classe de
predic¸a˜o (µ e −µ). Ale´m disso, o erro me´dio absoluto e´ 0.058, portando
de acordo com este valor, esta a´rvore de decisa˜o apresenta alta precisa˜o.
Finalmente, o valor do escore final de similaridade e´ resultante
da aplicac¸a˜o do fator de correc¸a˜o µ, classificado pela a´rvore de decisa˜o,
sobre o valor do score de similaridade intermedia´rio δ(qi,ej).
Definic¸a˜o 4.3.6 (Score Final de Similaridade). Seja δ(α,β) o escore
intermedia´rio de similaridade e µ o fator de correc¸a˜o, o escore final de
similaridade δf ′(α,µ) e´ calculado por:
δf ′(δ,µ) = δ ± µ (4.7)
Com base no valor obtido com o ca´lculo do escore final de simi-
laridade e´ criado o ranking de documentos para a consulta realizada.
No pro´ximo cap´ıtulo, sa˜o apresentados os experimentos e resul-
tados obtidos, realizados para demonstrar a viabilidade da proposta.
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5 ANA´LISE EXPERIMENTAL
Com o objetivo de avaliar o me´todo Nazca de maneira geral,
um conjunto de experimentos foi executado. Este cap´ıtulo descreve a
preparac¸a˜o dos dados, a realizac¸a˜o desses experimentos e seus resulta-
dos. Para avaliar a precisa˜o da proposta, os experimentos dividem-se
em avaliac¸a˜o dos termos indexados no CI, para avaliar a qualidade da
extrac¸a˜o do contexto das fontes de dados e avaliac¸a˜o de consultas, para
avaliar a qualidade do me´todo proposto.
5.1 CONJUNTO DE DADOS E IMPLEMENTAC¸A˜O
Para a realizac¸a˜o dos experimentos propostos, utilizou-se uma
parte da base de dados do DeepPeep (BARBOSA et al., 2010), que e´
um reposito´rio de 46.474 formula´rios web, indexados em sete domı´nios
diferentes.Considerou-se quatro desses domı´nios na realizac¸a˜o dos ex-
perimentos, auto, book, airfare e movie.
Cada formula´rio esta´ armazenado em uma estrutura contendo
os seus campos e tambe´m a URL da pa´gina web em que se encontra.
As informac¸o˜es dos campos de cada formula´rio foram utilizadas para a
construc¸a˜o do I´ndice de Elementos (EI). A partir das URLs, o conteu´do
HTML de cada uma das pa´ginas foi recuperado. Posteriormente este
documento HTML sofreu um tratamento, onde toda a informac¸a˜o que
representa a estrutura foi retirada, no caso todos os elementos que re-
presentam o formula´rio web. Assim o conteu´do restante, que representa
o contexto, foi indexado no CI, retirando-se as informac¸o˜es irrelevan-
tes, como: tags HTML, stop words, nu´meros e caracteres de pontuac¸a˜o.
Para cada termo indexado no CI, foi identificado o documento de ori-
gem e o domı´nio, conforme o exemplo citado no Cap´ıtulo 4 na Figura
7.
Foi implementado um proto´tipo do me´todo Nazca na linguagem
Java. Os formula´rios do DeepPeep (BARBOSA et al., 2010) que sa˜o
armazenados em um banco de dados relacional MySql 1 foram utili-
zados como I´ndice de Elementos. Para a criac¸a˜o do I´ndice de Con-
texto, utilizou-se os enderec¸os das pa´ginas onde encontram-se esses for-
mula´rios. A partir desses enderec¸os foi feita a busca e o download dessas
pa´ginas web onde encontram-se cada um dos formula´rios. Apo´s isso foi
1http://www.mysql.com/
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utilizado o Jericho HTML Parser2 para extrair e separar em arquivos
distintos as informac¸o˜es relevantes do contexto. Essas informac¸o˜es fo-
ram indexadas atrave´s da ferramenta Apache Lucene3 criando assim o
I´ndice de Contexto.
A implementac¸a˜o do algoritmo de busca por estruturas simila-
res baseada no contexto utilizou os dados armazenados no banco de
dados DeepPeep e tambe´m no I´ndice de Contexto criado. Para a im-
plementac¸a˜o do ca´lculo da Similaridade Ba´sica utilizou-se a func¸a˜o
Q-grams da biblioteca SimMetrics 4. Para auxiliar no resultado final
do ca´lculo de similaridade foi constru´ıda uma a´rvore de decisa˜o com o
aux´ılio do software e da biblioteca de minerac¸a˜o de dados Weka5. Esta
a´rvore de decisa˜o foi constru´ıda baseada em um conjunto de treina-
mento contendo 2475 registros rotulados e utilizou-se a implementac¸a˜o
do algoritmo J48 Classifier (QUINLAN, 1993) desta biblioteca.
5.2 AVALIAC¸A˜O DOS TERMOS DO CONTEXTO
Os experimentos desta sec¸a˜o, tem como objetivo avaliar a quali-
dade dos termos indexados no CI, que representam o contexto das estru-
turas das fontes de dados e assim, validar o processo de indexac¸a˜o destes
termos. Para esta avaliac¸a˜o foi utilizado o Freebase (BOLLACKER et al.,
2008)6, uma base de dados escala´vel usada para estruturar o conheci-
mento humano no geral. Os dados do Freebase sa˜o criados, estruturados
e mantidos colaborativamente. Atualmente o Freebase conte´m mais de
125.000.000 tuplas, mais de 4.000 tipos, e mais de 7.000 propriedades,
por isso foi considerado uma refereˆncia para a avaliac¸a˜o do contexto.
Dos domı´nios dispon´ıveis no Freebase, os utilizados nos experimentos
sa˜o: book com 1.893.860 instaˆncias, film com 232.312 instaˆncias, auto-
motive com 13.439 instaˆncias e travel com 28.130 instaˆncias. A Tabela
3 mostra as correspondeˆncias entre esses domı´nios do Freebase e os
domı´nios do CI. Para esta avaliac¸a˜o e´ considerado neste trabalho um
valor maior ou igual a 50 % de termos encontrados no Freebase como
significativo para que o contexto indexado seja considerado representa-
tivo do domı´nio.
Os experimentos de avaliac¸a˜o do contexto foram executados da
seguinte forma: cada um dos termos indexados no CI em cada domı´nio
2http://jericho.htmlparser.net/docs/index.html
3http://lucene.apache.org/java/docs/index.html
4http://sourceforge.net/projects/simmetrics/
5http://www.cs.waikato.ac.nz/ml/weka/index.html
6http://www.freebase.com/
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Tabela 3 – Termos por Domı´nio
Domı´nio
Freebase
Domı´nio
CI
Total CI Total en-
contrados
Freebase
Na˜o encon-
trados no
Freebase
film movie 47.867 30108 17.759
automotive auto 86.350 47.029 39.321
travel airfare 65.357 24.814 40.543
book book 65.535 43.920 21.615
foram pesquisados no Freebase em um domı´nio similar, conforme Ta-
bela 3. A quantidade desses termos que foi encontrada no Freebase foi
comparada com a quantidade total de termos indexados no CI para o
domı´nio similar. Para que os termos indexados sejam considerados re-
presentativos do contexto de cada domı´nio, espera-se que a maior parte
deles seja encontrada no Freebase, que considerou-se uma refereˆncia de
conteu´do para esses experimentos.
5.2.1 Resultados
Os resultados absolutos obtidos com o experimento proposto sa˜o
mostrados na Tabela 3 e a Figura 12 mostra o gra´fico de barras com os
valores percentuais. De acordo com esses valores, nos domı´nios movie,
auto e book, os termos do CI, representando o contexto sa˜o significativos
devido a` grande quantidade deles que foi encontrada no Freebase em
domı´nios similares. O oposto ocorre no domı´nio airfare, o que pode
ter sido causado pelo fato de que o domı´nio mais similar encontrado
no Freebase foi travel e de acordo com o esquema esse domı´nio e´ mais
geral na hierarquia, contendo subdomı´nios, no entanto airfare na˜o e´
um subdomı´nio de travel, desta forma muitos termos espec´ıficos na˜o
foram encontrados no Freebase.
5.3 AVALIAC¸A˜O DE CONSULTAS
A fim de avaliar a precisa˜o das consultas realizadas a partir do
me´todo Nazca, foram executados experimentos comparativos. No pri-
meiro experimento foram comparados os resultados da implementac¸a˜o
baseline, que consiste somente no escore de similaridade ba´sica (α), com
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Figura 12 – Avaliac¸a˜o dos termos de CI
o me´todo Nazca, que consiste no escore final de similaridade (δf ′) defi-
nido anteriormente. Os demais experimentos foram feitos comparando
o me´todo Nazca com outra abordagem, que e´ o Similarity Flooding
(MELNIK; GARCIA-MOLINA; RAHM, 2002).
5.3.1 Preparac¸a˜o dos dados
A avaliac¸a˜o foi feita a partir da execuc¸a˜o de 10 consultas para
cada domı´nio, totalizando 40 consultas. As consultas foram criadas ma-
nualmente, bem como o levantamento de resultados relevantes, neste
levantamento considerou-se as estruturas (formula´rios web) armazena-
dos nas fontes de dados e tambe´m o conteu´do das suas respectivas
pa´ginas que compo˜e os termos indexados no I´ndice de Contexto. que fo-
ram executadas para cada varia´vel de comparac¸a˜o (similaridade ba´sica,
me´todo Nazca e Similarity Flooding). Para cada avaliac¸a˜o compara-
tiva das consultas, dois rankings foram criados, um para cada valor de
similaridade, (Similaridade Ba´sica X Me´todo Nazca) e (Me´todo Nazca
X Similarity Flooding).
A abordagem do me´todo Nazca e´ focada no casamento baseado
em estruturas, por isso para os experimentos comparativos foi utilizada
a abordagem do algoritmo de Similarity Flooding (MELNIK; GARCIA-
MOLINA; RAHM, 2002), esse algoritmo utiliza os elementos e os rela-
cionamentos de dois esquemas distintos no processo de casamento. A
escolha da abordagem do Similarity Flooding justifica-se por ser um al-
goritmo de casamento de esquemas que obteve resultados significativos
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para a a´rea e inclusive originou outras abordagens, como o SimRank
(JEH; WIDOM, 2002). Ale´m disso, e´ poss´ıvel adequar o formato dos da-
dos utilizados no me´todo Nazca ao formato de grafos, que e´ utilizado
pelo algoritmo, possibilitando a execuc¸a˜o dos dois algoritmos sobre o
mesmo conjunto de dados e entradas. Isto na˜o e´ poss´ıvel em alguns
dos trabalhos que utilizam termos como contexto, como por exemplo
(BAGGA; BALDWIN, 1998; MANN; YAROWSKY, 2003; PEDERSEN; PU-
RANDARE; KULKARNI, 2005) devido ao fato de utilizarem informac¸o˜es
de contexto tanto na fonte de dados, quanto na entrada, no caso do
me´todo Nazca na˜o ha´ informac¸o˜es do contexto na entrada, apenas na
fonte de dados.
No algoritmo do Similarity Flooding, os dados de entrada sa˜o
compostos por dois grafos que representam os esquemas, o algoritmo
enta˜o produz um mapeamento entre os nodos correspondentes nos dois
grafos. Para realizar esses experimentos, a mesma base de dados uti-
lizada como EI foi preparada considerando cada registro de formula´rio
web e cada consulta de entrada como um grafo. Um exemplo ilustra-
tivo da preparac¸a˜o destes dados pode ser visto na Figura 13, na re-
presentac¸a˜o da consulta o nome da estrutura e´ representado pelo nodo
preenchido e os seus elementos pelos nodos vazados. Na base dados o
nodo preenchido e´ representado pelo nome do domı´nio e os nodos va-
zados representam os campos ou elementos de cada um dos formula´rios
web.
Figura 13 – Preparac¸a˜o dos dados para execuc¸a˜o do algoritmo Simila-
rity Flooding
Para cada consulta o algoritmo do Similarity Flooding retorna
um mapeamento entre os nodos dos dois grafos de entrada, onde cada
par de mapeamento possui um valor de similaridade, conforme Figura
14. A fim de comparar com a abordagem proposta, calculou-se a me´dia
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aritme´tica desses valores para posteriormente criar o ranking de sa´ıda
e calcular as medidas de revocac¸a˜o e precisa˜o.
Figura 14 – Visa˜o geral do algoritmo Similarity Flooding (MELNIK;
GARCIA-MOLINA; RAHM, 2002)
Para a avaliac¸a˜o das consultas, utilizou-se medidas cla´ssicas da
a´rea de recuperac¸a˜o de informac¸a˜o: precisa˜o e revocac¸a˜o (SALTON; MC-
GILL, 1986). A precisa˜o identifica a frac¸a˜o dos resultados obtidos para
uma consulta que correspondem a resultados relevantes, ou seja, repre-
sentam a mesma estrutura informada na consulta. A revocac¸a˜o corres-
ponde a` frac¸a˜o dos resultados relevantes para uma consulta que foram
recuperados pelo me´todo Nazca. Seja Ri o conjunto de resultados rele-
vantes para a consulta e Ti o total de resultados relevantes recuperados,
as fo´rmulas de revocac¸a˜o e precisa˜o esta˜o definidas a seguir:
precisa˜o = Ri∩TiTi revocac¸a˜o =
Ri∩Ti
Ri
As curvas foram geradas de acordo com (BAEZA-YATES; RIBEIRO-
NETO, 1999), encontrando a precisa˜o em cada um dos pontos de re-
vocac¸a˜o. A partir desses dados para cada uma das consultas, os gra´ficos
foram feitos de acordo com as medidas de precisa˜o mı´nima em um dos
pontos.
5.3.2 Resultados
Na Figura 15 pode-se observar os resultados obtidos com as con-
sultas executadas por domı´nio, comparando o escore de similaridade
ba´sica α com o escore de similaridade final δf ′ obtido pelo me´todo
Nazca. Em todos os domı´nios o me´todo Nazca obteve melhores resul-
tados em relac¸a˜o ao valor do escore similaridade ba´sica. Nos domı´nios
airfare e book, a curva de similaridade ba´sica obteve os piores resulta-
dos, indicando que as fontes de dados recuperadas no topo do ranking
sa˜o falsos positivos. Isto ocorre porque nesses domı´nios, os elementos
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das estruturas armazenadas no EI na˜o sa˜o suficientemente representati-
vos para as consultas. Assim, o uso de outras informac¸o˜es das fontes de
dados, auxilia na caracterizac¸a˜o dessas estruturas, por isso os melhores
resultados podem ser vistos com os valores de escore de similaridade
δf ′ obtido pelo me´todo Nazca.
Figura 15 – Revocac¸a˜o X Precisa˜o - Me´todo Nazca δf ′ e Similaridade
Ba´sica α
Em geral, os bons resultados obtidos com o me´todo Nazca
devem-se ao fato de que para as fontes de dados recuperadas, os valores
do escore de similaridade ba´sica na˜o sa˜o suficientes para caracterizar
a estrutura representada na fonte de dados em relac¸a˜o a` consulta. Por
exemplo, o objetivo da consulta car(year, make, model) e´ encontrar
estruturas que representem o objeto car no mundo real, com os ele-
mentos, year, make e model. Entretanto, muitos dos resultados obtidos
por esta consulta, representam na verdade objetos do tipo auto parts
(pec¸as) no mundo real, a sutil diferenc¸a entre os propo´sitos da con-
sulta e a relevaˆncia dos resultados obtidos com a consulta pode ser
identificada pelas informac¸o˜es do contexto.
A segunda avaliac¸a˜o e´ feita comparando os resultados do me´todo
Nazca com Similarity Flooding. Cada gra´fico da Figura 16 mostra
as curvas de revocac¸a˜o e precisa˜o para cada domı´nio representando
as consultas executadas com o me´todo Nazca (linhas cont´ınuas) e a
abordagem Similarity Flooding (linhas pontilhadas).
A me´dia dos valores de precisa˜o de todos os domı´nios para o
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Figura 16 – Me´todo Nazca X Similarity Flooding
me´todo Nazca esta˜o entre 0.5 e 0.7, cujos valores mostram melhor pre-
cisa˜o se comparados aos mesmos obtidos para o Similarity Flooding,
que obteve me´dia de 0.3 nos valores de precisa˜o. Um aumento signifi-
cativo nos resultados pode ser observado em todos os domı´nios para a
utilizac¸a˜o do me´todo Nazca, especialmente no domı´nio auto, que repre-
senta um aumento de 0,44 na precisa˜o. Esta diferenc¸a pode ser obser-
vada porque das estruturas indexadas deste domı´nio, uma quantidade
significativa representa ”auto parts”(pec¸a) e na˜o ”auto”(automo´vel) no
mundo real, assim os elementos dessas estruturas sa˜o muito similares.
Considerando que o algoritmo do Similarity Flooding na˜o utiliza ou-
tras informac¸o˜es ale´m dos elementos da estrutura e relacionamentos,
que sa˜o representativos apenas em esquemas completos, desta forma
muitos registros sa˜o falsos positivos. Isto pode ser observado porque
os relacionamentos sa˜o pouco significativos para casamentos em n´ıvel
de estrutura, onde apenas a representac¸a˜o da estrutura e´ analisada,
como ocorre nas consultas realizadas. Por outro lado, a utilizac¸a˜o das
informac¸o˜es de contexto utilizadas pelo me´todo Nazca sugerem esta
significativa diferenc¸a.
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6 CONCLUSA˜O E TRABALHOS FUTUROS
As inu´meras possibilidades de representac¸o˜es heterogeˆneas de
estruturas similares em diferentes fontes de dados, motivam o estudo
de soluc¸o˜es para o casamento desses dados. De acordo com a classi-
ficac¸a˜o de abordagens de casamentos de esquemas proposta por (RAHM;
BERNSTEIN, 2001), o casamento em n´ıvel de estruturas caracteriza-se
pela combinac¸a˜o dos elementos presentes nas estruturas. Como pro-
posta de soluc¸a˜o, o objetivo principal do me´todo Nazca e´ a busca por
estruturas similares, utilizando no processo informac¸o˜es adicionais das
fontes de dados consideradas como contexto da estrutura.
O me´todo Nazca difere dos trabalhos relacionados encontrados
na literatura em alguns aspectos, que podem ser observados na tabela
da Figura 5. A soluc¸a˜o proposta na˜o necessita de esquemas completos,
ou seja, relacionamentos entre estruturas ou entidades, intervenc¸a˜o do
usua´rio no processo de casamento ou bases de conhecimento para calcu-
lar o escore de similaridade. A partir de uma consulta informada como
entrada e´ poss´ıvel calcular a sua similaridade com a estrutura presente
em uma fonte de dados utilizando um vetor de termos do contexto para
tornar o processo mais exato.
O me´todo Nazca e´ uma abordagem de casamento de esquemas
em n´ıvel de estruturas que emprega o conceito de contexto da fonte
de dados. O processo proposto para as buscas esta´ dividido em duas
etapas: a) indexac¸a˜o, em que o ambiente e´ preparado para as buscas
atrave´s da criac¸a˜o dos ı´ndices de elementos e de contexto; b) processa-
mento de consultas, etapa em que as consultas do usua´rio sa˜o proces-
sadas pelo motor de buscas a partir da estrutura de ı´ndices criada na
etapa de indexac¸a˜o.
Alguns experimentos com os termos indexados no CI (´ındice de
contexto) mostram que o processo de extrac¸a˜o de informac¸o˜es do con-
texto das fontes de dados e´ efetivo, buscando as informac¸o˜es relevan-
tes. Os experimentos de avaliac¸a˜o dos resultados das consultas mos-
tram a precisa˜o da abordagem atrave´s das me´tricas de revocac¸a˜o e pre-
cisa˜o. Nas comparac¸o˜es com o algoritmo Similarity Flooding (MELNIK;
GARCIA-MOLINA; RAHM, 2002), o me´todo Nazca obteve os melhores
resultados em todos os domı´nios analisados.
Existem aspectos que representam desafios na utilizac¸a˜o do con-
texto para o processo de casamento de esquemas em n´ıvel de estrutura.
Entre eles destacam-se:
1. Avaliar e melhorar desempenho e tempo de execuc¸a˜o das etapas
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de indexac¸a˜o e processamento de consultas.
2. Utilizar outros me´todos de aprendizado de ma´quina ale´m de
a´rvores de decisa˜o e realizar experimentos comparativos de pre-
cisa˜o.
3. Criac¸a˜o de interface gra´fica de consultas acess´ıvel ao usua´rio.
As pesquisas realizadas para a construc¸a˜o da abordagem pro-
posta nesta dissertac¸a˜o resultaram e uma publicac¸a˜o na VIII Escola
Regional de Banco de Dados (ERBD 2012) (Oliveira e Dorneles, 2012),
com experimentos avaliando a qualidade do contexto indexado. Um
poster no SAC 2014 (29th Symposium On Applied Computing), com a
apresentac¸a˜o da proposta e resultados obtidos. Um artigo completo no
ICCIT 2014: International Conference on Computer and Information
Technology com a apresentac¸a˜o do me´todo Nazca e os experimentos de
avaliac¸a˜o do contexto e das consultas.
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