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Abstract
We study a class of Labelled Oriented Graph (LOG) group where the underlying graph is a
tadpole graph. We show that such a group is the natural HNN extension of a cyclically presented
group and investigate the relationship between the LOG group and the cyclically presented group.
We relate the second homotopy groups of their presentations and show that hyperbolicity of the
cyclically presented group implies solvability of the conjugacy problem for the LOG group. In the
case where the label on the tail of the LOG spells a positive word in the vertices in the circuit
we show that the LOGs and groups coincide with those considered by Szczepan´ski and Vesnin.
We obtain new presentations for these cyclically presented groups and show that the groups of
Fibonacci type introduced by Johnson and Mawdesley are of this form. These groups generalize
the Fibonacci groups and the Sieradski groups and have been studied by various authors. We
continue these investigations, using small cancellation and curvature methods to obtain results on
hyperbolicity, automaticity, SQ-universality, and solvability of decision problems.
Keywords: Labelled Oriented Graph (LOG) group, HNN extension, Cyclically presented group, Fi-
bonacci group, small cancellation theory, hyperbolic group, SQ-universal, decision problems.
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1 Introduction
Continuing research carried out in [17],[31] we study a class of Labelled Oriented Graph (LOG) groups
where the underlying graph is a tadpole graph. It will turn out that these groups are isomorphic to
the natural HNN extension of cyclically presented groups. In Sections 3–5 of this paper we explore
the relationship between the LOG group and presentation and the cyclically presented group and its
cyclic presentation. One example of a family of groups arising in this way are the groups of Fibonacci
type Hn(m,k) defined by the presentations
Hn(m,k) = 〈x1, . . . , xn | xixi+m = xi+k (1 ≤ i ≤ n)〉
(n ≥ 2, 1 ≤ m,k ≤ n, subscripts mod n), and in Sections 6–7 we study these groups and presen-
tations. This continues research into the groups conducted since their introduction in [22] and their
(independent) re-introduction in [7], where they were considered as generalizations of other classes of
groups considered in the literature. They include the presentations F(2, n) = Hn(1, 2) of Conway’s Fi-
bonacci groups F (2, n), the presentations S(2, n) = Hn(2, 1) of the Sieradski groups S(2, n), and more
generally the presentations H(n,m) = Hn(m, 1) of the groups H(n,m) considered in [17]. Asphericity
of the presentations Hn(m,k) was considered in [1], where a number of questions about the groups
Hn(m,k) were posed. With two exceptions the aspherical presentations were classified in [17],[35] and
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the perfect groups were classified in [26],[36]. These two classifications combined, together with [8] give
(with two exceptions) the classification of finite groups Hn(m,k). With the same two exceptions the
classification of the finite semigroups defined by the presentations Hn(m,k) follows from this result
and [34]. Isomorphisms amongst the groups were considered in [8].
2 Preliminaries
A Labelled Oriented Graph (LOG) consists of a finite connected graph (possibly with loops and multiple
edges) with vertex set V and edge set E together with three maps ι, τ, λ : E → V called the initial
vertex map, terminal vertex map, and labelling map, respectively. The LOG determines a corresponding
LOG presentation
〈V | τ(e)−1λ(e)−1ι(e)λ(e) (e ∈ E)〉.
A group with a LOG presentation is a LOG group.
In [17] a particular LOG was considered: this consisted of a directed circuit of n vertices with one
additional edge, incident with one vertex of the circuit and with a unique extremal vertex, such that
all edges of the circuit are labelled by this extremal vertex. (That investigation was prompted by a
remark of Bogley [3] about the case n = 2 and led to the first detailed considerations of the groups
H(n,m).) A natural way to generalize that LOG is to replace the additional edge by a directed path
where the labels of the edges appearing in that path spell a word in the labels of the vertices that
appear in the circuit (see Figure 1) and that is the situation we consider in this paper. It turns out
that when the word on the tail is a positive word the LOGs coincide with a class of LOGs considered
in [31].
Let w be an element of the free group Fn on {x1, . . . , xn} and θ be the automorphism of Fn given
by θ(xi) = xi+1, θ(xn) = x1. Then
Gn(w) = 〈x1, . . . , xn | w, θ(w), . . . , θ
n−1(w)〉
is called a cyclic presentation and the group it defines, Gn(w), is a cyclically presented group. The
automorphism θ of Fn induces an automorphism φ of Gn(w) given by φ(xi) = xi+1, φ(xn) = x1.
Following [31] we call the semidirect product
Ĝn(w) = Gn(w)⋊φ Z = Gn(w)∗φ = {Gn(w), t | t
−1gt = φ(g), g ∈ Gn(w)}
the natural HNN extension of Gn(w).
Lemma 2.1 The natural HNN extension Ĝn(w) of a cyclically presented group Gn(w) has a presen-
tation Ĝn(w) = 〈a, c | W (a, c), [a, c
n]〉 where
W (a, c) = w(ac−1, cac−2, c2ac−3, . . . , cn−1ac−n).
Proof
Ĝn(w) = 〈x1, . . . , xn, t | x1 = t
−1xnt, xi+1 = t
−1xit (1 ≤ i ≤ n− 1), w(x1, . . . , xn)〉
= 〈x1, . . . , xn, t | x1 = t
−nx1t
n, xi+1 = t
−ix1t
i, w(x1, t
−1x1t, t
−2x1t
2, . . . , t−(n−1)x1t
n−1)〉
= 〈x1, t | x1 = t
−nx1t
n, w(x1, t
−1x1t, t
−2x1t
2, . . . , t−(n−1)x1t
n−1)〉
= 〈x1, t, a, c | x1 = t
−nx1t
n, w(x1, t
−1x1t, t
−2x1t
2, . . . , t−(n−1)x1t
n−1), c = t−1, a = x1c〉
= 〈a, c | ac−1 = cnac−n−1, w(ac−1, cac−2, c2ac−3, . . . , cn−1ac−n)〉
= 〈a, c | W (a, c), [a, cn]〉
2
2The defining word w of Gn(w) is admissible if the exponent sum of its generators is ±1. Szczepan´ski
and Vesnin [31, Theorem 1] showed that the natural HNN extension Ĝn(w) satisfies the Kervaire
conditions for it to be an l-knot group (l ≥ 3) if and only if w is admissible. In this case, by Simon [30],
it has a Wirtinger presentation and it is the fundamental group of the complement Sl+2\M l where
M l is a closed orientable connected tamely embedded l-manifold (l ≥ 2).
Associated to a group presentation is the standard 2-complex which has a single 0-cell, 1-cells
in one-to-one correspondence with the generators, and 2-cells in one-to-one correspondence with the
relators. We will not distinguish between the presentations and the 2-complex, and we will talk of
homotopy equivalences and homotopy groups of presentations. We will use the symbol ≃ to denote
homotopy equivalence.
3 LOG groups and natural HNN extensions
We consider LOGs defined as follows. Let v be a freely reduced word of length r in generators
a1, . . . , an. Then we may write v(a1, . . . , an) = a
δ0
n−p0a
δ1
n−p1 . . . a
δr−1
n−pr−1 for some 0 ≤ p0, . . . , pr−1 ≤ n−1,
δ0, . . . , δr−1 ∈ {1,−1}, where δi 6= −δi+1 if pi = pi+1. (It is convenient to write the subscripts in
the form n − pi, rather than simply pi, for reasons that will become clear in Corollary 3.2.) Let
Γ(n; v(a1, . . . , an)) be the LOG depicted in Figure 1 (note that Γ(n; an−m) is the LOG considered
in [17]).
b
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aδ0n−p0
b
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a
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n−pr−1
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b
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a3
b ai
b ai+1
b
tj
b
tj+1
a
δj
n−pj
t0
t0
t0
t0
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Figure 1: LOG Γ(n; v(a1, . . . , an)).
Lemma 3.1 The LOG presentation corresponding to Γ(n; v(a1, . . . , an)) is homotopically equivalent
to 〈a, c | U(a, c), [a, cn]〉 where
U(a, c) = v(a, c−1ac, c−2ac2, . . . , c−(n−1)ac(n−1))−1cv(a, c−1ac, c−2ac2, . . . , c−(n−1)ac(n−1))a−1
and where c = t0 and a = a1.
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Proof
The LOG presentation is
〈a1, . . . , an, t0, . . . , tr−1 | tj = a
δj
n−pj tj+1a
−δj
n−pj (j = 0, . . . , r − 2), tr−1 = a
δr−1
n−pr−1a1a
−δr−1
n−pr−1,
ai = t0ai+1t
−1
0 (i = 1, . . . , n)〉
≃ 〈a1, . . . , an, t0, . . . , tr−1 | tj+1 =
(
j∏
α=0
aδαn−pα
)−1
t0
(
j∏
α=0
aδαn−pα
)
(j = 0, . . . , r − 2),
tr−1 = a
δr−1
n−pr−1a1a
−δr−1
n−pr−1, ai = t0ai+1t
−1
0 (i = 1, . . . , n)〉
≃ 〈a1, . . . , an, t0 |
(
r−2∏
α=0
aδαn−pα
)−1
t0
(
r−2∏
α=0
aδαn−pα
)
= a
δr−1
n−pr−1a1a
−δr−1
n−pr−1, ai = t0ai+1t
−1
0 (i = 1, . . . , n)〉
≃ 〈a1, . . . , an, t0 |
(
r−1∏
α=0
aδαn−pα
)−1
t0
(
r−1∏
α=0
aδαn−pα
)
= a1, ai = t0ai+1t
−1
0 (i = 1, . . . , n)〉
≃ 〈a1, . . . , an, t0 | v(a1, . . . , an)
−1t0v(a1, . . . , an) = a1, ai = t0ai+1t
−1
0 (i = 1, . . . , n)〉
≃ 〈a1, . . . , an, t0 | v(a1, . . . , an)
−1t0v(a1, . . . , an) = a1, ai = t
−(i−1)
0 a1t
i−1
0 (i = 2, . . . , n), a1 = t
−n
0 a1t
n
0 〉
≃ 〈a, c | v(a, c−1ac, c−2ac2, . . . , c−(n−1)ac(n−1))−1cv(a, c−1ac, c−2ac2, . . . , c−(n−1)ac(n−1)) = a, a = c−nacn〉
≃ 〈a, c | U(a, c), [a, cn]〉
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In the corollary we consider the case when v is a positive word; that is δ0 = · · · = δr−1 = 1 so
v(a1, . . . , an) = an−p0an−p1 . . . an−pr−1.
Corollary 3.2 The LOG group corresponding to Γ(n; an−p0an−p1 . . . an−pr−1) has a presentation
〈a, c |
(
r−1∏
i=0
acpi+1−pi
)−1
c
(
r−1∏
i=0
acpi+1−pi
)
a−1, [a, cn]〉
and is isomorphic to the natural HNN extension of
Gn((xp0xp1+1 . . . xpr−1+(r−1)xpr+r)(xp0+1xp1+2 . . . xpr−1+r)
−1)
where pr = −1.
Proof
In the notation of Lemma 3.1
v(a1, . . . , an) =
r−1∏
i=0
an−pi
so
v(a, c−1ac, . . . , c−(n−1)acn−1) =
r−1∏
i=0
c−(n−pi−1)acn−pi−1 =
r−1∏
i=0
c(pi+1)ac−(pi+1) = cp0+1
r−1∏
i=0
acpi+1−pi
(using the fact that c−nacn = a) and the presentation of the LOG group follows.
Let w(x1, . . . , xn) = (xp0xp1+1 . . . xpr−1+(r−1)xpr+r)(xp0+1xp1+2 . . . xpr−1+r)
−1. Then this is equal
to w′(x1, x2, . . . , xn−1, xn)xpr+rw
′(x2, x3, . . . , xn, x1)
−1 where
w′(x1, x2, . . . , xn−1, xn) = xp0xp1+1 . . . xpr−1+(r−1)
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and so
w(ac−1, cac−2, c2ac−3, . . . , cn−1ac−n)
= w′(ac−1, cac−2, c2ac−3, . . . , cn−1ac−n)cpr+r−1ac−(pr+r)w′(cac−2, c2ac−3, c3ac−4, . . . , cnac−(n+1))−1
= w′(ac−1, cac−2, c2ac−3, . . . , cn−1ac−n)cpr+r−1ac−(pr+r−1)w′(ac−1, cac−2, c2ac−3, . . . , cn−1ac−n)−1c−1
Now
w′(ac−1, cac−2, c2ac−3, . . . , cn−1ac−n) = cp0−1acp1−p0acp2−p1 . . . acpr−1−pr−2ac−pr−1−(r−1)
= cp0−1
(
r∏
i=1
acpi−pi−1
)
c−(r−2)
so
w(ac−1, cac−2, c2ac−3, . . . , cn−1ac−n)
= cp0−1
(
r∏
i=1
acpi−pi−1
)
c−(r−2)cpr+r−1ac−(pr+r−1)c(r−2)
(
r∏
i=1
acpi−pi−1
)−1
c1−p0
= cp0−1
(
r∏
i=1
acpi−pi−1
)
cpr+1ac−(pr+1)
(
r∏
i=1
acpi−pi−1
)−1
c1−p0
= cp0−1
(
r∏
i=1
acpi−pi−1
)
a
(
r∏
i=1
acpi−pi−1
)−1
c1−p0
(since pr = −1), and this is a conjugate of the first relator in the LOG presentation, so an application
of Lemma 2.1 completes the proof. 2
We shall give the following notation to the presentation in Corollary 3.2
Ln(p0, p1, . . . , pr−1) = Gn((xp0xp1+1 . . . xpr−1+(r−1)xpr+r)(xp0+1xp1+2 . . . xpr−1+r)
−1)
and write Ln(p0, p1, . . . , pr−1) for the group it defines. In [31] the following family of cyclic presentations
Grn,k(q; ǫ) = G
r
n,k(q1, . . . , qr; ǫ0, . . . , ǫr) = Gn(x
ǫ0
1 x
ǫ1
1+q1
. . . x
ǫr−1
1+qr−1
xǫr1+qr(x
ǫ0
1+kx
ǫ1
1+k+q1
. . . x
ǫr−1
1+k+qr−1
)−1)
and the groups Grn,k(q; ǫ) they define were introduced (where n ≥ 2, r ≥ 1, k, q1, . . . , qr, ǫ0, ǫ1, . . . , ǫr are
integers). Amongst others, Hn(m,k) = G
1
n,k(m; 1, 1) are given there as examples of groups belonging
to this family. The subfamily Grn,1(q; 1) = G
r
n,1(q1, . . . , qr; 1, . . . , 1) was singled out for special attention
in that paper as their natural HNN extensions are LOG groups. Actually, this subfamily coincides
with our presentations Ln(p0, p1, . . . , pr−1). To see this, note
Grn,1(1 + (p1 − p0), 2 + (p2 − p0), . . . , (r − 1) + (pr−1 − p0), r + pr − p0; 1)
= Gn((x1x2+p1−p0 . . . xr+pr−1−p0xr+1+pr−p0)(x2x3+p1−p0 . . . xr+1+pr−1−p0))
−1)
= Gn((xp0xp1+1 . . . xpr−1+(r−1)xpr+r)(xp0+1xp1+2 . . . xpr−1+r)
−1)
= Ln(p0, . . . , pr−1)
and
Ln((r − 1)− qr, q1 − 1 + (r − 1)− qr, q2 − 2 + (r − 1)− qr, . . . , qr−1 − (r − 1) + (r − 1)− qr)
= Gn((x(r−1)−qrxq1+(r−1)−qrxq2+(r−1)−qr . . . xqr−1+(r−1)−qrxpr+r)(xr−qrxq1+r−qr . . . xqr−1+r−qr)
−1)
= Gn((x1xq1+1xq2+1 . . . xqr−1+1x1+qr)(x2xq1+2xq2+2 . . . xqr−1+2)
−1)
= Grn,1(q1, q2, . . . , qr; 1).
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Similarly, when δ0 = · · · = δr−1 = 1 the LOG in Figure 1 can be obtained from that in [31,
Figure 1] by setting qj = pj − p0 + j (j = 1, . . . , r), bi = an−p0+(r−1)−j+1, (i = 1, . . . , n) and the LOG
in [31, Figure 1] can be obtained from that in Figure 1 by setting pj = n − j − (qr − qj) + r − 1
(j = 0, . . . , r − 1), ai = bqr−(i−1) (i = 1, . . . , n), and δ0 = · · · = δr−1 = 1. Clearly, and as observed
in [31], Grn,k(q1, . . . , qr; ǫ0, . . . , ǫr) has an admissible defining word if and only if ǫr = ±1, in which
case without loss of generality we may take ǫr = 1. For such cases we give, in the next theorem, an
alternative cyclic presentation.
Theorem 3.3
Grn,k(q1, . . . , qr−1, qr; ǫ0, . . . , ǫr−1, 1) ≃ Gn((y
−1
1 y1+k)
ǫ0(y−11+q1y1+q1+k)
ǫ1 . . . (y−11+qr−1y1+qr−1+k)
ǫr−1y−11+qr)
and, in particular,
Ln(p0, p1, . . . , pr−1) ≃
Gn((y
−1
1 y2)(y
−1
2+(p1−p0)
y3+(p1−p0))(y
−1
3+(p2−p0)
y4+(p3−p0)) . . . (y
−1
r+(pr−1−p0)
yr+1+(pr−1−p0))y
−1
1+r+(pr−p0)
)
where pr = −1.
Proof
Grn,k(q1, . . . , qr−1, qr; ǫ0, . . . , ǫr−1, 1)
≃ 〈x1 . . . , xn | x
ǫ0
i x
ǫ1
i+q1
. . . x
ǫr−1
i+qr−1
x1i+qr = x
ǫ0
i+kx
ǫ1
i+k+q1
. . . x
ǫr−1
i+k+qr−1
(1 ≤ i ≤ n)〉
≃ 〈x1 . . . , xn, y1, . . . , yn | yi = x
ǫ0
i x
ǫ1
i+q1
. . . x
ǫr−1
i+qr−1
, yixi+qr = yi+k (1 ≤ i ≤ n)〉
≃ 〈x1 . . . , xn, y1, . . . , yn | yi+qr = x
ǫ0
i+qr
xǫ1i+q1+qr . . . x
ǫr−1
i+qr−1+qr
, xi+qr = y
−1
i yi+k (1 ≤ i ≤ n)〉
≃ 〈y1, . . . , yn | yi+qr = (y
−1
i yi+k)
ǫ0(y−1i+q1yi+q1+k)
ǫ1 . . . (y−1i+qr−1yi+qr−1+k)
ǫr−1 (1 ≤ i ≤ n)〉.
(subscripts mod n). 2
Corollary 3.4 The natural HNN extension Ĥn(m,k) of Hn(m,k) is the LOG group corresponding to
the LOG in Figure 2.
Proof
Ln((k −m)− 1, . . . , (k −m)− 1︸ ︷︷ ︸
k
)) = Hn(m,k). 2
In fact, in Figure 2 the tail may be extended to contain K + 1 vertices for any K ≡ k mod n;
furthermore (and as expected) restricting to k = 1 gives the LOG in [17] for the natural HNN extension
Ĥ(n,m) of H(n,m).
There are other examples of cyclically presented groups considered in the literature whose natural
HNN extensions are LOG groups. For instance, in [31, Example 3(4)] it was shown that the gener-
alised Sieradski groups S(r, n) = Gn((x1x3 . . . x2r−1)(x2x4 . . . x2r−2)
−1) of [6] are such examples. We
close this section by using the presentation of Ln(p0, p1, . . . , pr−1) obtained in Theorem 3.3 to exhibit
further examples.
Example 3.5 The idea used in Corollary 3.4 can be extended to show that the cyclic presentations
Gn(y
−1
1 y1+l1y
−1
1+l2
y1+l3y
−1
1+l4
y1+l5 . . . y
−1
1+ls−2
y1+ls−1y
−1
1+ls
) (1)
(1 ≤ li ≤ n for each 1 ≤ i ≤ s) belong to the family Ln(p0, p1, . . . , pr−1).
6
bt0
b
t1
am−k+1
b
tk−1
b a1
am−k+1
b an
b
an−1
b a2
b
a3
b ai
b ai+1
b
tj
b
tj+1
am−k+1
t0
t0
t0
t0
t0
Figure 2: LOG corresponding to Ĥn(m,k).
1. The groups G1(n),H1(n) from the “certain cyclically presented groups” series of papers, started
in [21] have presentations of the form (1):
G1(n) = Gn(x
−1
1 x2x
−1
1 x2xnx
−1
1 xn) = Gn(x
−1
1 xnx
−1
1 xnx
−1
n−1xnx
−1
n−1),
H1(n) = Gn(x
−1
1 x2x
−1
1 x2x
−2
1 xnx
−1
1 xn) = Gn(x
−1
1 xnx
−1
1 xnx
−1
1 x2x
−1
1 x2x
−1
1 ).
2. The groups G(l, n) of [23] also have presentations of the form (1). When l ≥ 2 is even
G(l, n) = Gn(x
−1
1 (x2x
−1
1 )
(l−2)/2x2(xnx
−1
1 )
(l−2)/2xn)
= Gn((x
−1
1 x2)
(l−2)/2x−11 x2(x
−1
3 x2)
(l−2)/2x−13 ),
and when l ≥ 3 is odd
G(l, n) = Gn(x1(x
−1
2 x1)
(l−1)/2(x−1n x1)
(l−1)/2)
= Gn((x
−1
1 xn)
(l−1)/2(x−11 x2)
(l−1)/2x−11 ).
4 Cyclically presented groups and their natural HNN extensions
Presentations of the form
〈a, c | U(a, c), [a, cn]〉
in which a appears in U(a, c) with exponent sum +1 arise as presentations of natural HNN extensions
of cyclically presented groups with admissible defining words (see Section 2) and as LOG presentations
of the LOGs considered in Section 3. By applying change of generator of the form a 7→ acγ we may
further assume that c appears in U(a, c) with exponent sum zero. The following theorem examines
these presentations and the groups they define in more detail.
Theorem 4.1 Let X be the presentation 〈a, c | U(a, c), [a, cn]〉, where U(a, c) = aα1cγ1 . . . aαkcγk with
k ≥ 1 and
∑k
i=1 αi = 1 and
∑k
i=1 γi = 0. Then
(a) the Hurewicz map π2(X)→ H2(X) is zero and hence the Schur multiplier H2(π1(X)) is trivial;
(b) the commutator subgroup π1(X)
′ has a cyclic presentation Gn(w) where
w(x1, . . . , xn) = x
α1
1 x
α2
1+γ1
xα31+γ1+γ2 . . . x
αk
1+γ1+···+γk−1
(which is admissible) and π1(X) ∼= Ĝn(w);
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(c) there is a short exact sequence
{0} → Zπ1(X)→ π2(X)→ π2(Gn(w))→ {0} (2)
of Zπ1(X)-modules that splits as Zπ1(X)
′-modules;
(d) the sequence splits as a sequence of Zπ1(X)-modules only in the trivial case where π2(Gn(w)) =
{0}.
Proof
The cellular chain complex of X implies that H2(X) is infinite cyclic, generated by the class of the
relator [a, cn] and H1(X) is infinite cyclic generated by the class of the generator c. In the 1-relator
group 〈a, c | [a, cn]〉 the element cn is central and so [U, cn] = 1 is a relator; therefore there is a planar
van Kampen diagram ∆0 over the 1-relator presentation 〈a, c | [a, c
n]〉 with boundary label [U, cn].
Since a appears in U with exponent-sum 1, the 2-cell [a, cn] appears in ∆0 with algebraic sum 1. In
other words, [a, cn]+1 appears precisely once more than [a, cn]−1. (Since 1-relator presentations of
torsion-free groups are aspherical [24] the algebraic sum is independent of the choice of van Kampen
diagram.) Identify the sub-arcs of ∂∆0 labelled by c
n and c−n to form an annular diagram ∆1 with
boundary labels U and U−1 and attach 2-cells U±1 to ∂∆1 to form a spherical diagram ∆. Now the
relators U(a, c) and [a, cn] appear in ∆ with algebraic sums 0, 1 respectively, so ∆ ∈ π2(X) maps to a
generator of H2(X) under the Hurewicz map π2(X)→ H2(X). This map is therefore surjective so its
cokernel, which is the Schur multiplier H2(π1(X)), is therefore trivial, proving part (a).
Now use the spherical van Kampen diagram ∆ to attach a 3-cell to X to form a 3-complex Y and
let φ : Zπ1(X) → π2(X) be the map of Zπ1(X)-modules which sends a generator of Zπ1(X) to the
class of ∆. Then in the exact sequence
0→ ker(φ)→ Zπ1(X)
φ
→ π2(X)→ coker(φ)→ 0 (3)
of Zπ1(X)-modules we have that coker(φ) ∼= π2(Y ) [33].
Let X˜ be the universal cover of X. Then the cellular chain complex of X˜ implies that H2(X˜) is the
kernel of the second boundary map. Now π2(X) ∼= π2(X˜) (see, for example, [19, Theorem 1.5, page
50]) and by the Hurewicz isomorphism theorem π2(X˜) ∼= H2(X˜) ⊆ C2(X˜) so π2(X) is a submodule
of the free Z-module on the 2-cells of X˜ . Since π1(X) acts freely on X˜, it freely permutes the 2-cells
of X˜ . These form a Z-basis for C2(X˜), so C2(X˜) is naturally identified with the free Zπ1(X)-module
on the set of 2-cells of X. Under this identification the coefficient of the 2-cell U in the class of ∆ has
the form g(1− cn) for some g ∈ π1(X), since the 2-cell U appears precisely twice in ∆, with opposite
orientations, and these are separated by a path labelled cn. But by abelianizing we can see that c
has infinite order in π1(X), and so 1 − c
n is not a zero-divisor in Zπ1(X). Thus αU 6= 0 for each
α ∈ Zπ1(X) \ {0}. Hence ∆ freely generates a free Zπ1(X)-submodule of π2(X), and so φ is injective.
Therefore the short exact sequence (3) of Zπ1(X)-modules becomes
0→ Zπ1(X)
φ
→ π2(X)→ π2(Y )→ 0. (4)
Now H1(X) = H1(Y ) and H1(X) ∼= Z so the maximal abelian covers X¯, Y¯ of X,Y are regular covers
with deck-transformation group Z, generated by c. We can construct them as follows. The set of 0-cells
is identified with Z. Corresponding to the 1-cells a, c of X are 1-cells xj, cj (j ∈ Z) of X¯, where xj is
a loop at j and cj joins j to j + 1. Corresponding to the 2-cell [a, c
n] in X are 2-cells vj in X¯ (j ∈ Z)
with boundary paths xjcjcj+1 . . . cj+n−1x
−1
j+nc
−1
j+n−1 . . . c
−1
j ; similarly, corresponding to the 2-cell U of
X is a set of 2-cells uj (j ∈ Z) in X¯, where uj+1 is the translate of uj by the natural generator for
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the deck-transformation group. Finally, corresponding to the 3-cell ∆ of Y there are 3-cells ∆j of Y¯
(j ∈ Z). The 3-cell ∆j involves one appearance of each of the 2-cells uj and uj+n, and no other 2-cell
of the form ui. It follows that Y¯ homotopy retracts onto the 2-subcomplex W of X¯ consisting of the
1-skeleton X¯(1) together with the 2-cells vj (j ∈ Z) and u1, . . . , un.
Now the 1-cells cj form the unique maximal tree in W . Collapsing this tree to a point gives the
following presentation of the commutator subgroup π1(X)
′ which is homotopy-retract to W
〈xj (j ∈ Z) | xjx
−1
j+n(j ∈ Z), w1, . . . , wn〉
where
wj = x
α1
j x
α2
j+γ1
xα3j+γ1+γ2 . . . x
αk
j+γ1+···+γk−1
.
One final homotopy retraction uses the relators xjx
−1
j+n to restrict the generating set to {x1, . . . , xn}
and so we obtain the cyclic presentation Z = Gn(w) of part (b), and it is clear that π1(X) is the
natural HNN extension of π1(X)
′.
Now π2(Y ) ∼= π2(Y¯ ) so we have π2(Y ) ∼= π2(Y¯ ) ∼= π2(W ) ∼= π2(Z) so in (4) we may replace
π2(Y ) by π2(Z) to get the short exact sequence (2) of Zπ1(X)-modules of part (c). The homotopies
and inclusions Z ≃ W ⊂ X¯ ⊂ Y¯ ≃ Z together with the identity map Z → Z induces a sequence
of Zπ1(X)
′-modules π2(Z) ∼= π2(W ) → π2(X¯) → π2(Y¯ ) ∼= π2(Z). But π2(X¯) ∼= π2(X) so we get
a sequence of Zπ1(X)
′-modules π2(Z) → π2(X) → π2(Z) which shows that the sequence (2), when
regarded as a sequence of Zπ1(X)
′-modules, splits, proving part (c).
To prove (d), consider a map s : π2(Z) → π2(X) of Zπ1(X)-modules. Now c
n acts trivially on
Z and hence on π2(Z) so 1 − c
n annihilates π2(Z) and so annihilates s(π2(Z)) ⊆ π2(X) = π2(X˜).
The Hurewicz isomorphism theorem implies that π2(X˜) ∼= H2(X˜) ⊆ C2(X˜) so 1 − c
n annihilates a
submodule of a free Zπ1(X)-module (namely s(π2(Z))). But as pointed out above 1 − c
n is not a
zero-divisor in Zπ1(X), so s(π2(Z)) = 0 and the sequence (2) of Zπ1(X)-modules does not split when
π2(Z) 6= {0}. 2
Theorem 1.1 of [17] (and its corollary), which concerns the presentations H(n,m), can be obtained
as a corollary to Theorem 4.1.
5 The conjugacy problem for natural HNN extensions
In Section 6 we will give conditions under which the conjugacy problem for Hn(m,k) is solvable. In
this section, following [4], we study the conjugacy problem in the natural HNN extension Ĝn(w) =
Gn(w) ⋊ Z via the twisted conjugacy problem in Gn(w). In Corollary 6.2 we will apply our result to
Ĥn(m,k).
Given a group G and an automorphism φ ∈ Aut(G), an element u ∈ G is said to be φ-twisted
conjugate to v ∈ G, denoted u ∼φ v, if there exists g ∈ G such that g
−1uφ(g) = v. The φ-twisted
conjugacy problem in G is solvable if it is algorithmically decidable if u ∼φ v. In particular, the
conjugacy problem is the id-twisted conjugacy problem. The twisted conjugacy problem in G is solvable
if the φ-twisted conjugacy problem in G is solvable for all φ ∈ Aut(G).
Theorem 5.1 If G is a finitely generated hyperbolic group and φ ∈ Aut(G) has finite order, then the
φ-twisted conjugacy problem in G is solvable.
Proof
The proof is analogous to the proof that the conjugacy problem is solvable for hyperbolic groups.
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Since φ has finite order and G is finitely generated, we can choose a finite generating set X for G such
that X−1 = X = φ(X). Let δ be the hyperbolicity constant for the Cayley graph Γ = Γ(G,X). Then
geodesic triangles in Γ are δ-slim, so geodesic quadrilaterals are 2δ-slim. Suppose that uφ(g) = gv
in G. Choose geodesic segments γ from 1 to g, α from 1 to u and β from g to gv. Applying φ to
(the label of) each edge of γ gives a geodesic segment φ(γ) from 1 to φ(g). Then we can construct a
geodesic quadrilateral with vertices 1, u, g, gv = uφ(g) and edges α, β, γ and γ′ = uφ(γ).
Note that γ, γ′ have the same length, L say, by construction. Moreover, γ′(n) = uφ(γ(n)) for each
1 ≤ n ≤ L. For each n, γ(n) is 2δ-close to a vertex of α, β or γ′. When ||u||+2δ < n < L− (||v||+2δ)
only the last of these is possible, by the triangle inequality. Thus d(γ(n), γ′(n′)) ≤ 2δ for some n′.
Consider the geodesic quadrilateral with vertices 1, γ(n), γ′(n′), u. We have
n = d(1, γ(n)) ≤ d(1, u) + d(u, γ′(n′)) + d(γ′(n′), γ(n)) ≤ ||u||+ n′ + 2δ
and similarly n′ ≤ ||u||+n+2δ, so |n−n′| ≤ ||u||+2δ. Hence d(γ(n), γ′(n)) ≤ 2δ+ |n−n′| ≤ ||u||+4δ.
The number of elements of G of length at most ||u||+4δ is less than |X|||u||+4δ+1. Hence if L > N ,
where N = |X|||u||+4δ+1+2µ+4δ, the number of n’s in the given range exceeds the number of elements
of G of length at most ||u|| + 4δ. Therefore there exist n0 < n1 with γ(n0)
−1γ′(n0) = γ(n1)
−1γ′(n1).
Setting h = γ(n0)γ(n1)
−1g gives ||h|| ≤ L+ n0 − n1 < L and
uφ(h) = uφ(γ(n0))φ(γ(n1)
−1)φ(g) = γ′(n0)γ
′(n1)
−1uφ(g) = γ(n0)γ(n1)
−1gv = hv.
Repeating the procedure gives a solution to the equation uφ(g) = gv with ||g|| ≤ N . Since N is a
computable function of u, v we can apply the solution of the word problem for hyperbolic groups to
test equality of the elements uφ(g) and gv for each of the finitely many g with ||g|| < N . 2
Corollary 5.2 If G is hyperbolic and φ ∈ Aut(G) has finite order then the conjugacy problem for
G⋊φZ is solvable. In particular, if a cyclically presented group Gn(w) is hyperbolic then the conjugacy
problem for its natural HNN extension Ĝn(w) is solvable.
Proof
Let t be a generator of Z so that G ⋊φ Z has elements gt
m with g ∈ G, m ∈ Z and multiplication
(gtm)(htl) = gφm(h)tm+l. Two elements utp, vtq ∈ G ⋊φ Z are conjugate if and only if there exist
gtm ∈ G ⋊φ Z such that (ut
p)(gtm) = (gtm)(vtq); equivalently if and only if there exists g ∈ G,
m ∈ Z such that (uφp(g))tp+m = (gφm(v))tm+q ; equivalently if and only if p = q and there exists
g ∈ G,m ∈ Z such that uφp(g) = gφm(v); equivalently if and only if p = q and there exists m ∈ Z
such that u ∼φp φ
m(v).
That is, the conjugacy problem is solvable in G⋊φ Z if and only if for any u, v ∈ G and p ∈ Z it is
decidable if u is φp-twisted conjugate to any of the (finitely many) elements φm(v) ∈ G. Since φp has
finite order this is decidable by Theorem 5.1. 2
6 Small cancellation conditions
In this section we consider small cancellation conditions for the presentations Hn(m,k). We refer the
reader to [25, Chapter V] for basic definitions regarding small cancellation theory. The strongest C(p)
condition thatHn(m,k) can satisfy is C(3). This condition is most useful when it occurs in conjunction
with T(6) or T(7). In Theorem 6.1 we classify the C(3)-T(7) and C(3)-T(6) (special and non-special)
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presentations Hn(m,k). (We will define the term special shortly, but for the moment we note that
they are examples of triangular presentations – presentations in which each relator has length 3.)
To do this we use the characterization ([18]) of the C(3)-T(q) conditions in terms of the star graph of
a presentation 〈X | R〉. (The star graph is also called the co-initial graph or star complex or Whitehead
graph.) This is the graph Γ with vertex set X ∪X−1 and with an edge from x to y for each distinct
word of the form x−1yu (x 6= y) that is a cyclic permutation of a relator or its inverse [25, page 61].
(The edges occur in inverse pairs.) By [18] a presentation 〈X | R〉 in which each relator has length
at least 3 satisfies C(3)-T(q) (q > 4) if and only if Γ has no cycle of length less than q. (See also [11]
for further explanation.) If a presentation satisfies T(q), q > 4 then each piece has length 1 (this is
proved in [14, Lemma 1], where the observation is attributed to Pride). Using the terminology of [20]
a C(3)-T(6) presentation is special if every relator has length 3 and Γ is isomorphic to the incidence
graph of a finite projective plane. By Lemma 1.3.6 of [32] this condition on Γ is equivalent to Γ being
connected and bipartite of diameter 3 and girth 6, with each vertex having degree at least 3.
Theorem 6.1 Let A = k, B = k −m.
(a) The presentation Hn(m,k) is a C(3)-T(6) presentation if and only if tA 6≡ 0, tB 6≡ 0 (1 ≤ t ≤ 5)
and A 6≡ ±B, A 6≡ ±2B, B 6≡ ±2A (all mod n), in which case it is a non-special C(3)-T(6)
presentation.
(b) The presentation Hn(m,k) is a C(3)-T(7) presentation if and only if tA 6≡ 0, tB 6≡ 0 (1 ≤ t ≤ 6)
and A 6≡ ±2B, A 6≡ ±3B, B 6≡ ±2A, B 6≡ ±3A, 2A 6≡ ±2B (all mod n).
Proof
The star graph Γ has vertices xi, x
−1
i and edges {xi, x
−1
i+m},{xi, xi+B},{x
−1
i , x
−1
i+A} for each 1 ≤ i ≤ n
(subscripts mod n), which we will refer to as edges of type X,Y,Z, respectively. Thus Γ has a t-cycle
involving only xi vertices if and only if tB ≡ 0 mod n and has a t-cycle involving only x
−1
i vertices if
and only if tA ≡ 0 mod n. Consider then cycles involving both xi and x
−1
i vertices. Clearly these must
involve an even number of X edges, and since an X edge cannot be followed immediately by another
X edge there are no such 2-cycles or 3-cycles. We are therefore interested in the 4,5, and 6-cycles.
Any 4-cycle must be of the form XZXY, any 5-cycle of the form XZXYY, or XYXZZ, and any
6-cycle of the form XZXYYY, XYXZZZ, or XZZXYY. The paths of the form XZXY are xi − x
−1
i+m −
x−1i+m±A−xi±A−xi±A±B, which are cycles if and only ifA±B ≡ 0 mod n. The paths of the form XZXYY
are xi−x
−1
i+m−x
−1
i+m±A−xi±A−xi±A±B−xi±A±2B , which are cycles if and only if A±2B ≡ 0 mod n.
Similarly cycles of the form XYXZZ occur if and only if B ± 2A ≡ 0 mod n. The paths of the form
XZXYYY are xi−x
−1
i+m−x
−1
i+m±A−xi±A−xi±A±B−xi±A±2B−xi±A±2B, which are cycles if and only
if A ± 3B ≡ 0 mod n. Similarly cycles of the form XYXZZZ occur if and only if B ± 3A ≡ 0 mod n.
The paths of the form XZZXYY are xi − x
−1
i+m − x
−1
i+m±A − x
−1
i+m±2A − xi±2A − xi±2A±B − xi±2A±2B ,
which are cycles if and only if 2A± 2B ≡ 0 mod n. (For use in the proof of Theorem 7.1 we remark
here that 7-cycles are of the form XZXYYYY, XYXZZZZ, XZZXYYY, or XYYXZZZ and occur if and
only if A± 4B ≡ 0 mod n or B ± 4A ≡ 0 mod n or 2A± 3B ≡ 0 mod n or 2B ± 3A ≡ 0 mod n.)
It remains to show that the C(3)-T(6) presentations are non-special. Suppose for contradiction
that Γ is the incidence graph of a projective plane P . Then since the vertices of Γ have degree 3 it
follows that P has order 2 so has 7 points and 7 lines (see for example [2, Section 16.7 and exercise
16.10.10]). Therefore Γ has precisely 14 vertices so n = 7, but the congruences imply that Hn(m,k) is
not a C(3)-T(6) presentation in this case, a contradiction. 2
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Some of the excluded cases correspond to known groups. By [1, Section 1] if A ≡ 0 or B ≡ 0 mod n
then Gn(m,k) is the trivial group; if A ≡ B mod n then Gn(m,k) is the free product of (k, n) copies
of Z2n−1; if A ≡ −B then Gn(m,k) is the free product of (k, n) copies of S(2, n); if A ≡ 2B or B ≡ 2A
then Gn(m,k) is the free product of (m,n) or (k, n) copies of F (2, n), respectively. If A ≡ −2B or
B ≡ −2A then Gn(m,k) is the free product of (m,n) or (k−m,n) copies of Hn(3, 1), respectively; we
study these groups further in Section 7.
In Corollary 6.2 we observe some consequences. A countable group G is said to be SQ-universal if
every countable group can be embedded in a quotient group of G; in particular, SQ-universal groups
contain a free subgroup of rank 2. The dependence problems [28] DP(n), n ≥ 1, generalize the word
problem (DP(1)) and the conjugacy problem (DP(2)). A group is Hopfian if it is not isomorphic to
any of its proper quotients.
Corollary 6.2 (a) Suppose the conditions of Theorem 6.1(a) hold. Then Hn(m,k) has solvable
word and conjugacy problems and is automatic, SQ-universal, torsion-free, and acts properly
and cocompactly on a CAT(0) space.
(b) Suppose the conditions of Theorem 6.1(b) hold. Then Hn(m,k) has solvable dependence problems
DP(n) for all n ≥ 1 and is non-elementary hyperbolic, Hopfian, and acts properly and cocom-
pactly on a CAT(−1) space, and the class of groups Hn(m,k) has solvable isomorphism problem.
Further, the natural HNN extension Ĥn(m,k) has solvable conjugacy problem
Proof
C(3)-T(6) groups have solvable word and conjugacy problems, by Theorems 6.3 and 7.6 of [25, Chap-
ter V] (see also [12, Section 3]) and they are automatic by [15, Theorem 2]. Groups defined by
non-special C(3)-T(6) groups are SQ-universal [20]. The Cayley complex of a C(3)-T(6) (resp. C(3)-
T(7)) presentation in which each relator has length at least 3 is a CAT(0) (resp. CAT(−1)) space
(see for example [5, Proposition 5.25]), and hence contractible. Since no relator is a proper power the
Cayley complex coincides with the universal cover of the presentation complex, upon which Hn(m,k)
acts freely. Thus Hn(m,k) acts freely on a finite-dimensional contractible complex, so is torsion free.
C(3)-T(7) groups have solvable dependence problems DP(n) for all n ≥ 1 [28, Theorems 2 and 4]
and are hyperbolic [14, Corollary 3.3] (see also [28, Theorem 4]); the class of hyperbolic groups has
solvable isomorphism problem [9]; torsion-free hyperbolic groups are Hopfian by [29]. Since Hn(m,k)
is hyperbolic, Ĥn(m,k) has solvable conjugacy problem by Corollary 5.2. 2
We note a corollary which shows that nearly all the groups Hp(m,k) with p an odd prime are C(3)-
T(7). By [8, Proposition 7] Hp(m,k) is isomorphic to one of Hp(1, k
′) for some 1 ≤ k′ ≤ (p + 1)/2.
The cases k′ = 1, 2 and (p+1)/2 give the trivial group, the Fibonacci group F (2, p), and the Sieradski
group S(2, p), respectively. For the remaining cases, for each p, the next corollary shows that precisely
one of the presentations is not C(3)-T(7) (in which case it is not C(3)-T(6)). Note that this is not the
case when n is composite, for example by [8, Table 1] there are precisely 5 non-isomorphic (non-trivial)
groups Hn(m,k) when n = 6, namely F (2, 6) = H6(1, 2), S(2, 6) ∼= H6(4, 5), Z7 ∼= H6(1, 3), Z9 ∼=
H6(2, 3), Z
7
2 ⋊ Z7
∼= H6(3, 4).
Corollary 6.3 Let p be an odd prime and let 3 ≤ k ≤ (p − 1)/2 be an integer. The presentation
Hp(1, k) is C(3)-T(7) if and only if k 6= (p + 1)/3 (when p ≡ 2 mod 3) or k 6= (p + 2)/3 (when
p ≡ 1 mod 3).
Proof
This follows by testing the congruences. The case k = (p+ 1)/3 corresponds to B ≡ −2A mod n and
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the case k = (p + 2)/3 corresponds to A ≡ −2B mod n. 2
7 The groups H(n, 3)
As observed in Section 6, the presentations Hn(3, 1), which are the presentationsH(n, 3) of [17], are not
C(3)-T(6) presentations; we show here however that, in most cases, H(n, 3) = Hn(3, 1) is hyperbolic
and SQ-universal.
The group H(9, 3) was proved to be infinite in [8, Lemma 15], using Newman’s variant of the
Golod-Shafarevich inequality on an index 448 subgroup. Further, H(8, 3) is finite of order 310 · 5 (by a
calculation in GAP [13]), H(7, 3) is infinite (this is attributed to Thomas in [17]), H(6, 3) ∼= Z32 ⋊ Z7,
H(5, 3) ∼= Z11, H(4, 3) ∼= Z5. H(10, 3),H(12, 3),H(14, 3) are infinite by [17].
Theorem 7.1 Let n ≥ 11, n 6= 12, 14. Then H(n, 3) is hyperbolic.
Proof
To prove that H(n, 3) is hyperbolic it suffices to show that it has a linear isoperimetric function (see
for example [16, Theorem 3.1]). That is, we must show that there is a linear function f : N→ N such
that for all N ∈ N and all freely reduced words w ∈ Fn with length at most N that represent the
identity of H(n, 3) we have Area(w) ≤ f(N) (where Area(w) denotes the minimum number of 2-cells
in a reduced van Kampen diagram over H(n, 3) with boundary label w). Without loss of generality
we may assume that the boundary of such a van Kampen diagram is a simple closed curve. Note that
each 2-cell in a van Kampen diagram over H(n, 3) is a triangle.
By the proof of Theorem 6.1 cycles in the star graph of H(n, 3) have length 5 or at least 8. The star
graph has edges {xi, x
−1
i+3}, {xi, xi+2}, {x
−1
i , x
−1
i+1} for each 1 ≤ i ≤ n (subscripts mod n), which we refer
to as edges of type X,Y,Z, respectively. Any 5-cycle must be of the form XZXYY or XZZXY; there
are no cycles of the first form and cycles of the second form are (i) xi−x
−1
i+3− x
−1
i+2− x
−1
i+1−xi−2−xi.
Similarly, cycles of length 8 are of the form (ii) xi−xi+2−xi+4−xi+6−xi+8−xi+10−xi+12−xi+14−xi
(when n = 16) or (iii) xi − x
−1
i+3 − x
−1
i+4 − xi+1 − xi+3 − x
−1
i+6 − x
−1
i+5 − xi+2 − xi or (iv) x
−1
i − xi−3 −
xi−1 − xi+1 − x
−1
i+4 − x
−1
i+3 − x
−1
i+2 − x
−1
i+1 − x
−1
i .
Consider a reduced van Kampen diagram over H(n, 3) whose boundary is a simple closed curve.
Given a degree 5 interior vertex corresponding to (i), completing the incident 2-cells shows that at
most 2 of the adjacent vertices can be interior of degree 5; those 2 vertices are non-adjacent so there
are no triangles whose vertices are all interior of degree 5. For a degree 8 interior vertex corresponding
to (ii), completing the incident 2-cells shows that at most 4 of the adjacent vertices can be interior
of degree 5. For a vertex corresponding to (iii), completing the incident 2-cells reveals that three of
the adjacent vertices are not of the form of an interior degree 5 vertex. For a vertex corresponding
to (iv), completing the incident 2-cells reveals that one of the adjacent vertices is not of the form of
an interior degree 5 vertex. Of the remaining 7 adjacent vertices completing the incident 2-cells shows
that at most 5 of the adjacent vertices can be interior of degree 5. In summary, an interior vertex of
degree 5 has at most 2 neighbours that are interior of degree 5 and any interior vertex of degree 8 has
at least three neighbouring vertices that are not interior of degree 5.
Consider now degree 9 interior vertices; we claim that any such vertex has a neighbouring vertex
that is not interior of degree 5. A vertex corresponding to a cycle containing a subpath of the form ZZZ
has an adjacent vertex that is not of the form of an interior degree 5 vertex. A vertex corresponding
to a cycle containing a subpath of the form YYYY has at least one vertex that is not interior of
degree 5. Therefore the only degree 9 vertices that can have all its neighbouring vertices interior of
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degree 5 correspond to cycles of the form XZXYXZXYY or XYXZXYXZZ. Cycles of the first type are
xi − x
−1
i+3 − x
−1
i+4 − xi+1 − xi+3 − x
−1
i+6 − x
−1
i+7 − xi+4 − xi+2 − xi, and a vertex corresponding to such a
cycle has a neighbouring interior vertex that is not of degree 5; there are no cycles of the second form,
so the claim is proved.
Bearing in mind the above information, we assign angles to corners of each triangle ∆ of the van
Kampen diagram as follows. If no vertex of ∆ is interior of index 5, then each corner has angle 59◦; if
precisely one vertex of ∆ is interior of index 5, then the corner at that vertex has angle 80◦ and each
of the other corners has angle 49◦; if two vertices of ∆ are interior of index 5, then each of the corners
of ∆ at those vertices each have angle 70◦, and the third corner of ∆ has angle 39◦. (As observed
above, it is impossible for a triangle ∆ to have three interior vertices of index 5.)
It follows from our various observations that no interior vertex has angle sum less than 360◦, while
no triangle has angle sum greater than 179◦. Hence if there are T triangles and B boundary vertices in
the diagram, then the sum of the angles at boundary vertices is at most (180B − T − 360)◦. However,
this sum is at least 39B◦, since each corner has angle at least 39◦. Hence 39B < (180B − T − 360), so
T < 141B − 360 and f(N) = 141N − 360 is a suitable linear isoperimetric function. 2
It seems likely that more detailed analysis could be used to show that the result extends to the
cases n = 12, 14.
Corollary 7.2 Let n ≥ 11, n 6= 12, 14. Then H(n, 3) is SQ-universal.
Proof
By [17, Theorem 3.2] H(n, 3) is aspherical, so (since there are no proper powered relators) the group
H(n, 3) is torsion-free. Further, by [17, Theorem 2.3] H(n, 3)ab is finite and non-trivial, and hence
H(n, 3) is infinite and non-abelian. Thus H(n, 3) is torsion-free and non-cyclic, so it is not virtually
cyclic. Therefore it is non-elementary hyperbolic and torsion-free so it is SQ-universal by [27] or [10].
2
By Corollary 5.2 we have
Corollary 7.3 Let n ≥ 11, n 6= 12, 14. Then the natural HNN extension Ĥ(n, 3) has solvable conju-
gacy problem.
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