We numerically investigate atomic interferometry based on spin-exchange collisions in F = 1 spinor Bose-Einstein condensates in the regime of long evolution times t h/c, where c is the spindependent interaction energy. We show that the sensitivity of spin-mixing interferometry can be enhanced by using classically seeded initial states with a small population prepared in the mF = ±1 states.
I. INTRODUCTION
In a spinor Bose-Einstein condensate (BEC), the atomic hyperfine spin degree of freedom becomes accessible and displays fascinating quantum dynamics driven by collisions that can be controlled via external fields. Spinexchange collisions in F = 1 microwave-dressed spinor BECs, where two atoms in m F = 0 Zeeman substates collide with each other and change into a pair of entangled atoms in m F = ±1 states, create a rich dynamical system with analogies to four-wave mixing in atomic vapors [1] , the bosonic Josephson effect [2] , the quantum non-rigid pendulum [3] , and with quantum phase transitions that can lead to creation of massive entanglement [4] . The spin-exchange collisions conserve total spin and magnetization [5] . The collisions cause characteristic population oscillations between the m F = 0 and the m F = ±1 states [6] [7] [8] and can generate squeezing [9] [10] [11] . Surprising phenomena that have been observed in spinor BECs driven by spin-exchange include spin textures and spin waves in elongated spinor BECs [12, 13] , spin dynamics in lattices [14, 15] and spin-nematic squeezing [16] .
It was demonstrated that spin dynamics can be precisely controlled using microwave dressing [17] and, recently, a phase-sensitive amplifier was implemented using this control [18] . This opens up the field of matterwave quantum optics in spin space. In particular, quantum interferometry with sensitivities beyond the standard quantum limit (SQL), based on spin-exchange collisions, is possible. So far, experiments on quantum interferometry in this system started with all atoms in m F = 0 and allowed only a few atoms to populate the arms of the interferometer during the evolution [19] . Here, we are interested in quantum interferometry starting with initial states where some atoms are seeded in m F = ±1. In addition, we investigate the effect of long evolution times with more than a few atoms in the arms of the interferometer, beyond the regimes of validity of the Bogoliubov, truncated Wigner, and undepleted pump approximations.
The investigations in this paper focus on numerical simulations of the collisional evolution of spin popula-tions in a F = 1 sodium BEC. We simulate a nonlinear spin-exchange based interferometer that measures the relative phase between m F = 0 and m F = ±1 pairs. The phase measurement exhibits uncertainties that improve upon the SQL. We focus on quantum-enhanced interferometry where there are macroscopic numbers of atoms in the arms of the interferometer. This is desirable compared to small populations, because it makes detection easier in experiments. This regime can be realized via long evolution times where many collisions are allowed to take place, and via populating the m F = ±1 states initially, which can speed up the evolution. We show that there are parameter regimes in which such an interferometer can surpass the SQL. The interferometer fringes become highly non-sinusoidal, owing to the nonlinear nature of the phase measurement.
II. COMPUTATIONAL METHOD
We consider small F=1 BECs where the ThomasFermi radius is smaller than the spin healing length, ξ s = 2πh/ 2m|c 2 |n and spin domain formation is therefore energetically suppressed.
Here, c 2 = 4πh 2 (a 2 − a 0 )/3m, with a 0 and a 2 the scattering lengths for the two allowed collision channels of total spin 0 and 2 [20] , m is the atomic mass, and n is the mean number density [21] . We assume further that the spindependent interaction is much weaker than the densitydependent interaction. This allows us to make the singlespatial-mode approximation (SMA), which assumes that all spin components share the same spatial wavefunction [21, 22] . Under the SMA, the evolution is governed only by the spin part of the Hamiltonian, H s . In the presence of microwave-dressing and an applied magnetic field [23] 
whereF = a † α F αβ a β is the total spin operator, and F αβ are spin-1 matrices. Here, c = c 2 n is the spin-dependent interaction parameter. In a typical small sodium spinor BEC in a crossed far-off resonance trap with geometric mean trap frequency of 200 Hz and N ≈ 75,000, we have c/h ≈ 30 Hz [24] . q is the effective quadratic Zeeman shift, q/h ≈ γB 2 − Zeeman shift due to the applied magnetic field B, and γ ≈ 277 Hz/G 2 for sodium [23] , Ω is the microwave Rabi frequency on resonance, and ∆ µ is the detuning from the |F = 1, m F = 0 → |F = 2, m F = 0 transition. Here, we assumed that ∆ µ γ. q can be used to control the spin dynamics via the magnetic field or the microwave dressing. We simulate the evolution according toĤ s using two numerical methods: the full quantum evolution and the truncated Wigner approximation. These two methods are contrasted in the following sections.
A. Full quantum evolution
The full quantum method consists of calculating the time evolution propagator e −iĤst of the system in the basis of Fock states |N −1 , N 0 , N +1 , where N i is the occupation number of the i-th magnetic sublevel. We use the Chebyshev propagator to solve this quantum mechanical time evolution numerically on a supercomputer. Compared to other methods, such as the second-order difference (SOD) method [25] and the short-iterative Lanczos (SIL) method [26] , the Chebyshev propagator is more accurate and efficient, and requires much less memory and CPU time [27] . For Hermitian Hamiltonians [27] ,
where J k are Bessel functions of the first kind, T k (Ĥ) are Chebyshev polynomials, andĤ is the Hamiltonian scaled to [-1,1]. The Chebyshev propagator can be calculated recursively and precisely because it consists of polynomials ofĤ that obey simple recursion relations, compared to evolution via the exponential function which is harder to compute directly. The recursion relations we use are [27] 
with
This method can be used for arbitrary initial state, and we focus on two kinds of initial states: pure Fock states |N −1 , N 0 , N +1 with fixed number of atoms in each state and spin coherent states
where α i = N i e i θi with mean population N i and phase θ i . The magnetization M = N +1 − N −1 is fixed in a Fock state but ranges from -N to +N in a spin coherent state. The total atom number N = N −1 + N 0 + N +1 is conserved in both cases, and constrains the sum for the coherent states. Due to conservation of total atom number
The computation for a Fock initial state is much faster than that for a coherent initial state, because of the limited subspace of allowed occupation numbers.
B. Truncated Wigner approximation (TWA)
In some calculations, we use a semi-classical approach based on the truncated Wigner and mean-field approximations to approximate the full quantum spinor dynamics. In this method, the interactions between each atom and all other atoms during spin collisions are treated as an average interaction. The Hamiltonian is thus simplified aŝ
Here,F α are spin-1 matrices in the basis |F, m F . We set the initial state to approximate a three-mode coherent spin state with standard deviations of σ Ni = 1 4 + N i , as
where
and
where a, b, c, d, f and g are real random numbers, drawn independently from a normal distribution with zero mean and a standard deviation of 1. θ i are the mean phases, N +1 , N −1 are the initial mean seed populations, N is total atom number, and N 0 = N − N +1 − N −1 is the initial number of m F = 0 atoms (before addition of noise). We define the spinor phase θ = θ +1 + θ −1 − 2θ 0 . Setting the initial spinor phase in ψ 0 is accomplished by letting θ +1 = θ −1 = 0 so that θ 0 = − θ /2. In all the simulations presented here, we set θ 0 = 0.
The evolution is then calculated by propagating the effective single particle wavefunction via Ψ(t + dt) = exp (−iĤ TWA s dt)Ψ(t) and taking an ensemble average over many realizations. We found that the TWA works well for short and intermediate evolution times compared to h/c when starting with all atoms in m F = 0. The TWA fails to predict correct standard deviations when starting with some seeded atoms in m F = ±1 and when the evolution times become longer, t h/c. 
C. Interferometer
We realize a spin-mixing interferometer sequence in three steps, similar to recent experiments and theoretical proposals [19, 28] , as shown in Fig. 1 . Initially, we prepare N atoms with certain classical seeds in m F = +1 and/or m F = −1. In an experiment, the seeding can be done either via short resonant microwave pulses to transfer populations through an intermediate F=2 state, or via resonant rf pulses that transfer atoms directly from m F = 0 to m F = ±1. Following the initial state preparation, we let the system evolve for time τ , after which there is a certain number of atoms N inside = N +1 + N −1 in the m F = ±1 states. At time τ , we apply a detuned microwave-dressing pulse with short duration, t rev h/c, and large amplitude, q rev c and q. This pulse shifts the m F = 0 state and adds a phase shift ϕ ≈ 2q rev t rev to the spinor phase θ. We then let the system evolve for another time τ , and evaluate the final number of atoms in the m F = ±1 states, N + = N +1 + N −1 , with mean value N + and standard deviation σ N+ at time t f = τ + t rev + τ . In an experiment, detection can be done via Stern-Gerlach separation followed by time-of-flight absorption imaging. To characterize the phase sensitivity of such an interferometer, we analyze N + and σ N+ as a function of ϕ to find regions with the best sensitivity. The phase sensitivity is given by (∆ϕ)
|d N+ /dϕ| 2 from error propagation [19] . The SQL to be compared to (∆ϕ) 2 is defined as SQL = 1/ N inside [19] . Both sensitivity (∆ϕ) 2 and the SQL are determined by measuring the mean total population N + in the m F = ±1 states and its standard deviation σ N+ at the end of the sequence. Our simulation codes were verified with known experimental results by reproducing Fig. 2(b) of Ref. [19] and Fig. 1 of Ref. [7] .
To investigate the role of the initial state and of long evolution times, we simulate the interferometry sequence starting from coherent initial states or Fock initial states with different initial seeds and t f h/c. We use realistic parameters for a sodium BEC [20, 29] with c/h = 30 Hz, q/h = −2 Hz and −35 Hz, q rev /h ranging between 0 Hz and −2,000 Hz and t rev = 0.25 ms to achieve a phase shift of ϕ = 0 . . . 2π. The initial spinor phase is set to θ = 0. We choose different initial seeds to investigate the role of the initial state. An example of the effect of long evolution times is shown in Fig. 2 . N + and σ N+ vs. phase ϕ are sinusoidal only for short evolution times τ h/c where N inside N . At longer evolution times where N inside is larger, N + and σ N+ become highly non-sinusoidal. The non-sinusoidal depedence on phase can improve the interferometer sensitivity since |d N + /dϕ| can be enhanced.
III. RESULTS

A. Comparison of TWA evolution and Chebyshev evolution
To determine the range of validity of the TWA method, we compare the results from the TWA method with the full quantum method. We find that the standard deviations σ N+ predicted by the TWA method are only accurate for non-seeded evolutions. For seeded cases, they are only valid for short evolution times t h/c, and then quickly diverge from the full quantum method. As shown in Fig. 3 , the TWA method agrees well with the full quantum calculation for at least the first cycle of population oscillations in the unseeded case, see Fig. 3a . But as initial seeds are introduced into the system, the results from the TWA method no longer agree with the full quantum calculations, as seen in Fig. 3b and 3c . With initial seeds, the TWA method doesn't capture the quantum noise accurately anymore. Therefore, in this article, only the results for non-seeded evolutions were obtained using the TWA method, while all data for seeded evolutions were obtained using the full quantum method.
B. Simulation for non-seeded initial states
We first investigate the interferometer sensitivity and its dependence on the total number of atoms with a coherent initial state and zero initial seed. In order to find the best sensitivity for a given set of parameters, the best operating point of the interferometer is first determined. The best operating point is the phase shift ϕ that minimizes (∆ϕ)
2 . In Fig. 4 , we plot the best sensitivities (lowest (∆ϕ)
2 ), normalized to the SQL, for different N as a function of number fraction inside the arms of the interferometer ρ inside = N inside N . From N = 1,000 to N = 50,000, the sensitivity/SQL ratio is similar and there are regions where the sensitivity beats the SQL (sensitivity/SQL < 1) even for N = 50,000.
To summarize, for a non-seeded spin-mixing interferometer, by going to long evolution times, we find sensitivities better than the SQL even with large total atom number N = 50,000 and large numbers of atoms inside the arms of the interferometer N inside > 2,150.
C. Simulation for seeded initial states
For evolutions with initial seeds, the initial seeds can be dual or single. For dual seeding, equal numbers of atoms are prepared in m F = +1 and m F = −1 states. For single seeding, all seeded atoms are prepared either in the m F = +1 or in the m F = −1 state. The effect of single and dual seeding on the phase sensitivity is shown in Fig. 5 . We observe quantum-enhancement for both types of seeds.
The type of the initial state, either a coherent state or a Fock state, also makes a difference to the interferometer sensitivities. In Fig. 6 we compare the sensitivities for a coherent initial state with those for a Fock initial state, for different ρ inside . Here, we set N = 1,000 and used 2% dual initial seeds. The interferometer with a coherent initial state has much better sensitivities than that with a Fock initial state. In the remainder of this article, all initial seeds are dual seeds, and all initial states are coherent states unless otherwise specified.
We now turn to compare the interferometry sensitivities for different initial seeds of 0%, 2%, 5%, 10%, and 20% of a fixed total atom number N = 1,000, shown in Fig. 7 . We find sensitivities better than the SQL with up to 10% initial seeds and ρ inside up to 0.34. We obtain quantum-enhanced sensitivities for much larger numbers of atoms in the arms of the interferometer compared to the unseeded cases.
In Fig. 8 , we investigate the effects of total number N = 100, N = 1,000 and N = 10,000, on phase sensitivity with different initial seeds. We observe a strong dependence of sensitivity on N . Quantum-enhancement is present for all atom numbers that we studied. With larger seeds, the optimum sensitivity is obtained at larger values of ρ inside .
IV. CONCLUSION AND OUTLOOK
In conclusion, we numerically studied spin-mixing interferometry in microwave-dressed F=1 Bose-Einstein condensates using realistic parameters that are accessible in experiments. We investigated the role of long evolution times and seeded initial states. By starting with coherent initial states with dual classical seeds from 0% to 10% in m F = ±1, combined with long evolution times t h/c, larger total atom numbers become accessible to realize interferometers with quantum-enhanced sensitivities. These interferometers rely on highly non-sinusoidal interferometer fringes. We are using the simulation results presented here as guidance in our current experiments. We anticipate these results to be useful for future quantum technologies in matter-wave quantum optics, such as quantum-enhanced sensors based on spinor BECs. ) , N = 1,000 (green squares), and N = 10,000 (blue triangles), and initial seeds of (a) 0%, (b) 2%, and (c) 10%. Here, q/h = −2 Hz. The red line depicts the ratio of sensitivity/SQL = 1. Points below the red line correspond to quantum-enhancement. Even for large atom numbers of N = 10,000, quantum-enhancement is still predicted at longer evolution times. The lines are intended as guide to the eye.
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