In this paper, a novel approach to solve the permutation indeterminacy in the separation of convolved mixtures in frequency domain is proposed. A fixed-point algorithm in complex domain is used to separate the signals in each frequency bin. These are obtained applying a Short Time Fourier Transform on a set of fixed frames. To solve the ambiguity of the amplitude dilation, a simple method is proposed. The permutation indeterminacy is solved using an approach based on the Hungarian algorithm that solves an Assignment Problem and an algorithm of Dynamic Programming. To obtain the distances in the Assignment Problem, a Kullback-Leibler divergence is adopted. The results of the experiments, performed using both synthetic and benchmark data, allows us to conclude that the approach presents a good performance and permits to obtain a clear separation of the signals also when they are more than two.
Introduction
The separation of convolutive mixtures of statistically independent sources is a fundamental problem in signal processing [6] . Blind Source Separation (BSS) consists in recovering statistically independent signals from the observations recorded by several sensors. Many Independent Component Analysis (ICA) algorithms have been proposed to solve BSS supposing that the observations are instantaneous mixtures of the sources [11] , [9] , [3] , [1] . In real world situations, we observe convolutive mixtures of the sources and not instantaneous mixtures. Several methods have been proposed to solve the problem of separation of convolutive mixtures in time domain [3] [25] or in frequency domain [22] , [16] , [8] . The methods in time domain are limited [14] and computationally expensive. However, the main limitation of the apprHungarian algorithmoaches in frequency domain is the large number of instantaneous mixtures that must be separated in order to achieve a good performance. In addition, it is not easy to remove the permutation indeterminacies that appear from different frequency bins. In this work, we use the fixed-point algorithm [9] in complex domain to obtain the separation of the convolved mixtures in frequency domain. To solve the amplitude dilation problem we propose a method based on a previous approach introduced by N. Murata et al. ([18] ). To solve the permutation problem, we introduce a method based on an algorithm that solves an Assignment Problem and a Dynamic Programming algorithm [5] . In the Assignment Problem, to evaluate the distance between bins, we propose to use the Kullback-Leibler divergence [5] . We make different tests on synthetic and benchmark data to show the performance of our approach to recognize the permutations. Moreover, we compare our results with those obtained by some methods known in literature.
In section 2, we introduce the problem of BSS for convolutive mixtures. In section 3, we overview previous works with convolutive mixtures in frequency domain. In this section, we also introduce the fixed-point algorithm in complex domain (section 3.1), the Short Time Fourier Transform (section 3.2), some algorithms known in literature to achieve the separation (section 3.4) and some algorithms proposed to solve the amplitude and permutation indeterminacies (section 3.5). In section 4, we introduce the Assignment Problem (section 4.1), the Hungarian Algorithm (section 4.2) and the APDP approach (section 4.3). Finally, in section 5, we show the experimental results.
The Convolutive BSS Problem
In real world applications of ICA, some kind of convolution takes place simultaneously with the linear mixing. In fact, the source signals have different time delays in each observed signal due to the finite propagation speed in the medium. Moreover, each observed signal may contain time-delayed versions of the same source due to multipath propagation caused typically by reverberations from some obstacles. So, we observe convolutive mixtures and not instantaneous mixtures.
BSS of convolutive mixtures is basically a combination of standard instantaneous linear BSS and blind deconvolution. In the convolutive mixture model, each element of the mixing matrix A in the model x(t) = As(t) is a filter instead of a scalar. Written out for each mixture, the data model for convolutive mixtures is given by
This is a FIR filter model, where each FIR filter is defined by the coefficients a ikj . Usually these coefficients are assumed to be time-independent constants, and the number of terms over which the convolution index k runs is finite.
To invert the convolutive mixtures in equation 1, a set of similar FIR filters is typically used:
The output signals y 1 (t), . . . , y n (t) of the separating system are estimates of the source signals s 1 (t), . . . , s n (t) at discrete time t. The w ikj 's are the coefficients of the FIR filters of the separating system. The FIR filters used in separation can be either causal or noncausal depending on the method. The number of coefficients in each separating filter must sometimes be very large for achieving sufficient inversion accuracy. Instead of the feedforward FIR structure, feedback (IIR type) filters have sometimes been used for separating convolutive mixtures.
BSS in Time and Frequency Domains
The problem of BSS for convolutive mixtures can be solved by extending ICA estimation criteria and algorithms developed for instantaneous mixtures. There are mainly two different approaches to solve the convolutive BSS problem. The main feature of the first approach is to work in the time domain [3, 1, 25, 14] and to obtain the separation of the sources estimating the coefficients w ikj (in (2)) of the FIR filters. We note that working in the time domain has the disadvantage of being rather computational expensive, due to calculating many convolutions. Other approaches suggested moving to the frequency domain in order to transform the convolution into multiplication and to apply ICA methods for instantaneous mixtures. Usually, the transformation used to pass in frequency domain is the Short Time Fourier Transform (STFT) [19, 20] . We see some proposed algorithms, too. Finally, we see some methods known in literature to solve the problem of the permutation indeterminacy and amplitude indeterminacy. Remarking that the algorithm that we use to obtain the separation in complex domain is FastICA, in the following section, we show the features of this approach.
Fixed-Point Algorithm in Complex Domain
The fixed-point algorithm of complex signals requires a preliminary whitening of the data [4] . The one-unit learning rule is
In (3), g(u) is the activation function. Different choices have been suggested [4] .
The one-unit algorithm can be extended to the estimation of the whole ICA transformation s(t) = W T x(t). To prevent the algorithm from converging to the same maxima, it is necessary to decorrelate the outputs of the network after every iteration. This has been accomplished using a deflation scheme based on Gram-Schmidt-like decorrelation [4] .
We decide to use FastICA because it provides fast convergence and great separation quality.
Short-Time Fourier Transform
The first step of the method consists in applying the STFT to moving windows of the observed signals considering that the signals are stationary on short time-scale. This simplifies the problem considerably.
We split each observed signal x i (t) in R overlapped frames of K points, i.e.
T where t r = rT , r = 0, ..., R − 1 and T is the time advance from one frame to the next one. Subsequently, we compute the L-point (L ≥ K) Discrete Fourier Transform of each frame obtaining [23, 19] 
where 
Frequency Domain Problem
Applying the Fourier Transform techniques, the convolutions become products between Fourier transforms in frequency domain. In fact, in frequency domain the data model of (1) becomes
where X i (ω), S j (ω) and A ij (ω) are the Fourier transforms of x i (t), s j (t) and a ij (t), respectively.
Comparing (1) with (6), we note that the convolutive mixture problem is transformed into subproblems of instantaneous BSS/ICA models at each frequency.
In this way, we can derive an algorithm for convolutive mixtures using a model for instantaneous mixtures. Using the STFT, the dependency of X i (ω, t) on ω can be simplified dividing the values of ω into a fixed number of frequency bins (see equation 5). For every frequency bin, we have, then, a number of observations of X i (ω, t), and we can estimate for each frequency bin the ICA models in complex domain.
Frequency Domain Algorithms
Smaragdis [22] proposed to apply the STFT to the convolutive mixtures. Then, to achieve separation from convolved mixtures, he applied to each frequency track, obtained from the STFT, the extension of the natural gradient ICA model [1] to complex source separation. Another algorithm, based on natural gradient in frequency domain, was that developed by Lee et al. [14] . The learning rules for such a system can be formulated using the FIR polynomial matrix algebra as described by Lambert [13] . Lee et al. formulated the infomax and natural gradient infomax rules in the frequency domain. Another approach was that developed by Mitianoudis and Davies [17] . They suggested to apply STFT on the observation signals. After this step, they estimated the unmixing matrix for every frequency bin using a fixed-point algorithm in complex domain (see 3.1). However, one of the problems with these Fourier approaches is the indeterminacy of scaling and permutation. Scaling indeterminacy means that the scaling in each frequency band can be different. This leads to spectral deformations of the original sources. Permutation indeterminacy is a more difficult problem. It is essential to keep the same permutation to avoid that the signal sources have mixed frequency content.
Permutation and Amplitude Indeterminacies
In the following, we show some algorithms proposed to solve the dilation and permutation indeterminacies.
Influence Factor
In the approach proposed by Smaragdis [22] , the scaling problem is solved normalizing the unmixing matrices. For the permutation problem, he noted that a careful selection of the adaption parameters in addition to decaying learning rate and momentum are very helpful. In order to enforce the permutation, he used an influence factor to update each bin (IF approach). This approach is heuristic and, in some cases, it does not achieve the perfect solution.
Unmixing filter
Parra et al. [21] also worked in the frequency domain using non-stationarity to perform separation. They proposed to impose a constraint on the unmixing filter length q. This was achieved applying a projection operator P to the filter estimates at each iteration, where P = F ZF −1 , where F is the Fourier transform and Z is a diagonal operator that projects on the first q terms. Moreover, the heuristic adaptive solution of the previous section can be interpreted as placing weakly coupled priors on the unmixing matrix [17] . This imposes some weak smoothness constraint across frequencies, which should have an effect to the coupling, similar to that proposed by Parra et al. [21] .
Cross-Correlation and Cross-Cumulant
Another recent work, was presented by Dapena et al. [8] . To solve the permutation indeterminacy, they proposed an approach based on the clustering of the outputs according to their cross-correlation (CC). The CC of two outputs was described by
In this 
Considering the sources temporally white and stationary, it has been proved that this criteria can be used when f
where L is the DFT length and F the order of the FIR filter. To solve the amplitude indeterminacy, the authors proposed to force all the outputs u i [k] into a set U i to have the same amplitude of u i [0] . In [15] , the criterion proposed to solve the permutation was based on the spectral smoothness measured in terms of the dependencies between different frequency bands of the spectrogram by means of fourth order cross-cumulants.
Splitting and Cross-Coherence
To solve the ambiguity of permutation and dilation, a different approach was introduced in [18] . The authors applied the STFT to the input signals obtaining for the j-th frequency bin a term X j (ω, t s ) depending on time. After the use of the Molgedey-Schuster' method [18] , they obtained, for each frequency ω, an estimated time sequence whose components were mutually independent
To solve the permutation and dilation problem, it was proposed to disassemble the spectrograms exploiting the independent components at each frequency channel. Split spectrograms were defined by
where index i denotes the dependence of the spectograms at ω on the i-th independent component of u
B(ω) and B(ω)
−1 were applied so that to eliminate the ambiguity of dilation in υ ω (t s ; i). Murata et al. [18] utilized the non-stationarity of the source signals to obtain the sorting of the permutations. If the split band-passed signals υ ω (t s ; i) are originated from the same source signal, then it is natural to assume that they are under the influence of similar modulations in amplitude. The permutation was solved by sorting the coherence of the envelops obtained with an ε operator [18] . Sorting was determined with the correlation between the envelops of band-passed signals. The number of independent signals obtained for each separated source was equal to the cardinality of the signals analyzed x(t).
APDP Approach
In this section, we propose a new approach to solve the permutation indeterminacy based on an algorithm that solves an Assignment Problem (AP) and an algorithm of Dynamic Programming [5] . Here, we consider two adjacent bins as source and destination nodes in an Assignment Problem. The aim is then to minimize the sum of the costs between the nodes. To solve the Assignment Problem, we use the Hungarian algorithm (section 4.2). Considering that in some situations we need a global information to obtain the matching, we couple the Hungarian algorithm and the Dynamic Programming algorithm (section 4.3). This new strategy presents a better performance than the others presented in the paper. This can be derived from the experiments on synthetic and benchmark data (section 5) that we present in the following section.
Assignment Problem
In this section the concept of optimal assignment is reviewed, and the metric properties of this assignment are investigated. It is assumed that two sets of features of equal cardinality are provided, and that a weighting (measure of distance) between each feature in one set to all the features in the other set is given. The value of the sum of all weights between corresponding features is denoted here as δ(A, B) where A and B denote the two sets. In our case, the distance δ(A, B) between two sets A and B is given by an optimal assignment of each element a i in A to an element b j in B, f : A → B, such that the sum of the distances for the assignment is minimized. Equivalently, this can be represented as a graph theory problem in which sets A and B correspond to the two sets of a bipartite graph. A graph G is called bipartite if its vertex set can be divided into two independent sets A, B [7] . Therefore, no edge in the graph joins two vertices in the same subset. A matching M in a graph G is defined as a set of pairwise disjoint edges. The task then is to find a perfect matching (i.e., a one-to-one and onto matching) in a weighted bipartite graph [2] [7] G = (A, B), such that the sum of the weights of the matching is minimized. The weights correspond to the distance between two elements. Let x ij be a variable which is 1 if feature a i in the present set maps to feature b j in the new feature set and 0 otherwise and d ij = δ E (a i , b i ) is the distance between features a i and b j . An arbitrary assignment will have an associated cost function
A mathematical model for the assignment problem is given by the following
The constraints ensure that the mapping is a bijection. A measure of distance between the two sets is defined as:
where Π n is the set of all possible matchings. In matrix form, the assignment problem becomes as follows:
Minimize dx
where
T , where 1 is a vector of n ones and e k is the canonical base vector having 1 at k-th position and zero anywhere. We note that since the AP is a special case of the Transportation Problem [2] we could apply the same algorithms to solve the AP. In the following, we focus our attention on the Hungarian algorithm (HA) for optimal assignment. We note that a different polynomial-time algorithm can be used based on solving a succession of shortest path problems [2] . In this case, we could use a dynamic programming algorithm. We observe that the assignment polytope has n! extreme points. In the following, we introduce the Hungarian Algorithm that solve the AP problem with a complexity of O(n 3 ) where n is the number of points.
Hungarian Algorithm
Now we summarize the steps to calculate the optimal AP using the HA algorithm
Step 1 -For each point i, find its distance d(i, j) from point j. Construct a n × n matrix D with d ij ∈ D. For each row q, let k q the minimum element, subtract k q from each element of q.
For each column p, let l p be the minimum element, subtract l p from each element of p.
Step 2 -Find a minimum set of lines covering the independent 0's. If the number of lines is equal to n, go to Step 4, else go to Step 3.
Step 3 -Find the smallest uncovered element p. Subtract p from each uncovered element. Add p to each element lying at the intersection of two lines. Go to Step 2.
Step 4 -Find an independent set of 0's. Sum d(i, j)'s corresponding to the n independent 0's. Output this as the value of δ (equation 11).
APDP algorithm
In this section, we show the approach to solve the permutation indeterminacy based on the HA that solves the Assignment Problem and on a Dynamic Programming (DP) algorithm (following APDP approach). We note that we can consider the outputs of two adjacent bins as sources in A and destinations in B in an AP. To this problem can be associated an arbitrary assignment that has an associated cost function as in (11) . Now, the task is to find a perfect matching in a weighted bipartite graph G = (A, B) , such that the sum of the weights of the matching is minimized. Let x ij be a variable which is 1 if feature a i in the present set maps to feature b j in the new feature set and 0 otherwise and 
This divergence can be considered as a kind of distance between two probability densities, because it is always nonnegative, and zero if and only if the two distributions are equal. We know that a single output of a frequency bin represents the Fast Fourier Transform at different frames.
In the following, we obtain good results defining the probability density p as the normalized Power Spectrum Densities (PSD) of each signal.
In this way we have that for non-stationary source signals adjacent bins in the STFT have approximatively the same temporal features and the same amplitude.
In details, we define the j-th component of the discrete distribution p
where X i (ω k , j) is the Fourier Transform of the i-th extracted source at the j-th frame of the k-th frequency bin and R is the total number of frames.
However we have to note that in our approach any probability density and/or pre-processing could be used.
We also mark that the KL divergence is not a proper distance measure because it is not symmetric. In our experiments we also use a symmetric version of it [27] .
In section 4.1, we have seen that the HA is a good candidate to solve the problem proposed in (11) . We note that applying the AP we can obtain only a local information about signals in frequency domain because we are solving the problem only for adjacent bins. To achieve a global solution, we propose to use a DP algorithm.
DP is typically applied to optimization problems. In such problems there can be many possible solutions. Each solution has a value, and we wish to find a solution with the optimal (minimum or maximum) value. We call such a solution an optimal solution to the problem, as opposed to the optimal solution, since there may be several solutions that achieve the optimal value. The development of a DP algorithm can be broken into a sequence of four steps:
1. Characterize the structure of an optimal solution; 2. recursively define the value of an optimal solution in terms of the optimal solutions to subproblems;
3. compute the value of an optimal solution in a bottom-up fashion;
4. construct an optimal solution from computed information.
Our idea is to apply an HA to solve the AP between bins and the DP to search the optimal path between the bins.
We also note that adjacent bins have similar distributions. Then to prevent the matching between bins that have long distances and to assure an overall coverage of the bins, we add to our approach an α parameter that acts as a "loss factor". 
st is the distance (divergence in our case) between the s-th and the t-th estimated sources at the i-th and k-th bins, respectively, and 0 < α ≤ 1 is the loss factor. Since we need to search bins (or group of bins) where the separated sources have similar and noiseless distributions we also introduced a j parameter that permits to define the size of a window where we can search for the optimal matches.
In other words in this approach we apply the HA between the m separated signals of the i-th and the k-th bins, respectively. At this point c[n] contains the minimum error of the best path between the bins. The path depends on the j parameter and could not cover all the bins. In this case we use the minimum of the error at the generic i-th recursive relation to obtain the optimal permutation to the subproblem.
We also note that in the case j = 1 the minimum of the overall error (optimal permutation) is contained in c[n] and the path cover all the bins. We mark that in this way if we consider noiseless and well separated sources then the recursive relation achieve the optimal permutation problem.
The computational complexity of the algorithm is O(njm 3 ) where j is the parameter in equation 17, and the spatial complexity is O(n) .
We note that the IF and CC algorithms permit to obtain a lower complexity, in both the cases, than our method. However we note that the first approach is a heuristic and in the second case we can obtain only a local matching. Moreover, we note that the complexities in Murata et al. approach are comparable with that obtained with our approach since we need to sort the coherence of the envelops of the separated signals.
In the APDP approach to solve the ambiguity of the amplitude dilation we propose a simple modification of a previous method proposed by N. Murata et al. (section 3.5.4). In fact, since with this method we obtain for each separated signal a number of signals that is equal to the number of mixtures (see section 3.5.4), then we simply propose to obtain a mean of the signals for each output.
Experimental Results
In this section, we show some results obtained using the APDP to solve the permutation problem. We note that this approach is tested on synthetic data and on benchmark data. In order to evaluate the performance of our approach and compare it with that of other methods, we use the criterion proposed in [12] , [24] . Instead of using the Amari index, the authors of these papers judge the accuracy of the source estimates looking at the Mutual Information (MI) between the sources. If and only if the sources were estimated correctly, the MI is zero. The important advantage over the Amari index, is that this approach can also be used when the exact sources are not known. For further details see [12] , [24] . Having a criterion to evaluate the performance, we have also checked that the best result for all the tests performed is obtained when the α parameter of the DP is chosen equal to 1/4.
Experimental results using simulated data
The aim of the first test is to show how the APDP performs. We use two periodic signals: a Gaussian-modulated sinusoidal pulse and a Gaussian-noise (Fig. 1) . We simulate the separation process of the ICA outputs, mixing the two spectrograms of the signals, with a percentage of permutation of 50%. To simulate the loss of amplitude, we normalize each bin of the two spectrograms. In Fig. 2 , we plot the signals obtained after the mixing process and the normalization of amplitude and their spectrograms. We apply different approaches to solve the permutation. In Fig. 3a-c, we show, respectively, the results of CC approach (section 3.5.3), the results obtained applying the approach described in section 3.5.4, and the ones after APDP approach. From this preliminary analysis, we note that the APDP performs better than the other approaches and permits to obtain a good performance to solve the permutation problem. In fact, in all the other cases, we have that the permutation is unsolved. Graphically, this can be seen from the spectrograms that contain information of the other signals.
Experimental results using T.W. Lee benchmark data
In this section, we show the results obtained applying the APDP approach on the benchmark data available at [26] . The first set of data is made up of convolved mixtures (Fig. 4a) of two signals recorded in a normal office room by two microphones having a sampling rate of 16kHz. The sources are the sound of a speaker saying the digits "one" to "ten" and the music coming from a cassette player. In Fig. 4b , we plot the results obtained after the separation using the algorithm proposed by T.W. Lee at al. (TWL approach) [14] . In Fig. 4c , we show the results obtained after the separation using FastICA algorithm in complex domain and the IF approach to solve the permutations (IF approach). In Fig. 4d , we plot the results obtained after the separation using the FastICA algorithm in complex domain and the CC approach (CC approach). In Fig. 4e , we show the results obtained after the separation using FastICA algorithm in complex domain and the APDP approach (APDP approach). We note that the APDP approach permits to obtain better results than the IF and CC approaches. Moreover, we have that using the APDP approach, the results are better than the ones obtained by TWL algorithm. This is evident comparing the performances in Tab. 1.
The second set of data available at [26] consists in two convolved mixtures (Fig. 5a ) of two people speaking in a normal office room. The two microphones have a sampling rate of 16kHz. One of the speakers says the digits "one" to "ten" in English, the other one the same digits in Spanish. In Fig. 5b , we plot the results obtained after the separation using the algorithm proposed by T.W. Lee at al. (TWL approach) [14] . In Fig. 5c , we show the results obtained after the separation using IF approach. In Fig. 5d , we plot the results obtained after CC approach. In Fig. 5e , we show the results obtained after the separation using APDP approach. We note that the APDP approach permits to obtain better results than the IF and CC approaches. Moreover, also in this case, the results obtaining using the APDP approach are better than the ones of TWL algorithm. This is clear comparing the performances in Tab. 1.
Experimental results using Ikeda benchmark data
We perform also another test on a set of data available at [28] . In this experiment, we want to separate the sounds of two male speakers recorded with a sampling rate of 16KHz. The signals are the word "good morning" and a Japanese word "konbanwa". In Fig. 6a , we plot their convolved mixtures. In Fig. 6b , we show the results obtained using the approach proposed in [18] (section 3.5.4). In Fig. 6c , we plot the results obtained using the IF approach.
In Fig. 6d , we show the results obtained by CC approach. In Fig. 6e , there are the results obtained using APDP approach. Also in this case, the results of our separation are good, better than the ones obtained by IF and CC approaches and very similar to those obtained by Ikeda method. This is evident comparing the performances in Tab. 2. Note that in this table we report four performance indexes for Ikeda approach since it gives four separated signals, two for each source. So we have an index for each of the four combinations of sources.
Experimental results using Schobben benchmark data
In the following, we present the results obtained on a more difficult benchmark data available at [29] . In the first experiment on this data, a male and a female speaker are speaking simultaneously and there is some background noise. The signals are sampled at 16KHz and are 10 seconds long. In Fig. 7a , the contribution of the sources to the microphones is plotted. In Fig. 7b and Fig.  7c , we show the results obtained after separation using Schobben and APDP approach, respectively. Also in this case, we obtain a good performance and listening the separated signals we note that they are clear. In particular, the male source is well separated. Our results are better than the ones obtained by Schobben. This is clear comparing the performances in Tab. 3.
In the second experiment available at [29] , the tracks are recorded in a room that is not completely anechoic, but it does have a very short reverberation time. This recording contains no noise. Two male speakers are recorded using two microphones. The original sources are not available at [29] as in the first experiment. In Fig. 8a , we show their convolved mixtures. In Fig. 8b and Fig. 8c , we plot the signals separated by Schobben and APDP approach, respectively. We have a clear separation better than the one obtained using the Schobben algorithm. This is evident comparing the performances in Tab. 3.
Experimental results using multichannel simulated data
To conclude, we present the results of an experiment on simulated data. We create convolutive mixtures of four sources: a Gaussian-modulated sinusoidal pulse, a periodic signal, a chirp signal and gaussian noise. The mixing system A ij (z) of the i-th mixture and jth source signal has the following algebraic form
In our experiment, we consider M = 2, N = 0, a ij k = 1 and b ij k [−1, 1] randomly chosen. We plot the simulated sources and their convolutions in Fig. 9a-b , respectively. The separation obtained by APDP approach is very good (Fig.  9c) . To the best of our knowledge, this is the first experiment with more than three sources presented in a paper.
T.W. Lee benchmark data speech-music speech-speech TWL 0.00300 0.6153 APDP 0.00013 0.0660 
Conclusion
In this paper, we proposed an approach to solve the permutation indeterminacy in the separation for BSS of convolved mixtures in frequency domain. We used the fixed-point algorithm in complex domain to perform the separation of the signals for each frequency domain. To determine the frequency bins, we used a Short Time Fourier Transform on a set of fixed frames. To solve the ambiguity of the amplitude dilation, we proposed a simple approach deriving from a previous method proposed by N. proposed approach is based both on Hungarian algorithm that solves an Assignment Problem and on an algorithm of Dynamic Programming. From the experimental results, we have seen that this approach presents a good performance and permits to obtain a clear matching also when the sources are more than two. We note that the experiments were made comparing the new method with the others most cited in literature on their own benchmarks. It was not possible to compare all the methods with all data since the other algorithms are not available either in internet or under request.
