The management of subscriptions and events is an important task in the cobased publish/subscribe system . A good management mechanism can not only produce lower matching costs to speed up the delivery of matched events to the interested subscribers but can also induce good load balancing for subscription storage. In this paper, we consider the construction of this kind of system over a peer-to-peer overlay network and propose two message-to-node mapping schemes for system management. We both analyze and simulate the performance of the proposed schemes .
] . An event is said to match a subscription if all the attribute values satisfy the constrain conditions. The matching of events to the set of all subscriptions stored in the brokers is done based on the contents (values of attributes) [3] . Nowadays many modern applications require the content-based p/s with high expressiveness in subscribers' aspects.
In traditional p/s systems [4]- [8] , the brokers are organized into a tree-shaped overlay network. These systems are simple but suffer from the fault tolerance problem. In order to have a scalable, fault-tolerant, and self-organizing capability, some existing content-based p/s systems [9]- [12] are built on top of a peer-to-peer (P2P) architecture. The conceptual way of these systems managing the subscriptions and events is based on a message-to-node mapping provided by each P2P protocol. The message-to-node mapping can be considered as that the set of subscriptions and events (domain set) is mapped to the set of brokers (range set). This mapping has to satisfy the intersection rule [10] that an event and its matched subscription have to be mapped to the same broker. Those brokers that are mapped to by at least one subscription or event are called rendezvous brokers (RBs).
There are three main operations in these P2P-overlayed content-based p/s systems: (1) storing the subscriptions into RBs, (2) delivering the events to RBs, and (3) matching the arriving events against to all the subscriptions stored in RBs. Operations (1) and (2) yield message routing costs to the system, while operation (3) yields data retrieval and matching operation costs to the system. An ideal system had better provide lower costs mentioned above. Having a system providing lower match costs is particularly important, since faster event delivering to the interested subscribers ensures the property of timely delivery of events. Obviously, the match cost on an RB increases with the quantities of subscriptions it stores. Given a definite number of subscriptions issued into the system, the more the RBs for subscriptions are, the lower the match cost on an RB is. A good message-to-node mapping method should generate as many RBs as possible for load balancing and keep low message routing costs as well.
In this work, we consider the design of message-tonode mapping methods. We discuss two mapping methods and provide their performance evaluations in terms of the load balance for subscription storage and the costs of subscription storing, event delivery, and event-subscription matching. The RBs are those brokers that are mapped to by the hash values of all attribute names in the schema. A subscription which is issued by a subscriber with a user identifier SID is stored into the RB with its associated identifier being the largest one of smaller than SID (also called predecessor broker). Basically, the subscription storing in Ferry is irrelevant to what the subscription is but relevant to by which subscriber the subscription is sent. An event will be sent to all RBs to guarantee the intersection rule. The disadvantage of this scheme is that the number of RBs is limited (bounded by the number of attributes defined in the schema) and the event delivery cost is high. The remaining three systems belong to the attributevalue-based category. Assume that each attribute in the schema has a value domain. For a numerical attribute, the value domain contains the set of values by enumerating all numbers between the lower bound and the upper bound in steps of a given precision. Then, the RBs are those brokers that are mapped to by the hash values of all value domains in the schema. Naturally, the number of RBs is greater than that in the attribute-name-based scheme.
We can consider that a subscription is the specifications of range values for some attributes. In [10], a subscription is stored upon the hash values of distinct values within all ranges involved in the subscription. In [11], a subscription is stored according to the distinct values in one value range associated to one selected attribute in the subscription. These two systems will send a subscription to more than one RB, which is called subscription replication phenomenon in this paper. The replication phenomenon becomes more serious when most attributes specified in the subscription contain huge value ranges. An event will be delivered to those RBs that are mapped to by all attribute values involved in the event. The disadvantage of above two systems is that subscription storing costs are high.
In Meghdoot [12], a subscription is mapped to only one RB by translating the range specifications into one point in 2n dimensional space (n is the number of attributes in the schema). An event will be delivered to a half of RBs in average. Moreover, only a half of brokers function as RBs. The maintenance cost on this high dimensional space is considerably high. Vhigh(Ai): the right boundary value of the range of Ai specified in the subscription. Viow(Ai): the left boundary value of the range of Ai specified in the subscription. Vequal(Ai): the attribute value of Ai specified in the subscription or event by an equal operator. Name(Ai): the attribute name of Ai. If Ai is a rang-type attribute, (5) Deliver e to the successor broker of h(Index(Vequal(Ai), Ai)).
Cost Analysis
We estimate the performance of the message-to-node mapping schemes by the metrics of subscription storing, event delivery, and event-subscription matching costs.
• The following terms are used in the cost analysis:
•oe Ns: the total number of subscriptions issued in the system.
Ne: the total number of events issued in the system.
•oe Nb: the total number of brokers in the system.
•oe ATTs: the average number of attributes specified in a subscription.
• If an equal-type attribute is selected (with probability x/n), the subscription is stored into one RB. However, if a rangetype attribute is selected (with probability (n-x)/n), the subscription is stored into I RBs, where I is the average number of interval indices of an attribute with their hash values being distinct. Hence, we have, 
Simulations
We evaluate the performance of the proposed schemes using simulation programs. Below, we introduce our environmental settings and experimental results.
Environmental Settings
We consider a system with 4096 static Chord nodes and generate totally 10000 subscriptions first and 30000 events next into the system. are of rang type (see Fig. 2 (b) ). The diversity of attribute values of a hot attribute can solve the load unbalancing problem. In our simulation settings, the value domains are quite different for equal-type attributes but are mostly overlapped for range-type attributes. Therefore, involving more range-type attributes in the subscription has a higher probability to be hashed into the same RB with other similar subscriptions. Hybrid has a good load balancing feature due to mixing attribute names and attribute values. However, Hybrid behaves like PAN when all attributes are of range type and the good feature is broken. The deviation value of IIM decreases when fewer intervals are generated. The reason is that more interval indices of different range-type attributes with overlapped value domains become identical as more intervals are generated. Generally, we can conclude that attribute-value-based schemes outperform the attributename-based ones in load balancing. Experiment B: Subscription Storing Figure 3 shows the total logical hops needed for subscription storing of different schemes under different percentages of equal-type attributes. PAV is not plotted here due to a large-scale cost over other schemes. For example, the cost of PAV is 29 times the cost of IIM:50. IIM suffers from a high storing cost due to subscription replication but the cost is largely reduced when using a less number of intervals, if most attributes are of range type (lower percentage). Hybrid and PAN perform equally and independently with the percentage. Ferry thought has the same storing cost as PAN in our cost analysis but experiences a little more cost than PAN in our simulation due to the storing on a predecessor broker. IIM, Hybrid, and PAV behave equally when all attributes are of equal type (100% percentage). Hops needed for subscription storing . Experiment C: Event Delivery Figure 4 shows the total logical hops needed for event delivery of different schemes. We found that Ferry takes much more cost than the other schemes due to sending events to all RBs. The other four schemes yield the same cost due to an event being delivered to the same number of RBs. Experiment D: Event-Subscription Matching Figure 5 shows the event-subscription matching cost in terms of match overhead and match latency under different percentages of equal-type attributes. The results of PAV when all attributes are of range type are not plotted here due to large-scale values.
For total match overhead shown in Fig. 5 (a) , we found that attribute-name-based schemes (Ferry and PAN) perform independently with the percentage, while attribute-valuebased schemes (IIM, Hybrid, and PAV) perform well with fewer range-type attributes (larger percentage). The overhead comparison is: Ferry>PAN>Hybrid>IIM. PAV suffers from more overhead with more range-type attributes than the other schemes but performs well with fewer rangetype attributes.
As we have explained in the cost analysis, the match overhead is relevant to the average number of subscriptions stored in an RB. This number decreases as more RBs are used but increases as more replicated subscriptions are generated. Hybrid benefits from more RBs generated when most attributes are of equal type. PAV generates many RBs but also generates many replicated subscriptions. The latter effect overwhelms the former one when most attributes are of range type. The two effects get balanced in IIM using interval domains. IIM performs best among all with an appropriate interval number (25 in the figure). A too large or small interval number may increase the overhead instead.
Figure 5 (b) shows the total match latencies of different schemes with various settings. The three attribute-valuebased schemes outperform attribute-name-based ones when the percentage is greater than 50%. Hybrid and PAV become worse when the percentage is smaller than 50%. IIM has the best performance among all.
The match latency is an indicator of the system response time and is affected by the degree of load balancing. An RB with the most of subscriptions stored becomes a bottleneck. PAN using attribute names has the unbalancing problem, so the match latency is high. PAV when most attributes are of range type also suffers from the unbalancing problem as discussed in Experiment A. Hybrid behaves more similar to PAN when most attributes are of range type and hence has a high latency in this situation. Experiment E: Schema Size Figure 6 shows the total match latencies of different schemes under different schema sizes. The percentage of equal-type attributes is set to 50%. As the number of attributes in the schema increases, the average number of attributes specified in a subscription increases but more RBs are generated as well. These factors have a conflicting effect on the match latency. Therefore, the match latencies of most schemes, particularly for attribute-value-based ones, are decreased and then increased as the schema size is getting large. The optimal value appears as the size is 20. Experiment F: Optimal Interval Number With a smaller interval number, the subscription storing cost in IIM decreases as shown in Fig. 3 but the match overhead increases as shown in Fig. 5 . We try to find the optimal interval number that minimizes the total cost Match latencies under various schema sizes .
Fig. 7
The setting of optimal interval numbers.
(Csub+Cevent+Cmatch). This experiment is conducted by varying the value domain [0, MIN_RN+GP(i-1)]
of the ith range-type attribute. We vary the MIN_RN value from 100 to 500. First, we set GP=0 (i.e., each range-type attribute has the same value domain) and let each range predicate in a subscription have an average size of D/4 (D is the size of its value domain). Then, we change the size of the range predicate to be 20 on average. Next, we let most range predicates have similar value ranges (particularly labeled as skew in the figure). We found that the optimal interval numbers for these settings are between 30 and 49 (see Fig. 7) . At the last, we change GP=50 (i.e., the value domain of a range-type attribute is getting large). The optimal interval numbers are between 13 and 24. That is, we prefer to use a large interval number if the value domains of range-type attributes are highly overlapped and a small interval number otherwise.
Conclusions
The content-based p/s system is a very appealing interaction model and its capability can be fully enhanced over a P2P overlay network. The performance of this kind of system is dominated by the message-to-node mapping schemes. We found that the existing schemes either have high event delivery costs or high subscription storing costs. In this paper, we proposed two new mapping schemes: Hybrid and IIM. Hybrid performs well when the most of attributes are of equal type. IIM outperforms Hybrid if most attributes are of range type.
In the future, we will extend the work to both the location-dependent service environment and the mobile ad hoc network environment.
The new challenges include the location tracking, filtering of location-dependent criteria , and handling of node mobility.
