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THE LOCUS OF POINTS OF THE HILBERT SCHEME WITH BOUNDED
REGULARITY
EDOARDO BALLICO, CRISTINA BERTONE, AND MARGHERITA ROGGERO
Abstract. In this paper we consider the Hilbert scheme Hilbnp(t) parameterizing subschemes of P
n
with Hilbert polynomial p(t), and we investigate its locus containing points corresponding to schemes
with regularity lower than or equal to a fixed integer r′. This locus is an open subscheme of Hilbnp(t)
and, for every s ≥ r′, we describe it as a locally closed subscheme of the Grasmannian GrN(s)
p(s)
given
by a set of equations of degree ≤ deg(p(t)) + 2 and linear inequalities in the coordinates of the Plu¨cker
embedding.
1. Introduction
One of the most interesting and investigated projective schemes in Algebraic Geometry is the Hilbert
scheme. We consider a projective space Pn over a field k of characteristic 0, we fix an admissible Hilbert
polynomial p(t), i.e. the Hilbert polynomial of some subscheme of Pn; the Hilbert scheme Hilbnp(t)
parameterizes all the subschemes X ⊆ Pn having p(t) as Hilbert polynomial of its coordinate ring.
Even though the Hilbert scheme was formally introduced by Grothendieck [17] in the 60’s, it is not
completely understood yet.
The set of all schemes X ∈ Hilbnp(t) has bounded regularity (in the sense of Castelnuovo-Mumford
regularity [26, Definition at page 99]). Mumford proved it to give another proof of the representability
of the Hilbert scheme [26, Theorem at page 101]. Then Gotzmann found the optimal upper bound for
the regularity (Gotzmann [15, 78, Satz (2.9)]; see also Iarrobino and Kleiman [23, Lemma C.23]). By
Gotzmann’s Regularity theorem there exists a number r only depending on p(t) and easily obtained
from the coefficients of p(t), called Gotzmann number, for which the ideal sheaf IX of each scheme X
in Hilbnp(t) is r-regular. We refer to Iarrobino and Kleiman [23] or Gotzmann [15, Theorem 3.1] for the
explicit value of the Gotzmann number r for any Hilbert polynomial p(t).
Let N(t) be the dimension of the k-vector space H0OPn(t). If we choose t = r, the canonical map
H0OPn(r) → H0OX(r) is surjective and the dimension of H0OX(r) as a k-vector space is p(r). This
is the starting point of the classical construction that allows to embed the Hilbert scheme as a closed
subscheme of the Grassmannian Gr
N(r)
p(r) .
In many cases the regularity of a schemes X ∈ Hilbnp(t) we are interested in is far lower than the
Gotzmann number r.
Example 1.1. In each one of the following cases, we get a bound r′ on the regularity of the subscheme
X just applying Castelnuovo-Mumford’s lemma and the references quoted in each item:
(i) Consider p(t) = c. The Gotzmann number r of p(t) is c. Let X ⊂ Pn be c general points. If
c n then we may take r′ ∼ (n! · c)1/n [22].
(ii) Consider n = g − 1 ≥ 2 and p(t) = (2g − 2)t + 1 − g = 2nt − n. Let X ⊂ Pn be a smooth
canonically embedded curve of genus n+ 1. We may take r′ = 3 [13, Corollary 9.4].
(iii) Fix an integer g such that 0 ≤ g ≤ n − 1 and consider a linearly normal smooth curve X ⊂ Pn
of degree n+ g; hence p(t) = (n+ g)t+ 1− g. X is arithmetically Cohen-Macaulay and we may
take r′ = 3 (Eisenbud [13, Theorem 8.1 and Corollary 8.2]).
(iv) Let X ⊂ Pn be an integral and non-degenerate curve of degree c. Hence p(t) = ct+ 1− g, where
g := pa(X). We may take r
′ = c+ 2− n (Gruson et al. [18], Eisenbud [13, Theorem 5.1])
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For many other higher dimensional examples, see several papers on the Eisenbud-Goto conjecture (see
Eisenbud [13], Conjecture 5.2 and the references therein).
By the semicontinuity theorem, the locus of points of the Hilbert scheme having regularity upper
bounded by a fixed integer r′ is an open subscheme of Hilbnp(t), hence a locally closed subscheme of
Gr
N(r)
p(r) . Moreover, this subscheme is connected, just like the whole Hilbert scheme (see Hartshorne [20],
Mall [25, Section 5.2]).
This locus of Hilbnp(t) is the main object of study of the present paper. To this aim, we define the
functor Hilb
n,[r′]
p(t) which associates to each scheme Z over k, the set of schemes X in P
n×kZ such that the
projection over Z is flat and whose fibers have Hilbert polynomial p(t) and regularity ≤ r′ (see Definition
2.2). For r′ = r, the functor Hilbn,[r]p(t) coincides with the classical Hilbert functor Hilb
n
p(t).
We embed Hilb
n,[r′]
p(t) in a suitable Grassmann functor Gr
N(s)
p(s) , for s ≥ r′, similarly to the embedding
of the Hilbert functor in the Grassmann functor Gr
N(r)
p(r) [17, 23, 19]. We prove that Hilb
n,[r′]
p(t) is repre-
sentable, using suitable open covers of these functors, obtained exploiting the properties of Borel fixed
ideals and the action of the linear group pgl(n+ 1). In this setting, a special role is played by a closed
subset of the Grassmannian Gr
N(s)
p(s) that we denote by L
[r′,s]
p(t) , which is the intersection of Gr
N(s)
p(s) and a
linear space under the Plu¨cker embedding (see Notation 5.1).
As pointed out by the referee, our arguments allow to give another proof of the existence of the Hilbert
scheme over a field with characteristic zero, not relying on the flattening stratification. This is a very
nice remark (due to the referee). The crucial technical tools are marked bases and schemes [10, 6, 7, 24].
The first main result of the paper is the following.
Theorem 1.2. The Hilbert functor with bounded regularity Hilb
n,[r′]
p(t) is representable. For every s ≥ r′,
the representing scheme Hilb
n,[r′]
p(t) can be embedded in Gr
N(s)
p(s) \ L[r
′,s]
p(t) as a closed subscheme. Moreover,
(i) for s = r′ = r, Hilbnp(t) = Hilb
n,[r]
p(t) is representable and Hilb
n
p(t) can be embedded as closed
subscheme of Gr
N(r)
p(r) ;
(ii) for r′ < r, Hilbn,[r
′]
p(t) is the open subscheme Hilb
n
p(t) ∩ (GrN(r)p(r) \ L[r
′,r]
p(t) ).
By Gotzmann’s Persistence Theorem (Gotzmann [15]), explicit equations for the scheme structure of
Hilbnp(t) in Gr
N(r)
p(r) can be found computationally, imposing vanishing conditions on some minors of a par-
ticular matrix. By the Plu¨cker embedding, Hilbnp(t) becomes a subscheme of PE(r)−1, for E(t) :=
(
N(t)
p(t)
)
.
The number E(r) is generally huge, and even larger is the number of minors to consider. Nonetheless,
many authors dealt with the challenge of finding sets of defining equations for Hilbnp(t) in the Grassman-
nian. For instance Iarrobino and Kleiman [23], Bayer [3] in his Ph.D. Thesis, Haiman and Sturmfels [19]
and more recently Alonso et al. [1] and Brachat et al. [8] find sets of equations of different degrees. The
least degree bound among these is that in Brachat et al. [8], where the authors find a set of equations of
degree ≤ d+ 2, with d := deg(p(t)).
Example 1.3. If d = 0, i.e. p(t) = c, with c a positive integer, then r = c and in this case we get
E =
(
N(c)
c
)
.
For d > 0, r is a more complicated function depending on the coefficients of p(t). For instance, if
p(t) = at+ b, the admissibility of p(t) means a > 0 and b ≥ −a(a− 3)/2; in this case r = a(a− 1)/2 + b
(Cioffi et al. [11, Example 1.2]). Hence, E =
(
N(r)
p(r)
)
can be a very large number even for quite small values
of a and b. In this case d = 1, hence by Brachat et al. [8], Hilbnp(t) is a subscheme of the Grassmannian
Gr
N(r)
p(r) defined by a set of equations of degree ≤ 3.
As second achievement of this paper, we exhibit a set of defining equations for Hilb
n,[r′]
p(t) in Gr
N(s)
p(s) \
L
[r′,s]
p(t) .
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Theorem 1.4. The Hilbert scheme with bounded regularity Hilb
n,[r′]
p(t) can be embedded as a closed sub-
scheme of Gr
N(s)
p(s) \L[r
′,s]
p(t) defined by polynomial equations of degree ≤ deg(p(t)) + 2 in the coordinates of
the Plu¨cker embedding of Gr
N(s)
p(s) .
We obtain this exploiting again the properties of marked bases and schemes, the action of pgl(n+ 1)
and also the theory of extensors of exterior algebras over a ring, developed in [8].
In the case s = r, Theorem 1.4 gives a nice addition to Brachat et al. [8]. Furthermore, if s < r,
E(s) E(r) and in particular for s = r′ < r, our equations involve a much smaller number of variables
than is needed for the whole Hilbert scheme.
2. Hilbert functors with bounded regularity
In the following we fix a field k. All rings will be Noetherian k-algebras and all the schemes will be
locally Noetherian schemes over k. Moreover, we fix an integer n and an admissible Hilbert polynomial p(t)
for projective subschemes in the n-dimensional projective space Pn over the field k, and let N(t) :=
(
n+t
n
)
,
q(t) := N(t)− p(t) and r be the Gotzmann number of the polynomial p(t).
We will denote by P the polynomial ring k[x0, . . . , xn], so that Pn = ProjP . For any k-algebra A,
P ⊗k A is the polynomial ring A[x0, . . . , xn] and PnA is the projective space ProjP ×k SpecA. For any
Noetherian k-scheme S set PnS := ProjP ×k S. If A = K is a field, a closed subscheme X ⊂ PnK is said to
be t-regular if its ideal sheaf IX is t-regular, i.e Hi(IX(t− i)) = 0 for all i > 0. Castelnuovo-Mumford’s
lemma gives that t-regularity implies t′-regularity for all t′ > t, i.e. Hi(IX(t − j)) = 0 for all i > 0 and
all j ≤ i (Eisenbud [12, p. 504, 516]).
Fix a Noetherian k-scheme S. A subscheme X ⊂ PnS flat over S is t-regular if its ideal sheaf IX is
t-regular, i.e. if for each field K and each map SpecK → S we have Hi(IXK (t − i)) = 0, ∀ i > 0.
Since t-regularity implies (t + 1)-regularity, we may apply the base change theorem for cohomology
(Hartshorne [21, III.12.11], or Nitsure [27, part (3) of Theorem 5.10]) and see that if X is t-regular, then
Hi(X, IX(t − j)) = 0 for all i > 0 and all j ≤ i. Since we defined t-regularity using fields, it is obvious
that if X ⊂ PnS is t-regular, then for each pull-back map f : S′ → S, the scheme f∗(X) is t-regular.
The semicontinuity theorem for cohomology gives that the set of all s ∈ S such that Xs is t-regular
is open in S (Nitsure [27, part (1) of Theorem 5.10 ], or Hartshorne [21, III.12.8]). The lowest integer x
such that for each s ∈ S the scheme Xs is x-regular is called the Castelnuovo-Mumford regularity of X.
In the following, Hilbnp(t) denotes the Hilbert functor
Hilbnp(t) : Sch/k
◦ → Set.
It associates to any object Z of the category of schemes over k the set
Hilbnp(t)(Z) =
{
X ⊂ Pn ×k Z
∣∣∣∣ X → Z flat and whose fibershave Hilbert polynomial p(t)
}
and to any morphism of schemes f : Z → Z ′ the map
Hilbnp(t)(f) : Hilb
n
p(t)(Z
′)→ Hilbnp(t)(Z)
X ′ 7→ X ′ ×Z′ Z
Remark 2.1. The Hilbert functor is representable, i.e. it is isomorphic to the functor of points of
a scheme over k: the scheme representing Hilbnp(t) is called Hilbert scheme and denoted by Hilb
n
p(t).
The existence of this scheme was first proved by Grothendieck [17], using flattening stratifications. As
suggested by the referee, in the present paper we do not use the representability of the Hilbert scheme as
a tool, but we give a new independent and self-contained proof that uses the properties of marked bases
(Section 4) instead of flattening stratification or Fitting ideals [19].
This paper mainly concerns the following functor.
Definition 2.2. For any fixed integer r′, we denote by Hilbn,[r
′]
p(t) the functor
Hilb
n,[r′]
p(t) : Sch/k
◦ → Set.
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It associates to any object Z of the category of schemes over k the set
Hilb
n,[r′]
p(t) (Z) =
X ⊂ Pn ×k Z
∣∣∣∣∣∣
X → Z flat and whose fibers
have Hilbert polynomial p(t)
and regularity ≤ r′
 .
and to any morphism of schemes f : Z → Z ′ the map
Hilb
n,[r′]
p(t) (f) : Hilb
n,[r′]
p(t) (Z
′)→ Hilbn,[r′]p(t) (Z)
X ′ 7→ X ′ ×Z′ Z
We will say that Hilb
n,[r′]
p(t) is the Hilbert functor with bounded regularity r
′ and Hilbert polynomial p(t) of
Pn.
Remark 2.3. By Gotzmann’s Regularity theorem, the Gotzmann number r only depends on p(t) and the
ideal sheaf IX of each scheme X in Hilbnp(t)(Z) is r-regular, for every k-scheme Z. Hence, by Definition
2.2, Hilbnp(t) = Hilb
n,[r]
p(t) .
Furthermore, by the semicontinuity theorem for regularity, for every r′′ < r′, Hilbn,[r
′′]
p(t) can be con-
sidered as an open subfunctor of Hilb
n,[r′]
p(t) . Obviously, Hilb
n
p(t) is a Zariski sheaf (it is even a sheaf for
finer topologies [27, Section 5.1.3]).
Summing up these two facts, Hilb
n,[r′]
p(t) is a Zariski sheaf for every r
′, and this allows us to apply [28,
Lemma E.11] and consider the Hilbert functor with bounded regularity defined between the category
of affine noetherian k-schemes and that of sets. We will write Hilb
n,[r′]
p(t) (A) for Hilb
n,[r′]
p(t) (Spec (A)), for
every k-algebra A.
Once proved that, for every r′, Hilbn,[r
′]
p(t) is representable, we will get as a consequence that Hilb
n
p(t)
is representable and that for every r′ < r, Hilbn,[r
′]
p(t) is an open subscheme of Hilb
n
p(t).
3. Embeddings in Grassmann functors
Following the classical setting [2, 9, 15, 17, 23], we will construct the scheme representing the Hilbert
functor with bounded regularity in a suitable Grassmannian. Hence, we briefly recall the Grassmann
functors (see [27, pp.110–114]).
Let us fix integers p, q,N such that 0 < p < N and q = N − p. The Grassmann functor is the functor
GrNp : k-Alg→ Set that associates to any k-algebra A the set
(3.1) GrNp (A) =
{
isomorphism classes of locally free
quotient AN → Q of rank p
}
=
=
{
W ⊂ AN | rk (W ) = q and AN/W locally free }
and to any morphism f : A→ B
GrNp (f) : Gr
N
p (A) → GrNp (B)
(AN → Q) 7→ (BN → Q⊗A B).
The scheme representing this functor is the Grassmannian GrNp . By the Plu¨cker embedding, Gr
N
p
becomes a subscheme of the projective space PE , where E =
(
N
p
)
.
If X ∈ Hilbn,[r′]p(t) (A), from the cohomology long exact sequence of
0 −→ IX −→ OPnA −→ OX −→ 0
twisted by any s ≥ r′, we can deduce the short exact sequence of global sections
(3.2) 0 −→ H0(IX(s)) −→ H0(OPnA(s)) −→ H0(OX(s)) −→ 0.
The A-module H0
(OPnA(s)) is free of rank N(s) and, by flatness, H0(OX(s)) is locally free of rank
p(s). Then, the A-module H0
(IX(s)) is locally free with rank q(s) = N(s)− p(s). Using (3.2) we get a
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natural transformation
(3.3) H [s] : Hilb
n,[r′]
p(t) −→ GrN(s)p(s)
in the following way. For for each k-algebra A and each X ∈ Hilbn,[r′]p(t) (A) we take
H [s](A)(X) = Ps ⊗k A/H0(IX(s)) = H0
(OX(s))
and for each homomorphism f : A→ B of k-algebras, set
φ = Hilb
n,[r′]
p(t) (f) : Hilb
n,[r′]
p(t) (A) → Hilbn,[r
′]
p(t) (B)
X 7→ X ′ := X ×SpecA SpecB
we take
H [s](φ) : H0
(OX(s)) 7→ H0(OX′(s)).
4. Marked bases and schemes
For denoting terms, we will use the multi-index notation, i.e., xα := xα00 · · ·xαnn for every α =
(α0, . . . , αn) ∈ Nn+1. When the order of terms comes into play, we will consider the degree reverse
lexicographic order DegRevLex assuming x0 < . . . < xn. For any term x
α, let min(xα) denote the min-
imal variable which divides xα. If J is a monomial ideal, we will denote by N (J) the set of terms in
P \ J . For a subset V of a usual graded ring R = ⊕tRt, Vs and V≥s will denote respectively V ∩Rs and
V ∩⊕t≥sRt.
An ideal I ⊂ P is said Borel-fixed (Borel for short) if it is fixed by the action of the Borel subgroup,
i.e. by the group of the upper triangular matrices. These ideals are well studied, mainly because of two
reasons:
• Galligo [14] and Bayer and Stillman [4] proved that the generic initial ideal of any ideal is Borel-
fixed, which means, in the context of Hilbert schemes, that any component and any intersection
of components of Hilbnp(t) contains at least a point corresponding to a scheme defined by a
Borel-fixed ideal;
• in characteristic zero, an ideal J is Borel-fixed if, and only if, it is a strongly stable monomial
ideal, i.e., it is generated by terms, and for each term xα ∈ J , then also the term xjxi xα is in J for
all xi | xα and xj > xi (we recall that we are assuming x0 < · · · < xn).
For these reasons, from now on we assume that char(k) = 0.
Our proofs heavily use the theory of marked bases (Cioffi and Roggero [10], Bertone et al. [6], Lella
and Roggero [24]). We recall some of the results and notation contained in the quoted papers.
Let A be a k-algebra. Set T := P ⊗k A. Obviously, the set of terms of any degree s of a Borel-fixed
ideal generates a Borel-fixed ideal. For each f ∈ T , the support Supp (f) of f is the set of terms that
appear in f with non-zero coefficient.
Definition 4.1. [10, Definitions 1.3 and 1.4] A monic marked polynomial (marked polynomial for short)
is a polynomial f ∈ T together with a specified term xα of Supp (f), called head term of f and denoted
by Ht (f). We assume furthermore that the coefficient of xα in f is 1A. Hence, we can write a marked
polynomial as fα = x
α −∑ cαγxγ , with xα = Ht (fα), xγ 6= xα and cαγ ∈ A.
A finite set F of homogeneous marked polynomials fα = x
α −∑ cαγxγ , with Ht(fα) = xα, is called
a J-marked set if the head terms xα form the minimal monomial basis BJ of the monomial ideal J as a
T -module and every xγ is an element of N (J). Hence, |Supp (fα) ∩ J | = 1.
A J-marked set F is a J-marked basis if the quotient T/(F ) is freely generated by N (J) as an A-
module.
Lemma 4.2. [24, Section 3] Let J be a monomial ideal and I be a homogeneous ideal in T generated by
a J-marked basis. Then Proj (T/I) is A-flat.
Proof. It is sufficient to prove that T/I is an A-flat module [21, Section II, Proposition 5.2 and Section
III, proof of Proposition 9.2]. By definition of marked basis, T/I is freely generated by N (J) as an
A-module, hence it is A-flat. 
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Let J be a strongly stable ideal and I be the ideal in T generated by a J-marked set F . For every s,
let us denote by F (s) the following set of polynomials marked on (Js):
F (s) := {xηfα | fα ∈ F, deg(xηfα) = s, Ht (xηfα) = xηxα, max(xη) ≤ min(xα)}.
Theorem 4.3. [24, Lemma 2.7 (iv) and Theorem 2.9] Let J be a strongly stable ideal generated in degree
m, p(t) be the Hilbert polynomial of Proj(T/J), q(t) be the polynomial N(t)− p(t), and I be the ideal in
T generated by a J-marked set F .
Then, for every t ≥ m, F (t) generates a free A-module of rank q(t) = rk (Jt) and the free A-module
〈F (t)〉 contains a unique Jt-marked set F˜ (t).
Moreover, the following conditions are equivalent:
(i) F is a J-marked basis.
(ii) For all t ≥ m, It is a free A-module with basis F˜ (t).
(iii) For all t ≥ m, It and Jt are free A-modules with the same rank.
(iv) F˜ (m+1) generates Im+1 as an A-module.
(v) ∧q(m+1)+1Im+1 = 0.
Proof. For the proof of the first statements and the equivalences of items from (i) to (iv), we refer to [24].
For the equivalence of item (iv) with (v), it is enough to consider the matrix of the coefficients of any
set of generators of Im+1 containing the marked set F˜
(m+1) and use Gaussian reduction to obtain a new
set of generators for Im+1. Every element of this new set of generators is also an element of the free
A-module 〈F˜ (m+1)〉 if, and only if, ∧q(m+1)+1Im+1 = 0. 
If A = K is a field, a homogeneous ideal I in T = P ⊗k K is said s-regular if it has a graded free
resolution
0→ · · · → ⊕tij=1T (−bi,j)→ · · · → ⊕t0j=1T (−b0,j)→ I → 0
such that bi,j ≤ s+ i for all bi,j . The Castelnuovo-Mumford regularity reg(I) of I is the smallest such s.
The regularity of the scheme X = Proj (T/I) ⊂ PnK coincides with that of the saturated ideal Isat, while
in general reg(X) ≤ reg(I) (Green [16, Proposition 2.6]). The regularity of a strongly stable ideal J is
the maximal degree of terms in its minimal monomial basis [16, Proposition 2.11].
Theorem 4.4. Take J = (Jm), and I as in Theorem 4.3 and assume that I satisfies the equivalent
properties listed there. Then reg(I) = reg(J) = m and reg(Proj (T/I)) ≤ reg(Proj (T/J)).
Proof. We expand the proof of Cioffi and Roggero [10, Proposition 4.6]. Take the minimal free resolutions
of the ideals I and J . By hypothesis, the ideals I and J are generated by q0 := q(m) homogeneous
polynomials of degree m. Hence, in their minimal resolutions, the initial free module is T q0(−m) and
those of the h-th syzygies are direct sums of modules T (−m − h − kh,j) for non-negative integers kh,j .
Moreover reg(J) = m, so that its h-syzygies are direct sums of modules T (−m − h). We need to prove
that the same is true for the h-th syzygies of I.
Fix an an integer i > 0 and suppose that the modules of h-th syzygies of I and J are equal for each
h < i:
⊕tij=1T (−m− i− di,j)→ T qi−1(−m− i+ 1)→ · · · → T q0(−m)→ I → 0
T qi(−m− i)→ T qi−1(−m− i+ 1)→ · · · → T q0(−m)→ J → 0
Now we compare the module Θ := ⊕tij=1T (−m− i− di,j) of i-th syzygies of I with T qi(−m− i), the one
of J , taking in account that the two ideals share, by hypothesis, the same Hilbert function (Theorem 4.3
(iii)). Let x be the number of terms in Θ with di,j = 0. By the equality rk (Im+i) = rk (Jm+i), we obtain
x = qi. Assume for a moment that Θ has a component with di,j > 0 and take the one with d = di,j
minimal. The computation of the dimensions in degree m+ i+d gives that any addendum T (−m− i−d)
of Θ has image contained in that of the submodule T qi(−m − i) of Θ, contradicting the minimality of
the resolution of I.
Since I and J have minimal free resolutions with the same Betti numbers, we get reg(I) = reg(J).
Set t := reg(J sat) and let J ′, I ′ be the ideals generated by (J sat)t and (Isat)t respectively. In Bertone
et al. [6, Theorem 4.7] it is proved that I ′ is generated by a J ′-marked basis. By applying the first
part of the proof to the ideals J ′ and I ′ we obtain reg(I ′) = reg(J ′) = t = reg(J sat). Among all the
homogeneous ideals with the same saturation, the saturated ideal is the one with minimal regularity.
Then reg(Proj (T/I)) = reg(Isat) ≤ reg(I ′) = reg(J sat) = reg(Proj (T/J)). 
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For a fixed saturated strongly stable ideal J , it is possible to define a functor MfJ≥s between the cate-
gory of k-algebras and that of sets. For every k-algebra A, MfJ≥s(A) is the set of ideals in A[x0, . . . , xn]
generated by a J≥s-marked basis. Such a functor is represented by a closed subscheme of AD, for a
suitable D depending on s, n and the Hilbert polynomial of Proj (T/J). For the main features of MfJ≥s
and the proof of its representability see [24].
5. Open cover of Gr
N(s)
p(s)
As observed in Remark 2.3, Hilb
n,[r′]
p(t) is a Zariski sheaf and it is a subfunctor of the representable
functor Gr
N(s)
p(s) . Then it is sufficient to check its representability focusing on an open cover of Gr
N(s)
p(s)
[19, Proposition 2.7, Corollary 2.8]. Following the line of Brachat et al. [8], we consider a family of open
subfunctors of Gr
N(s)
p(s) , whose definition involves the action of the linear group pgl(n+ 1).
For every element g ∈ pgl(n+ 1) := pglQ(n+ 1), g˜ is the automorphism induced by g on P , T or on
Grassmann and Hilbert functors, and g is the corresponding action on an element.
We fix a basis for the A-module Ps ⊗k A choosing the terms of degree s ordered decreasingly with
respect to DegRevLex. We denote by xα(j) the j-th term of this basis, with j = 1, . . . N(s). In what
follows we identify Ps ⊗k A with AN(s) by the chosen basis.
Every set of p(s) indices I = (i1, . . . , ip(s)), 1 ≤ i1 < · · · < ip(s) ≤ N(s), corresponds to a Plu¨cker
coordinate ∆I of the Plu¨cker embedding of Gr
N(s)
p(s) . We associate to I the monomial ideal J(I) generated
by the terms of degree s whose indices are not elements of I.
Notation 5.1. For every r′ ≤ s ≤ r we denote by
• S [s] the set of multi-indices I ⊂ {1, . . . , N(s)}, |I| = p(s), such that J(I) is a Borel ideal;
• S [r′,s]p(t) the set of I ∈ S [s] such that Proj (P/J(I)) has Hilbert polynomial p(t) and is r′-regular;
• B[r′]p(t) the set of saturated Borel ideals defining points of Hilbn,[r
′]
p(t) ;
• L[r′,s]p(t) the closed subset of GrN(s)p(s) defined by the ideal(
g ∆I | ∀ g ∈ pgl(n+ 1), ∀ I ∈ S [r
′,s]
p(t)
)
.
Lemma 5.2. There is a natural 1:1 correspondence
α[r
′,s] : B[r
′]
p(t) → S [r
′,s]
p(t)
given by α[r
′,s](J) = I where J(I)sat = J .
Proof. Every J ∈ B[r′]p(t) contains exactly q(s) = N(s)−p(s) terms of degree s, for every s ≥ r′. Indeed the
assumption on the regularity implies that rk (Js) = q(s). Hence, for every s ≥ r′, J ∈ B[r
′]
p(t) identifies a
set of p(s) indices I ⊂ {1, . . . , N(s)} such that J = J(I)sat. Viceversa, for every I ∈ S [r′,s]p(t) , the saturated
ideal J(I)sat is Borel fixed, because J(I) is, and taking saturation preserves this property. Moreover,
J(I)sat ∈ B[r′]p(t), because it is the saturated ideal defining Proj (P/J(I)), that has Hilbert polynomial p(t)
and is r′-regular. 
Let (bj , j = 1, . . . , p(s)) denote the standard basis of A
p(s). For every I = (i1, . . . , ip(s)), and g ∈
pgl(n+ 1), we consider the injective morphism
Γ
[s]
I : A
p(s) → AN(s)
bj 7→ xα(ij)
and the subfunctor G
[s]
I,g of Gr
N(s)
p(s) given by:
(5.1) G
[s]
I,g(A) =
{
locally free quotient AN(s)
piW−→ AN(s)/W of rank p(s)
such that piW ◦ g˜ ◦ Γ[s]I is surjective
}
.
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Remark 5.3. The elements of G
[s]
I,g(A) correspond in a natural way to ideals in P ⊗kA having a special
set of generators. Let us fix by simplicity g = Id. The quotient AN(s)/W appearing in (5.1) is actually a
free module of rank p(s), since the map piW ◦Γ[s]I is defined between projective modules of the same finite
rank and it is surjective. Hence, also the submodule W is free of rank q(s), and AN(s) ' AN(s)/W ⊕W .
If we identify AN(s)/W with Ap(s) =
〈
xα(i), i ∈ I〉 via piW ◦ Γ[s]I , we reduce the problem to study
surjective morphisms AN(s) → Ap(s). These maps are characterized by their kernel or, equivalently, by
the images in Ap(s) of the elements xα(i) such that i /∈ I. In this way we obtain a set of generators for
the kernel W of the type fα(j) = x
α(j) −∑ cjixα(i) with j /∈ I, i ∈ I, and cji ∈ A.
Therefore, in this setting, it is natural to identify the elements of G
[s]
I,g(A) with the ideals in P ⊗k A
generated by J(I)-marked sets.
Proposition 5.4. The open subfunctor G
[s]
I,g is represented by the open subscheme G
[s]
I,g of Gr
N(s)
p(s) given
by the non-vanishing of g ∆I .
The scheme G
[s]
I,Id is naturally isomorphic to Spec(k[C]), where C is the set of variables {Cji| j /∈
I, i ∈ I}.
Proof. In Brachat et al. [8, Lemma 4.2] the authors prove that the collection of subfunctors (5.2) covers
the Grassmann functor Gr
N(s)
p(s) . The open subfunctor G
[s]
I,Id is represented by the open subscheme of
Gr
N(s)
p(s) defined by the non-vanishing of the Plu¨cker coordinate ∆I [8, Section 2]. As a consequence, we
get the claim for G
[s]
I,g.
For the second statement, we refer to [8, Section 2, in particular Formula 2.3]. The scheme isomorphism
between G
[s]
I,Id and Spec(k[C]) is the natural one given by local coordinates on the Grassmannian [8, see
Formula 2.3]. Notice that, for every k-algebra A, the J(I)-marked set corresponding to an element of
G
[s]
I,Id(A) presented in Remark 5.3 is in fact determined by the list of the coefficients cji ∈ A, i.e., by a
k-algebras morphism k[C]→ A. 
Corollary 5.5. The collection of open subfunctors
(5.2)
{
G
[s]
I,g
∣∣∣ ∀ g ∈ pgl(n+ 1) and ∀ I ∈ S [s] }
covers the Grassmann functor Gr
N(s)
p(s) and the collection of the corresponding open subschemes G
[s]
I,g
covers Gr
N(s)
p(s) .
The collection of open subschemes{
G
[s]
I,g
∣∣∣ ∀ g ∈ pgl(n+ 1) and ∀ I ∈ S [r′,s]p(t) }
covers Gr
N(s)
p(s) \ L[r
′,s]
p(t) .
Proof. Both statements follow from Proposition 5.4, remembering the definitions of S [r′,s]p(t) and L[r
′,s]
p(t)
given in Notations 5.1. 
6. Open cover of Hilb
n,[r′]
p(t) and representability
In order to prove that Hilb
n,[r′]
p(t) is representable and embed its representing scheme as a locally closed
subscheme in Gr
N(s)
p(s) , we follow the lines of Brachat et al. [8]. In that paper, the authors characterize the
elements in Hilbnp(t) in Gr
N(r)
p(r) using Macaulay’s estimate of growth and Gotzmann’s persistence theorem
(see Green [16], Gotzmann [15]). These two results allow a criterion to establish whether an element of
Gr
N(r)
p(r) is also an element of Hilb
n
p(t). Indeed, P/I has Hilbert polynomial p(t) if, and only if, the rank
of the module Ir+1 does not exceed q(r + 1) = N(r + 1)− p(r + 1), namely ∧q(r+1)+1Ir+1 vanishes.
However, these two results do not hold if s < r, as shown in the following example.
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Example 6.1. We consider the Hilbert polynomial p(t) = 2t + 2, whose Gotzmann number is r = 3.
We fix r′ = s = 2. The set Hilb3,[2]2t+2(k) is non-empty: for instance, it contains the point defined by
J = (x23, x3x2, x
2
2, x3x1).
We embed Hilb
3,[2]
2t+2 in Gr
10
6 and we consider I = (x
2
3, x3x2, x3x1, x3x0) ∈ Gr106 (k): I is generated by
q(2) = 4 terms and rk (I3) = 10 < q(3) = 12. Hence the conditions rk (Ir′) = q(r
′), rk (Ir′+1) ≤ q(r′+ 1)
hold true, though I /∈ Hilb3,[2]2t+2(k): indeed, Proj (P/I) has Hilbert polynomial t
2+3t+2
2 6= p(t).
Instead of Macaulay’s estimate of growth and Gotzmann’s persistence theorem, we will use the prop-
erties of marked bases given in Theorem 4.3, in particular the equivalence between (ii), (iii) and (v).
Definition 6.2. For every g ∈ pgl(n + 1), s ≥ r′ and I ∈ S [s], we will denote by H[r′,s]I,g the open
subfunctor of Hilb
n,[r′]
p(t) : (
H [s]
)−1 (
G
[s]
I,g
)
∩Hilbn,[r′]p(t) .
By Corollary 5.5, it immediately follows that, for every s ≥ r′, the collection of open subfunctors
H
[r′,s]
I,g covers of Hilb
n,[r′]
p(t) . In general, this collection depends on s. However, for every s ≥ r′ we will
extract a suitable subcollection that it is still an open cover of Hilb
n,[r′]
p(t) and does not depend on s. In
particular, for s = r′ = r, the open subfunctors H[r,r]I,g are exactly the open cover of Hilb
n
p(t) = Hilb
n,[r]
p(t)
defined in Brachat et al. [8].
First of all, we observe that some of the subfunctors H
[r′,s]
I,g can be empty. For instance, H
[r,r]
I,Id(A) = ∅
if the Hilbert function of Proj (P/J(I)) is lower than p(t) in degrees t 0. In fact, in this case the ideal
corresponding to any point of G
[r]
I,Id(A) has Hilbert function lower than p(t) for t 0 (Theorem 4.3).
Example 6.3. Let us consider p(t) = 2t + 1, the Hilbert polynomial of the conics, whose Gotzmann
number is r = 2. Hence, Hilb
3,[2]
2t+1 = Hilb
3
2t+1 is non-empty and can be embedded in Gr
10
5 . How-
ever, for the set of indices I = {6, 7, 8, 9, 10}, the open subfunctor H[2,2]I,Id is empty, since J(I) =
(x23, x3x2, x
2
2, x3x1, x2x1) is a Borel ideal with Hilbert polynomial t + 3, lower than p(t) = 2t + 1 for
every t > 2.
Moreover, for any two fixed integers s, s′ such that r′ ≤ s′ < s ≤ r, there is not a canonical way to
associate to every H
[r′,s]
I,g an open subfunctor H
[r′,s′]
I′,g . By Lemma 5.2, we obtain such a 1:1 correspondence,
if we consider the subcollection of the H
[r′,s]
I,g with I ∈ S [r
′,s]
p(t) and the bijection α
[r′,s] given in Lemma 5.2.
Remark 6.4. Let A be a k-algebra and fix any I ∈ S [r′,s]p(t) . In Remark 5.3 we observe that we may think
of G
[s]
I,Id(A) as to the set of ideals generated by J(I)-marked sets. Among them, the ideals generated
by J(I)-marked bases are precisely those with Hilbert polynomial p(t), i.e., those defining elements of
Hilbnp(t)(A). Moreover, for every such ideal I, the regularity of Proj (P ⊗k A/I) is bounded by the
regularity of Proj (P ⊗k A/(J(I))), which is at most r′, by Theorem 4.4. Furthermore, Proj (P ⊗k A/I)
is A-flat as shown in Lemma 4.2.
With an abuse of notation, we sometimes identify the functor H
[r′,s]
I,g with its isomorphic image in G
[s]
I,g
or with the J(I)-marked functor MfJ(I), defined in Lella and Roggero [24, Section 3] developing the
concept of marked basis.
Theorem 6.5. For every s ≥ r′, the collection of open subfunctors
(6.1)
{
H
[r′,s]
I,g
∣∣∣ ∀ g ∈ pgl(n+ 1) and ∀ I ∈ S [r′,s]p(t) }
covers Hilb
n,[r′]
p(t) and does not depend on s.
Moreover, for every Borel ideal J in B[r
′]
p(t), if I = α[r
′,s](J), and K = α[r′,r](J) as in Lemma 5.2, then
(i) H
[r,r]
K,g , H
[r′,r]
K,g and H
[r′,s]
I,g are equal as subfunctors of Hilb
n
p(t).
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(ii) H
[r′,s]
I,g is a closed subfunctor of G
[s]
I,g and it is the functor of points of a closed subscheme H
[r′,s]
I,g of
G
[s]
I,g.
Proof. We obtain the first statement arguing as in Brachat et al. [8, Proposition 4.9]. It is sufficient to
prove that every element of Hilb
n,[r′]
p(t) (A) is also an element of H
[r′,s]
I,g (A), for some g ∈ pgl(n + 1) and
some I ∈ S [r′,s]p(t) , assuming that A = K is a field.
Let I = (Is) be the ideal corresponding to such an element. For a general g ∈ pgl(n+ 1), the initial
ideal of g−1I w.r.t. DegRevLex is a Borel ideal J generated in degree s. Furthermore, reg(Proj (P ⊗k K/J)) =
reg(Proj (P ⊗k K/I)) ≤ r′ (Bayer and Stillman [5], see also Eisenbud [12, Corollary 20.21]). Hence,
J sat ∈ B[r′]p(t) and I := α[r
′,s](J sat) ∈ S [r′,s]p(t) .
Moreover, the Gro¨bner basis of g−1  I is a J-marked basis, so that g−1  I ∈ MfJ(K) = H[r
′,s]
I,Id (K),
hence, I ∈ H[r′,s]I,g (K).
The independence of this open cover from s will follow once proved (i).
It is sufficient to prove statements (i) and (ii) in the case g = Id.
(i) The equality H
[r,r]
K,Id = H
[r′,r]
K,Id is a consequence of Remark 6.4 and Theorem 4.4: indeed, for every
k-algebra A and I ∈ H[r,r]K,Id(A), the scheme Proj (P ⊗k A/I) is r′-regular, hence I ∈ H[r
′,r]
K,Id (A).
We get the other equality using again Remark 6.4 and Theorem 4.4. Indeed, H
[r′,r]
K,Id = MfJ≥r ,
H
[r′,s]
I,Id = MfJ≥s and the two marked functors coincide as subfunctors of Hilb
n
p(t) (see Lella and
Roggero [24, Theorem 4.7]; notice that the hypothesis J ∈ B[r′]p(t) is essential for this result).
(ii) Due to what just proved, it is sufficient to show that H
[r′,s]
I,Id = MfJ≥s is a closed subfunctor of G
[s]
I,Id.
We can adapt to the case of k-algebras the proof of this same fact given in Lella and Roggero [24,
Theorem 4.5] in the more general case of the Z-algebras.
Let A be a k-algebra and consider I ∈ G[s]I,Id(A). As shown above in Remark 5.3 and Proposition
5.4, I is generated by a J(I) = J≥s-marked set F = {fα(j) = xα(j) −
∑
cjix
α(i) | j /∈ I, i ∈ I}
and, by hypothesis, Proj(P ⊗k A/J) has Hilbert polynomial p(t) and regularity ≤ r′ ≤ s. Under
these conditions, Theorem 4.3 states that I ∈ MfJ≥s(A) if, and only if, ∧q(s+1)+1Is+1 vanishes.
Considering the set {xif | f ∈ F (s), i = 0, . . . , n} which generates Is+1, we obtain closed conditions
given by the vanishing of a suitable set of polynomial expression in the coefficients cji’s appearing
in F (s). In Lella and Roggero [24, Theorem 4.5] an explicit set of such polynomials is exhibited.

We are now ready to prove the first main result of the paper.
Proof of Theorem 1.2. By Lemma 2.3, in order to prove that Hilb
n,[r′]
p(t) is representable, we use [19,
Proposition 2.7, Corollary 2.8]. We consider the open cover of the representable functor Gr
N(s)
p(s) given
in Corollary 5.5. Then, it is sufficient to observe that the subfunctor H
[r′,s]
I,g , for g ∈ pgl(n + 1) and
I ∈ S [r′,s]p(t) , is representable and is a closed subfunctor of G[s]I,g, by Theorem 6.5, (ii). Hence, Hilbn,[r
′]
p(t) is
represented by a closed subscheme of Gr
N(s)
p(s) \ L[r
′,s]
p(t) .
We now fix r′ = s = r. By the first part of the proof, Hilbnp(t) = Hilb
n,[r]
p(t) is represented by a locally
closed subscheme of Gr
N(r)
p(r) and furthermore, it does not intersect L
[r,r]
p(t) , thanks to Theorem 6.5. The
scheme Hilbnp(t) is closed in Gr
N(r)
p(r) , because the functor Hilb
n
p(t) satisfies the valuative criterion for
properness (see Grothendieck [17, Lemme 3.7], Hartshorne [21, III, Proposition 9.8 and Remark 9.8.1],
Nitsure [27, 5.5.7]).
The last statement follows from the previous one, as observed in Remark 2.3. 
Remark 6.6. Brachat et al. [8] also prove that Hilbnp(t) is represented by a closed subscheme of Gr
N(r)
p(r) ,
without any flattening stratification argument.
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7. Equations
In this section we consider the closed embedding of Hilb
n,[r′]
p(t) in Gr
N(s)
p(s) \L[r
′,s]
p(t) studied in the previous
section and exhibit global equations in the Plu¨cker coordinates defining it. Our proof generalizes the one
given for Hilbnp(t) by Brachat et al. [8]. We follow the same lines and use the tools therein developed.
We set d = deg(p(t)) and fix any integers t ≥ s ≥ r′. Let A be a k-algebra, I ∈ S [r′,s]p(t) , J := J(I), and
consider any ideal I ∈ G[s]I,Id(A). Let us denote by q′(t) and q′′(t) the following integers:
q′(t) = rk AA[xd+1, . . . , xn]t,
q′′(t) = q(t)− q′(t).
In this setting, J contains all the terms in A[xd+1, . . . , xn]t (see [7, Lemma 1.4]). Moreover, It/It ∩
(x0, . . . , xd) is a free module of rank q
′(t); indeed, looking at the subset F˜ (t) of It defined in Theorem 4.3,
it is obvious that the canonical map I/I ∩ (x0, . . . , xd)→ A[x0, . . . , xn]/(x0, . . . , xd) = A[xd+1, . . . , xn] is
an isomorphism of A-modules in every degree t ≥ s.
We can split It in a direct sum It = I
′
t⊕ I ′′t , where I ′′t := It ∩ (x0, . . . , xd) and I ′t is any complementary
submodule. For t = s, note that I ′s is free of rank q
′(s) and I ′′s is free of rank q
′′(s), since I ∈ G[s]I,Id(A).
Moreover, I ′′t is the sum of the following two submodules:
I
(1)
t := 〈xhIt−1 | ∀h = 0, . . . , d〉,
I
(2)
t := 〈xhIt−1 | ∀h = d+ 1, . . . , n〉 ∩ (x0, . . . , xd).
We underline that, for a given I ∈ G[s]I,Id(A), the submodules I ′′t , I(1)t , I(2)t , do not depend on the set
of indices I, but only on the fact that J(I) is a Borel ideal with Hilbert polynomial p(t) of degree d, so
that J(I) contains all the terms in A[xd+1, . . . , xn]t, for every t ≥ s.
Let F˜ (t) be the J(I)t-marked set contained in It (see Theorem 4.3).
Lemma 7.1. In the above setting, for every t ≥ s, I(1)t contains the free A-module F ′′t of rank q′′(t)
generated by {f ∈ F˜ (t)| f ∈ (x0, . . . , xd)}, while the complementary set {f ∈ F˜ (t)| f /∈ (x0, . . . , xd)}
generates a free A-module F ′t , that we can take as I
′
t.
Moreover, It = 〈F˜ (t)〉 if, and only if, ∧q′′(t)+1I(1)t = 0 and ∧q
′′(t)I
(1)
t ∧ I ′′t = 0.
Proof. The first statement is a consequence of the shape of the polynomials in the marked set F˜ (t) and
the fact that J = J(I) is Borel fixed with Hilbert polynomial p(t).
For the second statement, we use Theorem 4.3, in particular the equivalence between (ii) and (v) giving
that It = 〈F˜ (t)〉 if, and only if, ∧q(t)+1It = 0. We can decompose A[x0, . . . , xn]t in the direct sum
A[xd+1, . . . , xn]t ⊕ (x0, . . . , xd)t ∩ J ⊕ 〈xα ∈ (x0, . . . , xd)t \ J〉.
Let pi1 and pi2 be the projections of A[x0, . . . , xn]t to the first and to the second summand. By definition,
pi1(I
′′
t ) = 0, hence pi1(I
′
t) = pi1(It) = A[xd+1, . . . , xn]t, where the second equality is obvious looking at
the submodule F ′t . Indeed, for every t ≥ s, Jt contains all the terms in A[xd+1, . . . , xn]t, and for every
xα ∈ A[xd+1, . . . , xn]t there is fα ∈ F ′t ∩ F˜ (t) such that Ht (fα) = xα and fα − xα ∈ (x0, . . . , xn)t.
Therefore, ∧q(t)+1It = 0 if, and only if, ∧q′′(t)+1I ′′t = 0.
Moreover, pi2(I
′′
t ) = pi2(I
(1)
t ), since I
(1)
t contains the submodule F
′′
t and pi2(F
′′
t ) = (x0, . . . , xd)t ∩ J ,
again by the special shape of the polynomials in F˜ (t) ∩ F ′′t . Then we conclude that ∧q
′′(t)+1I ′′t = 0 is
equivalent to ∧q′′(t)+1I(1)t = 0 and ∧q
′′(t)I
(1)
t ∧ 〈f〉 = 0 for every f in any set of generators of I ′′t . 
Recall that we fixed the basis of terms of degree s for the A-module Ps ⊗k A (ordered decreasingly
with respect to DegRevLex). We denote by xα(j) the j-th term of this basis, with j = 1, . . . N(s). In what
follows we identify Ps ⊗k A with AN(s) by xα(j) 7→ aj , where aj is a basis of AN(s).
Definition 7.2. [8, Definition 2.3] Let A be a k-algebra, I ⊂ (1, . . . , N) with |I| = p(t) and I ∈ G[s]I,Id(A).
For any 1 ≤ m ≤ q(s), and for any K ⊂ {1, . . . , N}, |K| = p(s) +m, we define
(7.1) δ
(m)
K (I) :=
∑
H⊂K
|H|=m
εK\H∆K\H(I)ah1 ∧ · · · ∧ ahm ,
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where εK\H ∈ {−1,+1} is the signature of a permutation of 1, . . . , N depending on K and H [8, Lemma
2.1]. We also define
Bm(I) :=
{
δ
(m)
K (I) | ∀ K s.t. |K| = m+ p(s)
}
,
and its subset
BmI (I) :=
{
δ
(m)
K (I) | ∀ K s.t. |K| = m+ p(s) and I ⊂ K
}
.
We need the following two results proved in Brachat et al. [8] in the case s = r′ = r. We observe that
the quoted proofs work for ideals generated in degree s if the saturation of J = (Js) has regularity at
most r′ and s ≥ r′.
Proposition 7.3. [8, Proposition 2.4] If I ∈ G[s]I,Id(A), the set Bm(I) generates ∧mIs as an A-module.
If A = K and Is ∈ GrN(s)p(s) (K), then Bm(I) generates ∧mIs.
Proposition 7.4. [8, Proposition 4.2] In the above setting, let I ∈ S [r′,s]p(t) and I ∈ G[s]I,Id(A), B(1)(I) be
the set of generators of Is given in Proposition 7.3. Then:
(i) G(1)(Is) :=
⋃d
h=0 xhB(1)(Is) is a set of generators for I(1)s+1 and
G(2)(Is) :=
⋃n
h=d+1 xh
(B(1)(Is) ∩ (x0, . . . , xd)) is contained in I(2)s+1.
(ii) We obtain a set of generators for I
(2)
s+1 as the union of G(2)(Is) and the following set:
G(3)(Is) :=
{
xiδ
(1)
K (Is)− xiδ(1)K (Is) ∈ (x0, . . . , xd) |
i, i ∈ {d+ 1, . . . , n}, δ(1)K (Is), δ(1)K (Is) ∈ B
(1)(Is)
}
.
In [8] the above result is proved with respect to the subset B(1)I (Is) of B(1)(Is). Hence, the result also
holds as we state it.
As in the following we look for conditions on the Plu¨cker coordinates, we will write δ
(m)
K instead
of δ
(m)
K (I) meaning that we are considering the universal element and we are looking at its Plu¨cker
coordinates as variables.
Now we prove the second main result of the paper.
Proof of Theorem 1.4. We rewrite a large part of the proof of Brachat et al. [8, Theorem 4.7]. We also
refer to Iarrobino and Kleiman [23, Proposition C.30] and Brachat et al. [8, Section 4] for a similar way
to get the equations for the Hilbert scheme.
Let A be a k-algebra and consider I ∈ G[s]I,Id(A). We characterize the subfunctor H[r
′,s]
I,Id in G
[s]
I,Id as
in Lella and Roggero [24, Theorem 4.4 ].
The ideal I ∈ G[s]I,Id(A) is also an element of H[r
′,s]
I,Id (A) if, and only if, it satisfies the conditions given
in Lemma 7.1. We use the set of generators of Proposition 7.4 for I
(1)
s+1 and I
(2)
s+1.
In what follows we will consider ordered sequences m = (m0, . . . ,md) of non-negative integers and
write for sake of simplicity
∧d
i=0 xiδ
(mi)
Ki meaning xi1δ
(mi1 )
Ki1 ∧· · ·∧xibδ
(mib )
Kib where the mij are those positive
in m.
We obtain a set of generators of ∧q′′(s+1)+1I(1)s+1, evaluating the following polynomials at I:
(7.2)
d∧
i=0
xiδ
(mi)
Ki , ∀ δ
(mi)
Ki ∈ B(mi),
d∑
i=0
mi = q
′′(s+ 1) + 1.
For what concerns ∧q′′(s+1)I(1)s+1 ∧ I ′′s+1, it is enough to consider a set of generators for ∧q
′′(s+1)I
(1)
s+1
and f in G(2)(Is) ∪ G(3)(Is). Hence, we obtain them evaluating the following polynomials at I:
(7.3)
(
d∧
i=0
xiδ
(mi)
Ki
)
∧ xhδ(1)K , ∀ δ(mi)Ki ∈ B(mi),
d∑
i=0
mi = q
′′(s+ 1), xhδ
(1)
K ∈ G(2)
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(7.4)
(
d∧
i=0
xiδ
(mi)
Ki
)
∧
(
xiδ
(1)
K − xiδ(1)K
)
,
∀ δ(mi)Ki ∈ B(mi),
d∑
i=0
mi = q
′′(s+ 1), xiδ
(1)
K − xiδ(1)K ∈ G
(3)
Therefore, the scheme H
[r′,s]
I,Id is defined in G
[s]
I,Id by the vanishing of the x-coefficients of the polynomials
in (7.2), (7.3), (7.4). We denote by hId this set of polynomials. Note that the x-coefficients of the
polynomials in (7.2) are polynomials in the Plu¨cker coordinates of degree ≤ d + 1, while those of (7.3)
and (7.4) have degree ≤ d + 2. Indeed, their degrees depend on how many of the integers mi in m are
positive.
A very crucial point is the fact that the above equations that we derived with respect to an open Borel
subscheme G
[s]
I,Id are independent on the set of indices I. Every set of indices I ′ ∈ S [r
′,s]
p(t) gives rise to
the same set of equations. As a consequence the set of equations defining H
[r′,s]
I,Id as a closed subscheme of
G
[s]
I,Id formally coincide with that for every other Borel subscheme G
[s]
I′,Id, with I ′ ∈ S [r
′,s]
p(t) . Indeed, by
Proposition 7.3, we can compute these equations at any ideal I ∈ GrN(s)p(s) (K) with K a field and consider
them as elements in the projective coordinate ring of Gr
N(s)
p(s) in the Plu¨cker embedding.
We denote by hg the set of polynomials obtained by the action of an element g ∈ pgl(n + 1) on hId.
Note that, for every I ∈ S [r′,s]p(t) , hg defines H[r
′,s]
I,g in G
[s]
I,g and its equations are of degree at most d+ 2, as
the automorphism g ∈ pgl(n+ 1) induces a linear automorphism also on the Plu¨cker coordinates, which
does not modify the degree of the relations among them.
Finally, we can prove, following the lines of Brachat et al. [8, proof of Theorem 4.7], that the ideal
generated by the union of the equations
H :=
 ⋃
g∈pgl(n+1)
hg

gives a set of global equations defining Hilb
n,[r′]
p(t) ⊂ GrN(s)p(s) \L[r
′,s]
p(t) . For convenience, we denote by Z the
subscheme of Gr
N(s)
p(s) \ L[r
′,s]
p(t) defined by H.
Due to the noetherianity of the coordinate ring of Gr
N(s)
p(s) in the Plu¨cker embedding, we can choose a
finite set of generators h1, . . . , hm of H, with hi ∈ hgi . Moreover, by the invariance of H under the action
of pgl(n+ 1), also g  h1, . . . , g  hm is a set of generators, so that
(7.5) H = (hgg1 ∪ · · · ∪ hggm)
for each g ∈ pgl(n+ 1). Therefore, for every I ∈ S [r′,s]p(t) and for every g ∈ pgl(n+ 1), we get
Hilb
n,[r′]
p(t) ∩ (G[s]I,gg1 ∩ · · · ∩G
[s]
I,ggm) = Z ∩ (G
[s]
I,gg1 ∩ · · · ∩G
[s]
I,ggm).
In order to conclude, it is sufficient to prove that for every I ∈ GrN(s)p(s) \ L[r
′,s]
p(t) , we can find suitable
I ∈ S [r′,s]p(t) and g ∈ pgl(n+ 1) such that I ∈ G[s]I,gg1 ∩ · · · ∩G
[s]
I,ggm .
By Corollary 5.5, we can find I and g such that I ∈ G[s]I,g. The orbit of I under the action of pgl(n+1)
is almost completely contained in G
[s]
I,g; let U be an open subset of pgl(n+ 1) such that (g
′)−1  I ∈ G[s]I,g
for every g′ ∈ U . Hence, for every g′ ∈ U , I ∈ G[s]I,g′g.
Thus, taking a general element g ∈ pgl(n+ 1), the elements gg1g−1, . . . , ggmg−1 are all contained in
U , so that G
[s]
I,gg1 ∩ · · · ∩G
[s]
I,ggm is the required open neighborhood of I. 
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