Abstract. Using recent insights from Cognitive, Affective and Social Neuroscience this paper addresses how affective states in social interactions can be used through social media to analyze and support behaviour for a certain lifestyle. A computational model is provided integrating mechanisms for the impact of one's emotions on behaviour, and for the impact of emotions of others on one's own emotion. The model is used to reason about and assess the state of a user with regard to a lifestyle goal (such as exercising frequently), based on extracted information about emotions exchanged in social interaction. Support is provided by proposing ways to affecting these social interactions, thereby indirectly influencing the impact of the emotions of others. An ambient intelligent system incorporating this has been implemented for the social medium Twitter.
Introduction
In order to achieve a healthy lifestyle people have to adopt behaviours such as eating healthy or increasing their level of physical activity. However, developing and maintaining these healthy behaviours is for many a major challenge; e.g., [31] . Every New Year's Eve the same resolutions are made when it comes to going to the gym more frequently or starting that diet. One of the problems is that decisions to choose such behaviours are mainly made in an unconscious manner, and are closely related to emotions associated to them; e.g. [9] . These associated emotions are in turn influenced by social interactions and social norms. It turns out that people are more successful in complying with their healthy lifestyle when they receive positive social support than when they don't receive this support; e.g. [40] . Social influence is found to be fundamental for the maintenance of various health behaviors, such as smoking cessation, self-management for chronic patients, and weight loss; for example, see [11, 27, 39] . Also, the number of friends or family members and the frequency of social contact were found to be positively associated with higher physical activity levels [36] . As observed in [16] , these findings indicate that social support can serve as a leveraging mechanism for achieving and maintaining a level of commitment and motivation for performing healthy behaviour (see also [19] ).
A first step in improving adherence to healthy behaviours may be the formation of social networks or communities that provide possibilities for mutual monitoring and support. Technologies that enable sharing information about health-related activities can provide powerful support for healthy habits; e.g., [7] . Online social media such as Facebook or Twitter allow people to give short real-time update messages concerning their current activities and emotions [4, 17] . This direct visibility makes these platforms very suitable for seeking expertise and social support [16] .
However, potentially more consistent behaviour change can be achieved when a social network is provided with an automated intelligent system for monitoring, assessing and supporting the network, for example, of the type as addressed in Ambient Intelligence; e.g. [8] . The main characteristics of Ambient Intelligence applications are that (1) they are nonintrusive, hidden in a person's environment, (2) monitoring makes use of sensor systems, and (3) interventions have a high extent of sensitivity to the context and state of the person. This perspective can be used by not focusing on persons separately but, as is done in this paper, on the social interactions they have. This means that both monitoring and interventions are (mainly) directed to the social interactions, and not to the individuals themselves. The aim of the system is to use analysis and promotion of social interactions between people in a network to promote their health behaviour. To our knowledge, no earlier work exists that includes this approach of using support interventions in social media that are targeted on the interactions in a social network.
In the approach presented in this paper first information is obtained from monitoring the social interactions. This information is then used to create model-based assessments about the states and processes of the individuals. Based on these assessments, interventions are generated. The underlying computational model for this approach makes use of recent insights from Cognitive, Affective and Social Neuroscience on emotion-related valuing in decision making and on mirroring of emotions; e.g., [21, 25, 37; 14, 30, 33] . The computational model addresses (1) how emotions affect certain behaviours, and (2) how these emotions can be affected by emotions of others. This computational model is used as a central component as a basis for monitoring, analysis and affecting the emotions expressed in the interactions in a social network.
In the remainder of this paper, Section 2 provides a brief overview of the background knowledge from Cognitive, Affective and Social Neuroscience on the interaction between emotions and behaviour and social contagion of emotions. Section 3 presents the computational model used. In Section 4 the design of the ambient system is described. Section 5 addresses how this model is been used to implement a support system using Twitter. In Section 6 an illustrative scenario is described generated by the system. Finally, Section 7 is a discussion.
The Role of Emotions in Contagion of Behaviour
Recent developments in Cognitive Neuroscience have revealed mechanisms behind the generation and contagion of affective states, and the roles they play in other mental processes. In this section they will be briefly reviewed.
In order to choose to perform a behaviour, usually in an unconscious manner a number of options are considered, one of which is chosen based on some valuation. In a process of valuing these options, the predicted associated emotions are an important element. In recent neurological literature this has been studied in relation to a notion of value as represented in the amygdala; see, for example [24, 25, 34] . A role of amygdala activation has been found in various processes involving emotional aspects. Usually emotional responses are triggered by stimuli for which a predictive association is made of a rewarding or aversive consequence, given the context, which may include certain goals. Feeling these emotions represents a way of experiencing the value of such a prediction, and to which extent it is positive or negative: this can be considered prior valuation of the option. Similarly, feelings of satisfaction are an important element of retrospective valuation of what is experienced after behaviour has been chosen. This idea of value is the basis of current work on the neural basis of decision making processes and economic choice in neuroeconomics; e.g., [24, 37] .
In a social context emotions can play an even more important role, as their occurrence in one person can easily affect the same emotion in another person. This applies both to the emotions related to valuations of behavioural options and to feelings of satisfaction about effects of chosen behaviour. Therefore the idea of emotion-related valuing can be combined with recent neurological findings on the mirroring function of certain neurons (e.g., [14, 30, 33] ). Mirror neurons are neurons that, in the context of the neural circuits in which they are embedded, show both a function to prepare for certain actions or bodily changes and a function to represent states of other persons. They are active not only when a person intends to perform a specific action or body change, but also when the person observes somebody else intending or performing this action or body change. Indeed, if states of others are affecting some of the person's own states that at the same time are connected via neural circuits to states that are crucial for the person's own feelings and actions, then this provides an effective mechanism for persons to fundamentally affect each other's actions and feelings. As mirror neurons make that some specific sensory input (an observed person) directly links to the relevant own preparation states, mirroring is a process that fully integrates mirror neuron activation states in the ongoing internal simulation processes. This includes expressing emotions in facial expressions, or in language expressions as, for example, used in social media; e.g., [1, 3] . Thus it is assumed that the mechanism of mirroring provides a neural basis for emotion contagion via text-based interaction.
Given the general principles described above, the mirroring function provides a mechanism by which emotions felt in different individuals about a considered behaviour mutually affect each other, and, assuming emotion-related valuing, in this way affect the valuation of behaviour options. In summary, emotions play an important role in choosing behaviours by (1) valuing different behaviour options before choosing one of them, (2) experiencing a certain level of satisfaction after having chosen a behaviour, and (3) exchanging such emotions.
The Computational Model
Following the conclusions from Section 2, to stimulate healthy behaviour, it will be fundamental to stimulate positive emotions and to minimize negative emotions people have related to these behaviours. In order to be able to reason about the emotional state of humans and about the consequences of social interactions on this state, a computational model has been developed. The model described here incorporates the elements as discussed in Section 2 in an abstracted manner. An overview is shown in Figure 1 . In a certain context certain preparations for behaviour options BO are triggered. These options affect associated levels of certain emotions, which are also affected by emotions of others (by mirroring). These emotion levels in turn affect (as a way of valuing) the level of preparation for the option. In the remainder of this section the more detailed specification of the computational model will be discussed. Note that the model is described for a given, positive emotion. The model has been applied as well in an independent manner to a negative emotion. Some elements of the emotion contagion model used in this chapter were adopted from [10] . A number of aspects of the proposed computational model are distinguished that play a role in the contagion, varying from aspects related to an agent sending the emotion, an agent receiving the emotion, and the connection between sender and receiver; see Table 1 . The characteristic  A depends on how introvert or extravert, expressive, and/or active or energetic person A is. These aspects correspond to the personality trait extraversion and sensation seeking. It represents how far a person transforms internal emotion into external expression. In this sense, an introvert person will induce a weaker contagion of an emotion than an extraverted person. The aspect  A indicates the degree of susceptibility of A. This represents in how far a receiver allows the emotions received from others to affect the own emotion, and how flexible/persistent the person is emotionally. The characteristic  BA depends on the type and intensity of the contact between the two persons (e.g., distance vs. attachment).  BA may be related to a combination of more specific aspects such as the directness of the emotion contagion, and the relations between sender and receiver. The stronger the connection, the higher  BA and the more contagion will take place.
The characteristics shown in Table 1 have been formalized using numbers in the interval [0, 1]. In addition, the parameter  BA is used to represent the strength by which an emotion is received by A from sender B, modelled as:
The model works as follows: if  BA is 0, there will be no contagion, if it is 1, there will be a maximum strength of contagion. If  BA is not 0, there will be contagion and the higher the value, the more contagion will take place. In a way  BA expresses the energy level with which an emotion is being expressed, transferred and received. The overall strength by which emotions from all the others members are received by A in a social network N, indicated by  A , is defined as
Weights are taken proportional to  B  BA, defined by
For any AN, let
be the weighted combined emotion from the other agents. The set of differential equations for emotion contagion is then described by
For each behaviour option BO the effect of emotion contagion for BO on A's emotion level for BO is combined with the person's own emotion association to BO. Moreover, the emotion level and the context together affect A's preparation for BO.
Here the 's are the strengths of the relevant associations: Note that for a positive emotion 
A,BO is a positive number; for a negative emotion it is a negative number.
The parameters  A ,  AB ,  B in this model define through the contagion strength  BA the impact of members of the network on each other through their connections. These contagion strengths could be kept constant over time, as was done in [10] . However, the model can describe more realistic scenarios if the connections also show development over time; some may become stronger, some weaker. The model here expands the existing model as described in [10] by considering a dynamical social network evolving over time based on such dynamic network characteristics. In particular, the connection strength and expressiveness parameters  AB and  A are assumed to change over time depending on the different social interactions and emotion levels. More specifically, it is assumed that connection strength will increase with more frequent communication, and higher emotional intensity of the messages that are exchanged. These assumptions are based on literature studies that show that connection ('tie') strength in both online and offline social networks is influenced by (i) interaction frequency, (ii) emotional intensity of content, and (iii) emotional support and closeness [13, 18, 12] . The number of questions asked in a message also conveys information about connection strength. For example, in [22, 23] it was found that many participants' questions in online social networks were answered by friends they rated as close and that closeness of a friendship was a motivator to answer questions. Asking questions also identifies the asker as someone who could use some guidance or support.
For the connection strength the impact is modeled as communication frequency value times average intensity over the last time unit, which can be considered as the overall intensity transferred per time unit: 
Given this impact, the dynamics of the connection strength is modelled as follows:
Here  is an adaptation speed parameter. In the scenarios discussed in Section 6 the function f used is defined in a linear manner by:
Adaptation of expressiveness over time is modelled in a similar manner as
with <expressivity impact> the expressed emotion level divided by the internal emotion level averaged (over the last time unit) for the positive and negative emotions:
Here q-pos and q-neg denote the emotion levels for positive and negative emotion, respectively, and xq-pos is the expressed emotion level for the positive emotion and xqneg for the negative emotion.
System Design
The model presented in Section 3 can be incorporated by an intelligent system that is able to use the model to assess whether intervention is desirable. The system has been designed in an agent-based manner, using an ambient agent model adopted from [5] , which also was used in [10] . The computational model is integrated as a domain model by embedding it within different components of the agent model. By incorporating a domain model within an agent model, the agent gets an understanding of the processes of its surrounding environment, which is a solid basis for knowledgeable human-aware intelligent behaviour. Three different ways to integrate domain models within an agent model are considered; see Fig. 2 . Here the solid arrows indicate information exchange between processes (data flow) and the dotted arrows the integration process of the domain model within the agent model. Note that in the current paper the adaptation model is left out of consideration. In future development this can be added, for example, to achieve on the fly parameter tuning.
Fig. 2. Ambient support agent architecture and models used
Analysis Model This model component is used for the analysis and assessment of human states and processes. Some aspects of the states and processes related to human functioning can be directly observed, but often many relevant aspects only can be indirectly derived from such observation information. For such derivations it is useful to have a domain model integrated within the analysis model, which can be used to estimate states of the human (for past, present and future time points). Given these estimated human states, an assessment is made to verify whether there is any reason to consider support. As an example, the level of positive emotions of a given person in the network may be assessed as too low. described by the ambient agent's observations and beliefs; in addition an assessment of the (expected) emotion state of persons in the network is needed. An assessment expresses here that the emotion level of a specific person at some (future) time point is expected to be too low, compared to some desired norm (EN). The emotion levels are estimated by simulation of the computational model described in Section 3, in particular the dynamic specifications (6) and (7). The parameters used are adaptive over time, thereby making use of direct observation of expressed emotion levels (xq A ), , from texts and sentiment analysis from them, using (9) and (10) from Section 3..
Support Model
To generate intervention actions that fit to the assessment results of the analysis, a support model is used. For example, a person in the network with strong expressivity for positive emotions may be suggested to communicate more, in order for more positive contagion to take place. The support model uses a heuristic approach. The agent will reason about the proper actions that should be undertaken to achieve and maintain that the emotion levels of the members of the network are optimal for the desired behaviour. For example, it uses knowledge expressing that in case one's positive emotion level (e.g., pride or joy) is expected to be lower than a given norm, other members of the network are to be detected that can play a crucial role in a negative or positive sense. Next, it could be suggested to these members to increase or decrease their impact on the target network member. Three main intervention types are distinguished to optimize the emotion levels of a person A:
 interventions to change the  B  interventions to change the  BA  interventions to change the  A In case of the current scenario, the agent could ask a person with a positive emotion level to be more expressive (increase the person's expressiveness  B ) or to interact more frequently with the target (increase the connection strength  BA ). As another example, if the target member A has many negative friends, he or she can be nudged to decrease his/her openness  A, , ensuring a decrease of negative emotion contagion strengths. 1 A heuristic that is applied for positive emotion levels, viewed from the receiver's perspective and the sender's perspective, respectively, is the following:
 Affect incoming contagion
o let for a given network member A with low expected emotion level the members connected to A with lower emotion levels have less impact on A, and o let the members connected to A with higher emotion levels have more impact on A  Affect outgoing contagion o let a given network member A with high expected emotion level, have more impact on the other connected members, and o let a given network member A with low expected emotion level, have less impact on the other connected members
Here members with 'higher' and 'lower' emotion levels can be defined as the members with the absolute highest or lowest emotion level, but also with emotion levels above or under certain thresholds. In general, two (low and high) emotion thresholds are assumed for this. For a network member under the low threshold, his or her impact on the other members can be decreased by (encouragement for) decreasing the person's expressiveness, or by decreasing the connection strengths from this person to the other members. For negative emotion levels similar but opposite heuristics are used. 1 In order to establish what is the most preferred intervention method, an estimate of the feasibility of these methods can be made.
Implementation of the System
This section describes some details of the implementation made.
The Twitter Environment
Implementation of the system has been done in the context of Twitter. Several other studies indicate that Twitter can be very useful for such purposes of monitoring and obtaining information relating to people's health behaviour.. For example, in [35] Twitter was identified as a way to gather and exchange important real-time health data. Also, as is noted in [16] , 'Twitter presents an interesting yet underexplored tool for health-promoting activities', and 'Twitter might be a promising platform for leveraging social support to motivate health behaviour change'. Furthermore, the number of Twitter users is estimated at 75 million, making it one of the most popular social media [32] . In order to make sure that the ambient intelligent system can analyse the streams of communication between the participants of the experiment correctly, there are certain rules that need to be followed and explained to the participants. Firstly, the participants need to add the support agent to their follower list. The support agent represents the ambient system on Twitter and applies the intervention actions by generating protected tweet messages, which are private messages intended only for the receiver(s), when needed; [38] : About Public and Protected Tweets. After a participant added the support agent to his or her follower list, the support agent adds the participant to its follower list, making protected tweeting between them possible. Secondly, the participants always have to add a specific hashtag to identify participation in a specific support domain, which, for the scenarios discussed in this paper, was #vusupport. Twitter enables the use of hashtags for the purpose of categorization and filtering; [38] : What Are Hashtags?. Thirdly, the participants need to use mention or reply signs, or @ signs, for identifying the recipient of the tweet message: [38] : What Are Replies And Mentions.. This way the ambient system can recognize the sender and recipient of the message, containing possible emotional information. Messages that do not contain a mention or reply sign are ignored by the ambient system. Lastly, the participants need to communicate publicly to each other for the ambient system to be able to analyse the messages.
For capturing the public stream of tweets of the participants of the experiment, the Twitter public streaming API was used; [38] : The Streaming APIs. The API provides low latency delivery of public tweets that satisfy the chosen keywords, or chosen hashtags, that identify the specific support domain. 2 The ambient system was implemented using PHP as programming language [29] , MySQL as a database [26] , and JSON as a data format for storing the values, relating specific users and specific time points in the database [15 ] .
Analyzing Emotional States Using Tweets
In this implementation the positive and negative emotion are calculated in an independent manner, which means that the internal emotion q, the expressed emotion xq, the level of expressiveness ε, the contagion strength, γ, and weights relating to these variables w, are represented separately for positive and negative emotion. In the current scenarios discussed in Section 6 the connection strength α, and openness for received emotion δ, have been given the same values for positive and negative emotion, but this could also be determined independently for both emotion types, if it would be assumed that the level of openness for received emotion can be different for positive emotion than for negative emotion.
For the initial input values of the level of internal emotion q, a self-assessment of each participant is required. In this implementation a simple questionnaire was used containing two continuous scales, one for positive emotion and one for negative emotion. The participant can select a point on the continuous scale reflecting his or her internal emotion. Furthermore, the scale is divided in 5 sub-intervals, ranging from 0 to 4, where 0 represents no emotion and 4 represents the highest level of that type of emotion. The labels give the participant a sense where on the scale the internal emotion of the participant is reflected. The internal emotion q, is then calculated by dividing the input from the questionnaire by 4, generating a value in the interval [0, 1]. The current expressiveness of emotion  is calculated, by taking the expressed emotion xq, divided by the internal emotion q. The internal emotion q can never be zero, as it is taken as a value at least in the middle of the lowest subinterval: q ≥ 0.1. Then this current expressiveness is used in the dynamic specification (10) in Section 3 to adapt the value for  maintained over time.
For the initial values of the openness for received emotions , the same type of scale and questionnaire as for the internal emotion is used. For measuring the expressed emotion xq, a sentiment analysis tool is used that classifies the tweets in type of sentiment. As is described in [4, 28] , the empirical analysis of sentiment and mood, and opinion mining through user-generated textual data are currently developing research fields. As the intended target group for future experiments of this research are Dutch people, it was chosen to use a sentiment mining tool that is currently in development, specifically designed for the Dutch language. This sentiment mining tool uses an advanced form of a bag-of-word approach combined with a rule-based system, which analyzes the surrounding semantic context of the found sentiment words. When a tweet is analyzed and positive or negative words in the tweet are identified, the semantic context surrounding these words is searched for negation words, strengthening words and weakening words. For the total of found word sequences, a scoring method is applied, which eventually leads to a final independent score for positive emotion and for negative emotion, scaled to values in the interval [0, 1],. These values can be directly compared with the internal emotion q, making it possible to calculate the level of expressiveness ε. Several alternative state-of-the-art approaches on how to extract sentiment from text have recently been discussed in the literature, for example in [2] . Because of the modular nature of the ambient system, one could easily replace a sentiment analysis tool with another solution that measures the sentiment of the message.
As discussed in Section 3, the connection strength  between each sender and receiver for each time point is calculated by measuring the frequency of communication, the amount of questions in the tweet, and the intensity of emotion in the tweet. The frequency of communication is measured by counting the amount of tweets the sender sends to the receiver for that time unit, after which it is mapped to a value in the interval [0, 1], where 0 represents no communication and 1 represents a high level of communication frequency. In this implementation a linear function f was used as indicated in Section 3 in relation to (9) with 4 or more tweets per time unit being the highest level of frequency, mapped to 1. Also discussed in Section 3, the amount of questions is considered to be an indicative variable the connection strength. The amount of questions found in the tweets is averaged over the total frequency of tweets for that time unit, after which the variable is scaled to a value in the interval [0, 1] by using a similar scaling formula. Furthermore, the intensity of emotion contained in the messages from sender to receiver is also considered to be indicative for the connection strength. For this the absolute values of both the positive and negative emotions in the tweets were taken and added, averaging the resulting value over the frequency of tweets for that time point, and map the value to a value in the interval [0, 1] . Following the calculation of the obtained frequency value, question value and emotion value in [0, 1], the connection strength  between each specific sender and receiver is calculated dynamically as described by (9) in Section 3.
As input for the support model, the calculated (by (6) from Section 3) internal emotion value q, and the calculated connection strength  were used. With these values different types of interventions can be generated to specific the communication partners, for example focussing on connection strengths. It is easy to extend this type of intervention for the support model, for example, by also involving the level of expressiveness or openness for received emotion.
Illustrative Scenarios
In this section the proposed approach is illustrated by an example scenario. This scenario has been generated by the implemented system by simulating a period of 10 days with four persons Alice, Bob, Carol, and Dave. In the first scenario, the system was used to only perform analysis and was not allowed to intervene. In a second scenario the system was allowed to intervene in order to establish positive emotions of the user concerning a particular healthy behaviour. In the scenarios daily generated tweets were used as input for the states of the persons. The target behaviour is running (exercising) and it is assumed that the tweets are selected based on their content of running or jogging, by selecting tweets using the hashtags '#jogging' or '#running'. In the scenarios, Alice, Bob, Carol and Dave have different personalities and different levels of experience with running. Alice has been running for many years she is very exited about running. Bob is just starting out with jogging and needs some tips and tricks to become more experienced. Carol and Dave are both more experienced, but they have trouble keeping up their motivation and commitment to exercise regularly. The initial emotion levels for the persons are given in Table 2 . As can be seen in Table  2 , initially Alice has very positive emotions concerning running, while Carol and Dave are more negative, and Bob is more neutral with a slight bias to the negative side. The four persons are connected in a social network with different strengths of connections between them, as shown in Fig. 3 . The existence of a connection (a tie) between two persons represents personal contact in the Twitter environment (usage of the '@' sign to communicate with a specific person). A strong/moderate connection exists between Alice and Bob, and between Bob and Carol. Dave has weak connections to all of the others. For this scenario, a strong connection was taken as 3 or more tweets a day, a moderate connection as 1-2 tweets per day, and a weak connection as less than 1 tweet a day. Some examples of tweets that occurred in the scenario can be found in Table 3 3 . Here the level of being insecure relates to the questions occurring in the tweets. The scenario resulted in the changes in emotions as shown in Fig. 4 for positive emotions and in Fig. 5 for negative emotions. Here simulation using dynamic specification (6) from Section 3 was used as part of the analysis process, where the focus was on the social influence and for the sake of simplicity the connections to the preparation states have been left out of consideration. Moreover, (9) and (10) from Section 3 have been used in this simulation to make the network and its simulation adaptive to the real observed exchange of messages (in particular the connection strengths  and expressivity parameters ). As can be seen in Fig. 4 , the positive emotions of Bob and Carol are increasing to relatively high levels, but the level of positive emotions of Dave remain low. This can be explained by the fact that Dave has only weak connections to the others, whereas Bob has a strong connection from Alice which has a positive effect on his own emotions, and Carol has a strong connection from Bob which results in a positive effect for her. The opposite pattern is shown for the negative emotion levels in Fig. 5 : they decrease for Bob and Carol. However, Dave's negative emotions remain high, as he is not influenced much by the others (due to a low openness and few connections). As the scenario without intervention shows that the situation of Dave does not improve much, a next step is to see what happens when the ambient agent is allowed to intervene. Indeed in this second scenario the system detects that Dave needs some attention as his emotion level is estimated too low, and finds out that Alice and Bob arte suitable network members to be encouraged to communicate more to Dave, as they have or develop high positive emotions and low negative emotion levels. In Figs 6 and 7 below it is shown that indeed this intervention is successful, as now also Dave's positive emotion levels become higher and the negative emotions levels become lower. 
Discussion
This paper addressed how a social network can be used to support the development of healthy lifestyle behaviour in a more effective manner, by combining an ambient intelligent system with social media. More specifically, it was shown how a social network with communication via Twitter [38] can be supported by an implemented ambient system in the background that monitors an analyses the social interactions (the tweets exchanged), and generates certain network interventions in cases assessed as unsatisfactory. Examples of such network interventions are encouraging to strengthen some connections between specific members of the social network, or suggesting some members to be more expressive in messages. The use of such an intelligent system in combination with a social network aims at affecting the dynamics of how the network functions and develops over time, thereby using the potential in the network to positively affect members that need some extra attention from the network.
The proposed ambient intelligent system uses a neurologically inspired computational model for (1) how decisions for certain behaviour are affected by certain levels of emotions (based on emotion-related valuing; e.g., [21, 25, 37] ), and (2) how such emotion levels are affected by social interactions (based on mirroring; e.g., [1, 3, 14, 33] ). This computational model is used by the ambient system as a basis for analysis of the functioning of the social network and its members to estimate how the emotional states of the network members develop over time. The ambient system has been implemented in a Twitter environment and based on the analysis it determines when interventions are desirable, and which interventions are suitable. Two scenarios generated using the implemented system were discussed, which illustrate how the system works. In future work, more extensive experiments with Twitter users will be conducted to determine the effects and user evaluations of the model and the proposed interventions. Moreover, extensions of the system's possible interventions will be explored, and criteria under which they can be applied. 
