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This paper establishes a Stone-type duality between specifications and infLMPs. An infLMP
is a probabilistic process whose transitions satisfy super-additivity instead of additivity. In-
terestingly, its simple structure can encode a mix of probabilistic and non-deterministic
behavior, which, as we show, is strongly related to another well-known such model: prob-
abilistic automata. Our duality puts in relation the category of infLMPs and a category of
abstract representations of them based on properties only. We exhibit a Galois connection
between these categories and show thatwe have an adjunct pair of functorswhen restricted
to LMPs only. Our duality also shows that an infLMP can be considered as a demonic rep-
resentative of a system’s information. Moreover, it carries forward a view where states are
less important, and events, or properties, become the main characters, as it should be in
probability theory. Along the way, we show that bisimulation and simulation are naturally
interpreted in this setting, and we exhibit the interesting relationship between infLMPs and
the usual probabilistic modal logics.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
The analysis of probabilistic systems has been the subject of active research in the last decade, and many formalisms
have been proposed to model them: probabilistic labeled transition systems [1], probabilistic automata [2], labeled Markov
processes (LMPs) [3]. In all these models, states are the central focus, even if the analysis must rely on probability theory,
where one usually deals with events, or sets of states. A recent investigation [4] showed that bisimulation, the usual notion of
equivalence between probabilistic processes, could be defined in terms of events.Moreover, it iswell known that bisimilarity
(for LMPs, let say) is characterized by a simple logic L∨ (Section 2.2): two states are bisimilar if and only if they satisfy
exactly the same formulas of that logic. Since formulas can be seen as sets of states, they are ideal candidates for events.
More precisely, any LMP with σ -algebra  can be associated to a map
[[·]] : L∨ → ,
where the image of a formula is the (measurable) set of states that satisfy it. We are interested in what we can say of the
converse: can a probabilistic process be defined by the set of its logical properties only? Indeed even if  is a structure of
sets, we can abstract it as aσ -complete Boolean algebra andwe can ask the question:when is it the case that a given function
μ : L∨ → A for an arbitrary σ -complete Boolean algebraA corresponds to some LMP whose σ -algebra is isomorphic toA
and whose semantics accords with μ? This opens the way to working with probabilistic processes in an abstract way, that
is, without any explicit mention of the state space, manipulating properties only. In other words, this opens the way to a
Stone-type duality theory for these processes.
Duality notions appear in a variety of areas, allowing one to get back and forth from a concrete model to an “abstract
version” of it. Kozen [5] has already discussed a duality for probabilistic programs. In that case the duality is between a
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probabilistic transition system (viewed as giving the forward semantics of a programming language) and a probabilistic
analogue of a predicate transformer semantics, which gives a backward flowing semantics. The connection between these
two is exactly a Stone-type duality. Mislove et al. [6] brought further the idea, exploiting Stone–Gelfand–Naimark duality
for commutative C∗-algebras to give a fully abstract semantics that characterizes probabilistic bisimilarity for LMPs. Closely
related is the work of Chaput et al. [7] who use the dualised view of LMPs as predicate transformers to define a notion of
approximation of LMPs. In this paper, we propose a notion of “abstract" pointless probabilistic processes that can be viewed
as the probabilistic counterpart of the theory of Frames (or Locales), that is, the theory of “pointless” topological spaces [8].
In the latter, topological spaces are abstracted by complete Boolean algebras (more precisely by complete Heyting algebras),
whereas, in our framework, the probabilistic processes state spaces will be abstracted by σ -complete Boolean algebras. The
encoding of transition probabilities will be done through the logic properties.
Consequently, we will define an abstract probabilistic process as a map μ : L∨ → A. This idea has been proposed for
LMPs by Danos et al. [4]. Unfortunately, it is very difficult to define a reconstruction function that, from an abstract LMP,
should output a “concrete” one. More specifically, we do not know any category of abstract LMPs that would be functorially
linked to the concrete one. LMPs are not the adequate level of generality because they carry, through their probabilistic
transition functions, more information than just the properties that they satisfy. In this paper, we introduce infLMPs which
happen to be essentially partial specifications of LMPs, and therefore represent the suitable level of generality for the duality
we are seeking, notably we have been able to exhibit a Galois connection between infLMPs and their abstract counterparts.
InfLMPs are obtained from standard probabilistic transition systems, like LMPs, by relaxing the standard σ -additivity
axiom of probabilitymeasureswith a super-additivity axiom: p(s, A∪B)≥p(s, A)+p(s, B) for disjoint A, B. This allows us to
give a demonic interpretation of information because infLMPs are underspecified. Indeed, a state s fromwhichwe only know
that with action l either event A or Bwill happen (with A, B disjoint), can be encoded as an infLMP by pl(s, A) = pl(s, B)=0
and pl(s, A∪ B)=1. It is widely acknowledged that it is not appropriate to model this situation by giving equal probabilities
to A and B. Indeed, no justification allows one to choose a particular distribution. The super-additivity relaxation permits
to easily maintain all possible distributions, by leaving unknown information unspecified. We are in presence of a demonic
approach to information in probabilistic systems: for example, even if pl(s, B) = 0, it does not necessarily mean that B is
impossible to reach, but rather that in the presence of a demonic adversary, it will indeed be impossible. Super-additive
functions have been used already in the field of Economics [9–11] to encode lack of information, namely in the theory of
decision. The idea is attributed to Ellsberg [12] in the early 1960s who argues that some uncertainty notions should not be
modeled by probability distributions.
The notion of bisimulation smoothly transfers from LMPs to infLMPs. Logical characterization theorems do not transfer
directly because, aswewill show, infLMPs canencodebothprobabilistic andnon-deterministic processes. Thiswas apleasing
surprise that was awaiting us along the way.
This paper is an extended version of a Concur’09 paper [13]; in particular, the comparison of infLMPs with probabilistic
automata and the Galois connection are new.
2. Background
A measurable space is a pair (S, ) where S is any set and  ⊆ 2S is a σ -algebra over S, that is, a set of subsets of S
containing S and closed under countable intersection and complement. Well-known examples are [0, 1] and R equipped
with their respective Borel σ -algebras, written B, generated by intervals. When we do not specify the σ -algebra over R or
one of its intervals, we assume the Borel one. For R ⊆ S×S, a set A ⊆ S is R-closed if R(A) := {s ∈ S|∃a ∈ A.(a, s) ∈ R} ⊆ A.
A map f between two measurable spaces (S, ) and (S′, ′) is said to be measurable if for all A′ ∈ ′, f−1(A′) ∈ . A
necessary and sufficient criterion for measurability of a map p : (S, ) → ([0, 1], B) is that the condition be satisfied for
[r, 1], for any rational r. Finally, countable suprema of real valued measurable functions are also measurable [14].
A subprobability measure on (S, ) is a map p :  → [0, 1], such that for any countable collection (An) of pairwise
disjoint sets, p(∪nAn) = ∑n p(An).
2.1. Labeled Markov processes (LMPs)
LMPs are probabilistic processes whose state space can be uncountable. In the finite case, they are also known as proba-
bilistic labeled transition systems [1]. We fix a finite alphabet of actions L.
Definition 2.1 ([3]). A labeled Markov process (LMP) is a triple S = (S, , h : L × S ×  → [0, 1]) where (S, ) is a
measurable space and for all a ∈ L, s ∈ S, A ∈ : ha(s, ·) is a subprobability on (S, ), and ha(·, A) : (S, ) → ([0, 1], B)
is measurable.
The category LMP has LMPs as objects and zigzag maps as morphisms. A measurable surjective map f : S  S′ is called
zigzag if ∀a ∈ L, s ∈ S, A′ ∈ ′: ha(s, f−1(A′)) = h′a(f (s), A′).
ha(s, A) is the probability that being at s and receiving action a, the LMP will jump in A. Examples of finite LMPs are T1 and
T2 of Fig. 1. Alternatively, LMPs can be expressed as coalgebras of the Giry monad [3,15]. We will assume the structure of
any LMP S to be (S, , h), letting primes and subscripts propagate.
852 J. Desharnais et al. / Information and Computation 209 (2011) 850–871
LMPs depart from usual Markov chains in that transitions also depend on an auxiliary set of actions, but most impor-
tantly, because one thinks of them differently. They are interactive processes and therefore one is interested in what an
interacting user can deduce about them, as in non-deterministic process algebras [16]. The following observational relation
is a natural extension of the usual notion of bisimulation that one encounters in non-probabilistic processes as well as in
finite probabilistic processes. Following Danos et al. [4], we call it state bisimulation, a denomination that emphasizes the
fact that the relation is based on states, as opposed to events.
Definition 2.2 ([17]). Given an LMP S , a state bisimulation relation R is a binary relation on S such that whenever (s, t) ∈ R
and C ∈  is R-closed, then for all a ∈ L, ha(s, C) = ha(t, C). We say that s and t are state bisimilar if there is a bisimulation
R such that (s, t) ∈ R. A state bisimulation between two LMPs S and S ′ is a state bisimulation between their disjoint union
S + S ′.
This definition is intuitive, but event bisimulation has a better probability theory taste, where states are often irrelevant
and where one focusses on events instead. We say that C ⊆  is stable if for all C ∈ C, a ∈ L, q ∈ [0, 1] ∩Q, 〈a〉qC := {s ∈
S|ha(s, C) ≥ q} ∈ C. By measurability of h, this is always in .
Definition 2.3 ([18]). An event bisimulation on an LMP (S, , h) is a stable sub-σ -algebra of , or equivalently, (S, , h)
is an LMP. An event bisimulation between two LMPs is one on their disjoint union.
Event and state bisimulation agree on countable and analytic state space processes [18]. For more general processes, it is
not known. We have the following equivalent definitions, in terms of morphisms of LMP.
Lemma 2.4 ([18]). An event bisimulation on S is a morphism in the category LMP to some S ′. An event bisimulation between
S1 and S2 is a cospan of morphisms S1  S ′  S2.
Co-simulationmorphisms, a relaxationof zigzagmorphisms, sendany state to a state that it simulates.Weelide thegeneral
definitionof simulation [17] becauseweonlyneed theparticular oneobtained through co-simulationmorphisms. Intuitively,
a state simulates another one if it can mimic its behavior with greater or equal probability. Co-simulation morphisms differ
from simulation morphisms [17], by the direction of the inequation and the surjectivity requirement. They are useful when
one wants to establish that a process obtained by some quotient operation is simulated by another one.
Definition 2.5 ([19]). A co-simulation morphism is a surjective map q : S → S′ such that ∀a ∈ L, s ∈ S, A′ ∈ ′:
ha(s, q
−1(A′)) ≥ h′a(q(s), A′).
2.2. Temporal properties
The following well-known logic grammars will define properties of LMPs:
L : ϕ := |ϕ ∧ ϕ|〈a〉qϕ
L∨ : ϕ := L|ϕ ∨ ϕ
L¬ : ϕ := L|¬ϕ
L∞ : ϕ := L¬|∨∞i=1ϕi
with q ∈ Q ∩ [0, 1]. Note that the three first logics are countable.
Definition 2.6. Given an LMP S , the semantics of L is inductively defined as themap [[.]]S : L →  as follows: [[]]S := S,[[ϕ0 ∧ ϕ1]]S := [[ϕ0]]S ∩ [[ϕ1]]S , [[〈a〉rϕ]]S := 〈a〉r[[ϕ]]S = {s ∈ S | ha(s, [[ϕ]]S) ≥ r}.
This map is well known to be measurable (it is shown by a straightforward structural induction [3]) and hence writing
ha(s, [[ϕ]]S) is indeed legal. The semantics of L∨, L¬ and L∞ are easily derived. Note the abuse of notation 〈a〉qX which is
used both as a formula if X is one, and as an operation returning a set when X is a set.
Logics induce an equivalence on states and processes, as follows.
Definition 2.7. Let L∗ be some logic: two states are L∗-equivalent, if they satisfy exactly the same formulas of L∗.Two LMPs
are L∗-equivalent if every state of any of them is L∗-equivalent to some state of the other.
Despite the fact thatL is a very simple logic, two states of any LMPs are event bisimilar if and only if they satisfy exactly the
same formulas. Indeed, one can decide whether two states are bisimilar and effectively construct a distinguishing formula
in case they are not [3]. This theorem is referred to as the logical characterization theorem, and, for state bisimilarity, it works
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only when the state space is an analytic space. This is one situation where event bisimilarity appears to be more natural
since its logical characterization has no restriction.
3. InfLMPs
In our quest for a Stone-type duality, we needed amodel that would be in correspondencewith sets of properties. It turns
out that the appropriate one is very simple; we call it infLMP because, as we will see, it encodes infimum requirements.
InfLMPs are LMPs whose transition functions are super-additive, a weaker condition than additivity. Thus, LMPs qualify as
infLMPs. Recall that a set function p :  → R+ is super-additive if
p(A ∪ B) ≥ p(A) + p(B)
for disjoint A, B. Easy consequences of super-additivity are monotonicity: A ⊆ B ⇒ p(A) ≤ p(B) and p(∅) = 0.
Definition 3.1. An infLMP is a triple S = (S, , h : L × S ×  → [0, 1]) where (S, ) is a measurable space, and for all
a ∈ L, s ∈ S, A ∈ : ha(·, A) is measurable and ha(s, ·) is super-additive. The category infLMP is a super category of LMP :
it has infLMPs as objects and morphisms are defined as in LMP.
Interestingly, many known results on LMPs do not use additivity and hence they carry on for infLMPs trivially. For these
results (e.g. Proposition 3.7) we will not give a proof but a reference.
Definition 3.2. The following notions are defined for infLMPs in the same way as for LMPs:
• State bisimulation as in Definition 2.2.
• Event bisimulation as in Lemma 3.3.
• Co-simulation morphisms as in Definition 2.5.
• Semantics of L, L∨ and L¬ as in Definition 2.6.
Hence, LMPs viewed as infLMPs are related in the same way through bisimulation.
Lemma 3.3. Two LMPs are bisimilar in LMP if and only if they are bisimilar in infLMP.
To not disturb the flow of ideas, the proof that event and state bisimilarity agree for infLMPs is in appendix.
Example 3.4. A typical example of infLMP is process S1 of Fig. 1. One can check that ha(s0, ·) is super-additive, but it is not
a subprobability measure, as 0 = ha(s0, {s1}) + ha(s0, {s2}) is strictly less than ha(s0, {s1, s2}) = 23 .
The weakening of the subprobability condition is not dramatic. Although we do not need it in this paper, transitions can
still be composed using Choquet integral, which only requires monotonicity of the set functions involved [20,21]. We prefer
super-additivity over monotonicity because we want to interpret the values of transitions as probabilities.
The following example shows how infLMPs can be interpreted as underspecified processes, or as specifications of LMPs.
We will prove later on (Theorem 6.12) that indeed, any set of positive formulas can be represented by an infLMP.
Example 3.5. In S1 of Fig. 1, some exact probabilities are not known: how the 23 probability would distribute between s1
and s2 is not specified. The two LMPs T1 and T2 of Fig. 1 are possible implementations of S1. In the first one, the value of 23
is sent in full to the state that can make both a b-transition and a c-transition. In the other one a minimal probability is sent
Fig. 1. A typical infLMP S1 and two LMP implementations of S1. An arrow labeled with action l and value r represents an l-transition of probability r; in picture
representations, we omit r when it is 1 and we omit transitions of zero probability. For example, state s0 is pictured to be able to jump with probability 1 to the
three middle states (represented by the biggest ellipse), with probability 2
3
to the first two and also to the last two. The probability from s0 to any single state is
0. We also omit transitions to sets whose value is governed by super-additivity, like ha(s0, S1) ≥ ha(s0, {s1, s2, s3}) = 1.
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to this state and the remaining is distributed to the left-most and right-most states. A reader familiar with simulation can
check that S1 is simulated by both processes, as both can perform transitions with equal or higher probabilities to simulating
states. For T2, there is moreover a co-simulation morphism from T2 to S1.
This example exhibits two important points. The first one is that when we say that an infLMP represents properties for
an LMP, we have in mind positive properties, that is, properties of L or L∨, involving no negation. Consequently, probability
transitions are interpreted as lower bound requirements: a probability of zero in an infLMP could possibly be positive
in a realization of this infLMP. The second point is that, as we claimed in the introduction, infLMPs can model not only
underspecified LMPs, but also a kind of non-deterministic processes. Indeed, state s0 of process S1 is a non-deterministic
state: the super-additive set function ha(s0, ·) models all subprobability measures that are greater than or equal to it on
every set. Any distribution giving probability q ∈ [ 1
3
, 1] for the transition to s2 and at least max( 23 − q, 0) to s1 and to s3 in
such a way that the probability to {s1, s2, s3} is 1, would implement this specification.
An implementation should be defined as an LMP that simulates the infLMP specification. However, since we do not want
to enter the details of simulation, and since interpreting infLMPs is not the primary goal of this paper, we prefer to keep the
notion of implementation or realization at an informal level.
The two following results show that zigzag morphisms link processes in a strong way. The second implies that bisimilar
processes satisfy the same formulas.
Proposition 3.6. Let f : S  S ′ be a morphism of infLMPs. If S is an LMP, so is S ′.
Proof. Let (A′i)i∈N be a countable family of disjoint sets of ′: observe that (f−1(A′i))i∈N is a countable family of disjoint
sets of . Then for all a ∈ L, f (s) ∈ S′,
h′a
(
f (s),∪iA′i
)
= ha
(
s, f−1(∪iA′i)
)
[zigzag condition]
= ha
(
s,∪if−1(A′i)
)
= ∑
i
ha
(
s, f−1(A′i)
)
[ha is a subprobability measure]
= ∑
i
h′a
(
f (s), A′i
)
[zigzag condition]
and hence h′a is a subprobability measure, as wanted. 
Proposition 3.7 ([3]). Let f : S  S ′ be a morphism of infLMPs, then for all φ ∈ L∞, s ∈ S: s ∈ [[φ]]S ⇔ f (s) ∈ [[φ]]S′ or
equivalently: [[φ]]S = f−1([[φ]]S′).
An interesting feature of infLMPs is the relation between logical equivalence and bisimilarity. It is quite different from
what happens on LMPs for which even the simplest logic L characterizes bisimilarity.
Theorem 3.8. The L∗-equivalences on infLMPs for L∗ ∈ {L,L∨,L¬} are strictly weaker than bisimilarity, but L∞ characterizes
event bisimilarity for infLMPs.
Proof. The second claim is trivial because the set {[[φ]]|φ ∈ L∞} is a σ -algebra, and it is stable because of the presence
of formulas of the form 〈a〉qφ. Fig. 2 proves that negation is necessary to characterize bisimilarity. The two states, s0 and t0
are not bisimilar but they satisfy the same formulas of L∨. They cannot be bisimilar as they have different probabilities to
the terminal state. There is a formula of L¬ that distinguishes them since t0 satisfies the formula 〈a〉1(¬〈b〉 1
2
)whereas s0
does not. The right part of Fig. 2 shows that infinite disjunction is necessary to characterize bisimilarity. States s1 and t1 are
not bisimilar but they satisfy the same formulas of L¬. The state space isN+ ∪ {s1, t1, x} and there is one single action label
awhich we omit in the picture. Transitions are as follows: x is a terminal state, s1 and t1 both have probability 1 toN+ ∪ {x}
Fig. 2. For infLMPs,¬ and∨∞ are necessary for bisimilarity.
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whereas s1 is the only one to have probability 1 to N+. A state n ∈ N+ has probability 12n to x. All other probabilities are
set to zero or the minimal values that make probability transitions monotone. Except for the pair (s1, t1), it is easy to see
that all other pairs of states are non-bisimilar as they have different transition probabilities to the whole state space. This
implies that N+ is a closed set with respect to any bisimulation. As for states s1 and t1, since they have different transition
probabilities to this set, they cannot be bisimilar. However, there is no formula that represents exactly the set N+: every
formula of the form 〈a〉q with q > 0 splits this set up, whereas the formula 〈a〉0 include all states. Since this set is the
only one to which s1 and t1 have different transition probabilities, they do satisfy the same formulas of L¬. As expected,
however, there is a formula of L∞ that distinguishes them, it is 〈a〉 1
2
(∨∞i=1〈a〉 1
2i
). 
This result is not surprising since infLMPs encode non-determinism: it is well known that logical characterization of
bisimilarity needs negation and infinite disjunction when non-determinism and probabilities cohabite. However, since all
mentioned logics characterize bisimilarity for LMPs, we have the following.
Corollary 3.9. Every equivalence class of infLMPs with respect to each of the logics L, L∨ and L¬ contains at most one LMP, up
to event bisimulation.
Although quite natural, this result raises one question: if only one LMP is in the same equivalence class as an infLMP, how
can the latter be realized by more than one LMP? The answer is: because a specification is a lower bound requirement, and
hence a realization is not necessarily equivalent to its specification. There are specifications that cannot be realized exactly,
such as process S1 of Fig. 1. In this process, s0 has probability 0 to s2, but any LMP implementation, which has to satisfy
additivity, will have a probability of at least 1
3
to some state that can make both a b and a c-transition. Thus, any realization
of s0 will satisfy the formula 〈a〉 1
3
(〈b〉1 ∧ 〈c〉1), as do T1 and T2.
We now define the quotient of an infLMP by L∨.
Lemma 3.10. The quotient by L∨ is defined canonically and there is a co-simulation morphism q : S → S/L∨. If S is an LMP,
then q is a zigzag morphism.
Proof. States are equivalence classes, the σ -algebra is obtained straightforwardly from σ([[L∨]]), and q is the quotient
morphism : S → S/L∨. The transition function is defined as h∨a ([s], A) = inf t∈[s] ha(t, q−1A), for a measurable set of
equivalence classes A. This is well-defined and surjective. Super-additivity is given by the infimum construction: let A and
B be disjoint sets. Then
h∨a ([s], A ∪ B) = inf
t∈[s] ha(t, q
−1(A ∪ B))
≥ inf
t∈[s](ha(t, q
−1(A)) + ha(t, q−1(B))) (1)
≥ inf
t∈[s] ha(t, q
−1(A)) + inf
t∈[s] ha(t, q
−1(B)). (2)
Eq. (1) follows from the super-additivity of the ha’s, and Eq. (2) by the property of the infimum. Note that
h∨a ([s], [[φ]]S/L∨) = ha(s, q−1[[φ]]S/L∨) = ha(s, [[φ]]S) (3)
since all members of [s] belong to the same sets of the form [[〈a〉qφ]]S and since q−1[[φ]]S/L∨ = [[φ]]S . The fact that if S is
an LMP, q is zigzag, is proven in [22]. 
4. Related models
4.1. Abstractions
In order to combat the state explosion problem, Fecher et al. [23] and Chadha et al. [24] propose to abstract probabilistic
processes by grouping states. In the former, this is done by giving intervals to probability transitions, whereas in the latter, a
tree-like partial order is chosen on top of the state space. With intervals, one looses the link between individual transitions
which is preserved in our setting. Abstract processes of Chadha et al. are closer to infLMPs but they carry less information
since they do not rely on satisfied properties but on the quality of the chosen partial order.
4.2. PreLMPs
InfLMPs have a structure close to the one of preLMPs; these emerged as formula based approximations of LMPs [19]:
given an LMP and a set of formulas, the goal was to define an approximation of the LMP that satisfied the given formulas.
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This looks close to what we want since infLMPs represent the properties that an LMP satisfies. However the set functions of
preLMPs must not only be super-additive, but also co-continuous: ∀↓An ∈  : p(∩An) = infn p(An). Such a condition is
too strong in our context: co-continuity cannot be obtained from a set of formulas only, and it is incompatible with lower
bounds. In theworkwemention above, the transition functions of the preLMP are defined using the subprobabilitymeasure
of the LMP (which are already co-continuous, of course), and this is crucial in obtaining their co-continuity nature.
4.3. Non-determinism
When investigating on the duality presented in Section 6, we first thought that preLMPswould be our abstract processes.
It turns out that not only infLMPs are the right framework, but they represent a promising alternative to processes mixing
non-determinism and probabilities, because of their simplicity and expressiveness.
We briefly show how infLMPs compare to existing models, but we leave for future work a deeper investigation of related
questions. Models of non-deterministic probabilistic processes are usually described by the following definition. If the
support of a subprobability measure p is countable, that is, if there is a countable set X ⊆ S such that p(X) = p(S), we say
that p is discrete. We write Probs(S) for the set of discrete subprobability measures over the set S.
Definition 4.1 ([2]). A triple (S, Act, Steps) is a probabilistic automaton (PA) if S is a (countable) set of states, Act is a countable
set of actions, and Steps ⊆ S × Act × Probs(S). We write Steps(s, a) for the set {μ ∈ Probs(S)|(s, a, μ) ∈ Steps} and s a→ μ
whenever μ ∈ Steps(s, a).
Non-determinism is witnessed by the fact that given a state and an action, there may be more than one distribution
available in Steps(s, a). This model is also calledMarkov Decision Process [25]. Its generalization to uncountable state spaces
havealsobeen studied [26,27].However,wechoose to limit this comparison toPAsbecause thegeneralization touncountable
state spaces would require the introduction of quite complicated notions for no additional highlights.
We now show that by taking at all states of a PA the infimum over transitions, we obtain an infLMP that encodes at
least all the behaviors of the original processes. Similarly, by taking at any state of an infLMP all measures that are above
the super-additive function sitting at this state, we obtain a PA that encodes exactly the behavior of the original infLMP.
However, in the resulting PA, all sets Steps(s, a) are uncountable, for every s, a, whereas most results about PAs limit these
sets to be finite, even on the uncountable versions of PAs ([27]). On the other hand, in infLMPs, a single super-additive set
function encodes an uncountable number of possible distributions (as does s0 of Fig. 1).
We need a few definitions:
Definition 4.2
• On the set of all super-additive set functions on (S, ), we define the following order:
μ1 ≤ μ2 ⇔ ∀A ∈  μ1(A) ≤ μ2(A).
• If X ⊆ Probs(S), then inf X is the super-additive function defined as
(inf X)(A) := inf
μ∈X μ(A)
for every A ∈ . Super-additivity comes directly from the infimum property.
• If X = {pi}i∈N is a countable set of super-additive functions, we define the convex combination of X as
convex(X) =
⎧⎨
⎩
∑
i
piμi|pi ≥ 0,∑ pi = 1
⎫⎬
⎭ .
• A relation R ⊆ S × S is a simulation relation on a PA (S, Act, Step) if whenever sRt, then for any transition s a→ μ, there
exists a transition t
a→ ν , such that for all set E ⊆ S we have μ(E) ≤ ν(R(E)). R is a probabilistic simulation if μ and
ν are taken in convex(Step(s, a)) and convex(Step(t, a)), respectively. We say that a state is (probabilistic) simulated by
another one if there is a (probabilistic) simulation relation that relates them. If moreover R is an equivalence relation,
then it is called a (probabilistic) bisimulation.
Proposition 4.3. We define an infLMP from any PA and conversely:
• let Inf be the function that, from any PA M, outputs the infLMP defined as Inf(M) = (S,P(S), hM) with hMa (s, ·) =
inf Steps(s, a);
• let PA(·) be the function that, from any InfLMP S , outputs the PA defined as PA PA(S) = (S, Act, StepsS)with StepsS(s, a) ={μ ∈ Probs(S)|ha(s, ·) ≤ μ}.
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Then
1. We have convex(Steps(s, a)) ⊆ StepsInf(M)(s, a), and hence any state of M is probabilistic simulated by its copy in
PA(Inf(M)).
2. The identity on states is a co-simulation morphism from Inf(PA(S)) to S (and hence Inf(PA(S)) simulates S).
We restrict to countable infLMPs, but clearly this is just to fit the comparison with PAs, as the same construction from an
arbitrary infLMPwould yield a non-deterministic LMP as of [27]. One can also note that the inclusion of Claim 1 linksM and
PA(Inf(M)) in an even stronger way than does a probabilistic simulation.
Proof. It is easy to see that PA(S) indeed defines a probabilistic automaton. It is also clear that Inf(M) is an infLMP,
because inf Steps(s, a) is super-additive. Let {pi} be a set of subprobability measures. For A, B ∈  disjoint, we have
inf i{pi(A ∪ B)} = inf i{pi(A) + pi(B)} ≥ inf i{pi(A)} + inf i{pi(B)}, as wanted. Claim 1 follows from the following:
StepsInf(M)(s, a) = {μ ∈ Probs(S)|hMa (s, ·) ≤ μ}
= {μ ∈ Probs(S)| inf Steps(s, a) ≤ μ}
⊇ convex(Steps(s, a)).
The last inclusion is given by the fact that the convex combination of any set of measures will be above the infimum over
these measures. Claim 2 follows from
hPA(S)a (s, ·) = inf{μ ∈ Probs(S)|ha(s, ·) ≤ μ}
≥ ha(s, ·). 
Remark. We argue that the inclusion of Claim 1 and the inequality of Claim 2 of Proposition 4.3 may be strict. For Claim 1,
take the distributions p1 and p2 of Fig. 3. Their infimum is the following super-additive function: p({1}) = 0, p({2}) = 1/2,
p({3}) = 0, p({1, 3}) = 1/4, p({2, 3}) = 3/4, p({1, 2, 3}) = 1. Now consider p′ as illustrated in Fig 3, defined as
p′({1}) = 0, p′({2}) = 3/4, p′({3}) = 1/4 is a probability and we have p ≤ p′. But we cannot find any q ≥ 0 such that
p′ = qp1 + (1 − q)p2.
It is only when Steps(s, a) is a generator of the set of subprobabilitymeasures above their infimum thatM and PA(Inf(M))
are equal.
As for the inequality in Claim 2, consider S1 of Fig. 1 and the super-additive function ha(s0, ·). All measures that are above
this function will send probability at least 1/3 on state s2, and hence their infimum will be strictly greater than ha(s0, ·).
Proposition 4.4. Both transformations of Proposition 4.3 preserve bisimulation.
Proof. Weprove that bisimulation is preserved by Inf; the proof for probabilistic bisimulation is similar. It iswell known that
the condition for bisimulation is equivalent to the following: for any μ ∈ Step(s, a) there is some ν ∈ Step(t, a) such that
for any R-closed set E, we have μ(E) = ν(E). Let s and t be two states of a probabilistic automatonM and R a bisimulation
that relates them. It is easy to prove that inf Steps(s, a)(E) = inf Steps(t, a)(E) for any R-closed set E. Hence R defines a
bisimulation for Inf(M) that relates s and t. This proves that Inf preserves bisimulation. Itmaynot reflect bisimulation because
the fact that inf Steps(s, a) and inf Steps(t, a) would be equal on R-closed sets for some relation R does not guarantee that
Steps(s, a) and Steps(t, a) would be related as necessary for bisimulation.
We now prove that PA(·) preserves bisimulation. Let R be a bisimulation on an infLMP S; we prove that R is a bisimulation
on PA(S). Let sRt be two states of PA(S). Then s, t are also states of S, and for any R-closed set E we have ha(s, E) = ha(t, E):
hence it is clear that for anyμ ≥ ha(s, ·) there is some ν ≥ ha(t, ·) that agrees withμ on every R-closed set E (take ν = μ
on R-closed sets). It may not reflect bisimulation because take, for example, state s0 of Fig. 1 and consider a new state t0
having the same outgoing super-additive transition except for the probability to s2 that is set to 1/3. Then anyμ ≥ ha(s0, ·)
will also be≥ ha(t0, ·), and conversely. 
We now give a logic that is suitable for PAs, in that it characterizes bisimilarity, contrarily to our basic logic L. The
syntax differs by one operator from the syntax of L and it is from D’Argenio et al. [27] which were inspired by the one of
Fig. 3. Two different distributions p1 and p2 such that p
′ ≥ inf(p1, p2) is not obtainable as a convex combination of p1 and p2.
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Parma and Segala [28]. The difference is that the semantics is defined on states instead of subdistributions. We give three
different semantics that are quite standard.
Definition 4.5. The syntax of LN is as follows:
LN ::=  | φ1 ∧ φ2| φ1 ∨ φ2|〈a〉{φi, pi}i∈I where I is a finite set.
We give three semantics for both PAs and infLMPs, by structural induction on the formulas. The semantics for basic operators
is omitted.
• s |LN 〈a〉{φi, pi}i∈I iff,
– if s is a PA state, there exists a transition s
a→ μ, such that:
for all i ∈ I, we have μ([[φi]]) ≥ pi.
– If s is an infLMP state, the same condition must be verified, with μ := ha(s, ·).
In what follows, if s is a state of an infLMP, we write s
a→ μ if μ is a subdistribution such that μ ≥ ha(s, ·).
• s |LNmay 〈a〉{φi, pi}i∈I iff there exists a transition s a→ μ such that
for all i ∈ I, we have μ([[φi]]) ≥ pi.
• s |LNmust 〈a〉{φi, pi}i∈I iff s |may 〈a〉{φi, pi}i∈I and for all transitions s a→ μ, we have
for all i ∈ I, we have μ([[φi]]) ≥ pi.
Wewrite s ≺LN∗ t if s |∗ φ implies t |∗ φ for all φ ∈ LN , and∼LN∗ for the corresponding two-way relation: the star stands
for must,may or nothing (for the basic semantics).
Note that the may and must semantics really consider infLMPs as specifications since only subprobability measures are
considered in the quantification and not all super-additive functions.
Proposition 4.6. Let s be a state of an infLMP S and t a state of a PAM. Let also PA(s) and Inf(t) refer to the states corresponding
to s and t, respectively, in PA(S) and Inf(M), respectively:
1. |LNmust ⊆ |LNmay .
2. On infLMPs, we have |LN ⊆ |LNmay . On PAs, we have |LN = |LNmay .
3. s ≺LN PA(s) and Inf(t) ≺LN t.
4. s ∼LNmay PA(s) and Inf(t) ∼LNmay t.
5. s ∼LNmust PA(s) and Inf(t) ∼LNmust t.
The proof is easy. This result shows that a demonic interpretation of the semantics of LN renders infLMPs and PAs logically
equivalent. Alternatively, by weakening the semantics for infLMPs through the may satisfaction, we obtain the same result.
Note that the logic that we consider does not have any form of negation. This is important for the logical equivalence to hold.
We end this discussion in order to turn to the main purpose of this paper, but many interesting questions remain to
explore, in particular regarding the may and must semantics for infLMPs.
5. Abstract processes
There is a strong correspondence between σ -algebras and σ -complete Boolean algebras. A Boolean algebra A is called a
σ -algebra of sets ifA ⊆ P(X) for some X ∈ A (the greatest element), andA is closed under complementation and countable
intersections. Every Boolean algebra carries an intrinsic partial order defined as A  B ⇔ A ∧ B = A. Thus, a σ -algebra is
just a σ -complete Boolean algebra of sets, where is set inclusion⊆.
As announced in the introduction, we now propose a generalization of our notion of infLMPs to a more abstract, purely
algebraic setting, without any references to the notion of states. Hence, instead of referring to a set of states and a σ -algebra,
the underlying space of an abstract infLMP will be some σ -complete Boolean algebra A (we say a σ -BA from now on). Any
infLMP can be associated to a map [[·]] : L∨ → A. However, what can we say of the converse? When is it the case that
a given function μ : L∨ → A for an arbitrary σ -BA A corresponds to some infLMP whose σ -algebra is isomorphic to A
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and whose semantics accords withμ? In other words, do we have a Stone-type duality between infLMPs and their abstract
counterparts? To obtain this notion of duality, we need in the infLMP framework to construct an axiomatization of abstract
objects μ : L∨ → A that guarantees that:
(1) a representation theorem ensures that each A is isomorphic to a σ -algebra;
(2) μ is coherent with logic operators and induces a super-additive set function.
5.1. A suitable representation theorem
Recall that thewell-known Stone’s representation theoremasserts that any Boolean algebra is isomorphic to an algebra of
sets (consisting of the clopen sets of a topological space). This is not true for σ -BA (when considered with homomorphisms
that preserve countable meet and join). The generalization of Stone’s theorem for σ -BA is known as the Loomis–Sikorski’s
theorem [29], and states that for any σ -BA A, there is a σ -ideal N such that A/N is isomorphic to an algebra of sets. Such
a result is very difficult to use here, for two reasons. First, the construction of the algebra of sets that arises from Loomis–
Sikorski’s theorem is not unique and far from being as simple as the construction associated to Stone’s theorem. Second, the
ideal N is difficult to interpret in the concrete counterpart. One possibility would be to introduce the notion of negligible
events and to relax accordingly the notion of bisimilarity (see [4]), but it is not enough and we prefer to keep the structure
simple. Indeed, as we will show below in Corollary 5.4, we are able to circumvent all those difficulties by simply restricting
the possible A to ω-distributive σ -BA.
Definition 5.1. A σ -BAA isω-distributive if, for any countable set I and for every family (aij)i∈I,j=1,2 inA,∧i∈I(ai1 ∨ ai2) =
∨{∧i∈Iaif (i) : f ∈ 2I}.
Note that if we restrict I to finite sets only, we retrieve the standard distributivity law, and that a σ -algebra is always
ω-distributive.
The two following results will provide the essential link betweenω-distributivity and the representation we are seeking.
Theorem 5.2 ([29, 24.5]). For A a σ -BA generated by at most ω elements, the following conditions are equivalent:
• A is isomorphic to a σ -algebra;
• A is ω-distributive;
• A is atomic.
Theorem 5.3 ([29, 24.6]). For A a σ -BA, A, is ω-distributive if and only if every sub-σ -BA generated by at most ω elements is
isomorphic to a σ -algebra.
Corollary 5.4. A σ -BA A is ω-distributive if and only if for any μ : L∨ → A, the sub-σ -BA of A generated by μ(L∨), noted
σ(μ(L∨)), is isomorphic to a σ -algebra μ. Moreover, the underlying set of μ is the set of all atoms of σ(μ(L∨)).
Proof. First note that since L∨ is countable, the subalgebra generated by the image of L∨ byμ is σ -generated by at mostω
elements. Then the proof follows from Theorems 5.2 and 5.3. 
This result shows that, provided that our logic is countable (as isL∨), the condition ofω-distributivity is not only sufficient
to get a representation theorem, but also necessary. The following Lemma will be useful in Section 6.
Lemma 5.5. Let (S, ) and (S′, ′) be measurable spaces. If ′ is ω-generated and separates points of S′, then for any σ -BA
morphism ρ : ′ → , there exists a unique measurable function f : (S, ) → (S′, ′) such that f−1 = ρ .
Proof. Let (A′i)i∈ω be a set that generates ′, and ρ : ′ →  be a σ -BA morphism. For each s ∈ S, define
B′s :=
⋂
s∈ρ(A′i)
A′i ∩
⋂
s∈ρ(A′i)C
A′i
C
.
Now, suppose that there exists a function f : S → S′ such that f−1 = ρ . Note that such an f is necessarily measurable,
and that we must have f (s) ∈ B′s because, clearly, s ∈ ρ(B′s) for any s. Thus, the existence and the unicity of such an f is a
consequence of the following claim.
Claim: B′s is a singleton for any s ∈ S. Clearly it is non-empty because s ∈ ρ(B′s) and ρ respects ∅, the bottom elements of 
and ′; more precisely, writing B′s as an intersection of some Bi’s:
∅ = ∩iρ(Bi) = ρ(∩iBi) ⇒ ∩iBi = ∅.
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Fig. 4. Super-additivity of μ.
Suppose that there are s′1, s′2 two different elements of B′s. Since ′ separates points and is ω-generated by (A′i)i∈ω , there
exists i0 ∈ ω such that s′1 ∈ A′i0 and s′2 ∈ A′i0C . Since s′1 (resp. s′2) belongs to B′s, we have s ∈ ρ(A′i0C) (resp. s ∈ ρ(A′i0)), a
contradiction. 
5.2. A suitable axiomatic for μ
As for the guaranty of our Condition (2), note that to ease intuition, it is useful to think of the image of μ(φ) as a set of
states that satisfy φ since we are indeed looking for the existence of an infLMP that accords with μ. In the following, we
extract the desired necessary conditions.
From now on, we fix A = (A,∨,∧,−, 0, 1). By analogy with set theory, we say that μ(φ) and μ(ψ) are disjoint if
μ(φ) ∧ μ(ψ) = 0 and we denote by σ(μ(L∨)) the smallest σ -BA that contains {μ(φ)|φ ∈ L∨}.
We begin by defining a condition on μ that will represent super-additivity.
Definition 5.6. We say that μ : L∨ → A is super-additive if for all countable families of pairwise disjoint μ(φi) such that∧iμ(〈a〉qiφi) = 0, then
∑
i qi ≤ 1 and for all ϕ ∈ L∨ where∨iμ(φi)  μ(ϕ) we have∧iμ(〈a〉qiφi)  μ(〈a〉∑i qiϕ).
The condition of super-additivitymakes sure thatwewill not have a supersetwith a smaller value than the sumof its disjoint
subsets; it is illustrated in Fig. 4. The condition
∑
i qi ≤ 1 is for the formula 〈a〉∑i qiϕ to exist in L∨.
Theorem 5.7. Let μ : L∨ → A where μ := [[·]]S for an infLMP S . Then
1. μ respects , ∧ and ∨;
2. if r ≤ q, then μ(〈a〉rφ)  μ(〈a〉qφ);
3. μ is super-additive as per Definition 5.6.
Proof. 1. follows by definition: [[]]S = S, [[ϕ0 ∧ ϕ1]]S = [[ϕ0]]S ∩ [[ϕ1]]S and similarly for disjunction. 2. If r ≤ q,
ha(s, [[φ]]) ≥ q implies ha(s, [[φ]]) ≥ r. 3. Let ([[φi]])i∈N be pairwise disjoint and let s ∈ ∩[[〈a〉qiφi]] = 0. This implies,
together with monotonicity and super-additivity of ha(s, ·) that∑i qi ≤ ∑i ha(s, [[φi]]) ≤ ha(s, S) ≤ 1. Now let [[ϕ]] ⊇∪i[[φi]] and again s ∈ ∩[[〈a〉qiφi]]. Then we have
∑
i qi ≤ ∑i ha(s, [[φi]]) ≤ ha(s, [[ϕ]]), where the last inequality is by
super-additivity of ha(s, ·), and hence s ∈ [[〈a〉∑i qiϕ]]. 
We now have conditions on A and μ that are satisfied by the semantic map [[·]] of any infLMP. We claim that these
conditions will be sufficient to generate an infLMP, and hence we use them to define the category of abstract infLMPs.
Definition 5.8. An abstract infLMP is a function μ : L∨ → A where A is an ω-distributive σ -BA and where μ respects
the conditions of Theorem 5.7. The category infLMPa has abstract infLMP as objects and a morphism from L∨ → A′ to
L∨ → A is a monomorphism ρ : σ(μ′(L∨)) ↪→ σ(μ(L∨)) of σ -BA that makes the diagram of Fig. 5 commute.
The commutativity condition ensures that ρ will respect the logic. Thinking of members of A and A′ as sets of states, this
means that for any formula, states that satisfy a formula are sent to states that satisfy the same formula.
These ideas could be extended to other equivalences, by replacing L∨ by other suitable logics like L and L¬. We rejected
L¬ because we are basically interested in infLMPs as underspecifications of LMPs. We choose L∨ because it is a positive
and countable logic that keeps more information than L: for example, the logical characterization of similarity requires the
Fig. 5. Commutative diagram for definition of ρ .
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disjunction in the logic. We also hope to achieve an abstract definition of simulation and hence any Galois connection in this
setting should be based on L∨.
6. From infLMP to infLMPa and back
We will define functors between categories infLMP and infLMPa.
Definition 6.1. The contravariant functor F : infLMP → infLMPa is:
• F(S, , h) = [[·]]S : L∨ → .• for f : (S, , h)(S′, ′, h′), F(f ) is the restriction of f−1 to σ([[L∨]]S′).
Proof. (that F is a functor) The object part is given by Theorem 5.7. For the morphism part, it is easy to prove that F(idS) =
idσ([[L∨]]S ) and F(f ◦ g) = F(g) ◦ F(f ). It remains to prove that F(f )makes the triangle commute. Let φ ∈ L∨. We want to
show that F(f )[[φ]]′S = [[φ]]S . But the left part is simply f−1([[φ]]′S) and the result follows from Proposition 3.7. 
Recall that we defined bisimulation between infLMP as cospans of morphisms. The image of this cospan in infLMPa
becomes a span, as F is contravariant. This motivates the definition of bisimulation between abstract infLMPs as spans of
morphisms instead of cospans.
Definition 6.2. Two abstract infLMPs are bisimilar if they are related by a span ofmorphisms. In other words, a bisimulation
between μA and μB is represented by the commutativity of the left diagram of Fig. 6.
Since pullbacks exist in infLMPa (being inherited from the category of σ -BA) and since they preserve zigzag mor-
phisms, bisimilarity is an equivalence. The proof is summarized in the right diagram of Fig. 6, where the infLMP Z =
{(x, y) ∈ X × Y|f (x) = g(y)} and μZ ::= (μX , μY) are given by a pullback construction.
The following corollary shows that abstract infLMP objects are a generalization of ordinary infLMP objects. It is a direct
consequence of the fact that F is a functor.
Corollary 6.3. If infLMPs S and S ′ are bisimilar then F(S) and F(S ′) also are.
We will show later on that the converse is also true for LMPs.
We now define the functor that builds a concrete model from an abstract one.
Definition 6.4. The contravariant functor G : infLMPa→ infLMP is:
• G(μ : L∨ → A) = (Sμ,μ, hμ) where Sμ is the set of atoms of σ(μ(L∨)), μ is defined by an isomorphism iμ :
σ(μ(L∨)) → μ as in Corollary 5.4. Moreover, for s ∈ Sμ and A ∈ μ, writing qa,φ(s) := sup{q : s ∈ iμ(μ(〈a〉qφ))},
we define
hμ,a(s, A) := sup
iμ(μ(φ))⊆A
qa,φ(s) ;
• for ρ : A′ ↪→ A, G(ρ) : Sμ  Sμ′ is the unique measurable map such that (G(ρ))−1 = iμ ρ (iμ′)−1.
Proof. (that G is a functor) SinceA isω-distributive, the sub-σ -BA generated byμ(L∨) is isomorphic to a σ -algebraμ. We
denote by iμ the isomorphism from σ(μ(L∨)) to μ. We define Sμ as the greatest element in μ.
Fig. 6. Definition of bisimulation and transitivity of bisimulation.
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— Definition of hμ: The qa,φ ’s are well-defined, and they are measurable. Indeed,
q
−1
a,φ([q, 1])= {s ∈ S : qa,φ(s) ≥ q}
= {s : sup{r : s ∈ iμ(μ(〈a〉rφ))} ≥ q}
= ∩r<q,r∈Q iμ(μ(〈a〉rφ)) ∈ μ.
The only non-trivial step is the third equality. Let s be such that sup{r : s ∈ iμ(μ(〈a〉rφ))} ≥ q. Then ∀r < q, there
is some r′ ≥ r such that s ∈ iμ(μ(〈a〉r′φ)). By Condition 2 of Theorem 5.7, we have μ(〈a〉rφ)  μ(〈a〉r′φ), and hence
s ∈ iμ(μ(〈a〉rφ)) for all r < q. Thus s ∈ ∩r<q,r∈Q {s ∈ iμ(μ(〈a〉rφ))}. Conversely, if s ∈ iμ(μ(〈a〉rφ)) for all r < q, then
sup{r : s ∈ iμ(μ(〈a〉rφ))} ≥ q, as wanted.
We have that the functions hμ,a are well-defined, and since they are defined as the supremum of countably many
measurable functions, they are measurable. We also have that if A = iμ(μ(φ)), then hμ,a(s, A) = qa,φ(s), because iμ is an
isomorphism and because of the super-additivity condition on μ (Definition 5.6) applied on a single formula ψ :
μ(ψ)  μ(φ) implies μ(〈a〉qψ)  μ(〈a〉qφ).
This condition also implies that hμ is super-additive and has value between 0 and 1. Indeed, let A, B ∈ μ be disjoint sets.
We have that hμ,a(s, A ∪ B) ≥ hμ,a(s, A) + hμ,a(s, B) because hμ,a(s,−) is defined as a supremum and because qa,−(s) is
super-additive, that is, if μ(φ) ∧ μ(ψ) = 0, then qa,φ(s) + qa,ψ (s) ≤ qa,φ∨ψ(s).
— Definition of G(ρ): sinceμ′ clearly separates points of Sμ′ , Lemma 5.5 implies that G(ρ) is measurable, G(idμ) = idG(μ)
and G(ρ ◦ ρ′) = G(ρ′) ◦ G(ρ). Moreover, since ρ is a monomorphism, G(ρ) is surjective because (G(ρ))−1(X) = ∅ for any
X = ∅. To finish the proof, we want to show that, given any s ∈ Sμ, a ∈ L and B′ ∈ μ′ , we have hμ,a(s, (G(ρ))−1(B′)) =
hμ′,a(G(ρ)(s), B′) or, in other words, that
sup
iμ(μ(φ))⊆(G(ρ))−1(B′)
qa,φ(s) = sup
iμ′ (μ′(φ))⊆B′
q′a,φ(G(ρ)(s)).
This is a straightforward consequence of the fact that for each φ ∈ L∨, we have
1. ha,φ(s) = h′a,φ(G(ρ)(s)).
2. iμ(μ(φ)) ⊆ (G(ρ))−1(B′) ⇔ iμ′(μ′(φ)) ⊆ B′.
Proof of 1. Since ha,φ(s) := sup{q|s ∈ iμ(μ(〈a〉qφ))}, we only have to show that for any q ∈ [0, 1] ∩Q, we have G(ρ)(s) ∈
iμ′(μ′(〈a〉qφ)) ⇔ s ∈ iμ(μ(〈a〉qφ)).
G(ρ)(s) ∈ iμ′(μ′(〈a〉qφ)) ⇔ s ∈ (G(ρ))−1(iμ′(μ′(〈a〉qφ)))
⇔ s ∈ iμ ◦ ρ ◦ (iμ′)−1 ◦ iμ′ ◦ μ′(〈a〉qφ)
⇔ s ∈ iμ ◦ ρ ◦ μ′(〈a〉qφ)
⇔ s ∈ iμ ◦ μ(〈a〉qφ), (4)
where (4) follows from the fact that ρ being a morphism of infLMPa, we have ρ ◦ μ′(ψ) = μ(ψ) for any ψ ∈ L.
Proof of 2.
iμ′μ′(φ) ⊆ B′ ⇔ μ′(φ)  (iμ′)−1(B′)
⇔ ρ ◦ μ′(φ)  ρ
(
(iμ′)−1(B′)
)
(5)
⇔ μ(φ)  ρ
(
(iμ′)−1(B′)
)
⇔ iμ ◦ μ(φ) ⊆ iμ ◦ ρ ◦ (iμ′)−1(B′) (6)
⇔ iμ ◦ μ(φ) ⊆ (G(ρ))−1(B′)
in Eq. (5) (resp. Eq. (6)), “⇒” follows from the fact that ρ (resp. iμ) is a morphism of σ -BA and “⇐” from the fact that it is a
monomorphism (resp. isomorphism). 
Since G is a functor, we have a result similar to Corollary 6.3.
Corollary 6.5. If μ and μ′ are bisimilar, then G(μ) and G(μ′) also are.
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Fig. 7. Two infLMPs S2 and S3, and their image under G ◦ F .
Example 6.6. Fig. 7 shows an LMP S2 and an infLMP S3 that have the same image under G ◦ F . We can note a loss of
information for S2. However, both processes simulate their image through a co-simulationmorphism (see Proposition 6.10).
It is easy to see that F and G are not inverse of one another but they almost are, as we will see in the next subsection. This
will lead us to a proof of full adjunction when restricted to LMPs in Section 6.2 and to a Galois connection in Section 6.3.
6.1. Duality properties inherited from F and G
The following result shows that, as expected, states of G(μ) satisfying a formula φ are exactly the atoms that are below
μ(φ) in the abstract world. It will be used in the proof of Proposition 6.8, Theorem 6.12 and Lemma 6.24.
Lemma 6.7. Letμ : L∨ → A be an abstract infLMP. Then [[φ]]G(μ) = iμ(μ(φ)) for any φ ∈ L∨. Hence, the states of iμ(μ(φ))
are exactly those that satisfy formula φ.
Proof. The proof is by structural induction on formulas. The base case is satisfied, as [[]]G(μ) = Sμ = iμ(μ()), the last
equality following from the fact thatμ respects. Assume that [[φ]]G(μ) = iμ(μ(φ)) for some φ. Then the disjunction step
follows from
[[φ ∨ φ′]]G(μ) = [[φ]]G(μ) ∪ [[φ′]]G(μ)
= iμ(μ(φ)) ∪ iμ(μ(φ′)) [By induction hypothesis]
= iμ(μ(φ) ∪ μ(φ)′) [Since iμ is an iso]
= iμ(μ(φ ∨ φ′)) [By Theorem 5.7, item 1]
and similarly for conjunction. Finally, we have
[[〈a〉qφ]]G(μ) = {s ∈ Sμ|hμ,a(s, [[φ]]G(μ)) ≥ q}
= {s ∈ Sμ|hμ,a(s, iμ(μ(φ))) ≥ q} [By induction hypothesis]
= {s ∈ Sμ|qa,φ(s) ≥ q} [Since iμ is an iso and μ is monotone]
= {s ∈ Sμ|∃r ≥ q : s ∈ iμ(μ(〈a〉rφ))}
= ∪r≥qiμ(μ(〈a〉rφ))
= iμ(∨r≥qμ(〈a〉rφ)) [Since iμ is an iso]
= iμ(μ(〈a〉qφ)) [By Theorem 5.7, item 2],
and hence the induction step is proven for the modal construct as well and the proof is complete. 
The following result shows that an abstract infLMP is isomorphic to its double dual. It is followed by a direct corollary.
Proposition 6.8. For any μ : L∨ → A, we have that F ◦ G(μ) ∼= μ with isomorphism iμ given by Definition 6.4.
Proof. By construction, F ◦ G(μ) = L∨ [[·]]G(μ)−→ iμ(σ (μ(L∨))) and by Lemma 6.7 we have [[φ]]G(μ) = iμ(μ(φ)) for any φ.
Thus, iμ is a monomorphism (in fact an isomorphism) from σ(μ(L∨)) to iμ(σ (μ(L∨))) that makes the following triangle
commute.
L∨
[[·]]G(μ) 
μ




 iμ(σ (μ(L∨)))
σ (μ(L∨))
 
iμ

⊆ A 
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Corollary 6.9. S and G ◦ F(S) are L∨-equivalent.
Proof. It follows from Proposition 6.8, that F ◦ G ◦ F ∼= F which, because of the definition of F , implies the results. 
The following result shows that an infLMP and its double dual are related in an even stronger way than L∨-equivalence.
Proposition 6.10. ThemapηS : S  G◦F(S) that sends each state ofS to itsL∨-equivalence class is a co-simulationmorphism.
Proof. Let Sˆ = (Sˆ, ˆ, hˆ) be G ◦F(S), and consider i−1F(S) : ˆ → σ([[L∨]]S), the inverse isomorphism of the one given in the
definition of G. By Lemma 5.5, there exists a uniquemeasurable map η∗S : (S, σ ([[L∨]]S) → (Sˆ, ˆ)) such that η∗−1S = i−1F(S).
Because σ([[L∨]])S ⊆ , this map is also measurable when considered from the measurable space (S, ). Let ηS be this
map. It sends each state s ∈ S to the atom of σ([[L∨]]S) that corresponds to the L∨-equivalence class of s. Now note that
the elements of σ([[L∨]]S) are all subsets of S, which implies that any atom is non-empty. Hence ηS is surjective because
for any atom a ∈ σ([[L∨]]S) there exists an s ∈ S (more precisely, any s ∈ a) such that ηS(s) = a.
To finish the proof, let us show that ha(s, η
−1
S (Aˆ)) ≥ hˆa(ηS(s), Aˆ), for any s ∈ S, and Aˆ ∈ ˆ. We have
ha
(
s, η−1S (Aˆ)
)
= ha
(
s, i−1F(S)(Aˆ)
)
≥ sup
iF(S)[[φ]]S⊆Aˆ
ha(s, [[φ]]S) (7)
= sup
iF(S)[[φ]]S⊆Aˆ
sup{q : s ∈ [[〈a〉qφ]]S}
= sup
iF(S)[[φ]]S⊆Aˆ
sup{q : ηS(s)  [[〈a〉qφ]]S} (8)
= sup
iF(S)[[φ]]S⊆Aˆ
sup{q : ηS(s) ∈ iF(S)[[〈a〉qφ]]S}
= hˆa(ηS(s), Aˆ),
where (7) is because of the monotonicity of ha, and (8) follows from s ∈ ηS(s) and the fact that ηS(s) being an atom, we
have ∀s′ ∈ ηS(s), ∀B ∈ σ([[L∨]]S), s ∈ B ⇔ s′ ∈ B. 
Corollary 6.9 was the last result needed to obtain, as stated before, that when restricted to LMPs, we have the reciprocal
of Corollary 6.3.
Corollary 6.11. Two LMPs S and S ′ are bisimilar iff F(S) and F(S ′) also are.
Proof. (⇒) is Corollary 6.3.
(⇐): By Corollaries 6.5 and 6.9, we have that S and S ′ are L∨-equivalent, and since they are LMPs, then, by the logical
characterization of bisimilarity for LMPs [3] they are bisimilar. 
We can also prove one of the main motivation for this work, that any set of (positive) formulas can be represented as an
infLMP.
Theorem 6.12. For any countable set of formulas of L∨:
1. There is a state of some infLMP that satisfies these formulas.
2. Furthermore, if all disjunctions appear inside a modal formula2, then there is a state that satisfies exactly these formulas
(and all those that they imply).
Proof. There is a straightforward infLMP that makes the first statement trivial, the one that has one state and can make any
action with probability 1 to itself. However this state satisfies muchmore formulas than those that wemay be interested in.
We propose a construction that is more faithful to the properties of interest, and exactly faithful to these properties under
the condition of the second statement of the theorem.
Let us define a “free" infLMP as G(μ) where μ : L∨ → P(L†∨) is the abstract infLMP on the atomic Boolean Algebra
P(L†∨) defined by
L†∨ :={∧i〈ai〉qiφi|φi ∈ L∨}
μ(φ) :={ψ ∈ L†∨|ψ ⇒ φ},
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where ψ ⇒ φ means that every infLMP that satisfies ψ also satisfies φ. Note that the elements of L†∨ are countable
conjunctions of formulas of L∨, and thus, this set contains L∨.
We prove that μ is indeed an infLMP, that is, the conditions of Theorem 5.7 are satisfied. Note that to ease the reading,
members of L∨ will be denoted by φ (with primes and subscripts) whereas members of L†∨ will be denoted byψ . Condition
1 and 2 of Theorem 5.7 follow from:
• μ() = L†∨;
• since ψ ∈ L†∨ is of the form ∧i〈ai〉qiφi, then ψ ⇒ (φ ∨ φ′) if and only if (ψ ⇒ φ or ψ ⇒ φ′), hence μ(φ ∨ φ′) =
μ(φ) ∪ μ(φ′) (note that if ψ was a disjunction of formulas like φ ∨ φ′, this would not be true);
• ψ ⇒ (φ ∧ φ′) if and only if (ψ ⇒ φ and ψ ⇒ φ′), hence μ(φ ∧ φ′) = μ(φ) ∩ μ(φ′);
• if r ≤ q, then 〈a〉qφ ⇒ 〈a〉rφ, hence μ(〈a〉qφ) ⊆ μ(〈a〉rφ).
The fact that μ is super-additive is vacuously true because no two μ(φi) are disjoint. Indeed μ(φ1) ∩ μ(φ2) always
contain μ(φ1 ∧ φ2). Hence, μ defines a proper abstract infLMP and we can take its image under G.
Let F be the set of formulas we want to specify, and let {〈ai〉qiφi} be the set of outermost modal formulas occurring in F .
For example, the formula (〈a1〉1φ1 ∧〈a2〉1φ2)∨ (〈a3〉1φ3 ∧ (〈a4〉1φ4 ∨〈a5〉1φ5))would generate the set of modal formulas{〈ai〉1φi|1 ≤ i ≤ 5}. Consider the following member of σ(μ(L∨)):
a := ⋂
ϕ∈F
μ(ϕ)\ ∪ {μ(φ)|ψ † ⇒ φ and φ ∈ L∨}︸ ︷︷ ︸
M:=
where ψ † := ∧i〈ai〉qiφi.
We show that it is non-empty, as ψ † ∈ a. It is straightforward to see that ψ † ⇒ ϕ for every ϕ ∈ F , and hence belongs to
every μ(ϕ). Moreover, by definition of μ and ψ †, we have that ψ † belongs to none of the sets ofM.
Since iμ is an isomorphism of σ -BA, iμ(a) is therefore non-empty and can be written as
iμ(a) =
⋂
ϕ∈F
iμ(μ(ϕ))\ ∪ {iμ(μ(φ))|ψ † ⇒ φ and φ ∈ L∨}.
Any state s of iμ(a) satisfies all formulas of F (by Lemma 6.7), and all those that they together imply. It will not satisfy any
formula of L∨ stronger than or incomparable to ψ † because any such formula φ would satisfy μ(φ) ∈ M, and Lemma 6.7
would imply that s belongs to iμ(μ(φ)), a contradiction to the fact that s is a member of iμ(a). The first statement therefore
follows. The second statement is a direct consequence of the fact that under the condition that all disjunctions appear inside
a modal formula, a state satisfies all formulas of F if and only if it satisfies ψ † and the proof is complete. 1 
This result could be used to build an approximation theory, as it is very natural to do so using formulas. This was also
proposed for LMPs by Danos and Desharnais [19] and investigated even further by Chaput et al. [7]; we believe that this is
the natural way to an approximation theory without states.
Remark 6.13. One limitation of state-based models for specification is that a disjunction property such as φ ∨φ′ cannot be
representedwithout committing in one of the disjuncts; state-basedmodelsmust usually have a state satisfying propertyφ,
a state satisfying property φ′, or even φ ∧φ′. InfLMPs can partly avoid this limitation, as shows the typical example of Fig. 1.
The transition from state s0 allows to say that the set [[〈b〉1∨〈c〉1]]will be reached with probability one, but none of the
elements of the disjunction have any guaranty of being reached with probability greater than zero. On the other hand, this
property is not available for initial states: there is no infLMP that satisfies a disjunction without satisfying at least one of the
disjuncts. Thus, the condition that disjunctions appear inside a modal formula in the second statement of Theorem 6.12 is
necessary. In this sense, the construction proposed in the proof is optimal. In order that this nice property be also available
to us for initial states, we would need to introduce, so to speak, a new level of uncertainty by defining pointed infLMPswhich
would be infLMPs that come with an initial super-additive function init over the states. Many probabilistic models come
with initial distributions, and we believe that our work can be easily adapted. Here is how the proof would be modified for
pointed infLMP. Instead of returning a state of iμ(a), we obtain a pointed infLMP by letting init(iμ(a)) := 1 and 0 elsewhere.
No condition on the set of formulas is needed.
6.2. Adjoint functors for LMPs
From Proposition 6.8 we get that for any infLMPa μ : L∨ → A and any infLMP S ,
G ◦ F ◦ G(μ) ∼= G(μ) and F ◦ G ◦ F(S) ∼= F(S).
1 Actually, for the second statement it can be proven that a is the atom {ψ †}, and hence iμ(a) is a singleton, but it is not relevant for this proof.
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This seems to indicate thatF is the left adjoint of G. Unfortunately, such an adjunction cannot be realizedwith a logicweaker
than L∞ in the definition of infLMPa (instead of L∨), because negation and infinite conjunction are needed to characterize
bisimilarity for infLMPs. Nevertheless, if we restrict ourselves to LMPs (which is the case we are ultimately interested in)
and slightly modify G, we do have adjunction. This modification is necessary because G(F(S)) is not always an LMP even if
S is. Moreover, we will show in the next section that there is nevertheless a Galois connection.
In the following, LMPa is the full subcategory of infLMPa that is induced by {F(S)|S is an LMP}.
Definition 6.14. Let G(μ) = (Sμ,μ, hμ). Then we define G˜ : Obj(LMPa) → Obj(LMP) as G˜(μ) = (Sμ,μ, h˜) where
h˜μ,a(s, ·) is the unique measure that extends
h˜μ,a(s, [[φ]]G(μ)) = hμ,a(s, [[φ]]G(μ)).
We also define μ : G(μ) → G˜(μ) as the identity map on states.
Lemma 6.15. G˜ of Definition 6.14 is well defined.
Proof. Since the sets [[φ]]G(μ) form a π-system that generates μ, the unicity is given by the well-known theorem on the
unicity of measures (see [14]). The existence is given by the fact that μ ∈ LMPa. Indeed, let S such that FS = μ. Consider
ηS given by Proposition 6.10 and define for any s ∈ Sμ, A ∈ μ,
h˜μ,a(s, A) = hSa
(
s0, η
−1
S A
)
,
where s0 ∈ η−1S (s). Clearly, this definition is independent of the choice of s0 and proves that such a measure exists. 
Definition 6.16. Letμ andμ′ two LMPa, and ρ : μ′ ↪→ μ a morphism of LMPa. Let G˜(ρ) be the unique morphism of LMP,
such that
G(μ) G(ρ)  
μ

G(μ′)
μ′

G˜(μ) ∃! G˜(ρ)   G˜(μ′)
Proof. [that Definition 6.16 is well defined] Existence and unicity are a direct consequence of the fact that μ and μ′ are
identities on states. The fact that G˜(ρ) is a zigzag morphism follows again from the theorem on the unicity of measures and
the fact that G˜(μ) and G˜(μ′) are LMPs whose transition functions coincide on formulas, i.e., for any formula φ,
h˜μ,a
(
s, G˜(ρ)−1([[φ]]G˜(μ′))
)
= h˜μ′,a
(
G˜(ρ)(s), [[φ]]G˜(μ′)
)
. 
Proposition 6.17. If S is an LMP, the map η˜S : S → G˜ ◦ F(S) which associates to each state s ∈ S its L∨-equivalence class is a
zigzag morphism.
Proof. The claim follows from the proof that G˜ is well defined, that is, one can take the transition function hSa to define
h˜μ,a. 
Theorem 6.18. G˜ is a functor.
Proof. Since G˜ is well defined both on objects and morphisms, we only have to show that G˜(id) = id and that G˜(ρ ◦ ρ′) =
G˜(ρ′) ◦ G˜(ρ). This follows straightforwardly from the fact G is itself a functor and that the diagram in Definition 6.16
commutes. 
We are now ready to prove the main result of this section.
Theorem 6.19. Let FLMP be the restriction of F to the category LMP and let η˜S : ILMP •−→ (G˜ ◦ FLMP) such that η˜S
is the co-simulation morphism defined in Proposition 6.17. Then (FLMP, G˜) is an adjunction pair whose natural transforma-
tion is η˜S .
J. Desharnais et al. / Information and Computation 209 (2011) 850–871 867
Proof. Let f : S  G˜(μ : L∨ → A) a morphism of LMP such thatμ : L∨ → A ∈ LMPa. We have to show that there exists
a unique morphism f # : (μ : L∨ → A) → F(S) of LMPa such that the following diagram commute
S η˜S  
f  


 G˜(F(S))
G˜(f #)

G˜(μ : L∨ → A)
Existence of f #. Put f #(A) := f−1(iμ(A)) for any A ∈ σ(μ(L∨)), where iμ : σ(μ(L∨)) → μ is the isomorphism given
by the definition of G (and hence of G˜) applied toμ : L∨ → A. Clearly, f # is a monomorphism of σ -BA because so is iμ and
because f is a surjective measurable function. Let us show that the following triangle is well defined and commutes:
L∨ [[·]]S
μ





σ([[L∨]]S)
σ (μ(L∨))
 
f #
 ⊆ 
⊆ A
Let φ ∈ L∨, by Proposition 3.7 we have f−1([[φ]]G˜(μ)) = [[φ]]S . Thus,
f #(μ(φ)) = f−1(iμ(μ(φ))) = f−1([[φ]]G˜(μ)) = [[φ]]S (9)
as wanted. Note that the triangle is well defined (i.e. f #(σ (μ(L∨))) ⊆ σ([[L∨]]S) because of Eq. (9) and because of the fact
that μ(L∨) and [[L∨]]S generate σ(μ(L∨)) and σ([[L∨]]S) respectively.
Let us now show that the first diagram above commutes. Let s ∈ S . Since f is a zigzag morphism, it follows from
Proposition 3.7 that f−1(f (s)) is a set of states that are all L∨-equivalent. By Proposition 6.17, η˜S(f−1(f (s))) is therefore a
singleton. Thus, η˜S(f−1(f (s))) = {η˜S(s)}. Since f is surjective, it follows from the definition of G˜ that the set of atoms of
σ(μ(L∨)) is exactly the set {i−1μ (f (s)) : s ∈ S}. Hence, for any such atom f (s),
f #
(
i−1μ (f (s))
)
= f−1
(
iμ
(
i−1μ (f (s))
))
= f−1(f (s)).
Thus, G˜(f #) associates every atom of σ([[L∨]]S) contained in f−1(f (s)) to f (s). Since the set of all such atoms is exactly
η˜S(f−1(f (s))), and since η˜S(f−1(f (s))) = {η˜S(s)}, we have that G˜(f #)(η˜S(s)) = f (s), as wanted.
Unicity of f #. Let g# be any morphism of LMPa that has the same properties. Since η˜S is surjective, we must have
G˜(f #) = G˜(g#). By the definition of G (and hence of G˜), we have that
iF(S)f # i−1μ = iF(S) g# i−1μ ,
where iF(S) : σ([[L∨]]S) → F(S) is the isomorphism given by the definition of G (and hence of G˜) applied to F(S). Since
both iF(S) and iμ are isomorphisms, we must have f # = g#, as wanted. 
The following example shows that G and G˜ do not always agree on LMPs.
Example 6.20. Consider F(S2)where S2 is depicted in Fig. 7. Its image under G˜ is a 3 state process similar to S2 where dead
states have been merged. This is not equivalent to its image under G which is depicted on the right of the same figure.
6.3. Galois connection
As mentioned before, we do not have an adjunction for infLMPs because the logic L∨ is too weak. Nevertheless we now
show that we have a Galois connection
μ ≤ F(S ′) ⇐⇒ G(μ) ≤ S ′
between infLMP and infLMPa with the following preorders:
• S ≤ S ′ if there is a L∨-simulation map f : S/L∨ → S′/L∨
We say that f : T → T ′ is a L∨-simulation map if it is measurable and
ha(s, [[φ]]T ) ≤ h′a(f (s), [[φ]]T ′) ∀φ ∈ L∨;
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• μ ≤ μ′ if there is a simulation map ρ : μ′ → μ, i.e. ρ is an homomorphism of σ -BA from σ(μ′(L∨)) to σ(μ(L∨))
such that
μ  ρμ′.
These preorders are quite natural and close to the notion of simulation morphisms [17]. The fact that we require the L∨-
simulation map to be from S/L∨ to S ′/L∨ instead of from S to S ′ in the definition of S ≤ S ′ makes the definition weaker,
hence allowingmore processes to be related. It is illustrated in the following example andwill be used in Lemma 6.25 below.
Example 6.21. Theprocesses of Figs. 1 and7 are related through thepreorder on infLMPs. Indeed,wehave thatS1 ≤ T2 ≤ T1
and G(F(S3)) ≤≥ S3 ≤≥ S2, where ≤≥ means that both ≤ and ≥ holds. On the contrary, we also have T1 ≤ T2 ≤ S1.
Moreover, the fact that the preorder demands the L∨-morphism to be defined on quotient is crucial to have the relation
G(F(S3)) ≤ S3: indeed, there is no L∨-morphism from G(F(S3)) to S3.
Note that compared to the co-simulation morphisms of Def 2.5, the L∨-simulation maps have the inequality reversed
but are also slightly weaker because we consider ha(s, [[φ]]T ) on the right-hand side, instead of ha(s, f−1([[φ]]T ′)).
We now show that the defined relations are indeed preorders.
Lemma 6.22. ≤ is a preorder in both categories and L∨-simulation maps are preserved by composition.
Proof. Transitivity is by composition of the definedmaps in both categories. Reflexivity comes from the fact that the identity
maps areL∨-simulationmaps and simulationmaps respectively.We do not have anti-symmetry because S ≤ S′ and S ′ ≤ S
only implies that S and S ′ are L∨-equivalent, which is weaker than both equality and bisimilarity, except for LMPs. 
To prove the Galois connection, we need to prove a few results.
Lemma 6.23. If f : S → S′ is a L∨-simulation map in infLMP then F(f ) is a simulation map in infLMPa.
Proof. The same definition of F is used for L∨-simulation maps as for morphisms, that is, F(f ) = f−1 restricted to
σ([[L∨]]S′), which is obviously an homomorphism of σ -BA. We have to prove thatμ  F(f )μ′, that is, [[φ]]S ⊆ f−1[[φ]]S′ .
This is proved by the following standard argument, by structural induction on formulas. The base case, , is clear. Let
[[φi]]S ⊆ f−1[[φi]]S′ for i = 1, 2. Then, since f−1 distributes over intersection andunion and since [[φ1∧φ2]] = [[φ1]]∩[[φ2]],
we have the result for φ1 ∧ φ2 and similarly for φ1 ∨ φ2. Now since f is an L∨-simulation map,
ha(s, [[φ]]S) ≤ h′a(f (s), [[φ]]S′) ∀φ ∈ L∨;
and hence [[〈a〉qφ]]S ⊆ f−1[[〈a〉qφ]]S′ , as wanted. Thus we have proven that for all φ, we have μ(φ)  F(f )μ′(φ). 
Lemma 6.24. If ρ : μ′ → μ is a simulation map in infLMPa then G(ρ) is an L∨-simulation map in infLMP.
Proof. Here again, G(ρ) : (Sμ,μ, hμ) → (Sμ′ , μ′ , hμ′) is defined as for regular morphisms. Similarly as in the proof
related to Definition 6.4, Lemma 5.5 implies that G(ρ) is measurable. We now have to show that, given any s ∈ Sμ, a ∈ L
and ψ ∈ L∨, we have hμ,a(s, [[ψ]]G(μ)) ≤ hμ′,a(G(ρ)(s), [[ψ]]G(μ′)) or, in other words, that
sup
iμ(μ(φ))⊆[[ψ]]G(μ)
qa,φ(s) ≤ sup
iμ′ (μ′(φ))⊆[[ψ]]G(μ′)
q′a,φ(G(ρ)(s)),
which is equivalent to qa,ψ (s) ≤ q′a,ψ (G(ρ)(s)), because [[ψ]]G(μ) = iμ(μ(ψ)) by Lemma 6.7, and, as in the proof related
to Definition 6.4, because of the super-additivity condition on μ (Definition 5.6) applied on a single formula ψ .
Hence we must show that
sup{q : s ∈ iμ(μ(〈a〉qψ))} ≤ sup{q : G(ρ)(s) ∈ iμ′(μ′(〈a〉qψ))}.
Sinceρ is a simulationmap,wehaveμ(〈a〉qψ)  ρμ′(〈a〉qψ) for all a and q. This implies iμ(μ(〈a〉qψ)) ⊆ iμ(ρμ′(〈a〉qψ))
= (Gρ)−1iμ′(μ′(〈a〉qψ)) and hence if s ∈ iμ(μ(〈a〉qψ)), then G(ρ)(s) ∈ iμ′(μ′(〈a〉qψ)), as wanted. 
The following lemma is needed in the proof of the Galois connection, and it is the main reason why we require the
L∨-simulation map to live on the quotients by L∨ in the definition of S ≤ S ′. Otherwise, the choice of an image in S for any
equivalence class of G(F(S)) would not be canonical.
Lemma 6.25. For all infLMP S we have G(F(S)) ≤ S , that is, there is a L∨-simulation map m : G(F(S))/L∨ → S/L∨.
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Proof. Note that the states of both G(F(S)) and S/L∨ are the L∨-equivalence classes of S . Thus G(F(S))/L∨ ∼= G(F(S));
by abuse of notation, we will consider this as equality, writing a state of G(F(S))/L∨ as [s] instead of the class that contains[s] as its unique element. Now, letm be the identitymap between the states of G(F(S))/L∨ and S/L∨. Then for anyφ ∈ L∨,
we have
hGFS/L∨a ([s], [[φ]]GFS/L∨)) = hGFSa ([s], [[φ]]GF ))
= hGFSa (η˜S(s), [[φ]]GF )) (10)
= ha
(
s, η˜−1S ([[φ]]GF )
)
) (11)
= ha(s, [[φ]]S))) (12)
= h∨a (m([s]), [[φ]]S/L∨))), (13)
where Eq. (10) is by definition of η˜S (see Proposition 6.10); Eq. (11) is obtained by observing that Eq. (7) in the proof of
Proposition 6.10 is an equality when Aˆ is a formula; Eq. (12) follows from Eq. (11) by using structural induction on formulas,
similarly as for the proof of Proposition 3.7; finally, Eq. (13) is a consequence of Eq. (3). Consequently,m is a L∨-simulation
map.
Lemma 6.26. F(S) and F(S/L∨) are isomorphic as objects of infLMPa.
Proof. This follows straightforwardly by Eq. (3). 
We are now ready to prove the main result of this section.
Theorem 6.27. We have a Galois connection between infLMP and infLMPa, that is,
μ ≤ F(S ′) ⇐⇒ G(μ) ≤ S ′.
Proof. (⇒): let μ ≤ F(S ′). Then there is a simulation map ρ : F(S ′) → μ. By Lemma 6.24, G(ρ) is an L∨-simulation
map from G(μ) to G(F(S ′)). Then, by the same abuse of notation as in the preceding proof, we write G(μ) = G(μ)/L∨ and
similarly G(F(S ′)) = G(F(S ′))/L∨. Thus, we conclude that G(μ) ≤ G(F(S ′)). By Lemma 6.25 we have G(F(S ′)) ≤ S ′ and
the proof follows from the transitivity of≤.
(⇐): let G(μ) ≤ S ′. Then there is a L∨-simulation map f : G(μ)/L∨ → S′/L∨. By Lemma 6.23, F(f ) is a simulation
map from F(S ′/L∨) to F(G(μ)/L∨), and hence F(G(μ)/L∨) ≤ F(S ′/L∨). Now we also have F(S ′) ∼= F(S ′/L∨) by
Lemma 6.26. Similarly, by the same lemma, we haveF(G(μ)/L∨) ∼= F(G(μ)). Moreover, by Proposition 6.8,F(G(μ)) ∼= μ.
Summarizing, we obtain
μ ∼= (F(G(μ))) ∼= F(G(μ)/L∨) ≤ F(S ′/L∨) ∼= F(S ′). 
7. Conclusion
We have introduced processes with a simple structure, infLMPs, that encode both non-determinism and probabilistic
behavior. We showed that this simple structure is rich enough by exhibiting many relations between them and probabilistic
automata, awell-studiedmodel of non-deterministic andprobabilistic systems.Weshowedhowone can construct an infLMP
from a PA and conversely in such away that, notably, bisimulation is preserved.Moreover, we define a positive logic together
with may and must semantics such that every model is logically equivalent to its corresponding one in both directions.
The main result of this paper is that infLMPs are a suitable abstraction for probabilistic processes properties like LMPs
showing the relation between infLMPs and their abstract counterpart. This is a first step toward a Stone-type duality theory
that allows to manipulating properties only and stop considering states as a central concept. The two proposed functors
allow to go back and forth between the concrete and abstract worlds and give rise to a Galois connection.
As explained in Section 6.1, it is easier to build an approximation theory when working only with properties (without
states). The fact that there always exists an infLMP that satisfies any countable set of properties ofL∨ (Theorem6.12) indicates
that infLMPs are a good level of generality if onewants to approximates stochastic processes. Approximating processes using
properties has already been proposed for LMPs by Danos and Desharnais [19]. They showed that such approximations are
not always LMPs. We propose an even weaker structure and hence endorse the use of an underspecified structure.
As future work, we plan to construct algorithms that will deal with infLMPs and their abstractions. Moreover, we want
to generalize these ideas to the reinforcement learning (RL) framework. In RL, people are dealing with a kind of LMPS with
rewards (called MDP). We think that a theory of approximations based on properties will be of interest there, especially
because themain problem encountered in RL is the size of themodel. Finally, wewill studymore deeply the use of infLMPs as
encoders of amixofprobabilistic andnon-deterministic choice, inparticular byanalyzing theassociateddemonic schedulers.
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Appendix A. Event bisimilarity vs state bisimilarity
In this section, we show that event bisimilarity and state bisimilarity behave in the same way as for LMPs. Proofs follow
the lines of what is done for LMPs in Danos et al. [4], but it is adapted to infLMPs.
Let R be a symmetric relation. We write ϒ(R) for the set of R-closed subsets of S; this is a σ -algebra, since it is clearly
closed under any union or intersection, and also closed under complement because our notion of closure is symmetric in R
(i.e., a set is R-closed iff it is R−1-closed). We also write (R) for  ∩ ϒ(R) which is the set of R-closed subsets in , and
forms a sub-σ -algebra of .
Definition A.1. Given an infLMP S , a (state) bisimulation relation R is a symmetric binary relation on S such that whenever
(s, t) ∈ R and C ∈ (R), then for all labels a, ha(s, C) = ha(t, C). We say that s and t are (state) bisimilar if there is any
bisimulation R such that (s, t) ∈ R.
Event bisimulation is closer to what we encounter in probability theory, where states are often irrelevant and where one
focusses on events instead. We say that C ⊆  is stable if for all C ∈ C, a ∈ L, q ∈ [0, 1] ∩ Q, 〈a〉qC := {s ∈ S|ha(s, C) ≥
q} ∈ C. By measurability of h, this is always in .
Definition A.2. An event bisimulation on an infLMP (S, , h) is a sub-σ -algebra  of  such that (S, , h) is an infLMP.
The comparison of state and event bisimulation can be done by converting to an equivalence relation between states as
follows. If C is a subset of, we define an equivalence relation≡C on S by (s, t) ∈≡C if for all A ∈ C, s ∈ A ⇔ t ∈ A, that is,
if s and t cannot be separated by a set in C. We will refer to both and its associated equivalence≡ as event bisimulation.
For countable or analytic processes, the two definitions are equivalent [4]. The benefit of event bisimulation is gained for
non-analytic processes.
Lemma A.3. Given an infLMP (S, , h), a relation R is a state bisimulation iff (S, (R), h) is an infLMP.
Proof. Let A be in , and a be an action. We show first that ha(· , A) is (R)-measurable iff it is constant on R-classes.⇐: Since ha(· , A) is -measurable, 〈a〉r(A) := h−1a (· , A)[r, 1] is in , and since ha(· , A) is constant on R-classes, 〈a〉r(A)
is also R-closed. Hence 〈a〉r(A) ∈ (R), for all r, which is equivalent to saying that ha(· , A) is (R)-measurable.⇒: Since ha(· , A) is (R)-measurable, for every r ∈ [0, 1], 〈a〉r(A) is in (R) and therefore R-closed, which is equivalent
to saying that ha(· , A) is constant in R-classes.
By definition, R is a state bisimulation iff for all A in(R), a ∈ L, ha(· , A) is constant on R-classes, which by the argument
above is iff ha(· , A) is (R)-measurable, which by definition is iff (S, (R), h) is an infLMP. 
Proposition A.4. If R is a state bisimulation, then ≡(R) is a state bisimulation and an event bisimulation.
Proof. By Lemma A.3, R is a state bisimulation iff (R) is an event bisimulation, that is iff ≡(R) is an event bisimulation.
It remains to show that ≡(R) is also a state bisimulation. Again by Lemma A.3 this amounts to saying that (≡(R)) is an
event bisimulation, but by Lemma A.5 below,(≡(R)) is no other than(R), which is an event bisimulation by Lemma A.3
again. 
Lemma A.5. If R is a state bisimulation, then (R) = (≡(R)).
Proof. (R) ⊇ (≡(R)) because R ⊆≡(R). For inclusion, let X ∈ (R), then X is ≡(R)-closed and in . Thus it is in
(≡(R)). 
Lemma A.6 ([19]). Let (S, ) be an analytic space, and C ⊆  be countable, with S ∈ C, then (≡C) = σ(C).
Lemma A.7. If (S, , h) is an infLMP with (S, ) an analytic space and is a countably generated event bisimulation, then≡
is a state bisimulation.
Proof. Pick C countable, containing S, and generating . We have ≡C = ≡ because if s, t are not separated within some
D, then they are not separated neither by complements of sets in D, nor by arbitrary unions, so ≡D = ≡σ(D . Hence, by
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Lemma A.6, we also have (≡) = σ(C) = , so that (≡) is an event bisimulation, and by Lemma A.3, ≡ is a state
bisimulation. 
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