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1. INTRODUCTION 
In this paper we study a class of quasilinear evolution equations. 
Specifically we examine 
qo + d-qt) + Ax(t) = F(t, x(t), i(t)), 
x(O) = rp, (1.1) 
i(0) = ly. 
Here, A is an unbounded linear operator which maps a Banach space X into 
itself and a is a positive constants. The function F maps [0, T] x X x X to X, 
and is nonlinear and possibly unbounded. We establish local existence of 
solutions to (1 . 1 ), provide criteria for the continuation of these solutions and 
examine the asymptotic behavior of these solutions. As a model for (1.1) we 
consider the following equation, which arises in the mathematical study of 
transverse motion of an extensible beam. 
+ 6 au/at = 0, (1.2) 
u(0, t) = u( 1, t) = U,,(O, t) = a,,( 1, t) = 0. 
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Or we may consider the strongly damped nonlinear wave equation 
w,, - a dw, - dw =f(Vw), 
w(x, 0) = (D(x), x E Q, 
WI(XI 0) = v(x), x E a, 
w(x, t) = 0, tEa2, r>o. 
In the first example Au = u,,,, is in the Hilbert space L’(O, 1) and in the 
second example A w = A w in LP(J2). 
In our treatment of (1.1) we use two of the oldest and most pedestrian 
“tricks” of ordinary differential equations. We write the second equation as a 
first order system of equations and we reduce the order of our equation. Use 
of these two devices permits us to exploit the essentially parabolic nature of 
(1.1) and to apply the abstract parabolic theory developed in Friedman [ 7 ] 
or Sobolevskii [ 15 1. 
There is much recent literature treating abstract evolution equations 
similar to ours. The interested reader is referred to Ball [ 11, Greenberg ef al. 
[ 91, Clements [3 J, and Caughey and Ellison 121. We have been particularly 
influenced by the recent work of Webb [ 18, 191. 
2. PRELIMINARIES 
Let X be a Banach space with norm ]] ]] and let A be a closed linear 
operator mapping X to itself. We further require that -A be the infinitesimal 
generator of an analytic semigroup {7’(f) 1 t > 0) on X and that 
OEp(A) and R&A) is compact for some A E p(A). (2.1) 
The resolvent identity will immediately guarantee that R(& A) is compact for 
all A E p(A) and that T(t) is a compact operator when t > 0;‘cf. [ 14, p. 471. 
Because A is the infinitesimal generator of an analytic semigroup and 
0 E p(A) it is known that there exist constants A4 and o so that [ 14, p. 721 
11 T(t)11 < MeCut, (2.2) 
(lAT(t)ll < Me-“‘/t for t > 0. 
The facts that 0 E p(A) and -A generates an analytic semigroup also 
imply that fractional powers of A can be defined. For 0 < y < 1 
A -” = l/r(y) I ’ t’-‘7-(t) dt. 0 
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The operators A -” are compact [ 14, p. 481 and are one to one. Thus we can 
define AY = (A -+‘)- ‘. The fractional powers of A have the desired algebraic 
properties and they in turn can be shown to be infinitesimal generators of 
analytic semigroups. A thorough discussion of analytic semigroups, 
compactness and fractional powers appears in Pazy [ 141. 
We now turn our attention to Cauchy initial value problems for 
inhomogeneous linear equations. Specifically if -A generates an analytic 
semigroup on X and f( . ): [0, T] + X is a uniformly Holder continuous 
function then for each x0 E X there exists a uniformly Holder continuous 
function mapping [0, T] to X which is continuously differentiable on (0, T] 
and satisfies 
zi(t) + Au(t) = f(t), (2.3) 
u(0) = x0 E x. 
The solution to (2.3) is unique and has the variation of parameters represen- 
tation: 
u(t) = T(t) x0 + [I T(t - s) f(s) ds. 
JO 
The connection between analytic semigroups and the initial value problem is 
well known. Nice treatments of the subjects are found in [7, part 21 or [ 14, 
Chap. 41. 
We make D(A) into a Banach space X, by imposing the Euclidean norm 
on the graph of A. We define 
IidA = illAd + /Iv,I/21”2~ (2.5) 
We now introduce a Banach space & where 
d=x,xx 
and 
ll[% wlllm =(llvlli + II vl1211’2* W-9 
In order to convert problem (1.1) to a first order system we introduce the 
operator a,: 8-+ 8, which is defined by 
&Iv, WI = I-v, 4 + ~~1. (2.7) 
The domain of aa is D(A) X D(A) and it is not difficult to verify that a, is 
closed linear and densely defined in X. In fact Proposition 2.2 of [ 19 ] 
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demonstrates that a, is the infinitesimal generator of an analytic semigroup 
which shall henceforth be denoted as 
Because {pa(l)} is a strongly continuous semigroup of operators there 
exist constants M and o so that 
and 
As previously mentioned the fractional powers ofA,A”are also generators 
of analytic semigroup on X. Thus we can form the Banach space X,, by 
imposing the Euclidean graph norm on D(Ay). For notational convenience 
we shall denote this spaces as X, with norm (I&. 
The nonlinear function F: [0, T] x X X X-+X is required to satisfy: 
For some yE(O, 1) and any vi, u2, wi, w,EXwith 
!;:/ < R and 11 will <R there is a constant C(R) such 
)~F(~,A-“u~,A-“w,)-F(s,A-“u~,A-“w~)II (2.10) 
< W >(I f - 4’ + II VI -Alp + IIWI - ~ZIIP)~ 
where 0 <p,< 1. 
We define the operator E( . , . , . ) by 
f(f, v, w> = 10, W, (D, WI]. (2.11) 
If rc, and rr2 project 2 onto its first and second coordinates then we can 
rewrite (1.1) as the first order system 
If we set x(f) = x1 U(f, p, v/) and y(f) = z2 i7(f, p, tq) we have 
2 (;;;) + (: ii)( 1;) = (F(f,x;), y(f)))’ 
540 
Therefore 
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w = y(t), 
w + GVl4t) + Ax(t) =F(t, x(t), i(t)). 
If w E D(Aa) and u( . ): [0, 7’1 +A’ is uniformly Holder continuous, we 
define f,( - ) : [0, T] -+ X by 
f,W=F (t,io+A-Y,,VO)ds,A-YV(t)) 
and we set 
The following proposition yields a class of approximating equations. 
PROPOSITION 2.13. Let [rp, w] E D(A^,) and suppose that u( . ): 
[0, T] --f X is uniformly Hiilder continuous; then there exists a unique 
C?,( . , rp, IJ): [O, T] -t d which satisfies 
Furthermore o,( . , q, v/) is continuous on [0, T] and continuously dl@zren- 
tiable on (0, T]. 
ProoJ The result is an immediate consequence of the theory for abstract 
Cauchy initial value problems once we verify that &( ): [0, T] --t 8 is 
uniformly Holder continuous. 
For notational convenience we suppress the [cp, w] dependence and write 
o,(t). We observe that x,(t) = 7c, i?(t) and y,(t) = ?r2 O(t); we have 
i,(t) = Y&>, (2.14) 
z?,(t) + a.AiJt) + Ax,(t) = fJt). 
We next obtain regularity and boundedness information for x,( - ). 
PROPOSITION 2.15. If [(D, w] E D(a,) then the function Ax,( . ): 
[0, T] +X is uniformly Hiilder continuous. Furthermore there exists M( . ) 
so that IIAx,(t)ll ,< M(ll u(t)ll)for t E 10, T]. 
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Proof To establish the first assertion we argue that [cp, v/l E D(a,) 
implies that o’,( . )[O, r] +2 is Holder continuous and consequently 
II‘%iO - ‘Ni~)ll G II-G(f) - X,(~M4 (2.16) 
< II q.(f) - Qr)lli. 
The second assertion follows by writing the variation of parameters represen- 
tation for the solution to (2.12), 
I’, = ~&>[~, WI + J’ Q(f - s>.L,<s> ds. 
0 
Estimating the right side of the equation by using (2.10) and the bound on 
I] ?‘,Jt)]]k we easily produce a bound for (I iZ(r)]]f and consequently we 
construct the desired bounding function for 11 Ax,(t)]]. 
The next proposition asserts that solutions to (2.12) depend continuously 
on v. 
PROPOSITION 2.17. If v,( ), v2( ): [O, T] +X are Htifder confz’nuous and 
U,,( ) and Uu2( ) are solutions to (2.12) then there exist a K and a p 
(O<p< 1)sothat 
II &,W - ~,$)tl < K ,,s;P~, /I v,(t) - “z(t)ll’. 
ProoJ We need only observe that 
II R,w - CTL*Wllf G J-’ II T,(f - ~Ml3&> - f&Ili (2.18) 
0 
and apply (2.9) and (2.10). 
From Proposition 2.17 we immediately obtain 
SUP{IlX",(f) -X&)3 II&!,W -4&N 
< K I;;~Tl II v,(r) - v,(t)]l“. 
3. LOCAL EXISTENCE AND CONTINUATION 
(2.19) 
In this section we obtain local existence for solutions to (1.1) and examine 
their continuation. Our existence theorem is based on application of the 
Schauder fixed point theorem. We adopt the notational conventions which 
appear in [7]. 
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THEOREM 3.1. Assume that A is a closed densely defined linear operator 
satisfying (2.1) and that for some ~(0 < y < 1) the nonlinear function 
F: [0, T] X X x X+X satisfies (2.10). If a > 0 and ]q, w] E D(Aa) then 
there exists a t* = t*(q, w) and x( . ): 10, t*] +X such that 
-f(t) + cull(t) + Ax(t) = F(t, x(t), x(t)), (3.2) 
X(O) = v, 
i(0) = l/Y. 
Furthermore, ifp = 1 the solution of (3.2) is unique. 
Indication of proof Because a > 0, -aA is the infinitesimal generator of 
an analytic semigroup (T(a, 7’) / t > 0} on X. Clearly fractional powers of A 
can be defined. We let Q = Q(t*, K, r,r) be the set of functions 
v( . ): [0, t*] +X which satisfy 
II 40 - ~(4 < k It - ~1~3 
u(O) = A’@. 
For 2) E Q, x,,( ) denotes the solution to (2.14) which is guaranteed by 
Proposition 2.13. If we define z,,(O) = w, z,(t) = i.,.(t) then 
x,,(t) = cp + i 
t z,(r) dr 
0 
and (2.14) can be rewritten as 
i(t) + aAz,(t) = -Ax,(t) + f,(t). 
Because lim,,, u,(t) = [top, w], lim I+0 x,(t) = rp and lim,,, zU(t) = v. 
Consequently the uniform Holder continuity of Ax,( . ) and f,( . ) on [0, T] 
permit the variation of parameters representation 
z&> = 7% t>w + 
1 
’ T(a, t - s)(f,(s) -Ax,(s)) ds. 
0 
We define a mapping on Q by G, = w,, where w,(t) = Arz,(t). Clearly Q is a 
closed convex subset of the Banach space C([O, t*], X). We argue that G,( ) 
is Holder continuous and that for an appropriate t*, K and n will ensure that 
G is a continuous mapping of Q into itself. It is not difficult to argue that the 
set hW E QI is a precompact subset of X.The standard application of the 
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Arzela-Ascoli lemma and the Schauder fixed point theorem guarantees the 
existence of u E Q so that u = G,. We set x(t) = A -‘u(t) and argue that x( ) 
is a solution to (3.2). Our method of proof is a classical one which has been 
applied to abstract equations many times, for example, [6, 15, 16, 191. In 
case p = 1 the Banach fixed point theorem can be applied instead of the 
Schauder and therefore uniqueness is assured. 
We remark that we could apply the foregoing technique to obtain local 
existence of solutions beginning with any 7 > 0. We now turn our attention 
to continuation of solutions. We begin with the more or less expected result, 
THEOREM 3.3. Assume that A satisfies (2.1) and that there exists a 
y (0 < y < 1) so that F( ) satisfies (2.10) on each finite subinterval of (0, a~); 
thert for each [(D, I+Y] E D(A) x D(A) there is a maximal interval of existence - 
for solutions to (3.2), 10, t,,,). Ift,,, < co, then hm,+,, II~?(t)ll, = co. 
Proof: We recall that we can rewrite (3.2) as the first order system (2.11) 
and we therefore have the variation of parameters representation 
Ott> = ~&)[rp, w] + 1’ FJt - s) F(s, xl o(s), 7c20(s)) ds. (3.4) 
0 
From (3.4) we deduce that if ril, = liml+ o(t) then of0 E D@,) and thus 
171, ot,,, ~2 ir,J E D(A) x D(A). 
To continue solutions we assume that x( ): [0, t] -+X satisfies (3.2). We 
then apply the local existence theorem to obtain a t, > t, and a function 
x( * 3 x(t,), .t(t,)) which satisfies (3.2) on [t,, t,] together with the initial 
conditions x(t, , x(tl), i(t,)) = x(tl) and i(t,, x(t,), @fl)) = a(t,). It is 
immediate that we have produced an extension of the solution to [0, t,]. The 
existence of a maximal interval now follows from classical arguments. 
We now assume that t,,, < 03 and that sup /la(t)& <N for some N > 0. 
Clearly the boundedness of jI.?(t)ll, implies the boundedness of IIx(t)ll, and 
IIx(t)ll. Using property (2.10) we produce an N, > 0 so that 
We observe that the argument preceding inequality (8.6) of [7, pp. 132, 133 ) 
can easily be modified to show that if 0 < h < 1 and It - s / 2 h then 
jl f’Jt + h - s) - f’J;(t - s)llX GM, h’/(t - s)‘, (3.5) 
where L is any number 0 < L < 1 and M, = M,ewlmax. (Recall M, is the 
constant of (2.9).) If 0 < t < t’ < t,,, we pick 6 > 0 so that 
409179/z I8 
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II W)b~ rl - T&N% wlllx < E whenever (t’ - t( < 6. By virtue of (3.5) we 
can choose 0 < q < E and 1 t - t’ / < min(b, q) to obtain the inequality 
< E + 3eewfmaM1 N, + E* 
I 
t-n 
M, N,(t - s)* ds. 
0 
We see that the right side of the above expression can be made arbitrarily 
small by picking 1 t - t’l sufftciently small. Thus we can conclude that 
lim t+tmax ir<t) = Of exists. Applying the previous argument we extend the 
solution past [nl otz,,, 7c 0 2 tmJ and contradict he maximality of our solution 
interval. 
If we examine the proof of Theorem 3.3 we can easily extract the 
following result. 
COROLLARY 3.6. Let A and F( - , . , . ) satisfy the conditions of Theorem 
3.3 and the condition that x( ) be a solution to (3.2) on [0, tl). If there exists 
N < 03 so that for all t E [0, t,), IIF(t, x(t), x(t))ll < N then the solution of 
(3.2) can be continued past t,. 
The next result gives conditions sufficient for global solution to (3.2). 
Essentially it requires F to be linearly bounded in (I II,, norm in the second 
place and to be linearly bounded in the third place. 
PROPOSITION 3.7. Let A and F satisfy the conditions of Theorem 3.3. In 
addition assume that there exist locally integrable functions g: ( ) (i = 1 or 2) 
and h( ) mapping [0, co) to R+ so that 
IIFk A-% YII <g&I llxll + g&) IIYII + NO. (3.8) 
Zf [qr, w] E D(A) x D(A) then (3.2) has a global solution. 
Proof We write the equations in the form (2.12) and estimate to obtain 




* M,ew(f-S' 1 g,(s) IIAWII + &II + h(s)\ ds. 
0 
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We observe that there is a constant M so that 
Since IIx(s)llA < 11 ir(s)lli and Ila(t)ll < 11 O((s)llx we can construct integrable 
functions p,( ) and p2( ) so that 
Gronwall’s lemma can be applied to conclude that II0(t)ll~ is bounded on 
any finite interval and therefore IlF(t, x(t), zi(t))ll is bounded on any finite 
interval. Corollary 3.6 ensures that solutions can be extended beyond any 
finite end point. 
We immediately obtain the following criterion for precompactness of 
solutions to (3.2). 
PROPOSITION 3.10. Let x( . )[O, 00) +X be a solution to (3.2). If IIx(t)ll, 
is bounded for t > 0 for some y (0 < y < 1) then {x(t) I t > 0) is a precompact 
subset of X. 
Proof: The boundedness of Ilx(t)ll, implies that {A”x(t) I t > 0) is a 
bounded subset of X. Thus {x(t) ) t > 0) is precompact in X because it is the 
image of a bounded set under the compact ransformation A-“. 
4. EXAMPLES 
In order to illustr,ate potential avenues of application of our theory we 
return to the examples presented at the beginning of the paper. We consider 
the fifth order partial differential equation 
8u/at2 t aa“u/ax4 - (/3 - k I,’ [a~(& t)/a<]’ dc) c?~u/~x’ 
(4.1) 
t cak/ax4 at - 0 
I 
’ (au/a~)(a%/a< at) a( abjax2 t 6 au/at = 0, 
0 
u(0, t) = u( 1, t) = u,,(O, t) = U,,( 1, t) = 0, 
where the constants a, k, c, u are positive. Although it is unnecessary, for 
present purposes we shall require that /I be non-negative; the sign of 6 is 
unrestricted. We shall simplify our subsequent analysis and lose no 
generality if we assume y = a = /I = k = c = 1. The constant c shall become 
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the GI of Theorem 3.1. We interpret (4.1) abstractly in the Hilbert space 
X=L*[O, I] as follows: 
= {u E X 1 u, u’, u”, u”’ are absolutely continuous 
u”” E x; u(0) = u(1) = u”(0) = u”(1) = 0). 
It is not difficult to show that A so defined is a self-adjoint accretive 
operator. In fact it is possible to produce an explicit spectral representation 
for A, which is known to have eigenvalues (n~)~ and corresponding complete 
orthonormal sequence of eigenvectors z,(s) = $. sin nrrs. We can write 
Au = -? (n~)~ (u, z,) z,. 
,:1 
(4.2) 
Use of elementary Hilbert space spectral theory allows us to represent he 
semigroup generated by -A as 
T(t)24 = 2 exp(-(nrr)” t)(u, z”) z,. 
n=1 
Furthermore if t > 0 




and it is simple to show that 
1:~ sup t llA(t)ll < co. 
Thus we can invoke Theorem 5.2 of [ 14, p. 611 to ensure that there exists an 
M > 0 so that 
IIW,AII <WI + PO-‘. 
This implies that -A generates an analytic semigroup and that fractional 
powers of A can be defined. These fractional powers have the explicit 
representation 
A”u = 2 ((n7~)~)~ (u, zn) z,. 
n=1 
(4.5) 
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In particular 




A-b = G (l/nrQ4 (u, z,> z,. 
n-i* 
(4.7) 
We see via (4.7) that A-’ can be uniformly approximated by operators of 
finite rank and therefore A-’ is compact; we have verified that the operator 
A satisfies (2.1). The operator A”* is known (cf. [16]) to satisfy 
A 112 = u/r 3 
D(A’/*) = (U 1 U, U’ are absolutely continuous; U” E X and u(0) = u(1) = 0) 
and one easily m-ascertains that A’/* is a positive self-adjoint m-accretive 
operator which satisfies (2.1). Furthermore, 
A”4~ = f (m)(u, zn) z,, (4.8) 
n=1 
and consequently 
I ; (u’ I* = ngI (m)* ((u, z”))” = ((AU4u((*. 
Moreover 
= (Au4u, A1’4u). 
We define a nonlinear function F( , ): X x X -+ X by the equation 
F(u,v)=-{(l +lIA”4~j(2)A “*u + (Au4u, A1’4u) A”*u + 60). (4.9) 
It is not difftcult to verify that F( , ) so defined satisfies (2.10) with constant 
y E (3/4, 1). We now rewrite Eq. (4.1) in the Hilbert space x as 
Z(t) + Ax(t) + Al(t) + F(x(t), i(t)) = 0 (4.10) 
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or 
Z(t) + Ax(t) + Ai + (1 + (IA “3x(,)\]*) A“2X(f) 
+ (A 1’4~(t), A1’4i(t)) A”*x(t) + c%(t) = 0, (4.11) 
X(O) = cp, 
i(0) = y. 
If [q, t,u] E D(A) x D(A), Theorem 3.1 guarantees local existence of 
solutions. Because the constant p can be taken as one, the solutions are 
unique. We now wish to argue that our solutions are global. Let T > 0 and 
assume that a solution to (3.2) exists on [0, T). We compute the L2 inner 
product of (4.11) with i(t) to obtain 
(W, $0) + (Ax(f), i(t)) + (A% W) 
+ (1 + (~A1’4~(t)~~2)(A1’2x(t), i(t)) 
+ (A ““x(t), A ““i(t))(A “*x(t), i(t)) t @i(t), i(t)) 
= (Z(t), i(t)) t (Al/*x(t), A”‘i(t)) + (Ai( i(t)) 
+ (A1’4~(t), A1’4i(t)) + )I A1’4~(t)l12 (A 1’4~(t), A”4i(t)) 
+ ((A”4~(t), A1’4i(t)))2 + &i(t), i(t)) 
+ ((A1’4~(t), A1’4f(t)))2 + 6 IIi(t)((’ = 0. 
Because A is accretive we can integrate the above inequality on (0, t) and 
deduce that ]]~Y(t)l], IIA”*x(f)lj and \]A 1’4~(t)l( are bounded independently of 
t E (0, ‘T). Consequently l]F(x(t), a(t))]1 is bounded on (0, 7’) and by virtue of 
Corollary 3.6 the solution can be extended beyond T. Since the solution can 
be continued beyond T for any finite T, t,,, = 00. 
We now turn our attention to the strongly damped nonlinear wave 
equation. We consider 
W,,-saw,-Llw=f(V. w), a > 0, 
w(x, 0) = (D(x), 
Wt(X, 0) = ‘Y(x), 
w(x, t) = 0, 
x E R, 
x E R, 
saf2, 00. 
(4.13) 
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Here R is required to be bounded domain with smooth boundary in R” and f 
is required to be a Holder continuous function with exponent p and Holder 
constant depending on the magnitude of the argument. We let 1 < p < co 
and set the equation in the Banach space LP(R). We specify 
Au = -Au, 
D(A) = b$m(f2) n e(f2). 
It is known [14, pp. 139-1421 that -A so defined is the infinitesimal 
generator of an-analytic semigroup; furthermore for every 8 > 0 
We translate A, i.e., if c > 0 we set 
A 1 = A + cl. 
Because 0 E p(A, ) we can define fractional powers of A,. It is also known 
[ 15, pp. 56,571 that we can choose p sufficiently large so that A; I exists and 
is completely continuous; if y E (f, 1) then the operators A;y and t3/tJxiA;” 
are completely continuous from the space Lp(0) to a space of functions 
which satisfy a Holder condition. 
It is clear that the operator F( , ) defined by F(u, U) = cu + f(Vu) + cm 
can be shown to satisfy condition (2.10). We have therefore demonstrated 
the existence of solutions to (4.13) in the sense that we have provided local 
existence of solutions to 
i(t) + A 1 i(t) + Ax(t) = F(x(t), i(t)). 
If F( , ) is linearly bounded in the fashion of (3.8) we are assured global 
existence of solutions. We could write these equations as a first order system 
and obtain growth estimates on j/x(t)l], IIAx(t)il and IIi(t)]l. In certain cases 
these estimates would ensure precompactness of solutions. 
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