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Different neuroimaging techniques can monitor the brain activity. 
Electroencephalogram (EEG) is the most accessible neuroimaging technique; it is not only 
cost-efficient, but also its initial setup does not need extensive training or expertise. 
Employing EEG systems can facilitate monitoring the progress of neurophysiological 
disorders or detecting their onsets. In this dissertation, we introduce a comprehensive 
method to cover a variety of brain disorders such as detecting seizures, which affects more 
than 70 million people around the world, and reporting potential concussive injuries; about 
3 million people experience one concussive incident every year in the US. Besides 
detecting and diagnosing neurological disorders, EEG signals can also be used in 
developing applications to increase the quality of life of individuals whose ability to control 
their movements or communicate is hindered, as observed in paralyzed or amyotrophic 
lateral sclerosis (ALS) patients. Brain–computer interface (BCI) systems convey 
commands from the brain to an external machine instead of the muscle, which is not 
connected to the brain due to neurodegenerative diseases that target the muscle neurons. 
EEG applications are growing rapidly; to increase the feasibility of the EEG 
applications, a universal approach is needed to aggregate different applications. One of the 
 
challenges of previously automated diagnostic systems is enhancing the system 
performance, where most of the algorithms are patient (subject) -specific and need a prior 
sample of abnormal EEG signals for further detection or analysis of the same category of 
disorders. 
It is therefore essential to develop a system for monitoring the healthy brain, like 
systems used for a regular check-up of the body. These systems need to be cost-efficient, 
with minimum calibration setup, and accessible for the majority of the population. Here, 
we introduce a comprehensive non-patient-specific EEG technique which can be used in 
multiple applications. In particular we use it to report concussive injuries and seizure 
attacks to the brain. We also show how this approach can be used to perform as a BCI 







To My loved ones, family, and friends and specially to Maman Ashi and Maman Ezzat 





The completion of my dissertation would not have been possible without the 
support of my adviser Prof. Khalid Sayood. I want to express my deeply gratitude to him, 
for his guidance throughout my PhD program and his thoughtful revisions to improve this 
dissertation. He introduced me to several exciting research areas and sharpened my 
thinking. He showed unlimited patience in my mistakes and gave me most invaluable 
advice. I’m deeply indebted to his life lessons. I sincerely thank Dr. Michael Hoffman and 
Dr. Hasan Otu for their insightful and helpful feedback on my dissertation. I have grown a 
lot personally and academically thanks to them. I would also like to thank my other 
committee members Dr. Yingying Wang, and Dr. Sanjay Singh for serving in my 
committee. I feel honored that I had their support during my doctoral study. 
I cannot begin to express my gratitude towards my family, specifically to my 
beloved parents and sisters, who deserves endless recognition for their support during these 
30 years of my life. I would like to thank my second family – my close friends – for sending 
their unconditional support and positive energy my way from all over the world. I am 
fortunate to join the OIL group and thank all my lab mates: Roxy, Keith Murray, Brittany 
Sullivan, Sree Chanumolu, Poupack Baghery, Garin Newcomb, Joel Mohrmann, and to all 
of my colleagues I had the pleasure of meeting over the years.  
Lastly, but most importantly, I want to express my utmost gratitude to my 
colleague, my best friend and my partner, Dr. Dicle Yalcin. I thank her for her 
unconditional support, and endless motivations. Without her presence and endurance, this 
journey would not be as delightful as it was.  
vi 
PREFACE  
The work described in Chapter 4 was presented at: A. Mansouri, S. Singh and K. Sayood, 
"Hierarchal online temporal and spatial EEG seizure detection," in 2017 IEEE 
International Conference on Electro Information Technology (EIT), IEEE, 2017, pp. 416-
421. 
The work described in Chapter 4 was published as: Mansouri, Amirsalar, Sanjay P. Singh, 
and Khalid Sayood. "Online EEG seizure detection and localization." Algorithms 12.9 
(2019): 176. 
The work described in Chapter 5 has been submitted to Neurotrauma reports. A Routine 
EEG Monitoring System for Automated Sports-Related Concussion Detection" A. 
Mansouri, P. Ledwidge, K. Sayood, D. L. Molfese. 
The work described in Chapter 6, is expected to be included in a manuscript A. Mansouri, 
K. Pitt, K. Sayood, “Toward a generalized network-based model to support brain-
computer interface applications,” (in preparation for submission). 
Work not reported in this dissertation was published as: 
X. Kong, D. Li, A. Mansouri, G. Kang, K. Sayood, J. West and C. Wood, "Bone Marrow 
Derived SH-SY5Y Neuroblastoma Cells Infected by Kaposi’s Sarcoma Herpes Virus 
(KSHV) Display Unique Infection Phenotypes and Growth Properties," Journal of 
Virology, pp. JVI--00003, 2021. (X. Kong, D. Li, and A. Mansouri contributed equally to 




Table of Contents 
PREFACE ....................................................................................................................................... vi 
List of Tables .................................................................................................................................. xi 
List of Figures ................................................................................................................................ xii 
List of Abbreviations .................................................................................................................... xiv 
1. CHAPTER 1: INTRODUCTION ............................................................................................ 1 
1.1 History of brain study ...................................................................................................... 1 
1.2 Brain signals..................................................................................................................... 2 
1.3 EEG (summation and blended and degraded signal on scalp) ......................................... 7 
1.4 Neurological disorders/diseases (or rehabilitation (BCI)) ............................................. 11 
1.4.1 Epilepsy.................................................................................................................. 12 
1.4.2 TBI ......................................................................................................................... 13 
1.4.3 ALS, MS, and spinal cord injuries ......................................................................... 15 
1.5 Brain states transition ..................................................................................................... 15 
1.5.1 Structural changes and different functional transitions .......................................... 15 
1.5.2 BCI and stimulated brain states ............................................................................. 16 
1.6 Goal and Approaches ..................................................................................................... 17 
1.6.1 Non-patients specific ............................................................................................. 18 
1.6.2 Comprehensive method.......................................................................................... 18 
1.6.3 Outline of the Dissertation ..................................................................................... 18 
2 CHAPTER 2: LITERATURE REVIEW ............................................................................... 20 
2.1 Seizure detection studies: ............................................................................................... 21 
viii 
2.2 Concussion studies: ........................................................................................................ 23 
2.3 BCI studies: .................................................................................................................... 25 
3 CHAPTER 3: PROPOSED APPROACH.............................................................................. 28 
3.1 Nature of the problem and the appropriate approaches ................................................. 32 
3.1.1 Seizure detection .................................................................................................... 32 
3.1.2 Concussion detection: ............................................................................................ 36 
3.1.3 BCI applications ..................................................................................................... 40 
3.2 Challenges and Contributions ........................................................................................ 41 
3.2.1 Non-patient specific ............................................................................................... 41 
3.2.2 Low latency ............................................................................................................ 42 
3.2.3 Generalizability ...................................................................................................... 43 
4 CHAPTER 4: ONLINE EEG SEIZURE DETECTION AND LOCALIZATION ................ 44 
4.1 Introduction .................................................................................................................... 44 
4.2 Methods ......................................................................................................................... 47 
4.2.1 Power in Band of Interest....................................................................................... 50 
4.2.2 Adaptive Threshold ................................................................................................ 51 
4.2.3 Distance Network ................................................................................................... 53 
4.2.4 Correlation Network .............................................................................................. 56 
4.2.5 Dataset.................................................................................................................... 59 
4.3 Results ............................................................................................................................ 62 
4.4 Discussion ...................................................................................................................... 66 
4.5 Conclusion ..................................................................................................................... 71 
ix 
5 CHAPTER 5: AUTOMATED CONCUSSION MONITORING AND DETECTION ......... 73 
5.1 Introduction .................................................................................................................... 73 
5.2 Methods ......................................................................................................................... 78 
5.2.1 Data preparation ..................................................................................................... 78 
5.2.2 EEG Recording and Processing ............................................................................. 82 
5.2.3 Network-based features.......................................................................................... 83 
5.3 Results ............................................................................................................................ 89 
5.4 Discussion: ..................................................................................................................... 98 
5.5 Conclusion ................................................................................................................... 102 
6 CHAPTER 6: UNSUPERVISED NETWORK BASED BCI DECODER .......................... 104 
6.1 Introduction .................................................................................................................. 104 
6.2 Methods ....................................................................................................................... 106 
6.2.1 Data set................................................................................................................. 106 
6.2.2 Feature extraction and functional network generating ......................................... 109 
6.2.3 Classification ........................................................................................................ 114 
6.3 Results .......................................................................................................................... 116 
6.4 Discussion .................................................................................................................... 121 
6.5 Conclusion ................................................................................................................... 125 
7 CHAPTER 7: CONCLUSION............................................................................................. 126 
7.1 Goals and Contributions .............................................................................................. 126 
7.2 Future Work ................................................................................................................. 127 
7.2.1 Genetic and epigenetic factors ............................................................................. 127 
x 
7.2.2 BCI development ................................................................................................. 128 
7.2.3 More resources or focus on potential patients...................................................... 128 
7.3 Summary ...................................................................................................................... 129 




List of Tables 
Table 1.1: Imaging techniques comparison ..................................................................................... 6 
Table 3.1: Frequency bands and the associated state of mind ....................................................... 30 
Table 3.2: Frequency band ranges. ................................................................................................ 31 
Table 4.1: Frequency band ranges. ................................................................................................ 48 
Table 4.2: Children's Hospital Boston (CHB-MIT) patients record description. .......................... 61 
Table 4.3: CHB-MIT results. ......................................................................................................... 63 
Table 4.4: Overall temporal performance. ..................................................................................... 65 
Table 4.5: Localization performance on the Karuniya dataset. ..................................................... 66 
Table 4.6: Performance of previous studies. .................................................................................. 67 
Table 4.7: Computational time for an epoch. ................................................................................ 70 
Table 5.1: Group comparison of participants................................................................................. 80 
Table 5.2: Demographic information of participants ..................................................................... 81 
Table 5.3: Top 10 performance of metrics ..................................................................................... 94 
Table 5.4: Metrics Average performance ...................................................................................... 96 
Table 5.5: Performance of concussion classifiers ........................................................................ 100 
Table 6.1: Performance of SVM classifiers on the Grid paradigm dataset .................................. 117 
Table 6.2: Performance of LDA classifiers on the Grid paradigm dataset .................................. 117 
Table 6.3: Performance of SVM classifiers on the Mazloum dataset .......................................... 118 




List of Figures 
Figure 1.1: Major parts of a neuron. (Adopted from Figure 2.1 of [1]) ........................................... 3 
Figure 1.2: An example of an action potential signal. (Adopted from Figure 3.6 of [1]) ................ 4 
Figure 1.3: EEG recordings example ............................................................................................... 8 
Figure 1.4:10-20 international EEG system [2] ............................................................................... 9 
Figure 1.5: Map of 256-channel HydroCel Geodesic Sensor Net ................................................. 10 
Figure 2.1: Visual pathways of the brain. (Adopted from Figure 2.1 of [1]) ................................. 26 
Figure 3.1: Feature structure of two trials in separate EEG recording sessions............................. 38 
Figure 4.1: Algorithm flowchart .................................................................................................... 48 
Figure 4.2: An example of PBI and the dynamic PBI threshold ................................................... 53 
Figure 4.3: The transition of the distance network (DN) from preictal to ictal ............................. 55 
Figure 4.4: Correlation within the network (CN) example at the beginning of a seizure. ............. 59 
Figure 4.5: Results of the CHB-MIT dataset. ................................................................................ 64 
Figure 4.6: Temporal performance of the proposed algorithm. ..................................................... 65 
Figure 5.1: Map of Regions electrodes .......................................................................................... 86 
Figure 5.2: Dataset generating steps .............................................................................................. 88 
Figure 5.3: Classifier model ........................................................................................................... 89 
Figure 5.4: Frequency Bands performance .................................................................................... 91 
Figure 5.5: Regions performance in the Theta-Alpha band ........................................................... 92 
Figure 5.6: Top10 performance of metrics .................................................................................... 93 
Figure 5.7: Average performance of Freq bands in each Region .................................................. 97 
Figure 5.8: ROC of proposed methods .......................................................................................... 97 
Figure 6.1: Example of pictural designs ...................................................................................... 106 
Figure 6.2: Example of the Mazloum paradigm design. Adapted from Figure 1-A of [79] ........ 109 
Figure 6.3: Steps of generating a participant dataset ................................................................... 114 
Figure 6.4: Training and testing data preparation of the models. ................................................ 115 
xiii 
Figure 6.5: ROC of 18 participants performances of the Grid paradigm dataset ........................ 120 
Figure 6.6: ROC of 10 participants performances of the Mazloum dataset ................................. 120 
Figure 6.7: Grand averages of segments. ..................................................................................... 123 
Figure 6.8: Average of targeted and non-targeted segments of each participant. ........................ 124 
  
xiv 
List of Abbreviations 
AED : antiepileptic drugs ............................................................................................................... 15 
ALS : Amyotrophic lateral sclerosis .............................................................................................. 68 
ANN : artificial neural network ..................................................................................................... 68 
BCI : Brain-computer interface ..................................................................................................... 11 
BOLD : Blood oxygenation level dependent ................................................................................... 6 
C : Closeness .................................................................................................................................. 56 
CDC : Centers for Disease Control and Prevention ....................................................................... 15 
CHB : Children's Hospital Boston ................................................................................................. 59 
CN : Correlation network ............................................................................................................... 56 
CNBC : collective network of binary classifiers ........................................................................... 68 
CR : connection ratio ..................................................................................................................... 54 
CT/MRI : computed tomography / magnetic resonance imaging .................................................. 13 
DN : distance network ................................................................................................................... 54 
DTI : diffusion tensor imaging ...................................................................................................... 23 
ECoG : electrocorticography ......................................................................................................... 21 
EMG : electromyogram ................................................................................................................. 22 
EMU : epilepsy monitoring unit .................................................................................................... 45 
ERP : Event-Related Potential ....................................................................................................... 25 
FFT : fast Fourier transform .......................................................................................................... 35 
fMRI : functional magnetic resonance imaging ............................................................................... 2 
FN : false negatives ........................................................................................................................ 63 
fNIRS : functional near-infrared spectroscopy ................................................................................ 5 
FPH : false positives per hour ........................................................................................................ 62 
GB : Gigabyte ................................................................................................................................ 22 
GHz : Gigahertz ............................................................................................................................. 23 
xv 
GLCM : gray level co-occurrence matrix ...................................................................................... 68 
HFO : high-frequency oscillations ................................................................................................. 21 
Hz : Hertz ....................................................................................................................................... 21 
iEEG : intracranial electroencephalography .................................................................................. 11 
ICA : independent component analysis ......................................................................................... 71 
In : Inion ........................................................................................................................................... 8  
ITR: Information Transfer Rate ................................................................................................... 121 
IPSO : improved particle swarm optimization ............................................................................... 68 
LC : linear correlation  ................................................................................................................... 68 
LDA : linear discriminant analysis ................................................................................................ 26 
LSTM : long short-term memory ................................................................................................... 25 
LTM : long-term monitoring ......................................................................................................... 70 
MEG : magnetoencephalography .................................................................................................... 5 
MIT : Massachusetts Institute of Technology ................................................................................ 62 
ms : milisecond .............................................................................................................................. 22 
MS : multiple sclerosis .................................................................................................................. 22 
mTBI : mild TBI ............................................................................................................................ 13 
NCAA : National Collegiate Athletic Association ........................................................................ 14 
NNL : nuclear norm learning ......................................................................................................... 68 
Ns : Nasion ....................................................................................................................................... 8 
PAL : Left pre-auricular ................................................................................................................... 8 
PAR : Right pre-auricular ................................................................................................................ 8 
PBI : power in a band of interest ................................................................................................... 47 
PCA : principal component analysis .............................................................................................. 68 
PNS : peripheral nervous system ................................................................................................... 11 
PSO : particle swarm optimization ................................................................................................ 68 
xvi 
RAM : Random-access memory .................................................................................................... 69 
rs-EEG : resting state EEG ............................................................................................................ 77 
SAE : stacked autoencoder ............................................................................................................ 68 
SIS : second impact syndrome ....................................................................................................... 14 
SOM : self-organizing map ............................................................................................................ 68 
SRC : sports-related concussions ................................................................................................... 14 
SSVEP : steady-state visual evoked potential .............................................................................. 122 
SUDEP : sudden unexpected death ................................................................................................ 12 
SVM : support vector machine ...................................................................................................... 24 
TBI : traumatic brain injury ........................................................................................................... 12 
TFDF : time and frequency domain features ................................................................................. 68 
TP : true positives .......................................................................................................................... 63 
TPR : true positives rate ................................................................................................................. 63 
WD : wavelet decomposition ......................................................................................................... 68 
WHO : World Health Organization ............................................................................................... 13 
YRBS : National Youth Risk Behavior Survey ............................................................................. 15 
1 
 
1. CHAPTER 1: INTRODUCTION 
In this chapter, we introduce some basic information about the brain, the various 
imaging modalities available today, and some of the common disorders of the brain. In 
particular, we provide some background for the imaging modality of interest to us – the 
EEG and the applications described in this dissertation, namely, seizure detection, 
detection of concussions, and brain-computer interfaces. 
1.1 History of brain study 
The brain is the most complex organ in the body, in fact the most complex entity 
known to us. It controls our thoughts, decisions, memories, and actions. While there have 
been major advances in our understanding of the brain from the theories of ancient 
philosophers like Aristotle in the fourth century BC and Galen in the second century CE, 
to Avicenna’s explanation on brain disorders and mental deficits in the tenth century, to 
Thomas Willis’s map of brain coordinates and behavioral controls in the 16th century, to 
this day, the brain and its functionality remain only partially understood.  
In the 19th century, Korbinian Brodmann mapped the brain and defined distinct 
areas based on their histological characteristics. This classification of regions, referred to 
as Brodmann areas, are still widely used. In the late 19th century (the 1890s) Santiago 
Ramon y Cajal could reveal the structure of a single neuron, which was the foundation of 
the neuron doctrine. In the twentieth century, there was major progress in the study of the 
brain because of the invention of new devices that allowed scientists to study the brain in 
more detail and using different modalities and disciplines. Such studies like recording the 
electrical excitability of muscles and neurons to check chemical interactions involved in 
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generating an action potential of a neuron improved the depth of our understanding and the 
variety of questions that could gradually be answered.  
Nowadays, with advanced brain imaging techniques such as functional magnetic 
resonance imaging (fMRI), computed tomography (CT), Positron Emission Tomography 
(PET), and Electroencephalography (EEG), our knowledge of the brain has improved 
substantially but it is still not sufficient to understand mind-brain dualism. Our 
understanding of the structure of the brain has advanced significantly, but the functional 
behavior of the brain needs further study. Hence, we still need new devices and new 
modalities to improve our understanding of the brain. The writer hopes to see a day in his 
life that a device can map all the neuronal interactions in the brain in real-time! That would 
explain 99% of questions about the brain, and probably 1% still remain to be explained by 
faith!   
1.2 Brain signals 
The basic units of the brain are neurons which consist of dendrites, cell body, axon, 
and axon terminals (Figure 1.1). There are nearly 90 billion neurons in our brain. A neuron 
has approximately between 5,000 to 10,000 synapses attached to its dendrites as inputs. 
Depending on the type of neuron, there are one to a hundred thousand terminals as outputs 
of a neuron connected to other neurons. All the inputs of a neuron accumulate in the cell 
body, and if they can trigger the neuron, an action potential is generated which progresses 
through the axon to the axon terminals to trigger the other neurons which are connected to 




Figure 1.1: Major parts of a neuron. (Adopted from Figure 2.1 of [1]) 
 
If a neuron does not get triggered by its inputs, it remains in a resting state. Action 
potentials are generated and maintained by the difference in the concentration of positive 
and negative ions inside and outside of a neuron (Figure 1.2). There are ions channels 
across an axon that maintain the potential difference to allow the signal to pass through the 
axon from the cell body to axon terminals. There are two types of axons, myelinated and 
unmyelinated axons. Myelinated axons are surrounded by a lipid-like substance called 
myelin which acts as an isolator and speeds up the action potential passage in the axon. 
The amplitude of the resting and action potentials are similar across all neurons, -60 mv 
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and +40 mv, respectively. Ion gates regulate the concentration of positive and negative ions 
around the neuron. They inhibit an excited neuron and bring it back to the resting state as 
well as exciting a triggered neuron. Although the amplitude of the action potentials remains 










The rate of the transfer of action potentials from the cell body to the terminals 
differs between approximately 150 m/s to around 10 m/s for myelinated and unmyelinated 
neurons, respectively. The activity of billions of neurons in the brain generates electrical 
activity that can be measured on the scalp. Those activities can be measured directly or 
indirectly using brain imaging techniques. For instance, brain activities can be measured 
directly by recording the electrical potentials on the scalp using an electroencephalogram 
(EEG). The activities of the neurons can be observed indirectly by measuring the magnetic 
fields induced by the current of electrical activities of the brain using 
magnetoencephalography (MEG) or measuring the amount of blood flow in each region 
using functional magnetic resonance imaging (fMRI) or functional near-infrared 
spectroscopy (fNIRS). Each of these brain imaging techniques has some advantages and 
disadvantages when compared to the others. For instance, the EEG technique has the 
highest temporal resolution but the lowest spatial resolution. fMRI has the best spatial 
resolution but the lowest temporal resolution. Each imaging technique is considered 
efficient depending on the designed study and the targeted question. Table 1.1 compares 







Table 1.1: Imaging techniques comparison 
                     Module 
Properties 








Discovery time 1976 1977 1967 1924 
First study case 1990 1985 1971 1929 
Signal Property Magnetic property 
Scattered near-infrared 
light 
Magnetic fields produced 
by brain’s electrical 
activity 













Measurement area Whole brain region Surface of the cortex Surface of the cortex Surface of the cortex 
Effect of extra-
cortical tissue 
Little Some None Some 
Temporal 
Resolution (s) 
2-3 1 0.01 0.01 
Spatial resolution 
(mm) 
5 20 10 20 
Invasiveness No No No No 
Body movements No Tolerable No No 
Head restraint Yes No Yes No 
Size Large Small Large Large in research use 
Mobility Fix Movable Fix Movable 
Initial cost 
(USD) 
Couple of Millions 300,00 - 400,000 Couple of Millions 100,000 – 300,000 
Measurement and 
maintenance cost 
Moderate Reasonable Moderate Reasonable 
Level of expertise 
needed 




1.3 EEG (summation and blended and degraded signal on scalp) 
The oldest brain imaging technique is EEG that can directly measure the brain 
waves on the scalp generated by clusters of neurons. While EEG has a history stretching 
to the nineteenth century its use in humans was pioneered by Hans Berger who in 1924 
recorded the first electrical activity of the human brain. The EEG signals can provide 
information about the activity of the brain under different conditions and for different states 
of the brain. For example, it can differentiate the state of the brain, such as sleep or aware 
states or, in more vivid situations, a dead or an alive person. These signals also convey 
messages about the behavioral processes in a different region of the brain.  
The electrical activities of neurons as reflected on the scalp can be measured and 
recorded using an EEG electrode. Layers between the cerebellar cortex and the scalp skin 
distort the EEG recordings and add noise to the original signals. An example of an EEG 




Figure 1.3: EEG recordings example 
 
The placement of the EEG electrodes is standardized with the 10-20 international 
system [2], which Figure 1.4 illustrates in different angles of the scalp. From the four 
reference points on the head (Nasion (Ns), Inion (In), Left pre-auricular (PAL), and Right 
pre-auricular (PAR), the system divides the scalp into subdivisions of two 10% from each 
reference point and four equidistance 20% in each direction. The Vertex is the intersection 
of the longitudinal arcs from posterior to anterior arcs (Ns-In) and lateral arcs from left to 




Figure 1.4:10-20 international EEG system [2] 
 
The number of electrodes can vary between 16, 32, 64, or 256, but the placements 
are symmetric and follow the main 10-20 system subdivision, except the additional 
electrodes are placed equidistant to the main electrodes defined in the 10-20 system. For 
instance, the map of electrodes in Figure 1.5 contains 256 channels, but if we look closely, 
we can see the main electrodes such as Fp1 or Fz, or Oz are labeled, and the other electrodes 
are placed symmetrically in between them. Using a subset of electrodes in a region of the 





Figure 1.5: Map of 256-channel HydroCel Geodesic Sensor Net (Electrical Geodesics, Inc., Eugene, OR, 
USA) 
 
Because of signal distortion, the EEG modality has the lowest spatial resolution 
compared to the other brain imaging techniques. Despite the poor spatial characteristic of 
the EEG signals, there are also significant advantages to this system. The low cost and easy 
setup of the EEG devices make them the most accessible. Although the MEG technique 
has the same temporal resolution as the EEG, EEG devices have rapidly advanced to the 
point that there are wireless EEG devices that can be set up in a couple of minutes to record 
the brain waves with millisecond resolution. This is as opposed to MEG which requires 
very expensive specialized facilities to operate in. Clinical EEG devices require less 
training for a technician compared to other more complicated techniques, and there are 
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commercial devices that can be set up by anyone without any special training as well. The 
easy accessibility, real-time recording, portability, and cost-efficient properties of the EEG 
have resulted in an increase in the usage of EEG despite its drawbacks. 
All the techniques mentioned above are non-invasive brain imaging techniques. 
There is an invasive version of the EEG which is called intracranial 
electroencephalography (iEEG). The iEEG recording of brain activities is more accurate 
because it bypasses the distorting layers between the brain cortex and the electrodes on the 
scalp and is used in areas such as preparation for brain surgeries or treatment devices for 
Parkinson and seizure attacks. The invasive nature of the iEEG makes it less accessible, 
but in recent years scientists have been working on techniques to make iEEG implantations 
more accessible [3].  
Based on the advantages of the EEG technique, it is used in a variety of 
applications, from social studies to neurological diseases detections, and from sensorimotor 
rehabilitation to psychological disorder diagnosis. 
1.4 Neurological disorders/diseases (or rehabilitation (BCI)) 
All around the world, millions of people suffer from brain diseases such as 
Alzheimer's, dementia, and epilepsy. Some brain disorders can develop because of damage 
to the central nervous system (CNS) or even the peripheral nervous system (PNS). The 
severity of brain diseases varies and can range from fatal, like progressive Amyotrophic 
lateral sclerosis (ALS), or mild Parkinson’s, which disrupts the day-to-day quality of life. 
In addition to the prevalence of neurological disorders, there are psychological disorders 
that affect millions of people [4]. 
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The roots or causation of brain diseases are known for some disorders like traumatic 
brain injury (TBI) and are unknown for some of them, like Epilepsy or Alzheimer’s 
disease. Early detection of brain disorders or brain injuries with no symptoms is critical for 
preventing the rapid progression of the diseases. In this study, we focus on the third and 
fourth most prevalent neurological disorder, Epilepsy and TBI – the first and second being 
stroke and Alzheimer’s [5]. 
1.4.1 Epilepsy 
Epilepsy is neurological disorder where patients inflicted often manifest recurring 
seizures that can last from seconds to minutes [6, 7, 8]. In some patients, the effect of the 
seizure leads to laughter, while in others, it can lead to sudden unexpected death (SUDEP). 
More than 50 million people globally suffer from epilepsy, and around 5 million people 
are diagnosed with epilepsy annually. In the United States, ~200K cases are diagnosed 
every year, and the number of people who suffer from epilepsy reach above 3 million. 
Epilepsy affects people of any age, gender, race, or ethnicity. Although the formation of 
epileptic seizures is not fully understood, the molecular mechanism have been shown to 
involve abnormal inhibition and excitation of neuronal activity, also known as hyper-
synchronization [9, 10, 11, 12]. 
Early diagnosis or detection of epilepsy is not only crucial for maintaining healthy 
physiological development but can also increase life expectancy [13]. To have a healthy 
mature brain, numerous regions in the organ, specifically the subcortical regions, i.e., the 
hippocampal area, thalamus, cerebellar cortex, caudate, putamen and amygdala, should 
develop during childhood and adolescence, while the gray matter density decreases due to 
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heightening myelination and synaptic pruning processes [14, 15]. Uncontrolled and 
untreated recurrent seizure activities can therefore cause further physiological and 
psychological damage if they occur during these times in a person’s life [16, 17]. Untreated 
epileptic patients prevail in developing countries, while patients who can’t afford treatment 
remain untreated in developed countries. According to the World Health Organization 
(WHO), 75% of epileptic patients in low-income countries may not be receiving 
appropriate medical treatment [18]. This percentage reaches to 90% in Africa for untreated 
epileptic patients [19]. Although there are multiple reasons behind this, lack of trained 
medical personnel for diagnosing, detecting, or identifying epileptic disorders is one of the 
major contributing factors. 
1.4.2 TBI 
Traumatic brain injury (TBI) or craniocerebral trauma is a neurological disorder 
caused by an impact to the head. It is the fourth most prevalent neurological disorder 
following stroke, Alzheimer’s, and Epilepsy [5]. The majority of TBIs (~80%) are 
classified as mild TBI (mTBI), where individuals don’t show a noticeable impairment to 
the nervous system [20]. mTBI is often interchangeably used with concussion, however, 
based on the brain injury spectrum [21], concussion is a less severe form of mTBI, and is 
characterized by the absence of primary brain injury through traditional CT/MRI scan, with 
more favorable outcomes [22]. More than 75 million people globally suffer from 
concussion inducing injuries, and 4 million per year suffer in the United States [23, 24, 21].          
Even though concussion leads to usually non-life-threatening injuries, its short or 
long-term impacts can lead to severe outcomes. Concussions most often result due to 
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falling, motor vehicle accidents, and severe sports injuries, also known as sports-related 
concussions (SRC). While falls are more associated with elderly individuals, SRCs are 
observed more frequently in college-age contact-sport athletes involved in boxing, football, 
soccer, or ice hockey [25, 26, 27, 28, 29]. SRCs present themselves in various symptoms 
such as imbalance, dizziness, headaches, impaired concentration, or disrupted cognitive 
functions. These symptoms typically resolve within a couple of weeks in college athletes 
[30, 31, 32], though careful monitoring is essential before returning to daily activities by 
their certified trainers or physicians to prevent a second impact syndrome (SIS), i.e., a head 
injury associated with prior concussion injury symptoms that do not completely clear after 
the initial concussion. SIS can result in critical brain injuries or diffuse cerebral swelling 
[33, 34, 21] that have a more severe and long-term effects on the patients compared to the 
initial concussion. It could also lead to emotional impairments, insomnia, depression, and 
an overall decrease in the quality of life.  
According to the SRC data provided by the NCAA Injury Surveillance Program, 
between the 2009-2010 and 2013-2014 academic years, more than 10,000 NCAA athletes 
suffered from SRC, with 9% showing recurrent SRCs. Among collegiate Men’s football 
players, these numbers were almost 3,500 and 5%, respectively [35]. Moreover, 30-50% 
of SRCs are estimated to be unreported, each year, where almost one third of the rate is 
shared among the collegiate athletes [36, 37, 38].  
If concussion cannot be diagnosed, the probability of having further concussions 
following the initial injury greatly increases. Unfortunately, the majority of high schools 
do not have a college- or professional team-equivalent facilities that monitor student 
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athletes playing contact sports. Based on the data presented by CDC from the 2017 
National Youth Risk Behavior Survey (YRBS), it is estimated that about 2.5 million high 
school students report at least one concussion, and about 1 million had multiple concussion 
injuries related to sports or other physical activities [39].  
1.4.3 ALS, MS, and spinal cord injuries 
Diseases like amyotrophic lateral sclerosis (ALS) and multiple sclerosis (MS) are 
neurodegenerative diseases that target the connection between the brain and the rest of the 
body. Some accidents may cause damage to the spinal cord, disrupting the link between 
the brain and parts of the body and cause paralysis. People may lose their sensory or motor 
skills. There are rehabilitation techniques using BCI that speed up the recovery of patients 
from strokes. People under these conditions can lose their independence, and also suffer a 
significant degradation in their quality of life.  
1.5  Brain states transition 
Brain disorders and diseases affect the structure of the brain; hence it affects the 
way neurons communicate with each other. Nonsignificant alterations to the brain structure 
could also change the functional characteristic of neurons more significantly. Therefore, 
finding the alterations between the brain states, whether for early diagnosis of disorders or 
for detecting a brain disease, can be handy in maintaining the health of a brain.  
1.5.1 Structural changes and different functional transitions 
Although the causes of some of these disorders are unknown, many can be 
controlled with pharmaceutical drugs, like epilepsy with antiepileptic drugs (AEDs). In 
harsher cases in which those drugs are ineffective, surgery would be suggested to remove 
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the part of the brain that is the source or the zone of malfunctioning and seizures of the 
brain. Those malfunctioning regions in the brain structure interfere with the 
communications of neurons and change their communication pathways. This can alter the 
background communications in the brain or the interactions between neurons during a 
functional task. We can view this alteration in two ways. We can view the altered state as 
a signature for the disorder or we can look at the alteration in state as the signature. It is 
our contention that the alteration in the state of the brain – the difference pre and post-
disorder is more distinct and more distinguishable. Depending on the disorder, the 
transition in brain states needs to be detected over a short period of time, such as in an 
epileptic seizure, or over a longer period of time, as in the case of a concussion.  
Seizure episodes last from seconds to minutes. Therefore, a quick response is 
desired to inform the caregiver, health provider, or even the implanted device to minimize 
the side effects of the seizure or to reduce the possible damage to the patient with epilepsy. 
In this case, a real-time system is required for continuous monitoring. Some other diseases 
are more likely to have an initial cause, like a TBI, but can be detected over a longer term. 
Although there is growing evidence that neural alterations caused by mTBI persist for 
months after a concussion [40], post-concussion symptoms usually resolve within 7 to 10 
days post-injury in 85% of cases [41, 30, 42]. 
1.5.2 BCI and stimulated brain states 
The other type of transition of brain state is due to a non-violent external stimulation 
of the brain. It means using one of the senses, such as visual, auditory or tactile senses, to 
stimulate the brain to analyze the brain's performance. Brain-computer interface (BCI) 
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systems use external stimuli to change the state of the brain. Depending on the design of 
the BCI system, the output of the system is dictated by the responses of the brain to a 
stimulus. BCI applications mainly focus on methods to increase the quality of life of people 
with damage in their CNS or PNS. For instance, if the person cannot speak or communicate 
through gestures, a BCI system will convert the brain signals to a form of communication 
(text or voice), or if the person is paralyzed, a BCI system can control a prosthetic device 
with brain signals of a patient. These techniques can increase the quality of life of a patient 
suffering from neurodegenerative diseases such as ALS, or MS, or increase the life 
expectancy of people with severe damage in their CNS. The BCI application area is also 
growing in the entertainment industries, especially for gaming.  
1.6  Goal and Approaches 
We mentioned the critical value of automated systems to monitor and interact with 
the brain for early diagnoses of brain disorders or using the BCI system to aid patients. 
These systems need to be reliable and easily accessible with a proper design for patients. 
Nowadays, in developing countries and undeveloped countries, people with brain disorders 
remain untreated or unreported due to the lack of specialists or diagnostic equipment. The 
supply of trained neurologists which is already insufficient for the demand of people with 
brain disorders is predicted to get significantly worse in the near future [43]. Therefore, the 
development of automated devices is essential to fill the need for neurologists and help 
people report any abnormalities.  
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1.6.1 Non-patients specific 
Brains structures are similar in responsive pathways to specific stimuli. Therefore, 
patterns and properties of networks of the brain can be modeled by the knowledge of the 
physiological effects of disorders and diseases. Damages and symptoms of brain disorders 
can be modeled by capturing alterations in neural communications. Disruption to brain 
networks can be an indicator of a change in their states. Having generalized models such 
as a non-patient-specific technique or unsupervised models increases the accessibility of a 
system, which can be a game-changer in deprived and undeveloped areas where there is a 
shortage of human and hardware resources to be set up and calibrated such monitoring 
systems by requiring minimum training.  
1.6.2 Comprehensive method  
Currently, algorithms can be designed to predefined applications. The optimum 
design would be a comprehensive system that can be adjustable between different 
applications for detecting defined disorders or any potential abnormalities, and at the same 
time, be able to perform BCI applications. Achieving this type of extensive system can 
decrease the number of unreported disorders/cases, help with early diagnosis, and enhance 
the quality of life of people. Our study uses similar algorithms and approaches to detect 
seizure attacks, report recent concussive injuries, and perform a BCI communicative 
system. 
1.6.3 Outline of the Dissertation 
In this chapter, we gave an overview about the structure of the brain, introduced the 
neurons and the neuronal communication within the brain. The EEG recordings captured 
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on the scalp were explained, and the standard EEG electrode placement was described. 
Also, the importance of the three applications that we have targeted for our studies were 
introduced and discussed along with the rationales of our design.  
Chapter 2 covers an extensive literature survey on the previous studies and their 
approaches to the aforementioned three conditions, such as the seizure detection and 
reporting concussion events. Furthermore, we discuss the challenges that need to be 
addressed for each study and potential solutions such as the importance of a non-patient 
specific or a real-time system.  
We introduce our approach and the methodologies we have used in this work in 
Chapter 3. We describe each problem and introduce our methods in order to solve those 
challenges. Chapters 4, 5 and 6 focus in detail on our individual approaches for each of the 
targeted goals of this dissertation. 
In Chapter 4, we discuss EEG seizure detection and localization of the source of 
seizures in detail, and describe our results. Chapter 5 focuses on the concussion detection 
technique and explains our novel monitoring approach to structure the data and our 
classification performances in detail. Chapter 6 reports the last application that we 
developed in this dissertation. BCI application on two popular paradigms is introduced. 
We address the issues regarding BCI and our methodologies for developing a generalized 
classification model with our findings. Lastly, Chapter 7 contains a summary of topics that 
were covered in this dissertation and includes ideas for further improvement of our current 




2 CHAPTER 2: LITERATURE REVIEW 
 
In this chapter we review some of the literature in the three application areas we 
target in this dissertation. 
Since the first study on brain signals (Hans 1946), scientists have been trying to 
model the signals from the brain with targeted analysis, whether using models with a 
physiological meaning or, more recently, using advanced automated discriminative 
algorithms such as deep learning algorithms. The latter approaches are computationally 
more complex and analyze the signals using non-linear filters that look for discriminative 
features in a dataset of interest. Those classifier models could be more accurate without 
connecting features to the physiological background of the signals. 
The most popular domain to study the brain in is the time domain. In the earlier 
EEG analysis, that was the main domain. There are applications for which the time domain 
features are sufficient to address the problem (like BCI), or neurologists are taught to 
extract the meaning by looking at the raw EEG signals. Sometimes the targeted event or 
alteration in the brain is harder to model or capture its significance using the time domain 
signals. In that case, other features need to be developed to study the state of the brain. The 
frequency domain represents the rate of the activation of the neurons on an immense scale 
and captures the activity of the majority of the neurons. In this chapter, previous studies on 
each of the three applications of interest are reported according to the specified challenges 




2.1 Seizure detection studies:  
Neurologists generally use EEG waveforms in the time domain for detecting 
seizures. However, an EEG signal’s spectral characteristics can also be used to characterize 
the behavior of an EEG waveform prior to and during seizure activity [4, 5, 6]. One of the 
features used for distinguishing brain activity is the change in power in the EEG signal, 
specifically an increase in the power of the signal at specific frequency bands. This feature 
has been widely studied for differentiating between seizure and non-seizure EEG signals 
[44, 45, 46]. Previously, Adeli et al. [47] studied EEG signals using all frequency bands, 
while Shoeb and Guttag used a relatively limited frequency range of 0.5-25 Hz [48]. It has 
been shown that, in the normal brain state, the largest variance is observed in power in the 
delta band [49]. On another note, the performance of the motor and cognitive tasks with 
sensorimotor interactions is associated with the beta band's activities [50]. This indicates 
that the beta band activity varies based on the task currently performed. Therefore, 
discriminating a normal state from an abnormal state, e.g., seizures, is challenging if only 
the information from delta and beta bands are used. In their study, Lee et al. investigated 
seizures using electrocorticography (ECoG) and observed either a rhythmic theta-alpha 
spike activity, or a rhythmic theta-alpha sinusoidal waves at the onset of a seizure [51]. 
Clinical EEG interpretation often relies on signals below 30 Hz, mainly due to 
historical reasons, e.g., the use of paper for recording the EEG waveforms. With the advent 
of digital systems, utilization and analysis of the components of the EEG signals at higher 
frequencies became more feasible, gaining interest in the research field. Several studies 
reported that high-frequency oscillations (HFOs) that are between 80-500 Hz contain 
temporal and spatial characteristics of epileptic seizures [11, 12, 52]. While most studies 
22 
 
regarding HFO use ECoG, scalp EEG has been shown to be a promising tool for studying 
seizures [12]. Electromyogram (EMG) can also be used to study EEG signals, however, 
significant contamination of the EEG signals exists within the 20-300 Hz band. The level 
of contamination increases with increasing frequency [53]. Promisingly, new studies 
suggest the use of HFOs with EEGs is possible by filtering out or lessening the EMG 
contamination noise sources during EEG recordings [52]. Due to EMG coherence across 
EEG leads, analyzing the differences between leads can result in reducing the effect of this 
contamination [54].   
Detection of seizures is a challenging problem. It is even more challenging when 
the goal is performing detections in real-time. A reliable real-time seizure detection system, 
needs to be time and cost-efficient in addition to computationally quick for increasing 
durability. If a system is designed as a patient-specific model, then the accessibility of the 
system is not sufficient without an expert. The majority of seizure detection algorithms 
depend on a large training set of prior seizure activities, also known as patient-specific 
methods, or a training set of EEG signals of varying seizure and non-seizure periods, 
commonly known as the seizure-specific methods. Respectively, Shoeb [55] and Nasehi 
and Pourghassem [56] reached 96% and 98% sensitivities in their studies. However, their 
approaches are limited to training data on specific patients.  
Limited studies report their algorithm runtime performances, while one of the 
aspects of a seizure detection algorithm should be addressing the algorithm's time 
efficiency. Zabihi et al. implemented their model in MATLAB version R2014b with a 3.4 
GHz processor and 16 GB memory [57]. They reported feature extraction runtime of 
~2.5ms for one second of each EEG channel. Similarly, Supratak et al. [58] built their 
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model in MATLAB with a 3.4 GHz system with 16 GB memory. Training runtime varied 
from 2 to 5 hours, depending on the size of the training set for each patient. Seizure 
detection runtime was estimated around 10ms for each EEG segment, about 36 seconds for 
an hour of EEG signals. 
Although non-patient-specific approaches are more amenable to generalization 
compared to patient-specific methods, they require a huge amount of EEG data for training 
their classifiers. Saab and Gotman [59] used a training set that contained 652 h EEG data, 
including 126 clinical seizures from 28 patients, and the Kuhlmann [60] training set 
consisted of 367 h of EEG signals, which contained 58 clinical seizures from 14 patients.  
 
2.2 Concussion studies: 
The origin or cause of epilepsy is unknown. But there is physical damage that can 
change the structure and the functional networks of the brain, such as concussion or mTBI. 
Concussive injuries can change the structural networks of the brain by damaging the 
synaptic connections of neurons. These injuries can be diagnosed with a high spatial 
resolution using technologies such as functional magnetic resonance imaging (fMRI), 
magnetoencephalography (MEG), and diffusion tensor imaging (DTI). However, 
technologies such as fMRI and MEG are not widely available, and they are time and cost-
inefficient to be used for regular check-ups. [61, 62, 63]. In contrast, EEG devices are 
relatively more accessible, time/cost-effective, and require easier testing and setup 
processes. Due to these reasons, EEG devices are more popular in research and clinical 




Active brain regions can be identified during specific mental and physical tasks by 
studying the brain activity in the frequency domain. EEG coupled with fMRI studies 
concerning neurovascular processes can indicate positive or negative correlations among 
the frequency properties of EEG signals in specific regions [64]. Furthermore, EEG power-
based approaches have been used in the frequency domain to study differences between 
concussed and control groups [65, 66, 67, 68, 69, 70]. Also, network-based approaches 
have been used in the frequency domain to analyze connectivity differences between 
concussed and control groups [71, 72]. Collectively, these studies looked for differences in 
the power of the EEG signal and compared active networks between athletes who suffered 
from concussion vs. healthy subjects to find distinguishing frequencies in distinct regions 
in the brain. While most EEG monitoring in studies is based upon the resting state EEG 
signals (rs-EEG), it has been shown that differences in the brain activities of normal 
(healthy) individuals vs the ones under the influence of a concussion could be captured 
more accurately using task-related EEG recordings. [73].  
Rather contradictory results have been reached by previous studies on post-
concussion network coherence using graph-theoretical approaches. One study reported a 
significant decrease in frontocentral connectivity and an increase in parieto-occipital 
connectivity among concussed athletes [71], while another reported a decrease in parietal-
occipital connectivity and an increase in the right prefrontal cortex in a concussed group of 
subjects when compared to a control group [72]. There are a limited number of studies 
focusing on automated classifier models for concussion events. In their study, Cao et al. 
used a support vector machine (SVM) model, which resulted in ~77% accuracy in 
classifying participants at day 30 post-injury from the ones that are asymptomatic [65]. In 
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another study, Wickramaratne et al. applied a deep learning method to classify a concussed 
and healthy group of subjects. [74]. Their model was based on a long short-term memory 
(LSTM) model, where they achieved ~93% accuracy in performance, and the subjects used 
in the study had suffered at least two concussions previously. It should be noted that both 
these studies examined concussion sessions and their matched normal counterparts 
individually. 
2.3 BCI studies: 
The P300 speller is one of the most popular applications for BCI. BCI systems use 
external stimuli and analyze the brain's electrical responses to them. These recorded ERPs 
are the activation of neurons in a specific stimulated pathway. For instance, in a visual 
P300 speller design, the visual stimulus initially targets the visual cortex initially (Figure 
2.1). The P300 Event-Related Potentials (ERPs) which occur about 300 ms after the 
stimulus, are used to identify the letters of an alphabet. [75]. ERPs recorded over the visual 
cortex area can be analyzed to predict the stimulus based on their time (traditional speller) 
or type (SSVEP paradigms) triggers. After the direct effect of a trigger to the brain, the 
other pathways are activated for analysis and response to the stimulus. The feature 




Figure 2.1: Visual pathways of the brain. (Adopted from Figure 2.1 of [1]) 
 
There are a variety of BCI design paradigms, such as the classic P300 speller, a 
layout interface similar to the mobile phone keyboard, a distributed 7-quadrant layout 
interface, or three-dimensional structure layouts [76]. BCI accuracy depends on the signal 
processing that produces a classification outcome. P300 BCIs often utilize preprocessing 
methods involving artifact rejection, common spatial patterns, principal component 
analysis, or independent component analysis. Although advanced machine learning 
classifiers such as convolutional neural networks or support vector machines have been 
used to classify stimuli in BCI studies, linear discriminant analysis (LDA) remains the main 
online P300 classification procedure [77]. Also, parieto-occipital locations are primarily 
chosen for investigating visual P300 BCI designs [78]. 
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Neurons are connected through their dendrites and their axon terminals and build a 
very complex intertwined network. The networks or pathways over which neurons 
communicate with each other are very complex to model, but at a lower resolution there 
are pathways that had been discovered, such as the visual pathways (Figure 2.1) or the 
auditory pathways. Involved neuronal connections can be modeled as a network of 
electrodes and used in BCI applications [79].  
While these three application areas are distinct in terms of their origins, their time 
scale and the magnitudes of signals they are focused on, they all involve communication 
between different parts of the brain. In the next chapter we describe our approach to using 











3 CHAPTER 3: PROPOSED APPROACH 
The physio-structural properties of the brain change continuously throughout our 
lifespan, and the functional connections between different regions are also subject to 
change [80]. It is believed that connections in the brain across different regions are affected 
by neurophysiological alterations in the brain caused by neurological disorders such as 
dementia, stroke, or the experience of a concussion. This, in turn, results in a broad 
manifestation of changed neuronal communication in the brain. The atypical and abnormal 
changes in the development of the brain’s functional connectivity are relatively rapid 
compared to natural alterations in brain plasticity. The goal of this work is to develop a 
framework to observe these atypical changes so that they can be used in a variety of 
applications. Each application has its own peculiarities and requires its own specific design, 
however, the basic framework we use is the same. This shows the general nature of the 
framework and the power of the approach.   
In this chapter, we introduce the rationale, the significance, and the main framework 
of our proposed approach for analyzing changes in neuronal communications for three 
different applications - detecting seizures, reporting concussive injuries, and developing 
brain computer interfaces. The details of these applications are provided in Chapters 4 to 
6. In this chapter we discuss the basic framework and our reasoning for our approach. We 
also provide an overview of the applications. 
As mentioned in the previous chapter there are number of modalities in use for 
monitoring brain activity. The most accessible modality in terms of cost, mobility, and ease 
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of use is the EEG. Therefore, our work focuses on the use of EEG signals for our 
applications.   
Much of the early work done on EEG focused on time domain signal processing. 
The most popular form of which was the use of event related potentials (ERP). We will see 
an example of this in Chapter 6. Because our focus is more on the changes in functional 
aspects of the brain we focus on the EEG signal in the frequency domain. 
The brain is constantly active, and neurons communicate all day, even when we are 
asleep, whether for maintaining the vital activities of the body like breathing or generating 
dreams or for executive functions. Detecting transitions or changes between brain states 
can be studied by investigating the differences between features of brain states. As 
mentioned, a neuron's action potential recovers and goes to the refractory period after it 
reaches the threshold of +40 mv. Although the action potentials of neurons are limited 
between -60 to 40 mv, based on the inputs of the dendrites, neurons can reach the threshold 
and generate action potentials at different rates. These different rates or different 
frequencies can be thought of as different communication channels which the brain uses to 
enhance the amount of information transferred between the different brain regions. By 
examining the signals in the frequency domain, we can look at the data from another point 
of view and see patterns of excitation and inhibition of groups of millions of neurons. The 
EEG signals in different frequency bands represent the rhythm of different activities of the 
cluster of neurons close to the EEG channel. In this work we use these frequency 
components as features for studying states of the brain. Table 3.1 contains the known EEG 
frequency bands and some of their associated states of mind.   
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Associated state of mind 
Delta 0 – 4 Deep sleep 
Theta 4-8 
Drowsiness, sleep in adults, 
Emotional stress, and … 
Alpha 8-14 Relaxed but aware, … 
Beta 14-30 
Alert, active attention, and 
decision making 
Gamma > 30 Consciousness 
 
To obtain the frequency domain representation of brain waves, EEG signals are 
decomposed into the frequency bands specified in Table 3.2. The frequency components 
can tbe partitioned into the Delta (0.5 to 4Hz), Theta (4 to 8 Hz), Alpha (8 to 14 Hz), and 
Beta (14 to 30 Hz) frequency bands. In addition to these frequency bands, we also define 
combinations of these frequency bands in order to investigate the use of wider frequency 
ranges in the classifier. The combined bands are defined as Delta-Theta (0.5 to 8 Hz), 
Theta-Alpha (4 to 14 Hz), and Alpha-Beta (8 to 30 Hz). The All band is defined to be the 
entire spectrum (0.5 to 30 Hz). The Gamma and High Gamma bands are not applicable for 
most of the EEG studies because, in most of the studies, a lowpass filter is applied on the 
recorded signal regardless of their sampling frequency. But if the Gamma and High 
Gamma frequencies are not filtered out, the bands and their combinations can be used for 







Table 3.2: Frequency band ranges. 
Original Bands Combined Bands 
Band Frequency (Hz) Band Frequency (Hz) 
Delta 0.5–4 Delta–Theta 0.5–8 
Theta 4–8 Theta–Alpha 4–14 
Alpha 8–14 Alpha–Beta 8–30 
Beta 14–30 Beta–Gamma 14–80 
Gamma 30–80 Gammas 30–125 
High Gamma 80–125 All 0.5–125 
 
The difference of the frequency components of the two electrodes can be a metric 
of the closeness of characteristics of neurons under those two electrodes. We can map these 
differences or similarities of electrodes on the placements of the electrodes on the brain 
scalp and indicate edges based on those metrics’ values to model electrode difference with 
a network. 
As we grow, the neural structures and neurons connectivity are shaped due to the 
neural plasticity of the brain, individual experiences through life, and also genetic factors. 
Although the structures of neural connections are different, clusters of neurons in different 
parts of the brain show similar communication pathways across subjects. Much of the work 
on detecting abnormal states such as those obtained during epileptic seizures or after a 
concussion focus on developing a signature for the brain state. However, because brains 
develop differently this “average” signature can lose some of the specificity needed for 
accurate diagnosis. Therefore, to capture the abnormality of a brain state compared to 
another state, we model the general network across all subjects but search for the significant 
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abnormality in a specific subject to capture the malfunctioning networks in the brain of 
individuals. It's better to compare the EEG signals of one subject with her/his self, using 
the generalized network abnormality that can be applied to every individual's EEG patterns. 
The observed changes are more evident when they are compared within a patient prior to 
and after an incident. Therefore, we need to design diagnostic systems according to the 
effective time of capturing the alteration in the functional network of the brain. This 
effective time could be seconds for detecting seizures and days for detecting concussions. 
 
3.1 Nature of the problem and the appropriate approaches  
While we use the same general framework for all our applications, we can also use 
specific features related to the application to enhance the performance of the classifier. For 
example, for seizure detection, it is known that during a seizure attack, the inhibitors of the 
neurons showing aberrant behavior could result in significant increase in the activities of 
the neurons. Or in other cases, when a brain is affected by a physical injury, the previous 
connection of neurons gets disrupted. These alterations of the communications between 
regions of the brain remain until the brain is fully recovered. The nature of a study and the 
specific question defines the proper design for a model. In this part, we describe the design 
procedure for each application, based on the question and nature of the brain dynamic.  
 
3.1.1 Seizure detection 
Some conditions like epileptic episodes can occur without any external stimulus at 
any time of the day. Detection of these types of abnormalities using the transition of brain 
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states ought to be continuously analyzed in the shortest possible time windows. For 
continuous signals, brain states are compared to the consecutive networks and the changes 
by the strength and number of connected edges in networks. Particularly in the seizure case, 
during ictal episodes, the assumption is that the network develops more connectivity, and 
the power increases because of the lack of the proper inhibitory regulations at the neuronal 
level. 
The EEG signals are divided into short epochs to find the transition of brain states 
within consecutive epochs. Epochs have 50% overlap to reduce the latency of detecting a 
change in state and observe the state alterations gradually. While there is much that remains 
unknown about epileptic seizures, we know that there are certain characteristics common 
to most seizures. During a seizure, there is increased and synchronized activity in the brain, 
known as hypersynchronization. Detecting both the increase in activity and the presence 
of hypersynchronization can effectively detect the presence of an epileptic seizure. Also, 
in focal seizures, the origin of the seizure tends to show higher synchronization, which we 
use as a factor for determining the source of a seizure. 
We consider each lead of the EEG to be a node in a fully connected network with 
edge weights or node-to-node distances that depend on the behavior of the underlying 
neuronal network. The relationship between these nodes is similar to the relationship of the 
small world network comprised of neurons. In order to detect when the small world 
behavior disintegrates, we propose a distance measure between EEG leads which 
associates a smaller spectral difference between the EEG signals at these leads to a smaller 
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distance between the nodes representing the EEG leads. In this way, the brain as a network 
can be monitored, and its behavior can be analyzed.  
We use a measure of the increase in the EEG signal power to indicate the possible 
presence of seizure activity. This feature has been widely used in differentiating between 
seizure and non-seizure EEG signals [44, 45, 46]. A significant rise in the magnitude of 
certain frequency components in the EEG signal can be a sign of a transition towards 
abnormal brain activity, such as the transition from a preictal to an ictal state. Since 
neuronal activity differs between individuals, an activity that may be considered abnormal 
behavior in one individual may not be so in another individual. Therefore, we use an 
adaptive thresholds for determining significance of change, as defined in chapter 4, as 
opposed to a static threshold [81] to determine whether the activity in the epoch under 
consideration is abnormal. If the power in the signal for an epoch is greater than the 
adaptive threshold, we declare the current epoch to be a candidate for being in an ictal 
period. The adaptive threshold is calculated using the power of three blocks of epochs. 
These three blocks represent the background, recent, and current brain activities, 
respectively. However, a seizure is not the only reason for increased power in the EEG 
signal. As described next, we then verify that a seizure has indeed taken place by examining 
the network connectivity measures. 
A novel distance measure between electrodes is proposed to observe the similarity 
in the frequency domain. This measure is used for localizing the origin of a seizure. Since 
the power of an EEG signal increases—sometimes dramatically—during most seizure 
activities, this behavior, observed and measured in both time and frequency domains is one 
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of the most popular features used for the detection of abnormal brain activity in the 
literature [44].  
During the progression of a seizure, because of hypersynchronization, the similarity 
between the signals from neighboring EEG leads is expected to increase. We define a 
distance between two EEG leads, or channels, as the Euclidean distance between the fast 
Fourier transform (FFT) coefficients. A matrix of size 𝐾 × 𝑁 is generated where K is the 
number of channels and N is the number of FFT coefficients in a frequency band. A 𝐾 × 𝐾 
distance matrix D is obtained by calculating the Euclidean distance between frequency 
components in a band for each pair of channels. Assuming these distances reflect the 
synchronicity between the neuronal areas observed by electrode pairs, we expect to observe 
a close relation (lower distance) and a sudden increase in the closeness of channels during 
the preictal to an ictal transition period.  
In seizure detection studies, another important piece of information is to find the 
origin of the seizure in the brain or at least estimate the focus region of the seizure episode. 
On the basis of the neuronal hypersynchronization during the ictal period [10, 11], another 
network of EEG channels similar to one for confirming a seizure attack is generated for 
locating the origin of a seizure. In this network, we use the correlation between the channels 
to determine connectivity. While the correlation between EEG channels is not restricted to 
the ictal period, assuming that the correlation of a pair of channels reflects their 
synchronization, we expect to observe a higher correlation among synchronized electrodes 
in a seizure region (and neighboring regions) during an ictal period. If a seizure spreads 
rapidly in brain regions and covers most of the brain at the beginning of the seizure, it is 
considered to be a generalized seizure; otherwise, it is most likely to be a focal seizure. The 
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rapid spreading of the seizure at the beginning is captured by the number of connected 
edges. If more than half (60%) of the electrode pairs are connected at the beginning of a 
seizure, the seizure is determined to be a generalized seizure; otherwise, it is considered a 
focal seizure. The seizure detection and localization methods are described in detail in 
chapter 4. 
 
3.1.2 Concussion detection: 
Conditions like concussive injuries need careful monitoring until the patient gains 
full recovery to prevent more severe damage to the brain. Unreported concussed athletes 
are at a greater risk of Second Impact Syndrome (SIS). Repetition of concussion prolongs 
the post-concussion syndrome and can result in sudden swelling of the brain, long-term 
brain damage, and perhaps more severe neurological and cognitive impairments. Such 
long-term effects can reduce the quality of life, resulting in an increase in emotional 
distress, sleeping impairments and depression [82]. Although there is growing evidence 
that neural alterations caused by mild Traumatic Brain Injury (mTBI) persist for months 
after a concussion [40], post-concussion symptoms usually resolve within 7 to 10 days 
post-injury in 85% of cases [41, 30]. An objective monitoring system is required to 
facilitate concussion detection in this critical window, to minimize the number of 
unreported concussions incidences, encourage injured athletes to seek proper medical 
attention effectively, and prevent further damages. 
Studies such as [40] have shown that underlying neural alterations due to 
concussive brain injury can last for months. It is imperative that the patient avoid a second 
concussion before the effect of the first concussion has passed. As the days pass from the 
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concussion incident, the brain recovers from the injury. These damages affect the structure 
of the brain; therefore, they can be observed in the resting state signals [83]. The physical 
brain damage can also be studied with task-related EEG recording, which has been 
investigated for comparing the brain of a normal versus concussed person. [73]  
We hypothesize that the communication between neurons during a targeted task 
such as a working memory task is altered by the brain injury. We focus on task-related 
EEG recording to find the best metric to capture the alterations in functional networks. We 
propose a weekly monitoring EEG session for people that are at higher risk for having a 
concussion. We evaluate their brain dynamic during a working memory task session with 
at most a week delay after the injury. The alterations in brain connectivity are investigated 
in the frequency domain in order to capture the characteristics of post-concussion-related 
injuries on the networks across different regions of the brain. 
Concussive injuries differ in severity, and they can damage different parts of the 
brain. For the task-related approaches, especially for investigating injuries with different 
degrees of severity and impacting different parts of the brain, the changes from one person 
to another would be inconsistent. But the effect of the injuries can be captured with trials 
that target a specific functional task that the concussive injuries affect the most, for 
instance, a working memory task. In this case, the transition of a healthy brain to an injured 
brain caused by a concussive accident can be captured by evaluating the brain dynamic 
during a task that targets the working memory (in our case a 2-back task of visual working 
memory) function of the brain. The reason for using working memory tasks is that they 
have been shown to be affected [73] by concussion. Therefore, our main target is to find 
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the differences caused by a concussive injury and its effect on the dynamic of a person 
processing and choosing the right answer to a working memory-related task.   
We take a similar approach as described for the seizure detection study to generate 
the brain networks. The main difference here is that the structure of the networks used for 
discriminating the trials from a normal or recently concussed participant is different. Here 
we are looking for changes within a subject before and after a potential injury. We have a 
combination of features from the two sessions and investigate whether there was a 
concussive injury between the two sessions. Employing different distance metrics, 
networks of brain dynamics can be modeled by finding the similarity or dissimilarity of 
EEG channel characteristics in the frequency domain. To generate a model that contains 
the networks characteristics of the two sessions, an (NxN) distance matrix of a recorded 
trial with N EEG channels in the first session is stacked on top of an (NxN) distance matrix 
of a trial in the second EEG recording session. Figure 3.1 illustrates the structure of the 
combined features of the two sessions. 
 




Therefore, with a feature that contains the functional characteristic of a participant 
from two different sessions, differences in the brain dynamics are investigated within a 
subject based on her/his previous session. We evaluate the metrics that were promising for 
detecting the preictal to the ictal transition of a brain during a seizure episode but also 
introduce new metrics to capture all the different networks combined in one! 
A routine brain monitoring system in a short window of time can provide 
information to help prevent further damage to the brain of a concussed patient by guiding 
treatment and management of concussion symptoms before the patient returns to activities 
that pose a risk to brain functioning. Short-term monitoring can objectively identify altered 
EEG dynamics and thus minimize the potential for a recurrent concussion. For reporting 
concussive injuries, a routine EEG monitoring system is proposed to automatically detect 
any recent concussion based on features from working memory tasks in the baseline and 
post-injury sessions. The goal is to capture the connectivity and variation in network 
coherency of brain signals in the frequency domain of different brain regions before and 
after a concussion. Networks are established based on pairwise distance measurements 
between electrodes. All coherencies in the frequency domain are studied over different 
regions of the brain to capture any significant spatial differences between regions in 
classifying participants with a concussion and those without a concussion. By combining 
sessions of a participant from before and after a possible injury, the classifier captures any 
functional alteration caused by the concussion on the brain activity networks and uses this 
to differentiate between the presence or absence of a recent concussion. In chapter 5, the 




3.1.3 BCI applications 
BCI systems use an external stimulus to the brain in short intervals to capture the 
focused or desired inputs corresponding to the stimuli. In this type of study, unlike seizure 
detection, which required continuous modeling of brain states, or concussion detection that 
can be monitored within a week, the states of the brain are modeled at the beginning of the 
stimuli generated by a BCI machine. Networks are generated for each state by tracking the 
stimulus timing and comparing different stimuli and the response of the brain to them. 
In most BCI designs, there are two types of stimuli, Target (or desired) or non-
Target (unwanted) items. In each Trial, one of the objects in the BCI paradigm is set or 
chosen by the user as the Targeted item, and the rest are non-Targeted. Because of the 
design of the BCI systems, more of the epochs or segments are non-Target segments based 
on the ratio of the non-Target vs. Target items. For building an unbiased classifier, a 
balanced structure of training datasets of Targeted and non-Targeted segments is used. We 
tested our approach on two different designs of BCI systems, a visual scene display and a 
traditional P300 speller, in which items are pictures and letters, respectively. We use 
similar metrics as two previous projects to investigate the alteration of the brain networks 
in Target and non-Target states. The differences of powers are combined with the distance 
metrics for generating the edges of the networks as well. The data preparation and the 





3.2 Challenges and Contributions 
There are many different models and systems in the literature that focus on the same 
applications. There are a number of reasons why we feel our approach presented here is 
superior to those in the literature. Firstly, EEG accessibility is superior to other 
neuroimaging techniques because of its cost-efficiency, shorter setup time, and non-
invasiveness. Secondly, using the same extracted features of the EEG recordings for 
different applications could lower the computational costs. Third, all the applications are 
designed as a non-subject-specific model, which makes them accessible for general use. 
Also, it can lower the energy consumption for the durability of the offline models. These 
models and perhaps more similar applications can be integrated into one comprehensive 
system. 
3.2.1 Non-patient specific 
 In seizure detection, it is known that during the seizure episode, unexpected 
activity of the brain is observed with considerable power in the signal. When we compare 
the state of the brain to its prior states, we observe a transition to a state which have higher 
activity compared to the previous states of the brain. This could be a potential transition to 
an ictal period. To confirm a brain transition to the ictal period, the generalized model of 
the network is evaluated for the brain states of the subject. Hence, this system is not patient-
specific. Although patient-specific models could outperform a generalized model, to obtain 
a patient-specific seizure detection model, we need to record a prior seizure attack 
confirmed by a neurologist.  
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Regarding concussion injuries, some individuals don't manifest any symptoms of 
concussion and are not aware that they have experienced a concussion. However, for those 
who do, we need a system to report that concussion. It is also not feasible to expect 
everyone to have a recording sample of their previous concussion to build a specific model 
for their potential concussive injuries. Therefore, a generalized algorithm to report 
concussive injuries is necessary. A generalized BCI system reduces the setup time and 
decreases the dependency on an expert, and increases the accessibility of the system for 
everyone. 
  
3.2.2 Low latency 
The importance of the low latency response in seizure detection could prevent 
causing dangerous situations such as falling, losing balance, or consciousness. The built 
device should report the event as soon as possible to alarm the caregiver or the first 
responder to help the patient. Alternatively, it should inform the patient to sit down or find 
a safe place or remind them to take an AED. Similarly, for BCI systems, the rate of 
interaction between a user and the system should be fast enough to make communication 
feasible. Moreover, the methods should be computationally efficient to keep the latency as 
low as possible. The concussion detection system is less time-sensitive and can be 
performed offline, but the BCI and seizure detection should be performed in a real-time 
system because of the sensitivity of the response time of the system.  
The EEG headset can be used as a wearable device that sends the data to a server 
that has the detection algorithm embedded in. However, for sensitive applications like 
43 
 
seizure detection, we cannot rely on the connections, such as Wi-Fi or telemonitoring 
devices. We need to have a reliable local machine that can process and analyze the data so 
that it alarms the patient or the caregivers to take the proper action during an ictal period. 
Therefore, the algorithm should be computationally efficient with low energy 
consumption, e.g., prolong battery life for the durability of the device and to reduce the 
latency in alarming the patient or their caregivers. It should have a quick response with as 
small latency as possible. 
3.2.3 Generalizability  
All the designed models are non-subject specific to make them applicable for 
general usage and for making them accessible in developing areas with less access to 
human resources such as a neurologist and trained EEG experts to set up and calibrate the 
systems. The properties of EEG systems, such as cost-efficiency, non-invasiveness, and 
wearability, in addition to the design of the algorithm, would further increase the 
accessibility of such systems for the usage of everyone, even for the first-time users.  







4 CHAPTER 4: ONLINE EEG SEIZURE DETECTION AND 
LOCALIZATION 
4.1 Introduction 
More than 50 million people around the world struggle with epilepsy, with 5 million 
people diagnosed each year. In the U.S. there are more than 3 million people afflicted with 
the disease, with 180,000 new cases each year. The severity of epileptic seizures can vary 
from laughter to sudden unexpected death in epilepsy (SUDEP). The attacks can last from 
seconds to minutes [6, 7, 8]. While there is much that is unknown about epileptic seizures, 
the molecular mechanism involves an imbalance in the inhibition and excitation of neurons 
leading to hypersynchronization of neuronal activity [9, 10, 11, 12]. Epilepsy is a condition 
with recurrent seizures, and it can start at any age. Early detection not only increases life 
expectancy but can also prevent further damage during physiological development [13]. 
During childhood and adolescence (ages 4–21), the brain’s gray matter density is 
decreasing because of synaptic pruning and increasing myelination [14]. Also during these 
ages, subcortical regions, such as the caudate, putamen, thalamus, amygdala, hippocampus, 
and the cerebellar cortex, are developing to form a mature brain [15]. Untreated seizures 
can cause severe biological, sociological, and psychological issues during these critical 
periods [16, 17].  
A high ratio of epileptic patients in developing countries and poor patients in 
developed countries remain untreated. According to the World Health Organization 
(WHO), about three-quarters of the people with epilepsy in low-income countries may not 
receive proper treatment [18]. For instance, 9 out of 10 epilepsy patients remain untreated 
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in Africa [19]. A major reason for this lack of treatment is the need for trained medical 
personnel for the detection and identification of seizures and for monitoring the progress 
of a patient. Unfortunately, the demand for neurologists outpaces their supply. In the U.S., 
studies estimate that the demand for neurologists will rise to almost 21,500 by 2025, while 
the number of neurologists will only increase to about 18,000 [43]. This problem can be at 
least partially be alleviated with automated online seizure detection. This is especially true 
for long-term electroencephalographic monitoring. Real-time seizure detection approaches 
can be used in epilepsy monitoring units (EMUs) to assist neurologists [84]. Outside of 
hospital settings, real-time seizure detection can be used to activate drug delivery systems 
[85], to inform caregivers of a potentially dangerous situation [86], or for neurostimulation 
[87].  
Most epileptic seizure detection algorithms are either patient-specific or seizure-
specific. In patient-specific algorithms, the assumption is that the patient has already been 
diagnosed with epilepsy, and previous seizure datasets are available for training [55, 88]. 
There are various types of clinical seizures, and seizure-specific algorithms are trained to 
detect particular seizure types [89]. Even though these algorithms can differentiate between 
seizure and non-seizure periods, the algorithms have to be trained extensively in order to 
obtain acceptable classification performance because much of the training is done without 
reference to the underlying physiological process. While such algorithms definitely have 
their advantages and uses in practice, there is also a need for algorithms that can detect 
seizures without requiring data on the patient’s history in order to be trained. While there 
is much that remains to be understood about epileptic seizures, we know that there are 
certain characteristics common to most seizures. During a seizure, there is increased and 
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synchronized activity in the brain known as hypersynchronization. Detecting both the 
increase in activity and the presence of hypersynchronization can provide an effective way 
of detecting the presence of an epileptic seizure. While imaging modalities, such as 
functional magnetic resonance imaging (fMRI) and magnetoencephalography (MEG), 
have higher spatial resolution compared to electroencephalography (EEG), the EEG signal 
has a higher temporal resolution, which is essential for the online detection of seizures. 
Furthermore, EEG monitoring can be mobile and it is more cost-effective. Hence, we chose 
to focus on EEG for seizure detection. 
Neurologists generally use the time domain EEG waveform for seizure detection. 
However, the spectral characteristics of the EEG signal [9, 10, 11] can also be used to 
characterize the behavior of the EEG waveform before and during a seizure. We use 
measures of similarity between the spectral characteristics of EEG signals from different 
regions as a proxy for the similarity of neuronal activity in the regions. These measures can 
be used for the detection of hypersynchronization. Viewed as a network, the normal 
functional connectivity between neurons is analogous to small world behavior, with there 
being more local connections than distant ones. However, this behavior disintegrates 
during seizure activity, and similarities can be observed in neighboring leads of the EEG.  
We consider each lead of the EEG to be a node in a fully-connected network with 
edge weights or node-to-node distances that depend on the behavior of the underlying 
neuronal network. The relationship between these nodes is similar to the relationship of the 
small world network comprised of the neurons. In order to detect when the small world 
behavior disintegrates, we propose a distance measure between EEG leads which 
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associates a smaller spectral difference between the EEG signals at these leads to a smaller 
distance between the nodes representing the EEG leads. In this way, the brain as a network 
can be monitored and its behavior can be analyzed. A novel distance measure between 
electrodes is proposed to observe the similarity in the frequency domain. This measure is 
used for localizing the origin of a seizure. Since the power of an EEG signal increases—
sometimes dramatically—during most seizure activities, this behavior, observed and 
measured in both time and frequency domains, is one of the most popular features used for 
the detection of abnormal brain activity in the literature [44]. We also use a measure of the 
increase in the EEG signal power to indicate the possible presence of seizure activity. 
However, a seizure is not the only reason for increased power in the EEG signal. Therefore, 
if this condition is fulfilled, we look for evidence of hypersynchronization using the 
distance metric described in the next section. 
4.2 Methods 
Figure 4.1 is a flowchart of the proposed algorithm. The main steps in the workflow 
are the computation of power in a band of interest (PBI), the calculation of distances in the 
network of electrodes (DN), and the computation of correlation within the network (CN). 
The EEG signals are divided into 10 second epochs with a 5 second overlap between 
epochs. The signals in each epoch are preprocessed to remove the DC offset and the 60 Hz 
line noise. These processed signals are decomposed into the frequency bands specified in 





Figure 4.1: Algorithm flowchart. EEG = electroencephalography, FFT = fast Fourier transform, PBI = 
power in a band of interest. 
 
Table 4.1: Frequency band ranges. 
Original Bands Combined Bands 
Band Frequency (Hz) Band Frequency (Hz) 
Delta 0.5–4 Delta–Theta 0.5–8 
Theta 4–8 Theta–Alpha 4–14 
Alpha 8–14 Alpha–Beta 8–30 
Beta 14–30 Beta–Gamma 14–80 
Gamma 30–80 Gammas 30–125 




Previous studies, such as Adeli et al. [47], used all frequency bands when studying 
the EEG signals, while other studies, such as those of Shoeb and Guttag [48], used a limited 
frequency range (0.5–25 Hz). In the normal brain state, the power in the delta band has the 
largest variance [49]. The beta band activity corresponds to the performance of motor tasks 
and the performance of cognitive tasks with sensorimotor interactions [50]. Thus, the beta 
band activity varies based on the task in progress. Therefore, capturing the transition from 
the normal state to abnormal states (seizures in this case) is challenging if we use 
information from the delta and beta bands. Lee et al. [51], investigating seizures using 
electrocorticography (ECoG) or intracranial EEG, reported either rhythmic theta–alpha 
spike activity or rhythmic theta–alpha sinusoidal waves at seizure onset. Our hypothesis in 
this study is that theta–alpha activity will also provide an indication of seizure onset with 
scalp EEG. Hence, in this study we have used the activity in the theta–alpha band to 
compute the PBI measure. 
Primarily due to historical reasons, such as the use of paper for recording EEG 
waveforms, clinical EEG interpretation generally relies on signals below 30 Hz. The advent 
of digital displays has brought about an interest in, and a utilization of, higher frequency 
components of the EEG signal. It has been noted [11, 12, 52] that high-frequency 
oscillations (HFOs) between 80 and 500 Hz contain spatial and temporal information about 
epileptic seizures. While most studies on HFOs are based on electrocorticographies 
(ECoGs), it has been suggested that HFOs may also be useful for studying seizures using 
scalp EEG [12]. Unfortunately, there is significant contamination of the EEG signals with 
the electromyogram (EMG) between 20 to 300 Hz, and the level of contamination increases 
with increasing frequency [53]. However, new studies suggest that the use of HFOs with 
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EEGs is also possible by filtering out or lessening the EMG contamination noises on EEG 
recordings [52]. Because of the existence of EMG coherence across EEG leads [54], it 
seems reasonable to assume that when we examine the difference between leads, the effect 
of this contamination will be reduced. In this study, because of the sampling frequency of 
256 Hz for the datasets used, the high gamma band is considered to be representative of 
the HFOs. Therefore, for measures of network connectivity which involve the distance 
between the nodes in the network, we use the spectral coefficients from the high gamma 
band. 
4.2.1 Power in Band of Interest 
One of the features used for distinguishing brain activity is the change in power in 
the EEG signal. This feature has been widely studied for differentiating between seizure 
and non-seizure EEG signals [44, 45, 46]. A significant rise in the magnitude of certain 
frequency components in the EEG signal can be a sign of a transition towards abnormal 
brain activity, such as the transition from a preictal to an ictal state. In the proposed 
algorithm, we measure this change in the following manner. For each lead, or channel, c, 
and epoch, t, the channel power, or the power at each electrode, (PE), in the frequency band 
of interest is computed as the sum of the squared magnitude of the appropriate FFT 
coefficients. 
𝑃𝐸(𝑡, 𝑐) =  ∑ |𝑋𝑡,𝑐(𝑖)|
2𝑛
𝑖=1 , (4.1) 
where 𝑋𝑡,𝑐(i) are the FFT coefficients of the EEG signal from the channel c obtained during 
epoch t in the frequency band of interest, and n is the number of FFT coefficients in that 
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band. The total power (P) during epoch t is then computed as the sum of the power of all 
channels for each band. 
𝑃(𝑡) =  ∑ 𝑃𝐸  (𝑡, 𝑐)
𝑲
𝒄=𝟏 , (4.2) 
where K is the number of leads. As we are interested in the change in power, the power 
obtained using Equation (4.1) is normalized to get the value of the power in the band of 
interest (PBI) for epoch t as 
𝑃𝐵𝐼(𝑡) =  
𝑃(𝑡)−min (𝑃(𝑡−2𝑗)…𝑃 (𝑡−𝑗))
max (𝑃(𝑡−2𝑗)…𝑃( 𝑡−𝑗))− min (𝑃(𝑡−2𝑗)…𝑃( 𝑡−𝑗))
. (4.3) 
The computed power in the current epoch is normalized by the background activity. 
The background activity is measured using the maximum and minimum power in the 
epochs from about 3 min prior to the current epoch to about 90 s prior to the current epoch. 
Each epoch overlaps the previous epoch by 5 s. Therefore, the variable j in Equation (4.3) 
is set to 17. Since neuronal activity differs between individuals, activity that may signal 
abnormal behavior in one individual may not do so in another individual. Therefore, we 
compute an adaptive threshold, as described in the following section, to determine the 
significance of the PBI value. If the PBI value for an epoch is greater than the adaptive 
threshold, we declared the current epoch to be a candidate for being in an ictal period.  
4.2.2 Adaptive Threshold 
Each individual’s brain activity is different. Therefore, we use an adaptive PBI 
threshold as opposed to a static threshold [81] to determine whether the activity in the 
epoch under consideration is abnormal. The adaptive threshold is calculated using the PBI 
values in three blocks of epochs: 
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1. The first block consists of the epochs from the beginning of the record to 
the epoch terminating at 3 minutes prior to the epoch under consideration. 
2. The second block consists of the epochs from 3 minutes prior to the current 
epoch to 90 seconds (one and a half minutes) before the current epoch. 
3. The third block consists of the epochs from 90 s prior to the current epoch 
to the beginning of the current epoch. 
 
These three blocks represent the background, recent, and current brain activities, 
respectively. We compute the average PBI values in each block denoted by PBI1, PBI2, and 
PBI3. The adaptive threshold ( ) is computed as a weighted average of these three values, 
further weighted by an adaptation coefficient (), which can be used to adjust the 
sensitivity of the algorithm. 
𝜏 = α[0.5 PBI1 + 0.25 PBI2 + 0.25 PBI3]. (4.4) 
After 3 minutes from the beginning of a record, the adaptive threshold is adjusted 
for each epoch. In Equation (4.4), the weight of the first PBI block is two times higher than 
the second and third, as the average of the first PBI block carries more information about 
the background activity of the brain. The second and third blocks are equally important for 
capturing activity during transition, hence they are weighted equally.  
Figure 4.2 contains an example of the PBI values for a complete EEG record and 
the corresponding  values for each epoch. The seizure period is marked by the red dashed 
line (between epoch 400 and epoch 450). If the threshold was set to a fixed default value 
(the black dashed line), there would be three events sensed as abnormal activities around 
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the 50th epoch, however, the PBI is greater than the adaptive threshold (orange) only 
during the seizure periods. When the PBI is greater than the adaptive threshold, we declare 
the epoch to be a candidate for a seizure epoch. As described in the next section, we then 
verify that a seizure has indeed taken place by examining the network connectivity 
measures.  
 
     
Figure 4.2: An example of PBI and the dynamic PBI threshold. The blue and orange lines illustrate the PBI 
for each epoch and the PBI dynamic threshold, respectively. 
 
4.2.3 Distance Network 
During the progression of a seizure, because of hypersynchronization, the similarity 
between the signals from neighboring EEG leads is expected to increase. We define a 
distance between two EEG leads, or channels, as the Euclidean distance between the FFT 
coefficients that correspond to the high gamma band. A matrix of size 𝐾 × 𝑁 is generated 
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where K is the number of channels and N is the number of FFT coefficients in the high 
gamma band. A 𝐾 × 𝐾 distance matrix D is obtained by calculating the Euclidean distance 
between frequency components in a band for each pair of channels.  
Assuming these distances reflect the synchronicity between the neuronal areas 
observed by electrode pairs, we expect to observe a close relation (lower distance) and a 
sudden increase in the closeness of channels during the preictal to ictal transient period. 
We define a normalized distance (DN) matrix 




where Dmax, and Dmin are the maximum and minimum distances in the epoch, 
respectively. The normalized values lie between 0 and 1. A threshold of 0.1 is chosen to 
capture more than 90% similarity between a pair of electrodes. A pair of channels with a 
distance less than the threshold is assumed to be connected and an edge is created between 
the two nodes (EEG electrodes). Hypersynchronization during a seizure means that the 
number of connections in this network, which we call the distance network (DN), will 
increase as the seizure progresses. Therefore, a measure of hypersynchronization in a 
region of the brain is the number of possible connections which are activated. Letting R be 
the number of pairs of channels in a particular region with distance less than the threshold, 
and letting T be the total number of pairs of channels in the region, then we define the 







If there are n channels in a region, the total number of possible connections in a 
region, T, is (𝑛
2
). The EEG channels are divided into eight regions: right and left 
hemispheres, frontal, temporal, parietal, and occipital lobes, in addition to the central 
region and the general region, which consists of all of the EEG channels. 
The connection ratio is evaluated after sensing an abnormality activity using the 
PBI method. To determine a transition from a preictal to ictal period, the DN is studied in 
the high gamma band. An example of this increase in the connection ratio during transition 
from preictal to ictal is shown in Figure 4.3. Figure 4.3a shows the DN at an epoch before 
a seizure start, and Figure 4.3b,c shows the increase in connections as the seizure 
progresses. The connection ratio in a region should be greater than 0.2 in order to declare 
a focal seizure in a region. A generalized seizure covers more than a focal seizure. Note 
that we only compute the connection ratio if the PBI measure indicates the possibility of a 
seizure. The background of the DN schematic, displayed in Figure 4.3a–c, shows the 








Figure 4.3: The transition of the distance network (DN) from preictal to ictal. DN networks of (a) an epoch 




The DNs indicate the increase in closeness and model a spreading seizure in the 
brain. However, this approach is not capable of locating the origin of a seizure. For locating 
the focus of a seizure, the Correlation network (CN) is generated.  
4.2.4 Correlation Network 
The PBI and DN measures are used to detect the presence of a seizure. On the basis 
of the neuronal hypersynchronization during the ictal period [10, 11], another network of 
EEG channels similar to DN is generated for locating the origin of a seizure. In this 
network, we use correlation between the channels to determine connectivity. 
 While correlation between EEG channels is not restricted to the ictal period, 
assuming that the correlation of a pair of channels reflects their synchronization, we expect 
to observe a higher correlation among synchronized electrodes in a seizure region (and 
neighboring regions) during an ictal period. 
After pre-processing and filtering an epoch of an EEG signal into a frequency band, 
a 𝐾 × 𝐾 (K = number of electrodes) matrix of Pearson correlations is generated by 
calculating correlation coefficients of pairs of channels. The Pearson correlation between 










)𝑁𝑖=1 , (4.7) 
where N, represents the number of FFT frequency magnitude components, µA and 
µB represent the averages of FFT components in channels A and B, and σA and σB represent 
the standard deviations of the spectral components in channels A and B. The closeness (C) 
factor of channels A and B is defined by Equation (4.8).  
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where 𝑃𝐸,𝑁(t,A) and 𝑃𝐸,𝑁(t,B) are the normalized power obtained using Equation 
(4.1) normalized by the maximum power of a channel in that epoch. Therefore, 𝑃𝐸,𝑁(t,A) 
and 𝑃𝐸,𝑁(t,B) are in the range of [0, 1]. Channel synchronization should have more impact 
on their closeness (C). A high correlation coefficient of a pair of channels indicates a 
possible hypersynchronization of channels. In this formula, the correlation coefficient is 
raised to the second power while the average channel power (𝑃𝐸,𝑁(t,A) +𝑃𝐸,𝑁(t,B))/2 is 
raised to the third power. As each of these terms has a value less than one, this accentuates 
the effect of the correlation coefficient with respect to the average power in Equation (4.8). 
To define a connection in a correlation network, a threshold of 0.85 is used: Two electrodes 
are connected if their closeness (C) factor is greater than 0.85. Connected electrodes 
generate a CN. The edges of the CN are normalized by the maximum edge (with maximum 
closeness (C)) of the same network. The normalized edges determine the relative degree of 
closeness of two channels. Figure 4 demonstrates a CN generated at the beginning epoch 
of a seizure. The higher the closeness of electrodes, the darker and thicker the connections. 
The strength of connections in a brain region is defined as the average of the two strongest 
(closest) connections in the corresponding region. 
The type and the focus of the seizure can be identified by the CNs. If a seizure 
spreads rapidly in brain regions and covers most of the brain at the beginning of the seizure, 
it is considered to be a generalized seizure; otherwise, it is most likely to be a focal seizure. 
The rapid spreading of the seizure at the beginning is captured by the number of connected 
edges. If 60% or more of the electrode pairs are connected at the beginning of a seizure, 
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the seizure is determined to be a generalized seizure; otherwise, it is considered a focal 
seizure.  
To locate the origin of a seizure, the 10-seconds epoch in which the seizure is 
determined to have begun—which has been determined by the PBI and DN methods—is 
divided into 2-seconds sub-epochs with a 1 second overlap between sub-epochs, resulting 
in nine 2-seconds sub-epochs. The CN is generated for all 2-seconds sub-epochs of the 
event. The connection ratio of CN in the high gamma band in brain regions (R-F (right-
frontal), L-F (left-frontal), occipital, central, R-T (right-temporal), L-T (left-temporal), 
parietal) is calculated for each sub-epoch (Figure 4b). The first sub-epoch with a region 
connectivity more than 40% is defined as the start of the seizure. If none of the sub-epochs 
pass this criterion, the first sub-epoch (which is the first 2 seconds of the epoch containing 
the beginning of the seizure) is assumed to contain the seizure origin. As mentioned before, 
seizures are assumed to result in increased similarity between neighboring electrodes. 
Therefore, to locate the seizure origin, two CN parameters of the chosen sub-epoch, the 
connection ratio (indication of the malfunction of neuronal inhibition and excitation 
activity) and strength of connections (an indication of the hypersynchronization of 
neighboring neuronal regions) are considered simultaneously. This is done by computing 
the product of these values. The region with the maximum product of these two parameters 
is picked as the origin of the seizure. For instance, in Figure 4.4, the seizure is located in 
the L-T lobe. Also, a finer localization is marked on the CN schematic calculated by the 
three electrode coordinates of the two strongest connections in the defined seizure origin 
region. The centroid of the three electrodes is defined as the seizure origin and visualized 
by filled circles. The marked origin of the seizure in Figure 4a is located in the L-T region, 
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closer to the electrodes with higher relative power. As mentioned in section 4.3, the 










Figure 4.4: Correlation within the network (CN) example at the beginning of a seizure; (a) CN contains 
connection, marked target of the seizure origin, and colored-background by the normalized power of the 
channels; (b) average number of connections in each region (right, left, right-frontal (R-F), left-frontal (L-
F), occipital, central, right-temporal (R-T), left-temporal (L-T), parietal, general); and (c) strength of 
connection in each region. 
4.2.5 Dataset 
Two datasets were used for evaluating the performance of the proposed approach. The 
Physionet dataset, provided by the Children's Hospital Boston (CHB-MIT) [90], is 
comprised of 980 h of EEG records, obtained from 24 patients with a total of 185 seizure 
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attacks and is used for the detection of seizures. Since the CHB-MIT dataset does not 
provide localization information about the seven seizures, a second dataset obtained from 
the Karunya University EEG database [91] was used, which contains 10 second EEG 
seizure activity. This dataset was used to evaluate localization performance. Both datasets 
are publicly available. Table 4.2 contains the descriptions for each patient obtained by the 
CHB-MIT dataset, sampled at 256 Hz, and includes the length of the EEG signals, the 
number of seizures, and the average seizure durations. The Karunya dataset also has a 
sampling rate of 256 Hz, but is additionally filtered through an analog bandpass filter with 
cutoff frequencies of 0.01 Hz and 100 Hz. This dataset contains a total of 175 10 second 
EEG seizure sequences obtained from patients with an age range spanning from 1 to 107 




Table 4.2: Children's Hospital Boston (CHB-MIT) patients record description. 
Patient Gender Age # of seizures Av length of seizures (s) Length (h) 
1 F 11 7 63.14 40.55 
2 M 11 3 57.33 35.27 
3 F 14 7 57.43 38.00 
4 M 22 4 94.50 156.07 
5 F 7 5 111.00 39.00 
6 F 1.5 10 15.30 66.74 
7 F 14.5 3 108.33 67.05 
8 M 3.5 5 183.80 20.01 
9 F 10 4 69.00 67.87 
10 M 3 7 63.86 50.02 
11 F 12 3 268.67 34.79 
12 F 2 27 37.00 20.69 
13 F 3 12 44.58 33.00 
14 F 9 8 21.00 26.00 
15 M 16 20 104.94 40.01 
16 F 7 10 8.44 19.00 
17 F 12 3 97.67 21.01 
18 F 18 6 52.83 35.63 
19 F 19 3 78.67 29.93 
20 F 6 8 36.75 27.60 
21 F 13 4 49.75 32.83 
22 F 9 3 68.00 31.00 
23 F 6 7 56.67 26.56 
24 ---1 ---1 16 31.94 21.30 





The performance of the proposed algorithm was evaluated for temporal seizure 
detection by applying it to the CHB-MIT dataset. Most studies that have used this dataset 
have focused on the ages between 4 and 21 years old, which is what we did also. Therefore, 
patients 4, 6, 10, 12, and 13 were excluded from the seizure detection algorithm and further 
analyses. Although patient 8 was 3.5 years old, their EEG recordings were included in the 
evaluation. Additionally, for the spatial seizure detection evaluation, the algorithm was also 
applied to the Karunya dataset.  
The temporal performance of the proposed algorithm was evaluated using two 
metrics: true positive rate (TPR) or sensitivity ((
detected seizures
total seizures
 ) × 100), and false positives 
per hour (FPH). Furthermore, detection latency was also calculated for the detected 




Table 4.3: CHB-MIT results. 






1 7 6 0.857 2.56 8 
2 3 1 0.333 2.67 0 
3 7 5 0.714 3.68 8.4 
5 5 5 1 2.10 7.4 
7 3 3 1 3.03 2.6 
8 5 3 0.600 1.65 12 
9 4 4 1 1.55 4.75 
11 3 2 0.667 2.93 12 
14 8 0 0 0.46 --- 
15 20 8 0.400 3.17 28.5 
16 10 2 0.200 4.89 2 
17 3 3 1 4.28 16.66 
18 6 5 0.833 3.11 11 
19 3 3 1 3.47 8 
20 7 6 0.857 1.12 7.33 
21 4 3 0.750 1.61 4.66 
22 3 3 1 2.97 9.33 
23 7 4 0.571 4.86 12.25 
24 15 13 0.867 3.47 7.15 
1 TP (true positive) is the number of correctly detected seizures, and TPR (true positive rate). 
Figure 4.5 illustrates the number of seizures, true positives (TPs) (number of 
correctly predicted seizures), and false negatives (FNs) (number of missed true seizures) 
for each individual patient. As mentioned in section 2.1, PBI normalization requires at least 
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3 min of EEG recording; therefore, the events prior to the first 3 min of an EEG record 
cannot be evaluated. Patients 17 and 24 had one seizure activity which ended before the 
third minute of the recording; hence, those events were removed from the dataset. Patient 
2 had seizure activity between 130–212 s of the recording. Although the activity started 
prior to the third minute of the recording, our algorithm detected it at the 180th second, 
which affected the detection latency period. Therefore, the beginning of the seizure is 
assumed to be at that time to fix the negative effect on the detection latency; otherwise, it 
would contain a 50 second latency. The adaptive coefficient () was set to 5. The boxplots 
in Figure 6a–c represent the overall performance of the proposed algorithm and illustrate 
the median, outliers, and ranges of the performances. Table 4.4, which summarizes the 
detailed results of Table 4.3, contains the overall temporal performances of the proposed 
approach. 
 
Figure 4.5: Results of the CHB-MIT dataset contains the number of seizures, TP, and false positives (FP) 
for each patient. 
1 2 3 5 7 8 9 11 14 15 16 17 18 19 20 21 22 23 24
# Seizures 7 3 7 5 3 5 4 3 8 20 10 3 6 3 7 4 3 7 15
TP 6 1 5 5 3 3 4 2 0 8 2 3 5 3 6 3 3 4 13































Table 4.4: Overall temporal performance. 
 Mean Median 
TPR 0.72 0.83 
FPH 2.82 2.96 
Detection latency (sec) 9.002 8 
 
The evaluation of the spatial performance of the proposed algorithm was based on 
the concurrence of the labeled seizure origins in the Karuniya dataset with the localization 
results of the algorithm. Table 4.5 summarizes the spatial performance of the proposed 
approach on the Karuniya dataset. Seizures of generalized or focal types were analyzed. 
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Additionally, if the localized seizure lobe in the right, left, and central regions concurred 
with the focus of the seizure annotated by the dataset, the localization was counted as a 
correct localization. The second and third columns in Table 4.5 contain the total number of 
the EEG records and the ones that were correctly localized. The last column shows the 
sensitivity (TPR) measures for seizure type determination and region localization.  
 
Table 4.5: Localization performance on the Karuniya dataset. 
Type/Region Total Localized Sensitivity 
Generalized 88 64 0.73 
Focal 87 41 0.47 
Right hemisphere 50 39 0.78 
Right hemisphere lobes 50 39 0.78 
Left hemisphere 23 6 0.26 
Left hemisphere lobes 23 10 0.43 
Central regions 10 8 0.80 
 
4.4 Discussion 
Detecting seizures is a challenging problem, and a real-time seizure detection 
algorithm is even more challenging. Previous studies have shown a promising performance 
for detecting seizures, as shown in Table 4.6. However, those algorithms require a large 
amount of training on the data from previous seizures (patient-specific methods) or training 
on EEG signals of different seizure and non-seizure periods (seizure-specific methods). 
For instance, Shoeb [55] and Nasehi and Pourghassem [56] obtained a better sensitivity 
value (96% and 98%, respectively) than the TPR reported in this study (mean TPR = 72%, 
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median TPR = 83%). However, their approaches were trained and tested on a specific 
patient. 









TPR% FPH (hour-1) PS/NPS 3 
Shoeb et al. [88] (2004) WD, SVM --- 36,139 82.5 0.16 PS 
Shoeb [55] (2009) SVM CHB-MIT 23,163 96 0.08 PS 
Shahidi Zandi [92] (2010) WD --- 1463 90.5 0.51 PS 
Khan et al. [93] (2012) WD, LDA CHB-MIT 526 83.6 --- PS 
Hunyadi et al. [94]4 (2012) 
TFDF, 
NNL 
CHB-MIT 22,131 81 0.15 PS 




CHB-MIT 23,161 98 0.125 PS 
Supratak et al. [58]5 (2014) SAE CHB-MIT 639 100 7.96 PS 
Kiranyaz et al. [95] (2014) 
CNBC, 
PSO 
CHB-MIT 21,132 89.01 --- PS 
Samiee et al. [96] (2015) 
GLCM, 
SVM 
CHB-MIT 23,153 70.19 --- PS 
Zabihi et al. [57] (2016) PCA, LDA CHB-MIT 23,165 88.27 4.86 PS 
Webber [97] (1996) ANN --- 5034 76 1 NPS 
Gabor [98] (1998) 
SOM, 
ANN 
--- 65,181 92.8 1.35 NPS 
Wilson [99] (2004) ANN --- 426,670 76 0.11 NPS 
Saab and Gotman [59] (2005) CSP --- 44,195 76 0.34 NPS 
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Aarabi et al. [100] (2006) LC, ANN --- 634 91 1.17 NPS 
Kuhlmann et al. [60] (2009) CSP --- 2188 81 0.60 NPS 










1 wavelet decomposition (WD), support vector machine (SVM), linear discriminant analysis 
(LDA), time and frequency domain features (TFDF), nuclear norm learning (NNL), improved 
particle swarm optimization (IPSO), artificial neural network (ANN), stacked autoencoder (SAE), 
collective network of binary classifiers (CNBC), particle swarm optimization (PSO), gray level 
co-occurrence matrix (GLCM), principal component analysis (PCA), self-organizing map (SOM), 
conditional seizure probability (CSP), linear correlation (LC); 2 available online datasets; 3 patient-
specific (PS) or non-patient-specific (NPS) algorithms; 4 average of median performance with one 
seizure training; 5 reported results with channel threshold = 3. 
Although non-patient-specific approaches are more amenable to generalization 
compared to patient-specific methods, they require a huge amount of the EEG data for 
training their classifiers. Saab and Gotman [59] used a training set which contained 652 
hours of EEG data including 126 clinical seizures from 28 patients, and the Kuhlmann [60] 
training set consisted of 367 hours of EEG signals, which contained 58 clinical seizures 
from 14 patients. Despite the size of the training dataset for these two studies, the non-
trained proposed method has generally outperformed them.  
The overall performance of the proposed method was negatively affected by three 
patients—14, 15, and 16. Excluding these outliers enhances the overall TPR (mean TPR = 
81.5%, median TPR = 85.7%). The main reason for the poor performance of the algorithm 
on these patients was an excessive level of artifacts. The EEG signals from patients 14 and 
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15 contained significant artifacts in the recordings and would require an enhanced 
preprocessing method to be able to differentiate the activities. The seizures for patient 16 
lasted an average of only 8.4 s, which was less than the length of the epoch of the proposed 
system. Only one seizure lasted more than 10 s (14 s). It is hoped that by decreasing the 
epoch size, these types of short seizures attacks will be detectable.  
Compared to previous studies using computationally expensive classifiers, such as 
neural networks and PSO, the proposed algorithm is time-efficient and cost-effective. 
Table 4.7 contains the average times required to compute the main functions in 
milliseconds. The computation times were calculated for an implementation in MATLAB 
R2017b with Intel Core i7-6700 CPU @ 4.00 GHz with 32 GB RAM. The FFT, PBI, and 
threshold adaptation functions are computed for every 10 second epoch. The most 
computationally expensive part of the proposed algorithm is the generation of the CN. On 
average, these networks needed to be calculated three times per hour (FPH of 2.9), which 
requires approximately 25 milliseconds per hour. Zabihi et al., [57] implemented their 
proposed method on the same dataset using MATLAB version R2014b with a 3.4 GHz 
processor and 16 GB RAM. The time required for feature extraction for one second of one 
EEG channel was reported as 2.6 ms. For an hour of EEG analysis on one channel, the time 
required for feature extraction with linear discriminant analysis (LDA) classification is 
about 9.6 s. Supratak et al. [58] implemented their algorithm in MATLAB with a 3.4 GHz 
machine with 16.0 GB RAM. The reported training time varied from 2 to 5 h, depending 
on the amount of training for each patient, and the computation time for seizure detection 
was reported as ~10 ms for each 1-second EEG segment. This translates to about 36 s for 
an hour of EEG activity without considering the amount of time devoted to training. In 
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contrast, for the proposed algorithm, the average computation time for analysis of an hour 
worth of EEG data for all channels is about 2.2 s. 
 
Table 4.7: Computational time for an epoch. 
Functions Elapsed Time (ms) 
FFT 0.690 
PBI 0.056 




In addition to detecting a seizure occurrence, this study proposes a simultaneous 
localization of the seizure. EEG localization methods have lower spatial resolution 
compared to the other methods, such as MEG or fMRI, but the portability of EEG devices 
makes them a popular approach for some cases such as long-term monitoring (LTM) with 
wearable EEG devices for post-surgery seizure monitoring or monitoring the effect of 
antiepileptic drugs (AEDs) on a patient. Table 4.5 contains the localization performance of 
175 EEG seizure sequences from the Karuniya dataset. The underlying hypothesis for 
locating the origin of a seizure using the proposed algorithm is to capture the seizure 
characteristic at the beginning of a seizure and localize it. The Karuniya EEG records are 
10 second segments of a seizure, which could be at the beginning, middle, or last ten 
seconds of an ictal period. The localization performance would be enhanced if the EEG 
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records all contained the beginning of seizures. The Karuniya patients were diagnosed with 
a variety of neurological disorders, such as dementia, and the dataset was not focused on 
epileptic seizures. Other disorders should be studied separately for localization because of 
their unique characteristic of neuronal activities. In addition to the low-frequency 
resolution of the Karuniya dataset (filtered by an analog bandpass filter with cutoff 
frequencies of 0.01 Hz and 100 Hz) which reduces the CN efficiency, the proposed method 
demonstrated acceptable performance on defining the type of seizures and localization of 
brain lobes rather than the hemispheres. Furthermore, this algorithm is applicable on 
different EEG electrode montages, such as the ipsilateral referential montage (Karuniya 
dataset) and the bipolar montage (CHB-MIT dataset). 
 
4.5 Conclusion 
The proposed method is a tunable non-patient-specific, non-seizure-specific 
method that can detect a seizure period and simultaneously locate the origin of the seizure 
on the scalp. It has a better average detection latency (8 s) and comparable median TPR 
(83%) and acceptable FPH (2.9 FP/hour), when compared to previous studies, which are 
much more computationally intense, and are less practical for many applications. To 
further improve the algorithm, in particular the seizure localization, we plan to add 
independent component analysis (ICA) and surface Laplacian [102] to the preprocessing 
method for suppressing EMG contamination. One of the major challenges we faced was 
access to a public dataset which provides both temporal and spatial information 
simultaneously. In collaboration with neurologists at Creighton University, we plan to 
build a comprehensive and well-annotated publicly available dataset which will contain 
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both temporal and spatial information about the EEG signals. Finally, in addition to using 
this approach for LTM clinical trials, we hope to implement this algorithm in a wearable 
portable device that can be deployed to resource-constrained areas for detecting and 







5 CHAPTER 5: AUTOMATED CONCUSSION MONITORING AND 
DETECTION  
5.1  Introduction 
Traumatic brain injury (TBI) is the fourth most prevalent neurological disorder after 
stroke, Alzheimer's, and Epilepsy [5]. Approximately 80% of TBIs are classified as mild 
TBI (mTBI) and show mainly intact neurological functioning. Individuals who experience 
mTBI generally don’t show any evidence of impairments in the nervous system [20]. 
Although the terms mTBI and concussion are often used interchangeably, concussion is 
characterized by an absence of primary brain injury as identified in traditional CT/MRI 
scans and more favorable outcome [22]. A concussion is a subset of mTBI that represents 
a less severe form of mTBI, based on the brain injury spectrum [21]. Although concussions 
are usually not life-threatening injuries, the short and long-term effects of a concussion can 
be severe. The three most common causes of concussion are falls, motor vehicle accidents, 
and sports-related injuries. Falls are more common in elderly patients, and sports-related 
concussions (SRC) are seen with increasing frequency in youth and college-age contact-
sport athletes engaged in activities such as boxing, football, ice hockey, and soccer. [25, 
26, 27, 28, 29]. 
After a concussion, patients are advised to carefully return to daily routines and 
activities under the supervision of their health provider or a certified trainer to prevent 
another concussion before full recovery from the previous incident. Repetition of 
concussion prolongs the post-concussion syndrome and can result in long-term and perhaps 
more serious neurological and cognitive impairments. Such long-term effects can reduce 
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the quality of life, resulting in an increase in emotional distress, sleeping impairments and 
depression. In addition, a history of mental health issues increases the risk of persistent 
concussion symptoms [103]. Despite complications with epidemiological estimates of 
concussion such as the underreporting of SRCs, and difficulty establishing effective 
monitoring systems, the incidence of concussion injuries is approximately 4 million per 
year in the United States and more than 75 million around the world [23, 24]. 
Although recovery from a concussion is usually complete, the occurrence of more 
concussions within the recovery period of a concussion can lead to severe brain 
neurological damage and long-term brain damage and a decline in cognitive functionality. 
If a concussion is undiagnosed, the likelihood of an increase in the frequency and severity 
of futures concussions is greatly enhanced. Unfortunately, the vast majority of high schools 
do not have the same facilities as colleges or professional teams to monitor and provide 
care pathways to their students playing contact sports. An estimated 2.5 million high school 
students reported at least one concussion, and an estimated one million students reported 
having two or more concussion related to sports or physical activity according to data 
analyzed by the CDC from the 2017 national Youth Risk Behavior Survey (YRBS). [39]. 
Although there is growing evidence that neural alterations caused by mTBI persist for 
months after a concussion [40], post-concussion symptoms usually resolve within 7 to 10 
days postinjury in 85% of cases [41, 30]. However, there have been several major advances 
in concussion assessment. Significant differences in brain electrical activity can be 
measured between concussed and normal groups within less than 8-10 days [42]. 
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The incidence of concussion injuries is approximately 4 million per year in the 
United States and more than 75 million around the world [23, 24, 21]. Sports-related 
concussions result in a sequelae of symptoms (e.g., headaches, dizziness, difficulty 
concentrating), cognitive disruption, and imbalance that typically resolves within 1-2 
weeks in college-athletes [30, 31, 32]. After a concussion, athletes are advised to carefully 
return to daily routines and activities under the supervision of their health provider or a 
certified trainer to prevent another concussion before full recovery from the previous 
incident. A head injury which occurs before the symptoms associated with the prior 
concussive injury have fully cleared, is defined as Second impact syndrome (SIS). 
Although recovery from a concussion is usually complete, it is believed that SIS can result 
in critical brain injuries or diffuse cerebral swelling [33, 34, 21]. Based on the SRC data 
from the NCAA Injury Surveillance Program during the 2009-2010 to 2013-2014 academic 
years, the incidence of SRC among NCAA athletes is estimated to be more than 10,000 per 
year, with 9.0% recurrent SRCs. Annual reported SRC incidence among collegiate Men’s 
football players has been estimated to be about 3,500, including 5% recurrent concussions. 
[35]. 
The number of unreported SRCs is estimated to be around 30% to 50% of SRCs 
every year. The unreported case rate among collegiate athletes is estimated to be one-third 
of total SRC cases [36, 37, 38]. Unreported concussive athletes are at a greater risk of SIS. 
Repetition of concussion prolongs the post-concussion syndrome and can result in long-
term brain damage and perhaps more severe neurological and cognitive impairments. Such 
long-term effects can reduce the quality of life, resulting in an increase in emotional 
distress, sleeping impairments and depression [82]. Although there is growing evidence 
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that neural alterations caused by mTBI persist for months after a concussion [40], post-
concussion symptoms usually resolve within 7 to 10 days postinjury in 85% of cases [41, 
30]. An objective monitoring system is required to facilitate concussion detection in this 
critical window, to minimize number of unreported concussions incidences, to encourage 
injured athletes to seek proper medical attention effectively, and to prevent further 
damages. 
Traditional and brain imaging techniques have been used to evaluate concussions 
in addition to self-reports of athletes. Diagnosing concussions requires trained and certified 
technicians, and the availability of experts to evaluate concussions. Such skill requirements 
makes such detection techniques less accessible to large segments of our population. 
Moreover, computer-based assessment forms have features that may make them less 
accurate measures than traditionally administered pencil-and-paper-based forms [104]. 
Brain imaging techniques, such as functional magnetic resonance imaging (fMRI), 
magnetoencephalography (MEG), and Diffusion tensor imaging (DTI), provide 
biomarkers in the brain for diagnosing concussion and TBI with a higher spatial resolution 
compared to electroencephalography (EEG). However, access to fMRI and MEG 
technology and training are not widely available, and a regular checkup is not feasible due 
to time-consuming and costly sessions. [61, 62, 63]. In contrast, EEG devices are more 
accessible, more time and cost-effective and require a much simpler setup and test process. 
These properties make EEG devices more attractive in a variety of applications, including 
concussion monitoring and detecting possible concussions to facilitate clinical diagnosis. 
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 Studies of brain activity in the frequency domain can identify brain regions active 
during specific mental and physical tasks. EEG-fMRI studies can show positive or negative 
correlation of the frequency characteristics of EEG signals with neurovascular processes 
in specific regions [64]. EEG Power and network-based approaches have been investigated 
in frequency domain studies to distinguish between concussed and control groups [65, 66, 
67, 68, 69, 70, 71, 72]. These studies examined differences in power in the EEG signal and 
active networks between athletes with concussion and controls for distinct frequencies and 
in particular regions of the brain. Most EEG studies monitor resting state EEG (rs-EEG).  
However, approaches which monitor task-related EEG recordings such as attention or 
working memory tasks can more accurately capture the differences of brain activities in 
normal conditions and under the influence of a concussion. [73]  
 A routine brain monitoring system in a short window of time can provide 
information to help prevent further damage to the brain of a concussed patient by guiding 
treatment and management of concussion symptoms before a player returns to activities 
that pose a risk to brain functioning. (Short term monitoring can objectively identify altered 
EEG dynamics and thus minimize the potential for a recurrent concussion.) In the present 
study, a routine EEG monitoring system is proposed to automatically detect any recent 
concussion based on features from working memory targeted sessions of pre-season and 
post-injury. The goal is to capture the connectivity and variation in network coherency of 
brain signals in the frequency domain of different brain regions before and after a 
concussion. Networks are established based on pairwise distance measurements between 
electrodes. The distances are calculated and extracted as coherency measurements in 
different frequency bands using a variety of distance metrics, including previously used 
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metrics for detecting and localizing seizures [105]. All coherencies in the frequency 
domain are studied over different regions of the brain to capture any significant spatial 
differences between regions in classifying participants with a concussion and those without 
concussion. By combining sessions of a participant from before and after a possible injury 
the classifier captures any functional alteration caused by the concussion on the brain 
activity networks and uses this to differentiate between the presence or absence of a recent 
concussion.  
5.2 Methods 
5.2.1 Data preparation 
The data reported hereinafter come from a larger study investigating the influence 
of concussion on cognitive, electrophysiological, oculomotor, and vestibular outcomes in 
college-athletes [73, 106, 107]. The present study involves six collegiate American football 
athletes who participated prior to their athletic season and again after an in-season 
concussion, in addition to six age-matched teammates as controls athletes. All concussions 
were diagnosed by a board-certified team physician and self-reported concussion history 
reviewed by a clinical vestibular audiologist. After experiencing a concussion, participants 
attended the second session within 7 days post-injury. Control participants attended their 
second data collection session within a matching time window. Previous studies suggested 
that concussion recovery time varies between 5-14 days on average [41, 30]. Others have 
reported a significant reduction of the EEG measures after the 7th post-concussion day [40]. 
Therefore, this study analyzed the data of athletes who were tested prior to their athletic 
season and again within 7 days post-concussion (M = 3.25 and SD = 2.5 days since injury). 
All procedures were approved by the host institutional review board prior to data 
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collection. Data collection sessions were held across three consecutive seasons from 2012-
2013 to 2014-2015 seasons. 
Although at the time of recruitment control participants in the study were matched 
a priori, two concussion participants were excluded from the present analysis, one 
participant because of poor EEG quality and the other one due to post-concussion follow-
up greater than 7 days. In addition, two control participants discarded as the control group’s 
outlier to have balanced distribution of sample size, resulting in a final data set included 
eight participants (4 concussions, 4 controls). Table 5.1 contains group-level demographic 
information such as age, concussion history, time gap between their sessions, and 2-back 
performance. The majority of the sample was White and Not Hispanic (87.5%). One 
participant in the concussion group reported a history of learning disability. Relative to 
controls, participants in the concussion group tended to be slightly older and the time 
between sessions shorter; however, these differences were not statistically significant (p’s 





Table 5.1: Group comparison of participants 
 
Group 
Concussion (n= 4) Control (n = 4) 
Age1 20.69 (1.04) 19.25 (0.74) 
Days between sessions2 46.25 (14.97) 155 (94.32) 
Concussion history3 4 2 
Baseline  
Match Acc4 .80 (.11) .80 (.10) 
Match RT5 647.20 (169.15) 769.72 (41.77) 
Nonmatch Acc6 .92 (.04) .93 (.08) 
Nonmatch RT7 655.29 (119.57) 781.36 (57.43) 
Follow-up  
Match Acc .83 (.06) .90 (.07) 
Match RT 589.46 (128.37) 657.82 (125.66) 
Nonmatch Acc .93 (.05) .96 (.04) 
Nonmatch RT 594.40 (83.55) 762.18 (80.80) 
Note: 1The age of the participant at first testing session; 2Days between the first and second 
testing sessions; 3Number of participants who reported a history of concussion, excluding 
the in-season concussions experienced for the concussion group. 4Response accuracy on 
Match trials; 5Average response time to Match Trials; 6Response accuracy on Nonmatch 

























Fall pre-season 20.27 --- Yes LD5 0.74 640.66 0.96 605.52 
Post-concussion 20.45 64 --- --- 0.78 586.34 0.96 578.36 
P2 
Fall pre-season 22.16 --- Yes N/A 0.92 530.44 0.94 635.78 
Post-concussion 22.27 43 --- --- 0.92 420.28 0.98 486.48 
P3 
Fall pre-season 20.58 --- Yes N/A 0.84 529.18 0.90 552.76 
Post-concussion 20.72 50 --- --- 0.82 592.14 0.88 630.3 
P4 
Fall pre-season 19.76 --- Yes N/A 0.68 888.5 0.88 827.1 
Post-concussion 19.84 28 --- --- 0.8 759.06 0.9 682.44 
P5 
Fall pre-season 19.77 --- No N/A 0.94 707.42 1.0 708.56 
Control 20.06 106 --- --- 1.0 531.52 1.0 717.7 
P6 
Fall post-season 18.90 --- No N/A 0.82 796.74 0.90 846.82 
Control 19.71 295 --- --- 0.86 766.58 0.9 801.26 
P7 
Fall pre-season 19.95 --- Yes N/A 0.72 787.36 0.82 796.90 
Control 20.21 93 --- --- 0.90 765.18 0.98 854.5 
P8 
Fall pre-season 18.37 --- Yes N/A 0.72 787.34 0.98 773.16 
Control 18.71 126 --- --- 0.84 568 0.96 675.24 
Note: P1 to P4 are the concussed participants and P5 to P8 are the control group; 1Session comments determines the group 
membership of the participants based on the second session comment. For a post-concussion follow-up session, the time gap 
between the concussive injury and the follow-up session is determined as well; 2The age of the participant on the data collection 
session day; 3Days between the first and second EEG sessions; 4History of experiencing a concussion before the first session; 
5Learning Disability (LD); 6Response accuracy on Match trials; 7Average response time to Match Trials; 8Response accuracy on 
Nonmatch trials; 9Average response time Nonmatch trials. 
          
82 
 
5.2.2 EEG Recording and Processing 
Unfiltered EEGs were recorded from a 256-channel Ag/AgCl electrode array using 
NetStation 4.4.2 software (Electrical Geodesics Inc., EGI, Eugene, OR) while participants 
completed a 2-back task of visual working memory. Details regarding the 2-back task and 
EEG/ERP processing parameters are reported elsewhere [73]. In brief, participants viewed 
individual presentations of uppercase English letters on a computer screen and were 
instructed to use two-different buttons to indicate if the current letter matched or 
mismatched the letter presented two letters prior. There were a total of 100 trial 
presentations, half of which were matches the other half were mismatches. The data was 
manually reviewed for the final validation of the preprocessing steps. The trials in which 
the majority of the electrodes had faulty signals due to muscle or eye movements along 
with high variance due to high potential shifts (>50 to 150μV) were removed from the 
dataset.  
To build a balanced dataset for each participant and reduce the number of faulty 
segments, the 50 trials with the lowest standard deviation (SD) among a trial were chosen 
for further analysis. The number of accurate segments for participants was between 77 to 
97 (Average= 85.75, and SD= 6.299802) segments from 100 total trials in a session (50 
matched and 50 unmatched). On average, 12.5 segments were removed as faulty segments, 
and 73.25 segments remained in the dataset after removing the faulty segments. Therefore, 
to standardize the number of segments we used in this study, 50 segments per participant 
were chosen from the acceptable segments. To obtain the frequency domain representation 
of the EEG signal a Tukey window [108] is first applied to reduce the spectral leakage. The 
frequency components were computed using the Fast Fourier Transform (FFT) applied to 
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the windowed data. The FFT components were partitioned into the Delta (0.5 to 4Hz), 
Theta (4 to 8 Hz), Alpha (8 to 14 Hz), and Beta (14 to 30 Hz) frequency bands. In addition 
to these frequency bands, combinations of these frequency bands are also defined in order 
to investigate the use of wider frequency ranges in the classifier. The combined bands are 
defined as Delta-Theta (0.5 to 8 Hz), Theta-Alpha (4 to 14 Hz), and Alpha-Beta (8 to 30 
Hz). The All band is defined to be the entire spectrum (0.5 to 30 Hz). 
5.2.3 Network-based features 
The pairwise distance between the FFT components in a frequency band from 
different electrodes was calculated and used to develop indicators for the status of networks 
in the brain. If the distance between two channels is low – or they have strong coherence, 
it indicates neural communication between those electrode locations. Thus, the pairwise 
distances between electrodes provided a measure of the brain network dynamics. Previous 
studies generally focused on changes in the power of the signals in different bands. Studies 
using graph theory based coherence measures also have been studied with sometimes 
contradictory results [83]. In addition to the standard distance metrics, a combination of 
distance metrics and the power of channels are used. These combined metrics were used in 
our previous studies on detecting seizures [105, 81]. Treating the frequency components in 
a particular band as components of a vector, the distance metrics used in this project 
included the Euclidean distance between the vectors, the correlation coefficient between 
the vectors, and cosine of the angle between the vectors. From these distance metrics, 
denoted by dist(A,B), we obtain three combined features Po3Euclid2, Po3cos2, and 
Po3Corr2. The Po3dist2(A,B) feature is defined as:   
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Where P(A) and P(B) are the normalized power of FFT components in a frequency 
band for channels A and B. The normalization is done using the maximum power of a 
channel in the same trial. The power of the electrodes in a frequency band is defined as the 
summation of squared FFT components in that frequency band. If we use Euclidean 
distance for dist(A,B) we call the corresponding feature Po3Euclid2, if we use the 
correlation coefficient for dist(A,B) we call the corresponding feature Po3Corr2, and if we 
use the cosine distance the corresponding feature is Po3Cos2. The pairwise distance 
measures (Euclidean (Euclid), cosine (Cos), and correlation coefficient (Corr)) are 
normalized so that the minimum and maximum pairwise distances between the electrodes 
are in the range [0, 1]. 𝑃𝑜3𝑑𝑖𝑠𝑡2(𝐴, 𝐵) is a combination of the distance and the average 
power of a pair of channels in the frequency domain. The rationale for the use of different 
powers (2 and 3) for pairwise distance and average power, respectively, of channels A and 
B in equation (5.1) is to differentially weight the effect of the power in the electrodes and 
the pairwise distance. As the magnitudes are all less than one this deemphasizes the 
component with the larger exponent relative to the component with the smaller exponent.  
Each feature provides a different view of brain network interactions. To capture 
the overall characteristics of a network of electrodes, two other features are defined, 
AllFeat and AllFeatwPo. 
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AllFeat(A,B) is the combination of all the different measures of pairwise distance 
between two channels A and B in a particular frequency band, and AllFeatwPo(A,B) is a 
similar extracted feature to AllFeat(A,B), but the average of the power of the signal from 
each electrode in a specific frequency band is considered as well.  
All the features described above were computed for different scalp regions of the 
brain to determine whether significant spatial differences distinguished between 
participants with a concussion and those without concussion. Sets of electrodes were 
chosen as representatives of a particular region of the brain. Figure 5.1 illustrates the 









































The pairwise distance between electrodes for each trial were calculated using one 
of the defined metrics. Pairwise distances are representations of networks of electrodes and 
the synchronicity in each frequency band. A dataset generated from a segment in a specific 
region with N electrodes will result in an (NxN) symmetric matrix. Because we used fifty 
trials from each session, we generated fifty NxN symmetric matrices per session for each 
participant. Pairwise distance matrix of segments from the first and second sessions were 
stacked together to form a feature matrix of size (2NxN), in which the first N rows contain 
the network representation of N electrodes in a region from the first session and the next N 
rows contain the electrode connectivity from the second session for the participant. A 
participant dataset in a region and a frequency band of interest forms a rank 3 tensor feature, 
with 50 (2N x N) feature matrices. The datasets for athletes who experienced a concussion 
prior to their second session are labeled "Concussed". The datasets for athletes who did not 
experience a concussion between the first and second session were labeled "Control." 





Figure 5.2: Dataset generating steps 
 
The classifier used was a linear support vector machine (linear SVM) which was 
trained for each frequency band in all defined regions separately. To build a non-participant 
specific model, one participant at a time was kept isolated for testing and the classifier was 
developed using the data from the other seven (leave-one-out cross-validation). All 350 
trials of EEG signals from the seven participants were used to train the classifier model. 
The model was evaluated on the isolated test participant's data (Figure 5.3). The modeled 
classifier labels the isolated segments as "Concussed" or "Control," and based on the group 








The concussion and control groups did not differ in 2-back accuracy or response 
time at baseline, t’s(6) < 1.91, p’s > .05 (see Table 5.1). At follow-up, the concussion group 
responded more quickly to nonmatch trials than the control group, t(6) = 2.887, p = .028, 
however this failed to survive Bonferroni correction. To examine the change in 2-back 
performance from baseline to follow-up session, difference scores between the two 
sessions were calculated for each participant on the accuracy and response time metrics. 
The two groups did not differ in their change in performance between the two sessions, 
t’s(6) < 1.47, p’s > .05.  
The model results were analyzed first by comparing the performance of the 
classifier in different frequency bands to identify the frequency bands that delivered the 
best performance. We then used signals from clusters of electrodes to determine if a subset 
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of the electrodes was sufficient to provide accurate classification. The latter could be used 
to determine if different regions of the brain were differently affected by concussion based 
on their activity projections on the scalp regions. In practical terms if only a subset of the 
electrodes could provide accurate detection of a concussion, this would reduce the cost of 
automated monitoring.  
 Figure 5.4 illustrates the average performance of concussed, control, and total 
average (average of all participants) in each frequency band using the pairwise distances 
of electrodes in the All region. Using the signals in the Theta-Alpha band results in the best 
performance and shows consistent performance in both Concussed and Control groups, 
with a median accuracy of 96.3%. The Theta-Alpha band contains the lowest variance 
range of performances for all features which the first to third quartile performances are all 
above 90% (Figure 5.4).  
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Figure 5.4: Frequency Bands performance 
 
To study how well the classifier performed when only a subset of electrodes 
representing different scalp regions were used, the performance of the classifier in each 
region were compared using the extracted features in the Theta-Alpha band. The Theta-
Alpha band had previously been identified as the most discriminative frequency band. 
Figure 5.5 demonstrates the performance of the classifiers using each region for each group 
of participants. Clearly, using all the electrodes results in the best performance with total 
median accuracy of 96.25% across all participants for all features. However, looking at the 
performance of the classifier using a restricted set of electrodes can localize the scalp region 
with electrodes which are most responsive to the occurrence of a recent concussion. Using 
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the electrodes from the Frontal, L-Frontal, R-Frontal, Parietal, and Occipital regions gives 
us the poorest performance. Using electrodes from the Temporal, Left, and Central regions 
gives us the best overall performances with 94.12%, 92.8%, and 90.12% median average 
accuracy, respectively. 
Figure 5.5: Regions performance in the Theta-Alpha band 
 
The Theta-Alpha band and the Temporal region were selected as the best frequency 
band and region on the average using all metrics defined in the Method section. To compare 
the performance of the distance metric on capturing the most significant changes caused 
by the concussion, the top 10 results for each metric were compared. Table 5.3 contains 
the best performance of each classifier using the different features, using electrodes from 
different regions and using the signal in different frequency bands. These results are shown 
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in graphical form in Figure 5.6. Three metrics AllFeat, Corr, and Cos show the best 
performance, with 96.87%, 96.37%, and 96.87% median accuracies, respectively. Among 
these three features, the median accuracy using AllFeat for both Concussed and Control 
groups is 96.75%. Although the median of the average performances of classifying both 
groups for Cos and Corr metrics are equal and close (0.5% lower) to the AllFeat model, 
respectively, the difference between accuracies of classifying Concussed or Control groups 
separately using Cos and Corr metrics are slightly greater than the AllFeat metric. As 
mentioned before, the difference of median accuracies for the Concussed and Control 
groups using the AllFeat metric is 0 (96.75%(Concussed) - 96.75%(Control)). For the Cos 
metric this difference is 1 (97.5%(Concussed) - 96.5%(Control)) and for the Corr metric it 
is 1.25 (97.5%(Concussed) - 96.25%(Control)). Having a classifier with a balanced 
performance across both categories is preferred.  




Table 5.3: Top 10 performance of metrics  
 







Theta All 0.98 0.94 1 1 0.86 1 0.94 1 0.98 0.95 0.965
Theta-Alpha All 1 0.98 1 1 0.72 1 1 1 0.995 0.93 0.9625
Theta-Alpha Temporal 0.98 1 0.94 1 0.7 1 0.94 1 0.98 0.91 0.945
Theta-Alpha Left 0.96 0.8 1 1 0.6 1 0.98 1 0.94 0.895 0.9175
Theta-Alpha Right 0.9 0.86 0.98 0.96 0.66 1 1 0.98 0.925 0.91 0.9175
Theta Left 0.88 1 0.9 0.92 0.78 0.98 0.9 0.92 0.925 0.895 0.91
Theta Right 0.92 0.8 1 0.98 0.64 1 0.92 0.86 0.925 0.855 0.89
All Central 0.74 0.76 0.94 1 0.86 0.94 0.92 0.94 0.86 0.915 0.8875
Theta Temporal 0.84 0.98 0.9 0.9 0.64 0.86 0.9 0.96 0.905 0.84 0.8725
Alpha All 0.9 0.38 0.96 0.88 0.86 1 0.98 1 0.78 0.96 0.87
Theta-Alpha All 1 0.98 1 1 0.94 1 1 1 0.995 0.985 0.99
All All 1 1 1 0.9 0.98 1 0.98 1 0.975 0.99 0.9825
Beta Central 1 1 1 0.9 0.94 1 1 0.96 0.975 0.975 0.975
Delta-Theta All 0.98 0.98 1 0.98 0.92 0.98 0.96 1 0.985 0.965 0.975
Theta All 1 0.98 1 0.98 0.9 0.98 0.96 0.98 0.99 0.955 0.9725
All Left 1 0.98 1 0.86 0.92 0.98 0.98 1 0.96 0.97 0.965
Alpha-Beta Central 0.98 1 1 0.94 0.82 1 1 0.98 0.98 0.95 0.965
Theta-Alpha Temporal 0.94 1 1 0.92 0.92 0.96 1 0.98 0.965 0.965 0.965
Theta Left 0.96 0.98 1 0.92 0.9 0.96 0.96 0.98 0.965 0.95 0.9575
All Central 0.9 1 1 0.88 0.88 0.96 1 1 0.945 0.96 0.9525
Theta-Alpha All 1 0.96 1 1 0.96 1 1 1 0.99 0.99 0.99
Theta-Alpha Left 1 0.98 1 0.96 0.96 1 1 0.94 0.985 0.975 0.98
Alpha All 0.98 0.98 1 0.96 0.88 1 0.98 1 0.98 0.965 0.9725
Beta Central 1 1 1 0.92 0.94 0.98 1 0.9 0.98 0.955 0.9675
Theta-Alpha Right 1 0.92 1 0.96 0.92 1 0.96 0.96 0.97 0.96 0.965
Theta-Alpha Temporal 0.94 0.96 0.98 0.98 0.88 0.98 1 0.98 0.965 0.96 0.9625
Theta All 1 0.92 1 1 0.92 0.92 1 0.94 0.98 0.945 0.9625
All All 1 0.92 1 0.86 0.96 1 0.94 1 0.945 0.975 0.96
Theta-Alpha Central 0.98 0.82 1 0.98 0.88 1 1 1 0.945 0.97 0.9575
All Central 0.96 1 1 0.8 0.9 0.96 0.96 1 0.94 0.955 0.9475
Theta-Alpha All 1 1 1 1 0.96 1 1 1 1 0.99 0.995
Theta-Alpha Left 1 0.98 1 0.96 0.94 1 1 0.98 0.985 0.98 0.9825
All All 1 0.98 1 0.96 0.92 1 0.96 1 0.985 0.97 0.9775
Beta Central 1 1 1 0.88 0.92 0.98 1 1 0.97 0.975 0.9725
Theta All 1 0.96 1 1 0.92 0.92 1 0.96 0.99 0.95 0.97
Theta-Alpha Temporal 0.92 1 1 0.92 0.94 0.96 1 1 0.96 0.975 0.9675
Alpha-Beta Central 0.98 1 1 0.88 0.86 1 1 0.98 0.965 0.96 0.9625
Alpha All 0.9 0.98 0.98 0.94 0.88 1 0.98 1 0.95 0.965 0.9575
Theta-Alpha Right 0.98 0.96 1 0.92 0.86 1 0.98 0.96 0.965 0.95 0.9575
Delta-Theta All 0.96 0.92 0.94 0.96 0.92 0.96 0.98 1 0.945 0.965 0.955
Theta-Alpha All 0.94 0.86 1 0.96 0.92 1 0.96 0.94 0.94 0.955 0.9475
Beta Central 0.98 0.98 1 0.76 0.88 0.96 0.98 0.92 0.93 0.935 0.9325
Theta-Alpha Left 0.94 0.84 1 0.92 0.82 1 0.98 0.9 0.925 0.925 0.925
Theta-Alpha Temporal 0.84 0.8 1 0.86 0.96 0.94 1 0.96 0.875 0.965 0.92
Theta All 0.92 0.88 0.9 0.9 0.92 0.94 0.96 0.92 0.9 0.935 0.9175
Alpha-Beta R-Central 0.78 0.88 1 0.76 0.86 0.92 1 0.94 0.855 0.93 0.8925
Theta-Alpha Central 0.9 0.8 1 0.98 0.6 0.98 0.94 0.94 0.92 0.865 0.8925
All All 0.82 0.9 0.96 0.92 0.82 0.96 1 0.74 0.9 0.88 0.89
Beta L-Central 0.9 1 1 0.64 0.62 1 0.96 0.92 0.885 0.875 0.88
Theta-Alpha Right 0.82 0.62 1 0.82 0.84 1 0.98 0.9 0.815 0.93 0.8725
Theta All 0.94 0.66 0.92 0.88 0.82 0.98 0.86 0.96 0.85 0.905 0.8775
Theta R-Central 0.94 0.94 0.48 0.82 0.9 0.96 0.96 0.98 0.795 0.95 0.8725
Theta Left 0.9 0.9 0.7 0.84 0.8 1 0.88 0.96 0.835 0.91 0.8725
Alpha-Beta R-Central 0.72 0.9 1 1 0.92 0.36 0.98 0.98 0.905 0.81 0.8575
Alpha-Beta Central 0.76 0.84 1 1 0.84 0.38 1 1 0.9 0.805 0.8525
Theta Central 0.92 1 0.4 0.78 0.88 0.98 0.84 0.98 0.775 0.92 0.8475
Alpha-Beta L-Central 0.7 0.82 1 1 0.72 0.4 1 1 0.88 0.78 0.83
Theta L-Central 0.88 0.96 0.44 0.82 0.48 0.94 1 0.96 0.775 0.845 0.81
Theta Right 0.82 0.72 0.8 0.64 0.8 0.98 0.74 0.94 0.745 0.865 0.805
Theta-Alpha All 0.62 0.66 0.66 0.84 0.98 1 0.7 0.98 0.695 0.915 0.805
Beta Central 0.98 1 1 0.84 0.94 0.98 1 0.98 0.955 0.975 0.965
Theta-Alpha Temporal 0.92 0.88 1 0.92 0.9 0.96 1 0.92 0.93 0.945 0.9375
All All 0.88 0.96 1 0.94 0.88 1 0.96 0.72 0.945 0.89 0.9175
Theta-Alpha All 0.94 0.64 1 0.92 0.78 1 0.96 0.96 0.875 0.925 0.9
All R-Central 0.82 1 0.94 0.72 0.88 0.96 0.96 0.92 0.87 0.93 0.9
Theta All 0.86 0.78 0.94 0.88 0.82 0.94 0.9 0.96 0.865 0.905 0.885
Alpha-Beta Central 0.9 0.86 1 0.84 0.66 0.96 0.96 0.88 0.9 0.865 0.8825
Beta R-Central 0.86 0.98 1 0.52 0.78 0.98 1 0.88 0.84 0.91 0.875
Beta L-Central 0.9 1 1 0.6 0.66 0.98 0.94 0.88 0.875 0.865 0.87
Theta-Alpha L-Temporal 0.86 0.78 0.86 0.78 0.92 0.9 0.94 0.88 0.82 0.91 0.865
Theta-Alpha All 0.94 0.9 1 0.98 0.96 1 1 0.92 0.955 0.97 0.9625
Beta Central 0.94 1 1 0.88 0.86 0.98 0.98 0.92 0.955 0.935 0.945
Theta-Alpha Temporal 0.86 0.92 1 0.88 0.96 0.96 1 0.92 0.915 0.96 0.9375
Theta-Alpha Left 0.96 0.88 1 0.92 0.82 1 1 0.88 0.94 0.925 0.9325
Theta All 0.98 0.86 0.94 0.98 0.9 0.92 0.96 0.86 0.94 0.91 0.925
Theta-Alpha Central 0.94 0.8 1 0.98 0.74 0.98 0.98 0.96 0.93 0.915 0.9225
All All 0.94 0.92 1 0.8 0.78 0.98 1 0.9 0.915 0.915 0.915
Beta L-Central 0.92 1 1 0.74 0.76 0.98 1 0.92 0.915 0.915 0.915
Alpha All 0.94 0.82 0.92 0.94 0.8 0.98 0.94 0.96 0.905 0.92 0.9125
Alpha-Beta R-Central 0.8 0.96 1 0.76 0.68 0.98 0.98 0.98 0.88 0.905 0.8925












































 By looking at the overall performance of the classifier using frequency bands across 
each region separately, the scalp regions which contain distinguishable changes resulting 
from concussion can be investigated. As shown in Table 5.3 the classifier operating in the 
Theta-Alpha band performs better than the other bands in the top 10 results across all 
metrics models. The classifier also works well in the Beta band in the Central region, which 
is among the four highest accuracy results in each metric category except for the Euclid 
and the Po3Euclid3 metrics. Figure 5.7 demonstrates the overall performance of frequency 
bands in different regions using all the feature metrics. Although the classifier operating 
on the data from the Theta-Alpha band in the Temporal region shows the best performance, 
the classifier model from the Beta band in the Central region also has a noticeably high 
accuracy with a median accuracy of 93.9%. Table 5.4 contains the overall performance of 
modeled classifiers trained in each eight frequency bands, each eight feature metrics, and 
over the fourteen electrode clusters separately (896 models). The three best models are 
developed using the Allfeat metric in Theta-Alpha band in the All and Temporal, and in 
Beta band among the Central region, with the area under the curve (AUC) of 0.9986, 
0.9895, and 0.9786, respectively. The receiver operating characteristic (ROC) of the three 








                 Regions 
Freq. bands L-Frontal R-Frontal Frontal L-Temporal R-Temporal Temporal L-Central R-Central Central Parietal Occipital Left Right All
Delta 0.530 0.505 0.590 0.785 0.625 0.750 0.608 0.630 0.613 0.580 0.580 0.675 0.748 0.753
Delta-Theta 0.530 0.515 0.615 0.803 0.593 0.815 0.730 0.760 0.725 0.643 0.618 0.785 0.833 0.850
Theta 0.615 0.485 0.573 0.730 0.480 0.873 0.760 0.753 0.825 0.645 0.460 0.910 0.890 0.965
Theta-Alpha 0.568 0.490 0.523 0.748 0.608 0.945 0.853 0.760 0.843 0.408 0.380 0.918 0.918 0.963
Alpha 0.485 0.290 0.465 0.673 0.530 0.810 0.760 0.680 0.713 0.448 0.325 0.828 0.843 0.870
Alpha-Beta 0.323 0.025 0.163 0.425 0.393 0.680 0.800 0.655 0.785 0.450 0.198 0.870 0.808 0.863
Beta 0.325 0.048 0.195 0.230 0.253 0.338 0.785 0.675 0.865 0.410 0.123 0.608 0.550 0.528
All 0.448 0.470 0.580 0.665 0.400 0.760 0.760 0.843 0.888 0.503 0.460 0.818 0.835 0.835
Delta 0.503 0.485 0.458 0.693 0.700 0.773 0.630 0.758 0.705 0.465 0.503 0.765 0.775 0.783
Delta-Theta 0.573 0.518 0.598 0.888 0.820 0.928 0.745 0.875 0.890 0.590 0.583 0.930 0.935 0.975
Theta 0.595 0.438 0.545 0.878 0.783 0.935 0.833 0.768 0.900 0.758 0.663 0.958 0.910 0.973
Theta-Alpha 0.685 0.548 0.583 0.915 0.900 0.965 0.820 0.788 0.910 0.673 0.615 0.953 0.933 0.990
Alpha 0.580 0.498 0.550 0.780 0.770 0.888 0.883 0.803 0.900 0.643 0.560 0.913 0.828 0.945
Alpha-Beta 0.323 0.353 0.428 0.743 0.748 0.780 0.903 0.943 0.965 0.725 0.508 0.920 0.798 0.915
Beta 0.270 0.090 0.165 0.508 0.638 0.693 0.898 0.913 0.975 0.728 0.325 0.845 0.795 0.925
All 0.515 0.505 0.588 0.943 0.810 0.930 0.850 0.925 0.953 0.683 0.658 0.965 0.933 0.983
Delta 0.530 0.505 0.590 0.785 0.625 0.750 0.608 0.630 0.613 0.580 0.580 0.675 0.748 0.753
Delta-Theta 0.530 0.515 0.615 0.803 0.593 0.815 0.730 0.760 0.725 0.643 0.618 0.785 0.833 0.850
Theta 0.615 0.485 0.573 0.730 0.480 0.873 0.760 0.753 0.825 0.645 0.460 0.910 0.890 0.965
Theta-Alpha 0.568 0.490 0.523 0.748 0.608 0.945 0.853 0.760 0.843 0.408 0.380 0.918 0.918 0.963
Alpha 0.485 0.290 0.465 0.673 0.530 0.810 0.760 0.680 0.713 0.448 0.325 0.828 0.843 0.870
Alpha-Beta 0.323 0.025 0.163 0.425 0.393 0.680 0.800 0.655 0.785 0.450 0.198 0.870 0.808 0.863
Beta 0.325 0.048 0.195 0.230 0.253 0.338 0.785 0.675 0.865 0.410 0.123 0.608 0.550 0.528
All 0.448 0.470 0.580 0.665 0.400 0.760 0.760 0.843 0.888 0.503 0.460 0.818 0.835 0.835
Delta 0.530 0.428 0.433 0.628 0.650 0.733 0.575 0.695 0.673 0.465 0.503 0.703 0.708 0.730
Delta-Theta 0.568 0.420 0.488 0.808 0.695 0.938 0.705 0.790 0.835 0.545 0.645 0.885 0.898 0.955
Theta 0.578 0.425 0.518 0.828 0.725 0.923 0.810 0.758 0.855 0.748 0.625 0.898 0.883 0.970
Theta-Alpha 0.583 0.450 0.628 0.880 0.873 0.968 0.808 0.885 0.938 0.700 0.530 0.983 0.958 0.995
Alpha 0.498 0.495 0.593 0.738 0.723 0.838 0.865 0.798 0.860 0.575 0.525 0.913 0.848 0.958
Alpha-Beta 0.323 0.328 0.468 0.705 0.690 0.718 0.875 0.918 0.963 0.675 0.618 0.868 0.748 0.873
Beta 0.180 0.088 0.183 0.448 0.638 0.635 0.895 0.845 0.973 0.628 0.358 0.775 0.725 0.853
All 0.475 0.338 0.413 0.885 0.730 0.923 0.890 0.923 0.948 0.613 0.518 0.943 0.920 0.978
Delta 0.468 0.470 0.400 0.608 0.598 0.625 0.533 0.610 0.593 0.500 0.470 0.558 0.635 0.648
Delta-Theta 0.515 0.435 0.443 0.788 0.650 0.825 0.610 0.658 0.693 0.498 0.585 0.778 0.790 0.848
Theta 0.555 0.618 0.585 0.778 0.728 0.833 0.813 0.770 0.810 0.725 0.563 0.825 0.820 0.918
Theta-Alpha 0.535 0.658 0.640 0.828 0.830 0.920 0.808 0.820 0.893 0.555 0.683 0.925 0.873 0.948
Alpha 0.513 0.688 0.640 0.720 0.703 0.815 0.775 0.688 0.763 0.540 0.633 0.828 0.733 0.853
Alpha-Beta 0.353 0.323 0.360 0.503 0.615 0.645 0.843 0.893 0.858 0.540 0.408 0.755 0.638 0.768
Beta 0.205 0.110 0.185 0.380 0.440 0.490 0.880 0.810 0.933 0.530 0.258 0.670 0.655 0.758
All 0.430 0.488 0.378 0.733 0.665 0.813 0.780 0.855 0.823 0.563 0.535 0.828 0.820 0.890
Delta 0.233 0.458 0.383 0.428 0.435 0.510 0.388 0.383 0.488 0.413 0.560 0.495 0.533 0.488
Delta-Theta 0.235 0.463 0.463 0.550 0.493 0.598 0.545 0.458 0.570 0.480 0.588 0.633 0.580 0.580
Theta 0.570 0.645 0.623 0.690 0.518 0.698 0.810 0.873 0.848 0.785 0.530 0.873 0.805 0.878
Theta-Alpha 0.443 0.560 0.483 0.760 0.518 0.765 0.690 0.645 0.658 0.645 0.545 0.610 0.688 0.805
Alpha 0.473 0.665 0.605 0.713 0.723 0.750 0.755 0.723 0.773 0.573 0.698 0.593 0.540 0.493
Alpha-Beta 0.215 0.303 0.155 0.633 0.625 0.635 0.830 0.858 0.853 0.523 0.480 0.608 0.650 0.640
Beta 0.263 0.245 0.265 0.593 0.515 0.623 0.790 0.735 0.783 0.538 0.323 0.585 0.498 0.505
All 0.233 0.475 0.463 0.633 0.500 0.610 0.595 0.485 0.615 0.533 0.490 0.700 0.635 0.613
Delta 0.373 0.480 0.435 0.620 0.653 0.593 0.543 0.628 0.540 0.360 0.453 0.508 0.638 0.563
Delta-Theta 0.473 0.480 0.458 0.818 0.695 0.800 0.683 0.768 0.740 0.448 0.545 0.760 0.833 0.858
Theta 0.613 0.653 0.530 0.795 0.740 0.828 0.748 0.775 0.780 0.753 0.570 0.840 0.833 0.885
Theta-Alpha 0.530 0.618 0.555 0.865 0.860 0.938 0.775 0.730 0.778 0.588 0.680 0.833 0.735 0.900
Alpha 0.503 0.635 0.605 0.713 0.735 0.793 0.703 0.615 0.645 0.518 0.675 0.680 0.563 0.728
Alpha-Beta 0.220 0.215 0.173 0.453 0.593 0.673 0.860 0.825 0.883 0.450 0.395 0.733 0.585 0.830
Beta 0.185 0.058 0.123 0.458 0.453 0.463 0.870 0.875 0.965 0.635 0.250 0.708 0.635 0.730
All 0.428 0.438 0.423 0.783 0.638 0.833 0.760 0.900 0.848 0.515 0.453 0.830 0.805 0.918
Delta 0.450 0.475 0.420 0.583 0.590 0.693 0.555 0.653 0.615 0.440 0.455 0.623 0.665 0.695
Delta-Theta 0.510 0.425 0.430 0.773 0.640 0.855 0.613 0.683 0.735 0.405 0.600 0.815 0.820 0.880
Theta 0.550 0.570 0.563 0.778 0.705 0.835 0.773 0.755 0.798 0.725 0.575 0.845 0.808 0.925
Theta-Alpha 0.543 0.588 0.520 0.840 0.808 0.938 0.808 0.840 0.923 0.535 0.635 0.933 0.873 0.963
Alpha 0.490 0.598 0.595 0.685 0.698 0.790 0.838 0.725 0.820 0.470 0.608 0.850 0.805 0.913
Alpha-Beta 0.263 0.370 0.395 0.493 0.618 0.608 0.880 0.893 0.878 0.500 0.348 0.843 0.698 0.818
Beta 0.188 0.108 0.178 0.360 0.518 0.543 0.915 0.838 0.945 0.533 0.255 0.730 0.713 0.835











































Figure 5.7: Average performance of Freq bands in each Region 
 
 






The structure of the brain changes continuously across the human lifespan, and the 
functional connections within the brain may change as well [80]. Any neurophysiological 
alteration in the brain caused by disorders such as stroke, dementia, or the experience of a 
concussion, is believed to change the way the different regions of the brain communicate, 
which in turn is a broad manifestation of neuronal communication in the brain. These 
abnormal and atypical alterations of the development of functional connectivity in the brain 
are rapid compared to the natural alterations in brain plasticity. These distortions are more 
significant if they are compared within a patient before and after an incident. In this study, 
the alteration in the brain network is investigated in the frequency domain to capture the 
effect of concussion on networks in different regions of the brain.  
Previous studies reported differences in the power in different frequency bands of 
the EEG signal in concussed groups compared to controls; however, none of these studies 
focused on differences in the same patient before and after a concussion. For example, 
Thompson and colleagues reported significantly reduced power in Delta to Beta bands in 
concussed athletes compared to a control group [67]. More specifically, power in the Alpha 
and Beta bands was reduced more in frontal regions, and Theta power was decreased in the 
parietal regions. Teel et al. [66] also showed that there was a significant reduction in Theta 
and Beta powers in the concussed group compared with controls within 8 days of injury, 
and Gosselin et al. [70] reported a significant increase in Delta power and reduction in 
Alpha power among concussed athletes. Considering the different conditions of the trials 
in these studies, they all showed a reduction in power in the Theta, Alpha, and Beta bands.  
99 
 
The results from the present pilot study suggest that classifiers which use changes 
in the brain of the same participant using features which include the power in the frequency 
bands results in lower accuracy than features that do not take into account the power in the 
frequency bands. It should be noted that unlike the work cited above the current work does 
not use the difference in power between the two states. Instead the average power is used 
to weight the pairwise distance; the more power in the band the more important the pairwise 
distance. Our results seem to indicate the power weighting tends to hide the effect of the 
pairwise distance and thus reduce the classifier performance. However, in accordance with 
findings from previous studies, the signal in the Theta, Alpha, and Beta bands are more 
discriminative between concussed and control groups. The best frequency bands for use in 
classification described in the Results section, are the Theta-Alpha and Beta Bands using 
the AllFeat feature. The AllFeat feature represents the coherency in the region albeit 
without considering the signal power. Our results indicate differences in the pre- and post-
concussion network connectivity at the Temporal and Central electrode sites. 
Prior studies in network coherence using graph-based approaches after concussion 
provided seemingly contradictory results. For instance Cao and Slobounov [71] reported a 
significant decrease in frontocentral connectivity and a significant increase in parieto-
occipital connectivity among concussed athletes, and Virji-Babul and colleagues [72] 
found that concussed athletes presented reduced parieto-occipital connectivity and 
increased connectivity on the right prefrontal cortex in the concussed group relative to 
control group.  
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There are a limited number of studies focusing on automated classifiers for 
concussion. Cao et al. [65] used a SVM and obtained 77.1% accuracy for classifying 
asymptomatic participants at day 30 postinjury. Wickramaratne et al. [74] used a deep 
learning approach for classifying concussed groups. They proposed a long short-term 
memory (LSTM) model with 92.86% accuracy for classifying participants who suffered at 
least two concussions previously. These two studies examined concussion and the matched 
normal sessions individually. The proposed approach in this paper looks for alteration with 
the occurrence of a concussion in a participant by taking into account brain regions 
networks from pre- and post-injury sessions of the participant. Support vector machine 
(SVM) classifiers generated in the Theta-Alpha frequency band classified concussed and 
control groups with 99.5% accuracy. Using a subset of the electrodes in specific regions 
still result in reliable classifiers with 97.25% and 96.75% accuracies using the Beta band 
in the Central area and Theta-Alpha band in the Temporal region, respectively (Table 5.5). 
Table 5.5: Performance of concussion classifiers 
Study Classifier Accuracy 
Cao et al. (2008) SVM 77.10% 
Wickramaratne et al. (2020) Deep learning (LSTM) 92.86% 
Proposed method 
SVM: Theta-Alpha band, All region 99.50% 
SVM: Beta band, Central region 97.25% 
SVM: Theta-Alpha band, Temporal region 96.75% 
 
Previous studies examined the concussion and the normal groups separately to 
identify markers for concussion. The proposed model uses alterations in the EEG network 
due to the occurrence of a concussion in a participant as a marker of concussion. Comparing 
pre- and post-sessions within 7 days, results in an accurate classifier which is essential for 
helping to detect concussion. Regular weekly or biweekly EEG monitoring may help 
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prevent the likelihood of unreported concussions and second impact syndrome by 
identifying recent abnormal brain activity using the proposed approach. The proposed 
model can be a helpful aid to report potential concussion incidents for further investigation 
by certified technicians or neurologists for final diagnosis. 
When recording from surface electrodes, particularly those within close proximity, 
it is always possible that volume conduction artifacts may influence coherence metrics, 
such as the pairwise distance between FFT components used in the present study. Our use 
of an average reference, rather than ear or mastoid reference, in part was motivated so as 
to mitigate volume conduction effects [109]. Although we are unable to eliminate the 
potential for volume conduction effects, their contributions to our modeled data are 
assumed to be relatively constant between participants (and groups) particularly given our 
sample’s homogeneity in age and gender, such that our model results which discriminated 
between concussion and control groups are unlikely to be biased by volume conduction 
effects. The major limitation of this study is its small sample size. Although the research 
design was unique in examining longitudinal EEG changes from before to after concussion 
compared to a control group, a replication in a larger sample and including different 
genders is warranted before generalizing these findings. Although previous studies like 
Zuckerman et al. [110] reported no difference in gender-based acute response to concussive 
injuries, studies on gender and age differences on concussive injuries are limited. 
Additionally, the lack of systematic routine monitoring hinders obtaining a larger dataset 
that contains data from both pre-season and post-injury sessions of participants. Future 





Long-term brain damage is commonly observed in adults who have participated in 
contact sports with a higher risk of concussion incidents such as football, boxing, and 
soccer. Recurrence of concussions and especially recurrence of them before a full recovery 
from a prior concussion can lead to prolonged recovery times and severe long-term brain 
damage. In this study, a regular EEG monitoring technique is proposed which can identify 
individuals who have recently experienced a concussion with an accuracy of 99.5%. 
Although the difference between a concussed and a normal brain can be captured months 
or years postinjury, it is important to diagnose the injury as early as possible to manage the 
injury and prevent any premature return to dangerous activity with the possibility of 
another concussion incident. The concussion effect can be individually studied on the 
brain, but comparing the pre- and post-injury EEGs can reveal more indicative differences 
caused by the incidence. A weekly to biweekly routine monitoring using a relatively 
inexpensive and portable modality such as EEG can facilitate diagnosing and monitoring 
a recent concussion as early as possible to prevent severe and long-term damage to the 
brain.  
An online application can be built based on the proposed system to collect EEG 
recordings during a 2-back trial (which takes approximately 5 minutes), maintain the EEG 
recording of previous sessions, and analyze recent and earlier sessions for detecting a 
possible concussion injury. In the future, the number of channels and competence of 
generated networks with fewer electrodes in selected regions can be evaluated for 
expanding the applicability of the classifier using various EEG cap systems. 
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Overall, this study provides sufficient evidence that an automated SVM classifier using 
particular EEG frequency bands in selected scalp regions can be potentially used in clinical 




6 CHAPTER 6: UNSUPERVISED NETWORK BASED BCI DECODER  
6.1 Introduction 
Every one of us has heard about Dr. Stephen Hawking. At age 21, he was diagnosed 
with a neurodegenerative disorder, amyotrophic lateral sclerosis (ALS). The average life 
expectancy of diagnosed patients with ALS is about 3 years, and less than 5% of them live 
longer than 20 years. Dr. Hawking was one of the exceptions. He would battle ALS for 50 
years (1942-2018). The progression of ALS erodes the muscles and can make it difficult 
or impossible to walk, speak, or even breathe. We can remember him sitting in a wheelchair 
with his robotic voice generated by the device installed on his wheelchair. The wheelchair 
and attached devices allowed Dr. Hawking to move and communicate.  
A Brain-Computer Interface (BCI) is a communication system in which the brain 
signals are translated into commands and bypass the disconnected PNS pathways to control 
an external device. [111] These commands can control a communication device or a 
prosthetic controller. The most popular BCI application is a speller device in which the 
brain signals are translated to letters using a stimulative system. BCI applications are most 
useful for helping patients with intact cognitive abilities who have been diagnosed with 
muscle disabilities or neurodegenerative disorders effecting movement and speech 
muscles. The quality of life of ALS, multiple sclerosis (MS), cerebral palsy, and spinal 
cord injury patients can be improved using BCI devices for their movements or for their 
communication or to help them independently control their environment (using smart 
homes). Patients with a stroke can benefit from BCIs to speed up the rehabilitation process 
by mentally rehearsing the physical movements. [112] 
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The P300 speller is one of the most popular application for BCI. In this application 
the brain's electrical responses, specifically the P300 Event-Related Potentials (ERPs) 
which occur about 300 ms after a stimulus, are used to identify the letters of an alphabet. 
[75] These spellers are helpful for literate patients, but illiterate patients such as young 
children with cerebral palsy need different types of BCI paradigms to communicate. In 
these cases, a visual scene paradigm with images instead of letters can be handy. 
In BCI and specifically P300 clinical or classification studies, the most used 
features are derived from single or multiple channels, such as amplitude variations, of 
area/average of ERPs, latency and peak of ERPs [79]. To boost the performance of BCI 
classifiers, most methods focus on cross-validation approaches on the same subjects. In 
real life, those subject-specific BCI systems need a calibration setup as well [77]. 
The functional networks of the brain can represent different states of the brain. The 
functional connectivity approach had been applied on the motor imagery and BCI speller 
studies previously but within the same subject [113]. Those subject-specific approaches 
require calibration that limits their usage in real-life applications. The goal of the proposed 
method is to address the generalizability and reliability of a non-specific participant 
classifier. We developed a generalized, non-subject-specific BCI classifier using a 
network-based feature extraction from the scalp EEG recording and evaluated on 28 






6.2.1 Data set 
The data that were used in this chapter were obtained in the Pitt lab (Dr. Kevin Pitt, 
Department of Special Education and Communication Disorders, University of Nebraska, 
Lincoln) which is based upon three designs of a visual scenic display for capturing their 
differences using EEG signals. Specifically, these are “Full Scene”, “Random Placement”, 
and “Grid” designs, and are illustrated in Figure 6.1a, Figure 6.1b, and Figure 6.1c, 
respectively. The Full Scene (or “Scene”) design comprises of an image of a living room, 
where the items inside the living room are placed based on familiarity and convention. In 
contrast, in the Random Placement (or “RandoLoc”) design, items in the living room are 
randomly scattered on the screen without any background. The Grid design is somewhat 
similar to the RandLoc design; however, the living room items are placed equidistantly as 
two rows on the screen. All objects making up the living room across the three designs are 
identical. These are a dog, ball, lamp, flower, painting, television, phone, and a clock. What 
makes the designs different is the way the objects are arranged and whether the scene has 












Since there are eight different items (or objects), there are eight trials in a task. At 
the beginning of each trial, participants were asked to gaze at one of the eight items, which 
is defined as the “targeted” object of the trial, leaving the other seven items as the “non-
targeted” objects of the trial. During the trial, all the objects were randomly highlighted (as 
shown in Figure 6.1, where the ball is highlighted) 30 times, each instance defined as a 
“stimulus”). This results in 240 (8 x 30 x 1) targeted segments and 1680 (8 x 30 x (8-1)) 
non-targeted segments for each task. In total, 20 subjects participated in the task and their 
data were collected. One participant was excluded from the study due to a disconnected 
reference electrode, while another was excluded due to being a non-neurotypical 
participant. 18 remaining (12 female, 6 male) neurotypical participants were used in the 
analyses. All of the subjects were right-handed, and their age distribution was between 20 
to 32 years old, with an average age of 24.28, with standard deviation of 3.13 years. 
The collected data were preprocessed using the Brain Vision Analyzer software. 
Initially, data were re-referenced to the TP10 electrode, which was used as the secondary 
ground attached to the right ear lobe. The signals were filtered such that they fell within 
the range of 0.5 to 30 Hz. The eye movement artifacts were removed using independent 
component analysis (ICA). Given the FP2 channel as a reference to eye movements, an 
ocular correction was applied by removing the highly correlated FP2 components. After 
the ocular correction step, the epochs were segmented from -100ms prior-stimulus to 
800ms post-stimulus. After segmenting the continuous EEG signal into epochs, baseline 
correction was applied to the channels using the 100ms EEG signals prior to the stimulus. 




The focus of this study is on visual paradigm designs, which can be beneficial for 
illiterate people in addition to literate ones. We picked a grid design that is closer to the 
traditional design of P300 spellers. We further evaluated our method on the traditional 
P300 speller by applying the proposed technique on another dataset with a P300 speller 
design. 
Mazloum hospital, Tripoli, Lebanon dataset [79] contains EEG recordings of 10 
subjects (5 female and 5 male) who participated throughout four sessions. All participants 
were right-handed and neurotypical in an age range of 20 to 30 years old. EEG signals were 
recorded during a copy-spelling session using a 6x5 P300 speller paradigm with 500 Hz 
sampling rate and were filtered at 0.1 to 12 Hz over a 19-channel device. Each session 
consisted of a 10-minute recording of participants copying 14 trials (targeted characters). 
The first two sessions of the trials were targeted for individual letters, the third session trial 
consisted of short words consisting of two or three letters, and the last session was targeted 
for a 14-lettered (long) word trial. Because our data (the Grid paradigm of the visual scene) 
is a design in which participants had to choose between 8 options in a grid form, the first 
two sessions of the Mazloum hospital dataset were used for further analysis. For this case, 
the subjects only focus on one object and the Grid is the closest designed paradigm to a 
P300 speller paradigm. In one trial data, each row and column are stimulated 15 times, 
therefore the dataset comprises of 420 target trials (14 characters x 15 iterations x 2 targeted 
column and row) and 1890 non-target trials (14 characters x 15 iterations x 9 nontargeted 




Figure 6.2: Example of the Mazloum paradigm design. Adapted from Figure 1-A of [79] 
 
6.2.2 Feature extraction and functional network generating 
A network of EEG channels was generated in the frequency domain by using the 
800ms of post-stimulus EEG recordings. Each segment was decomposed using Fast 
Fourier Transform (FFT). The FFT was applied to the windowed EEG signal with a Tukey 
window approach [108]. The FFT components were partitioned into the Delta (0.5 to 4Hz), 
Theta (4 to 8 Hz), Alpha (8 to 14 Hz), and Beta (14 to 30 Hz) frequency bands. To increase 
the resolution of the sub-bands in the frequency domain, the combinations of these 
consecutive frequency bands were also defined. The combined bands are defined as Delta-
Theta (0.5 to 8 Hz), Theta-Alpha (4 to 14 Hz), and Alpha-Beta (8 to 30 Hz).. Since the 
Mazloum dataset was filtered within the range of 1 to 12 Hz, the Beta and the Alpha-Beta 
bands were excluded from that dataset. The All band was defined to cover the entire 
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spectrum (0.5 to 30 Hz, or 0.5 Hz and 12 Hz) cover the Grid visual paradigm and the 
Mazloum P300 speller datasets, respectively. 
The distance and the similarity of pairwise electrodes were used to generate 
networks of electrodes characteristic of the targeted and nontargeted stimuli. Different 
metrics were applied on EEG signals to find the best representative of the functional 
networks. Similar distance metrics for finding the edges of the networks were used in our 
previous studies on detecting seizures and possible concussive injuries [105, 81, 114]. 
Previous studies like (Mazloum) used a combination of features such as Phase 
locking values and ERPs. Due to the nature of the BCI studies using an external stimulus 
(such as highlights in P300 spellers and the highlights around targeted objects in the Grid 
design), the effect of the difference in the power of electrodes was studied. The standard 
metrics and the combination of distances and the power of electrodes were used to indicate 
the characteristic of networks during each state. The FFT components of a pair of EEG 
channels in a frequency band were compared to capture the dynamics of brain states with 
or without the focus on a targeted object. The edges of functional networks represent neural 
communication between those electrode locations.  
The standard metrics used included the Euclidean distance, the Pearson correlation 
coefficient, and cosine of the angle between the FFT components on a pair of electrodes at 
a defined frequency band. From these distance metrics defined as dist(A,B), we obtained 
combined features for each metric, namely Po2dist2 and Po2dist3. These features are 
defined as  
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where P(A) and P(B) represent the normalized power of FFT components in a 
frequency band for channels A and B. The power of the electrodes in a frequency band was 
defined as the summation of the squared FFT components in the particular frequency band. 
The normalization of powers was performed using the maximum power of a channel in the 
same trial. The pairwise distance measures (Euclidean (Euclid), cosine (Cos), and 
correlation coefficient (Corr)) were also normalized so that the minimum and maximum 
pairwise distances between the electrodes are within unit range ([0, 1]) in a trial. Po2dist2 
and Po2dist3 measures are a combination of the distance and the average power of a pair 
of channels in the frequency domain. By using different powers (2 and 3) for a pairwise 
distance of channels A and B as shown in equations (6.1) and (6.2), the distance metric and 
the power of channels were weighted differently to study their effects on the network 
dynamics, specifically, whether the average power or the pairwise distances are more 
discriminative among two states of the brain. As the magnitude of powers and distances of 
channels are normalized, positive and less than one, the component with the larger 
exponent is deemphasized relative to the component with the smaller exponent. Hence, 
using the distance metrics and the combined features results in 9 features, namely, Euclid, 
Po2Euclid2, Po2Euclid3, Cos, Po2Cos2, Po2Cos3, Corr, Po2Corr2, and Po2Corr3. 
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As mentioned before, external stimuli increase the activity of neurons. For instance, a 
visual stimulus increases the activity of neurons in the visual cortex or other parts of the 
brain, which are involved in processing, focusing, and decision making. Therefore, in 
addition to the average of power of channels, the differences of their powers were also used 
to define a new metric for studying another aspect of brain dynamics. Equation (6.3) 
defines features as a combination of the pairwise distance of electrodes and their power 
differences as  




Using equation (6.3), three more features were introduced to investigate the 
dynamics of the brain, namely, DiffPo2Euclid2, DiffPo2Cos2, and DiffPo2Corr2. These 
12 defined features were used to study the dynamic of the brain in one aspect using only 
one type of distance metric. In order to capture the overall characteristics of a network of 
electrodes, three other features were defined that measure distances of a pair of electrodes 
using all standard metrics, AllFeat, AllFeatwPo, and AllFeatwDiffPo. 



















AllFeat(A,B) is the combination of equally and exponentially weighted measures 
of pairwise distance between two channels A and B in a particular frequency band. 
AllFeatwPo(A,B) and AllFeatwDiffPo(A,B) are similar features to AllFeat(A,B), but the 
average and differences of the power of electrodes are accounted for, respectively.  
The dynamic of the brain is represented by the pairwise distance between electrodes 
of each trial using one of the fifteen total defined metrics in each frequency band. A dataset 
that was generated from a segment with N electrodes would result in an NxN symmetric 
matrix. Since the pairwise distance matrix is symmetric and the edges of the networks are 
undirected (distance between electrodes A-B is the same as the distance between electrodes 
B-A), we reshaped the distance matrix to a vector using the upper triangle of the NxN 
distance matrix, resulting in a vector with (N2-N)/2 elements. Therefore, a participant 
dataset in each frequency band is composed of K vectors of features from the targeted 
segments and J feature vectors from the non-targeted segments, where K < J. Figure 6.3 




Figure 6.3: Steps of generating a participant dataset  
 
6.2.3 Classification 
Linear support vector machine (linear SVM) and LDA methods were used to build 
classifiers that were trained for each frequency band in all defined regions separately. To 
build generalized models, i.e., non-participant specific models, one participant dataset at a 
time was left out for testing the model and the rest were used to build the model, which is 
the data from the other participants datasets (leave-one-out cross-validation). Feature 
vectors are normalized by a z-score normalization. The ratio of non-targeted trials was 7 
times more than the targeted trials for the Grid paradigm and 9 times higher in the Mazloum 
P300 speller dataset. Since there were more non-targeted segments than the number of 
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targeted segments in participant datasets, we aimed to use a balanced training dataset when 
building the classifiers to prevent introducing bias on the trained model over one particular 
class, i.e., the bias toward non-targeted trials. To have a balanced dataset, we included all 
the K targeted segments and the randomly picked K segments of J nontargeted segments 
in each of the 5 iterations. All the K+J segments of the isolated participant dataset were 
used to evaluate the trained classifier. Figure 6.4 illustrates the training and testing of 
models. Training datasets were built based on the leave-one-out cross-validation technique. 
For the Grid visual scene, out of the 18 participants, one was kept out as an isolated testing 
dataset. Similarly, out of the 10 participants from the Mazloum dataset, one was separated 
for testing the trained model. 
 





The data were modeled and evaluated using each of the 15 features defined in the 
frequency bands. Based on the filters applied to the datasets, eight frequency bands were 
defined for the Grid paradigm and six for the Mazloum dataset. Each model was iterated 
five times and repeated for each participant as an isolated dataset for testing. Therefore, the 
average performance obtained for a model is an average of 90 models (5 iterations x 18 
participants) for the visual Grid paradigm dataset and an average of 50 models (5 iterations 
x 10 participants) for the Mazloum dataset, respectively. The performance of the models 
are reported as the classifier accuracy (ACC), the area under the ROC Curve (AUC), true 
positive ratio (TPR), and true negative ratio (TNR). 
Table 6.1 and Table 6.2 present the average performance of the SVM and LDA 
classifiers on the Grid paradigm datasets, respectively. Each row corresponds to a feature 
metric and each column specifies the frequency band of interest. The average performance 
of the SVM and LDA classifiers on the Mazloum dataset are reported in Table 6.3 and 











Table 6.1: Performance of SVM classifiers on the Grid paradigm dataset  
 
Table 6.2: Performance of LDA classifiers on the Grid paradigm dataset 
All Alpha Alpha-Beta Beta Delta Delta-Theta Theta Theta-Alpha All Alpha Alpha-Beta Beta Delta Delta-Theta Theta Theta-Alpha All Alpha Alpha-Beta Beta Delta Delta-Theta Theta Theta-Alpha All Alpha Alpha-Beta Beta Delta Delta-Theta Theta Theta-Alpha
Allfeat 74.551 75.031 73.721 75.579 77.750 75.846 77.810 75.328 0.858 0.861 0.852 0.877 0.857 0.865 0.865 0.866 78.940 81.032 76.389 80.782 79.199 81.000 78.352 78.134 73.925 74.174 73.340 74.835 77.543 75.109 77.732 74.928
AllfeatwDiffPo 71.379 71.162 70.740 68.478 74.002 74.430 72.253 70.530 0.784 0.773 0.785 0.775 0.809 0.805 0.793 0.775 72.685 75.630 72.880 73.412 79.204 73.093 77.569 72.042 71.193 70.524 70.434 67.773 73.259 74.621 71.494 70.314
AllfeatwPo 50.108 55.789 50.700 52.906 53.427 51.356 50.105 54.179 0.595 0.566 0.602 0.568 0.539 0.602 0.560 0.585 56.310 49.194 56.157 52.111 51.750 54.764 56.204 51.051 49.222 56.731 49.920 53.020 53.667 50.869 49.234 54.626
Corr 75.477 75.938 75.693 76.089 77.422 76.603 77.206 75.498 0.848 0.847 0.834 0.871 0.838 0.855 0.849 0.852 75.801 77.296 71.347 77.523 78.907 78.532 78.810 76.454 75.431 75.744 76.314 75.884 77.210 76.327 76.977 75.361
Cos 74.150 75.096 74.231 76.737 76.459 76.400 75.180 74.984 0.866 0.868 0.854 0.874 0.891 0.878 0.879 0.864 80.093 76.204 76.255 78.375 79.935 78.023 79.069 76.759 73.301 74.938 73.942 76.502 75.962 76.169 74.624 74.730
DiffPo2Corr2 73.333 77.696 73.112 75.422 77.911 78.299 77.278 75.242 0.855 0.879 0.857 0.872 0.888 0.884 0.889 0.867 77.500 76.560 77.421 77.213 81.620 77.713 81.241 77.903 72.738 77.859 72.496 75.167 77.381 78.383 76.712 74.862
DiffPo2Cos2 72.461 74.186 74.249 72.004 77.227 75.259 75.468 72.770 0.855 0.858 0.848 0.859 0.874 0.868 0.870 0.857 79.171 77.764 74.856 78.662 79.500 77.713 79.181 76.699 71.502 73.675 74.162 71.053 76.902 74.909 74.938 72.208
DiffPo2Euclid2 70.228 70.598 70.095 70.744 74.209 74.241 72.881 69.279 0.821 0.818 0.798 0.801 0.854 0.840 0.842 0.816 72.009 73.468 70.236 67.449 76.718 71.699 75.384 70.079 69.974 70.188 70.075 71.215 73.850 74.604 72.523 69.165
Euclid 73.693 71.788 73.332 70.351 75.997 76.204 75.117 73.037 0.820 0.814 0.808 0.827 0.845 0.847 0.836 0.820 73.477 78.574 72.574 82.819 79.347 76.079 78.486 76.759 73.724 70.818 73.440 68.570 75.519 76.222 74.636 72.505
Po2Co3 66.044 66.794 66.444 69.334 68.898 66.477 66.946 65.793 0.725 0.760 0.751 0.773 0.765 0.750 0.767 0.755 61.653 71.139 66.199 68.264 69.889 67.704 67.792 66.880 66.672 66.173 66.479 69.487 68.757 66.302 66.826 65.637
Po2Corr2 70.152 76.337 72.738 75.192 76.102 74.018 77.048 75.268 0.797 0.860 0.812 0.850 0.858 0.850 0.874 0.840 74.750 77.310 73.639 76.838 77.931 80.065 81.097 77.060 69.495 76.198 72.610 74.956 75.841 73.154 76.469 75.012
Po2Corr3 67.630 76.228 70.017 74.231 74.954 75.606 77.413 73.984 0.759 0.862 0.791 0.842 0.850 0.842 0.878 0.842 68.532 78.000 69.181 76.569 79.398 74.722 81.356 74.801 67.502 75.975 70.136 73.897 74.319 75.732 76.849 73.867
Po2Cos2 66.732 70.727 70.616 71.491 72.212 71.602 70.403 67.817 0.776 0.806 0.793 0.809 0.811 0.795 0.803 0.792 72.046 73.236 71.556 74.556 71.963 71.491 70.389 73.829 65.972 70.368 70.482 71.053 72.247 71.618 70.405 66.958
Po2Euclid2 54.357 55.630 54.055 57.958 53.990 55.775 55.024 57.570 0.629 0.652 0.652 0.630 0.593 0.604 0.636 0.662 55.597 59.616 60.537 54.134 55.366 52.444 58.634 55.310 54.180 55.061 53.129 58.504 53.793 56.251 54.508 57.893
Po2Euclid3 47.883 52.318 53.504 53.881 50.064 53.623 54.924 49.511 0.607 0.609 0.616 0.601 0.574 0.589 0.587 0.627 61.231 57.866 54.144 52.657 57.431 52.380 51.690 60.870 45.977 51.526 53.413 54.055 49.011 53.800 55.386 47.888
ACC AUC TPR TNR
All Alpha Alpha-Beta Beta Delta Delta-Theta Theta Theta-Alpha All Alpha Alpha-Beta Beta Delta Delta-Theta Theta Theta-Alpha All Alpha Alpha-Beta Beta Delta Delta-Theta Theta Theta-Alpha All Alpha Alpha-Beta Beta Delta Delta-Theta Theta Theta-Alpha
Allfeat 79.850 79.197 79.365 79.257 78.916 79.196 78.607 79.485 85.786 86.123 85.155 87.701 85.743 86.515 86.468 86.560 95.634 94.338 95.366 95.032 93.856 94.681 93.296 94.972 77.595 77.034 77.079 77.003 76.782 76.984 76.509 77.272
AllfeatwDiffPo 78.263 78.793 78.776 77.564 78.716 78.418 78.683 78.506 78.381 77.348 78.541 77.479 80.857 80.460 79.303 77.525 92.259 92.347 92.278 91.213 91.931 92.213 92.764 91.875 76.264 76.857 76.847 75.614 76.828 76.447 76.671 76.596
AllfeatwPo 59.928 60.238 59.663 58.237 59.156 59.175 59.275 59.778 59.532 56.580 60.212 56.813 53.944 60.209 56.003 58.499 63.398 61.861 61.398 60.782 60.454 61.532 61.894 62.824 59.432 60.007 59.415 57.873 58.971 58.838 58.901 59.343
Corr 79.568 78.991 79.255 79.073 78.632 79.035 78.252 79.310 84.795 84.658 83.377 87.087 83.792 85.483 84.887 85.224 95.792 93.903 94.880 94.403 93.468 94.213 92.829 94.782 77.251 76.860 77.023 76.883 76.513 76.867 76.170 77.100
Cos 79.736 79.450 79.390 79.608 78.778 79.326 78.778 79.385 86.586 86.831 85.350 87.408 89.055 87.819 87.876 86.448 95.481 94.315 94.606 95.065 93.931 95.106 94.093 95.051 77.487 77.326 77.216 77.400 76.613 77.071 76.590 77.147
DiffPo2Corr2 79.571 79.751 79.671 79.208 79.574 79.595 79.109 79.742 85.514 87.928 85.688 87.231 88.765 88.366 88.908 86.709 95.347 95.134 95.375 95.662 94.671 95.218 94.514 95.000 77.317 77.553 77.427 76.858 77.417 77.363 76.908 77.562
DiffPo2Cos2 79.641 79.484 79.668 79.240 79.510 79.160 79.385 79.977 85.528 85.776 84.837 85.871 87.395 86.837 87.047 85.706 95.491 95.060 95.139 95.273 94.620 94.954 95.019 95.204 77.377 77.259 77.458 76.949 77.352 76.903 77.151 77.802
DiffPo2Euclid2 78.400 78.989 79.304 78.223 78.721 78.455 78.651 79.249 82.141 81.809 79.842 80.099 85.362 84.012 84.236 81.616 92.435 92.569 93.120 92.093 92.301 92.296 92.972 92.944 76.395 77.049 77.331 76.241 76.781 76.478 76.605 77.293
Euclid 80.094 79.700 80.028 79.358 79.362 79.806 79.319 80.208 82.042 81.443 80.821 82.698 84.453 84.652 83.588 81.963 94.958 94.417 95.046 94.657 94.046 94.472 94.213 94.963 77.971 77.598 77.883 77.172 77.264 77.711 77.191 78.100
Po2Co3 77.970 78.537 78.977 78.977 77.397 77.466 77.542 78.714 72.537 75.964 75.115 77.291 76.493 74.968 76.704 75.512 92.287 91.162 93.435 93.111 88.245 90.981 89.727 92.449 75.925 76.733 76.911 76.958 75.847 75.536 75.802 76.751
Po2Corr2 78.743 79.471 79.451 79.266 78.173 78.819 78.600 79.287 79.707 85.971 81.158 85.046 85.795 85.045 87.447 84.041 94.000 93.801 93.755 94.130 92.051 93.231 93.162 94.639 76.563 77.424 77.407 77.143 76.190 76.761 76.519 77.094
Po2Corr3 77.677 79.273 78.778 79.226 77.897 78.096 78.746 78.961 75.917 86.225 79.093 84.226 85.004 84.171 87.760 84.162 92.588 93.481 92.681 93.315 91.032 92.042 93.255 93.722 75.547 77.243 76.792 77.213 76.021 76.104 76.673 76.852
Po2Cos2 78.944 79.059 79.671 79.267 77.961 78.322 78.192 79.339 77.600 80.614 79.286 80.901 81.123 79.522 80.262 79.167 94.120 93.171 94.843 94.796 90.630 93.384 92.009 94.481 76.776 77.043 77.504 77.048 76.151 76.171 76.218 77.176
Po2Euclid2 79.346 78.877 78.997 78.925 78.796 79.400 79.785 79.440 62.916 65.184 65.197 63.003 59.324 60.448 63.591 66.173 92.921 92.977 93.593 93.889 89.972 91.449 93.810 93.954 77.406 76.863 76.912 76.788 77.200 77.679 77.782 77.366
Po2Euclid3 78.992 78.005 78.280 78.449 78.236 79.030 79.940 79.094 60.714 60.882 61.604 60.104 57.401 58.852 58.742 62.709 89.931 90.514 91.769 92.241 86.495 88.380 91.528 91.176 77.429 76.218 76.353 76.479 77.056 77.694 78.285 77.368








Table 6.3: Performance of SVM classifiers on the Mazloum dataset 
 
Table 6.4 Performance of LDA classifiers on the Mazloum dataset 
 
 
All Alpha Delta Delta-Theta Theta Theta-Alpha All Alpha Delta Delta-Theta Theta Theta-Alpha All Alpha Delta Delta-Theta Theta Theta-Alpha All Alpha Delta Delta-Theta Theta Theta-Alpha
Allfeat 55.381 55.839 56.675 56.913 57.184 54.574 0.690 0.664 0.662 0.679 0.651 0.667 61.212 54.536 57.048 56.526 53.938 57.793 54.085 56.129 56.592 56.999 57.905 53.859
AllfeatwDiffPo 54.817 53.909 57.413 56.306 56.403 56.984 0.619 0.583 0.608 0.618 0.604 0.586 60.174 55.957 56.183 57.643 53.198 51.762 53.626 53.453 57.687 56.009 57.115 58.144
AllfeatwPo 55.984 49.646 53.239 48.946 51.010 53.358 0.563 0.514 0.604 0.543 0.536 0.535 45.936 52.510 49.800 56.933 50.971 47.640 58.217 49.010 54.004 47.171 51.019 54.628
Corr 56.626 54.784 56.058 55.151 56.955 55.215 0.687 0.656 0.627 0.658 0.635 0.670 58.010 55.914 57.693 60.705 54.255 56.829 56.319 54.532 55.695 53.917 57.556 54.857
Cos 59.559 54.801 55.928 55.588 54.816 55.532 0.712 0.686 0.708 0.709 0.695 0.695 53.745 55.055 58.386 59.557 57.324 56.702 60.851 54.745 55.382 54.706 54.258 55.273
DiffPo2Corr2 55.645 56.231 59.182 55.963 54.552 56.292 0.686 0.640 0.681 0.686 0.649 0.656 61.429 54.364 55.417 61.362 58.457 55.779 54.360 56.646 60.019 54.763 53.685 56.406
DiffPo2Cos2 57.890 52.843 56.555 60.394 56.657 57.290 0.680 0.632 0.677 0.679 0.643 0.655 57.002 59.269 59.640 51.857 54.390 53.543 58.088 51.415 55.869 62.291 57.160 58.122
DiffPo2Euclid2 58.338 49.842 56.670 58.304 54.368 57.815 0.668 0.614 0.660 0.665 0.619 0.624 54.948 62.655 58.017 54.921 57.364 51.169 59.092 46.994 56.370 59.056 53.702 59.292
Euclid 58.362 56.885 56.563 57.365 55.869 58.612 0.698 0.624 0.682 0.672 0.638 0.640 57.869 53.548 61.938 59.829 56.669 52.293 58.472 57.626 55.369 56.818 55.692 60.016
Po2Co3 57.684 56.815 54.445 55.213 55.360 53.991 0.653 0.624 0.644 0.646 0.630 0.633 52.793 51.674 56.924 55.336 55.640 57.226 58.771 57.957 53.895 55.186 55.297 53.272
Po2Corr2 54.433 56.216 55.958 58.571 57.836 55.190 0.681 0.638 0.675 0.681 0.662 0.660 62.464 52.771 59.679 54.764 52.307 56.226 52.648 56.981 55.131 59.416 59.065 54.959
Po2Corr3 53.938 55.397 56.991 55.343 55.752 53.842 0.669 0.627 0.676 0.673 0.654 0.651 60.348 54.974 56.655 59.250 55.779 59.579 52.514 55.492 57.066 54.475 55.745 52.567
Po2Cos2 52.606 55.466 56.787 57.601 58.014 54.523 0.668 0.628 0.665 0.665 0.638 0.654 61.902 54.540 55.348 54.845 51.460 56.638 50.540 55.671 57.106 58.214 59.471 54.053
Po2Euclid2 53.145 54.997 51.513 57.267 52.264 49.542 0.617 0.569 0.599 0.599 0.570 0.578 52.345 49.017 54.921 45.783 53.371 57.229 53.323 56.326 50.755 59.819 52.018 47.834
Po2Euclid3 48.788 51.447 53.375 51.742 55.420 52.220 0.606 0.552 0.588 0.602 0.562 0.564 58.343 51.662 51.295 54.152 44.807 50.031 46.665 51.399 53.838 51.206 57.779 52.707
ACC AUC TPR TNR
All Alpha Delta Delta-Theta Theta Theta-Alpha All Alpha Delta Delta-Theta Theta Theta-Alpha All Alpha Delta Delta-Theta Theta Theta-Alpha All Alpha Delta Delta-Theta Theta Theta-Alpha
Allfeat 63.774 62.724 62.930 63.777 63.631 63.843 0.690 0.664 0.662 0.679 0.651 0.667 71.986 65.517 70.900 71.855 67.640 67.671 61.950 62.104 61.159 61.983 62.740 62.992
AllfeatwDiffPo 65.079 62.455 64.011 64.675 62.824 62.635 0.619 0.583 0.608 0.618 0.604 0.586 70.002 65.505 71.136 70.245 66.250 66.495 63.985 61.777 62.428 63.437 62.062 61.777
AllfeatwPo 58.639 55.829 57.552 58.235 56.954 56.664 0.563 0.514 0.604 0.543 0.536 0.535 61.143 56.057 61.936 61.419 56.712 56.771 58.083 55.778 56.578 57.528 57.008 56.640
Corr 63.564 62.777 62.826 63.734 63.769 63.715 0.687 0.656 0.627 0.658 0.635 0.670 71.848 65.326 70.164 71.662 66.964 67.114 61.723 62.211 61.196 61.972 63.059 62.959
Cos 63.912 62.576 63.277 63.745 63.624 63.947 0.712 0.686 0.708 0.709 0.695 0.695 71.160 65.431 70.855 71.179 67.400 67.500 62.302 61.942 61.593 62.093 62.785 63.158
DiffPo2Corr2 65.333 63.109 64.426 64.951 63.771 63.696 0.686 0.640 0.681 0.686 0.649 0.656 71.360 65.852 71.052 71.600 67.360 67.526 63.994 62.499 62.953 63.473 62.974 62.845
DiffPo2Cos2 65.368 62.769 64.607 65.130 63.683 63.671 0.680 0.632 0.677 0.679 0.643 0.655 71.026 65.790 71.614 71.521 67.348 67.807 64.111 62.097 63.050 63.710 62.869 62.752
DiffPo2Euclid2 65.207 62.814 64.161 64.836 63.219 63.226 0.668 0.614 0.660 0.665 0.619 0.624 70.333 65.657 71.276 70.688 66.710 67.140 64.068 62.182 62.580 63.536 62.444 62.357
Euclid 66.219 62.832 65.471 65.972 64.218 64.458 0.698 0.624 0.682 0.672 0.638 0.640 72.343 66.248 73.031 72.433 67.995 68.145 64.858 62.072 63.790 64.536 63.379 63.639
Po2Co3 63.181 62.536 62.380 62.876 63.066 63.208 0.653 0.624 0.644 0.646 0.630 0.633 72.133 64.729 72.100 72.326 67.817 67.957 61.191 62.049 60.220 60.776 62.010 62.153
Po2Corr2 63.623 62.410 63.057 63.024 63.419 63.249 0.681 0.638 0.675 0.681 0.662 0.660 72.595 64.998 71.879 72.719 67.769 67.964 61.629 61.835 61.097 60.870 62.452 62.201
Po2Corr3 62.780 62.539 62.474 62.535 63.213 63.334 0.669 0.627 0.676 0.673 0.654 0.651 72.807 64.183 72.331 73.064 67.476 68.195 60.551 62.174 60.283 60.195 62.265 62.253
Po2Cos2 63.676 62.333 62.720 63.419 63.194 63.394 0.668 0.628 0.665 0.665 0.638 0.654 72.040 65.240 72.193 72.402 67.855 68.236 61.817 61.687 60.615 61.422 62.158 62.319
Po2Euclid2 67.330 62.732 67.555 67.238 63.409 63.543 0.617 0.569 0.599 0.599 0.570 0.578 69.079 66.150 68.579 68.790 67.733 67.867 66.941 61.973 67.328 66.893 62.448 62.582
Po2Euclid3 67.296 62.332 67.696 67.465 63.235 63.203 0.606 0.552 0.588 0.602 0.562 0.564 67.064 65.379 66.200 67.124 67.412 67.298 67.348 61.656 68.029 67.540 62.306 62.293




Comparing the two classifiers (SVM and LDA) applied on both datasets indicates 
that, although the range of performances of two classifiers are close, the performance of 
the LDA classifiers is slightly enhanced compared to SVM results.  
  The new extracted feature metrics with the difference in the powers of a pair of 
electrodes improved the performance of the classifiers compared to using the average of 
the powers as the feature, and were more successful in differentiating the two states of the 
brain. For instance, the performance of the DiffPo2Corr2 compared to Po2Corr2, or the 
differences in performance between the AllFeatwPo and AllFeatwDiffPo (as presented in 
Table 6.2) show this improvement in using the difference of the power instead of the 
averages. 
Among the best performing models, the DiffPo2Corr2 shows consistent and 
acceptable average accuracies and AUCs among the frequency bands for the LDA model. 
Figure 6.5 illustrates the ROC curves of the models generated with DiffPo2Corr2 features 
in the Theta frequency band on each of the 18 participants of the Grid paradigm recordings 
chosen as the test dataset. Likewise, the ROC of the performances of the 10 participants as 
the isolated test dataset of the Mazloum dataset is illustrated in Figure 6.6, using 





Figure 6.5: ROC of 18 participants performances of the Grid paradigm dataset using the DiffPo2Corr2 
feature in Theta frequency band 
 
 
Figure 6.6: ROC of 10 participants performances of the Mazloum dataset using the DiffPo2Corr2 feature 




Applications of BCI systems are ever-growing: aiding paralyzed individuals in 
terms of communication, motor muscles rehabilitation, and even in the entertainment 
industry. One of the main challenges for these systems are reliable classification models 
with minimum calibration time. For instance, the setup time of the EEG headsets in 
addition to the calibration of the system could take about a couple of hours. Here, we 
proposed a network-based method that could be a potential classification model for the 
BCI visual and speller paradigms [76]. 
The use of functional connectivity networks for the detection of neurophysiological 
disorders has increased in popularity. In this chapter, we showed that they could also be 
useful for generalized BCI decoders. Based on the results presented in Section 6.3, the 
participant-independent model had better performance for the visual scene (The Grid) 
paradigm, compared to its performance on the traditional P300 speller dataset. One of the 
reasons for the difference in performance could be the level of engagement of each design. 
The level of engagement of a design in visual scenes are higher than that of the P300 
spellers and participants would be more focused on the tasks.  
One of the metrics used to measure the efficiency of a designed BCI system and its 
classifier is the Information Transfer Rate (ITR). ITR is an information theoretic quantity 
defined by Wolpaw (1998) [115] . For a design with N targets that have an equal probability 
of getting triggered, 1/N, and the probability of accurately classifying items in a trial, P, 
the ITR is defined as: 
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𝐼𝑇𝑅 =  





The ITR is a measure of the amount of information conveyed by the output of a 
BCI system in bits per second [116]. Increasing the number of stimulation sequences 
(iterations of stimuli over the objects) results in a decrease in the average amount of 
information transferred. Therefore, while more iterations and more stimuli increase the 
overall performance of the classifiers, increasing number of iterations significantly 
decreases the ITR. Our methods were developed for just one stimulus per item in both 
designs. This way, we could assume that there wouldn’t be any gap between the epochs of 
stimulating items. With the average accuracy of 80% and 60% for the Grid paradigm and 
the P300 speller, the proposed model can achieve ITRs as high as 0.745 and 0.362 bits/s, 
respectively. Although other BCI designs such as steady-state visual evoked potential 
(SSVEP)-based BCIs can achieve up to 3 bits/seconds, obtained ITRs are comparable to 
similar speller BCIs results reported in the range of 0.2 to less than 1 bits/sec. [117, 118, 
111, 119]. 
Another challenge in BCI studies is that the EEG recordings are non-stationary, and 
participants tend to lose their focus due to external distractions. Therefore, the 
characteristic of segments are not consistent. For instance, Figure 6.7 illustrates the grand 
average of targeted and non-targeted recorded segments in the Grid paradigms across all 
the participants. The blue plots are the grand average of the targeted segments and the red 
plots are the average of non-targeted ones. The black segments are the differences between 
those average waves. ERPs such as P300 or N170 are clearly visible over the grand 
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averages, and all the segments are ideally expected to follow the same characteristic over 
the same tasks. On another note, Figure 6.8 illustrates the average of targeted and non-
targeted segments of participants individually. Even the average across participants varies 
and roughly follows the same characteristic in response to the same stimulus, thus the 






Figure 6.7: Grand averages of the targeted (blue), non-targeted (red), and differences between targeted 






Figure 6.8: Average of targeted and non-targeted segments of each participant. 
 
The performance of the proposed generalized method for decoding the visual scene 
design is on average, 80% in accuracy with an AUC of 0.89. These results are obtained by 
using the DiffPo2Corr2 feature metric in the Theta frequency band. Given the variation of 
segments across subjects, these results for a generalized non-subject specific model could 
be considered reliable. The semantic of the targets in the Grid design could enhance the 
functional networks that was captured by the classifiers. Therefore, the performance of the 
model exceeded the P300 speller dataset. To further increase the performance of the 
generalized BCI decoder, the model can be adopted for a new participant using a semi-
supervised technique [120]. In this case, the model would potentially perform without the 
necessity of additional calibration and would gradually adapt the networks and features of 




Real-life and online BCI applications require a model with minimum or ideally no 
calibration setup time to be generalizable for the usage of everyone. Our single trial model 
showed that using the functional networks of the brain can be used to develop a generalized 
model for the BCI visual scene paradigms and the traditional P300 spellers. Although the 
proposed model performs better than current designs, the model can be further improved 
by changing the design to a semi-supervised approach. Because our model uses one trial to 
classify the targeted item, its processing time is quick thus increasing the transferred 






7 CHAPTER 7: CONCLUSION 
7.1 Goals and Contributions  
EEG applications are rapidly growing, and there are some challenges associated 
with each application that have been addressed in this dissertation. We addressed three 
main challenges with properly designed models. The first challenge is the necessity of low 
computational complexity for real-time applications. Computational and energy-efficient 
algorithms are needed for a variety of real-time applications such as seizure detection or 
BCI communication systems. Second, we need generalized applications that, regardless of 
the calibration and setup sessions, could be reliable and trustworthy. The last challenge is 
the accessibility of the system. The EEG neuroimaging technique is relatively inexpensive 
and significantly accessible compared to other non-invasive technique. These properties of 
the EEG have made it the most popular device among different users. We hope that the 
general framework presented in this work will help advance the use and applicability of 
EEG more broadly. Although the spatial resolution of EEG systems is low, researchers are 
working on invasive EEG, which have a higher spatial resolution as well, to make it easily 
accessible for medical or daily usages. The framework proposed in this work could easily 
be extended to invasive EEG applications. 
We have shown how the general framework described here can be adapted to 
different applications. For seizure detection we needed a real-time application to constantly 
monitor the brain and look for the changes of the brain states. Short latencies are critical 
for detecting seizures. We have shown that these abnormalities can be captured by the EEG 
based on the real-time changes in the functional networks of the brain. For concussion 
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detection, we needed to monitor the brain before an incidence to provide the baseline. The 
changes detected occurred over a much longer period of time.  
For the BCI real-time applications, EEG-based systems should be reliable and work 
all day for patients with neurodegenerative disorders. Patients suffering from disorders 
such as ALS, MS, or spinal cord injuries rely on these machines to communicate or control 
their daily life and maintain their independence. BCI is constantly working in real-time. 
But for the concussion: daily or weekly monitoring is enough.  
In practice, the network of the brain is constantly changing whether there is an 
external stimulus or the change of the background, activities, or different cognitive tasks, 
or change in the train of thoughts. The proposed approach can conceivably be extended to 
other applications including routine monitoring for psychological disorders and for help 
with other cognitive disorders.  
Most people, during their lifespan will deal with one of the many psychological or 
brain disorders or diseases. The brain wellbeing is critical, and it should be included in a 
full body checkup to maintain it at a healthy level. Preventing a malfunction is important, 
but should malfunctions happen the issue should be diagnosed and not remained unreported 
which is the case for many concussion incidents.  
7.2 Future Work 
7.2.1 Genetic and epigenetic factors 
Blood biomarkers on concussed patients could predict their recovery time from the 
concussive injury [104]! Or saliva RNA biomarkers can differentiate a prolonged (21 days) 
or shorter recovery period for a concussed patient [121]. Also, it would be possible to take 
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the direction of the studies in the opposite way and investigate the genetic and epigenetic 
effects like a virus potentially targeting the CNS [122] and study the alteration of the EEG 
signals under the influence of the viral characteristic stages. The appearance of that virus 
or epigenetic factors in the brain could alter the way neurons would interact.  
7.2.2 BCI development 
The results presented here show the ability of the proposed framework to measure 
differentiating stimuli for BCI. However, the setting used is an artificial lab setting. A 
useful direction for this work is to adapt it to real-world problem stimulus, like a camera 
that captures the scene of a patient view and, using an image processing technique, 
separates the items. Such a BCI system would help significantly improve the quality of life 
for people suffering from debilitating conditions. 
7.2.3 More resources or focus on potential patients 
One of the challenges for scientist is to have sufficient participants for evaluating 
their models. A general EEG dataset is planned to be publicly available for all the data used 
in this dissertation. It contains a well-annotated dataset of both temporal and spatial 
information about the EEG signals with seizure episodes. Also, the dataset for the new BCI 
paradigms is under construction with collaboration with Dr. Kevin Pitt. One of the features 
of the dataset would be the ability of public users to add their data with the same format 
and it will be attached to the main dataset after being reviewed by an expert. Most of the 
analysis codes are provided in https://github.com/AsMansouri. 
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7.3 Summary  
In this dissertation, we introduced a comprehensive network-based approach that is 
non-subject specific, with low computational cost, and with general utility. We have shown 
how this approach can be used on the three important applications. We hope in the future 
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