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Abstract
Quantum sequential machines (QSMs) that may be viewed as a quantum variant of stochastic sequential machines (SSMs) are
one of the important quantum computing models. A very crucial result on SSMs is that two SSMs with n and n′ states, respectively,
and the same input and output alphabets are equivalent if and only if they are (n + n′ − 1)-equivalent. Therefore, Gudder asked
whether or not it holds for QSMs, as an open problem in this direction, since the further study is closely related to this result. Qiu
demonstrated that in QSMs this result does not hold, and therefore answered in part the problem. However, as Qiu indicated, the
sufﬁcient and necessary conditions for the equivalence between two QSMs are still not discovered. In this paper, we show that if the
condition of (n + n′ − 1)-equivalence is appropriately relaxed, then we can give a sufﬁcient and necessary condition for justifying
the equivalence between two QSMs. More precisely, we show that any two QSMsM andM′ are equivalent if and only if they are
(n + n′)2-equivalent, where n and n′ are, respectively, the numbers of states inM andM′. We therefore solve the open problem
suggested by Gudder, and provide a basic result for further developing QSMs. As well, we discuss strongly factorizable QSMs and
present the conditions for the equivalence between two strongly factorizable QSMs.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
Quantum computing is an intriguing and promising research ﬁeld, which touches on quantum physics, computer
science, andmathematics [15,19]. To a certain extent, this intensive attention givenby the research community originated
fromShor’s ﬁndings of quantum algorithms for factoring prime integers in polynomial time [24] andGrover’s algorithm
[13] for searching through a database, a task which also quantum computer speeds up.
Let us brieﬂy recall the work of pioneers in this area. Bennett [5] in 1973 showed that any classical Turing machine
can be efﬁciently simulated by a reversible Turing machine. In 1980, Benioff [4] ﬁrst considered that the computing
devices in terms of the principles of quantum mechanics could be at least as powerful as classical computers. Then
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Feynman [11] pointed out that there appears to be no efﬁcient way of simulating a quantum mechanical system on
a classical computer, and suggested that a computer based on quantum physical principles might be able to carry
out the simulation efﬁciently. In 1985 Deutsch [10] re-examined the Church-Turing Principle and deﬁned quantum
turing machines (QTMs) Quantum computation from the viewpoint of complexity theory was systematically studied
by Bernstein and Vazirani [9]. Yao [25] proved that QTMs can be efﬁciently simulated by quantum circuits.
As a kind of simpler models of quantum computing, quantum ﬁnite automata (QFAs) and quantum pushdown
automata (QPDAs) have been extensively studied by Kondacs and Watrous, Moore and Crutchﬁeld, Broadsky and Pip-
penger, Ambainis and Freivalds, and many other authors (for example, see [1–3,6–8,17,18,12,23] and [15,
pp. 151–192]. Also, sequential quantum machines (SQMs), as a quantum variant of stochastic sequential machines
(SSMs), were initiated by Gudder [14], and an equivalent version called quantum sequential machines (QSMs), were
proposed by Qiu [22]. The deﬁnition of QSMs is a natural generalization of SSMs [20].
As it is well known, a crucial result on SSMs [20] is that two SSMs with n and n′ states, respectively, and the same
input and output alphabets are equivalent if and only if they are (n + n′ − 1)-equivalent [20, Theorem 2.7]. (Two
SSMs being equivalent means that their accepting probabilities for any input string are equivalent, while (n+ n′ − 1)-
equivalent represents that their accepting probabilities for any input string whose length is not bigger than (n+ n′ − 1)
are equivalent.) Therefore, Gudder in [14] proposed an open problemwhether it also holds for SQMs.More speciﬁcally,
let M and M′ be SQMs with n and n′ states, respectively, and the same input and output alphabets. Is it true that M
and M′ are equivalent (i.e., pM(v|u) = pM′(v|u) for all words u, v, where pM(v|u) is the probability of machine
M printing the word v having been fed the word u that has the same length as v) if and only if pM(v|u) = pM′(v|u)
for all words u, v with length not bigger than n + n′ − 1? (see [14, p. 2159]). Qiu [22] gave a negative answer to this
question by constructing a counterexample. However, as Qiu [22] indicated, the sufﬁcient and necessary condition for
the equivalence between two QSMs still has not been discovered.
In this paper, the conditions for the equivalence between two strongly factorizable QSMs are given. In particular,
we try to give a positive answer to the open problem proposed by Gudder by presenting a sufﬁcient and necessary
condition. Also, a number of related results are obtained. We now state our results more speciﬁcally. In Section 2, we
recall some related concepts and results in [14,20,22] that will be used in this paper. In Section 3, basing on [14,22],
we deal with strongly factorizable QSMs. In Section 4, we present the main results of this paper. Section 4.1 discusses
brieﬂy the conditions for the equivalence between two restricted strongly factorizable QSMs with the restriction that
the machines’ I (y|x) being scalar matrices (a scalar matrix is in the form cI, where I is an identity matrix and c a
complex number). In Section 4.2, we give two important results. The ﬁrst one, as the base for the second one, deals
with the equivalence between two initial distributions for a given QSM, that is, two initial distributions i0 and j0 for
a given QSM are equivalent if and only if they are n2-equivalent (Theorem 6). The second one, as a key result in this
paper, is regarding the equivalence between two general QSMs, that is, two QSMs M and M′ are equivalent if and
only if they are (n+n′)2-equivalent (Theorem 7). Thus, the open problem proposed by Gudder [14] is solved. As well,
a number of related corollaries are derived. Finally some remarks are included in Section 5.
Besides notions and notations mentioned above, more, will be explained when they ﬁrst appear.
2. Preliminaries
In this section, we review brieﬂy some deﬁnitions and related properties that will be used in the sequel.
Deﬁnition 1 (Paz [20]). A SSM is a quadrupleM = (S, I,O, {A(y|x)}) where S, I and O are ﬁnite sets (the internal
states, inputs, and outputs, respectively), and {A(y|x)} is a ﬁnite set containing |I | × |O| square matrices of order |S|
such that aij (y|x)0 for all i and j , and
∑
y∈O
|S|∑
j=1
aij (y|x) = 1,
where A(y|x) = [aij (y|x)], and |I |, |O|, and |S| mean the cardinality of set I , O, and S, respectively.
Deﬁnition 2 (Gudder [14, p. 2154]). A SQM is a 5-tuple M = (S, s0, I,O, ), where S is a ﬁnite set of internal
states, s0 ∈ S is the start state, I and O are ﬁnite input and output alphabets, respectively, and  : I × S ×O × S → C
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is a transition amplitude function that satisﬁes∑
y∈O,t∈S
(x, s, y, t)(x, s′, y, t)∗ = s,s′ (1)
for every x ∈ I , and any s, s′ ∈ S, where s,s′ =
{
0, s = s′,
1, s = s′.
In Eq. (1), C denotes the set of complex numbers, and the symbol ∗ denotes the complex conjugation operation.
Intuitively, we interpret (x, s, y, t) as the transition amplitude that M prints y and enters state t after scanning x in
the current state s.
An SQM M = (S, s0, I,O, ) is factorizable if there exist some functions 1 : I × S × O → C and 2 : I ×
S × S → C such that for any (x, s, y, t) ∈ I × S × O × S,
(x, s, y, t) = 1(x, s, y)2(x, s, t). (2)
Intuitively, a factorizable SQM M means that M can be decomposed into two simpler machines M1 and M2, where
M1 outputs symbols and M2 outputs states; i.e., (x, s, y, t) equals the amplitude that in the current state s with
input symbol x, M1 outputs y and M2 updates to state t . In [14] Gudder gave the deﬁnition of SQMs to be strongly
factorizable. Here, we present an equivalent version as follows.
Deﬁnition 3. An SQM M is strongly factorizable if
(x, s, y, t) = 1(x, s, y)2(x, s, t), (3)∑
y
|1(x, s, y)|2 = 1, (4)
∑
t
2(x, s, t)2(x, s
′, t)∗ = s,s′ (5)
for every x ∈ I , and any s, s′ ∈ S.
An equivalent formof SQMs is calledQSMs thatwere deﬁned byQiu [22]. Formally, QSMs are direct generalizations
of SSMs [20].
Deﬁnition 4 (Qiu [22]). A QSM is 5-tuple M = (S, i0 , I,O, {A(y|x) : y ∈ O, x ∈ I }) where S = {s1, s2, . . . , sn}
is a ﬁnite set of internal states; i0 = (0 . . . 1 . . . 0) is a degenerate n-dimensional stochastic row vector, that is,
the i0th entry is 1; I and O are input and output alphabets, respectively; A(y|x) is an n × n matrix satisfying∑
y A(y|x)A(y|x)† = I for any x ∈ I , where the symbol † denotes Hermitian conjugate operation and I is the
|S|-dimensional unit matrix.
Given a QSM M, we let PM(v|u) denote the probability of M printing the word v after having been fed with the
word u, and it is deﬁned in the following way:
PM(v|u) = ‖i0A(v|u)‖2, (6)
where i0 is the initial distribution of M, (v, u) denotes a pair of words with the same length, and A(v|u) =
A(y1|x1) . . . A(yn|xn) for (v, u) = (y1 . . . yn, x1 . . . xn). In order to indicate the initial distribution i0 , sometimes
we use P
i0
M (v|u) to denote this probability. But we usually leave the initial distribution i0 out if there is no confusion.
We say that two initial distributions i0 and j0 for a given QSM M are equivalent if P
i0
M (v|u) = P
j0
M (v|u) for any
pair (v, u). If the equivalence holds only for l(v, u)k, then i0 and j0 are said to be k-equivalent, where l(v, u)
denotes the length of v and u, and both v and u have the same length.
Deﬁnition 5 (Qiu [22]). Two machines (SQMs or QSMs) M1 and M2 with the same input and output alphabets are
called equivalent if PM1(v|u) = PM2(v|u) for any pair (v, u).
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Deﬁnition 6 (Paz [20]). An initiated stochastic sequential machine (ISSM) is an SSM combined with a ﬁxed initial
distribution.
As it is well known, an establishment of equivalence criteria between two computational models is a very important
issue. In Ref. [20, Theorem 2.7], the following very crucial theorem was proved.
Theorem 1 (Paz [20, Theorem 2.7]). Two ISSMs (M, ) and (M′, ′) are equivalent if and only if they are (n+n′−1)-
equivalent, where n and n′ are, respectively, the numbers of states in M and M′.
Therefore, Gudder [14] proposed an open problem ofwhether or not Theorem 1 also holds for SQMs. In the following
sections, our goal is to prove that two QSMs (as well, SQMs) with the numbers of states n and n′, respectively, are
equivalent if and only if they are (n + n′)2-equivalent.
3. Strongly factorizable QSMs
In light of Gudder [14] and Qiu [22] we could naturally give the deﬁnition of strongly factorizable QSMs as follows.
Deﬁnition 7. A QSM M = (S, I,O, i0 , {A(y|x)}) is strongly factorizable if the following conditions hold:
A(y|x) = I (y|x)A(x), (7)∑
y
I (y|x)I (y|x)† = I, (8)
A(x)A(x)† = I, (9)
where I (y|x) is a diagonal matrix for any (x, y) ∈ I × O.
Intuitively, the interpretation of this deﬁnition is as follows. Let ai(y|x) be the ith diagonal entry in I (y|x), aij (x)
the (i, j) entry in A(x), and aij (y|x) the (i, j) entry in A(y|x). Then aij (y|x) is given by
aij (y|x) = ai(y|x)aij (x),
where aij (y|x) means the probability of the output being y and the next state being sj , if the current state is si and
the input x; ai(y|x) is the probability of the output being y, if the current state being si and the input x; aij (x) is the
probability of the next state being sj , if the current state being si and the input x.
By Deﬁnitions 7 and 3 we have Proposition 2 as follows.
Proposition 2. Eqs. (7)–(9) in Deﬁnition 7 are equivalent to Eqs. (3)–(5) in Deﬁnition 3, respectively.
Proof. Suppose that M = (S, I,O, s0, ) is a strongly factorizable SQM, that is, (3), (4), and (5) hold. As Qiu [22,
Theorem 2] indicated, then we can construct an equivalent QSM M′ = (S, I,O, i0 , {A(y|x)}) by the following way:
A(y|x) = [aij (y|x)] and aij (y|x) = (x, si, y, sj ) = 1(x, si, y)2(x, si, sj ).
Let I (y|x) = diag[1(x, s1, y), . . . , 1(x, sn, y)] that is a diagonal matrix with 1(x, si, y) as the ith diagonal entry,
and let A(x) = [2(x, si, sj )] that is a |S|-dimensional matrix with 2(x, si, sj ) as the (i, j) entry. Then with Eqs.
(3)–(5), one can readily verify that Eqs. (7)–(9) in Deﬁnition 7 hold.
The proof for the converse direction is similar, and thus we leave it out here. 
Now we give an equivalent characterization of strongly factorizable QSM, which parallels the result in [14].
Theorem 3. A QSM M = (S, I,O, i0 , {A(y|x)}) is strongly factorizable if and only if for any x ∈ I , any y ∈ O,
any two row vectors in A(y|x) are orthogonal.
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Proof. First we verify the sufﬁciency. Suppose that any two row vectors in A(y|x) are orthogonal. Then we have
A(y|x) = [aij (y|x)]
=
⎡
⎢⎢⎢⎣
√∑
j |a1j (y|x)|2 . . . O
. . .
O . . .
√∑
j |anj (y|x)|2
⎤
⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
a11(y|x)√∑
j |a1j (y|x)|2
. . .
a1n(y|x)√∑
j |a1j (y|x)|2
...
...
an1(y|x)√∑
j |anj (y|x)|2
. . .
ann(y|x)√∑
j |anj (y|x)|2
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
.
Let I (y|x) be the left part of the last formula in the above equalities and A(x) the right one. Then with the above
equalities, one can readily verify that Eqs. (7)–(9) in Deﬁnition 7 hold. Thus M is strongly factorizable.
Next we prove the necessity. Suppose that M is strongly factorizable. Then by Deﬁnition 7 we know that A(y|x)
can be represented by the product of diagonal matrix I (y|x) and unitary matrix A(x). It can be readily seen that any
two row vectors in A(y|x) are orthogonal. Therefore, we have completed the proof of Theorem 3. 
4. Equivalence between two QSMs
As we know, determining the equivalence between computing models is an important problem. In this section we
focus on dealing with the equivalence between QSMs. Firstly, we consider the case of strongly factorizable QSMs, as
a starting point of this issue.
4.1. Equivalence between two strongly factorizable QSMs
Firstly, some deﬁnitions and notations that will be used in the sequel are introduced. A matrix A is called a scalar
matrix if A is a diagonal matrix in the form cI, where I is an identity matrix, and c a complex number. As pointed out
above, the notation l(v, u) denotes the length of v and u, and both v and u have the same length. Now the condition
for the equivalence between two strongly factorizable QSMs is given in the following proposition.
Proposition 4. Given two QSMs:
M1 = (S1, I,O, i0 , {A1(y|x)}) and M2 = (S2, I,O, j0 , {A2(y|x)}).
If M1 and M2 are strongly factorizable and their I (y|x) are scalar matrices, then M1 and M2 are equivalent for all
(v, u) pairs if they are equivalent for l(v, u)1.
Proof. Suppose that M is strongly factorizable and its I (y|x) are scalar matrices. Let i0 be in the form i0 =
(0 . . . 1 . . . 0). Then we have A(y|x) = I (y|x)A(x) = cA(x) where c is a complex number, and A(x) is a unitary
matrix. Furthermore, we have
PM(v|u) = ‖c1c2 . . . cni0A(x1)A(x2) . . . A(xn)‖2
= |c1|2|c2|2 · · · |cn|2
for (v, u) = (y1 . . . yn, x1 . . . xn). It is thus readily seen that if PM1(v|u) = PM2(v|u) for l(v, u)1, then it holds
true for all (v, u) pairs. We therefore complete the proof. 
By means of the ideas in Proposition 4, we have the following corollary.
Corollary 5. Any strongly factorizable QSM M with its I (y|x) scalar matrices has an equivalent QSM M′ with only
one state.
Proof. For a strongly factorizable QSM M with A(y|x) = cA(x), we can easily construct a QSM M′ with only one
state by letting A(x) = 1 and no change to c. Then it is clear that PM(v|u) = PM′(v|u) for l(v, u)1, and it thus
holds true for all (v, u) pairs from Proposition 4. 
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Remark 1. (1) A strongly factorizable QSM M with its I (y|x) scalar matrices also means that every row vector in
A(y|x) has the same norm and any two row vectors in A(y|x) are orthogonal. (2) In fact, by means of the above proof,
for any strongly factorizable QSM M with its I (y|x) scalar matrices, we can construct an equivalent QSM M′ that
has any number n > 1 of states.
4.2. Equivalence between two general QSMs
In this subsection, we will give the equivalence criteria between two general QSMs. We start this subsection with
the statement of our main results by the following theorems.
Theorem 6. Two initial distributions i0 and j0 for a given QSM are equivalent if and only if they are n2-equivalent,
where n is the number of states of the machine.
Theorem 7. Two QSMs
M = (S, i0 , I,O, {A(y|x)})
and
M′ = (S′, ′j0 , I,O, {A′(y|x)})
are equivalent if and only if they are (n + n′)2-equivalent, where n and n′ are the numbers of states in M and M′,
respectively.
Theorem 6 gives the equivalence criteria between two initial distributions for a given QSM. Basing on Theorem 6,
we can give the equivalence criteria between two QSMs in Theorem 7 that as a main result solves completely the open
problem proposed by Gudder [14]. In the next paragraphs, we will prove the two theorems in detail.
Given a QSM M = (S, i0 , I,O, {A(y|x)}), we have
PM(v|u) = ‖i0A(v|u)‖2
= i0A(v|u)A(v|u)†i0T
= i0
(
A(v|u)A(v|u)†
)
i0
T.
Denote D(v|u) = A(v|u)A(v|u)† that is an n × n Hermitian matrix, where n is the number of states in M. Then we
get that
PM(v|u) = i0D(v|u)i0T. (10)
At the same time, we get that
D(yv|xu) = A(y|x)A(v|u)A(v|u)†A(y|x)†
= A(y|x)D(v|u)A(y|x)†. (11)
Eq. (11) reveals the relation between D(yv|xu) and D(v|u), and it will play an important role in the proof of
Lemma 8.
For QSM M = (S, i0 , I,O, {A(y|x)}) above, we know that there may be inﬁnite D(v|u) produced for all pairs
(v, u), as the process of the machine’s execution continues. Therefore, by DM we denote the inﬁnite set
DM = {D(v|u) | l(v, u)1, u ∈ I ∗, v ∈ O∗}. (12)
Let Cn×n = {An×n | An×n are n × n complex matrices} denote a complex linearly space whose dimension is clearly
n2. By DM(k) we mean that it is a subset of DM, i.e.,
DM(k) = {D(v|u) | 1 l(v, u)k, u ∈ I ∗, v ∈ O∗}. (13)
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Then
DM = ⋃
k1
DM(k) ⊆ Cn×n.
By(k)wemean the subspace ofCn×n spanned byDM(k). Then for any k1, dim(k)n2, where dim(k) denotes
the dimension of (k). With these observations we can ﬁnd a set of linearly independent vectors in DM such that any
vector in DM is a linearly combination of these vectors. Indeed we get the following lemma.
Lemma 8. Let M = (S, i0 , I,O, {A(y|x)}) be a QSM. Then a set of linearly independent vectors can be found in
DM(n2) such that any vector in DM is a linearly combination of these vectors, where n is the number of states in M.
Proof. As stated above, let (m) be the linear subspace spanned by vectors in DM(m), and let  be the linear space
spanned by vectors in DM. Then dim(i)dim(j), if ij , and dim(m)n2 (|S| = n and n2 is the dimension
of linear space Cn×n) for m = 1, 2, . . . . Furthermore, if (i) ≡ (i + 1) for some i, then (i) ≡ (i + j) for
j = 1, 2, . . . . We now prove this view as follows.
 ∈ (i + 2) ⇒  = ∑
k
akD(vk|uk) l(vk, uk) i + 2
⇒  = ∑
k
akA(y|x)D(v′k|u′k)A(y|x)† l(v′k, u′k) i + 1 (for (i + 1) = (i))
⇒  = ∑
k
akA(y|x)
(∑
j
bjD(v
′
kj |u′kj )
)
A(y|x)† l(v′kj , u′kj ) i
⇒  = ∑
k
ak
∑
j
bjA(y|x)D(v′kj |u′kj )A(y|x)†
⇒  = ∑
k
∑
j
akbjD(v
′′|u′′) l(v′′, u′′) i + 1.
Thus,  ∈ (i + 1) = (i), and the assertion follows.
The above conclusions show that there exists an integer m such that
1dim(1) < · · · < dim(m) = dim(m + 1) = dim(m + 2) = · · · = dimn2, (14)
which also implies that mn2.
It is therefore possible to ﬁnd a set of linearly independent vectors in DM(n2), such that any vector in DM is a
linearly combination of these vectors. 
By virtue of what we have obtained above, it is natural to give the proof of Theorem 6 as follows.
Proof of Theorem 6. The “only if” part of the theorem is trivial, so we prove the “if” part of the theorem. Suppose
that P
i0
M (v|u) = P
j0
M (v|u) for l(v, u)n2, that is, i0D(v|u)i0T = j0D(v|u)j0T for l(v, u)n2. By virtue of
Lemma 8, when l(v, u) > n2,
D(v|u) = ∑
k
akD(vk|uk) and l(vk|uk)n2. (15)
Then we get that
P
i0
M (v|u) = i0D(v|u)i0T =
∑
k
aki0D(vk|uk)i0T,
P
j0
M (v|u) = j0D(v|u)j0T =
∑
k
akj0D(vk|uk)j0T.
It is readily seen that if i0D(vk|uk)i0T = j0D(vk|uk)j0T for any k, then
i0D(v|u)i0T = j0D(v|u)j0T.
Therefore, if P
i0
M (v|u) = P
j0
M (v|u) for l(v, u)n2, then it holds true for l(v, u) > n2. Hence we have completed the
proof of Theorem 6. 
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From the process above, we know that Eq. (14) in the proof of Lemma 8 plays an important role for deducing the
bound n2. For a generalization, notice that we used estimation 1dim(1), but even better can be obtained. In fact,
for any given QSM M we can compute the value dim(1), which gives the following corollary.
Corollary 9. For a given QSM M = (S, i0 , I,O, {A(y|x)}), if dim(1) = k01, then two initial distributions i0
and j0 for the machine M are equivalent if and only if they are (n2 − k0 + 1)-equivalent, where n is the number of
states of the machine.
Now we have proven Theorem 6. Basing on that, we will give the proof of Theorem 7 that is a main result in this paper.
Before doing that, ﬁrst let us recall some related deﬁnitions.
Deﬁnition 8. Let A and B be two square matrices of order r and s, respectively. The matrix
AB =
[
A 0
0 B
]
of r + s order is called their direct sum.
Deﬁnition 9. Let
M = (S, i0 , I,O, {A(y|x)})
and
M′ = (S′, ′j0 , I,O, {A′(y|x)})
be two QSMs. The QSM M′M = (S ∪ S′, I,O, {A(y|x)A′(y|x)}) is called their direct sum, without specifying
the initial distribution.
Proof of Theorem 7. The “only if” part of the theorem is clear. Assume now thatM andM′ are (n+n′)2-equivalent.
Let M∗ = MM′ and let  and ′ be the (n + n′)-dimensional vectors, where
 = (i01, . . . , i0n, 0, . . . , 0), ′ = (0, . . . , 0, ′j01, . . . , ′j0n′),
where
i0 = (i01, . . . , i0n), ′j0 = (′j01, . . . , ′j0n′).
Then it is readily seen that P
i0
M (v|u) = P M∗(v|u) and P
′j0
M′(v|u) = P 
′
M∗(v|u). Therefore, ifM andM′ are (n+n′)2-
equivalent, then we have that P M∗(v|u) = P
i0
M (v|u) = P
′j0
M′(v|u) = P 
′
M∗(v|u) with l(v, u)(n + n′)2. Thus  and
′ are (n + n′)2-equivalent distributions for M∗. From Theorem 6 it thus follows that M and M′ are equivalent. 
As pointed out in Corollary 9, the similar case is the equivalence between two QSMs. Therefore, we have
Corollary 10. Given two QSMs:
M = (S, i0 , I,O, {A(y|x)})
and
M′ = (S′, ′j0 , I,O, {A′(y|x)}).
Let M∗ = MM′ and D∗(1) = {A∗(y|x)A∗(y|x)† | A∗(y|x) = A(y|x)A′(y|x), x ∈ I, y ∈ O}, and denote n
and n′ as the numbers of states in M and M′, respectively. Then:
(i) if the dimension of the subspace spanned by D∗(1) is k0, then M and M′ are equivalent if and only if they are
((n + n′)2 − k0 + 1)-equivalent;
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(ii) if dimM(1) = k11 and dimM′(1) = k21, then M and M′ are equivalent if and only if they are
((n + n′)2 − max{k1, k2} + 1)-equivalent, where dimM(1) and dimM′(1) are the dimensions of the subspaces
spanned by DM(1) and DM′(1), respectively.
Proof. (i) By means of the ideas in Theorem 7 and Corollary 9, the corollary holds clearly.
(ii) It is clear to check that the dimension of the subspace spanned by D∗(1) is not smaller than max{k1, k2},
since A∗(y|x)A∗(y|x)† = A(y|x)A(y|x)†A′(y|x)A′(y|x)†. As a result, it follows from (i) that (ii) also
holds. 
As stated above, we have given the condition for the equivalence between two QSMs. As a special case of the
equivalence between two QSMs, sometimes it maybe requires that two QSMs are equivalent for those pairs (v, u) with
length l(v, u)k only. Therefore, two corollaries for the case are given as follows.
Corollary 11. Two initial distributions i0 and j0 for a given QSM are equivalent for any pair (v, u) with l(v, u)k,
if and only if they are equivalent for k l(v, u)k + n2 − 1.
Proof. The “only if” part of the corollary is trivial, so we give a brief proof for its “if” part. For the given QSM M,
similar to DM in Eq. (12), we denote DMk in this way: DMk = {D(v|u) | l(v, u)k, u ∈ I ∗, v ∈ O∗}, with D(v|u)
at length k (i.e., l(v, u) = k) as the initial elements and any other element being derived from Eq. (11). Then the proof
is similar to the proof of Lemma 8, and Eq. (14) in Lemma 8 is changed in the following:
1dim(k) < (k + 1) < · · · < dim(m) = dim(m + 1) = dim(m + 2) = · · · = dimn2,
which implies that mk + n2 − 1. Then it is possible to ﬁnd a set of linearly independent vectors in the subset of DMk
with length l(v, u) satisfying k l(v, u)k + n2 − 1, such that any other vector in DMk can be expressed as a linearly
combination of these vectors. Therefore, similar to Theorem 6, this corollary is shown. 
Corollary 12. TwoQSMsM andM′ are equivalent for any pair (v, u)with l(v, u)k if and only if they are equivalent
for k l(v, u)k + (n + n′)2 − 1, where n and n′ are the numbers of states in M and M′, respectively.
Proof. In light of Corollary 11, the proof is similar to Theorem 7. 
5. Concluding remarks
Determining the equivalence between computing models is an important issue in the theory of computation
[16,20,21,25]. In this paper, we have proved that two QSMsM andM′ with n and n′ states, respectively, are equivalent
if and only if they are (n+n′)2-equivalent (Theorem 7), which is somewhat different from the case of SSMs where two
SSMs with n and n′ states, respectively, are equivalent if and only if they are (n + n′) − 1-equivalent. (As mentioned
above,Qiu [22] demonstrated that the condition of (n+n′)−1-equivalence cannot preserve the equivalence between two
QSMs with n and n′ states, respectively.) Therefore, together with [22] we have solved quite completely the open prob-
lem proposed by Gudder [14], and have laid the foundation of systematically establishing QSMs, as dealing with SSMs
in [20].
Basing on [14,22], we gave the deﬁnition of strongly factorizable QSMs, and the conditions for QSMs being
strongly factorizable QSMs were given. As well, we discussed the conditions for the equivalence between two strongly
factorizable QSMs, and we stated that any strongly factorizable QSM with its I (y|x) being scalar matrices has an
equivalent QSM with only one state.
On the basis of this paper (Theorem 7) and [22], we may further consider the minimization of QSMs, i.e., we hope
to ﬁnd a way that can construct an equivalent QSM M′ with minimization number of states for any given QSM M, as
the case of SSMs [20]. We would like to consider them in sequent work.
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