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Beyond normal and non-imitative singing, the imitation of the timbre of another singer’s
voice, such as in Karaoke singing, involves the demanding reproduction of voice quality
features and strongly depends on singing experience and practice. We show that
precise voice imitation in a highly proficient and experienced vocal imitator, even in
the absence of external auditory voice feedback, largely drew on internal cortico-
subcortical auditory resources to control voicing errors based on imagined voice
performance. Compared to the experienced vocal imitator, singers of a control group
without experience in voice imitation used only sensorimotor feedback and demanding
monitoring resources for imitation in the absence of voice feedback, a neural strategy
that led, however, to a significantly poorer vocal performance. Thus, only long-term vocal
imitation experience allows for the additional use of internal auditory brain resources,
which result from training-induced brain plasticity, and which enable accurate vocal
performance even under difficult performance conditions.
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INTRODUCTION
Obtaining proficiency in singing and voice imitation requires many years of intensive training.
This training often involves learning from and imitation of vocal models, a learning procedure
that humans share for example with songbirds (Aronov et al., 2008), and which has its roots
in vocal learning (Prat et al., 2015) and infant vocal play (Elowson et al., 1998) across many
species. Voice imitation develops with vocal training based on accurate voice feedback processing.
This imitation helps novice singers (Dalla Bella and Berkowska, 2009) and amusic individuals
(Tremblay-Champoux et al., 2010) to improve their singing performances. Beyond normal and
non-imitative singing, the imitation of vocal models involves the reproduction of several vocal
acoustic features that contribute to the perceptual quality of the singing voice, such as during
Karaoke singing. An individuals’ voice profile, and especially of the singing voice, can be quite
unique. An individual voice is characterized by the specific composition of the fundamental
frequency originating from the vibration of the vocal folds (i.e., the vocal source signal), and by
the vocal formant profile generated by filtering the vocal source signal via the specific anatomy of
the vocal tract and cavities, especially the oral cavity. The individual anatomy of the vocal tract
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imposes limits on the variability of the vocal profile and voice
quality of individuals, which defines the vocal register of an
individual and which is highly relevant of singing voice imitation.
Voice quality imitation during Karaoke-like singing is thus
more demanding than non-imitative singing because voice
imitation requires adjustment of certain motoric vocal tract
parameters and dynamics to another individuals’ voice profile,
which could be very different from personal voice profiles and
which might be successful to a variable degree. Specifically,
imitating the (singing) voice of another individuals requires one
to reproduce certain spectral and temporal voice features, such
as vocal pitch, vocal timbre and formants, vocal clearness or
roughness as well as timing, temporal (ir-)regularities, and/or
articulation, respectively. To control for these spectral and
temporal voice features, accurate voice imitation needs to
integrate sensorimotor and auditory feedback processing of one’s
own performance (Zarate et al., 2010; Zarate, 2013). Both types
of feedback processing usually improve with vocal training to
support a better vocal performance (Kleber et al., 2010).
To specifically test the important role of auditory feedback
during the demanding imitation of voice quality, we established
an innovative Karaoke-like singing experiment adapted to a brain
scanning environment and invited one of the most famous voice
imitators to take part in it. This highly trained professional
singer and voice imitator (referred to as “M.G.”) is uniquely
able to imitate the singing voice of an enormous number of
well-known singers. The neural dynamics underlying his voice
imitation performances were compared to those of a control
group (CG) of singers with singing experience of 8–10 years, but
without any in-depth experience in voice imitation. All singers
were asked to take part in two different experiments (Figure 1A)
while we recorded their brain activity with functional magnetic
resonance imaging (fMRI).
The two experiments involved different levels of voice
imitation difficulty that were supposed to differentially rely on
the level of vocal imitation training. We asked participants to
imitate the voice quality of 8-s song excerpts from eight songs
of six famous singers, such as Louis Armstrong, Jacques Brel,
and Mylène Farmer (Supplementary Table S1). All singers were
equally familiar with these songs and reported similar imitation
difficulty for them. Experiment 1 required high-demand vocal
imitation during the Karaoke-like reproduction of a famous
singer’s voice quality. Experiment 2 required only low-demand
vocalizations during the simple humming of the same songs as
in Experiment 1 without imitation of voice quality and melodic
aspects. Both experiments included vocal performance, either
with auditory voice feedback or without. For the latter condition,
external voice feedback was blocked by 80-dB white noise played
back on the singer’s headphones making own voice feedback
barely identifiable through bone conduction alone.
MATERIALS AND METHODS
Participants
The experiment included one professional voice imitator (PS)
and a CG of non-experienced voice imitators. As professional
imitator we invited Michael Gregorio, who is a French male
professional singer and voice imitator (referred to as “M.G.”;
age 27 years; 11 years of daily vocal training and professional
singing experience), to take part in the experiment. M.G.: has
a tenor vocal range, and he can imitate the singing voice of a
large number of different well-known male and female singers.
M.G. was familiar with all songs that were used here to perform
vocal imitations.
Additionally, we recruited seven healthy male participants
from the University of Geneva as a CG (mean age 27.71 years,
SD = 3.86, age range 22–34 years; tenor vocal range). Participants
in the CG had an experience of 8–10 years of singing experience
in non-professional contexts (e.g., choirs, music bands), and
with regular singing practice and performance roughly at a
weekly basis. We chose to include these singers with 8–10 years
of singing experience to match the approximate amount of
years that M.G. was singing on a professional basis at the
time of the experiment. All participants were right-handed, had
normal or corrected-to-normal vision and had normal hearing
abilities. No participant presented a neurologic or psychiatric
history. All participants gave informed and written consent for
their participation in accordance with ethical and data security
guidelines of the University of Geneva. The participants of
the CG were monetarily reimbursed for their participation in
the experiment. The study was approved by the local ethics
committee of the University of Geneva.
Stimuli and Experimental Procedure
Voice Imitation Experiment (Experiment 1)
The main experiment included two experimental blocks. These
blocks were split in two parts, where in one part participants were
singing while listening to their own vocal productions (feedback),
while in the other part they were singing while their own vocal
feedback was completely blocked by presenting white noise at
80 dB SPL over fMRI compatible headphones (no-feedback).
In total there were 32 trials for each condition of singing
with feedback and singing without feedback. The experiment
also included eight silent trials per blocks, for which no song
was presented, and no singing was required. Silent trials were
included to enable a better estimate of baseline neural activity
during the first level modeling of the brain data.
A single trial consisted of two parts. In the first part,
participants passively listened to an 8 s-excerpt from a famous
song (Supplementary Table S1) that was presented in the
silent gap between image acquisitions, while in the second part
participants were asked to imitate the singing voice that they
heard immediately before. No background music was played
during the active singing phase. Excerpts were extracted from
famous songs that were in the repertoire of M.G. in the year
2011 and for which we could extract at least 8 s of continuous
singing. The 8 s excerpts were randomly selected, and none
of the singers were involved in the selection of the excerpts.
Participants were specifically asked to imitate the voice quality
as heard in the song. Participants were asked to sing during
the next silent gap during image acquisition following the silent
gap for the song presentation. For this active singing task,
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FIGURE 1 | Experimental set-up and vocal performance. (A) Participants were asked to passively listen to an 8 s song excerpt in the silent break between brain
scans. In the silent break that followed, participants were asked to imitate the singing voice (Experiment 1) or monotonously hum (Experiment 2) according to the
song excerpt heard immediately beforehand. Participants either received voice feedback (feedback condition) or did not (no-feedback condition; feedback blocked
by 80 dB white noise). (B) M.G. revealed a better performance than did all seven participants of the control group (CG1–7) during the voice imitation experiment
(Experiment 1). Imitation accuracy was generally lower during the no-feedback compared to the feedback condition. (C) Vocal humming performance (Experiment 2)
revealed no difference between the feedback and no-feedback condition, nor between the singers.
participants were instructed to specifically focus on imitating
the voice quality of the singer from the song excerpt, with
a priority on voice quality and timbre features as well as temporal
singing style and articulation features. To familiarize participants
with the songs and the voice quality of the singers, all songs
were given to participants one day before the experiment, but
participants did not know which 8 s segments from the songs
were going to be presented during the experiment. In total
we presented 16 excerpts from 8 famous French or American
songs from a total of 6 different singers. Thus, we extracted
two different 8 s excerpts from every song. The excerpts were
normalized to have a mean intensity of 70 dB SPL. Each
participant was given a 20 min practice session before the
fMRI experiment.
Humming Experiment (Experiment 2)
Similar to the experiment setup for the singing experiment, we
also included another experiment consisting of vocal humming.
This humming experiment consisted of one block and was
again split into one part with feedback and one part without
feedback. During this experiment we asked participants to all
only croon/hum the song excerpts that they heard immediately
before with only minor pitch variations. Song excerpts were the
same as in the main experiment. This humming experiment
involved vocal production related to the original songs, but
without much effort of vocal modulation to reproduce the vocal
melody of the song and without imitation of vocal features
of the original voice. In total there were again 32 trials for
each condition of humming with feedback and of humming
without feedback.
Voice Localizer Experiment
We used 8s sound clips taken from an existing database (Belin
et al., 2000) to identify regions in the bilateral superior temporal
cortex that are generally sensitive to human voices in each
group of patients. To this end, we used sound clips representing
20 sequences of human voices and 20 sequences of animal or
environmental sounds. Each sound clip was presented once at
70 dB SPL. The scanning sequence also contained 20 of 8 s silent
events. The participant had to passively listen to these stimuli.
White Noise Localizer Experiment
During the white noise localizer scan, we presented 30 trials of
uniform white noise (1 Hz–8 kHz) at an intensity level of 80 dB
SPL and a 1500 ms duration as well as 30 silent trials. Stimuli
were presented in the silent gap between image acquisitions. The
white noise localizer scan was included to reveal neural activity
resulting from presented white noise in the main experiment use
to mask vocal feedback during singing.
Postexperimental Rating
After the experiment, each participant was asked to evaluate each
song excerpt that they listened to during the main experiment on
an 8-point scale according to two-dimensions: (a) how familiar
they were with the song and (b) how difficult it was to interpret
and imitate the excerpt.
Acoustic Analysis and Perceptual Evaluation of
Singing Performance
From each vocal performance of each participant we extracted
the level of acoustic intensity of singing in terms of dB SPL. We
found a significant, but marginal difference in terms of the mean
(X2 = 4.50, df = 1, p = 0.034; Friedman test with participants
as replication factor) of voice imitation during the feedback
(MINT = 66.27 dB) compared to the no-feedback condition
(MINT = 67.83 dB) for the whole sample of participants, but there
was only a tendency between participants (X2 = 13.83, df = 7,
p = 0.054; Friedman test with feedback/no feedback as replication
factor). All statistical test were performed using Matlab’s statistics
toolbox (version 11.6).
Furthermore, we performed, first, a perceptual evaluation
of the singing performance by seven independent raters (three
females, mean age 30.86 years, SD = 6.08, age range 23–43 years)
who did not take part in the main experiments and who were
unfamiliar with the experience of the vocal imitator. These raters
were recruited by University and public announcements (i.e.,
on social media), and included both University members and
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persons from the general public. Raters were asked to assess the
quality and level of vocal imitation for each 8 s singing recording
block by a perceptual comparison to the original song excerpt in
a direct comparison. Raters were instructed to mainly focus on
the vocal timbre and voice quality features, but also on temporal
singing features. Ratings were performed using a 7-point Likert
scale ranging from “1” (very inaccurate imitation) to “7” (very
accurate imitation), including “4” (medium accurate imitation) as
the midpoint of the scale. Second, we also performed a perceptual
evaluation of the humming performance during the humming
experiment by another seven independent raters (four females,
mean age 26.44 years, SD = 3.98, age range 21–35 years) who
did not take part in the main experiment. The rating was done
in the same way as for the singing performance, but raters were
asked to mainly focus on the accurateness of temporal pitch and
timing features.
Image Acquisition
Functional imaging data for the main experiment were recorded
on a 3T Siemens Trio System (Siemens, Erlangen, Germany)
using a T2∗-weighted gradient echo planar imaging sequence
(TR = 12.48 s, TA = 3.12 s, TE = 30 ms, FA = 90◦, 50 slices,
voxel resolution 2 mm3, distance factor = 20%). We used a sparse
temporal acquisition protocol for the main experiment, which
allowed presentation of auditory stimuli in the silent gap between
volume acquisitions. It also allowed us to record the singing
performance of the participants (see below), which were thus
unaffected by the background scanner noise. Functional imaging
data of the white noise localizer scan were recorded using a fast-
sparse temporal sampling protocol (TR = 3.30 s, TA = 1.60 s,
TE = 30 ms, FA = 90◦, 25 slices, voxel resolution 2 mm3, distance
factor = 20%) and a partial volume acquisition covering the whole
auditory cortex (AC). Functional data for the voice localizer
scan were recorded using a continuous acquisition (TR = 2.1 s,
TE = 30 ms, FA = 80◦, 36 slices, voxel resolution 3.2 mm3,
distance factor = 20%). Finally, a high-resolution magnetization
prepared rapid acquisition gradient echo T1-weighted sequence
(1 mm slices, TR = 1900 ms, TE = 2.27 ms, TI = 900 ms,
FoV = 296 mm, in-plane 1 × 1 mm) was obtained in sagittal
orientation to obtain structural brain images from each subject.
Image Analysis
We used the statistical parametric mapping software SPM
(Version 12; Welcome Department of Cognitive Neurology,
London, United Kingdom) for preprocessing and statistical
analysis of functional images from the main and from the control
experiment. Functional images were realigned and co-registered
to the anatomical image. We used the New Segment option in
SPM (Ashburner and Friston, 2005) to segment participants’
anatomical brain scans into white matter and gray matter parts
based on a probabilistic approach by comparing participants’
brains to standard probabilistic brain tissue classes. To normalize
brain images to the Montreal Neurological Institute (MNI)
space we then subjected all participants’ gray and white matter
images to a unified segmentation and group-wise normalization
approach with the DARTEL toolbox (Ashburner, 2007). DARTEL
uses a group-wise registration of individual gray and white matter
tissue segments to their iteratively evolving group average that is
finally registered to the MNI template space. During this process,
DARTEL estimates individual flow fields for normalization of
each individual brain to the MNI space. Functional images were
resampled to a voxel size of 2 mm3 and spatially smoothed by
using an isotropic Gaussian kernel of 6 mm3 full-width at half-
maximum.
For the group-level analysis, including comparison between
the data of a single participant (M.G.) to the data of a group
of participants (CG), there are three possible approaches that
all have advantages and disadvantages. One approach uses an
“artificial” two-sample t-test approach (Roswandowitz et al.,
2017) with the limitation that the variance in one group cannot
be estimated given only one participant in one group. For this
case the variance of the single participant (M.G.) is set equal to
the estimated variance in the CG. This however is a very unlikely
assumption especially when comparing an experienced vocal
imitator with non-experienced imitators. Second, single contrast
of activity in M.G. compared separately to each participant of
the CG can be entered into a group-level one-sample t-test
(Elforgani et al., 2014), which however most likely overestimates
the signal difference between M.G. and the members of the
CG. Third, all data from each participant can be entered in
a group-level fixed-effect (FFX) modeling approach (Xu et al.,
2015), which models all data in a single general linear model
(GLM), with the disadvantage of missing the participant or group
factor as random effect factor. The latter option however allows
for a more direct investigation of interaction contrasts between
conditions in a single model, and most likely gives more valid
estimations of the signal differences between M.G. and the CG.
In the case of the present study, we found that the latter approach
revealed a consistent and balanced estimation of brain activity
in gray matter across several contrasts performed without over-
or under-estimating group differences. This approach also led
to less spurious activation in unlikely brain regions, such as
the ventricles or white matter, as found with the other two
analysis approaches. As this single GLM approach has been used
previously, and led to a consistent estimation of group differences
in brain activity, we here opted for taking a FFX analysis approach
to the brain data.
We thus used a single general linear FFX model for the
statistical analyses of functional data including data from both
the main and the control experiment as well as data from both
M.G. and the data of the CG. This approach allowed us to model
within and across subject data variance in a single statistical
model, and to directly compare functional brain activity in M.G.
compared with activity of the CG. Experimental events within
and across participants were defined by boxcar functions defined
by the onset and duration of the auditory stimuli as well as by the
onset and the duration of singing. These boxcar functions were
convolved with a canonical hemodynamic response function.
Separate regressors were created for each experimental condition.
Six motion correction parameters for each participant were also
included as regressors of no interest to minimize false positive
activations that were due to task-correlated motion.
For the main experiment we entered five conditions per
participant in the GLM, that is, singing with and without
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feedback, humming with and without feedback, and one
regressor that modeled every occurrence of a song excerpt
prior to every singing part. We computed contrasts especially
between the conditions of no-feedback and the conditions with
feedback for both the singing and for the humming experiment.
The resulting activation was compared between PS and CG
using an interaction contrast. The resulting statistical maps
were thresholded at a combined voxel threshold of p < 0.005
(uncorrected) and a minimum cluster extent of k = 56, which
corresponds to p < 0.05 corrected at the cluster level as
determined using the 3DClustSim algorithm implemented in
the AFNI software1 [version AFNI_18.3.01; including the new
(spatial) autocorrelation function (ACF) extension] according to
the estimated smoothness of the data across all contrasts.
For the voice localizer scan, we contrasted vocal against non-
vocal animal and environmental stimuli across all participants.
Contrast images were threshold of p < 0.005 (uncorrected) and
a cluster extent of k = 93 voxels corresponding to p < 0.05
corrected at the cluster level. We determined voice-sensitive
regions along the STG and STS in both hemispheres. For the
white noise localizer scan we contrasted the presentation of white
noise stimuli against baseline. The resulting statistical maps were
thresholded with a combined voxel and cluster threshold of
p < 0.005 (uncorrected) and a minimum cluster extent of k = 81
corresponding to p < 0.05 corrected at the cluster level.
Functional Connectivity Analysis
To determine the functional connectivity for regions that we
identified as showing higher activity during the no-feedback
relative to the feedback condition in M.G. and the CG during the
singing experiment, we also performed a functional connectivity
analysis using these regions as seed regions in a psycho-
physiological interaction (PPI) analysis. The PPI analysis was
set up as a GLM for each of the seed regions including three
regressors. As a first regressor we included the extracted and
deconvolved time course of functional activity in a seed region
(the physiological variable). The second regressor included the
comparison between angry and neutral voices during the explicit
task (the psychological variable). Specifically, we created a time
course regressor for the task including as many sampling points
as for the physiological variable. The values in this regressor
were set to “1” for trials including the no-feedback condition
and to “−1” for trials including the feedback condition. The
third regressor, finally, included the interaction between the
first two regressors. This interaction was created by a point-
by-point multiplication of the time course for the physiological
variable and the time course for the psychological variable. The
last regressor was the only regressor of interest, whereas the
psychological variable and the deconvolved time course served
as regressors of no interest in each PPI analysis. The inclusion
of the first two regressors ensures that the resulting functional
activation is solely determined by the interaction between the
physiological variable and the psychological variable. These data
for the explicit and implicit task were separately entered into a
(PPI) analysis for each of the five seed regions.
1afni.nimh.nih.gov/afni
Similar to the main experiment, this analysis was again setup
as a single general linear FFX model for each seed region
including all three regressors of the PPI analysis for each
participant, thus resulting in a model including 24 regressors.
We computed contrasts for activity in M.G. relative to the CG,
or vice versa. The resulting statistical maps were thresholded
at a combined voxel threshold of p < 0.005 (uncorrected)
and a minimum cluster extent of k = 56, which corresponds
to p < 0.05 corrected at the cluster level (see above). This
cluster extend threshold was the minimum necessary threshold
that we determined according to the estimated smoothness of
each PPI analysis.
For the voice imitation experiment (Experiment 1) we
performed this analysis on seven seed regions that showed
significant activity either forM.G. (left aIFG, left aSTG, left pSTG,
left IPS, right Cd) or for the CG (bilateral pIFG, left SOC, right
Cd). We have to note that activity in a region can be differentially
predictive for functional connectivity even when its activity is
lower in one group. The following peak voxels were used as seed
regions based on a 3 mm sphere around these peak voxels: left
aIFG (MNIxyz −42 34 −16), left (−56 18 22) and right pIFG
(62 12 22), left aSTG (−48 14 −18), left pSTG (−56 −4 0), left
SoC (−42 −30 24), right Cd [6 2 8 and (8 20 10)], and left IPS
(−28 −74 54).
Functional connectivity during the humming experiment
(Experiment 2) included the same major seed or target brain
areas as for the singing experiment, but with additional areas
in medial frontal cortex (MFC) and the limbic system. For the
humming experiment we performed the functional connectivity
analysis on eight seed regions that showed significant activity
either for M.G. (left MFC and SFG) or for the CG (bilateral MC,
left MFC, left IPS, right aINS, and right pIFG). The following
peak voxels were used to create seed regions: left MFC [(−14 50
20) and (−12 60 0)], left SFG (−18 6 50), right pIFG (62 10 22),
left (−62 −4 28) and right MC (64 −6 28), right aINS (36 −2
14), and left IPS (−28 −74 24). These seed regions were used
to determine the functional connectivity for both M.G. and the
CG. We have to note that though these regions were active only
in M.G. or the CG, the use of these seed region for both M.G.
and the CG is justified because a seed region can show significant
functional connectivity even if it was less active in M.G. or in the
CG. Less activity can still mean that a region showed significant
activity above baseline.
We finally also quantified the neural network architecture
for the voice imitation and the humming experiment separately
for M.G. and the CG. We defined major brain areas for the
singing experiment: lateral frontal areas included the IFG and
the dorsolateral prefrontal (dlPFC, consisting of middle and
superior frontal gyrus); motor areas included motor cortex
(MC), somato-sensory cortex (SoC), and the caudate nucleus
[Cd, as part of fronto-striatal motor loops (Alexander, 1986)];
parietal areas represented by the intra-parietal sulcus (IPS);
auditory areas consisted of voice-sensitive the AC [composed
of primary AC, planum polare (PPo), and planum temporal
(PTe)], the STG, and the STS; and the cerebellum. For the
humming experiment, we used the same major brain areas but
also used the following areas: MFC, the anterior insula (aINS) as
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additional part of the lateral frontal areas; and the limbic system
composed of the amygdala and the hippocampus. For each of
these major brain areas we quantified the absolute and relative
number of seed and target connections. The relative number
was determined by the amount of absolute connections for each
brain area divided by the number of total connections for M.G.
or the CG.
RESULTS
Accuracy of Vocal Performance
Wewere interested first in the accuracy of the vocal performances
in the absence of voice feedback, which is usually central to
a convincing performance. Vocal performance accuracy was
assessed through perceptual evaluations by seven independent
raters (see section “Materials and Methods”). Voice imitation
performance accuracy (Experiment 1) was higher overall for
M.G. than for the CG and higher for the feedback than for the no-
feedback condition across all singers (Figure 1B). M.G. revealed
an overall better performance than did the participants of the CG
(CG1–7) during the voice imitation experiment (Friedman test:
χ
2 = 71.36, df = 7, p< 0.001). M.G. also achieved higher scores in
imitation accuracy compared to each singer of the CG (Wilcoxon
signed rank tests: all Zs> 3.30, all ps< 0.001). Imitation accuracy
was generally lower during the no-feedback compared to the
feedback condition (Friedman test: χ2 = 5.77, df = 1, p = 0.0163),
especially for two singers from the CG (CG2 and CG7; Wilcoxon
signed rank tests: all Zs > 2.03, all ps < 0.042).
No such differences across conditions or singers were found
for the low-demand humming experiment (Experiment 2)
(Figure 1C). Vocal humming performance accuracy revealed
no difference between the feedback and no-feedback condition
(Friedman test: χ2 = 0.36, df = 1, p = 0.551), nor between the
singers (Friedman test: χ2 = 10.50, df = 7, p = 0.162). Thus,
the higher level of vocal imitation training in M.G. resulted in a
much better voice imitation performance for imitation accuracy
compared to the CG during demanding voice imitation, but not
during vocal humming.
Postexperimental Ratings
M.G. (FAM = 5.36) tended to be more familiar with song
excerpts compared to the CG (all FAM < 3.50), but there
was no significant difference in the ratings across the whole
sample for all songs (Friedman test with the factors participant
and song: χ2 = 13.01, df = 7, p = 0.072). There was
also no significant difference between the ratings of the
difficulty of the vocal imitations (M.G.: DIFF = 4.59; CG: all
DIFF < 3.94; Friedman test: χ2 = 5.96, df = 7, p = 0.544).
The difficulty (Spearman rank correlations; feedback condition:
all abs(r’s) < 0.63, all p’s > 0.106; no-feedback condition:
all abs(r’s) < 0.651, all p’s > 0.089) and the familiarity
ratings (Spearman rank correlations; feedback condition: all
abs(r’s) < 0.45, all p’s > 0.273; no-feedback condition: all
abs(r’s) < 0.729, all p’s > 0.050) were not correlated with the
imitation accuracy ratings across all songs.
Functional Localizer Experiments
We performed two separate functional localizer experiments in
addition to the main fMRI experiments. First, we performed a
voice localizer experiment to determine voice-sensitive regions
in AC (Belin et al., 2000). This experiment revealed extended
activity in the bilateral AC, especially in the superior temporal
gyrus (STG). This area is referred to as the temporal voice area
(TVA) (Figure 2A). M.G. showed higher voice sensitivity in the
right posterior STG [pSTG; (MNI xyz 66 −12 −8), z = 5.24]
and the mid STG [mSTG; (66 −52 14), z = 3.52] compared to
the CG (right panel). This right pSTG/mSTG activity did not
overlap with activations in the main experiments (see below;
Figures 2C,D).
Second, we performed a white noise localizer experiment to
determine white-noise sensitive regions, which were sensitive
to the white noise that was used to block own-voice auditory
feedback. This experiment revealed noise sensitivity in the
bilateral primary AC and posterior secondary AC (Figure 2B).
M.G. showed higher white noise sensitivity in right Heschl’s gyrus
[HG; (68 −4 0), z = 6.15] (right panel). This right HG activity did
not overlap with activations in the main experiments (see below;
Figures 2C,D).
Functional Activations During Voice
Imitation and Vocal Humming
During Experiment 1 for voice imitation in the absence of
voice feedback relative to the presence of voice feedback, M.G.
revealed common as well as distinct neural patterns of activity and
connectivity compared to the CG. In terms of common activity,
both M.G. and the CG revealed common activity in the Cd of the
basal ganglia and the left anterior inferior frontal gyrus (aIFG),
with additional activity in the right posterior IFG (pIFG) for the
CG (Figures 2C,D and Supplementary Table S2).
In terms of distinct activity, a striking finding was that
M.G. specifically revealed enhanced activity in the left voice-
sensitive AC (Figure 2A; see sections “Materials and Methods”
and “Results”). No auditory cortical activity was found in the CG.
This auditory cortical activity in M.G. was located in anterior
(aSTG) and pSTG and thus outside auditory cortical regions
that were sensitive to simple white noise used to block the voice
feedback (Figure 2B). In addition to the activity in the auditory
regions (Figure 2C), M.G. also revealed enhanced activity in
the left intra-parietal sulcus (IPS) during imitation without
feedback (Supplementary Table S2A). Compared to M.G., who
had higher activity in auditory regions and the IPS, the CG
revealed increased activity in the inferior SoC for voice imitation
without feedback (Figure 2C and Supplementary Table S2B).
This activity was located in the areas that represent sensory input
from the mouth region and the vocal tract.
Activity during the humming experiment (Experiment 2)
figured as a low-demand vocal reference task. Humming in the
absence of feedback revealed no activity in auditory regions
in both groups, but activity in the MFC and the premotor
cortex located on the superior frontal gyrus (SFG) for M.G.
(Figure 2D and Supplementary Table S3A), as well as in the
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FIGURE 2 | Functional activity during the localizer experiments and during the voice and humming experiment. (A) The voice localizer experiment revealed extended
activity in the bilateral auditory cortex (AC), especially in the STG. M.G. showed higher voice sensitivity in the right posterior STG (pSTG) and the mid STG (mSTG)
compared to the control group (right panel). (B) The white noise localizer experiment revealed noise sensitivity in the bilateral primary AC and posterior secondary
AC. M.G. showed higher white noise sensitivity in right Heschl’s gyrus (HG) (right panel). (C) While voice feedback was blocked during voice imitation (Experiment 1),
activity in M.G. (left panel) was increased relative to that in the control group in the left pSTG and anterior STG (aSTG), left inferior frontal gyrus (IFG), left intra-parietal
sulcus (IPS) and right caudate nucleus (Cd). For the same contrast, activity was increased in the bilateral IFG, right Cd, left somato-sensory cortex (SoC) and right
middle temporal gyrus (MTG) for the control group relative to M.G. The latter MTG activity was located outside the TVA. (D) While vocal feedback was blocked
during the humming experiment (Experiment 2), M.G. showed higher activity relative to the control group in the left medial frontal cortex (MFC) and dorsolateral
prefrontal cortex (dlPFC; i.e., in superior frontal gyrus, SFG), whereas the control group relative to M.G. showed higher activity in the bilateral motor cortex (MC),
MFC, anterior insula (aINS), IPS, and right IFG. All brain activations are thresholded at p < 0.05 corrected at the cluster level.
MFC, MC, aINS, and right pIFG for the CG (Figure 2D and
Supplementary Table S3B).
Functional Connectivity Analysis
The importance of auditory cortical activity during voice
imitation in the absence of feedback in M.G. compared to the
CG is strengthened by an additional brain connectivity analysis
that revealed collaboration and information exchange between
brain areas. To asses the functional connections for the no-
feedback relative to the feedback condition in the voice imitation
experiment (Experiment 1), we performed a PPI analysis on
seven seed regions that showed significantly higher activity either
for M.G. (left aIFG, left aSTG, left pSTG, left IPS, right Cd) or for
the CG (bilateral pIFG, left SoC, right Cd) (Figure 3A). These
seed regions and corresponding target regions were grouped
into five major brain parts, represented by lateral frontal, motor,
parietal, auditory, and cerebellar areas. These major areas are
representative of the voice production and voice processing
network (Frühholz et al., 2014a, 2016; Klaas et al., 2015). For
each of these major brain areas we quantified the absolute and
relative number of seed and target connections. The relative
number was determined by the amount of absolute connection
for each brain area divided by the number of total connections
for M.G. or the CG.
M.G. revealed dense functional connectivity of auditory
regions with all other major brain areas compared to the CG
(Figure 3A and Supplementary Table S4). M.G. also revealed
connectivity between a left cortical auditory region in the aSTG
and a subcortical auditory node of the ascending auditory
pathway, namely the inferior colliculi (IC). Contrary to the
importance of neural auditory system in M.G. during voice
imitation with no feedback, the CG demonstrated a strong
reliance on the sensorimotor system. This higher sensorimotor
effort in less trained singers was also indicated by the relative
number of functional connections (i.e., relative to the total
number of connections) involving motor regions in the CG,
accompanied by connectivity to the cerebellum (Figure 3A and
Supplementary Table S4).
Functional connectivity for the no-feedback relative to the
feedback condition in the humming experiment (Experiment 2)
was performed as a PPI analysis on eight seed regions that showed
significant activity either for M.G. (left MFC and SFG) or for the
CG (bilateral MC, left MFC, left IPS, right aINS, and right pIFG).
Although both groups showed similarities in their functional
connections during vocal humming in the absence of feedback,
especially connections of MFC and lateral frontal [IFG, aINS,
and dorsolateral prefrontal cortex (dlPFC)] areas, the number
of functional connections, in terms of relative numbers, was
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FIGURE 3 | Functional brain connectivity. (A) Functional connectivity for the voice imitation experiment (Experiment 1). While voice feedback was blocked, M.G.
showed widespread functional connectivity between frontal (IFG and dlPFC), sensorimotor (MC, SoC, and Cd), parietal (IPS) and auditory regions [AC,
aSTG/mSTG/pSTG, and posterior superior temporal sulcus (pSTS)] (upper left panel), as well as additional connectivity between the aSTG and subcortical IC (lower
left panel). For the same contrast, functional connectivity was found between only the frontal, sensori-motor, parietal, and Cbll areas for the control group (upper right
panel). Although for all major target regions, the absolute number of connections was largely comparable between M.G. and the control group (lower middle panel),
M.G. showed a dense connectivity to auditory regions during the no-feedback condition, which was also confirmed by quantification of the relative number of
auditory connections (arrow in lower right panel). (B) Functional connectivity for the humming experiment (Experiment 2). We found functional connectivity especially
between the MFC and lateral frontal (IFG, dlPFC, aINS) areas for both M.G. and the control group. Whereas M.G. showed an absolute increase in frontal, motor and
parietal connections, the relative proportion of parietal connections was larger in M.G. (arrow in lower right panel), and the relative proportion of limbic connections
[amygdala (Amy) and hippocampus (HC)] was larger in the control group (arrow). All functional activations and connections are thresholded at p < 0.05 corrected at
the cluster level.
slightly increased inM.G. This included the IPS again “forwardly”
interfacing to the MC and dlPFC, whereas in the CG, we found
slightly increased connectivity of the MFC and of motor areas to
limbic regions (Figure 3B and Supplementary Table S5).
DISCUSSION
The neural strategy of solving the demanding task of voice
imitation in the absence of voice feedback seems largely
influenced by the level of vocal imitation training. On the most
general level, we revealed a fundamental difference in terms
of neural mechanisms between the experienced vocal imitator
and the CG. While frontal control and external sensorimotor
resources were mainly used by the less trained singers of the CG
to solve this task of voice imitation without feedback from the
own voice, mainly cortico-subcortical auditory regions were used
by the experienced vocal imitator as central nodes in a large-
scale neural network. The latter neural strategy of using “internal”
auditory resources led to better vocal imitation performance
during the difficult performance condition of imitation in the
absence of feedback, and thus might be one of the specific neural
mechanism resulting from intense vocal imitation training.
Although the experienced vocal imitator and the CG showed
fundamental neural differences, which will be discussed in more
detail below, there were also some common neural resources
that were used by both groups. For example, we found common
neural activity in the basal ganglia and the IFG. These regions
usually support dynamic voice quality management (Frühholz
et al., 2014a) and monitoring (Frühholz et al., 2014b). An
important consideration is that these regions represent neural
nodes that have so far been neglected in neural network models
of singing (Zarate, 2013) and thus might underlie the more
demanding task of voice quality imitation in general. The
additional right IFG activity in the CGmight indicate their higher
effort in voice monitoring of their performance, which was also
indicated by a less accurate vocal performance compared to the
experienced vocal imitator.
In addition to these instances of common neural activity, we
found several important differences in the neural mechanisms for
singing without own-voice feedback. Concerning distinct neural
mechanism resulting from voice imitation training, we found
auditory cortical for M.G., but not for the CG. The cortical
activity was located in the voice-sensitive cortex (Frühholz and
Grandjean, 2013), and was surprising to find, given that it was
found in the absence of voice feedback. Thus, this activation
might not indicate an “external” voice feedback processing, but
rather the “internal” imagination of vocal feedback. Imagination
of auditory sensory stimulation enhances activity in the AC
(Kraemer et al., 2005), especially in higher-level AC (Kosslyn
et al., 2001) as found in the present study. The imagination of
auditory voice feedback in M.G. might considerably improve
the accuracy of vocal performance even in the absence of
external feedback.
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For M.G. we also found distinct activity in the parietal
cortex, especially in the IPS. The IPS is usually supposed to
be a bidirectional interface between auditory regions registering
external vocal signals and motor regions that program vocal
output (Andersen and Buneo, 2002; Zarate, 2013). This
interfacing role of the IPS, in the absence of external voice
feedback, might be used by frontal regions as an attempt to access
any potentially available information in the AC, which might be
a primary neural strategy in experienced vocal imitators. This
supposed “backward” interfacing role of the IPS was found in the
left brain of the CG, but only in terms of functional connectivity
(i.e., in the absence of primary IPS activity), whereas the IPS
showed a different connectivity in M.G., mainly “forwardly”
interfacing to the MC and dlPFC. This finding might support the
selection of relevant motor action programs based on elaborate
cognitive plans for vocal movements (Andersen and Buneo,
2002), and these elaborate plansmight result from the higher level
of vocal imitation training in M.G.
As mentioned above, less trained singers of the CG solve
this problem of voice imitation without feedback by mainly
relying on sensorimotor resources. We accordingly found
distinct activity in the SoC for the CG. Activity in SoC
is usually assumed to represent the level of vocal training
(Kleber et al., 2013), which would predict higher activation
in the SoC for M.G. However, in the absence of auditory
own voice feedback, the functional role of the SoC might be
different, such as showing higher activity in less trained singers,
and thus reflecting the higher sensorimotor effort undertaken
by singers of the CG rather than the level of training in
professional singers. This SoC activity in the CG was also
accompanied by connectivity of the SoC to the cerebellum
that usually supports fine-motor vocal adjustments (Frühholz
et al., 2014b, 2016).This overall neural strategy of relying
on sensorimotor information, however, led to less accurate
performance in the CG.
Unlike during voice imitation, the vocal performance during
low demanding vocal humming was comparable between the
experienced vocal imitator and the CG. During vocal humming,
the CG revealed a distinct activity that was comparable to
their neural activity during voice imitation, and was located
in IFG. This IFG activity was located close to the posterior
IFG activity during voice imitation, indicating some similarities
in the monitoring effort for both vocal tasks in the CG.
Besides the IFG, many of these regions found during vocal
humming, such as MFC, motor, and premotor cortex, are (in-
)directly involved in vocal motor output planning, execution
and monitoring (Jürgens, 2002; Zarate, 2013), which was also
confirmed by the extensive functional connections of these
regions to lateral frontal and sensorimotor areas, including the
Cd that temporally sequences and programs vocal motor output
(Kotz and Schwartze, 2010; Trost et al., 2014).
Additional to these common and distinct patterns of neural
activity during the voice imitation and the vocal humming
task, we also determined the functional neural connectivity
underlying the vocal performance in these tasks in the absence
of voice feedback. During voice imitation in the absence of
feedback, we found comparable functional connectivity for the
experienced vocal imitator and the CG between frontal, motor,
and parietal regions. However, a major difference concerned
functional connections involving auditory regions. For the
experienced vocal imitator only, we found dense functional
connectivity with auditory regions, highlighting the general
importance of neural auditory resources for voice imitation
in experienced vocal imitators. Next to widespread functional
connectivity of auditory regions to other cortical regions in
the experienced vocal imitator, we also found a very specific
connection of the AC to the subcortical IC. This functional
IC connection might specifically indicate the registration of
vocalization motor errors at an early and low level of motor
and (imagined) voice feedback integration, which happens in the
IC (Gruters and Groh, 2012). This low-level integration might
lead to finer tuning of a vocal performance and to better voice
imitation accuracy.
Similar to the voice imitation task, we found a fronto-
motor functional network during the vocal humming task that
reflects the motor planning, execution, and monitoring part of
vocalizations. However, we also found additional connectivity
of MFC and motor areas to limbic areas in both groups that
were not found during voice imitation. Concerning this limbic
system connectivity, the MFC-amygdala connectivity might be
part of a neural network for initiating and emotionally motivating
vocalizations (Jürgens, 2002), which seems more important
for the less “natural” vocalizations of monotonous humming.
The MFC-hippocampus connectivity might be involved in the
encoding and retrieval of temporal song sequences (Allen et al.,
2016), which is more important for monotonous vocal humming
than for melodic voice imitation. No functional connections
involving auditory areas were found during vocal humming,
except for one MFC-AC connection, which we found for M.G.
Thus, vocal humming does not rely much on auditory resources.
It is worthwhile to comment on possible limitations regarding
the present study. First, we only investigated one experienced
vocal imitator and compared his vocal performance and his
brain activity with those of a sample of singers in the CG.
However, M.G. is very specific and unique in his ability to
imitate other singers’ voices, making it extremely difficult to find
additional voice imitators with comparable levels of expertise.We
however used sensitive analysis methods to reliably determine
performance and neural differences between M.G. and the CG.
Second, the study included song excerpts that were mainly taken
from the standard repertoire of M.G., which could introduce a
bias given that M.G. was practicing and performing these songs
more often than the singers of the CG. However, we chose songs
and song excerpts that are very familiar to many individuals,
and would not need much training for an accurate repetition,
but more for an accurate voice imitation. Third, we aimed at
including singers in the CG that matched the singing experience
of M.G. as closely as possible. We recruited singers with a close
vocal register and with approximately the same number of years
of singing experience, with the exception that M.G. in total
performs many more hours of active singing compared to the
CG. But this large amount of hours of active singing is the basis
for his high level of ability as a voice imitator. Additionally,
while including another CG of singers with a comparable
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amount of singing hours would have been possible, it likely would
have caused problems for matching other features (such as vocal
register, vocal training and education, performance activities,
etc.). Finally, we also note that in the humming experiment
we did not find considerable vocal performance differences as
well as neural differences in central brain areas that were of
primary interest in the main experiment between M.G. and the
CG. The humming experiment was introduced to assess the
baseline vocal performance and neural imitation effects in M.G.
and the CG.
CONCLUSION
Summarizing our data, cortico-subcortical auditory regions
were used by an experienced vocal imitator as central
nodes in a large-scale neural network during singing voice
imitation under a difficult performance condition. The use
of these neural auditory resources in the absence of voice
feedback, thus in the absence of external auditory input
from one’s own voice, points to the use of internal auditory
resources probably based on voice imagination. These internal
resources might develop with extensive vocal training and
might be the neural basis of intense vocal imitation training.
This conducive and beneficially neural strategy and neural
repertoire of a singing and experienced vocal imitator
might thus point to a valid training strategy for facilitating
neural and vocal plasticity for singing novices and semi-
professional singers.
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