Abstract-In this paper, we consider the synchronization problem for a network of state diffusive coupled agents with identical but time-varying dynamics under switching communication topologies. Both leader-follower and leaderless networks are studied. For leader-follower networks, sufficient conditions are established regarding the connectivity of communication graphs for the network to achieve global exponential or asymptotic synchronization, respectively, for directed and undirected communications. For leaderless networks, sufficient conditions for asymptotic norm synchronization are established, respectively, for directed and undirected communications, in the sense that the norm of agents' states converges to a common value. We also show that if the communication graph is fixed, norm synchronization leads to state synchronization. The results reveal some important similarities and differences between leaderless and leader-follower networks for synchronization under directed switching communication graphs.
I. INTRODUCTION Synchronization in complex networks has been extensively studied in past decades [1] , [2] and [3] , due to its wide applications in consensus [4] , swarming and flocking [5] , sensor networks [6] , social networks [7] , power networks [8] , biological networks [9] , and many others.
In the literature, there are two types of synchronization problems, namely, leaderless synchronization problem ( [4] , [10] [11] [12] ) and leader-follower synchronization ( [13] , [14] ). In the leader-follower case, the agent trajectory follows the synchronization trajectory prescribed by a reference or leader while in the leaderless case, all the agents together define the synchronization trajectory. Various synchronization conditions have been established, in terms of individual dynamics and communication topology which models the interactions among the agents.
One focus has been on the individual dynamics with assumption that the communication graph is fixed [1] , [2] , [15] [16] [17] [18] . The other focus has been on the varying topologies. The work here deals with increasing generality on the individual agent dynamics. Moreau [10] showed that the synchronization is achieved for a network of identical single integrators if the varying topology is uniformly jointly quasi-strongly connected. The results of Moreau [10] for the single-integrator case were extended to a network of identical general linear time-invariant agents having no exponentially unstable mode by Scardovi and Sepulchre [11] , and a network where the agents are governed by non-identical general linear time-invariant models by Wieland et al. [12] . Su and Huang [19] showed that the synchronization is achieved in a network of identical neutrally stable agents if the undirected topology is uniformly jointly connected. In the work [19] , the edge weights of undirected communications are the same. The analysis heavily relies on this symmetric property. Thus the technique developed in [19] cannot be used in the case of directed communications.
To the authors' best knowledge, the following questions have not been addressed in the literature.
• What is the difference between the leader-follower synchronization and leaderless synchronization? • What are the synchronization conditions for both leaderfollower case and leaderless case with varying individual dynamics and switching topologies? • How can one tackle the synchronization problem for a network of general linear agents with identical but time-varying dynamics in the case of directed communications.
The goal of this paper is to answer these fundamental and important questions. By answering these questions, our results reveal some important similarities and differences between leaderless and leader-follower networks of identical but general linear time-varying agents for synchronization under directed switching communication graphs. The main contributions of this paper include the following.
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• For the first time, the leader-follower synchronization problem and leaderless synchronization problem are solved for a network with both time-varying individual dynamics and directed switching topologies.
• For the leader-follower case, we find sufficient conditions for both global exponential and asymptotic synchronization, respectively, for directed and undirected communications. These sufficient conditions are also necessary for the case where the individual agent dynamics are linear time-invariant. Moreover, we obtain the explicit expression of the exponential convergence rate for the directed case.
• For leaderless networks, sufficient conditions for global asymptotic norm synchronization are established, respectively, for directed and undirected communications, in the sense that the norm of agent states converges to a common value. In the undirected case, the sufficient condition is also necessary for the case where the individual agent dynamics are linear time-invariant. Moreover, we show that if the communication graph is fixed, norm synchronization leads to state synchronization. The remainder of the paper is organized as follows: In Section II, some preliminary concepts are introduced. In Section III, we formulate the synchronization problem for both leader-follower case and leaderless case. The main results on leader-follower synchronization and leaderless synchronization are presented in Section IV and Section V, respectively. Section VI concludes this paper.
II. PRELIMINARIES

A. Directed Graphs
A directed graph (digraph) G = (V, E) consists of a finite set of nodes V = {1, . . . , N } and a set of edges E ⊆ V × V, where an element e = (i, j) ∈ E is an edge/arc from node i to node j [20] . A directed path from node i 1 to node i k is a sequence of nodes {i 1 , . . . , i k } such that (i j , i j+1 ) ∈ E for j = 1, . . . , k − 1. A directed path from node i to node j is denoted as i → j. If there exists a directed path from node i to node j, then node j is said to be reachable from node i. A node v from which any other node is reachable is called a center (or a root) of G. A digraph G is said to be strongly connected if it contains path i → j and j → i for every pair of nodes i and j; quasi-strongly connected if G has a center. A digraph G is said to be undirected if for every two nodes i and j, i is a neighbor of j if and only if j is a neighbor of i. An undirected graph G is said to be connected if there is a path between any two nodes. A time-varying graph is defined as G σ(t) = (V, E σ(t) ) with σ : [0, ∞) → P, where P is a finite set of all possible graphs over node set V, and σ is a piecewise constant signal. Moreover, node j is said to be a neighbor of node i at time t if there is an edge (j, i) ∈ E σ(t) . Denote N i (σ(t)) as the set of node i's neighbors at time t. The joint graph of G σ (t) in the time interval [t 1 , t 2 ) with t 1 
B. Basic Notation and Notions
Given a matrix
n and Im(v) ∈ R n denote respectively vectors whose entries are the real part and imaginary part of the vector v.
C. Dini Derivatives
The upper Dini derivative of a function
. The following lemma is useful for the calculation of Dini derivatives [21] , [22] .
} is the set of indices where the maximum is reached at t, then D + V (t, x(t)) = max i∈I(t)Vi (t, x(t)).
III. PROBLEM DEFINITION
In this section, we introduce the considered multi-agent network model and propose the synchronization problem of interest.
A. Networks and Connectivity
We consider two types of networks, leaderless networks, and leader-follower networks.
For the leaderless case, we suppose that the network consists of N agents indexed in node set V = {1, 2, . . . , N }. The communication in the network is described by a time-varying directed graph G σ(t) = (V, E σ(t) ). For the connectivity of the communication graph of leaderless networks, we introduce the following definition.
Definition 1: (i). G σ(t) is said to be uniformly jointly strongly connected (UJSC) if there exists a constant T > 0 such that G([t, t + T )) is strongly connected for any t ≥ 0.
For the leader-follower case, we suppose that there is an additional agent, labeled as agent 0, plays as a reference or leader for the agents in the set V. In this way we also call an agent in V a follower, and we denoteV = V ∪ {0} as the overall agent set. The overall communication in the network is described by a time-varying directed graphḠ σ(t) = (V,Ē σ(t) ). Here for the sake of simplicity we continue to use σ(·) to denote the piecewise constant graph signal. We introduce the following definitions for the connectivity of the leader-follower communication graphs.
Definition 2: (i).Ḡ σ(t) is said to be L-connected if for any follower agent i ∈ V there is a directed path from the leader
For both leaderless and leader-follower networks, we make a standard assumption [23] on the switching signal σ(t).
Assumption 1: (Dwell Time) There is a lower bound τ D > 0 between two consecutive switching time instants of σ(t).
B. Dynamics
The state of i ∈ V at time t is denoted as x i (t) ∈ R n , while the state of the agent 0 at time t is denoted by y(t) ∈ R n . For leaderless networks, the evolution of the node state x i (t) is given bẏ
where A(t) ∈ R n×n represents the inherent agent dynamics being a piecewise continuous function, and a ij (t) > 0 is a piecewise continuous function marking the weight of arc (j, i) at time t.
For leader-follower networks, the evolution of the node state x i (t) and y(t) is given by
where A(t) and a ij (t) follow from the same definitions as those of the leaderless case, and
is a piecewise continuous function marking the strength of the arc (0, i), if any. An example of systems (1) and (2) is an array of Chua's circuit coupled via resistors [1] , [15] , [18] .
Assumption 2: There exists a matrix
Assumption 3: There are 0 < a * ≤ a * and b * > 0 such that a * ≤ a ij (t) ≤ a * and b * ≤b i (t) for all t ≥ 0. Remark 1: Assumption 2 may seem restrictive, however, the synchronization condition under Assumption 2 is still rather challenging since we are considering directed switching communication graphs, and we only require time-varying individual dynamics A(t) to be piecewise continuous. These two switchings on both communication graphs and individual dynamics complex the synchronization problem since they may together generate complex dynamics which are hard to analysis. Related works include [19] , [24] which considered the undirected graphs and [11] which required A(t) to be periodic.
We
T N ] ∈ R nN and assume that the initial time is t = t 0 , and the initial states
C. Synchronization
In order to characterize synchronization for both leaderless case and leader-follower case, we need to define a metric for each case.
For leaderless networks, we are interested in the asymptotic norm synchronization as indicated in the following definition.
Definition 3: Multi-agent system (1) is said to reach global P -norm synchronization if for any initial state
where P = P T > 0 is introduced in (3). For leader-follower networks, we introducex i = x i − y for all i ∈ V as the relative state from the leader agent. From (2), we obtain the following dynamics forx i :
For leader-follower networks, we are interested in the following synchronization definition.
Definition 4: Multi-agent system (2) is said to reach global exponential synchronization if there exist γ ≥ 1 and λ > 0 such that
for any t 0 ≥ 0 and any initial state x(t 0 ) ∈ R nN and y(t 0 ) ∈ R n .
D. Basic Properties
Let us now establish some basic properties on some nonexpansiveness property along the considered leader-follower and leaderless multi-agent dynamics, respectively.
Since max i∈V ∥x i (t)∥ 
For leaderless multi-agent systems, we have the following lemma.
Lemma 3: Along the leaderless dynamics (1), we have that
IV. LEADER-FOLLOWER NETWORKS
In this section, we focus on the synchronization conditions for leader-follower networks. We propose the following two results.
Theorem 1: Global exponential synchronization is achieved for the multi-agent system (2) ifḠ σ(t) is UJLC. Moreover, if A(t) = A for all t ≥ 0, then the condition is also necessary.
Theorem 2: Assume that G σ(t) is undirected for any t ≥ 0. Global asymptotic synchronization is achieved for the multiagent system (2) ifḠ σ(t) is IJLC. Moreover, if A(t) = A for all t ≥ 0, then the condition is also necessary.
Remark 2: The two synchronization results we established above are related to the results given in [19] . In the current work, it is required that inẋ i = A(t)x i + B ∑ j∈Ni(σ(t)) a ij (t)(x j −x i ) the matrix B has full row rank (which corresponds to the system in (1)), while this condition is relaxed in [19] to the stabilizability of the individual agent dynamics for fixed A(t). On the other hand, we allow A(t) to be time-varying rather than fixed, as required in [19] . Finally, our results are for general directed graphs, while the method in [19] is restricted to undirected graphs (note that even for the case where the communication is undirected, we do not require a ij (t) = a ji (t) for all t ≥ 0 and all i, j ∈ V). Directed switching communication raises fundamental difficulty in analyzing synchronization conditions, as also pointed out by the authors of [19] . Moreover, for undirected communications, our results hold for IJLC graphs rather than UJLC graphs, which generalizes the result in [19] .
In the rest of this section, we will only present the proof the first claim of Theorem 1. The analysis is essentially based on a generalization of the methods proposed in [10] and [25] , [26] to higher-order time-varying agent dynamics. Due to the space limitation, we have omitted the proof of the second claim of Theorem 1 and proof of Theorem 2, which can be found in [27] . SinceḠ σ(t) is UJLC, it is not hard to see that there exist a follower agent k 1 ∈ V and t 1 
For t ∈ [t 1 , t 1 +τ D ), by using (3) and the fact thatx
Letλ 1 = a * (N − 1) + 2b * , with some algebra, we obtain
This yields
For
, with some algebra, we obtain
. By using (7), we then obtain
. This leads to
for all t ∈ [T 0 , T * ], where
We next consider the subinterval [T 0 , 2T 0 ]. SinceḠ σ(t) is UJLC, we proceed our analysis for two possible cases.
By going through the same analysis as we obtained (10) to the agent k 2 , we find that for all t ∈ [2T 0 , T * ],
We then proceed the analysis for two scenarios. Case 2(a).
. By using this and (2), (10) 
It then follows that
for t ∈ [t 2 , t 2 + τ D ). This yields
we apply the same analysis as we obtained (9) to the agent k 2 , and get the following upper bound
. This together with (15) yields
for all t ∈ [2T 0 , T * ], where
Case 2(b). There exists a time instantt
By applying the similar analysis as we obtained (9) to the agent k 2 , we obtain
where the last inequality follows from the fact that δ 1 <δ 2 , which can be obtained easily by (8) , (11), (16) , and (18) . (17) and (19) 
From (16) and (18), we obtain that δ 2 > δ 1 . This together with (12) and (20) implies that
It then follows from (10) and (21) 
We then proceed similar analysis on the subintervals [(ℓ − 1)T 0 , ℓT 0 ] for ℓ = 3, . . . , N . For each ℓ = 3, . . . , N , we obtain the following bounds
, where
and
Note that that 0 < δ k < 1 and 0 <δ k < 1 for all k = 2, . . . , N . Evaluating (23) and (24) recursively yields
From (25), (8), and (11), we obtain
This together with (22) leads to ∥x
Thus, for s = 0, 1, . . ., we have max i∈V ∥x i (sT 
V. LEADERLESS NETWORKS
In this section, we discuss the synchronization conditions for leaderless networks. We present the following main results for leaderless networks.
Theorem 3: Global asymptotic P -norm synchronization is achieved for the multi-agent system (1) if G σ(t) is UJSC.
Theorem 4: Assume that G σ(t) is undirected for any t ≥ 0. Global asymptotic P -norm synchronization is achieved for the multi-agent system (1) if G σ(t) is IJC. Moreover, if A(t) = A for all t ≥ 0, then the condition is also necessary.
Remark 3: For the leader-follower case, the UJLC condition in Theorem 1 requires that the leader node to be a center node, while for the leaderless, the UJSC condition in Theorem 3 requires that every node to be a center node. Thus, the connectivity condition of the leaderless case is stronger than that of leader-follower case. Moreover, Theorem 1 establishes the global exponential synchronization while Theorem 3 only establishes the asymptotic norm synchronization, and its convergence rate is unclear. In fact, we believe that extreme examples can be constructed for which exponential convergence rate for achieving norm synchronization cannot be reached under the conditions given in Theorem 3.
Due to the space limitation, we will only present the proof of Theorem 4 in Section V-A and omit the proof of Theorem 4, which can be found in [27] . These proofs are based on contradiction arguments, in contrast to those of Theorems 1 and 2.
More specifically, we suppose that the limit inferior is strictly less than the limit superior, we then prove the results by obtaining the contradiction through similar recursive arguments as those for Theorems 1 and 2 which establish bound of the square of the Hilbert norm of agent dynamics node by node on the subintervals.
Moreover, naturally one may wonder what is the connection between P -norm synchronization and state synchronization. Apparently state synchronization is a stronger notion. In Section V-B, we establish a proposition indicating that under the fixed communication graph, P -norm state synchronization often immediately leads to state synchronization for leaderless networks. We also conjecture that this relation in general does not hold for directed switching graphs for the considered multi-agent model, since the switching of A(t) and G σ(t) might together generate complex dynamics for which P -norm synchronization cannot guarantee state synchronization.
A. Proof of Theorem 3
According to Lemma 3, for any initial state
We are going to show that d ⋆ will be the required constant in the definition of P -norm synchronization.
It is easy to see that
Since lim t→∞ max i∈V ∥x i (t)∥ 2 P = d ⋆ which follows from Lemma 3, then for any ε > 0, there exists T 1 (ε) > 0 such that for all i ∈ V,
Let us pick up one oft k , k = 1, 2, . . . such that it is also greater than or equal to T 1 (ε) and denote it ast k0 .
For all t >t k0 , we have
From (26), we obtain
Since G σ(t) is UJSC, it is not hard to see that that there exist an agent
By the similar analysis as we have done for the agent k 2 in the case where (k 1 , k 2 ) ∈Ē σ(t) in the proof of Theorem 1, we obtain the following upper bound for both cases.
whereλ 2 is given by (13) . Thus we obtain
Therefore, we have
where µ =λ
. Let us now apply the same analysis as we obtained (27) on the agent k 1 , this yields that for t
It then follows from (27) , (28) and (29) that (27) and (30) yield
Let us next focus on the time interval [t k0 +T 0 ,t k0 +2T 0 ).
. Similar analysis as we have done for the agent k 1 will result in
Repeating the above procedure on time intervals
Note that the right hand side of (34) is strictly less than
. This contradicts the definition of d ⋆ . Therefore, we have shown that
B. Discussion: Norm Synchronization vs. State Synchronization
In this subsection, we discuss the relationship between norm synchronization and state synchronization by establishing the following result.
Proposition 1: Suppose G σ(t) ≡ G for some fixed, strongly connected digraph G = (V, E). Assume there exists a constant L 0 such that ∥A(t)∥ ≤ L 0 for all t ≥ 0. Then for the multi-agent system (1), asymptotic P -norm synchronization implies state synchronization, i.e., lim t→∞ (x i (t)−x j (t)) = 0 for all i, j ∈ V.
Proof: In light of Theorem 3, system (1) reaches asymptotic P -norm synchronization under the given conditions, i.e., lim t→∞ ∥x i (t)∥
If d ⋆ = 0 the desired conclusion holds trivially. In the rest of the proof we assume d ⋆ > 0. Again we use a contradiction argument. Suppose state synchronization is not achieved for the considered multi-agent system. Then there exist two nodes i 0 , j 0 ∈ V such that lim sup
We divide the following discussions into three steps:
Step 1. In this step, we prove a crucial fact whose proof can be found in [27] . Fact. For any t k , there are two nodes i * , j * ∈ V with
Step 2. In this step, we establish a bound to the state difference between x i * (t) and x j * (t) for a small time interval after t k . Pick up a particular
Here without loss of generality assuming ϵ ≤ 1, L * will then be independent of ϵ. Plugging in the fact that
Step 3. We are now ready to complete the proof in this step. 
where we have used the Cauchy-Schwarz inequality and the equality a T P b − ∥a∥
By using the fact that d ⋆ − ϵ ≤ ∥x i (t)∥ , which yields
It is then straightforward to see from (37) that
if we take ϵ < min . We see that (38) contradicts the definition of P -norm synchronization since t k is arbitrarily chosen. This completes the proof and the desired conclusion holds.
VI. CONCLUSION
This paper addressed the synchronization problem for both leader-follower case and leaderless case with timevarying agent dynamics and directed switching communication topologies.
For the leader-follower case, we have shown that UJLC is a sufficient condition for the multi-agent system to achieve global exponential synchronization. Moreover, when communication topologies are undirected, IJLC is a sufficient condition for the multi-agent system to achieve global asymptotic synchronization. These sufficient conditions are also necessary for the case where the agent dynamics are linear time-invariant.
For the leaderless case, we have shown that UJSC is a sufficient condition for the multi-agent system to achieve global asymptotic norm synchronization. Moreover, when communication topologies are undirected, IJC is a sufficient condition for the multi-agent system to achieve global asymptotic norm synchronization. This sufficient condition is also necessary for the case where the agent dynamics are linear time-invariant. For the case where the communication topology is fixed, we have shown that norm synchronization leads to state synchronization.
We are currently working on the synchronization problem for the partial-state diffusive coupling case and dynamic diffusive coupling case.
