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A major problem in block theory is the determination of the number k(B) 
of irreducible characters in a p-block B with given defect group D. An 
outstanding conjecture of Brauer states that k(B) is always less than or equal 
to the order of D. The conjecture remains open although is has been verified 
in some special cases. Also, for D cyclic and, in case p = 2, for some special 
types of defect groups, the number k(B) is known. 
It is a standard result in block theory that k(B) = 1 if and only if D is 
trivial. Our first main theorem is a new result of this type: 
THEOREM A. k(B) = 2 if and only if0 N P,. 
The ideas used to prove the above theorem also yield a general lower 
bound for k(B). To state it we need some further notation. ,Let G be a finite 
group and let k be a sufficiently large field of characteristic p. Denote the 
simple right kG-modules in the block B by S, , S, ,..., S,(,, . Then we have 
THEOREM B. Assume (D 1 > 2. Then 
l(B) 
k(B) > 1 + Z(B) + c dim, Exti,(S,, Si). 
i=l 
Notation. Let G be a finite group and let (k, R, S) be a p-modular 
splitting system for G with k of characteristic p dividing the order of G and 
with S of characteristic zero. The maximal ideal of R is denoted by 7~. 
A p-block B of kG is an indecomposable two-sided ideal of kG. By k(B) 
we denote the number of ordinary irreducible characters belonging to B and 
we let l(B) denote the corresponding number of irreducible modular 
characters in B. Thus B has l(B) simple right-modules S,, S2...., S,(,, . The 
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projective covers of these modules are P,, PI,..., P,(,, where Pi = e,B for 
some primitive idempotent e, in B. Define 
X=e,B@e,B@ a.. @e,,,,B. 
Thus, X is a right-ideal in the k-algebra B. 
For any k-algebra A the Jacobsen radical is denoted by J(A) and the right 
socle by sot(A). 
For background material on block theory we refer the reader to [4,5]. 
Remark. All module homomorphisms act from the right. Thus GL . /I 
means that a acts first. 
1. FROM k(B) TO Z(End,(X)) 
The basic observation of this section goes back to Brauer [ 11. We have 
included an updated proof for convenience. 
PROPOSITION 1.1. k(B) = dim, Z(B). 
ProoJ The block B lifts to the RG-block 8. We claim that 
(Z(8) + nRG)/nRG = Z(B). One way is trivial and to prove the other just 
use the fact that the class sums of G form a basis for both Z(RG) and 
Z(kG). As Z(B) is R-pure in RG we obtain dim, Z(B) = rank, Z(a). Now 
Z(d) OR S = Z@ OR S) has dimension k(B) and the result follows. 
As k-algebras Bop rr. End,(B,), where B, denotes the right-regular B- 
module. Both B, and X are progenerators of B whence the rings B, End,(B,) 
and End,(X) are Morita-equivalent. In particular, they have isomorphic 
centers. Thus 
Z(B) N Z(End,(X)) as k-algebras. 
For a general discussion of Morita-equivalence the reader may, for 
example, consult Reiner [7]. The above claims may however be proved 
directly as well. 
There is a natural injection of End,(e,B) into End,(X). We denote the 
image of this injection by Ei. Let Zj = Z(EJ. Obviously we have 
Z,@Z,@.-* 0 Z,,,, c End,(X). 
PROPOSITION 1.2. Z(End,(X)) E Z, 0 Z, 0 . . . 0 Z,(,, . 
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Proof Let cp E Z(End,(X)). If P is a direct summand of X, X= P 0 Q, 
let 6 be the projection on P with kernel Q. Then 
(P)rp = (X) 6qJ = (X) q,6 c P. 
Applying this to Pi it follows that e.~ = p, + qpz + ... + (D,(~), where vi E Ei. 
But then also cpi E Zi and the result follows. 
LEMMA 1.3. Let cp E Zi and assume that all composition factors of (P,)q 
are isomorphic to Si. Then rp E Z(End,(X)). 
Proof. If E,, denotes the image of the natural injection of Hom,(P,, PJ 
into End,(X), we must show that for any 6 E ESt we have ~6 = 6rp. The 
assumption on (P,)q implies that cpS = 6rp = 0 unless s = t = i. In that case 
E,, = Eii = Ei and the lemma follows. 
For each i take an endomorphism that maps Pi onto the socle of Pi. These 
endomorphisms certainly satisfy the conditions of the lemma. Thus we easily 
obtain the well-known inequality k(B) > 1(B) $ 1 if D is not trivial, since 
also the identity on X is central. To improve this lower bound for k(B) we 
take a closer look at the Z,‘s. 
2. THE STRUCTURE OF Zi 
In this section we let e be a primitive idempotent in B and consider the 
ring End,(eB). 
LEMMA 2.1. The map @: End,(eB) -+ (eBe)OP defined by @(a) = (e)a is 
an isomorphism of k-algebras. 
Proof. Straightforward. 
Recall that a k-algebra A is symmetric if there exists a k-linear map 
T: A -+ k which satisfies (i) and (ii) below: 
(i) \Jx, y E A: T(xy) = T(yx). 
(ii) The kernel of T d oes not contain any non-zero one-sided ideals of 
A. 
The group algebra kG is symmetric as is well known. Indeed we may take 
the map T to be defined by T(C n,g) = II,, I, E k. The following has also 
been noted before: 
PROPOSITION 2.2. eBe is symmetric. 
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Proof: As eBe c kG the above T is defined on eBe and we claim that it 
satisfies conditions (i) and (ii) relative to eBe. The first condition is 
immediate since it holds on kG. Now assume that T(xeBe) = 0 for some 
x E eBe. Then x = exe and 0 = T(xeBe) = T(exeB) = T(xB) = T(xkG). Thus 
x = 0 since (ii) holds relative to kG. 
Next we collect some important properties of eBe that will be needed later. 
The first two parts are easy to prove and does not use the fact that eBe is 
symmetric. Proofs may for example be found in [3]. 
PROPOSITION 2.3. (i) J(eBe) = eJ(B)e. 
(ii) Soc(eBe) = (x E eBe 1 xJ(eBe) = 0). Thus soc(eBe) is a two-sided 
ideal of eBe. 
(iii) Define hd(eBe) = eBe/J(eBe). Then soc(eBe) = hd(eBe) is one 
dimensional. 
Proof. For the proof of soc(eBe) N hd(eBe) we again refer the reader to 
[3, p. 4011. It is well known that 
eBe/J(eBe) N End,(eB/eJ(B))“” 
(see, for example, [4]). Now eB/eJ(B) is simple and k is a splitting field for 
kG. Hence the above endomorphism ring is one dimensional as wanted. 
Part (iii) of the above proposition implies that 
soc(eBe) = kN 
for some NE eBe. We note 
COROLLARY 2.4. T(N)#O. 
LEMMA 2.5. (i) Assume that a E End,(eB) maps into soc(eB). Then 
@(a) E soc(eBe). 
(ii) Let Q, /I E End,(eB). Assume that the Loewy length of (eB)a is at 
most 2 and that p is not an automorphism. Then a0 and /Ia both map into 
soc(eB). 
Proof. (i) By assumption (eB) aJ(B) = 0. Hence 
@(a) J(eBe) = (e) aeJ(B)e = 0 
by Lemma 2.1 and Proposition 2.3(i). This proves part (i) by 
Proposition 2.3(ii). The second part is immediate. 
We are now ready to prove the main theorem about End,(eB). 
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THEOREM 2.6. Let a E End,(eB) and assume that the image (eB)a has 
Loewy length at most 2. Then a E Z(End,(eB)). 
Proof. Let p E End,(eB) be arbitrary. We must then show that c$ = /?a. 
Now we may write /I = Ud + /I,, where I E k and &, is not an automorphism. 
Hence we may assume without loss of generality that /I is not an 
automorphism. Put @(a) = a and @(/I) = b. By Lemma 2.5(ii), a/3 and pa 
both map into soc(eB). Part (i) of the same lemma then yields 
ab = @@a) E soc(eBe), 
ba = @(a/?) E soc(eBe). 
Consequently there exist scalars A,, L, E k such that 
ab=I,N, ba = A2 N. 
Applying the map T we obtain 
0 = T(ab - ba) = (A, - &) T(N) 
whence ab = ba, and so ap = /?a, which proves the theorem. 
COROLLARY 2.7. Let P be a p-group and choose n such that 
J(kP)“+’ # 0 and J(kP)“+’ = 0. Then J(kP)” c Z(kP). 
3. PROOF OF THE MAIN THEOREMS 
Proof of Theorem A. Assume that k(B) = 2. Then 1(B) = 1 and, by 
Proposition 1.1, dim, Z(End,(e,B) = 2. Theorem 2.6 and Lemma 1.3 now 
yields that the Loewy length of e,B is 2. By [2, 6C] the Cartan invariant of 
BequalsIDI.HenceIDI=2andDrrZ2.If,ontheotherhand,D~iZ2,itis 
easy to show that k(B) = 2 (see, for example, [4]). 
Proof of Theorem B. This is a direct consequence of Theorem 2.6 and 
Lemma 1.3 since the modules Pi must have Loewy length at least 3. 
All known examples of blocks B with k(B) = 3 have D = Z,. In the case 
where I(B) = 1, Theorem B yields that Ext:,(S,, S,) is one dimensional 
(since it is certainly not zero). Hence P, is uniserial and so 
End,(X) = End,(P,) is commutative. Thus Proposition 1.1 implies that the 
Cartan invariant is equal to 3, i.e., IDI = 3 and D N H,. If l(B) = 2, we only 
get that Exti,(S,, S,) = 0 for i = 1,2. In the case where Ext:,(S,, Sj) is one 
dimensional for i # j we again conclude that D N Z 3. 
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4. FURTHER REMARKS 
We conclude with a few more observations about central endomorphisms. 
If S and M are right kG-modules and S is simple, we let Z(S, M) denote the 
number of composition factors of M isomorphic to S. 
Taking a closer look at the image of a central endomorphism, it turns out 
that a certain symmetry prevails: 
PROPOSITION 4.1. Let q E Z(End,(X)) and write a, =zf!!i pi, where 
pi E Zi. For i # j we then have 
Proof: Choose Z(Si, (Pj) qj) linearly independent homomorphisms 
Et: Pi + Pj/K, where K = ker(oj) n Pi. These maps lift to maps a, making 
the following diagram commutative: 
Pi c?I Pj/K = (P,) cpj 
\ IA 
‘j 
The maps atoj are clearly linearly independent. As alo = ~‘a, we have 
(Pi) arqj = (Pi) via, whence the maps a, remain independent when restricted 
to (Pi) rp,. Hence 
ICsjT Cpi) Pi> > Itsi I tpj> Pj> 
and the result follows by symmetry. 
From Proposition 1.2 it follows that k(B) < cf”i zi, where zi denotes the 
dimension of zi. Using the above we may improve this bound a little: 
PROPOSITION 4.2. k(B) < 1 - Z(B) + cf”i zi. 
Proof. If a, ,..., akcBJ is a basis for Z(End,(X)), we may assume that only 
one ai is an automorphism. Hence we need only show that if o = Cf($ oi is 
central and, say q1 maps onto P,, then v, is an automorphism. To this end it 
suffices to show that vi maps onto Pi for all i. Fix an i. It is well known that 
there exists a sequence 
s, = s,,, si2 )...) sic= si 
such that Ext&(S,,, Sij+t) # 0 forj = 1,2 ,..., t - 1. Now 
z(s13 (PiJYi,>=z(si12 (p1)v)I)=cli2zci21 
NUMBER OF CHARACTERS IN A BLOCK 515 
by Proposition 4.1 and the assumption on q, . Hence (Pi3 qi 2 contains all 
composition factors isomorphic to S, in Pi2. As the head of P,;/(B) contains 
such an S, we conclude that vi, must map onto Pi2. Repeating this argument 
we eventually obtain that rpi maps onto Pi. 
Let (cij)ij be the Cartan matrix of B. Clearly zi < cii. If B has multiplicity 
1, i.e., max{cii} = 2, it follows that k(B) = Z(B) + 1, as may be proved easily 
by a more direct argument as well, cf. [6]. 
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