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Abstract
We establish a version of the Grobman–Hartman theorem in Banach spaces for nonuniformly hyperbolic
dynamics. We also consider the case of sequences of maps, which corresponds to a nonautonomous dynam-
ics with discrete time. More precisely, we consider sequences of Lipschitz maps Am+fm such that the linear
parts Am admit a nonuniform exponential dichotomy, and we establish the existence of a unique sequence
of topological conjugacies between the maps Am +fm and Am. Furthermore, we show that the conjugacies
are Hölder continuous, with Hölder exponent determined by the ratios of Lyapunov exponents with the
same sign. To the best of our knowledge this statement appeared nowhere before in the published literature,
even in the particular case of uniform exponential dichotomies, although some experts claim that it is well
known in this case. We are also interested in the dependence of the conjugacies on the perturbations fm:
we show that it is Hölder continuous, with the same Hölder exponent as the one for the conjugacies. We
emphasize that the additional work required to consider the case of nonuniform exponential dichotomies is
substantial. In particular, we need to consider several additional Lyapunov norms.
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1.1. Motivation and the Grobman–Hartman theorem
A fundamental problem in the study of the local behavior of a map or a flow is whether the
linearization of the system along a given solution approximates well the solution itself in some
open neighborhood. In other words, we look for an appropriate local change of variables, called
a conjugacy, that can take the system to a linear one. Moreover, as a means to distinguish the
dynamics in a neighborhood of the solution further than in the topological category, we would
like the change of variables to be as regular as possible. For example, we would like to know
whether it is possible to distinguish between different types of nodes. The problem goes back to
the pioneering work of Poincaré, which can be interpreted today as looking for an analytic change
of variables that takes the initial system to a linear one. The work of Sternberg [16,17] showed
that there are algebraic obstructions, expressed in terms of resonances between the eigenvalues
of the linear approximation, that prevent the existence of conjugacies with a prescribed high
regularity (see also [3,4,10,15] for further related work). Nevertheless, the above linearization
problem still stands today as a fundamental step in the study of the local behavior of a dynamical
system and remains a principal tool in the associated perturbation theory. In particular, it is of
crucial interest to understand what is the most general class of systems for which the linearization
problem can be solved, and to extend the existing results to this class. This is our main motivation.
We concentrate here our attention in the case of hyperbolic fixed points. Consider the dynam-
ics generated by the map
F(v) = Av + f (v) (1)
in a Banach space X. We assume that A is a linear operator, and that f is a C1 map with f (0) = 0
and d0f = 0. In this setting, the linearization problem corresponds to ask whether the behavior
of the trajectories of (1) in some open neighborhood of zero somehow approximates well the
behavior of the trajectories of the linear map A. It is well known that this is the case when
A admits an exponential dichotomy: by the Grobman–Hartman theorem, under mild additional
assumptions on the perturbation f , locally the two dynamics are topologically conjugate, i.e.,
there exists a local homeomorphism h in a neighborhood of 0 such that
A ◦ h = h ◦ F. (2)
Since An ◦h = h◦Fn for each n ∈ N, the conjugacy map h takes trajectories of the nonlinear map
F into trajectories of the linear operator A, and thus h acts essentially as a dictionary between
the two dynamics. The original references for the Grobman–Hartman theorem are Grobman [5,6]
and Hartman [8,9]. Using the ideas in Moser’s proof in [11] of the structural stability of Anosov
diffeomorphisms, the Grobman–Hartman theorem was extended to Banach spaces independently
by Palis [12] and Pugh [14].
1.2. Brief description of the results and related comments
Our main objective is to generalize the Grobman–Hartman theorem in three directions:
nonuniform hyperbolicity, nonautonomous dynamics, and Hölder regularity of the conjugacies
(both on the space variable and on the perturbation).
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We want to consider nonuniformly hyperbolic dynamics (see Section 2 for the definition),
instead of only the uniform case corresponding to the existence of a uniform exponential di-
chotomy. In a certain sense, this is the most general notion of dichotomy, in which case the
hyperbolicity may be spoiled exponentially along a given trajectory. This means that at a given
time, the “size” of the neighborhood in the stable and unstable directions, where respectively the
exponential stability or instability of the trajectory is guaranteed, may decay with exponential
rate. We refer to [1,2] for more details on the notion of nonuniform exponential dichotomy, and
for its ubiquity in the context of ergodic theory.
Nonautonomous dynamics
We also want to consider the case of nonautonomous dynamics, where at each time m ∈ Z we
apply a different map
Fm(v) = Amv + fm(v).
Here each fm is a Lipschitz map with sufficiently small Lipschitz constant, and with fm(0) = 0.
In this case, instead of looking for a single homeomorphism h as in (2), we look for a sequence
of homeomorphisms hm such that for each m ∈ Z we have the identity
Am ◦ hm = hm+1 ◦ Fm, (3)
or equivalently the commutative diagram in Fig. 1. We emphasize that our work includes as a
particular case the classical work for an autonomous uniformly hyperbolic dynamics defined by
a map F as in (2).
We would like to point out that it is easy to rewrite the identity in (3) in a similar manner to
that in (2) by defining appropriate extensions of the maps from X to Z × X. Namely, consider
the maps A and F defined for each (m,v) ∈ Z × X by
A(m,v) = (m+ 1,Amv) and F(m,v) =
(
m+ 1,Fm(v)
)
.
One can easily verify that the map H defined by H(m,v) = (m,hm(v)), where hm are the con-
jugacies in (3), satisfies
A ◦H = H ◦ F.
We note that in the case of continuous time a version of the Grobman–Hartman theorem
for nonautonomous differential equations v′ = A(t)v was obtained by Palmer in [13] (with the
exception of the Hölder continuity of the conjugacy), although only for uniformly hyperbolic
dynamics, i.e., assuming the existence of a (uniform) exponential dichotomy. We observe that
X
Fm−1
hm−1
X
Fm
hm
X
Fm+1
hm+1
X
hm+2
X
Am−1
X
Am
X
Am+1
X
Fig. 1. Sequence of conjugacies hm for the problem in (3).
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heavier notation which we refrain ourselves to include. On the other hand, we showed in [2] that
any equation v′ = A(t)v, with at least one negative Lyapunov exponent, admits a nonuniform
exponential dichotomy. This work can be readily generalized to the case of discrete time. Hence,
the assumption in the present paper concerning the existence of a nonuniform exponential di-
chotomy is always satisfied, provided that there exists at least one negative Lyapunov exponent,
although the Hölder exponents of the conjugacies depend on the particular constants appearing
in the notion of exponential dichotomy.
Hölder regularity
We want to show that the topological conjugacies hm are Hölder continuous and have Hölder
continuous inverses. We note that in the classical autonomous case of uniform exponential di-
chotomies (see (2)), the Hölder regularity of the conjugacies seems to have been known by some
experts for quite some time, although apparently, to the best of our knowledge, no published
proof can be found in the literature (this should be compared with the discussion in [7], where
the authors indicate that the Hölder regularity statement is contained in a 1994 preprint of Belit-
skiı˘, although it remains unpublished).
In addition, we also discuss the dependence of the conjugacies hm on the perturbations fm.
We prove that this dependence is Hölder continuous, with the same exponent as that in the above
Hölder regularity of the maps hm. To the best of our knowledge this property was not obtained
before even in the particular case of uniformly hyperbolic dynamics.
Furthermore, we always include in the discussion the infinite-dimensional case of maps in a
Banach space X. More generally, one could replace X by a sequence of Banach spaces (Xm)m∈Z
in the horizontal rows in Fig. 1. However, the results and arguments remain unchanged, and with
the purpose of maintaining a clearer writing we shall omit this generalization.
2. Setup and nonuniform hyperbolicity
Let X be a Banach space. We consider the following conditions on the linear parts Am and on
the perturbations fm:
S1. There exist invertible continuous linear operators Am, m ∈ Z, with continuous inverse such
that for some invariant decomposition X = E × F (independent of m) we have
Am =
(
Bm 0
0 Cm
)
, m ∈ Z. (4)
S2. There exists continuous maps fm :X → X, m ∈ Z, and constants δ > 0 and ε  0 such that
for each m ∈ Z the map Am + fm is a homeomorphism and
‖fm‖∞ := sup
{∥∥fm(x)∥∥: x ∈ X} δe−ε|m|. (5)
S3. There exists a constant β  0 such that for every x, y ∈ X we have∥∥fm(x) − fm(y)∥∥ δe−β|m|‖x − y‖, m ∈ Z. (6)
S4. fm(0) = 0 for every m ∈ Z.
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in some of the results (this will be made explicit in each of the statements). The block form
in (4) corresponds to assume that we have chosen from the beginning appropriate coordinates
with respect to which the linear operators Am can be written in this manner. We note that when
conditions S2, S3 hold, provided that δ is sufficiently small the requirement in S2 that the map
Fm = Am + fm is a homeomorphism is not needed: in this case it is easy to verify, using the
remaining conditions, that Fm is invertible, and it follows from Lemma 2 below that the inverse
is Lipschitz.
In view of S1, each sequence (zm)m∈Z ⊂ X satisfying zm+1 = Amzm for every m ∈ Z can be
written in the form
zm =
(
B(m,n)xn,C(m,n)yn
)
, m,n ∈ Z,
where zn = (xn, yn) ∈ E × F , and
B(m,n) =
⎧⎨
⎩
Bm−1 · · ·Bn, m> n,
Id, m = n,
B−1m · · ·B−1n−1, m < n,
C(m,n) =
⎧⎨
⎩
Cm−1 · · ·Cn, m> n,
Id, m = n,
C−1m · · ·C−1n−1, m < n.
We say that the sequence of operators (Am)m∈Z admits a nonuniform exponential dichotomy if
there exist constants
a < 0 < b, ε  0 and D  1
such that for every m,n ∈ Z with m n we have
∥∥B(m,n)∥∥Dea(m−n)+ε|n|, ∥∥C(m,n)−1∥∥De−b(m−n)+ε|m|. (7)
Because of the nonuniform hyperbolicity in (7), we introduce appropriate Lyapunov norms.
Choose  > 0 such that  < min{−a, b}. For each m ∈ Z we set
‖x‖′m =
∑
km
∥∥B(k,m)x∥∥e(−a−)(k−m) for x ∈ E,
‖y‖′m =
∑
km
∥∥C(m, k)−1y∥∥e(b−)(m−k) for y ∈ F, (8)
and for each (x, y) ∈ E × F ,
∥∥(x, y)∥∥′
m
= max{‖x‖′m,‖y‖′m}.
Using (7) it is straightforward to verify that each series in (8) converges, and setting C =
D/(1 − e−) we have
‖z‖ ‖z‖′m  Ceε|m|‖z‖ (9)
for every z ∈ X. Furthermore, whenever m n,
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x∈E\{0}
‖B(m,n)x‖′m
‖x‖′n
 e(a+)(m−n),
∥∥C(m,n)−1∥∥′ = sup
y∈F\{0}
‖C(m,n)−1y‖′n
‖y‖′m
 e(−b+)(m−n). (10)
This shows that with respect to the norms ‖ · ‖′m the sequence of operators (Am)m∈Z admits a
uniform exponential dichotomy.
3. Existence of topological conjugacies
We start by exhibiting topological conjugacies between the sequences formed respectively by
the maps Am and the maps Am + fm. This is done in three steps:
1. We show that there exist unique continuous functions uˆm satisfying
Am ◦ uˆm = uˆm+1 ◦ (Am + fm) (11)
such that uˆm − Id is bounded for each m ∈ Z (see Theorem 1).
2. We show that there exist unique continuous functions vˆm satisfying
vˆm+1 ◦ Am = (Am + fm) ◦ vˆm (12)
such that vˆm − Id is bounded for each m ∈ Z (see Theorem 3).
3. We verify that for each m ∈ Z these functions satisfy
uˆm ◦ vˆm = vˆm ◦ uˆm = Id,
and thus they are the desired topological conjugacies (see Corollary 1).
The Hölder regularity of the conjugacies and their dependence on the perturbations fm will be
obtained respectively in Sections 4 and 5.
We note that the problem in (12) is obtained from that in (11) by interchanging the order
in the compositions in each side. We emphasize that Theorem 1 does not show that the unique
maps uˆm are invertible, and thus, in order to show the existence of topological conjugacies, we
must consider the problem in (12). One could of course consider instead the general problem
(Am + f¯m) ◦ ŵm = uˆm+1 ◦ (Am + fm) (13)
(see Corollary 2 below): by showing the uniqueness of the continuous functions ŵm satisfy-
ing (13) such that ŵm − Id for each m ∈ Z, one would immediately conclude the existence and
continuity of the inverse of each function uˆm. Namely, one can simply take f¯m = 0 in (13), which
corresponds to Theorem 1, and fm = 0 in (13), which corresponds to Theorem 3. However, the
difficulty involved in considering the general equation in (13) is essentially the same as that of
considering the two separate problems in Theorems 1 and 3, i.e., Eqs. (11) and (12). This is
caused by the fact that rewriting an equation of this type in terms of a fixed point problem, for
a contraction operator obtained from a composition of maps such that the first one is nonlinear,
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arately the equations in (11) and (12), and thus two fixed points problems instead of only one,
we avoid this type of contractions (see (17), (18) in the proof of Theorem 1, and (30), (31) in the
proof of Theorem 3).
We consider the space X of sequences u = (um)m∈Z of continuous functions um :X → X such
that
‖u‖′∞ := sup
{‖um‖′m: m ∈ Z}< ∞, (14)
where
‖um‖′m := sup
{∥∥um(x)∥∥′m: x ∈ X}.
One can easily verify that X is a complete metric space with this norm.
We now present our first main result.
Theorem 1. Assume that S1, S2 hold. If the sequence (Am)m∈Z admits a nonuniform exponential
dichotomy, then there is a unique (um)m∈Z ∈ X such that for every m ∈ Z we have
Am ◦ uˆm = uˆm+1 ◦ (Am + fm), where uˆm = Id + um. (15)
Proof. Setting Fm = Am + fm, the equation in (15) is equivalent to
Am ◦ um − um+1 ◦ Fm = fm. (16)
Writing um = (bm, cm) and fm = (gm,hm), with values in E × F , using S1 we find that (16)
holds for every m ∈ Z if and only if (bm, cm) = (b¯m, c¯m) for every m ∈ Z, where
b¯m = (Bm−1 ◦ bm−1 − gm−1) ◦ F−1m−1, (17)
c¯m = C−1m ◦ (cm+1 ◦ Fm + hm). (18)
Given u = (um)m∈Z = (bm, cm)m∈Z ∈ X, we define S(u) = (b¯m, c¯m)m∈Z. The statement in the
theorem is thus equivalent to the existence of a unique fixed point of S in the space X. We will
prove that S(X) ⊂ X and that S is a contraction in the complete metric space X.
Since Fm is a homeomorphism, (b¯m, c¯m) is continuous for every m ∈ Z. Furthermore, using
the Lyapunov norms in (8) for each z ∈ X we obtain
∥∥b¯m(z)∥∥′m ∑
km
∥∥B(k,m)Bm−1bm−1(F−1m−1(z))∥∥e(−a−)(k−m)
+
∑
km
∥∥B(k,m)gm−1(F−1m−1(z))∥∥e(−a−)(k−m)
 ea+
∑
km−1
∥∥B(k,m − 1)bm−1(F−1m−1(z))∥∥e(−a−)(k−(m−1))
+
∑∥∥B(k,m)∥∥ · ‖gm−1‖∞e(−a−)(k−m)
km
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∥∥bm−1(F−1m−1(z))∥∥′m−1 +Dδ ∑
km
ea(k−m)+ε|m|e−ε|m−1|e−(a+)(k−m)
 ea+
∥∥bm−1(F−1m−1(z))∥∥′m−1 +Dδeε ∑
km
e(m−k). (19)
Setting θ = Dδeε/(1 − e−), for the sequences b = (bm)m∈Z and b¯ = (b¯m)m∈Z we have
‖b¯‖′∞ = sup
{‖b¯m‖′m: m ∈ Z} ea+‖b‖′∞ + θ < ∞. (20)
In an analogous manner, for each z ∈ X we obtain
∥∥c¯m(z)∥∥′m ∑
km
∥∥C(m, k)−1C−1m cm+1(Fm(z))∥∥e(b−)(m−k)
+
∑
km
∥∥C(m, k)−1C−1m hm(z)∥∥e(b−)(m−k)
 e−b+
∑
km+1
∥∥C(m + 1, k)−1cm+1(Fm(z))∥∥e(b−)(m+1−k)
+
∑
km
∥∥C(m + 1, k)−1∥∥ · ‖hm‖∞e(b−)(m−k)
 e−b+
∥∥cm+1(Fm(z))∥∥′m+1 +Dδ ∑
km
e−b(m+1−k)+ε|m+1|e−ε|m|e(b−)(m−k)
 e−b+
∥∥cm+1(Fm(z))∥∥′m+1 +Dδeε−b ∑
km
e(k−m). (21)
For the sequences c = (cm)m∈Z and c¯ = (c¯m)m∈Z we have
‖c¯‖′∞  e−b+‖c‖′∞ + θ < ∞. (22)
By (20) and (22) we have S(u) ∈ X, and thus S :X → X is well defined.
We now prove that S is a contraction. Given u1 = (b1,m, c1,m)m∈Z and u2 = (b2,m, c2,m)m∈Z
in X, proceeding as in (19) for each z ∈ X we obtain
∥∥b¯1,m(z) − b¯2,m(z)∥∥′m  ea+∥∥b1,m−1(F−1m−1(z))− b2,m−1(F−1m−1(z))∥∥′m−1
 ea+
∥∥b1,m−1 − b2,m−1∥∥′m−1.
Thus ∥∥b¯1 − b¯2∥∥′∞  ea+‖b1 − b2‖′∞. (23)
Analogously, proceeding as in (21) we obtain
∥∥c¯1,m(z) − c¯2,m(z)∥∥′m  e−b+∥∥c1,m+1(Fm(z))− c2,m+1(Fm(z))∥∥′m+1
 e−b+‖c1,m+1 − c2,m+1‖′m+1,
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‖c¯1 − c¯2‖′∞  e−b+‖c1 − c2‖′∞. (24)
Since  < min{−a, b}, it follows from (23) and (24) that the operator S is a contraction. Thus,
there exists a unique sequence u ∈ X such that S(u) = u. This completes the proof of the theo-
rem. 
The following result gives a characterization of the sequences (um)m∈Z in Theorem 1 in terms
of series. We use the same notation as in the proof of this theorem.
Theorem 2. Under the assumptions of Theorem 1, the sequence (um)m∈Z = (bm, cm)m∈Z can be
written in the form
bm = −
∑
lm−1
B(m, l + 1) ◦ gl ◦F(m, l)−1, cm =
∑
lm
C(m, l + 1) ◦ hl ◦F(l,m), (25)
where F(m, l) = Fm−1 ◦ · · · ◦ Fl .
Proof. It follows from (17) that for each k  1,
bm = B(m,m − k) ◦ bm−k ◦ F(m,m − k)−1 −
m−1∑
l=m−k
B(m, l + 1) ◦ gl ◦F(m, l)−1. (26)
At each point x ∈ X, the first summand in (26) is bounded by
∥∥B(m,m − k)∥∥′ · ∥∥bm−k(F(m,m − k)−1(x))∥∥′m−k  ∥∥B(m,m − k)∥∥′ · ‖bm−k‖′m−k. (27)
Since ‖bm−k‖′m−k < ∞, it follows from (10) that the right-hand side of (27) tends to zero as
k → ∞. This establishes the first identity in (25).
Similarly, for each k  1 we obtain
cm =
m+k−1∑
l=m
C(m, l + 1) ◦ hl ◦F(l,m) + C(m,m + k) ◦ cm+k ◦F(m + k,m).
Proceeding as above we find that
lim
k→∞C(m,m + k) ◦ cm+k ◦ F(m+ k,m) = 0.
This completes the proof. 
We note that the following result is the first place where we use condition S3.
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exponential dichotomy and δ is sufficiently small, then there exists a unique (vm)m∈Z ∈ X such
that for every m ∈ Z we have
vˆm+1 ◦Am = (Am + fm) ◦ vˆm, where vˆm = Id + vm. (28)
Proof. The equation in (28) is equivalent to
vm+1 ◦ Am −Am ◦ vm = fm ◦ vˆm. (29)
Writing vm = (dm, em) and fm = (gm,hm), again with values in E × F , using S1 we find that
(29) holds for every m ∈ Z if and only if (dm, em) = (d¯m, e¯m) for every m ∈ Z, where
d¯m = (Bm−1 ◦ dm−1 + gm−1 ◦ vˆm−1) ◦A−1m−1, (30)
e¯m = C−1m ◦ (em+1 ◦ Am − hm ◦ vˆm). (31)
Given v = (vm)m∈Z = (dm, em)m∈Z ∈ X, we define T (v) = (d¯m, e¯m)m∈Z. To prove the theorem
we must show that T has a unique fixed point in X.
We first show that T (X) ⊂ X. By condition S1 the map A−1m is continuous, and thus (d¯m, e¯m)
is continuous for every m ∈ Z. We obtain
∥∥d¯m(z)∥∥′m ∑
km
∥∥B(k,m)Bm−1dm−1(A−1m−1z)∥∥e(−a−)(k−m)
+
∑
km
∥∥B(k,m)gm−1(vˆm−1(A−1m−1z))∥∥e(−a−)(k−m)
 ea+
∑
km−1
∥∥B(k,m − 1)dm−1(A−1m−1z)∥∥e(−a−)(k−(m−1))
+
∑
km
∥∥B(k,m)∥∥ · ‖gm−1‖∞e(−a−)(k−m). (32)
Proceeding as in (19) we conclude that ‖d¯‖′∞ < ∞. In an analogous manner,∥∥e¯m(z)∥∥′m ∑
km
∥∥C(m, k)−1C−1m em+1(Amz)∥∥e(b−)(m−k)
+
∑
km
∥∥C(m, k)−1hm(vˆm(z))∥∥e(b−)(m−k)
 e−b+
∑
km+1
∥∥C(m + 1, k)−1em+1(Amz)∥∥e(b−)(m+1−k)
+
∑
km
∥∥C(m, k)−1∥∥ · ‖hm‖∞e(b−)(m−k), (33)
and proceeding as in (21) we conclude that ‖e¯‖′∞ < ∞. This shows that T (v) ∈ X, and thus
T :X → X is well defined.
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vˆi,m = Id + vi,m and Gi,m = vˆi,m ◦A−1m−1.
Proceeding as in (32) and using S3 with β = ε, for each z ∈ X we obtain
∥∥d¯1,m(z) − d¯2,m(z)∥∥′m
 ea+
∑
km−1
∥∥B(k,m − 1)(d1,m−1 − d2,m−1)(A−1m−1z)∥∥e(−a−)(k−m)
+
∑
km
∥∥B(k,m)[gm−1(G1,m−1(z))− gm−1(G2,m−1(z))]e(−a−)(k−m)
 ea+
∥∥d1,m−1(A−1m−1z)− d2,m−1(A−1m−1z)∥∥′m−1
+
∑
km
∥∥B(k,m)∥∥δe−β|m−1|∥∥G1,m−1(z) −G2,m−1(z)∥∥e(−a−)(k−m)
 ea+
∥∥d1,m−1(A−1m−1z)− d2,m−1(A−1m−1z)∥∥′m−1
+ θ∥∥vˆ1,m−1(A−1m−1z)− vˆ2,m−1(A−1m−1z)∥∥
 ea+‖d1,m−1 − d2,m−1‖′m−1 + θ‖v1,m−1 − v2,m−1‖′m−1,
using (9) in the last inequality. Thus
‖d¯1,m − d¯2,m‖′m  ea+‖d1,m−1 − d2,m−1‖′m−1 + θ‖v1,m−1 − v2,m−1‖′m−1. (34)
Analogously, proceeding as in (33) we obtain
∥∥e¯1,m(z) − e¯2,m(z)∥∥′m
 e−b+
∑
km+1
∥∥C(m + 1, k)−1(e1,m+1(Amz) − e2,m+1(Amz))∥∥e(b−)(m−k)
+
∑
km
∥∥C(m + 1, k)−1[hm−1(vˆ1,m(z))− hm−1(vˆ2,m(z))]∥∥e(b−)(m−k)
 e−b+‖e1,m+1 − e2,m+1‖′m+1 + θ‖vˆ1,m − vˆ2,m‖′m,
and thus,
‖e¯1,m − e¯2,m‖′m  e−b+‖e1,m+1 − e2,m+1‖′m+1 + θ‖v1,m − v2,m‖′m. (35)
By (34) and (35) we conclude that∥∥T (v1) − T (v2)∥∥′∞  (max{ea+, e−b+}+ 2θ)‖v1 − v2‖′∞.
Since  < min{−a, b}, taking δ sufficiently small the operator T is a contraction. Thus, there
exists a unique v ∈ X such that T (v) = v. This completes the proof of the theorem. 
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gacies.
Corollary 1. Assume that S1–S3 hold with β = ε. If the sequence (Am)m∈Z admits a nonuniform
exponential dichotomy and δ in (5) and (6) is sufficiently small, then the maps uˆm = Id +um and
vˆm = Id+vm, with um as in Theorem 1 and vm as in Theorem 3, are homeomorphisms and satisfy
uˆm ◦ vˆm = vˆm ◦ uˆm = Id, m ∈ Z. (36)
Proof. In view of the continuity of the functions um in Theorem 1 and vm in Theorem 3, it is
sufficient to show that the identities in (36) hold. We continue to set Fm = Am +fm. By (15) and
(28) we have
uˆm+1 ◦ vˆm+1 ◦Am = uˆm+1 ◦ Fm ◦ vˆm = Am ◦ uˆm ◦ vˆm (37)
for every m ∈ Z. Since
uˆm ◦ vˆm − Id = vm + um ◦ vˆm, (38)
we have
sup
{‖uˆm ◦ vˆm − Id‖′m: m ∈ Z}< ∞,
and thus (uˆm ◦ vˆm)m∈Z ∈ X. It follows from (37) and the uniqueness statements in Theorems 1
or 3 (for the perturbations fm = 0) that uˆm ◦ vˆm = Id for every m ∈ Z. This shows that the
maps uˆm and vˆm are homeomorphisms and (36) holds. 
Another consequence is the following corollary.
Corollary 2. Assume that S1–S3 hold with β = ε, also with each fm replaced by f¯m. If the
sequence (Am)m∈Z admits a nonuniform exponential dichotomy and δ is sufficiently small, then
there exists (wm)m∈Z ∈ X such that for every m ∈ Z we have
(Am + f¯m) ◦ ŵm = ŵm+1 ◦ (Am + fm), where ŵm = Id +wm. (39)
Proof. We consider the sequence (um)m∈Z given by Theorem 1 such that
Am ◦ uˆm = uˆm+1 ◦ (Am + fm),
and the sequence (vm)m∈Z given by Theorem 3 such that
(Am + f¯m) ◦ vˆm = vˆm+1 ◦Am.
Therefore
(Am + f¯m) ◦ vˆm ◦ uˆm = vˆm+1 ◦ Am ◦ uˆm = vˆm+1 ◦ uˆm+1 ◦ (Am + fm),
and proceeding as in the proof of Corollary 1 (see (38)) we conclude that (vˆm ◦ uˆm)m∈Z ∈ X, as
desired. 
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does not follow immediately from Theorems 1 and 3. Instead, one could consider the problem
in (39) and proceed in a similar manner to that in the proofs of Theorems 1 and 3 to obtain directly
the maps ŵm (instead of applying the two theorems). But in terms of the technical difficulties
this would essentially correspond to prove Theorems 1 and 3, although now simultaneously (this
should be compared with the discussion at the beginning of the section). Hence, we refrain our-
selves from essentially repeating the arguments.
4. Hölder regularity of the conjugacies
We show in this section that the topological conjugacies um and vm given by Corollary 1
are in fact Hölder continuous, with Hölder exponent arbitrarily close to α0 in (41) below. The
number α0 is given in terms of ratios of Lyapunov exponents.
4.1. Nonuniform exponential dichotomies and main statement
We will need a slightly stronger version of nonuniform hyperbolicity. We say that the sequence
(Am)m∈Z admits a strong nonuniform exponential dichotomy if there exist constants
−c a < 0 < b−d, ε  0 and D  1 (40)
such that for every m,n ∈ Z with m n we have∥∥B(m,n)∥∥Dea(m−n)+ε|n|, ∥∥C(m,n)−1∥∥De−b(m−n)+ε|m|,
and for every m,n ∈ Z with m n we have∥∥B(m,n)∥∥Dec(n−m)+ε|n|, ∥∥C(m,n)−1∥∥De−d(n−m)+ε|m|.
We now assume that there exists a strong nonuniform exponential dichotomy, and we set
α0 = min
{−a
c
,
b
−d
}
. (41)
We note that by (40) we have α0 ∈ (0,1].
The following is our main statement concerning the Hölder regularity of the conjugacies.
Theorem 4. Assume that S1–S4 hold with β = 3ε. If the sequence (Am)m∈Z admits a strong
nonuniform exponential dichotomy, then for each α ∈ (0, α0) and each δ sufficiently small there
exists a constant K > 0 (independent of f ) such that for each m ∈ Z and x, y ∈ X with ‖x−y‖
e−ε|m| we have∥∥um(x) − um(y)∥∥Keεα|m|‖x − y‖α, ∥∥vm(x) − vm(y)∥∥Keεα|m|‖x − y‖α.
This is an immediate consequence of slightly stronger statements in Theorems 5 and 6 below.
4.2. Lyapunov norms
We also introduce new Lyapunov norms, which are adapted to the notion of strong nonuni-
form exponential dichotomy (instead of the notion of nonuniform exponential dichotomy). We
continue to choose  > 0 such that  < min{−a, b}. For each m ∈ Z we set
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∑
km
∥∥B(k,m)x∥∥e−(a+)(k−m) + ∑
k<m
∥∥B(k,m)x∥∥e−(c+)(m−k) for x ∈ E, and (42)
‖y‖∗m =
∑
km
∥∥C(m, k)−1y∥∥e(d−)(k−m) + ∑
k<m
∥∥C(m, k)−1y∥∥e(b−)(m−k) for y ∈ F. (43)
We also set ∥∥(x, y)∥∥∗
m
= max{‖x‖∗m,‖y‖∗m}.
It is straightforward to verify that each series in (42), (43) converges, and setting N =
D(1 + e−)/(1 − e−), for each z ∈ X we have
‖z‖ ‖z‖∗m Neε|m|‖z‖. (44)
Lemma 1. For each m ∈ Z we have
‖Am‖∗ := sup
z∈X\{0}
‖Amz‖∗m+1
‖z‖∗m
 e−d+,
∥∥A−1m ∥∥∗ := sup
z∈X\{0}
‖A−1m z‖∗m
‖z‖∗m+1
 ec+. (45)
Proof. Setting z = (x, y) ∈ E × F we have
‖Amz‖∗m+1 = max
{‖Bmx‖∗m+1,‖Cmy‖∗m+1}.
Furthermore
‖Bmx‖∗m+1 = ea+
∑
km+1
∥∥B(k,m)x∥∥e−(a+)(k−m)
+ e−c−
∑
km
∥∥B(k,m)x∥∥e−(c+)(m−k)  ea+‖x‖∗m, and
‖Cmy‖∗m+1 = e−d+
∑
km+1
∥∥C(m, k)−1y∥∥e(d−)(k−m)
+ eb−
∑
km
∥∥C(m, k)−1y∥∥e(b−)(m−k)  e−d+‖y‖∗m.
Since −d +  > 0 > a + , we obtain ‖Amz‖∗m+1  e−d+‖z‖∗m. Similarly, we have∥∥A−1m−1v∥∥∗m−1 = max{∥∥B−1m−1x∥∥∗m−1,∥∥C−1m−1y∥∥∗m−1},
with
∥∥B−1m−1x∥∥∗m−1 = e−(a+) ∑
km−1
∥∥B(k,m)x∥∥e−(a+)(k−m)
+ ec+
∑ ∥∥B(k,m)x∥∥e−(c+)(m−k)  ec+‖x‖∗m, and
k<m−1
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km−1
∥∥C(m, k)−1y∥∥e(d+)(k−m)
+ e−b+
∑
k<m−1
∥∥C(m, k)−1y∥∥e(b−)(m−k)  e−b+‖y‖∗m.
Since c +  > 0 > −b + , we obtain ‖A−1m−1z‖∗m−1  ec+‖z‖∗m. 
4.3. Hölder regularity
We establish in this section the Hölder regularity of the conjugacies and of their inverses. For
convenience of the proofs, we consider first the maps vm (and then the maps um). We continue
to consider the constant α0 in (41). Let now (Id + vm)m∈Z be the unique sequence given by
Theorem 3.
Theorem 5. Assume that S1–S3 hold with β = ε. If the sequence (Am)m∈Z admits a strong
nonuniform exponential dichotomy, then for each α ∈ (0, α0), provided that δ is sufficiently small
(depending on α) there exists a constant K = K(α, δ) > 0 (independent of f ) such that for every
m ∈ Z and x, y ∈ X with ‖x − y‖∗m < 1 we have∥∥vm(x)− vm(y)∥∥∗m K(‖x − y‖∗m)α. (46)
Proof. Given constants K > 0 and α ∈ (0,1), we consider the subset Xα ⊂ X composed of the
sequences (vm)m∈Z satisfying (46) for every m ∈ Z and x, y ∈ X with ‖x − y‖∗m < 1. One can
easily verify that Xα is closed with respect to the norm ‖ · ‖′∞ in (14). Hence, the statement in
the theorem will follow readily after showing that the contraction map T :X → X in the proof of
Theorem 3 satisfies T (Xα) ⊂ Xα .
We assume that the constant  > 0 in the construction of the Lyapunov norms in (42), (43) is
chosen so small that, in addition, it satisfies
α < min
{−a − 
c +  ,
b − 
−d + 
}
. (47)
Let now v = (vm)m∈Z = (dm, em)m∈Z ∈ E × F be a sequence in Xα . We must show that the
sequence T (v) = (d¯m, e¯m)m∈Z, with d¯m and e¯m as in the proof of Theorem 3 (see (30) and (31))
is in Xα . Take x, y ∈ X. By (30) we have
∥∥d¯m(x)− d¯m(y)∥∥∗m  ∥∥Bm−1δm−1(x) −Bm−1δm−1(y)∥∥∗m
+ ∥∥gm−1(v¯m−1(x))− gm−1(v¯m−1(y))∥∥∗m := T1 + T2,
where δm = dm ◦A−1m and v¯m = vˆm ◦A−1m . Since a +  > −(c + ), we obtain
T1 =
∑
km
∥∥B(k,m − 1)(δm−1(x) − δm−1(y))∥∥e−(a+)(k−m)
+
∑∥∥B(k,m− 1)(δm−1(x)− δm−1(y))∥∥e−(c+)(m−k)
k<m
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∑
km
∥∥B(k,m − 1)(δm−1(x)− δm−1(y))∥∥e−(a+)(k−m+1)
+ e−(c+)∥∥δm−1(x)− δm−1(y)∥∥
+ e−(c+)
∑
k<m−1
∥∥B(k,m− 1)(δm−1(x)− δm−1(y))∥∥e−(c+)(m−1−k)
 ea+
∑
km−1
∥∥B(k,m− 1)(δm−1(x) − δm−1(y))∥∥e−(a+)(k−m+1)
+ ea+
∑
k<m−1
∥∥B(k,m − 1)(δm−1(x)− δm−1(y))∥∥e(c+)(m−1−k)
 ea+
∥∥δm−1(x)− δm−1(y)∥∥∗m−1  ea+K(∥∥A−1m−1(x − y)∥∥∗m−1)α.
Furthermore, using S3 with β = ε we obtain
T2  δ
∑
km
∥∥B(k,m)∥∥e−β|m−1|∥∥v¯m−1(x) − v¯m−1(y)∥∥e−(a+)(k−m)
+ δ
∑
k<m
∥∥B(k,m)∥∥e−β|m−1|∥∥v¯m−1(x)− v¯m−1(y)∥∥e−(c+)(m−k)
Nδeβ
∥∥v¯m−1(x) − v¯m−1(y)∥∥∗m−1 NδeβL +NKδeβLα, (48)
where L = ‖A−1m−1(x − y)‖∗m−1. By Lemma 1, for x 
= y with ‖x − y‖∗m < 1 we obtain
‖d¯m(x) − d¯m(y)‖∗m
(‖x − y‖∗m)α
K
(
ea+ + Nδeβ)eα(c+) +Nδeβec+. (49)
We now consider the second component e¯m. By (31), we have∥∥e¯m(x) − e¯m(y)∥∥∗m  ∥∥C−1m e˜m+1(x)− C−1m e˜m+1(y)∥∥∗m
+ ∥∥C−1m (hm ◦ vˆm)(x) −C−1m (hm ◦ vˆm)(y)∥∥∗m := T3 + T4,
where e˜m+1 = em+1 ◦Am. We obtain
T3 = ed−
∑
km
∥∥C(m + 1, k)−1(e˜m+1(x) − e˜m+1(y))∥∥e(d−)(k−m−1)
+ e−b+
∑
k<m
∥∥C(m+ 1, k)−1(e˜m+1(x)− e˜m+1(y))∥∥e(b−)(m+1−k)
 e−b+
∑
km+1
∥∥C(m+ 1, k)−1(e˜m+1(x) − e˜m+1(y))∥∥e(d−)(k−m−1)
+ e−b+
∑
k<m+1
∥∥C(m + 1, k)−1(e˜m+1(x)− e˜m+1(y))∥∥e(b−)(m+1−k)
= e−b+∥∥e˜m+1(x)− e˜m+1(y)∥∥∗  e−b+K(∥∥Am(x − y)∥∥∗ )α, (50)m+1 m+1
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T4 = δ
∑
k>m
∥∥C(m + 1, k)−1∥∥e−β|m|∥∥vˆm(x)− vˆm(y)∥∥e(d−)(k−m)
+ δ
∑
km
∥∥C(m + 1, k)−1∥∥e−β|m|∥∥vˆm(x) − vˆm(y)∥∥e(b−)(m−k)
 δD
(
ed+ε−
1 − e− +
e−b+ε
1 − e−
)∥∥vˆm(x) − vˆm(y)∥∥∗m
 δD e
d+ε− + e−b+ε
1 − e−
[‖x − y‖∗m + K(‖x − y‖∗m)α]. (51)
By Lemma 1, for x 
= y with ‖x − y‖∗m < 1 we obtain
‖e¯m(x)− e¯m(y)‖∗m
(‖x − y‖∗m)α
Ke−b+eα(−d+) + (1 + K)δDe
d+ε− + e−b+ε
1 − e− . (52)
It follows readily from (47) that
ea+eα(c+) < 1 and e−b+eα(−d+) < 1. (53)
Hence, for each sufficiently small δ it follows from (49) and (52) that there exists K > 0 (inde-
pendent of f ) such that
max
{∥∥d¯m(x)− d¯m(y)∥∥∗m, ∥∥e¯m(x)− e¯m(y)∥∥∗m}K(‖x − y‖∗m)α
for every m ∈ Z and x, y ∈ X with ‖x − y‖∗m < 1, whenever (dm, em)m∈Z ∈ Xα . This completes
the proof of the theorem. 
Let now (Id + um)m∈Z be the unique sequence given by Theorem 1. We continue to consider
the constant α0 ∈ (0,1] given by (41).
Theorem 6. Assume that S1–S3 hold with β = 3ε. If the sequence (Am)m∈Z admits a strong
nonuniform exponential dichotomy, then for each α ∈ (0, α0), provided that δ is sufficiently small
(depending on α) there exists a constant K = K(α, δ) > 0 (independent of f ) such that for every
m ∈ Z and x, y ∈ X with ‖x − y‖∗m < 1 we have∥∥um(x)− um(y)∥∥∗m K(‖x − y‖∗m)α.
Proof. Set
C1 = e−d+ +Nδeε and C2 =
(
1 − Nδec++ε)−1.
Lemma 2. For each x, y ∈ X we have
∥∥Fm(x)− Fm(y)∥∥∗m+1  C1‖x − y‖∗m,∥∥F−1m (x) − F−1m (y)∥∥∗m C2ec+‖x − y‖∗m+1.
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∥∥Fm(x)− Fm(y)∥∥∗m+1  ∥∥Am(x − y)∥∥∗m+1 + ∥∥fm(x) − fm(y)∥∥∗m+1
 e−d+‖x − y‖∗m + Neε|m+1|
∥∥fm(x) − fm(y)∥∥
 e−d+‖x − y‖∗m + Nδe−ε(|m|−1)‖x − y‖,
which gives the first inequality. Similarly,
∥∥Fm(x) − Fm(y)∥∥∗m+1  ∥∥Am(x − y)∥∥∗m+1 − ∥∥fm(x) − fm(y)∥∥∗m+1

(
e−c− −Nδeε(1−|m|))‖x − y‖∗m,
thus gives the second inequality. 
We now proceed with the proof of the theorem. We use the same notation as in the proof of
Theorem 5, and we proceed in a similar manner. Namely, letting  and α be as in (47), we show
that if u = (um)m∈Z = (bm, cm)m∈Z ∈ E × F is in Xα , then the sequence S(u) = (b¯m, c¯m)m∈Z,
with b¯m and c¯m as in the proof of Theorem 1 (see (17) and (18)), is also in Xα .
Take x, y ∈ X with ‖x − y‖∗m < 1. By (17), proceeding as in (48) we obtain
∥∥b¯m(x) − b¯m(y)∥∥∗m  ea+K(∥∥F−1m−1(x)− F−1m−1(y)∥∥∗m−1)α
+Nδeβ∥∥F−1m−1(x)− F−1m−1(y)∥∥∗m−1.
It follows from Lemma 2 that
∥∥b¯m(x)− b¯m(y)∥∥∗m  ea+KCα2 eα(c+)(‖x − y‖∗m)α +NδC2ec++β‖x − y‖∗m

(
Kea+eα(c+)Cα2 +NδC2ec++β
)(‖x − y‖∗m)α (54)
(since ‖x − y‖∗m < 1). Furthermore, setting
C3 =
(
ed+ε− + e−b+ε)/(1 − e−),
and proceeding as in (51) we obtain
∥∥C−1m (hm(x)− hm(y))∥∥∗m  δDC3‖x − y‖∗m.
Thus, proceeding as in (50) and using Lemma 2 yields
∥∥c¯m(x)− c¯m(y)∥∥∗m  e−b+K(∥∥Fm(x)− Fm(y)∥∥∗m+1)α + δDC3‖x − y‖∗m

(
Ke−b+
(
e−d+ +Nδeε)α + δDC3)(‖x − y‖∗m)α, (55)
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readily from (47) that the inequalities in (53) hold for every α ∈ (0, α0). Thus, by (54) and (55),
for each sufficiently small δ there exists K > 0 such that
max
{∥∥b¯m(x) − b¯m(y)∥∥∗m,∥∥c¯m(x)− c¯m(y)∥∥∗m}K(‖x − y‖∗m)α,
for each m ∈ Z and x, y ∈ X with ‖x − y‖∗m < 1. This completes the proof of the theorem. 
5. Dependence of the conjugacies on the perturbation
5.1. Lipschitz dependence of the maps vm on the perturbation
We describe here how each function vm provided by Theorem 3 varies with the perturba-
tions fm. The following result shows that the dependence is Lipschitz with respect to the norm
‖ · ‖′∞ in (14), provided that the nonuniformity (given by the constant ε) is sufficiently small. We
denote the solution of (28) with f = (fm)m∈Z by vf = (vm,f )m∈Z.
Theorem 7. Assume that S1–S3 hold with β = ε, also with each fm replaced by f¯m. If the
sequence (Am)m∈Z admits a nonuniform exponential dichotomy with ε < min{−a, b}, and δ is
sufficiently small, then there exists a constant K = K(δ) > 0 (independent of f and f¯ ) such that
the sequence (vm)m∈Z in Theorem 3 satisfies
‖vm,f − vm,f¯ ‖′m Keε|m|‖f − f¯ ‖′∞, m ∈ Z. (56)
Proof. Given a perturbation f = (fm)m∈Z we set
vˆm,f = Id + vm,f and Gm,f = vˆm,f ◦A−1m ,
where vf = (vm,f )m∈Z = (dm,f , em,f )m∈Z ∈ X is the sequence given by Theorem 3. For each
x ∈ X, it follows from (30) (see also (19)) that∥∥dm,f (x)− dm,f¯ (x)∥∥′m
 ea+
∑
km−1
∥∥B(k,m − 1)(dm−1,f − dm−1,f¯ )(A−1m−1x)∥∥e(−a−)(k−m)
+
∑
km
∥∥B(k,m)[gm−1(Gm−1,f (x))− g¯m−1(Gm−1,f¯ (x))]e(−a−)(k−m)
 ea+
∥∥dm−1,f (A−1m x)− dm−1,f¯ (A−1m x)∥∥′m−1
+
∑
km
∥∥B(k,m)(gm−1 − g¯m−1)(Gm−1,f (x))∥∥e(−a−)(k−m)
+
∑
km
∥∥B(k,m)[g¯m−1(Gm−1,f (x))− g¯m−1(Gm−1,f¯ (x))]∥∥e(−a−)(k−m)
 ea+‖dm−1,f − dm−1,f¯ ‖′m−1 +
Deε|m|
1 − e−
∥∥gm−1(Gm−1,f (x))− g¯m−1(Gm−1,f (x))∥∥′m−1
+ θ∥∥vm,f (A−1 x)− vm,f¯ (A−1 x)∥∥′ ,m−1 m−1 m
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‖dm,f − dm,f¯ ‖′m  ea+‖dm−1,f − dm−1,f¯ ‖′m−1 + θ‖vm,f − vm,f¯ ‖′m
+ De
ε|m|
1 − e− ‖gm−1 − g¯m−1‖
′
m−1.
With the notations
‖df − df¯ ‖′′ := sup
{‖dm,f − dm,f¯ ‖′me−ε|m|: m ∈ Z},
‖vf − vf¯ ‖′′ := sup
{‖vm,f − vm,f¯ ‖′me−ε|m|: m ∈ Z},
using (14) we obtain
(
1 − ea++ε)‖df − df¯ ‖′′  θ‖vf − vf¯ ‖′′ + D1 − e− ‖g − g¯‖′∞. (57)
Proceeding in a similar manner, it follows from (31) and (22) that
‖em,f − em,f¯ ‖′m  e−b+‖em+1,f − em+1,f¯ ‖′m+1 + θ‖vm,f − vm,f¯ ‖′m
+ De
−b+ε|m+1|
1 − e− ‖hm − h¯m‖
′
m.
With the notation
‖ef − ef¯ ‖′′ := sup
{‖em,f − em,f¯ ‖′me−ε|m|: m ∈ Z},
using (14) we obtain
(
1 − e−b++ε)‖ef − ef¯ ‖′′  θ‖vf − vf¯ ‖′′ + Deε1 − e− ‖h− h¯‖′∞. (58)
The desired statement follows readily from (57) and (58). 
With respect to the original norm ‖ · ‖, it follows readily from Theorem 7 that there exists a
constant K ′ > 0 such that
∥∥vm,f (x) − vm,f¯ (x)∥∥K ′eε|m| sup
l∈Z
(
eε|l|‖fl − f¯l‖∞
)
,
where
‖fl − f¯l‖∞ = sup
{∥∥fl(x) − f¯l(x)∥∥: x ∈ X}.
We note that when ε = 0 the Lipschitz constant in (56) is independent of m.
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We now describe how each function um provided by Theorem 1 varies with the perturba-
tions fm.
We denote the solution of (15) with f = (fm)m∈Z by uf = (um,f )m∈Z. We also introduce a
new norm. Namely, for each α ∈ (0,1] we set
‖uf − uf¯ ‖α = sup
m∈Z
‖um,f − um,f¯ ‖α,
where
‖um,f − um,f¯ ‖α = sup
m∈Z
sup
x∈X\{0}
‖um,f (x) − um,f¯ (x)‖∗m
(‖x‖∗m)α
.
We continue to consider the constant α0 in (41), and we set
‖f ‖∗∞ = sup
m∈Z
‖fm‖∗.
Theorem 8. Assume that S1–S4 hold with β = 2ε, also with each fm replaced by f¯m. If the
sequence (Am)m∈Z admits a strong nonuniform exponential dichotomy, then for each α ∈ (0, α0),
provided that δ is sufficiently small (depending on α) there exists K = K(α, δ) > 0 (independent
of f and f¯ ) such that the sequence u = (um)m∈Z in Theorem 1 satisfies
‖uf − uf¯ ‖α K
(‖f − f¯ ‖∗∞)α +K‖f − f¯ ‖α.
Proof. We start with an auxiliary statement. Set θ˜ = δNec++ε , and for each m ∈ Z let
‖fm‖∗ := sup
{‖fm(x)‖∗m+1
‖x‖∗m
: x 
= 0
}
. (59)
Lemma 3. For each m ∈ Z we have
∥∥F−1m ∥∥∗  ec+1 − θ˜ and
∥∥F−1m − F−1m ∥∥∗  e2(c+)‖fm − f¯m‖∗
(1 − θ˜ )2 .
Proof. The first inequality follows immediately from Lemma 2. For the second inequality we
note that
F−1m =
(
(Id − m)Am
)−1 = A−1m (Id − m)−1,
where m = −fm ◦ A−1m . We want to show that
(Id − m)−1 =
∞∑
k=0
km, (60)
where the power k denotes composition. We first show that the series is well defined. We have
‖fm‖∗ = sup
‖fm(x)− fm(0)‖∗m+1
‖x‖∗ Ne
β|m+1|/2δe−β|m| = δNeβ/2. (61)x 
=0 m
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∥∥km∥∥∗ = sup
x 
=0
‖km(x)‖∗m+1
‖x‖∗m+1

(‖m‖∗)k  (‖fm‖∗∥∥A−1m ∥∥∗)k. (62)
Since β = 2ε, using (61) and (45) in Lemma 1 we obtain
∞∑
k=0
∥∥km∥∥∗  ∞∑
k=0
(‖fm‖∗∥∥A−1m ∥∥∗)k  ∞∑
k=0
ek(c+)
(
δNeβ/2
)k = 1
1 − δNec++β/2 .
This shows that the series in (60) is well defined. We now bound
F−1m − F−1m =
∞∑
k=1
(−1)kA−1m
(
fmA
−1
m
)k − ∞∑
k=1
(−1)kA−1m
(
f¯mA
−1
m
)k
. (63)
We claim that for each k  1,
∥∥(fmA−1m )k − (f¯mA−1m )k∥∥∗  ‖fm − f¯m‖∗(∥∥A−1m ∥∥∗)k k−1∑
l=0
(‖f¯m‖∗)k−1−l(‖fm‖∗)l . (64)
This is immediate for k = 1. We now assume that (64) holds for k = j − 1. By (62) we obtain
∥∥(fmA−1m )j − (f¯mA−1m )j∥∥∗

∥∥fmA−1m (fmA−1m )j−1 − fmA−1m (f¯m−1A−1m )j−1∥∥∗
+ ∥∥fmA−1m (f¯mA−1m )j−1 − f¯mA−1m (f¯mA−1m )j−1∥∥∗

∥∥A−1m ∥∥∗‖fm‖∗∥∥(fmA−1m )j−1 − (f¯mA−1m )j−1∥∥∗
+ ∥∥A−1m ∥∥∗‖fm − f¯m‖∗∥∥(f¯mA−1m )j−1∥∥∗
 ‖fm − f¯m‖∗
(∥∥A−1m ∥∥∗)j
j−2∑
l=0
(‖f¯m‖∗)j−2−l(‖fm‖∗)l+1
+ (∥∥A−1m ∥∥∗)j‖fm − f¯m‖∗(‖f¯m‖∗)j−1
= ‖fm − f¯m‖∗
(∥∥A−1m ∥∥∗)j
j−1∑
l=1
(‖f¯m‖∗)j−1−l(‖fm‖∗)l
+ (∥∥A−1m ∥∥∗)j‖fm − f¯m‖∗(‖f¯m‖∗)j−1
= ‖fm − f¯m‖∗
(∥∥A−1m ∥∥∗)j
j−1∑
l=0
(‖f¯m‖∗)j−1−l(‖fm‖∗)l .
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= f¯m
we have
‖F−1m − F−1m ‖∗
‖fm − f¯m‖∗

∞∑
k=1
(∥∥A−1m ∥∥∗)k+1 k−1∑
l=0
(‖f¯m‖∗)k−1−l(‖fm‖∗)l

∞∑
k=1
e(c+)(k+1)k
(
δNeβ/2
)k  e2(c+) d
dθ˜
∞∑
k=1
θ˜ k = e
2(c+)
(1 − θ˜ )2 .
This completes the proof of the lemma. 
We now proceed with the proof of the theorem. In view of (17), for the unique sequences
uf = (bm,f , cm,f )m∈Z and uf¯ = (bm,f¯ , cm,f¯ )m∈Z given by Theorem 1 we have∥∥bm,f (v)− bm,f¯ (v)∥∥∗m  ∥∥Bm−1bm−1,f (F−1m−1(v))−Bm−1bm−1,f¯ (F−1m−1(v))∥∥∗m
+ ∥∥Bm−1bm−1,f¯ (F−1m−1(v))−Bm−1bm−1,f¯ (F−1m−1(v))∥∥∗m
+ ∥∥gm−1(F−1m−1(v))− g¯m−1(F−1m−1(v))∥∥∗m
+ ∥∥g¯m−1(F−1m−1(v))− g¯m−1(F−1m−1(v))∥∥∗m.
Since ∥∥fm(x)− fm(y)∥∥∗m+1 Neε|m+1|∥∥fm(x)− fm(y)∥∥ δNe−ε|m|+ε‖x − y‖,
we obtain
∥∥bm,f (v)− bm,f¯ (v)∥∥∗m  ea+ ‖bm−1,f (F
−1
m−1(v))− bm−1,f¯ (F−1m−1(v))‖∗m
(‖F−1m−1(v)‖∗m)α
(∥∥F−1m−1(v)∥∥∗m)α
+ ea+∥∥bm−1,f¯ (F−1m−1(v))− bm−1,f¯ (F−1m−1(v))∥∥∗m
+ ‖gm−1(F
−1
m−1(v))− g¯m−1(F−1m−1(v))‖∗m
(‖F−1m−1(v)‖∗m)α
(∥∥F−1m−1(v)∥∥∗m)α
+ δNeε∥∥F−1m−1(v)− F−1m−1(v)∥∥∗m.
Dividing by (‖v‖∗m)α and taking the supremum over v ∈ X \ {0} we obtain∥∥bm,f (v) − bm,f¯ (v)∥∥α
 ea+
∥∥bm−1,f − bm−1,f¯ ∥∥α eα(c+)(1 − θ˜ )α + ea+K
(∥∥F−1m−1(v)− F−1m−1(v)∥∥∗m−1)α 1(‖v‖∗m)α
+ ‖gm−1 − g¯m−1‖α e
α(c+)
(1 − θ˜ )α + δNe
ε
(
e2(c+)
(1 − θ˜ )2 ‖fm−1 − f¯m−1‖
∗
)α
,
also using Lemma 3. Therefore, taking the supremum over m ∈ Z,
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ea+eα(c+)
(1 − θ˜ )α ‖bf − bf¯ ‖α +
(
ea+K + δNeε)
× e
2α(c+)
(1 − θ˜ )2α supm∈Z
(‖fm−1 − f¯m−1‖∗)α + ‖g − g¯‖α eα(c+)
(1 − θ˜ )α .
In view of the choice of α we have ea+eα(c+) < 1. Thus, provided that δ is sufficiently small,
we have θ˜ < 1 and there exists a constant K ′ > 0 (independent of f and f¯ ) such that
‖bf − bf¯ ‖α K ′ sup
m∈Z
(‖fm − f¯m‖∗)α +K ′‖g − g¯‖α
K ′
(‖f − f¯ ‖∗)α + K ′‖f − f¯ ‖α.
Proceeding in a similar manner, using (18) we obtain
∥∥cm,f (v)− cm,f¯ (v)∥∥∗m  e−b+K(∥∥fm(v)− f¯m(v)∥∥∗m)α
+ e−b+‖cm+1,f − cm+1,f¯ ‖α
(∥∥Fm(v)∥∥∗m)α + e−b+‖hm − h¯m‖∗m,
and thus
‖cm,f − cm,f¯ ‖α  e−b+
(∥∥fm − f¯m∥∥∗)α + e−b+‖cm+1,f − cm+1,f¯ ‖α(‖Fm‖∗)α
+ e−b+‖fm − f¯m‖α.
By (61) we have (recall the norm ‖ · ‖∗ in (59))
‖Fm‖∗  ‖Am‖∗ + ‖fm‖∗  e−d+ + δNeβ/2
and hence
‖cf − cf¯ ‖α 
e−b+(‖f − f¯ ‖∗∞)α + e−b+‖f − f¯ ‖α
1 − e−b+(e−d+ + δNeβ/2)α .
Since e−b+eα(−d+) < 1, provided that δ is sufficiently small there exists a constant K ′ > 0
(independent of f and f¯ ) such that
‖cf − cf¯ ‖α K ′
(‖f − f¯ ‖∗∞)α +K ′‖f − f¯ ‖α.
This completes the proof. 
We now give a sufficient condition for the Hölder dependence of the maps um on the pertur-
bation (see (65) below).
Theorem 9. Assume that S1–S4 hold with β = 2ε, also with each fm replaced by f¯m. If the
sequence (Am)m∈Z admits a strong nonuniform exponential dichotomy, and there exists L > 0
such that
fm(x) = f¯m(x) for every ‖x‖ >Le−β|m|/2 and m ∈ Z, (65)
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M = M(α, δ,L) > 0 (independent of f and f¯ ) such that whenever ‖f − f¯ ‖∗∞ < 1 we have
‖uf − uf¯ ‖α M
(‖f − f¯ ‖∗∞)α.
Proof. When ‖f − f¯ ‖∗∞ < 1 we have ‖fm(x) − f¯m(x)‖∗m  ‖x‖∗m, and if B ⊂ X is the ball of
radius 1 centered at zero, then
‖fm − f¯m‖α = sup
x∈B\{0}
‖fm(x) − f¯m(x)‖∗m
(‖x‖∗m)α
+ sup
x∈X\B
‖fm(x)− f¯m(x)‖∗m
(‖x‖∗m)α
 sup
x∈B\{0}
(‖fm(x) − f¯m(x)‖∗m
‖x‖∗m
)α
+ sup
x∈X\B
‖fm(x)− f¯m(x)‖∗m
‖x‖∗m
(NL)1−α

[
1 + (NL)1−α](‖fm − f¯m‖∗)α.
The desired inequality follows readily from Theorem 8. 
With respect to the original norm ‖ · ‖ and under the assumption in (65), it follows readily
from Theorem 9 that
‖um,f (x) − um,f¯ (x)‖
‖x‖α 
‖um,f (x)− um,f¯ (x)‖∗m
(N−1e−ε|m|‖x‖∗m)α
Nαeεα|m|K sup
l∈Z, x 
=0
(‖fl(x)− f¯l(x)‖∗l+1
‖x‖∗l
)α
Nαeεα|m|K sup
l∈Z, x 
=0
(‖fl(x)− f¯l(x)‖Neε|l+1|
‖x‖
)α
,
i.e., there exists a constant K ′ > 0 (independent of f and f¯ ) such that
‖um,f (x) − um,f¯ (x)‖
‖x‖α K
′eεα|m| sup
l∈Z, x 
=0
eεα|l|‖fl(x) − f¯l(x)‖α
‖x‖α .
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