On the solutions of a functional equation arising from multiplication of quantum integers  by Nguyen, Lan
Journal of Number Theory 130 (2010) 1292–1347Contents lists available at ScienceDirect
Journal of Number Theory
www.elsevier.com/locate/jnt
On the solutions of a functional equation arising from
multiplication of quantum integers
Lan Nguyen
Mathematics Department, The University of Michigan–Ann Arbor, United States
a r t i c l e i n f o a b s t r a c t
Article history:
Received 9 April 2007
Revised 25 February 2008
Available online 7 April 2010
Communicated by David Goss
MSC:
11P99
11C08
Keywords:
Quantum integers
Quantum polynomials
Cyclotomic polynomials
q-Series
Polynomial functional equation
This paper is the ﬁrst of several papers in which we prove, for the
case where the ﬁelds of coeﬃcients are of characteristic zero, four
open problems posed in the work of Melvyn Nathanson (2003) [1]
concerning the solutions of a functional equation arising from
multiplication of quantum integers [n]q = qn−1 +qn−2 +· · ·+q+ 1.
In this paper, we prove one of the problems. The next papers,
namely [2–4] by Lan Nguyen, contain the solutions to the other
3 problems.
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1. Introduction and background
In [1], Nathanson studies the sumsets
{0,1, . . . ,m − 1} + {0,m, . . . , (n − 1)m}= {0,1, . . . ,mn − 1}
by considering their q-series expansions and the multiplications of expressions of the form
[n]q := qn−1 + qn−2 + · · · + q + 1,
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L. Nguyen / Journal of Number Theory 130 (2010) 1292–1347 1293which he refers to as quantum integers; where n is in N = {1,2, . . .}. Using the usual multiplication
of polynomials for quantum integers, denoted by [n]q · [m]q , we can see that it is not the same as
[nm]q for general m,n ∈ N. For a reasonable multiplication operation for these integers, we need to
deﬁne an appropriate notion of multiplication for the corresponding polynomials. Nathanson deﬁnes
one such operation, which we call quantum multiplication from now on and denote by :
[m]q  [n]q = [mn]q
where
[m]q  [n]q := [m]q · [n]qm
for all m,n in N. Note that  is well deﬁned if and only if [m]q  [n]q = [mn]q = [nm]q = [n]q  [m]q .
This is the case since it can be veriﬁed directly that [n]q · [m]qn = [m]q · [n]qm .
More generally, Nathanson considers sequences of polynomials Γ = { fn(q) | n = 1, . . . ,∞}, with
coeﬃcients contained in some ﬁeld, satisfying the following functional equations:
fn(q)  fm(q)
(1)= fm(q)  fn(q) (2)= fmn(q)
for all m,n ∈ N and where  is the operation induced by the quantum multiplication deﬁned above:
fn(q)  fm(q) = fn(q) fm(qn). Hereafter, we refer to the ﬁrst equality in the above functional equation
as Functional Equation (1) and the second equality as Functional Equation (2) or sometimes for short
just (1) and (2) respectively.
Remark 1.1. It can be veriﬁed that a sequence of polynomials that satisfy Functional Equation (2)
automatically satisﬁes Functional Equation (1) but not vice versa. For example: Let α = 0,1 and
Γ = { fn(q) = α ∣∣ n = 1, . . . ,∞}.
Then Γ satisﬁes (2) but not (1). Also, from (1) we can see that this operation is commutative.
Nathanson discusses in [1] the following problem, which is essentially the main theme of his
paper:
Problem. Determine all sequences of polynomials Γ = { fn(q) | n ∈ N} satisfying Functional Equa-
tion (2).
Let Γ = { fn(q)} be a sequence of polynomials satisfying (2). One would be interested in knowing
the set of n ∈ N where fn(q) = 0. This set of n is called the support of Γ and denoted by supp{Γ }.
Recall that a multiplicative semigroup of N is a subset A of N such that 1 ∈ A and a,b ∈ A ⇒ ab ∈ A.
If P is a set of rational primes and AP consists of 1 and all natural numbers such that all their
prime factors come from P , then AP is a multiplicative semigroup which is called a prime multiplica-
tive semigroup associated to P . From [1], we know that the support of Γ is a multiplicative prime
subsemigroup of N. In fact, Nathanson proves the following theorem:
Theorem 1.2. (See [1].) Let Γ = { fn(q)} be a sequence of polynomials satisfying Functional Equation (2).
Then its support, supp{Γ }, is of the form AP for some set of primes P , and Γ is completely determined by the
collection of polynomials:
{
f p(q)
∣∣ p ∈ P}.
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characterizing the sub-collection of polynomials with prime indexes p ∈ P . We call such a collection
of primes P the support base of Γ . Another related result of Nathanson is used throughout our
work. It provides the essential reduction in determining a solution to Functional Equation (2), with
support AP associated to a set of primes P , to that of ﬁnding a collection of polynomials indexed
by P , which is a solution to Functional Equation (1).
Theorem 1.3. (See [1].) Let P be a set of primes. Let Γ ′ = { f ′p(q) | p ∈ P } such that:
f ′p1(q) · f ′p2
(
qp1
)= f ′p2(q) · f ′p1(qp2)
for all pi ∈ P (i.e., satisfying Functional Equation (1)). Then there exists a unique sequence Γ = { fn(q) | n ∈ N}
satisfying (2) such that f p(q) = f ′p(q) for all primes p ∈ P .
In the reverse direction, if P is a set of primes in N then there is at least one sequence Γ with
supp{Γ } = AP . One such sequence can be deﬁned as the set of polynomials:
fm(q) =
{ [m]q ifm ∈ AP ;
0 otherwise.
We say that a sequence Γ is nonzero if supp{Γ } = ∅. If Γ satisﬁes Functional Equation (2), then
for any n ∈ N:
fn(q) = fn(q)  f1(q) = fn(q) · f1(q).
Consequently, Γ is nonzero if and only if f1(q) = 1.
The degree of each polynomial fn(q) ∈ Γ is denoted by deg( fn(q)). We know from [1] that for
any nonzero sequence of polynomials Γ satisfying (2), there exists a rational number, denoted by tΓ ,
such that:
deg
(
fn(q)
)= tΓ (n − 1)
for all n in supp{Γ }. This number tΓ is not necessarily an integer. An example of a sequence Γ with
nonintegral tΓ can be constructed as follows: Let P = {p} for some odd prime p, then AP = {pl | l ∈
N∪{0}}; and let 0 < r < p−1 be in N such that r does not divide (p−1). Then by deﬁning f p(q) := qr ,
we obtain, by using Functional Equation (2) as a recursive formula, a sequence of polynomials
Γ = { f pl (q) = qr(1+p+···+pl−1) = q rp−1 (pl−1) ∣∣ l ∈ N − 0}∪ { f1(q) = 1}
where tΓ = r/(p − 1) ∈ Q − Z by construction. Later we show that tΓ can only take on nonintegral
values when the associated set of primes P consists of exactly one prime.
Another natural question to ask is how the solutions of Functional Equation (2) behave with re-
spect to composition of polynomials as well as multiplication of polynomials. The following results
are known in that respect.
Theorem 1.4. (See [1].) Let Γ = { fn(q)} be a sequence of polynomials satisfying Functional Equation (2)
and g(q) be a polynomial such that g(qr) = gr(q). Then the new sequence { fn(g(q)) | n ∈ N} also satisﬁes
Functional Equation (2).
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n ∈ N} does. One important such example is the sequence of polynomials of the form:
fm
(
qr
) := [m]qr = (qr)m−1 + · · · + (qr)+ 1,
for each m ∈ N, which satisﬁes Functional Equation (2) since the sequence Γ = {[m]q |m ∈ N} does.
Theorem 1.5. If Γ1 , Γ2 are two nonzero sequences of polynomials satisfying Functional Equation (2), then the
sequence Γ1 ·Γ2 also satisﬁes (2). Conversely, if supp{Γ1} = supp{Γ2} and Γ1 as well as Γ1 ·Γ2 satisfying (2),
then Γ2 also satisﬁes (2). The collection of all solutions of Functional Equation (2) is an abelian semigroup.
Also for every set of primes P , the set of all sequences Γ satisfying (2) and having support AP forms an abelian
cancellation semigroup, which is denoted by ΥP .
Remark 1.6. If Γ1 = { fn(q) | n ∈ N}, Γ2 = {gn(q) | n ∈ N} are two nonzero sequences of polynomials
satisfying Functional Equation (2), then Γ1 · Γ2 is deﬁned as the collection { fn gn(q) | n ∈ N} where
fn gn(q) = fn(q)gn(q).
One of our main goals (and also Nathanson’s) is essentially to classify all the sequences of polyno-
mials satisfying Functional Equation (2). Nathanson reduces this task, using the next result, to classify
sequences of polynomials with the constant terms equal to 1.
Theorem 1.7. (See [1].) Let Γ = { fn(q) | n ∈ N} be a nonzero sequence of polynomials satisfying Functional
Equation (2) with support AP for some set of primes P . Then there exist a unique completely multiplicative
arithmetic function ψ(n), a rational number t, and a unique sequence Σ = {gn(q)} satisfying (2) with the
same support AP such that:
fn(q) = ψ(n)qt(n−1)gn(q)
and gn(0) = 1 for all n ∈ AP .
In studying the solutions of Functional Equation (2), Nathanson conjectures as to the essential
roles of quantum integers, both as solutions of Functional Equation (2) and also as generators for
these solutions in a number of important cases. In addition, he also proves this conjecture in one
important case: The degree of fn(q) is equal to n − 1 for each n, i.e., tΓ = 1. The aim of this paper,
which is described in detail in the next section, is to study the solutions of Functional Equations (1)
and (2) and to resolve one of Nathanson’s conjectures [1] for the case where the ﬁelds containing the
coeﬃcients of all the polynomials fn(q) are of characteristic zero.
2. Main objectives and results
2.1. Main objectives and preliminary remarks
The following open problems concerning sequences of polynomials Γ satisfying Functional Equa-
tion (2) are stated in Nathanson’s paper [1] and are our main objectives. Our solutions to them, in
the case where the ﬁelds of coeﬃcients of Γ ’s are of characteristic zero, are given in this paper as
well as our next several papers, which are currently in preparation.
As shown in [1], the sequence Γ consisting of quantum integers satisﬁes Functional Equation (2).
It is the unique solution to this functional equation in the case where deg( fn(q)) is equal to n− 1 for
all n 1 and the support of Γ contains 2 and at least one odd prime p.
The role of these integers, with respect to the solutions of Functional Equation (2), seems to ex-
tend beyond this case. In fact, Nathanson conjectures that quantum integers play an essential role in
generating the general solutions of Functional Equation (2). More precisely:
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such that tΓ =∑i tiui and
fn(q) =
∏
i
([n]qti )ui
for all n in the support of Γ .
Note that the condition deg( fn(q)) = tΓ (n − 1) for all n in N means that fn(q) is nontrivial for
all n in N. As a result, a solution to this problem and the analogous result mentioned above for
the case where tΓ = 1 make it possible to express each polynomial in a large class of sequences Γ ,
satisfying Functional Equation (2) and with integral tΓ , in terms of quantum integers. Thus it shows
that quantum integers are in fact the building blocks for these sequences. Therefore, a solution to
Problem 1 provides a very concrete tool to characterize all such sequences and also gives insights into
the rest of the open problems posed in [1], which we recall below:
Problem 2. Let P be a set of rational primes. Determine all polynomial sequences Γ = { fn(q) | n ∈ N}
satisfying (2) and with support AP .
Problem 3. Let P ⊆ P ′ be two sets of prime numbers, and let Γ = { fn(q) | n ∈ N} be a sequence
of polynomials satisfying (2) with support AP . Under what condition(s) does there exist a sequence
Γ ′ = { f ′n(q) | n ∈ N} with support AP ′ such that f p(q) = f ′p(q) for all p ∈ P?
Problem 4. Let ΥP be the collection of all solutions {Γ } to Functional Equation (2) having support AP .
Does every sequence of rational functions having support AP which satisﬁes Functional Equation (2)
belong to the Grothendieck group K (ΥP ) of ΥP ?
Recall that if Υ is an abelian cancellation semigroup, then there exists an abelian group K (Υ )
and an injective semigroup homomorphism i : Υ ↪→ K (Υ ) such that for any abelian group G and
α : Υ ↪→ G , there exists a unique group homomorphism α′ : K (Υ ) ↪→ G such that α = α′i. The group
K (Υ ) is called the Grothendieck group of Υ .
Before stating our main results, we discuss some important details needed for the set up of our
theorems and their proofs. Then we discuss the general structure and the partition of problems among
our papers.
For a sequence Γ of polynomials satisfying Functional Equation (2), the smallest ﬁeld K which
contains all the coeﬃcients of all the polynomials in Γ is called The Field of Coeﬃcients of Γ . We are
only concerned with sequences of polynomials whose ﬁelds of coeﬃcients K are of characteristic zero.
The case of positive characteristic ﬁelds of coeﬃcients is reserved for our future papers. Unless stated
otherwise, we always view Γ as a sequence of polynomials with coeﬃcients in a ﬁxed separable
closure K of K which is embedded in C via a ﬁxed embedding ι : K ↪→ C. Thus every element f (q)
of Γ can be viewed as a polynomial in C[q]. We frequently view polynomials f (q)’s in Γ as elements
of the ring C[q] throughout this paper. Thus whenever that is necessary, it is implicitly assumed.
Since the problems above are obvious in the case where Γ is a trivial or a constant sequence, any
sequence of polynomials Γ satisfying Functional Equation (2) considered in this paper is assumed to
be nontrivial and nonconstant unless stated otherwise.
In this paper, we prove Problem 1 and related results since an aﬃrmative answer to Problem 1 has
important implications for the other problems. It provides the insights and tools, which are not avail-
able otherwise, to treat the rest of the problems mentioned earlier. Speciﬁcally, it becomes possible
to express a general solution of Functional Equation (2), which is not concrete enough for most pur-
poses such as classiﬁcation, as a product of quantum integers which are much easier to understand.
To demonstrate its utility, we show here one of its applications to the classiﬁcation problem which
also serves as an introduction to our next papers; the classiﬁcation of all sequences of polynomials
satisfying Functional Equation (2) whose supports are of the form AP where P contains exactly one
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isfying Functional Equation (2) with tΓ nonintegral. This result is given as a conditional result, where
the condition is a theorem stated here but whose proof is postponed to our next paper.
In our next papers, namely [2–4], we prove Problems 2, 3 and 4. In Problem 2, we classify all se-
quences of polynomials Γ satisfying Functional Equation (2) with ﬁelds of coeﬃcients of characteristic
zero and tΓ  1 integral. This result, together with the classiﬁcation of the sequences of polynomials
discussed in the paragraph above, provides a complete classiﬁcation of all sequences of polynomials
satisfying Functional Equation (2) whose ﬁelds of coeﬃcients are of characteristic zero. Note that in
Problem 3 and Problem 4, the questions also cover both the case where tΓ is integral and the case
where tΓ is fractional.
For each problem treated in these papers, we generally partition the proofs into two parts: Part 1
and Part 2, according to their ﬁelds of coeﬃcients. Speciﬁcally Part 1 covers the case where the ﬁeld
of coeﬃcients of Γ is equal to Q, and Part 2 covers the case where Q is strictly contained in the ﬁeld
of coeﬃcients K . In addition, we also differentiate between the cases when tΓ is integral and when
it is nonintegral and treat them accordingly.
2.2. Main results
Our main results in these papers are essentially solutions to the problems posed in [1], which are
recalled earlier as Problems 1, 2, 3 and 4, for the case where the ﬁelds of coeﬃcients of the sequences
of polynomials Γ are of characteristic zero. For some of these problems, our results are stronger and
more extended than what is being asked. In addition, we also prove some results related to these
problems.
In this paper, we treat Problem 1. Even though Problem 1 is only concerned with the cases where
tΓ  2, we also consider the case where tΓ = 1.
Below are the main results in this paper:
Theorem 2.1. Let Γ = { fn(q) | n ∈ N} be a sequence of polynomials satisfying Functional Equation (2) and
whose ﬁeld of coeﬃcients is of characteristic zero. Suppose fn(q) is a monic polynomial such that fn(0) = 0
for each n in N.
(1) Field of coeﬃcients is Q: Suppose that deg( f p(q)) = tΓ (p − 1) with tΓ  1 for at least two distinct
primes p and r, which means that the set P associated to the support AP of Γ contains p and r and the
elements f p(q) and fr(q) of Γ are nonconstant polynomials. Then there exist ordered pairs of integers {ui, ti}i
with i = 1, . . . , s such that tΓ =∑i=1,...,s uiti and
fn(q) =
s∏
i=1
([n]qui )ti (2.1)
for all n in N.
(2) Field of coeﬃcients strictly contains Q: There is no sequence of polynomials Γ , with ﬁeld of coeﬃcients
strictly contains Q, satisfying Functional Equation (2) and the condition deg( f p(q)) = tΓ (p − 1), meaning
the set P associated to the support AP of Γ contains all prime numbers and the correspondent elements
f p(q) of Γ are nonconstant polynomials, with integral tΓ  1 for all primes p. However, if the condition
deg( f p(q)) = tΓ (p − 1) with integral tΓ  1 for all primes p is not imposed on Γ , then there exist se-
quences Γ ’s of polynomials with ﬁelds of coeﬃcients strictly greater thanQ satisfying Functional Equation (2).
The decomposition of fn(q) into a product of quantum integers as above is unique in the sense that if
{a j,b j} is another set of integers such that tΓ =∑ j=1,...,h a jb j and
fn(q) =
h∏
j=1
([n]qa j )b j
1298 L. Nguyen / Journal of Number Theory 130 (2010) 1292–1347for all n ∈ supp{Γ }, then for each ui there exists at least one a j such that ui = a j . Moreover, if I ⊆ {1, . . . , s}
and J ⊆ {1, . . . ,h} are two collections of indexes such that ui = a j exactly for all i in I and j in J and nowhere
else, then
∑
i∈I
ti =
∑
j∈ J
b j,
and the above relation between any such set of integers {a j,b j} j and the set {ui, ti}i is an equivalence relation.
Remark 2.2. The result we obtain above is stronger than what is being conjectured in Problem 1 in the
case where the ﬁeld of coeﬃcients is Q. The support of Γ is only required to contain any two distinct
primes, instead of all primes as required in the hypothesis of Problem 1. Even though the case tΓ = 1
is proved by Nathanson without the restriction on the characteristic of the ﬁelds of coeﬃcients, our
solution for this case does not require the support of Γ to contain 2 as in Theorem 8 and Theorem 9
of [1]. Moreover, our technique can be generalized to all ﬁelds of coeﬃcients of characteristic zero as
well as the case where tΓ is nonintegral. In addition, this theorem also provides the range of possible
variations of the sets of integers {ui, ti}’s and thus gives a characterization of such decompositions.
We denote an equivalent class of {ui, ti}i , with respect to the above equivalence relation, by ‖{ui, ti}i‖.
Before we give an application of Theorem 2.1, we state another theorem which provides a close
relationship between sequences of polynomials satisfying Functional Equation (2) with ﬁelds of coef-
ﬁcients Q and those with ﬁelds of coeﬃcients strictly greater than Q. We postpone its proof since it
is one of the main results of our next papers.
Theorem 2.3. Let Γ = { fn(q) | n ∈ N} be a sequence of polynomials with ﬁeld of coeﬃcients of characteristic
zero and satisfying Functional Equation (2). Suppose that the set of primes P associated to the support of Γ
contains at least two distinct primes. Then there exists a sequence Γ ′ = { f ′n(q) | n ∈ N} of polynomials satis-
fying Functional Equation (2) with ﬁeld of coeﬃcients equal to Q and supp{Γ } = supp{Γ ′} such that fn(q)
divides f ′n(q) in C[q] for all n in supp{Γ }, tΓ ′ − tΓ ∈ N ∪ {0}.
The next corollary is a consequence of both Theorem 2.1 and 2.3 above. It makes it possible to
characterize sequences Γ with tΓ nonintegral by providing a crucial limitation on the possibility
of tΓ being nonintegral.
Corollary 2.4. Let Γ be a sequence of polynomials satisfying Functional Equation (2) with ﬁeld of coeﬃcients
of characteristic zero and support AP where P is a set of primes. Then tΓ is integral if |P | 2 where |P | is the
cardinality of P .
Theorem 2.5.
(a) If the parameter tΓ of a sequence of polynomialsΓ = { fn(q) | n ∈ N}, satisfying Functional Equation (2)
and with ﬁeld of coeﬃcients of characteristic zero, is nonintegral, then the set of primes P associated to the
support AP of Γ contains exactly one prime.
(b) If Γ = { fn(q) | n ∈ N} is a sequence of polynomials satisfying Functional Equation (2), whose ﬁeld of
coeﬃcients is of characteristic zero and tΓ nonintegral, then Γ is completely determined by the polynomial
f p(q) where p is the prime in the support of Γ . In the opposite direction, for each triple ( f (q), p, t) where p
is a prime, f (q) is any monic polynomial with coeﬃcients in the ﬁeld of characteristic zero, nonzero constant
term and of degree td where d is any divisor of p − 1 such that (t, p−1d ) = 1, there exists a unique sequence
of polynomials Γ = { f pn (q) | n ∈ N; f p0(q) = 1, f p1 (q) = f (q)}, with the same ﬁeld of coeﬃcients as f (q),
which satisﬁes Functional Equation (2).
Remark 2.6. Theorem 2.5 gives a complete characterization of all sequences Γ of polynomials with
ﬁelds of coeﬃcients of characteristic zero, satisfying Functional Equation (2) and tΓ nonintegral. As a
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tΓ parameter.
Let Γ = { fn(q) | n ∈ N} be a sequence of polynomials with ﬁeld of coeﬃcients of characteristic zero,
satisfying Functional Equation (2). If there exist ordered pairs of integers {ui, ti}i with i = 1, . . . , s such
that tΓ =∑i=1,...,s uiti and fn(q) satisfy (2.1) for each n in the support of Γ , then we say that Γ is
generated by quantum integers. We say that Γ is weakly generated by quantum integers if fn(q) can
be written as a product of quantum integers for each n in the support of Γ . Note that being generated
by quantum integers implies being weakly generated by quantum integers but not necessarily vice
versa. If Γ is weakly generated by quantum integers but not generated by quantum integers, we say
that Γ is strictly weakly generated by quantum integers. In the same spirit as Theorem 2.1, the next
result shows the extent to which quantum integers serve as generators of sequences of polynomials
satisfying Functional Equation (2) in the case of nonintegral tΓ parameter. By Corollary 2.4, such Γ
must have support of the form {pn | n ∈ N}.
Theorem 2.7. Let Γ = { f pn (q) | p ∈ supp{Γ }, n ∈ N} be a sequence of polynomials with ﬁeld of coeﬃcients
of characteristic zero, satisfying Functional Equation (2) and with tΓ nonintegral. Then Γ cannot be generated
by quantum integers. It is strictly weakly generated by quantum integers if and only if
Γ =
∏
i
(Γi)
ni
where ni is positive integer and Γi is a sequence of polynomials satisfying Functional Equation (2), which is
generated by quantum integers, for each i. Such decomposition of Γ as a product of sequences Γi ’s is unique in
the following sense:
(1) If fn(q) and fm(q) are polynomials in Γi , then roots of fn(q) and fm(q) are primitive roots of unity of the
same order.
(2) If fn(q) and fm(q) are polynomials in Γi and Γ j respectively for i = j, then roots of fn(q) and fm(q) are
primitive roots of unity of distinct orders.
3. Proof of main results
To show that Theorem 2.1 in fact gives a solution to Problem 1, we need to show that the hy-
pothesis fn(0) = 1 for all natural numbers n can be equivalently replaced by the hypothesis fn(q) is
a monic polynomial with fn(0) = 0 each natural number n.
First we need the following reduction result which is similar to Theorem 1.7.
Proposition 3.1. Let Γ = { fn(q) | n ∈ N} be a nonzero sequence of polynomials satisfying Functional Equa-
tion (2) with support AP for some set of primes P . Then there exist a unique completely multiplicative
arithmetic function ψ(n), a rational number t, and a unique sequence Σ = {gn(q)} satisfying (2) with the
same support AP such that
fn(q) = ψ(n)qt(n−1)gn(q)
where gn(q) is a monic polynomial with gn(0) = 0 for all n ∈ AP .
Proof. Let Γ = { fn(q) | n ∈ N} be a nonzero sequence of polynomials satisfying Functional Equa-
tion (2) with support AP for some set of primes P . For each fn(q) in Γ , let ψ(n) be the leading
coeﬃcient of fn(q) and let qαn be the highest power of q dividing fn(q). Deﬁne
gn(q) = fn(q)αn .ψ(n)q
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of gn(q) that
gn(q) = 0 ⇔ fn(q) = 0.
Hence if Γ ′ = {gn(q) | n ∈ N} satisﬁes Functional Equation (2), then Γ ′ has the same support as Γ ,
namely AP . Next, let m and n be any two natural numbers in AP . Then
fmn = fm(q) fn
(
qm
)= fm(q) fn(qm).
Hence
ψ(mn)qαmn gmn(q) = ψ(m)qαm gm(q)ψ(n)
(
qm
)αn gn(qm)
= ψ(n)qαn gn(q)ψ(m)
(
qn
)αm gm(qn),
or equivalently
ψ(mn)qαmn gmn(q) = ψ(m)ψ(n)qαm+mαn gm(q)gn
(
qm
)
= ψ(n)ψ(m)qαn+nαm gn(q)gm
(
qn
)
.
Since gm(q), gn(q) and gmn(q) are monic polynomials with nonzero constant terms, gm(q)gn(qm) and
gn(q)gm(qn) are also monic polynomials with nonzero constant terms. As a result, it can be veriﬁed
that the following must hold:
(1) ψ(mn) = ψ(m)ψ(n).
(2) qαmn = qαm+mαn = qαn+nαm .
(3) gmn(q) = gm(q)gn(qm) = gn(q)gm(qn).
It follows from (2) that
αmn = αm +mαn = αn + nαm.
Hence
αm(n − 1) = αn(m− 1),
or equivalently,
αm
m − 1 =
αn
n − 1 = t.
Therefore
αn = t(n− 1)
for each natural number n and the result follows. 
Let Γ = { fn(q) | n ∈ N} be a sequence of polynomials satisfying Functional Equation (2) such that
its ﬁeld of coeﬃcients is of characteristic zero and fn(0) = 1. By Proposition 3.1, there exist a unique
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{gn(q)} satisfying (2) with the same support as that of Γ such that
fn(q) = ψ(n)qt(n−1)gn(q)
where gn(q) is a monic polynomial with gn(0) = 0 for each n ∈ supp{Γ }. As a result, there exist
ordered pairs of integers {ui, ti}i with i = 1, . . . , s such that tΓ =∑i=1,...,s uiti and
fn(q) =
s∏
i=1
([n]qui )ti
for all n in N if and only if
gn(q) =
s∏
i=1
([n]qui )ti
for all n in the support of Γ . Therefore, the condition fn(0) = 1 for all n inN in Problem 1 is equivalent
to the condition fn(q) is monic with nonzero constant term for all n inN in Theorem 2.1. From now on, we
only consider, unless otherwise stated, sequences of polynomials, which are monic and have nonzero
constant terms, satisfying Functional Equation (2) with ﬁeld coeﬃcients of characteristic zero.
Proposition 3.2. Let Γ be a sequence of polynomials with ﬁeld of coeﬃcients of characteristic zero, satisfying
Functional Equation (2) and whose support consists of at least two distinct primes. Let p be any prime in
supp{Γ }, and let f p(q) be the corresponding polynomial in Γ . Let α be any root of f p(q). Then α is a root of
unity of order divisible by p.
Proof. Let Γ = { fn(q) | n ∈ N} be a sequence of polynomials, with coeﬃcients in a ﬁeld of character-
istic zero, which is a solution to Functional Equation (2). Let p and r be two distinct prime numbers
in supp{Γ } which contain at least two distinct primes by hypothesis. Then by Functional Equation (2)
we have
f pr(q) = f p(q) fr
(
qp
) ()= fr(q) f p(qr).
First let us view every element of Γ as an element of the ring C[q]. Let α be a root of f p(q). Then
α
1
r is a root of f p(qr) for any r-root α
1
r of α. From (), we have two cases:
(1) Either α
1
r is a root of f p(q) or
(2) α
1
r is a root of fr(qp).
If the ﬁrst case occurs, we can repeat this process with α replaced by α
1
r . Otherwise, (2) implies
that α
p
r is a root of fr(q). Again from (), we also have two cases:
(a) Either α
p
r is a root of f p(q) or
(b) α
p
r is a root of fr(qp).
As before, if case (a) occurs, we repeat the process with α replaced by α
p
r as a root of f p(q). If
case (b) occurs, then α
p2
r would be a root of fr(q) and we can use the process again as in case (2)
above with α
p2
r replacing α
p
r .
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h
rg with h, g integers such
that α
ph
rg is either a root of f p(q) or fr(q). Since these polynomials have only a ﬁnite number of roots,
the outcomes of the process must eventually repeat. Thus there must exist integers h, g,h′, g′ such
that
α
ph
rg = α
ph
′
rg
′
or equivalently,
α
ph
rg
− ph
′
rg
′ = 1.
Hence α is a root of unity as desired.
To prove that p divides the order, as a root of unity, of any root α of f p(q), we make a comparison
of the roots of the polynomials on both sides of the equality () above. Let us view the ﬁeld of
coeﬃcients of Γ as a subﬁeld of C via ι. Then the polynomials on both sides of () can be split into
linear factors. Since all roots of f p(q) and fr(q) are roots of unity, we can write
f p(q) =
∏
mx>mx+1
fmx(q)
and
fr(q) =
∏
ny>ny+1
fny (q)
where roots of fmx (q) (resp. fny (q)) are all the roots of f p(q) and fr(q) which are roots of unity of
order mx (resp. ny). If α is a root of fr(q), then α is a root of fnl (q) for some nl . Since α can be
viewed as in C, it can be written as α = e 2π isnl where 0 s < nl and (s,nl) = 1. Thus the set A of all
p-roots of α can be written as
A = {e 2π i(s+knl)nl p ∣∣ 0 k < p}.
It can be veriﬁed that if p divides nl , then each element of A is a root of unity of order nl p. Otherwise
there is exactly one element of A which is root of unity of order nl but the other p − 1 elements
of A are roots of unity of order nl p. Note that every element of A is a root of fnl (qp). Therefore, if
fnl (q
p) possesses at least one root which is a root of unity of order nl , then it possesses exactly as
many roots which are roots of unity of order nl as the degree of fnl (q).
Deﬁnition 3.3. Let fmx (q) (resp. fny (q)) be a factor of f p(q) (resp. fr(q)). Let Smx (resp. S
p
ny ) be the
set of roots of fmx (q) (resp. fny (q)). The set of all r-roots (resp. p-roots) of every element of Smx
(resp. Sny ) is partitioned into two subsets denoted by H(r)mx and L(r)mx (resp. H(p)ny and L(p)ny ) where each
element of H(r)mx (resp. H(p)ny ) is a root of unity of order mxr (resp. ny p) and each element of L(r)mx
(resp. L(p)ny ) is a root of unity of order mx (resp. ny). Elements of H(r)mx and L(r)mx are called the high
r-roots and low r-roots of Smx (resp. elements of H(p)ny and L(p)ny are called high and low p-roots
of Sny ).
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either L(r)mx or L(p)ny is nonempty. We also refer to an element of H(r)mx (resp. H(p)ny ) as a high root
of fmx (q
r) (resp. a high root of fny (q
p)).
Now let us write Functional Equation (1) in an expanded form as follows:
fm1(q) fn1
(
qp
)
fn1(q) fm1
(
qr
)
· · · · · ·
fmk (q) fnl
(
qp
)
fnl (q) fmk
(
qr
)
· · · · · ·
f p(q) fr
(
qp
) (1)= fr(q) f p(qr)
where f p(q) fr(qp) and fr(q) f p(qr) are equal to the product of polynomials in the column above it.
If m = max{m1,n1p}, then m is greater than mx and ny p for all x and y since mx > mx+1 and
ny > ny+1 for all x, y by assumption. Similarly, if m′ = max{n1,m1r}, then m′ is greater than ny
and mxp for all x and y. Therefore, there exists a root π of f p(q) fr(qp) which is a root of unity of
order m. On the other hand, there also exists a root π ′ of fr(q) f p(qr) of order m′ . Since π and π ′
are roots of f p(q) fr(qp) and fr(q) f p(qr) respectively of maximum order as roots of unity, we have
m =m′ = n1p =m1r. Therefore, p divides m1. Now suppose that p divides mx for all x < k for some
positive integer k. We may assume that fmk (x) divides f p(q) since there is nothing to prove otherwise.
Let α be a high root of fmk (q
r). Then its order is mkr. There are three cases:
(1) α is a root of ml(q) for some l < k. If this is the case then p divides mkr = ml by assumption.
Thus p divides mk .
(2) If α is a high root of fnl (q
p) for some nl , then p divides nl p =mk .
(3) If α is a low root of fnl (q
p) for some nl , then it is a root of unity of order nl and thus nl =
mkr. Suppose that (1) and (2) do not occur. From our analysis immediately above Deﬁnition 3.2,
there must then exist a root β of fnl (q) which is either a root of fmr (q) for some r < k or a
hight root of fns (q
p) for some ns < nl . Then p divides mr = nsp =mkr by assumption. Therefore,
p divides mk .
As a result, if α is a root of f p(q), then it is a root of unity of order divisible by p. Thus the proof
of the proposition is complete. 
Proposition 3.5. Let Γ be a sequence of polynomials satisfying Functional Equation (2) with Q as its ﬁeld of
coeﬃcients. Let fn(q) be any nonzero polynomial in Γ . Then there exists a collection of ﬁnitely many integers
{a j,b j} j such that:
fn(q) =
∏
j
([n]qa j )b j .
Proof. Let f p(q) be a polynomial in Γ for some prime p in supp{Γ }. From the discussion in previous
sections, it is suﬃcient that we prove this proposition for an arbitrary prime in the support of Γ ;
and for this it is again suﬃcient if we prove the proposition for any irreducible factor of f p(q) and
then take their product. Let α be any root of f p(q). Then by Proposition 4.3, α is a nontrivial root
of unity. Let g be the order of α, i.e. g is the smallest positive integer such that αg = 1. Thus by
Proposition 3.3, p divides g . Let mα,Q(q) be the minimal polynomial of α over Q. Then mα,Q(q) is
a monic irreducible polynomial over Q such that mα,Q(α) = 0 and mα,Q(q) divides f p(q). Therefore,
mα,Q(q) must be the cyclotomic polynomial of order g . It suﬃces for us to prove that mα,Q(q) can
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∏
i([p]qxi )yi for some collection of integers {xi, yi}i . We prove this by induction on the
number of prime factors, with multiplicity, of g where g is divisible by p.
Since mα,Q(q) divides qg − 1 which can be factored as
qg − 1= (q − 1)(qg−1 + · · · + q + 1),
mα,Q(q) must divide (qg−1 + · · · + q + 1) since 1 is not a root of f p(q). Let g =∏si=1 plii be the
prime factorization of g which is indexed in such a way that p = ps . Let us consider the following
factorization of qg−1 + · · · + q + 1:
l1−1∏
i=0
((
qp
i
1
)p1−1 + · · · + (qpi1)+ 1) l2−1∏
i=0
((
qp1
l1 pi2
)p2−1 + · · · + (qp1l1 pi2)+ 1)
· · ·
ls−1∏
i=0
((
q
∏s−1
j=1 p
l j
j p
i
s
)ps−1 + · · · + (q∏s−1j=1 pl jj pis)+ 1).
Then mα(q) must divide ((q
∏s−1
j=1 p
l j
j p
ls−1
s )ps−1+· · ·+ (q
∏s−1
j=1 p
l j
j qp
ls−1
s )+1), the last factor which we refer
to from now on as the rightmost factor in such factorizations, but no other factors to the left of it
since mα,Q(q) is irreducible and g is the smallest positive integer such that α is a root of qg − 1= 0.
Our goal now is to extract mα,Q(q) out of this last factor.
Remark 3.6. Every factor in the above factorization as well as every factor in all the similar factoriza-
tions of r =∏i plii , obtained by permutations of the indexes i’s, is of the form [m]qn for some integers
n and m.
Let us consider all roots of ((q
∏s−1
j=1 p
l j
j p
ls−1
s )ps−1 + · · · + (q
∏s−1
j=1 p
l j
j p
ls−1
s ) + 1). They are all the g =∏s
i=1 q
li
i -roots of unity which are not (
∏s−1
j=1 p
l j
j )p
ls−1
s -roots of unity since:
qg − 1
q(
∏s−1
j=1 p
l j
j )p
ls−1
s − 1
= ((q∏s−1j=1 pl jj pls−1s )ps−1 + · · · + (q∏s−1j=1 pl jj pls−1s )+ 1).
Let us deﬁne the following collection of products:
A =
{(∏
j∈ J
p
d j
j
)
plss
∣∣∣ J ⊆ {1, . . . , s − 1}; 0 d j  l j; ∑
j∈ J
d j <
(
s−1∑
j=1
l j
)
− 1
}
.
Then A has the property that p = ps divides each element of A.
For each a ∈ A, let Pa(q) be the cyclotomic polynomial with coeﬃcients in Q of order a, i.e., the
irreducible monic polynomial over Q whose roots are all primitive roots of unity of order a.
Lemma 3.7. All cyclotomic polynomials over Q of order at least 2 are generated by expressions of the form
[m]qn for some integers n and m.
Proof. We prove this by induction on the number of prime factors, with multiplicity, of a, the order
of the corresponding cyclotomic polynomial Pa(q):
(1) Suppose a = p, i.e. it is a product of only one prime factor. Then Pa(q) = qp−1 + · · · + q + 1 =
[p]q is the cyclotomic polynomial of order p by Eisenstein criterion.
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necessarily distinct. Let us consider the collection of cyclotomic polynomials {Pa/d(q)} where d is a
divisor of a different from 1 and d, i.e., a nontrivial divisor of a. Thus the number of prime factors of ad
is strictly smaller than k for all such d. By induction, these cyclotomic polynomials are generated by
the expressions of the form [m]qn where n and m are integers. Moreover, the cyclotomic polynomials
{Pa/d(q)} are mutually relatively prime in C[q] and they all divide the polynomial P (q) = qa−1 + · · ·+
q + 1= [a]q . Since Pa(q) can be written as
Pa(q) = P (q)∏
d Pa/d(q)
where d runs over all nontrivial divisors of a, Pa(q) is expressed as a product of expressions of the
form [m]qn where n and m are integers as required. 
Lemma 3.8. Let a be in A. Let Pa(q) be the corresponding cyclotomic polynomial. Then mα,Q(q) does not
divide Pa(q) for any a ∈ A.
Proof. By construction, every root of mα,Q(q) is a root of unity of order g . On the other hand, every
root of Pa(q) is a root of unity of order a, which is strictly less than g by construction since we require
that
∑
j∈ J d j < (
∑s
j=1 l j) − 1 in the deﬁnition of A, for each a ∈ A. Thus the result follows. 
As a result of Lemma 3.7 and Lemma 3.8, mα(q) must divide
((q
∏s−1
j=1 p
l j
j p
ls−1
s )ps−1 + · · · + (q
∏s−1
j=1 p
l j
j p
ls−1
s ) + 1)∏
a∈A Pa(q)
.
Lemma 3.9.
((q
∏s−1
j=1 p
l j
j p
ls−1
s )ps−1 + · · · + (q
∏s−1
j=1 p
l j
j p
ls−1
s ) + 1)∏
a∈A Pa(q)
is the cyclotomic polynomial of order g over Q and thus is irreducible.
Proof. The numerator of the rational function above is a monic polynomial whose roots are all∏s
i=1 p
li
i = g-roots of unity which are not (
∏s−1
i=1 p
li
i )p
ls−1
s -roots of unity. On the other hand, roots
of
∏
a∈A Pa(q) are all roots of unity of order properly dividing g but not dividing
(
∏s−1
i=1 p
li
i )p
ls−1
s since p
ls
s divides a but does not divide (
∏s−1
i=1 p
li
i )p
ls−1
s . Therefore, roots of
((q
∏s−1
j=1 p
l j
j p
ls−1
s )ps−1+···+(q
∏s−1
j=1 p
l j
j p
ls−1
s )+1)∏
a∈A Pa(q)
are all primitive g roots of unity. It is also a monic polyno-
mial. As a result, ((q
∏s−1
j=1 p
l j
j p
ls−1
s )ps−1+···+(q
∏s−1
j=1 p
l j
j p
ls−1
s )+1)∏
a∈A Pa(q)
must be the cyclotomic polynomial of order g
with coeﬃcients in Q and hence irreducible over Q. 
Therefore we have
mα(q) = ((q
∏s−1
j=1 p
l j
j p
ls−1
s )ps−1 + · · · + (q
∏s−1
j=1 p
l j
j p
ls−1
s ) + 1)∏
P (q)
.a∈A a
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[ps]
q
(
∏s−1
j=1 p
l j
j p
ls−1
s )
= [p]
q
(
∏s−1
j=1 p
l j
j p
ls−1
s )
.
By Lemma 3.6 and induction hypothesis, each factor Pa(q) in the denominator can also be written
in the form
∏
i([ps]qγzi,a )wi,a =
∏
i([p]qγzi,a )wi,a for some integers zi,a and wi,a since ps divides a for
each a in Ag by construction and the number of prime factors of a is strictly less than g . Therefore,
mα,Q(q) can be written as
mα,Q(q) =
∏
i
([p]qxi )yi
for integers xi and yi . Finally, by taking the product of all the irreducible factors of f p(q), we arrive
at our desired conclusion. 
Let us return to the proof of Theorem 2.1, which we divide into two parts:
Part 1. The ﬁeld of coeﬃcients of Γ is Q.
To prove Theorem 2.1 for this case, all that is left to be shown at this point are the following
statements:
(1) There exists a collection {ai,bi}i=1,...,g such that tΓ =∑gi=1 aibi and
fn(q) =
g∏
i=1
([n]qai )bi
for all n ∈ supp{Γ }.
(2) The uniqueness of the decomposition in the sense described in the statement of Theorem 2.1.
For the convenience of our argument, we prove (2) before we prove (1). Suppose that there exist
two distinct sets of integers {ai,bi}i and {c j,d j} j such that:
• tΓ =∑i aibi =∑ j c jd j .
• fn(q) =∏i([n]qai )bi =∏ j([n]qc j )d j for all n is supp{Γ }.
If there exists one index k such that ak > max j{c j}. Then ∏i([n]qai )bi possesses at least one nak-
primitive-root of unity while
∏
j([n]qc j )d j does not since the order of the roots of unity, which are
solutions of
∏
j([n]qc j )d j , are at most n(max j{c j}). Thus we get a contradiction. The situation is exactly
the same if there exists an index l such that cl > maxi{ai}. Therefore if ak := maxi{ai}, then ak = cl =
max j{c j}. Let us deﬁne M := {[n]qai | ai = ak} and N := {[n]qc j | c j = cl} with multiplicity.
Lemma 3.10. Let | · | denote the cardinality function. Then |M| = |N|.
Proof. Suppose |M| < |N|. Then we divide all the factors ([n]qai )bi with ai ∈ M from both sides of
∏
i
([n]qai )bi ()= ∏
j
([n]qc j )d j .
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side (RHS). Consequently, the RHS possesses at least one primitive ncl-roots of unity while the LHS
does not. It is thus a contradiction. As a result, we have
∑
i,ai∈M
bi = |M| = |N| =
∑
j,c j∈N
d j .
The whole process can be repeated after we divide both sides of () by the product
∏
ai∈M
([n]qai )bi .
Therefore the result follows. 
From above, the statement concerning the equivalence relation in Theorem 2.1 follows immedi-
ately. Moreover, it also follows that if fn(q) is generated in the above fashion with respect to the set
of integers {ui, ti}i , then it is also generated in such manner with any collection of integers in the
equivalent class ‖{ui, ti}i‖ of {ui, ti}i .
To prove (1), let us suppose the contrary. By Proposition 3.5, there exist integers m < n and a
set T = {{ai,bi}i | f j(q) =∏i([ j]qai )bi ∀ j m, tΓ =∑i aibi} = ∅ and that fn(q) =∏i([n]qai )bi for all{ai,bi}i ∈ T . Also by Proposition 3.5, there exists a collection of integers {c j,d j} j with tΓ =∑ j c jd j
such that fn(q) =∑ j([n]qc j )d j . By our assumption, {c j,d j} j is different from any {ai,bi}i ∈ T .
By Functional Equation (1) we have fm(q) fn(qm) = fn(q) fm(qn) and thus
∏
i
([m]qai )bi
{∏
j
([n](qm)c j )d j
}
(∗)=
∏
j
([n]qc j )d j
{∏
i
([m](qn)ai )bi
}
for some collection of tuples {ai,bi}i ∈ T . It can be veriﬁed that the highest order of the primitive
roots of unity which are roots of the LHS and RHS come from the factors inside the brackets {·}. The
order of the roots of unity of highest order on the LHS is nm(max j{c j}) while the order of the roots
of unity of highest order on the RHS is nm(maxi{ai}). Using the same method as in the proof of (2)
and Proposition 3.1, we can deduce that v :=max j{c j} =maxi{ai} as well as
A :=
∑
{ j|c j=v}
d j =
∑
{i|ai=v}
bi .
A direct replication of the method of the proof of Lemma 3.10 above in which we divide both sides
of (∗) by the factor ∏a j=v([n]qa j )b j =∏ci=v ([n]qci )di does not work here. This is because we cannot
repeat this process as in the proof of (2) due to the complications that stem from the occurrence of
the other factors. Nonetheless, we can circumvent this problem in the following manner: From before,
we know that roots of [n](qm)v are all nmv-roots of unity that are not mv-roots of unity while roots
of [m]qv are all mv-roots of unity that are not v-roots of unity. Thus roots of [m]qv [n](qm)v are all
nmv-roots of unity that are not v-roots of unity. Similarly, roots of [n]qv [m](qn)v are also all nmv-
roots of unity that are not v-roots of unity. Since both polynomials [m]qv [n](qm)v and [n]qv [m](qn)v are
monic,
[m]qv [n](qm)v = q
mnv − 1
qv − 1 = [n]qv [m](qn)v .
As v = max j{c j} = maxi{ai}, it can be veriﬁed from above that A is the number of times the factor
[m]qv [n](qm)v occurs on the LHS as well as the number of times the factor [n]qv [m](qn)v appears on the
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until both sides of (∗) become trivial.
Therefore, {c j,d j} j belongs to the equivalent class ‖{ai,bi}i‖ of {ai,bi}i . As a consequence of the
proof of (2), fn(q) can be generated in this fashion with respect to {ai,bi}i , which contradicts to our
assumption. Therefore the result follows and the proof of Part 1 is complete.
Part 2. The ﬁeld of coeﬃcients of Γ strictly contains Q as its prime subﬁeld.
For this part, our main goal is to prove that there is no sequence of polynomials Γ with ﬁeld of
coeﬃcients strictly contains Q satisfying the full hypothesis of Theorem 2.1, namely satisfying Func-
tional Equation (2) and the condition deg fn(q) = tΓ (n − 1) for all n in N where tΓ  1 is a positive
number, then the same conclusion as in Part 1 holds. The above hypothesis means that the set of
primes P associated to the support of Γ must contain all primes and fn(q) is nonconstant for all
n ∈ N. As a result, if Γ is a sequence of polynomials with ﬁeld of coeﬃcients of characteristic zero
satisfying Functional Equation (2) and the condition deg fn(q) = tΓ (n−1) for all n in N, then the ﬁeld
of coeﬃcients of Γ must be Q. Therefore, it belongs to the case of Part 1 and thus the solution of
Problem 1 follows for the case of characteristic zero ﬁeld of coeﬃcients.
In this paper as well as in our next paper in this series, we will show that if the support of Γ does
not strictly satisfy the above condition, then there exist sequences of polynomials Γ with coeﬃcients
not properly contained in Q, which mean the main conclusion of Theorem 2.1 fails, i.e. at least one
polynomial in this sequence cannot be written in the form
∏
i([n]ai )bi . Furthermore, we will establish
and prove a relationship between sequences Γ with ﬁeld of coeﬃcients equal to Q and those with
ﬁelds of coeﬃcients strictly containing Q in our next paper. This allows us to classify all sequences of
polynomials satisfying Functional Equation (2) whose ﬁelds of coeﬃcients are of characteristic 0.
The essential feature that distinguishes this part from Part 1 is that, in K [q] where K is any ﬁeld
strictly containing Q, we do not automatically have the irreducibility of the cyclotomic polynomials.
This poses the following diﬃculty: Let α be a root of f p(q) of order, say r =∏si=1 plii , and mα(q) be
its minimal polynomial over K . Then as before mα(q) must divide
((q
∏s−1
j=1 p
l j
j p
ls−1
s )ps−1 + · · · + (q
∏s−1
j=1 p
l j
j p
ls−1
s ) + 1)∏
a∈A Pa(q)
. (3.1)
However mα(q) is not necessarily equal to the latter product in this case. As we have seen in Part 1,
the irreducibility of the cyclotomic polynomials in Q[q] coupled with the condition deg( f p(q)) =
tΓ (p − 1) for at least two primes is suﬃcient to ensure an aﬃrmative answer to Problem 1. As we
will see later, the full assumption that deg( fn(q)) = tΓ (n− 1) for all n ∈ N (which is equivalent to the
condition that P , the set of primes associated with the support of Γ , contains all prime numbers) is
necessary for an aﬃrmative answer to Problem 1.
In short, our main objective in this part is to establish the following statements:
(a) There exists a counter-example to Theorem 2.1 if the hypothesis deg( fn(q)) = tΓ (n − 1) for all n ∈ N is
not satisﬁed.
(b) If we assume the full hypothesis of Theorem 2.1, in particular the condition deg( fn(q)) = tΓ (n− 1) for all
n ∈ N, then Theorem 2.1 holds for this case.
Proposition 3.11 (Key Proposition 1). Let p and r be two distinct prime numbers, Pu,p(q) and Pu,r(q) be the
cyclotomic polynomials in Q[q] of order pu and ru respectively for some positive integer u  1. Let p∗ and r∗
be the primitive residue classes modulo u corresponding to p and r respectively. Then there exist polynomials
P ′u,p(q) = 1 and P ′u,r(q) = 1 satisfying Functional Equation (1) and properly dividing, in the ringC[q], Pu,p(q)
and Pu,r(q) respectively if and only if u > 2 and there exists a nonempty proper subset A of (Z/uZ)∗ such
that
pA = A
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rA = A.
In particular, P ′u,p(q) and P ′u,r(q) exist if u > 2 and
p ≡ 1≡ r (mod u).
Proof. If u = 1, then Pu,p(q) and Pu,r(q) are of the form [p]q and [r]q respectively. When these
polynomials are viewed in C[q], their roots are primitive p and r roots of unity which can be written
as two collections {e 2π isp | s = 1, . . . , p−1} and {e 2π itp | t = 1, . . . , r−1} respectively. Suppose that there
exist polynomials P ′u,p(q) and P ′u,r(q) satisfying Functional Equation (1) and dividing, in the ring C[q],
Pu,p(q) and Pu,r(q).
Lemma 3.12. Let P ′u,p(q) and P ′u,r(q) be as above. Then P ′u,p(q) properly divides Pu,p(q) if and only if
P ′u,r(q) properly divides Pu,r(q). Consequently P ′u,p(q) is in Q[q] if and only if P ′u,r(q) is in Q[q]. In particular,
P ′1,p(q) = [p]q if and only if P ′1,r(q) = [r]q.
Proof. Let us suppose the contrary, say P ′u,p(q) properly divides Pu,p(q) but P ′u,r(q) is Pu,r(q). Then
there exists a primitive up-root of unity α′ , hence a root of Pu,p(q), which is not a root of P ′u,p(q).
Since P ′u,p(q) and P ′u,r(q) = Pu,r(q) satisfy Functional Equation (1), we obtain
P ′u,p(q)Pu,r
(
qp
)= Pu,r(q)P ′u,p(qr).
The LHS contains all primitive upr-roots of unity, namely roots (not all) of Pu,r(qp). On the other
hand, it can be veriﬁed that there exists at least one r-root of α′ , say α′′ , which is a primitive upr-
root of unity. Then α′′ is not a root of the RHS since otherwise α′ would be a root of P ′u,p(q). This is
a contradiction. Moreover, the coeﬃcients of P ′u,p(q) are not properly contained in Q since Pu,p(q) is
irreducible in Q[q]. Thus the result follows. 
Suppose that there exist polynomials P ′1,p(q) and P ′1,r(q) satisfying the conclusion of Key Proposi-
tion 1. Let us consider Functional Equation (1) with respect to P ′1,p(q) and P ′1,r(q):
P ′1,p(q)P ′1,r
(
qp
)= P ′1,r(q)P ′1,p(qr). (3.2)
Let α be a root of P1,p(q) which is not a root of P ′1,p(q). Then it is a primitive p-root of unity and
thus can be written as α = e 2π igp for some integers 1 g  p−1. On the LHS of (3.2), roots of P ′1,r(qp)
are all p-roots of each root of P ′1,r(q). Thus if μ = e
2π il
r is a root of P ′1,r(q) for some 1  l  r − 1,
then every element of the set Sμ = {e
2π i(l+sr)
rp | 0 s p−1} is a root of P1,r(qp). On the RHS of (3.2),
roots of P ′1,p(qr) are all r-roots of each root of P ′1,p(q). Since α = e
2π ig
p is not a root of P ′1,p(q),
none of the elements of the set Sα = {e
2π i(g+tp)
pr | 0  t  r − 1} is a root of P ′1,p(qr). Moreover, as
g + tp is congruent to g modulo p, none of the elements of Sα is an r-root of unity, and thus Sα
contains none of the roots of P ′1,r(q). As r and p are two distinct primes, all the elements of the
collection T := {sr | s = 0, . . . , p − 1} are distinct modulo p, and hence we may rewrite this collection
as T = {0, . . . , p − 1}. Thus there exists one element, say z, in T such that l + z ≡ g (mod p). Let kr
be the element of T corresponding to z. Then e 2π i(l+kr)rp ∈ Sα ∩ Sμ . Therefore, e
2π i(l+kr)
rp is not a root of
the RHS of (3.2) but is a root of the LHS of (3.2) which is a contradiction. Therefore, the polynomials
P ′1,p(q) and P ′1,r(q) satisfying the required conditions of Key Proposition 1 do not exist in this case.
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tional Equation (1). Suppose there exist polynomials P ′u,p(q) and P ′u,r(q) satisfying the hypothesis
of Key Proposition 1. The set of roots of P ′u,r(q) is then a proper subset A′r of the set of roots Ar
of Pu,r(q), namely {e 2π icru | 1 c  ru−1, (c, ru) = 1}, and thus the set of roots of P ′u,r(qp) is a proper
subset A′rp of the set Arp = {e
2π i(c+s(ru))
(ru)p | 1  c  ru − 1, (c, ru) = 1, s = 0, . . . , p − 1}, the set of all
roots of Pu,r(qp). Similarly, the set of roots of P ′u,p(q) is a proper subset B ′p of the set of roots Bp
of Pu,p(q) which is {e
2π id
pu | 1 d  pu − 1, (d, pu) = 1}, and the set of roots of P ′u,p(qr) is a subset
B ′pr of the set Bpr = {e
2π i(d+t(pu))
(pu)r | 1 d  pu − 1, (d, pu) = 1, t = 0, . . . , r − 1}. Now notice that if p
(respectively r) divide u, then (c, ru) = 1 if and only if (c + s(ru), rup) = 1 for 0  s  p − 1 (resp.
(ds, pu) = 1 if and only if (d + t(pu), pur) = 1 for 0  t  r − 1). Therefore if p (resp. r) divides u,
any p-root of a primitive ru-root of unity is a primitive rup-root of unity (respectively any r-root of
a primitive pu-root of unity is a primitive pur-root of unity). On the other hand, if p (respectively r)
does not divide u, then s(ru) is distinct modulo p for each s = 0, . . . , p − 1 (resp. t(pu) is distinct
modulo r for each t in {0, . . . , r − 1}). Therefore, for each c such that 1  c  ru − 1 and (c, ru) = 1
(resp. for each d such that 1 d pu − 1 and (d, pa) = 1), there exists a unique 0 sc  p − 1 (resp.
a unique 0 td  r−1) such that p divides c+ sc(ra) (resp. r divides d+ td(pa)). Thus e
2π i(c+sc (ru))
(ru)p and
e
2π i(d+td(pu))
(pu)r are primitive ru and pu-roots of unity respectively. If c1 and c2 are two integers which
are distinct modulo ru such that 1  c1, c2  ru − 1 and (c1, ru) = 1 as well as (c2, ru) = 1, then
c1 + sc1 (ru) = c2 + sc2 (ru) modulo ru and thus e
2π i(c1+sc1 (ru))
(ru)p = e
2π i(c2+sc2 (ru))
(ru)p . Similarly if d1 and d2 are
two integers which are distinct modulo pu such that 1 d1,d2  pu − 1 and (d1, pu) = 1 as well as
(d2, pu) = 1, then d1 + td1 (pu) = d2 + td2(pu) modulo pu and thus e
2π i(d1+td1 (pu))
(pu)r = e
2π i(d2+td2 (pu))
(pu)r .
All of the above information can be summarized as follows:
P ′u,p
(
qr
)=
{
Q ′u,p(q)P ′ur,p(q) if r does not divide u,
P ′ur,p(q) otherwise,
P ′u,r
(
qp
)=
{
Q ′u,r(q)P ′up,r(q) if p does not divide u,
P ′up,r(q) otherwise,
where
• P ′ur,p(q) is the polynomial whose roots are all distinct primitive urp-roots of unity such that when
raised to r power each of them is a root of P ′u,p(q).
• P ′up,r(q) is the polynomial whose roots are all distinct primitive urp-roots of unity such that when
raised to p power each of them is a root of P ′u,r(q).• Q ′u,p(q) is some polynomial of degree equal to that of P ′u,p(q) such that all of its roots are distinct
primitive up-roots of unity.
• Q ′u,r(q) is some polynomial of degree equal to that of P ′u,r(q) such that all of its roots are distinct
primitive ur-roots of unity.
From our assumption that P ′u,p and P ′u,r(q) satisfy Functional Equation (1), we have
P ′u,p(q)P ′u,r
(
qp
)= P ′u,r(q)P ′u,p(qr)
which is then equivalent to
P ′u,p(q)P ′up,r(q) = P ′u,r(q)Q ′u,p(q)P ′ur,p(q)
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P ′u,p(q)Q ′u,r(q)P ′up,r(q) = P ′u,r(q)P ′ur,p(q)
if p divides u but r does not; and is equivalent to
P ′u,p(q)P ′up,r(q) = P ′u,r(q)P ′ur,p(q)
if pr divides u. For the last three equations to be true, it is necessary for P ′up,r(q) to be equal to
P ′ur,p(q) since they are the only factors on each side of these equations whose roots are primitive
upr-roots of unity. However, when this is true, the equalities in each of these equations do not hold.
That contradicts our assumption. Therefore the desired polynomials do not exist in these cases.
If pr does not divide u, then Functional Equation (1) of P ′u,p(q) and P ′u,r(q) must have the form
P ′u,p(q)Q ′u,r(q)P ′up,r(q) = P ′u,r(q)Q ′u,p(q)P ′ur,p(q)
where the equality can only hold if P ′up,r(q) = P ′ur,p(q), P ′u,p(q) = Q ′u,p(q), and P ′u,r(q) = Q ′u,r(q).
Let u = ∏ j ph jj be the prime factorization of u. As P ′u,p(q) properly divides Pu,p(q), there ex-
ists at least one root α which is a root of the latter but not the former. If we write α = e 2π idup
for some integer d in {1, . . . ,up − 1} with (d,up) = 1, then none of the elements of the collection
P = {e 2π i(d+t(up))(up)r | t = 0, . . . , r − 1}, the set of all r-roots of α, is a root of P ′u,p(qr). By the Chi-
nese Remainder Theorem (CRT), d is uniquely determined by a tuple of integers (dp, {dp j } j) where
dp ∈ {1, . . . , p − 1} and dp j ∈ (Z/(p j)h jZ)∗ for each p j dividing u.
Remark 3.13. From now on, whenever necessary and appropriate we identify a root of unity, say
e2π iw/(
∏
j p
h j
j ) , which is uniquely determined by [w], the residue class of w modulo
∏
j p
h j
j , with
[w] or, if appropriate, with the tuple of integers (wp j ) j via the Chinese Remainder Theorem where
wp j denotes the residue class of w modulo p
h j
j .
Lemma 3.14. All the roots of Pu,p(q) of the form e
2π iw
up where w is equivalent, via CRT, to the tuple of the
form (wp, {wp j } j) with wp in {1, . . . , p − 1} different from dp and wp j = dp j for all j must Not be roots
of P ′u,p(q). In other words, for each primitive residue class d modulo u represented by a tuple (dp j ) j , all the
roots of Pu,p(q) of the form e
2π iw
up with w
(CRT)←→ wp × (dp j ) j and wp ∈ {1, . . . , p − 1} are either all roots
of Pu,p(q) or none is.
Proof. Let us suppose the contrary. Let e
2π iw
up be one such root which is a root of P ′u,p(q). As e
2π iw
up
is determined uniquely by w , we represent this root by w . Then e
2π i(w+t(up))
(up)r is a root of P ′u,p(qr) for
0 t  r − 1. For Functional Equation (1) to hold, e 2π i(w+t(up))(up)r must also be a root of P ′u,r(qp) for 0
t  r−1 such that (w+t(up),upr) = 1. Now roots of P ′u,r(q) are of the form e
2π ic
ur for integers 1 c 
ur − 1 with (c,ur) = 1 and thus all the roots of P ′u,r(qp) must be the collection R = {e
2π i(c+s(ur))
(ur)p | s =
0, . . . , p−1, 1 c  ur−1, (c,ur) = 1} where e 2π icur is a root of P ′u,r(q). Thus there exist some integer
c1 with 1 c1  ur − 1, (c1,ur) = 1 and s1 ∈ {0, . . . , p − 1} such that e
2π i(w+t1(up))
(up)r = e
2π i(c1+s1(ur))
(ur)p ∈ R
for some integer t1 in {0, . . . , r − 1} with (w + t1(up),upr) = 1. Thus c1 ≡ w ≡ d (mod u). Therefore,
each element of the collection {e
2π i(c1+s(ur))
(ur)p | s = 0, . . . , p − 1} is a root of P ′u,r(qp). Now as (ur, p) = 1,
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a unique integer s2 such that c1 + s2(ur) ≡ d(modulo p) and is thus congruent to d modulo up as
c1 ≡ d (mod u) and (u, p) = 1. Similarly, as t varies between 0 and r − 1, there exists an integer, say
t1, such that d + t1(up) is congruent to c1 + s2(ur) modulo r. Therefore, d + t1(up) is congruent to
c1 + s2(ur) modulo r, p, u and thus e
2π i(c1+s2(ur))
(ur)p must be in P . This is a contradiction and the lemma
is proved. 
Lemma 3.15. Let P ′u,p(q) and P ′u,r(q) be as in the statement of Key Proposition 1. Then P ′up,r(q) = P ′ur,p(q),
P ′u,p(q) = Q ′u,p(q), and P ′u,r(q) = Q ′u,r(q) hold if and only if the following statements hold:
(1) The collection of all roots of P ′u,p(q) and P ′u,r(q) are represented by
{
(κp, νp)
∣∣ κp ∈ A, νp ∈ (Z/pZ)∗}
and
{
(κr, νr)
∣∣ κr ∈ A, νr ∈ (Z/rZ)∗}
respectively where A is any proper subset of (Z/uZ)∗ .
(2) pA = A and rA = A.
In particular, (1) and (2) are satisﬁed if u > 2 and the residues classes p∗ and r∗ are both congruent to 1mod-
ulo u.
Proof. Let c be an integer such that 1  c  ru − 1 and (c, ru) = 1. Suppose that e 2π icru is a root
of P ′u,r(q). Then e
2π i(c+sc (ru))
(ru)p , where 0  sc  p − 1 is deﬁned as above, is a root of P ′u,r(qp). Let c′
denote the integer c+sc(ru)p . Then c
′ ≡ p−1c modulo ru, or equivalently, pc′ ≡ c modulo ru. Then
the root of Q ′u,r(q) represented by [ c+sc(ru)p ] is a translation by p−1 of a root of P ′u,r(q) repre-
sented by [c] in the group (Z/ruZ)∗ ∼= (Z/uZ)∗ × (Z/rZ)∗ . Therefore, every root of Q ′u,r(q), viewed
as an element of the group (Z/ruZ)∗ , is a translation of a root P ′u,r(q) viewed as an element in
the group (Z/ruZ)∗ by p−1. Similarly, every root of Q ′u,p(q), viewed as an element of the group
(Z/puZ)∗ ∼= (Z/uZ)∗ × (Z/pZ)∗ , is a translation of a root P ′u,p(q) viewed as an element in the
group (Z/puZ)∗ by r−1. By Lemma 3.14, the collection of roots of P ′u,p(q) and P ′u,r(q) can be
represented by {(κp, νp) | κp ∈ Ap, νp ∈ (Z/pZ)∗} and {(κr, νr) | κr ∈ Ar, νr ∈ (Z/rZ)∗} respec-
tively where Ap and Ar are two proper subsets of (Z/uZ)∗ . As a result, roots of P ′up,r(q) and
P ′ur,p(q) can be represented by the collections {(κr, νr, νp) | κr ∈ Ar, νr ∈ (Z/rZ)∗, νp ∈ (Z/pZ)∗} and
{(κp, νp, νr) | κp ∈ Ap, νp ∈ (Z/pZ)∗, νr ∈ (Z/rZ)∗} respectively. This means that P ′up,r(q) = P ′ur,p(q)
if and only if Ar = Ap . Let A denote both Ap and Ar . Now (Z/uZ)∗ has at least one nonempty proper
subgroup if and only if u > 2. Since p does not divide ur and r does not divide up by assumption,
(p,ur) = (r,up) = 1. Therefore, P ′u,p(q) = Q ′u,p(q), and P ′u,r(q) = Q ′u,r(q) if any only if pA = rA = A.
In particular, P ′u,p(q) = Q ′u,p(q), and P ′u,r(q) = Q ′u,r(q) if p∗ = 1= r∗ where p∗ and r∗ are the residue
classes of p and r modulo u respectively. Thus the result follows. 
Lemma 3.15 implies that there exist polynomials P ′u,p(q) and P ′u,r(q) properly dividing Pu,p(q) and
Pu,r(q) respectively which satisfy Functional Equation (1).
Let us construct the polynomials P ′u,p(q) and P ′u,r(q) above from Pu,p(q) and Pu,r(q) respectively.
Let P p(q) and Pr(q) be two polynomials properly dividing Pu,p(q) and Pu,r(q) respectively such that
their roots can be represented by two collections of tuples {(κ, νp) | κ ∈ (Z/uZ)∗ − A, νp ∈ (Z/pZ)∗}
and {(κ, νr) | κ ∈ (Z/uZ)∗ − A, νr ∈ (Z/rZ)∗} respectively. If we deﬁne: P ′u,p(q) := Pu,p(q)/P p(q)
and P ′u,r(q) := Pu,r(q)/Pr(q) respectively, then P ′u,p(q) and P ′u,r(q) satisfy Functional Equation (1)
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and thus cannot be written as products of quantum integers. The proof of Key Proposition 1 is thus
complete. 
Remark 3.16. Key Proposition 1 allows us to produce sequences of polynomials Γ ’s, with ﬁeld of
coeﬃcients of characteristic zero strictly containing Q, which satisﬁes Functional Equation (2), where
the set P associated to the support AP of Γ is of large cardinality. This is shown in [5]. The elements
of such sequences are not necessarily expressible in term of quantum integers as in Theorem 2.1.
Key Proposition 1 also provides another proof for Theorem 8 in [1] in the case where the ﬁelds of
coeﬃcients are of characteristic zero. This method can be generalized to the case where tΓ > 1 while
this does not seem possible with the method in the proof of Theorem 8 in [1]. However, the latter
method covered ﬁelds of all characteristic for the case tΓ = 1.
Deﬁnition 3.17. 1) Let Fu,p(q) and Fu,r(q) be two polynomials dividing Pu,p(q) and Pu,r(q) respec-
tively. If they satisfy the condition that for each primitive residue class w modulo u, all the roots
of Pu,p(q) represented by the collection of tuples {(γp, (wp j ) j) | γp = 1, . . . , p − 1} if p does not di-
vide u (resp. by the collection {(wp + t(pl), (wp j ) j,p j =p) | t = 0, . . . , p − 1} if pl‖u for some positive
integer l  1 and where wp is the residue class of w modulo p) are roots Fu,p(q) if and only if all
the roots of Pu,r(q) represented by the collection {γr, (wp j ) j | γr = 1, . . . , r − 1} if r does not divide u
(resp. by the collection {wr + s(rh), (wp j ) j,p j =r | s = 0, . . . , r − 1} if rh‖u for some positive integer
h  1 where wr is the residue class of w modulo r) are roots Fu,r(q), then we say that Fu,p(q) and
Fu,r(q) are compatible. For example, Pu,p(q) and Pu,r(q) are compatible for any positive integer u,
primes p and r, a fact which was proved earlier for the case where pr does not divide u. This fact is
shown later in the case when either p or r divides u.
2) The polynomials fu,p(q) and fu,r(q) are said to be super-compatible if fu,p(q) =∏i(F (i)u,p(q))ni
and fu,r(q) =∏i(F (i)u,r(q))ni where F (i)u,p(q) and F (i)u,r(q) are polynomials which are compatible for all i.
For example, Pu,p(q)n and Pu,r(q)n are super-compatible for any nonnegative integer n where
Pu,p(q)n and Pu,r(q)n are the cyclotomic polynomials with coeﬃcients in Q of order up and ur re-
spectively.
Remark 3.18. At this point, the above deﬁnition only makes sense in the case where pr does not
divide u due to our analysis in the paragraphs above it. The other cases will be explained later.
Also, the decomposition of fu,(q) into polynomials F (i)u,(q)’s, where  denotes either p or r, in the
deﬁnition of super-compatibility may not be unique.
Let p and r be primes in the support of Γ . Let fup ,p(q) be the factor of f p(q) in C[q] such that its
roots consist of all the roots of f p(q) with multiplicities which are primitive pup-roots of unity. Then
f p(q) =∏up, j>up, j+1 fup, j ,p(q) in the ring C[q]. Similarly deﬁned, we have fr(q) =∏ur,i>ur,i+1 fur,i ,r(q).
Unless stated otherwise, we assume from this point on that each factor appearing in these products
are nontrivial. We call j (resp. i) the j-level (resp. i-level) and up, j (resp. ur,i) the value of the j-level
(resp. i-level) of f p(q) (resp. fr(q)) if fup, j (q) (resp. fur,i (q)) is a nontrivial factor of f p(q) (resp. fr(q)).
Deﬁne V := {vp,r,k | vp,r,k > vp,r,k+1} := {up, j} j ∪{ur,i}i . We refer to k as the k-bi-level with respect to
p and r and vp,r,k the value of the k-bi-level of f p(q) and fr(q). Note that level i of f p(q) or fr(q) is
not necessarily equal to the bi-level i of f p(q) and fr(q). Using V and these product decompositions,
we write Functional Equation (1) with respect to f p(q) and fr(q) as:
f v p,r,1,p(q)
sp,1 f v p,r,1,r
(
qp
)sr,1 (1)←→ f v p,r,1,r(q)sr,1 f v p,r,1,p(qr)sp,1
· · · · · · · · ·
f v p,r,k,p(q)
sp,k f v p,r,k,r
(
qp
)sr,k (k)←→ f v p,r,k,r(q)sr,k f v p,r,k,p(qr)sp,k
· · · · · · · · ·
f p(q) fr
(
qp
) = fr(q) f p(qr)
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(i) sp,k = 1 if f vp,r,k,p(q) nontrivially divides f p(q) and 0 otherwise,
(i′) sr,k = 1 if f vp,r,k,r(q) nontrivially divides fr(q) and 0 otherwise,
(ii)
∏
k f vp,r,k,p(q)
svp,k f vp,r,k,r(q
p)sr,k = f p(q) fr(qp),
(ii′)
∏
j f v p,r,k,r(q)
svr,k f vp,r,k,p(q
r)sp, j = fr(q) f p(qr),
(iii) the symbol
( j)←→ indicates the form of Functional Equation (1) at the bi-level j (note that the
polynomial expressions on the left-hand side and the right-hand side of ←→ at each bi-level are
not necessarily equal).
Such a version of Functional Equation (1) is called Expanded Functional Equation (1) with respect
to p and r, denoted by EFE(1). EFE(1) above is said to be in reduced form (rf) if at each level k where
pr does not divide vp,r,k , the line
f v p,r,k,p(q)
sp,k f v p,r,k,r
(
qp
)sr,k (k)←→ f v p,r,k,r(q)sr,k f v p,r,k,p(qr)sp,k
in EFE(1) is replaced by
(i) f vp,r,k,r(q
p)sr,k
(k)←→ f vp,r,k,r(q)sr,k
f vp,r,k ,p(q
r )
sp,k
f vp,r,k ,p(q)
sp,k
if (r, vp,r,k) = 1.
(ii) f vp,r,k,p(q)
sp,k
f vp,r,k ,r(q
p)
sr,k
f vp,r,k ,r(q)
sr,k
(k)←→ f vp,r,k,p(qr)sp,k if (p, vp,r,k) = 1, or
(iii)
f vp,r,k ,p(q
r )
sp,k
f vp,r,k ,p(q)
sp,k
(k)←→ f vp,r,k ,r(q
p)
sr,k
f vp,r,k ,r(q)
sr,k
if (pr, vp,r,k) = 1,
(iv) line f p(q) fr(qp) = fr(q) f p(qr) is replaced by Q p,r(q) = Q p,r(q) where Q p,r(q) is the product of
all expressions of the left-hand columns (or the right-hand column) after either (i), (ii) or (iii)
has taken place, i.e.,
Q p,r(q) = f p(q) fr(q
p)∏
i f v p,r,i ,r(q)
sr,i(1−δp,i) f v p,r,i ,p(q)sp,i(1−δr,i)
= fr(q) f p(q
r)∏
i f v p,r,i ,r(q)
sr,i(1−δp,i) f v p,r,i ,p(q)sp,i(1−δr,i)
.
If all expressions appearing in the left-hand column and the right-hand column of the reduced
form of an EFE(1) can be rearranged (without factoring the individual factors) within their corre-
sponding columns so that
(i)←→ can be replaced by (i)= at each bi-level i  l, then we say that it is
in l-super-reduced form. If
(i)←→ can be replaced by (i)= at all bi-level i, then we say that it is in
super-reduced form.
Some remarks are needed at this point to explain the above deﬁnitions.
Remark 3.19. (1) The product of all the rational expressions in the left-hand column and the product
of those in the right-hand column of the reduced form of an EFE(1) are equal, and thus it makes
sense to denote both products by the same polynomial Q p,r(q) as in (iv) above; (2) Q p,r(q) divides
fu1,p(q) fu1,r(q
p) and thus fu1,r(q) fu1,p(q
r); (3) For each line (i), the product of all expressions on both
sides of
(i)←→ remains equal before and after either (i), (ii) or (iii) has taken place. It is shown below
that all the rational expressions in the deﬁnition above are actually polynomials when they occur, and
that for each of these rational expressions, its roots are primitive roots of unity of the same order.
Also, a reduced form of an EFE(1) is automatically in super-reduced form without rearranging if and
only if pr does not divide vp,r,i for all levels i.
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(i) Let Γ be a sequence of polynomials with ﬁeld of coeﬃcients of characteristic zero. Let p and r be any
two distinct primes in the support of Γ . Let up,1 be the ﬁrst level of f p(q) and ur,1 be the ﬁrst level of fr(q).
Let v p,r,1 be the value of the ﬁrst bi-level of EFE(1) with respect to p and r. Then:
(1) vp,r,1 is equal to up,1 and ur,1 . As a result, sc,1 = 1 and uc,1 is the same for all primes c in the support
of Γ and thus can be unambiguously denoted by u1 .
(2) Let fu1,p(q) be the factor of f p(q) whose roots are all the primitive u1p-roots of unity which are roots
of f p(q), and let fu1,r(q) be similarly deﬁned with r replacing p. Then fu1,p(q) = (Pu1,p(q))n if and only
if fu1,r(q) = (Pu1,r(q))n and thus fu1,p(q) has coeﬃcients in Q if and only if fu1,r(q) does.
(3) fu1,p(q) and fu1,r(q) are super-compatible.
(4) All the rational expressions in the reduced form of EFE(1), with respect to p and r, are polynomials.
(ii) Let  denote either p or r and  denote the other. Let fu,(q) be a monic polynomial whose roots are
primitive u-roots of unity such that:
• Its coeﬃcients are not properly contained in Q.
• fu,(q) does not properly divide Pu,(q).
Then
fu,(q)
fu,(q)
is a polynomial if and only if there is a factorization
fu,(q)
fu,(q) =
∏
j
(
π
( j)
u,(q)
π
( j)
u,(q)
)e j
such that
π
( j)
u,(q
)
π
( j)
u,(q)
, where π( j)u,(q) divides Pu,(q), is a polynomial for each j.
Proof. (1) Let us consider the ﬁrst line of EFE(1) with respect to p and r,
f v p,r,1,p(q)
sp,1 f v p,r,1,r
(
qp
)sr,1 (1)←→ f v p,r,1,r(q)sr,1 f v p,r,1,p(qr)sp,1
where either sp,1 = 1 or sr,1 = 1. Without loss of generality, we may suppose that sp,1 = 1. Thus
up,1 = vp,r,1. Then from the proof of Key Proposition 1, fr(q) f p(qr) possesses at least one root, say α,
which is a vp,r,1pr-root of unity. As vp,r,1 > vp,r,i for any level i > 1, the order of α as a root of unity
is maximal among all the roots of fr(q) f p(qr). Therefore α must also be a root of f p(q) fr(qp) which
is of maximal order as roots of unity, namely vp,r,1pr, among the roots of fr(q) f p(qr), and that is
only possible if sr,1 = 1. As a result, vp,r,1 = ur,1 and thus up,1 = ur,1 for any arbitrary primes p and r
in the support of Γ . Therefore, uc,1 is the same and hence sc,1 = 1 for all primes c in the support
of Γ . Hence we can denote uc,1 for any prime c in the support of Γ unambiguously as u1.
(2) Let mp and mr be the greatest nonnegative integers such that (Pu1,p(q))
mp and (Pu1,r(q))
mr
divide fu1,p(q) and fu1,r(q) respectively.
First we show that mp =mr for all primes p and r in the support of Γ .
(a) Suppose that pr does not divide u1. By the proof of Key Proposition 1,
(Pu1,r(q
p))mr
(P (q))mr
= (Pu1p,r(q))mr = (Pu1r,p(q))mr = (Pu1,p(qr))mr(P (q))mr .u1,r u1,p
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fu1,p(q)
Pu1,p(q)
mp Pu1,p(q)
mp and fu1,r(q) by
fu1,r(q)
Pu1,r(q)
mr Pu1,r(q)
mr and dividing both
sides of
(1)←→ by Pu1,p(q)mp Pu1,r(q)mr , line (1) of EFE(1) becomes:
fu1,p(q)
Pu1,p(q)
mp
fu1,r(q
p)
Pu1,r(q
p)mp
Pu1,r(q
p)mr
Pu1,r(q)
mr
(1)←→ fu1,r(q)
Pu1,r(q)
mr
fu1,p(q
r)
Pu1,p(q
r)mp
Pu1,p(q
r)mp
Pu1,p(q)
mp
,
which is equivalent to
fu1,p(q)
Pu1,p(q)
mp
fu1,r(q
p)
Pu1,r(q
p)mp
(
Pu1p,r(q)
)mr (1)←→ fu1,r(q)
Pu1,r(q)
mr
fu1,p(q
r)
Pu1,p(q
r)mp
(
Pu1r,p(q)
)mp
.
Thus mr is the highest power of Pu1p,r(q) dividing fu1,p(q) fu1,r(q
p) and mp is the highest power
of Pu1r,p(q) dividing fu1,r(q) fu1,p(q
r). Therefore mp =mr in this case.
(b) Suppose either p or r divides u1. By symmetry, we only need to consider two cases: (i) r di-
vides u1 and p does not; (ii) pr divides u1.
(i) By the proof of Key Proposition 1,
Pu1,r(q
p)mr
Pu1,r(q)
mr
= Pu1p,r(q)mr = Pu1,p
(
qr
)mr
.
For this case, we again replace fu1,p(q) and fu1,r(q) by
fu1,p(q)
Pu1,p(q)
mp Pu1,p(q)
mp and
fu1,r(q)
Pu1,r(q)
mr Pu1,r(q)
mr
respectively and divide both sides of line (1) by Pu1,r(q)
mr . Then line (1) of EFE(1) becomes
fu1,p(q)
fu1,r(q
p)
Pu1,r(q
p)mp
Pu1,r(q
p)mr
Pu1,r(q)
mr
(1)←→ fu1,r(q)
Pu1,r(q)
mr
fu1,p(q
r)
Pu1,p(q
r)mp
Pu1,p
(
qr
)mp
,
which is equivalent to
fu1,p(q)
fu1,r(q
p)
Pu1,r(q
p)mp
(
Pu1p,r(q)
)mr (1)←→ fu1,r(q)
Pu1,r(q)
mr
fu1,p(q
r)
Pu1,p(q
r)mp
(
Pu1r,p(q)
)mp
.
By the same reasoning as in part (a), we also have mp =mr .
(ii) By the proof of Key Proposition 1, if pr divides u1 then
Pu1,r
(
qp
)mr = Pu1p,r(q)mr = Pu1r,p(q)mr = Pu1,p(qr)mr
and
Pu1,p
(
qr
)mp = Pu1r,p(q)mp = Pu1p,r(q)mp = Pu1,r(qp)mp .
Let us replace fu1,p(q) and fu1,r(q) by
fu1,p(q)
Pu1,p(q)
mp Pu1,p(q)
mp and
fu1,r(q)
Pu1,r(q)
mr Pu1,r(q)
mr respectively. Then
line (1) of the reduced form of EFE(1) with respect to p and r becomes:
fu1,p(q)
fu1,r(q
p)
Pu1,r(q
p)mr
Pu1,r
(
qp
)mr = fu1,r(q) fu1,p(qr)Pu1,p(qr)mp Pu1,p
(
qr
)mp
,
which is equivalent to
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fu1,r(q
p)
Pu1,r(q
p)mr
Pu1p,r(q)
mr = fu1,r(q)
fu1,p(q
r)
Pu1,p(q
r)mp
Pu1r,p(q)
mp .
Again by the same reasoning as in part (a), we also have mp =mr in this case.
Therefore there is a nonnegative number m such that mp =mr =m for all primes p and r in the
support of Γ . If fu1,p(q) = Pmu1,p(q), then Pmu1,r(q) divides fu1,r(q). If Pmu1,p(q) properly divides fu1,r(q),
then by a counting argument, it can be veriﬁed that fu1,p(q) fu1,r(q
p) possesses more primitive u1pr-
roots of unity than fu1,r(q) fu1,p(q
r). Therefore, fu,p(q) fu,r(qp) contains more primitive u1pr-roots
of unity than fu,r(q) fu,p(qr), which contradicts Functional Equation (1). Thus fu1,r(q) = Pmu1,r(q). By
symmetry, if fu1,r(q) = Pmu1,r(q), then fu1,p(q) = Pmu1,p(q). As a result, (2) follows.
(3) To prove this part, we ﬁrst need to prove the analogue of Lemma 3.14 in the case where either
p or r divides u = u1. This explains the deﬁnition of compatible and super-compatible for these cases
stated earlier. By (2), fu1,p(q) and fu1,r(q) are super-compatible if and only if
fu1,p(q)
Pu1,p(q)
m and
fu1,r (q)
Pu1,r (q)
m
are super-compatible. To prove (3) we may assume that fu1,p(q) and fu1,r(q) are nontrivial and m = 0
since otherwise, we can replace fu1,p(q) and fu1,r(q) by
fu1,p(q)
Pu1,p(q)
m and
fu1,r(q)
Pu1,r(q)
m respectively. Suppose
that either p or r divides u1. By symmetry, there are only two cases to consider: (a) p does not divide
u1 and r does; (b) pr divides u1.
(a) Let us suppose that r divides u1 and p does not: We examine the relationship between the
roots of the corresponding factors fu1,p(q) and fu1,r(q). Let 1  b  u1p − 1 and 1  c  u1r − 1
be two positive integers such that e
2π ib
u1 p and e
2π ic
u1r are roots of fu1,p(q) and fu1,r(q) respectively.
Hence (b,u1p) = 1 and (c,u1r) = 1 as well as e
2π i(b+t(u1 p))
(u1 p)r and e
2π i(c+s(u1r))
(u1r)p are the corresponding roots
of fu1,p(q
r) and fu1,r(q
p) for 0 t  r − 1 and 0 s  p − 1. Note that b + t(u1p) is congruent to b
modulo u1 and c + s(u1r) is congruent to c modulo u1. Let α = e
2π iw
u1 p be a root of Pu1,p(q) which is
not a root of fu1,p(q). As before, w is represented by the tuple (wp, (wp j ) j) where wp ∈ {0, . . . , p−1}
and wp j ∈ (Z/(p j)h jZ)∗ for each prime p j dividing u1 and h j the highest power of p j dividing u1.
Therefore all the elements of Rα := {e
2π i(w+t(u1 p))
(u1 p)r | t = 0, . . . , r − 1} are not roots of fu1,p(qr). Note
that every element of Rα is a primitive u1pr-root of unity since r divides u1. Let β = e
2π iv
u1 p be any
root of fu1,p(q) such that v ≡ w (mod u1). Then v is distinct from w modulo p. Then all elements
of Rβ := {e
2π i(v+t(u1 p))
(u1 p)r | t = 0, . . . , r − 1} are roots of fu1,p(qr). Note also that every element of Rβ is a
primitive u1pr-root of unity since r divides u1. Therefore, every element of Rβ is a root of fu,r(qp).
This means that there exists a root γ = e 2π ic
′
u1r of fu1,r(q) where 1 c′  u1r−1 and (c′,u1r) = 1 such
that the collection Rγ := {e
2π i(c′+s(u1r))
(u1r)p | s = 0, . . . , p − 1, (c′ + s(u1r),u1rp) = 1} of root of fu1,r(qp)
intersects Rβ . Therefore, c′ ≡ v ≡ w (mod u1). Since p does not divide u1r, there exists an integer
s′ ∈ {0, . . . , p − 1} such that c′ + s′(u1r) ≡ w (mod p), and hence c′ + s′(u1r) is nonzero modulo p.
Therefore e
2π i(c′+s′(u1r))
(u1r)p is a primitive u1pr-root of unity and thus must be a root of fu1,p(q
r) by Func-
tional Equation (1). In other word, e
2π i(c′+s′(u1r))
(u1r)p is contained in Rδ for some root δ of fu1,p(q) different
from α. Moreover, c′ + s′(u1r) ≡ w (mod p) implies that c′ + s′(u1r) = v (mod p). If δ = e
2π ig
u1 p is any
root of fu1,p(q) different from α, then either g = w (mod u1) or g = w (mod p). As a result, either
c′ = g (mod u1) or c′ + s′(u1r) = g (mod p). Therefore e
2π i(c′+s′(u1r))
(u1r)p cannot be contained in any Rδ
for any δ = α. This is a contradiction. Therefore for each primitive residue class d modulo u1, if one
element in the collection of primitive u1p-roots of unity represented by {(d, e) | 1  e  p − 1} is a
root of fu1,p(q), then all elements in this collection are also.
Since r divides u1, it can be veriﬁed that the collection of all roots of fu1,r(q) corresponds, via CRT,
to the collection of tuples {(wr + t(rl), (wp j ) j,p j =r) | 0 t  r − 1, wr ∈ (Z/rlZ)∗, wp j ∈ (Z/ph jj Z)∗}
where rl‖u1. Let us show the other direction (see Deﬁnition 3.19), i.e. to show that if one element
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elements in this collection. Suppose α = e 2π icu1r is root of Pu1,r(q) which is not a root of fu1,r(q).
Then all the elements of Rα := {e
2π i(c+t(u1r))
(u1r)p | t = 0, . . . , p − 1, (c + t(u1r),u1rp) = 1} are not roots
of fu1,r(q
p). By construction, every element of Rα is a primitive u1pr-root of unity. Let c, and thus α,
be represented by the tuple (cr + z(rl), (c j) j,p j =r) for some integer z in {0, . . . , r − 1} where cr ∈
(Z/rlZ)∗ and c j ∈ (Z/ph jj Z)∗ . Suppose that β = e
2π id
u1r is a root of fu1,r(q) such that d ≡ c j (mod ph jj )
for all p j = r, d ≡ cr (mod rl) but d = c (mod rl+1) where cr and c j ’s are as in the representation
of c above. Thus d is represented by the tuple (cr + z′(rl), (c j) j,p j =r) for some integer z′ , different
from z, in {0, . . . , r − 1}. Then all the elements of the collection Rβ := {e
2π i(d+t(u1r))
(u1r)p | t = 0, . . . , p − 1,
(d + t(u1r),u1rp) = 1} are primitive u1pr-roots of unity which are roots of fu1,r(qp) and thus must
be root of fu1,p(q
r) by Functional Equation (1). Thus there exists a root γ = e 2π ibu1 p of fu1,p(q) where
1  b  u1p − 1 and (b,u1p) = 1 such that the collection Rγ := {e
2π i(b+s(u1 p))
(u1 p)r | s = 0, . . . , r − 1} of
root of fu1,p(q
r), all of which are primitive u1pr-roots of unity since r divides u1, intersects Rβ .
Hence there exist t′ ∈ {0, . . . , p − 1} and s′ ∈ {0, . . . , r − 1} such that d + t′(u1r) = b + s′(u1p). Thus
d ≡ b (mod u1) which means that d ≡ b (mod rl) and d ≡ b (mod ph jj ) for all p j , different from r,
dividing u1. Thus c ≡ b (mod rl) and c ≡ b (mod ph jj ) for all p j , different from r, dividing u1. Since
sp are distinct modulo r for 0  s  r − 1, there exists s′′ ∈ {0, . . . , r − 1} such that b + s′′(u1p) ≡
cr + z(rl) ≡ c (mod rl+1). Therefore, e
2π i(b+s′′(u1 p))
(u1 p)r is a primitive u1pr-root of unity and thus must
be a root of fu1,r(q
p) by Functional Equation (1). Thus e
2π i(b+s′′(u1 p))
(u1 p)r must be contained in Rδ for
some root δ of fu1,r(q) different from α. Let δ = e
2π iy
u1r be any root of fu1,r(q) different from α with
1  y  u1r − 1, then Rδ := {e
2π i(y+t(u1r))
(u1r)p | t = 0, . . . , p − 1, (y + t(u1r),u1rp) = 1}. Then either y =
c (mod p j) for at least one p j dividing u1 different from r or y = c (mod rl+1). Hence b + s′′(u1p) =
y+ t(u1r) (mod u1pr) for any t ∈ {0, . . . , p−1} such that (y+ t(u1r),u1rp) = 1. Therefore, e
2π i(b+s(u1 p))
(u1 p)r
cannot be contained in Rδ for any root δ of fu1,r(q) different from α. This is again a contradiction.
Therefore, if one element of the collection {(wr + t(rl), (wp j ) j,p j =r) | 0 t  r−1} is a root of fu1,r(q),
then so are all the elements in this collection as required.
(b) pr divides u1: Again the collection of roots of fu1,p(q) corresponds via CRT to the collection
of tuples {(wp + t(ph), (wp j ) j,p j =p) | wp ∈ (Z//phZ)∗, wp j ∈ (Z//ph jj Z)∗} where t = 0, . . . , p − 1,
ph‖u1, r := p0 and l := h0 where rl‖u1. We need to show that if one element of the collection
{(wp + t(ph), (wp j ) j,p j =p) | 0 t  p−1} corresponds to a root of fu1,p(q), then so does all elements
of this collection. Suppose that α = e 2π iau1 p is a root of Pu1,p(q) which is not a root of fu1,p where
1  a  u1p − 1. Then none of the elements of the collection Rα = {e
2π i(a+s(u1 p))
(u1 p)p0 | s = 0, . . . , p0 − 1}
is a root of fu1,p(q
p0 ). Let a, and thus α, be represented by the tuple (ap + z(ph), (a j) j,p j =p) for
some integer z in {0, . . . , p − 1} where ap ∈ (Z/phZ)∗ and a j ∈ (Z/ph jj Z)∗ . Suppose β = e
2π ib
u1 p is a
root of fu1,p(q) where 1  b  u1p − 1 such that b ≡ a (mod ph jj ) for each p j dividing u1 dif-
ferent from p and b ≡ a (mod ph) but b = a (mod ph+1). Then every element in the collection
Rβ = {e
2π i(b+t(u1 p))
(u1 p)p0 | t = 0, . . . , p0 − 1} is a root of fu1,p(qp0) as well as a primitive u1pp0-root of
unity since p0 divides u1. Therefore, every element of Rβ is a root of fu1,p0(qp) by Functional Equa-
tion (1). This implies that there is a root γ = e
2π ig
u1 p0 of fu1,p0(q) where 0  g  u1p0 − 1 such that
Rγ = {e
2π i(g+x(u1 p0))
(u1 p0)p | x = 0, . . . , p − 1} intersects Rβ . Thus g ≡ b (mod ph jj ) for all p j dividing u1 dif-
ferent from p. Note that all the elements of {xp0 | x = 0, . . . , p − 1} are distinct modulo p. Therefore,
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2π i(g+x′′(ph ))
(u1r)p must be-
long to Rδ , the collection of all r-roots of δ, for some root δ of fu1,p(q) different from α. By a similar
argument as before, this leads to a contradiction. By symmetry, the opposite direction follows, i.e. if
one element of the collection of tuples {(wr + t(rl), (wp j ) j,p j =r) | wr ∈ (Z//rlZ)∗, wp j ∈ (Z//ph jj Z)∗}
where t = 0, . . . , r − 1, rl‖u1, p := p0 and h := h0 corresponds to a root of fu1,r(q), then so does all
the elements of this collection.
Let  denote either p or r and α be a root of fu1,(q). Then it is of the form e 2π iwu1 for some
1  w  u1 − 1 which is relatively prime to u1. We denote such a root by w . Let u1 =∏ j pg jj
be the prime factorization of u1. Let ((d j) j,w) where d j ∈ (Z/pg jj Z)∗ and 1  w  − 1 be the
tuple corresponding to w by the Chinese Remainder Theorem. We also refer to w (and thus the root
represented by w) by this tuple. Let {1∗, . . . ,− 1} be deﬁned as follows: 1∗ = 0 if  divides u1
and 1∗ = 1 otherwise. Also, let 1∗pr := (1∗p,1∗r ) and vice versa for 1∗rp . This allows us to prove (3)
simultaneously for all four cases: pr does not divide u1; either p or r divides u1 but not both; and
pr divides u1.
It is straightforward to verify, using Key Proposition 1 (the details of which are left to the readers),
that (3) follows from the following statements:
(i) For each a ∈ {1∗p, . . . , p − 1} and b ∈ {1∗r , . . . , r − 1}, the set of unordered tuples {(d j) j | d j ∈
(Z/p
g j
j Z)
∗} with multiplicity such that if 1∗p = 1 (resp. 1∗p = 0), ((d j) j,a) (resp. ((d j) j,p j =p,d(p) +aph)
where h is the highest power of p dividing u1 and d(p) = dk where pk = p) is a root of fu1,p(q)
is the same as the set of unordered tuples {(e j) j | e j ∈ (Z/pg jj Z)∗} such that if 1∗r = 1 (resp. 1∗r = 0),
((e j) j,b) (resp. ((e j) j,p j =r, e(r) +brl)) is a root of fu1,r(q) where l is the highest power of r dividing u1
and e(r) = es where ps = r.
(ii) If 1∗ = 1 (resp. 1∗ = 0), then any unordered tuple of integers in the set {((d j) j,a) | 1 a−
1, d j ∈ (Z/pg jj Z)∗} (resp. ((d j) j,p j =,d() + ah ) where h is the highest power of  dividing u1,
d() = dk where pk =  and 0 a  − 1) is a root of fu1,(q) if an only if every unordered tuple
in this set must also be a root of fu1,(q).
We prove these by comparing the number of primitive roots of unity of order u1pr which are roots
of fu1,p(q) fu1,r(q
p) and fu1,r(q) fu1,p(q
r) (or more speciﬁcally, roots of fu1,r(q
p) and of fu1,p(q
r)). In
the proof below, if p (resp. r) divides u1, we denote by h (resp. l) the highest power of p (resp. r)
dividing u1.
(i) From the proof of (1) above, fu1,(q) is nontrivial where  denotes either p or r. Thus there
exists a0 ∈ {1∗p, . . . , p − 1} such that ((d j) j,a0) if 1∗p = 1 (resp. ((d j) j,p j =p,d(p) + a0ph) if 1∗p = 0) is a
root of fu1,p(q) for some unordered tuples (d j) j of integers with d j ∈ (Z/pg jj Z)∗ and d(p) = dk where
pk = p. Let (dˆ j) j be one such tuple and za0,p be its multiplicity, i.e. the highest power of (q − α)
dividing fu1,p(q) where α is represented by ((dˆ j) j,a0) if 1
∗
p = 1 (resp. ((dˆ j) j,p j =p, dˆ(p) + a0ph) if
1∗p = 0). For each b ∈ {1∗r , . . . , r−1}, the set of rth-roots of ((dˆ j) j,a0) if 1∗p = 1 (resp. ((dˆ j) j,p j =p, dˆ(p)+
a0ph) if 1∗p = 0) which are primitive u1pr-roots of unity must all be roots of fu1,p(qr). Let Ab be the
set consisting of all roots of fu1,p(q
r), with multiplicity, of the form {((dˆ j) j,b,a0)} if 1∗pr = (1,1)
and {((dˆ j) j,p j =r,d(r) + brl,a0)} if 1∗pr = (1,0) (resp. {((dˆ j) j,p j =p,b, dˆ(p) + a0ph)} if 1∗pr = (0,1) and
{((dˆ j) j,p j =p,r, dˆ(r) + brl, dˆ(p) +a0ph)} if 1∗pr = (0,0)). Then it has cardinality za0,p for each b. Therefore
these are also all the roots of fu1,r(q
p) which are primitive u1pr-roots of unity of the form listed
above for each b ∈ {1∗r , . . . , , r−1}. Now let b0 ∈ {1∗r , . . . , r−1}. Let zb0,r be the highest power of (q−β)
dividing fu1,r(q) where β is represented by ((dˆ j) j,b0) if 1
∗
r = 1 (resp. {((dˆ j) j,p j =r, dˆ(r) + b0rl)} if
1∗r = 0) where dˆ(r) = ps and ps = r. For each a ∈ {1∗, . . . , p − 1}, the set of pth-roots of ((dˆ j) j,b0) if
1∗r = 1 (resp. ((dˆ j) j,p j =r, dˆ(r) + b0rh) if 1∗r = 0) which are primitive u1pr-roots of unity must all be
roots of fu1,r(q
p). Let Ba be the set consisting of all roots of fu1,r(qp), with multiplicity, of the form
{((dˆ j) j,a,b0)} if 1∗rp = (1,1) and {((dˆ j) j,p j =p,d(p) +aph,b0)} if 1∗rp = (1,0) (resp. {((dˆ j) j,p j =p,a, dˆ(r) +
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zb0,r for each a. These are all the roots of fu1,r(q
p) (and thus of fu1,p(q
r) by Functional Equation (1))
which are primitive u1pr-roots of unity of the forms just listed. Then the cardinality of Ab0 is equal
to the cardinality of Ba0 . Therefore za0,p = zb0,r and (i) is proved. We denote this common value by z.
(ii) Let (d j) j be a tuple of integers where d j ∈ (Z/pg jj Z)∗ for each j such that there exists
an a0 ∈ {1∗p, . . . , p − 1} with ((d j) j,a0) (resp. ((d j) j,p j =p,d(p) + a0ph)) being a root of fu1,p(q) if
1∗p = 1 (resp. if 1∗p = 0). As a result, the set of roots of fu1,p(qr) which are primitive u1pr-roots
of unity, contains those of the form {((d j) j,b,a0)} if 1∗pr = (1,1) or {((d j) j,p j =r,d(r) + brl,a0)} if
1∗pr = (1,0) (resp. {((d j) j,p j =p,b,d(p) +a0ph)} if 1∗pr = (0,1) or {((d j) j,p j =p,r,d(r) +brl,d(p) +a0ph)} if
1∗pr = (0,0)) for each b ∈ {1∗r , . . . , r − 1}. By Functional Equation (1), these are also roots of fu1,r(qp).
Let b0 be any element of the set {1∗r , . . . , r − 1}. Then by the above, ((d j) j,b0,a0) if 1∗pr = (1,1)
or ((d j) j,p j =r,d(r) + b0rl,a0) if 1∗pr = (1,0) (resp. {((d j) j,p j =p,b0,d(p) + a0ph)} if 1∗pr = (0,1) or
{((d j) j,p j =p,r,d(r) + b0rl,d(p) + a0ph)} if 1∗pr = (0,0)) corresponds to a primitive u1pr-root of unity
which is a root of fu1,p(q
r) and thus of fu1,r(q
p) by Functional Equation (1). Therefore ((d j) j,b0)
(resp. ((d j) j,p j =r,d(r) + b0rl)) if 1∗r = 1 (resp. 1∗r = 0) must be a root of fu1,r(q), which in turn means
that every element of the set {((d j) j,b0,a)} if 1∗pr = (1,1) or {((d j) j,p j =r,d(r) + b0rl,a)} if 1∗pr = (1,0)
(resp. {((d j) j,p j =p,b0,d(p) +aph)} if 1∗pr = (0,1) or {((d j) j,p j =p,r,d(r) +b0rl,d(p) +aph)} if 1∗pr = (0,0))
for 1∗p  a p−1 must also be roots of fu1,r(qp) and thus of fu1,p(qr). This means that every element
of the set {((d j) j,a) | 1 a p − 1} if 1∗ = 1 (resp. {((d j) j,p j =p,d(p) + aph) | 0 a p − 1} if 1∗ = 0)
must be a root of fu1,p(q). By a similar argument, if ((d j) j,b0) for 1
∗
r = 1 (resp. ((d j) j,p j =r,d(r) +b0rl)
for 1∗r = 0) is a root of fu1,r(q), then every element of the set {((d j) j,b0) | 1  b  r − 1} (resp.
{((d j) j,p j =r,d(r) + b0rl) | 0  b  r − 1}) is also a root of fu1,r(q). Thus (ii) is proved. Since (3) is
equivalent to (i) and (ii), the result follows.
(4) Let p and r be two distinct primes in the support of Γ . For proving (4), we may assume
without loss of generality that pr does not divide vp,r,k for any k. Consider EFE(1) with respect to p
and r:
f v p,r,1,p(q)
sp,1 f v p,r,1,r
(
qp
)sr,1 (1)←→ f v p,r,1,r(q)sr,1 f v p,r,1,p(qr)sp,1
· · · · · · · · ·
f v p,r,k,p(q)
sp,k f v p,r,k,r
(
qp
)sr,k (k)←→ f v p,r,k,r(q)svr,k f v p,r,k,p(qr)sp,k
· · · · · · · · ·
f p(q) fr
(
qp
) = fr(q) f p(qr).
Let us select an arbitrary line of EFE(1) above, say (k). Then there are two possibilities:
(a) r divides vp,r,k and p does not or vice versa: In this case, we may suppose without loss of
generality that r divides vp,r,k and p does not as well as sr,k = 1. Then line (k) of the reduced form
must be
f v p,r,k,p(q)
f v p,r,k,r(q
p)
f v p,r,k,r(q)
(k)←→ f v p,r,k,p
(
qr
)
.
We claim that the rational function on the left-hand side above must be a polynomial. Let us sup-
pose otherwise. From our analysis of f vp,r,k,r(q
p) earlier, we know that there exists a polynomial
f ′vp,r,k,r(q) ∈ C[q] satisfying the following conditions:
(i) deg( f ′vp,r,k,r(q)) = deg( f vp,r,k,r(q)).
(ii) f ′v ,r(q) divides f vp,r,k,r(qp) in C[q].p,r,k
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(iv) Every root of
f vp,r,k ,r(q
p)
f ′vp,r,k ,r(q)
is a primitive vp,r,k pr-root of unity.
As a result of our assumption above, there must exist at least one root of f ′vp,r,k,r(q), say α, which
is not a root of ( f vp,r,k,r(q)). From EFE(1) above, this means that there exists a level l = k such
that α is a root of the polynomial f vp,r,l,r(q)
sr,l f v p,r,l,p(q
r)sp,l . Since vp,r,l = vp,r,k , α must be a root
of f vp,r,l,p(q
r)sp,l and thus sp,l = 1. However, every root of f vp,r,l,p(qr) is either a primitive vp,r,l p-root
of unity or a primitive vp,r,l pr-root of unity by our prior analysis. Therefore either vp,r,kr = vp,r,l p
or vp,r,kr = vp,r,l pr. This means that either vp,r,k = vp,r,l pr or vp,r,k = vp,r,l p. In either cases, p must
divide vp,r,k . This contradicts our assumption. Thus the result follows.
(b) Both p and r do not divide vp,r,k: We may suppose that sp,k = sr,k = 1 since otherwise there
is nothing to prove. Then line (k) of the reduced form of EFE(1) with respect to p and r has the form
f v p,r,k,r(q
p)
f v p,r,k,r(q)
(k)←→ f v p,r,k,p(q
r)
f v p,r,k,p(q)
.
Suppose that
f vp,r,k ,r(q
p)
f vp,r,k ,r(q)
is not a polynomial. Then an exact argument as in part (a) produces a con-
tradiction. Suppose that
f vp,r,k ,p(q
r )
f vp,r,k ,p(q)
is not a polynomial. Then an argument similar to part (a) above
with p replaced by r also produces a contradiction. Therefore
fu1,p(q
r )
fu1,p(q)
and
fu1,r(q
p)
fu1,r(q)
are polynomials
whenever they occur in the reduced form of EFE(1) with respect to p and r. Thus (4) is proved.
(ii) Without loss of generality, we may assume = p and  = r. Let Pu,p(q) denote the cyclotomic
polynomial with coeﬃcients in Q of order up. Let mp be the highest power of Pu,p(q) dividing fu,p(q)
and np be the lowest power of Pu,p(q) such that fu,p(q) divides (Pu,p(q))np . Then
fu,p(q)
(Pu,p(q))mp
= 1
since fu,p(q) is not a polynomial in Q[q] by hypothesis. It can be veriﬁed that Pu,p(q) does not di-
vide fu,p(q)
(Pu,p(q))mp
and fu,p(q)
(Pu,p(q))mp
divides (Pu,p(q))np−mp . Let πu,p(q) := ( fu,p(q)(Pu,p(q))mp , Pu,p(q)), the greatest
common factor of fu,p(q)
(Pu,p(q))mp
and Pu,p(q). Then πu,p(q) is a nontrivial polynomial with coeﬃcients
not contained in Q which properly divides Pu,p(q). Moreover, it can be veriﬁed that if α is a root
of fu,p(q), then α is also a root of πu,p(q). Let us denote πu,p(q) by π
(0)
u,p(q). Let e0 be the greatest
positive integer such that (π(0)u,p(q))
e0 divides fu,p(q). Let π
(i)
u,p(q) be deﬁned as follows.
π
(i)
u,p(q) =
⎧⎨
⎩ (
fu,p(q)∏
0 j<i(π
( j)
u,p(q))
e j
, Pu,p(q)) if (
fu,p(q)∏
0 j<i(π
( j)
u,p(q))
e j
, Pu,p(q)) = 1,
1 otherwise,
where:
• (·,·) denotes the greatest common divisor symbol.
• e j denotes the greatest positive integer such that (π( j)u,p(q))e j divides
fu,p(q)∏
0s< j−1(π
(s)
u,p(q))es
.
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all j > z. As a result,
fu,p(q) =
∏
0 jz
(π
( j)
u,p(q))
e j
and thus
fu,p(qr)
fu,p(q)
=
∏
0 jz
(π
( j)
u,p(q
r))e j
π
( j)
u,p(q)
e j
.
Lemma 3.21.
fu,p(qr)
fu,p(q)
is a polynomial if and only if
π
( j)
u,p(q
r)
π
( j)
u,p(q)
is a polynomial for all j ∈ {0, . . . , z}.
Proof. One direction is obvious. Suppose that fu,p(q
r )
fu,p(q)
is a polynomial. It can be deduced from the
proof of Key Proposition 1 that r does not divide u since otherwise fu,p(qr) would be a nontrivial
monic polynomial whose roots are primitive upr-roots of unity while fu,p(q) is a nontrivial monic
polynomial whose roots are primitive up-roots of unity. We can rewrite fu,p(q
r )
fu,p(q)
as
fu,p(qr)
fu,p(q)
=
Pu,p(qr)mp
fu,p(qr)
Pu,p(qr)mp
Pu,p(q)mp
fu,p(q)
Pu,p(q)mp
= Pu,p(q
r)mp
Pu,p(q)mp
fu,p(qr)
Pu,p(qr)mp
fu,p(q)
Pu,p(q)mp
.
It can be veriﬁed that Pu,p(q
r )
Pu,p(q)
is a monic polynomial whose roots are primitive upr-roots of unity. On
the other hand, fu,p(q)
Pu,p(q)mp
is a monic polynomial whose roots are primitive up-roots of unity. Hence,
(
Pu,p(qr)
Pu,p(q)
,
fu,p(q)
Pu,p(q)mp
)
= 1
where (u, v) denotes the greatest common factor of u and v . Therefore,
fu,p(qr)
Pu,p(qr)mp
fu,p(q)
Pu,p(q)mp
must also be a polynomial. As a result, we may assume without loss of generality that mp = 0. Let us
denote πu,p(q) by π
(0)
u,p(q). Let e0 be the greatest positive integer such that (π
(0)
u,p(q))
e0 divides fu,p(q).
Let π(i)u,p(q) be deﬁned as follows.
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(i)
u,p(q) =
{
(
fu,p(q)∏
0 j<i(π
( j)
u,p(q))
e j
, Pu,p(q)) if (
fu,p(q)∏
0 j<i(π
( j)
u,p(q))
e j
, Pu,p(q)) = 1,
1 otherwise.
where:
• (·,·) denotes the greatest common divisor symbol.
• e j denotes the greatest positive integer such that (π( j)u,p(q))e j divides
fu,p(q)∏
0s< j−1(π
(s)
u,p(q))es
.
It can be veriﬁed that there exists a nonnegative integer z such that π(z)u,p(q) = 1 and π( j)u,p(q) = 1 for
all j > z. As a result,
fu,p(q) =
∏
0 jz
(
π
( j)
u,p(q)
)e j
and thus
fu,p(qr)
fu,p(q)
=
∏
0 jz
(π
( j)
u,p(q
r))e j
π
( j)
u,p(q)
e j
.
Furthermore, it can be veriﬁed that π( j+1)u,p (q) divides π
( j)
u,p(q) for 0 j  z − 1. In particular, π( j)u,p(q)
divides πu,p(q) for 0 j  z. If z = 0, i.e. fu,p(q) = (πu,p(q))e0 , then the lemma is trivial since
fu,p(qr)
fu,p(q)
= (πu,p(q
r))e0
πu,p(q)e0
=
(
πu,p(qr)
πu,p(q)
)e0
.
Thus we may assume that z > 0. Let us suppose that there exists at least one index j in {0, . . . , z}
such that
π
( j)
u,p(q
r)
π
( j)
u,p(q)
is not a polynomial. Choose the smallest index j0 among such j’s. We may assume that j0 = 0 since
otherwise, we may replace fu,p(q
r )
fu,p(q)
by
fu,p(qr)∏
0 j j0 π
( j)
u,p(qr)
fu,p(q)∏
0 j j0 π
( j)
u,p(q)
.
Hence, let us suppose that
πu,p(qr)
π (q)u,p
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of πu,p(qr). Let a be the primitive residue of r modulo u. Then a = 1 and
πu,p
(
qr
)= πur,p(q)π ′u,p(q)
by the proof of Key Proposition 1, where:
• πur,p(q) is the factor of πu,p(qr) whose roots are all the roots of πu,p(qr) which are primitive
upr-roots of unity.
• π ′u,p(q) is the factor of πu,p(qr) whose roots are all the roots of πu,p(qr) which are primitive
up-roots of unity such that π ′u,p(q) = πu,p(q) and deg(π ′u,p(q)) = deg(πu,p(q)).
Thus γ is a primitive up-root of unity which is not a root of π ′u,p(q).
By similar arguments as above,
π
( j)
u,p
(
qr
)= π( j)ur,p(q)π( j)′u,p (q)
for all j ∈ {0, . . . , z} where:
• π( j)ur,p(q) is the factor of π( j)u,p(qr) whose roots are all the roots of π( j)u,p(qr) which are primitive
upr-roots of unity.
• π( j)′u,p (q) is the factor of π( j)u,p(qr) whose roots are all the roots of π( j)u,p(qr) which are primitive
up-roots of unity such that π( j)′u,p (q) = π( j)u,p(q) and deg(π( j)′u,p (q)) = deg(π( j)u,p(q)).
Therefore,
fu,p(qr)
fu,p(q)
=
∏
0 jz
(π
( j)
u,p(q
r))e j
π
( j)
u,p(q)
e j
=
∏
0 jz
(π
( j)
ur,p(q)π
( j)′
u,p (q))
e j
π
( j)
u,p(q)
e j
.
Since π( j)u,p(q) divides π
( j)
u,p(q) for all j ∈ {0, . . . , z}, it can be veriﬁed that
(1) π( j)ur,p(q) divides πur,p(q) for all j ∈ {0, . . . , z} and
(2) π( j)′u,p (q) divides π ′u,p(q) for all j ∈ {0, . . . , z}.
Therefore, γ is not a root of π( j)′u,p (q) for all j ∈ {0, . . . , z}. Since γ is a primitive up-root of unity, γ is
not a root of π( j)ur,p(q) for all j ∈ {0, . . . , z}. As a result, γ is not a root of
∏
0 jz(π
( j)
ur,p(q)π
( j)′
u,p (q))
e j .
As γ is a root of πu,p(q) and thus a root of fu,p(q), it follows that
fu,p(qr)
fu,p(q)
cannot be a polynomial. This contradicts our assumption. Therefore,
π
( j)
u,p(q
r)
π
( j)
(q)u,p
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collection of sets
{A j ∣∣A j+1 ⊆ A j; A j ⊆ (Z/uZ)∗; j ∈ {0, . . . , z}}
such that:
• The collection of tuples
{
(αu,αp)
∣∣ αu ∈ A j; αp ∈ (Z/pZ)∗}
represents the collection of roots of π( j)u,p(q).
• rA j = A j
for all j in {0, . . . , z} and
A j < (Z/uZ)∗
for at least one j.
It can be veriﬁed in particular that
rA j = A j
for all j in {0, . . . , z} if
r ≡ 1 (mod u)
as in Key Proposition 1. 
The proof of Key Proposition 1′ is thus complete. 
Let u be deﬁned as in part (1) of Key Proposition 1′ . Let r be any prime in U and p be the prime
chosen in part (1) above. Hence p is strictly greater than all primes in U ; in particular, p does not
divide vpi ,p j ,i for any vpi ,p j ,i appearing in EFE(1) of Γ with respect to any primes pi and p j .
Proposition 3.22 (Key Proposition 2). Let f p(q) =∏ j fup, j ,p(q) where fup, j ,p(q) is the factor of f p(q) such
that its roots are all the roots of f p(q) which are primitive up, j p-roots of unity for some integers up, j .
(a) Let p′ be a prime different from p such that p′ is not in U . Then the reduced form of EFE(1) with respect
to p and p′ has the form
fu,r(qp)
fu,r(q)
(1)= fu,p(q
r)
fu,p(q)
· · · · · · · · ·
fup, j,r(q
p)
fup, j,r(q)
( j)= fup, j,p(q
r)
fup, j,p(q)
· · · · · · · · ·
Q p,r(q) = Q p,r(q).
In other words, the reduced form of EFE(1) with respect to p and p′ is also its super-reduced form.
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Let br be the highest power of r dividing up,e1,r . Then the reduced form of EFE(1) with respect to p and r has
the form
fu,r(qp)
fu,r(q)
(1)←→ fu,p(q
r)
fu,p(q)
· · · · · · · · ·
fup,e1,r−1,r(q
p)
fup,e1,r−1,r(q)
(e1,r−1)←→
fup,e1,r−1,p(q
r)
fup,e1,r−1,p(q)
fup,e1,r ,p(q)
fup,e1,r ,r(q
p)
fup,e1,r ,r(q)
(e1,r)←→ fup,e1,r ,p
(
qr
)
· · · · · · · · ·
f up,e1,r
r ,p
(q)
f up,e1,r
r ,r
(qp)sr,e1,r
f up,e1,r
r ,r
(q)sr,e1,r
(e2,r)←→ f up,e1,r
r ,p
(
qr
)
· · · · · · · · ·
f up,e1,r
r2
,p
(q)
f up,e1,r
r2
,r
(qp)sr,e2
f up,e1,r
r2
,r
(q)sr,e2
(e3,r)←→ f up,e1,r
r2
,p
(
qr
)
· · · · · · · · ·
f up,e1,r
rbr
,r
(qp)sr,ebr
f up,e1,r
rbr
,r
(q)sr,ebr
(ebr ,r)←→
f up,e1,r
rbr
,p
(qr)
f up,e1,r
rbr
,p
(q)
· · · · · · · · ·
Q p,r(q) = Q p,r(q)
for some bi-levels e1,r, . . . , ebr ,r having values vp,r,e1,r , . . . , vp,r,ebr ,r which are equal to
up,e1,r
r , . . . ,
up,e1,r
rbr
cor-
respondingly.
Proof. (a) As discussed earlier, we may assume that fup, j ,p(q) = 1 for all factor(s) fup, j ,p(q) in
f p(q) =∏ j fup, j ,p(q). Since p and p′ do not divide vp,p′,i , the value of the bi-level i, for any bi-
level i of EFE(1) with respect to p and p′ , it can be veriﬁed that every line (i) of the reduced form
of EFE(1) with respect to p and p′ has the form
f v p,p′,i ,p′(q
p)sp′,i
f v p,p′,i ,p′(q)
sp′,i
(i)←→ f v p,p′,i ,p(q
p′)sp,i
f v p,p′,i ,p(q)
sp,i
,
where either sp,i = 1 or sp′,i = 1. If sp,i = 1, then it is straightforward to verify that roots of
f v p,p′,i ,p(q
p′)sp,i
f v p,p′,i ,p(q)
sp,i
= f v p,p′,i ,p(q
p′)
f v p,p′,i ,p(q)
are primitive vp,p′,i pp′-roots of unity. Moreover,
f vp,p′,i ,p(q
p′ )
f v ′ ,p(q)
is the monic factor of
p,p ,i
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(
qp
′)
whose roots are all the roots of f p(q) f p′ (qp) which are primitive vp,p′,i pp′-roots of unity. It can also
be veriﬁed that
f vp,p′,i ,p′ (q
p)
sp′,i
f v p,p′,i ,p′ (q)
sp′,i is the monic factor of
f p(q) f p′
(
qp
)
whose roots are all the roots of f p′(q) f p(qp
′
) which are primitive vp,p′,i pp′-roots of unity. Since
f p(q) f p′
(
qp
)= f p′(q) f p(qp′),
it follows that
f v p,p′,i ,p′(q
p)sp′,i
f v p,p′,i ,p′(q)
sp′,i =
f v p,p′,i ,p(q
p′)
f v p,p′,i ,p(q)
,
and thus sp′,i = 1. By the same argument, if sp′,i = 1, then sp,i = 1. As a result, every bi-level of EFE(1)
with respect to p and p′ is a level of f p(q), i.e., if vp,p′,i is the value of some bi-level i of EFE(1) with
respect to p and p′ , then vp,p′,i = up, j for some level j of f p(q). Therefore, the result follows.
(b) If e1,r > 1, then p and r do not divide vp,r,i for i = 1, . . . , e1,r − 1. As a result, an argument
similar to that of part (a) above can be applied, and thus line (1) through line (up,e1,r ) has the form
fu,r(qp)
fu,r(q)
(1)←→ fu,p(q
r)
fu,p(q)
· · · · · · · · ·
fup,e1,r−1,r(q
p)
fup,e1,r−1,r(q)
(e1,r−1)←→
fup,e1,r−1,p(q
r)
fup,e1,r−1,p(q)
.
It is also straightforward to verify that
(i)←→ can be replaced by (i)= for i = 1, . . . , e1,r . As a result, it
can be veriﬁed that
f p(q)∏
1i<e1,r f v p,r,i,p(q)
= f p(q)∏
1i<e1,r fup,i ,p(q)
and
fr(q)∏
1i<e1,r f v p,r,i ,r(q)
= fr(q)∏
1i<e1,r fup,i ,r(q)
satisfy Functional Equation (1). Consequently, we may assume that e1,r = 1. Therefore, we need to
show that the reduced form of EFE(1) with respect to p and r has the form
fu,p(q)
fu,r(qp)
fu,r(q)
(1)←→ fu,p
(
qr
)
· · · · · · · · ·
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r ,p
(q)
f u
r ,r
(qp)sr,e2,r
f u
r ,r
(q)sr,e2,r
(e2,r)←→ f u
r ,p
(
qr
)
· · · · · · · · ·
f u
r2
,p(q)
f u
r2
,r(q
p)
sr,e3,r
f u
r2
,r(q)
sr,k2,r
(e3,r)←→ f u
r2
,p
(
qr
)
· · · · · · · · ·
f u
rbr
,r(q
p)
sr,ebr+1,r
f u
rbr
,r(q)
sr,ebr+1,r
(ebr+1,r)←→
f u
rbr
,p(q
r)
f u
rbr
,p(q)
· · · · · · · · ·
Q p,r(q) = Q p,r(q)
where e2,r, . . . , ebr+1,r are the bi-levels of EFE(1) with respect to p and r having values ur , . . . ,
u
rbr
correspondingly.
Consider the reduced form of EFE(1) with respect to p and r:
f v p,r,1,p(q)
sp,1δr,1
f v p,r,1,r(q
p)sr,1
f v p,r,1,r(q)
svr,1 (1−δp,1)
(1)←→ f v p,r,1,r(q)svr,1 δp,1
f v p,r,1,p0(q
r)
svp,1
f v p,r,1,p(q)
svp,1 (1−δr,1)
· · · · · · · · ·
f v p,r,i,p(q)
sp,iδr,i
f v p,r,i,r(q
p)sr,i
f v p,r,i ,r(q)
svr,i (1−δp,i)
(i)←→ f v p,r,i,r(q)svr,i δp,i
f v p,r,i ,p0(q
r)
svp,i
f v p,r,i ,p(q)
svp,i (1−δr,i)
· · · · · · · · ·
Q p,r(q) = Q p,r(q).
By Key Proposition 1′ , svp,1 = svr,1 = 1. Since p does not divide u := vp,r,1 and r divides u by
assumption, δp,1 = 0 and δr,1 = 1. Thus the ﬁrst line of the reduced form of EFE(1) must be
fu,p(q)
fu,r(qp)
fu,r(q)
(1)←→ fu,p
(
qr
)
.
As a result, there must exist a collection of bi-levels L := {k1, . . . ,kn} such that fu,p(q) divides∏
k j∈L f vp,r,k j ,r(q)
svr,k j f v p,r,k j ,p(q
r)
svp,k j . We suppose that L is a minimal such set. Since fu,p(q) =
f vp,r,1,r(q) = 1, it possesses at least one root, say α, which is a primitive up-root of unity. Then α must
be a root of f vp,r,k j ,r(q)
svr,k j f v p,r,k j ,p(q
r)
svp,k j for some bi-level kη ∈ L. Since p does not divide vp,r,k j
for any k j by deﬁnition of p, α must be a root of f vp,r,kη ,p(q
r)
svp,kη and thus svp,kη = 1. Therefore
α is either a primitive vp,r,kη,r p-root of unity or a primitive vp,r,kη pr-root of unity. Since u > vp,r,kη ,
up > vp,r,kη p. Therefore, α must be a primitive vp,r,kη pr-root of unity. Hence u = vp,r,kη r and thus
vp,r,kη = ur . Since α is an arbitrary root of fu,p(q), every root of fu,p(q) must be a root of f vp,r,kη ,p(qr).
Thus fu,p(q) divides f vp,r,kη ,p(q
r). Therefore by the minimality of L, L = {kη}. We may assume that
η = 1 thus L = {k1} and vp,r,k1 = ur . Thus line (k1) of EFE(1) has the form
f u
r ,p
(q)δr,k1
f u
r ,r
(qp)sr,k1
f u ,r(q)
sr,k1
(k1)←→ f
u
r ,p
(qr)
f u ,p(q)
(1−δr,k1 )
.r r
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respect to p and r has the form
f u
r ,r
(qp)sr,k1
f u
r ,r
(q)sr,k1
(k1)←→ f
u
r ,p
(qr)
f u
r ,p
(q)
.
If br > 1, then r divides ur . Hence δr,k1 = 1 and line (k1) of the reduced form of EFE(1) with respect
to p and r has the form
f u
r ,p
(q)
f u
r ,r
(qp)sr,k1
f u
r ,r
(q)sr,k1
(k1)←→ f u
r ,p
(
qr
)
.
Now repeat the process above until we reach the line (kbr ) of EFE(1) which must have the form
f u
rbr
,p(q)
δr,kbr
f u
rbr
,r(q
p)
sr,kbr
f u
rbr
,r(q)
sr,kbr
(kbr )←→
f u
rbr
,p(q
r)
f u
rbr
,p(q)
(1−δr,kbr )
.
Since r does not divide u
rbr
by deﬁnition of br , it follows that δr,kbr = 0 and thus line (kbr ) of the
reduced form of EFE(1) must have the form
f u
rbr
,r(q
p)
sr,kbr
f u
rbr
,r(q)
sr,kbr
(kbr )←→
f u
rbr
,p(q
r)
f u
rbr
,p(q)
.
By replacing k1, . . . ,kbr by e2,r, . . . , ebr+1,r correspondingly to indicate the dependence of these bi-
levels on r, the proof of Key Proposition 2 is complete. 
Proposition 3.23 (Key Proposition 3). Let Γ be a sequence of polynomials satisfying the full hypothesis of
Theorem 2.1 whose ﬁeld of coeﬃcients is of characteristic zero and strictly contains Q.
(1) Let V := {vx,y,i} where vx,y,i is the value of each bi-level i of EFE(1) with respect to any primes x and y
for which either sx,i or sy,i is 1. If U is the set of all distinct prime factors of any element of V , then U is a ﬁnite
set. Therefore there exists a prime greater than any element of U .
(2) Let z be a prime which is greater than any element of U and r be any prime. If kz,r is the smallest positive
integer such that f vz,r,kz,r ,z(q) (resp. f vz,r,kz,r ,r(q)) is a polynomial not contained in Q[q], then kz,r is also the
smallest positive integer such that f vz,r,kz,r ,r(q) (resp. f vz,r,kz,r ,z(q)) is a polynomial not contained in Q[q].
(3) There exists a positive integer L such that if z is a prime greater than any element of U , r any prime and
kz,r as in (2), then sz,kz,r = sr,kz,r = 1 and vz,r,kz,r = L.
Proof. Let Γ = { fn(q) | n ∈ N} be a sequence of polynomials satisfying the hypothesis of this proposi-
tion. Thus deg( fn(q)) = tΓ (n − 1), which means that fn(q) = 1 for all n in N and the set of primes P
associated to the support of Γ contains all prime numbers. Let ΓP := { f pi (q) | pi ∈ P = {2,3,5, . . .}}.
We write f pi (q) =
∏
upi , j>upi , j+1
fupi , j ,pi (q) with fupi , j ,pi (q) being the factor all of whose roots are
primitive upi , j pi-roots of unity. Let Jpi := { j} be the set which consists of all levels j where
fupi , j ,pi (q) is not a polynomial in Q[q]. As the ﬁeld of coeﬃcients of Γ strictly contains Q, Jpi must
be nonempty for at least one pi since if Jpi is empty for all pi , then the ﬁeld of coeﬃcients of Γ
is Q. Therefore, we may assume from now on that there exists a prime, say pc , such that Jpc is
nonempty.
(1) Let pn and pm be any two primes. Let vpn,pm,1 be the value of the bi-level 1 of EFE(1) with
respect to pn and pm . Then vpn,pm,1 = u by Key Proposition 1′ . Note that
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for any bi-level i  1. Let s be any prime in U , then there exist two primes, say x and y, and a
bi-level l of EFE(1) with respect to x and y such that s divides vx,y,l . As a result,
s vx,y,l  vx,y,1 = u.
Since there is only a ﬁnite number of primes less than or equal to u,
|U | < ∞.
(2) Let z be a prime greater than any element of U . Without loss of generality, we may assume
that z = p where p is the prime chosen in part (1) above. It is immediate from the deﬁnition of p
that it does not divide vpi ,p j ,l for any vpi ,p j ,l appearing in EFE(1) of Γ with respect to any primes pi
and p j .
Lemma 3.24. Let Jp = { j} be the collection of all levels of f p(q) such that the coeﬃcients of fu j ,p(q) are
not properly contained in Q. Then Jp = ∅. Furthermore, if k is the smallest integer such that the coeﬃcients
of f vp,pc ,k,p(q) are not properly contained in Q, then k is also the smallest integer such that the coeﬃcients
of f vp,r,k,pc (q) are not properly contained in Q.
Proof. Let p be the prime chosen above and pc be the prime for which we assume that Jpc = ∅
earlier. There are two cases to consider:
(A) pc is not in U .
(B) pc is in U .
Case (A): We suppose that pc is not in U . Then the reduced form of EFE(1) with respect to p
and pc has the form
f v p,pc ,1,pc (q
p)
f v p,pc ,1,pc (q)
(1)= f v p,pc ,1,p(q
pc )
f v p,pc ,1,p(q)
· · · · · · · · ·
f v p,pc ,k,pc (q
s)
f v p,pc ,k,pc (q)
(k)= f v p,pc ,k,p(q
pc )
f v p,pc ,k,p(q)
· · · · · · · · ·
Q p,pc (q) = Q p,pc (q)
by part (a) of Key Proposition 2. Also, all the rational expressions are actually polynomials by Key
Proposition 1′ .
Suppose k is the smallest integer such that the coeﬃcients of f vp,pc ,k,pc (q) are not properly con-
tained in Q.
If k > 1, then the coeﬃcients of f vp,pc ,1,pc (q) are contained in Q. Thus
f v p,pc ,1,pc (q) = Pvp,pc ,1,pc (q)n
for some positive integer n. It follows that
f v p,pc ,1,pc (q
p)
f v ,p (q)
= Pvp,pc ,1,pc (q
p)n
P v ,p (q)n
= Pvp,pc ,1ppc (q)n,p,pc ,1 c p,pc ,1 c
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result,
f v p,pc ,1,p(q
pc )
f v p,pc ,1,p(q)
= Pvp,pc ,1ppc (q)n.
Therefore f vp,pc ,1,p(q) = Pvp,pc ,1,p(q)n where Pvp,pc ,1,p(q) is the cyclotomic polynomial with coeﬃ-
cients in Q of order vp,pc ,1p, i.e., the coeﬃcients of f vp,pc ,1,p(q) are also contained in Q. As this
argument can be applied to
f vp,pc ,i ,pc (q
p)
f vp,pc ,i ,pc (q)
and
f vp,pc ,i ,p(q
pc )
f vp,pc ,i ,p(q)
for each i ∈ {1, . . . ,k−1}, it follows that the
coeﬃcients of each polynomial in the collection
{
f v p,pc ,i ,p(q)
∣∣ 1 i  k − 1}
are contained in Q.
Let us suppose that the coeﬃcients of f vp,pc ,k,p(q) are properly contained in Q. It can be veriﬁed
that
f v p,pc ,k,p(q) = Pvp,pc ,k,p(q)nk
for some positive integer nk . Hence,
f v p,pc ,k,p(q
pc )
f v p,pc ,k,p(q)
= Pvp,pc ,k,p(q
pc )nk
P vp,pc ,k,p(q)
nk
= Pvp,pc ,k pc p(q)nk
where Pvp,pc ,k pc p(q) is the cyclotomic polynomial with coeﬃcients in Q of order vp,pc ,k pc p. Therefore,
f v p,pc ,k,pc (q
p)
f v p,pc ,k,pc (q)
= Pvp,pc ,k,p(q
pc )nk
P vp,pc ,k,p(q)
nk
= Pvp,pc ,k pc p(q)nk .
However, it can be veriﬁed that
Pvp,pc ,k,pc (q
p)nk
P vp,pc ,k,pc (q)
nk
= Pvp,pc ,k pc p(q)nk .
It is straightforward to verify from this that
f v p,pc ,k,pc (q) = Pvp,pc ,k,pc (q)nk .
Hence the coeﬃcients f vp,pc ,k,pc (q) are properly contained in Q. This contradicts the deﬁnition of k. As
a result, Jp ⊇ {k} and k is also the smallest positive integer such that the coeﬃcients of f vp,pc ,k,p(q)
are not properly contained in Q.
Case (B): Now suppose that pc is in U . Again consider the reduced form of EFE(1) with respect to
p and pc . Let g be the smallest positive integer such that pc divides vp,pc ,g . It can be veriﬁed that
the reduced form of EFE(1) must have the form:
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p)
f v p,pc ,1,pc (q)
(1)= f v p,pc ,1,p(q
pc )
f v p,pc ,1,p(q)
· · · · · · · · ·
f v p,pc ,g−1,pc (q
p)
f v p,pc ,g−1,pc (q)
(g−1)= f v p,pc ,g−1,p(q
pc )
f v p,pc ,g−1,p(q)
f v p,pc ,g ,p(q)
f v p,pc ,g ,pc (q
p)
f v p,pc ,g ,pc (q)
(g)←→ f v p,pc ,g ,p
(
qpc
)
· · · · · · · · ·
Q p,pc (q) = Q p,pc (q).
In particular sp,i = sr,i = 1 for i ∈ {1, . . . , g}, i.e. f vp,pc ,i ,p(q) = 1 and f vp,pc ,i ,pc (q) = 1 for i ∈ {1, . . . , g}.
If k < g , then the argument in Case (A) is applied and the result follows. Thus let us assume otherwise.
Claim. There exists a level, say lg , such that f vp,pc ,g ,p(q) divides
fvp,pc ,lg ,p(q
pc )
f vp,pc ,lg ,p(q)
1−δp,lg where δp,lg = 1 if pc divides
vp,pc ,g and is equal to 0 otherwise. Furthermore, lg is unique and lg > g.
Proof. From the reduced form of EFE(1) above, f vp,pc ,g ,p(q) = 1 and thus has at least one root, say α,
which is a primitive vp,pc ,g p-root of unity. Again from the reduced form above, α must be a root of
exactly one polynomial on the right-hand side of
(l)←→ for some bi-level l, where the uniqueness of
such a polynomial comes from the fact that the roots of each polynomial appearing on the right-hand
column of the reduced form of EFE(1) above are primitive roots of unity of different orders. Hence,
sp,l = 1. Thus line (l) has the form
f v p,pc ,l,p(q)
δp,l
f v p,pc ,l,pc (q
p)spc ,l
f v p,pc ,l,pc (q)
spc ,l
(l)←→ f v p,pc ,l,p(q
pc )
f v p,pc ,l,p(q)
1−δp,l
where δp,l = 1 if pc divides vp,pc ,g and equal to 0 otherwise. Hence, α must be a root of
f vp,pc ,l ,p(q
pc )
f vp,pc ,l ,p(q)
1−δp,l . Since every root of f vp,pc ,l,p(q
pc ) is a primitive vp,pc ,l ppc-root of unity or a primi-
tive vp,pc ,l p-root of unity depending on whether pc divides vp,pc ,l or not respectively, every root
of
f vp,pc ,l ,p(q
pc )
f vp,pc ,l ,p(q)
1−δp,l must be a primitive vp,pc ,l ppc-root of unity by our prior analysis. Hence,
vp,pc ,g p = vp,pc ,l ppc,
which is equivalent to
vp,pc ,l =
vp,pc ,g
pc
.
Thus vp,pc ,l is determined uniquely by pc and vp,pc ,g . As the prime pc is ﬁxed, we denote l by lg to
signify the dependency on g . Since this is true for every root of f vp,pc ,g ,p(q), f vp,pc ,g ,p(q) must divide
f vp,pc ,l ,p(q
pc )
f vp,pc ,l ,p(q)
1−δp,l and thus the claim follows. 
Our goal is to produce the k-super-reduced form of EFE(1) with respect to p and pc because we
can then use an argument similar to part (1) to reach the desired conclusion. First we rewrite the
reduced form of EFE(1) above by moving the factor f vp,pc ,g ,p(q) to the line (lg) as follows.
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p)
f v p,pc ,1,pc (q)
(1)= f v p,pc ,1,p(q
pc )
f v p,pc ,1,p(q)
· · · · · · · · ·
f v p,pc ,g−1,pc (q
p)
f v p,pc ,k−1,pc (q)
(g−1)= f v p,pc ,g−1,p(q
pc )
f v p,pc ,g−1,p(q)
f v p,pc ,g ,pc (q
p)
f v p,pc ,g ,pc (q)
(g)= f v p,pc ,g ,p
(
qpc
)
· · · · · · · · ·(
f v p,pc ,lg ,p(q)
)δp,lg ( f v p,pc ,g ,p(q)) f v p,pc ,lg ,pc (qp)
f v p,pc ,lg ,pc (q)
(lg)←→ f v p,pc ,lg ,p(q
pc )
( f v p,pc ,lg ,p(q))
1−δp,lg
· · · · · · · · ·
Q p,pc (q) = Q p,pc (q).
As a result, we obtain the g-super-reduced form of EFE(1) with respect to p and pc . Moreover, we
also have
( f v p,pc ,g ,p(q)) f v p,pc ,lg ,pc (q
p)
f v p,pc ,lg ,pc (q)
= f v p,pc ,lg ,p(q
pc )
( f v p,pc ,lg ,p(q))
1−δp,lg
by the claim above (this allows us to repeat the moving factor process, applied at line (g) above, to
line lg if lg < k to obtain the k-super-reduced form).
Note that if δp,lg = 1, then it is straightforward to verify that
(lg )←→ becomes (lg )= , i.e. equality oc-
curs at line (lg) since the polynomials on LHS and RHS of
(lg )←→ are the only factors of f p(q) f pc (qp)
and f pc (q) f p(q
pc ) respectively having the property that their roots are exactly all the primitive
vp,pc ,lg pc p-roots of unity which are roots of f p(q) f pc (q
p) and f pc (q) f p(q
pc ) respectively.
Now let us repeat this process starting at line (g + 1):
(i) If g + 1 = lg , i.e., g + 1 < lg , then line (g + 1) has the form
f v p,pc ,g+1,p(q)
δp,g+1 f v p,pc ,g+1,pc (q
p)
f v p,pc ,g+1,pc (q)
(g+1)←→ f v p,pc ,g+1,p(q
pc )
f v p,pc ,g+1,p(q)
1−δp,g+1
where δp,g+1 = 1 if pc divides vp,pc ,g+1 and is equal to 0 otherwise.
If pc does not divide vp,pc ,g+1, then
(g+1)←→ can be replaced by (g+1)= and line (g + 1) has the form
f v p,pc ,g+1,pc (q
p)
f v p,pc ,g+1,pc (q)
(g+1)= f v p,pc ,g+1,p(q
pc )
f v p,pc ,g+1,p(q)
.
Thus, we obtain the (g + 1)-super-reduced form of EFE(1) with respect to p and pc . Therefore, if
k g + 1, then the result follows from Case (A) if pc does not divide vp,pc ,g+1. If k > g + 1, then we
move on to the next line, namely line (g + 2).
If pc divides vp,pc ,g+1, then for the same reason as in line (g) above, there exists a unique level
lg+1 such that f vp,pc ,g+1,p(q) divides f vp,pc ,lg+1 ,p(q
pc ). After being rewritten as in line lg , line (g + 1)
and line (lg+1) have the form
f v p,pc ,g+1,pc (q
p)
f v ,p (q)
(g+1)= f v p,pc ,g+1,p
(
qpc
)p,pc ,g+1 c
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f v p,pc ,lg+1 ,p(q)
)δp,lg+1 ( f v p,pc ,g+1,p(q)) f v p,pc ,lg+1 ,pc (qp)
f v p,pc ,lg+1 ,pc (q)
(lg+1)←→
f v p,pc ,lg+1 ,p(q
pc )
( f v p,pc ,lg+1 ,p(q))
1−δp,lg+1
respectively. Thus we obtain the (g + 1)-super-reduced form of EFE(1) with respect to p and pc .
Note that lg+1 = lg since it can be deduced similarly as in the case of lg that lg+1 = vp,pc ,g+1pc >
vp,pc ,g
pc
= lg .
(ii) If g + 1 = lg , then there are two cases: If δp,lg = 0, then
(lg )←→ becomes (lg )= as discussed above
and we move on to the next line. If δp,lg = 1, then line (lg) has the form
(
f v p,pc ,lg ,p(q)
) ( f v p,pc ,g ,p(q)) f v p,pc ,lg ,pc (qp)
f v p,pc ,lg ,pc (q)
(lg)←→ f v p,pc ,lg ,p
(
qpc
)
.
Now we apply the same argument as for line (g) earlier to this line which then transforms it into
( f v p,pc ,g ,p(q)) f v p,pc ,lg ,pc (q
p)
f v p,pc ,lg ,pc (q)
(lg)= f v p,pc ,lg ,p
(
qpc
)
.
We repeat this process again to all subsequent lines starting at line (g + 2) and so forth. It can be
veriﬁed that this process allows us to replace
(i)←→ by (i)= at every bi-level i  1 in the reduced form
of EFE(1) with respect to p and pc . In particular, it allows us to produce the k-super-reduced form
of EFE(1) with respect to p and pc .
As g  k by assumption, it can be deduced, using the same argument as in Case (A) above, that all
the polynomials f vp,pc ,1,p(q), . . . , f vp,pc ,g−1,p(q) have coeﬃcients contained in Q.
By using the k-super-reduced form of EFE(1) with respect to p and pc as well as the facts
• f vp,pc ,g ,pc (qp)f vp,pc ,g ,pc (q) ∈ Q[q] if and only if f vp,pc ,g ,pc (q) ∈ Q[q] and• f vp,pc ,g ,p(qpc ) ∈ Q[q] if and only if f vp,pc ,g ,p(q) ∈ Q[q],
we verify below that the lemma follows if we prove the following statements:
(a) If g  k, then f vp,pc ,g ,pc (q
p)
f vp,pc ,g ,pc (q)
has coeﬃcients properly contained in Q if and only if f vp,pc ,g ,p(q
pc )
does.
(b) If lg  k, then
( f vp,pc ,g ,p(q)) f vp,pc ,lg ,pc (q
p)
f vp,pc ,lg ,pc (q)
has coeﬃcients properly contained in Q if and only if
f vp,pc ,lg ,pc (q
p)
f vp,pc ,lg ,pc (q)
does.
If g < k, then the coeﬃcients of f vp,pc ,g ,pc (q) are properly contained in Q. It follows that
f vp,pc ,g ,pc (q) = Pvp,pc ,g ,pc (q)ng for some positive integer ng , where Pvp,pc ,g ,pc (q) is the cyclo-
tomic polynomial with coeﬃcients in Q of order vp,pc ,g pc . Hence
f vp,pc ,g ,pc (q
p)
f vp,pc ,g ,pc (q)
= Pvp,pc ,g ppc (q)ng
where Pvp,pc ,g ppc (q) is the cyclotomic polynomial with coeﬃcients in Q of order vp,pc ,g ppc . As
f vp,pc ,g ,pc (q
p)
f vp,pc ,g ,pc (q)
= f vp,pc ,g ,p(qpc ), f vp,pc ,g ,p(qpc ) = Pvp,pc ,g ppc (q)ng . Hence the coeﬃcients of f vp,pc ,g ,p(qpc )
and thus those of f vp,pc ,g ,p(q) are properly contained in Q. If g = k, then the coeﬃcients
of f vp,pc ,g ,pc (q) are not properly contained in Q. Hence there exists a nonnegative integer ng such
that Pvp,pc ,g ,pc (q)
ng+1 does not divide f vp,pc ,g ,pc (q) but Pvp,pc ,g ,pc (q)
ng properly divides f vp,pc ,g ,pc (q).
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ng+1 does not divide f vp,pc ,g ,pc (q
p)
f vp,pc ,g ,pc (q)
but Pvp,pc ,g ppc (q)
ng prop-
erly divides
f vp,pc ,g ,pc (q
p)
f vp,pc ,g ,pc (q)
. Thus Pvp,pc ,g ppc (q)
ng+1 does not divide f vp,pc ,g ,p(q
pc ) but Pvp,pc ,g ppc (q)
ng
properly divides f vp,pc ,g ,p(q
pc ). As a result, the coeﬃcients of f vp,pc ,g ,p(q
pc ) must not be properly
contained in Q. Therefore, the coeﬃcients of f vp,pc ,g ,p(q) are not properly contained in Q.
If lg < k, then g < k. Thus f vp,pc ,g ,p(q) and
f vp,pc ,lg ,pc (q
p)
f vp,pc ,lg ,pc (q)
have coeﬃcients properly contained in Q
by the deﬁnition of k and the paragraph above. Therefore, the coeﬃcients of
( f vp,pc ,g ,p(q)) f vp,pc ,lg ,pc (q
p)
f vp,pc ,lg ,pc (q)
are contained in Q and hence so are the coeﬃcients of f vp,pc ,lg ,p(q
pc ). If lg = k, then g < k and thus all
the coeﬃcients of f vp,pc ,g ,pc (q) are properly contained in Q. Hence all the coeﬃcients of
f vp,pc ,g ,pc (q
p)
f vp,pc ,g ,pc (q)
are properly contained in Q and thus so are those of f vp,pc ,g ,p(q
pc ). Therefore, all the coeﬃcients
of f vp,pc ,g ,p(q) are properly contained in Q. Consequently, all the coeﬃcients of
( f v p,pc ,g ,p(q)) f v p,pc ,lg ,pc (q
p)
f v p,pc ,lg ,pc (q)
= f v p,pc ,lg ,p
(
qpc
)
are properly contained in Q if and only if all those of
f vp,pc ,lg ,pc (q
p)
f vp,pc ,lg ,pc (q)
are. As a result, the coeﬃcients
of f vp,pc ,lg ,p(q
pc ) and thus those of f vp,pc ,lg ,p(q) = f vp,pc ,k,p(q) are not properly contained in Q. Con-
sequently, if g + 1 > k, then there is nothing to prove. If g + 1 k, we may assume, as discussed in
(i) above, that pc divides vp,pc ,g+1. Then the same argument as in line (g) above can be repeated.
Therefore, the lemma follows. 
Let s be any prime in U where U is deﬁned in part (1). We consider the reduced form of EFE(1)
with respect to p and s. It has a similar form to the reduced form of EFE(1) with respect to p and pc
in Case (B). As a result, a similar argument as in Case (B) above, the details of which are left to the
readers, holds in this case as well. The proof of (2) is therefore complete.
(3) Again we may assume without loss of generality that z = p. Let r be any prime. Let k be the
smallest integer such that the coeﬃcients of f vp,r,k,p(q) are not properly contained in Q. Then k is
also the smallest positive integer such that the coeﬃcients of f vp,r,k,r(q) are not properly contained
in Q by part (2). Therefore, f vp,r,k,p(q) = 1 and f vp,r,k,r(q) = 1. Therefore sp,k = sr,k = 1. Let f p(q) =∏
j fup, j ,p(q) where fup, j ,p(q) is the factor of f p(q) such that its roots are all the roots of f p(q) which
are primitive up, j p-roots of unity. Let L be the positive integer up,l where up,l = vp,r,k . Since up,l is
independent of r, the result follows. 
Let pm , pn be any two distinct primes. Let  denote either pm or pn . For each i, let m,i be
the nonnegative integer such that (Pvpm ,pn ,i ,(q))m,i is the highest power of Pvpm ,pn ,i ,(q) dividing
f vpm ,pn ,i ,(q).
Proposition 3.25 (Key Proposition 4). Let p be the prime chosen in part (1) of Key Proposition 2. Let r be any
prime. Let k := kp,r be the integer deﬁned in Key Proposition 2. Let e1,r be deﬁned as in Key Proposition 2. Then
the following statements hold:
(a) If r is not in U or if r is in U and e1,r < k, then fp(q)∏
i<k(Pvp,r,i ,p(q))
mp,i and
fr(q)∏
i<k(Pvp,r,i ,r(q))
mr,i satisfy
Functional Equation (1).
(b) If r is in U and e1,r < k, deﬁne:
• np,e1,r =mp,e1,r .• np,ei,r = np,ei−1,r +mr,ei,r for 1 < i  br .
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f p(q)∏
ie1,r (Pvp,r,i ,p(q))
mp,i
∏
1<ibr (Pvp,r,ei,r ,p(q))
np,ei,r
and
fr(q)∏
ie1,r (Pvp,r,i ,r(q))
mr,i
∏
1<ibr (Pvp,r,ei,r ,r(q))
mr,ei,r
satisfy Functional Equation (1).
Proof. (a) If r is not in U or if e1,r  k, then p and r do not divide vp,r,i for any bi-level i < k. It
follows from the minimality of k as well as parts (a) and (b) of Key Proposition 2 that the reduced
form of EFE(1) with respect to p and r has the form
(Pvp,r,1,r(q
p))mr,1
(Pvp,r,1,r(q))
mr,1
(1)←→ (Pvp,r,1,p(q
r))mp,1
(Pvp,r,1,p(q))
mp,1
· · · · · · · · ·
(Pvp,r,k−1,r(q
p))mr,k−1
(Pvp,r,k−1,r(q))
mr,k−1
(k−1)←→ (Pvp,r,k−1,p(q
r))mp,k−1
(Pvp,r,k−1,p(q))
mp,k−1
f v p,r,k,p(q)
sp,kδr,k
f v p,r,k,r(q
p)sr,i
f v p,r,k,r(q)
svr,k (1−δp,k)
(k)←→ f v p,r,k,r(q)svr,k δp,k
f v p,r,k,p0(q
r)
svp,k
f v p,r,k,p(q)
svp,k (1−δr,k)
· · · · · · · · ·
Q p,r(q) = Q p,r(q).
It can be veriﬁed that
(i)←→ can be replaced by (i)= for each i ∈ {1, . . . ,k − 1}. Hence
∏
1ik−1
(Pvp,r,i ,r(q
p))mr,i
(Pvp,r,i ,r(q))
mr,i
=
∏
1ik−1
(Pvp,r,i ,p(q
r))mp,i
(Pvp,r,i ,p(q))
mp,i
.
Let us divide the left-hand side and the right-hand side of the reduced form of EFE(1) with respect
to p and r above by
∏
1ik−1
(Pvp,r,i ,r(q
p))mr,i
(Pvp,r,i ,r(q))
mr,i
and
∏
1ik−1
(Pvp,r,i ,p(q
r))mp,i
(Pvp,r,i ,p(q))
mp,i
respectively. It can be veriﬁed that the result,
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sp,kδr,k
f v p,r,k,r(q
p)sr,i
f v p,r,k,r(q)
svr,k (1−δp,k)
(k)←→ f v p,r,k,r(q)svr,k δp,k
f v p,r,k,p0(q
r)
svp,k
f v p,r,k,p(q)
svp,k (1−δr,k)
· · · · · · · · ·
Q p,r(q)∏
1ik−1
(Pvp,r,i ,r(q
p))
mr,i
(Pvp,r,i ,r(q))
mr,i
= Q p,r(q)∏
1ik−1
(Pvp,r,i ,p(q
r))
mp,i
(Pvp,r,i ,p(q))
mp,i
is the reduced form of EFE(1) of f p(q)∏
i<k(Pvp,r,i ,p(q))
mp,i and
fr(q)∏
i<k(Pvp,r,i ,r(q))
mr,i , after the bi-level(s) k,k +
1, . . . are renamed as 1,2, . . . correspondingly. In particular, the polynomials f p(q)∏
i<k(Pvp,r,i ,p(q))
mp,i and
fr (q)∏
i<k(Pvp,r,i ,r (q))
mr,i satisfy Functional Equation (1). Furthermore, the value of the bi-level 1 of EFE(1)
of f p(q)∏
i<k(Pvp,r,i ,p(q))
mp,i and
fr (q)∏
i<k(Pvp,r,i ,r(q))
mr,i is equal to the value of the bi-level kp,r of EFE(1) of f p(q)
and fr(q).
(b) Suppose r is in U and e1,r < k. If e1,r > 1, then it follows from part (b) of Key Proposition 2 and
the minimality of k that line (1) through line (e1,r − 1) of the reduced form of EFE(1) with respect to
p and r has the form
(Pvp,r,1,r(q
p))mr,1
(Pvp,r,1,r(q))
mr,1
(1)←→ (Pvp,r,1,p(q
r))mp,1
(Pvp,r,1,p(q))
mp,1
· · · · · · · · ·
(Pvp,r,e1,r−1,r(q
p))
mr,e1,r−1
(Pvp,r,e1,r−1,r(q))
mr,e1,r−1
(e1,r−1)←→
(Pvp,r,e1,r−1,p(q
r))
mp,e1,r−1
(Pvp,r,e1,r−1,p(q))
mp,e1,r−1
.
It can be veriﬁed that
(i)←→ can be replaced by (i)= for each i ∈ {1, . . . , e1,r − 1}. Hence
∏
11e1,r−1
(Pvp,r,i ,r(q
p))mr,i
(Pvp,r,i ,r(q))
mr,i
=
∏
11e1,r−1
(Pvp,r,i ,p(q
r))mp,i
(Pvp,r,i ,p(q))
mp,i
.
By applying a similar argument as in part (a), it can be veriﬁed that the polynomials
f p(q)∏
11e1,r−1(Pvp,r,i ,p(q))
mp,i and
fr(q)∏
11e1,r−1(Pvp,r,i ,r(q))
mr,i satisfy Functional Equation (1). As a result, we
may assume that e1,r = 1.
By part (b) of Key Proposition 2, the reduced form of EFE(1) of the polynomials f p(q) and fr(q)
has the form
fu,p(q)
fu,r(qp)
fu,r(q)
(1=e1,r)←→ fu,p
(
qr
)
· · · · · · · · ·
f u
r ,p
(q)
f u
r ,r
(qp)sr,e2,r
f u
r ,r
(q)sr,e2,r
(e2,r)←→ f u
r ,p
(
qr
)
· · · · · · · · ·
f u
r2
,p(q)
f u
r2
,r(q
p)
sr,e3,r
f u
r2
,r(q)
sr,e3,r
(e3,r)←→ f u
r2
,p
(
qr
)
· · · · · · · · ·
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rbr
,r(q
p)
sr,ebr+1,r
f u
rbr
,r(q)
sr,ebr+1,r
(ebr+1,r)←→
f u
rbr
,p(q
r)
f u
rbr
,p(q)
· · · · · · · · ·
Q p,r(q) = Q p,r(q)
where e2,r, . . . , ebr+1,r are the bi-levels of EFE(1) with respect to p and r having values ur , . . . ,
u
rbr
correspondingly.
Lemma 3.26. The following equalities hold:
(1)
fu,r(qp)
fu,r(q)
= fu,p
(
qr
)
.
(2) fu,p(q)
f u
r ,r
(qp)sr,e2,r
f u
r ,r
(q)sr,e2,r
= f u
r ,p
(
qr
)
.
(3) f u
r ,p
(q)
f u
r2
,r(q
p)
sr,e3,r
f u
r2
,r(q)
sr,e3,r
= f u
r2
,p
(
qr
)
.
(4) f u
r2
,p(q)
f u
r3
,r(q
p)
sr,e4,r
f u
r3
,r(q)
sr,e4,r
= f u
r3
,p
(
qr
)
.
· · ·
(br ) f u
rbr−1 ,p
(q)
f u
rbr
,r(q
p)
sr,ebr+1,r
f u
rbr
,r(q)
sr,ebr+1,r
=
f u
rbr
,p(q
r)
f u
rbr
,p(q)
.
Proof. (1) It can be veriﬁed that fu,r(q
p)
fu,r(q)
and fu,p(qr) are the factors of f p(q) fr(qp) and fr(q) f p(qr)
respectively whose roots are all the roots of f p(q) fr(qp) and fr(q) f p(qr) respectively which are prim-
itive upr-roots of unity. Since
f p(q) fr
(
qp
)= fr(q) f p(qr),
the result follows.
Similarly, (2), (3), . . . , (br ) follows since the left-hand sides and the right-hand sides of (2), (3),
. . . , (br ) are the factors of f p(q) fr(qp) and fr(q) f p(qr) respectively whose roots are all the roots
of f p(q) fr(qp) and fr(q) f p(qr) respectively which are primitive upr0-roots of unity, primitive upr−1-
roots of unity, . . . , primitive upr−(br−1)-roots of unity correspondingly. 
It follows from the assumption e1,r < k and the minimality of k that
Pupr(q)
mr,1 = Pu,r(q
p)mr,1
Pu,r(q)mr,1
= fu,r(q
p)
fu,r(q)
= fu,p
(
qr
)= Pu,p(qr)mp,1 = Pupr(q)mp,1 ,
where Pupr(q) is the cyclotomic polynomial with coeﬃcients in Q and order upr. Hence mp,1 =mr,1.
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′
u,p(q) and f
′
u
r ,r
(q) such that
fu,p(q) =
(
Pu,p(q)
)mp,1 f ′u,p(q)
and
f u
r ,r
(q) = (P u
r ,r
(q)
)mr,e2,r f ′u
r ,r
(q).
Hence
fu,p(q)
f u
r ,r
(qp)sr,e2,r
f u
r ,r
(q)sr,e2,r
= (Pu,p(q))mp,1 f ′u,p(q) (P ur ,r(q
p))
mr,e2,r f ′u
r ,r
(qp)
(P u
r ,r
(q))mr,e2,r f ′u
r ,r
(q)
= (Pu,p(q))mp,1 (P ur ,r(qp))
mr,e2,r
(P u
r ,r
(q))mr,e2,r
f ′u,p(q)
f ′u
r ,r
(qp)
f ′u
r ,r
(q)
= (Pu,p(q))mp,1+mr,e2,r f ′u,p(q) f
′
u
r ,r
(qp)
f ′u
r ,r
(q)
= (Pu,p(q))np,e2,r f ′u,p(q) f
′
u
r ,r
(qp)
f ′u
r ,r
(q)
.
Hence
f u
r ,p
(
qr
)= (Pu,p(q))np,e2,r f ′u
r ,p
(
qr
)
for some polynomial f ′u
r ,p
(qr).
By similar arguments, it can be veriﬁed that there exist collections of polynomials
{
f ′u
r ,p
(q), f ′u
r2
,r(q), f
′
u
r2
,p(q)
}
,
{
f ′u
r2
,p(q), f
′
u
r3
,r(q), f
′
u
r3
,p(q)
}
,
· · ·{
f ′ u
rbr−1 ,p
(q), f ′u
rbr
,r(q), f
′
u
rbr
,p(q)
}
such that
(
P u
r ,p
(q)
)np,e3,r f ′u
r ,p
(q)
f ′u
r2
,r
(qp)sr,e3,r
f ′u
r2
,r
(q)sr,e3,r
= f u
r ,p
(q)
f u
r2
,r(q
p)
sr,e3,r
f u
r2
,r(q)
sr,e3,r
= f u
r2
,p
(
qr
)
= (P u
r ,p
(q)
)np,e3,r f ′u
r2
,p
(
qr
)
,
(
P u
r2
,p(q)
)np,e4,r f ′u
r2
,p(q)
f ′u
r3
,r
(qp)sr,e4,r
f ′u
r3
,r
(q)sr,e4,r
= f u
r2
,p(q)
f u
r3
,r(q
p)
sr,e4,r
f u
r3
,r(q)
sr,e4,r
= f u
r3
,p
(
qr
)
= (P u
r2
,p(q)
)np,e4,r f ′u
r3
,p
(
qr
)
,
· · ·
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P u
rbr−1 ,p
(q)
)np,ebr+1,r f ′ u
rbr−1 ,p
(q)
f ′u
rbr
,r
(qp)sr,ebr+1,r
f ′u
rbr
,r
(q)sr,ebr+1,r
= f u
rbr−1 ,p
(q)
f u
rbr
,r(q
p)
sr,ebr+1,r
f u
rbr
,r(q)
sr,ebr+1,r
=
f u
rbr
,p(q
r)
f u
rbr
,p(q)
= (P u
rbr−1 ,p
(q)
)np,ebr+1,r f ′urbr ,p(qr)
f ′u
rbr
,p
(q)
,
where
np,ei,r = np,ei−1,r +mr,ei,r
for i ∈ {3, . . . ,br + 1}.
By replacing
{
f u
r ,p
(q), f u
r2
,r(q), f u
r2
,p(q)
}
,{
f u
r2
,p(q), f u
r3
,r(q), f u
r3
,p(q)
}
,
· · ·{
f u
rbr−1 ,p
(q), f u
rbr
,r(q), f u
rbr
,p(q)
}
with
{
f ′u
r ,p
(q), f ′u
r2
,r(q), f
′
u
r2
,p(q)
}
,
{
f ′u
r2
,p(q), f
′
u
r3
,r(q), f
′
u
r3
,p(q)
}
,
· · ·{
f ′ u
rbr−1 ,p
(q), f ′u
rbr
,r(q), f
′
u
rbr
,p(q)
}
in EFE(1) of f p(q) and fr(q) correspondingly and eliminating line (e1,r), it can be veriﬁed that the
result is EFE(1) of
f p(q)∏
ie1,r (Pvp,r,i ,p(q))
mp,i
∏
1<ibr (Pvp,r,ei,r ,p(q))
np,ei,r
and
fr(q)∏
ie1,r (Pvp,r,i ,r(q))
mr,i
∏
1<ibr (Pvp,r,ei,r ,r(q))
mr,ei,r
.
As a result,
f p(q)∏
ie1,r (Pvp,r,i ,p(q))
mp,i
∏
1<ibr (Pvp,r,ei,r ,p(q))
np,ei,r
and
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ie1,r (Pvp,r,i ,r(q))
mr,i
∏
1<ibr (Pvp,r,ei,r ,r(q))
mr,ei,r
satisfy Functional Equation (1). 
If case (a) of Key Proposition 4 occurs, we replace the polynomials f p(q) and fr(q) by the polyno-
mials f p(q)∏
i<k(Pvp,r,i ,p(q))
mp,i and
fr(q)∏
i<k(Pvp,r,i ,r(q))
mr,i respectively. Let us denote the latter polynomials also
by f p(q) and fr(q) respectively. Let kp,r be the positive integer deﬁned in Key Proposition 2 for the
new polynomials f p(q) and fr(q). It can be veriﬁed that kp,r = 1. As indicated in the proof of (a)
above, the value of the bi-level 1 of EFE(1) of f p(q)∏
i<k(Pvp,r,i ,p(q))
mp,i and
fr (q)∏
i<k(Pvp,r,i ,r(q))
mr,i is equal to the
value of the bi-level kp,r of f p(q) and fr(q).
If case (b) occurs, we replace the polynomials f p(q) and fr(q) by the polynomials
f p(q)∏
ie1,r (Pvp,r,i ,p(q))
mp,i
∏
1<ibr (Pvp,r,ei,r ,p(q))
np,ei,r
and
fr(q)∏
ie1,r (Pvp,r,i ,r(q))
mr,i
∏
1<ibr (Pvp,r,ei,r ,r(q))
mr,ei,r
.
Let us also denote the latter polynomials by f p(q) and fr(q) respectively. Let kp,r be the positive
integer deﬁned in Key Proposition 2 for the new polynomials f p(q) and fr(q). If kp,r = 1, repeat the
process in part (a) or (b) of Key Proposition 4 above with f p(q)∏
ie1,r (Pvp,r,i ,p(q))
mp,i
∏
1<ibr (Pvp,r,ei,r ,p(q))
np,ei,r
and fr (q)∏
ie1,r (Pvp,r,i ,r(q))
mr,i
∏
1<ibr (Pvp,r,ei,r ,r(q))
mr,ei,r
replacing f p(q) and fr(q) respectively. It is straight-
forward to verify that kp,r = 1 eventually (we leave the details to readers) and that the value of the
bi-level 1 of EFE(1) of the resulting polynomials is equal to the value of the bi-level kp,r of f p(q)
and fr(q).
Proposition 3.27 (Key Proposition 5). Let p be the prime chosen in the proof of Key Proposition 2 and r be any
prime. Let k = kp,r be the smallest bi-level of EFE(1) with respect to p and r such that the coeﬃcients of either
f vp,r,k,p(q) or f vp,r,k,r(q) are not properly contained in Q. Then
vp,r,k > 1.
Proof. Since vp,r,k = L all primes r by Key Proposition 2, we may assume without loss of generality
that r is not in U . Hence r does not divide vp,r,k . By Key Proposition 4, we may assume, without
loss of generality, in the rest of the proof of this proposition that k = 1. As a result, f vp,r,1,p(q) and
f vp,r,1,r(q) are super-compatible by Key Proposition 1
′ .
Since f vp,r,1,p(q) and f vp,r,1,r(q) are super-compatible, they can be written as f vp,r,1,p(q) =∏
i(F
(i)
vp,r,1,p(q))
ni and f vp,r,1,r(q) =
∏
i(F
(i)
vp,r,1,r(q))
ni , where F (i)vp,r,1,p(q) and F
(i)
vp,r,1,r(q) are polynomials
which are compatible for each i. Since the coeﬃcients of f vp,r,1,p(q) and f vp,r,1,r(q) are not properly
contained in Q, there exists at least one index i such that the coeﬃcients of F (i)vp,r,1,p(q) are not prop-
erly contained in Q. Hence the coeﬃcients of F (i)vp,r,1,r(q) are also not properly contained in Q (see
that proof of Key Proposition 1). Therefore, vpn,pm,k > 1 by Key Proposition 1. 
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such that r does not divide vp,r,kp,r . Then
vp,r,kp,r = 2.
Proof. Let us recall that there exists a positive integer L such that vp,r,kp,r = L for all primes r by
part (3) of Key Proposition 2. From the deﬁnition of kp,r (see part (2) of Key Proposition 2), the
coeﬃcients of f vp,r,kp,r ,p(q) and f vp,r,kp,r ,r(q) are not properly contained in Q. Suppose L > 2. Then
(Z/LZ)∗ contains at least one nonempty proper subset. Choose the prime r so that r does not divide L.
Since we are interested in the value of the bi-level kp,r , we may assume without loss of generality
that kp,r = 1 by Key Proposition 4. Thus line (kp,r) of the reduced form of EFE(1) with respect to p
and r has the form
f v p,r,kp,r ,r(q
p)
f v p,r,kp,r ,r(q)
(kp,r)←→ f v p,r,kp,r ,p(q
r)
f v p,r,kp,r ,p(q)
.
Let
f v p,r,kp,r ,p(q
r)
f v p,r,kp,r ,p(q)
=
∏
0 jz
(π( j)vp,r,kp,r ,p(qr)
π
( j)
vp,r,kp,r ,p
(q)
)e j
be the factorization deﬁned in Key Proposition 1′ and its proof. Then
f v p,r,kp,r ,p(q
r)
f v p,r,kp,r ,p(q)
and thus
π
( j)
vp,r,kp,r ,p
(qr)
π
( j)
vp,r,kp,r ,p
(q)
is a polynomial for each j. Let A j be deﬁned as in the proof of Key Proposition 1′ . Then
rA0 = A0.
Recall from the proof of Key Proposition 1′ that we may assume that A0 is a nonempty proper subset
of (Z/vp,r,kp,rZ)
∗ (otherwise, replace A0 by the smallest index j such that A j is a nonempty proper
subset of (Z/vp,r,kp,rZ)
∗). Let αL be an element of (Z/vp,r,kp,rZ)∗ − A0 = (Z/LZ)∗ − A0. There are
two cases:
(1) 1 is in A0.
(2) 1 is not in A0.
If (1) is the case, then we can choose r so that r also satisfy
r = r.1≡ αL (mod L)
by Dirichlet prime numbers in arithmetic sequences. This is a contradiction since rA0 = A0.
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r = r.1≡ αL (mod L)
by the same reason. This is also a contradiction since rA0 = A0 implies that
r
(
(Z/LZ)∗ − A0
)= (Z/LZ)∗ − A0
since r(Z/LZ)∗ = (Z/LZ)∗ . As a result,
vp,r,kp,r = L = 2. 
The conclusion of the proof of Part 2 of Theorem 2.1.
Let p be the prime chosen in the proof of Key Proposition 2 and let r be another prime which
is not in U . Thus p and r do not divide vp,r,i for any bi-level i of EFE(1) with respect to p and r.
Let us consider EFE(1) with respect to p and r. Let kp,r be the integer deﬁned in Key Proposition 2,
i.e. kp,r is the smallest positive integer such that the coeﬃcients of f vp,r,kp,r ,p and f vp,r,kp,r ,r are not
properly contained in Q. By Key Proposition 4, we may assume that kp,r = 1. Therefore, f vp,r,kp,r ,p(q)
and f vp,r,kp,r ,r(q) are super-compatible by Key Proposition 1
′ . Since vp,r,kp,r = 2, f2,p(q) and f2,r(q) are
supper-compatible. As a result, there exists a subset A2 of ((Z/2Z)∗)T , for some positive integer T ,
such that roots of f2,p(q) and f2,r(q) are represented by the collection of tuples
⋃
α∈A2
{α} × (Z/pZ)∗
and
⋃
α∈A2
{α} × (Z/rZ)∗
respectively.
Since (Z/2Z)∗ = {1},
A2 =
(
(Z/2Z)∗
)T ′
for some integer T ′  T . It can be veriﬁed that the monic polynomial whose roots are primitive 2p-
roots of unity and the monic polynomial whose roots are primitive 2r-roots of unity represented by
the collection of tuples
⋃
α∈(Z/2Z)∗
{α} × (Z/pZ)∗
and
⋃
α∈(Z/2Z)∗
{α} × (Z/rZ)∗
respectively are the cyclotomic polynomial, with coeﬃcients in Q of order 2p, P2p(q) and the cyclo-
tomic polynomial, with coeﬃcients in Q of order 2r, P2r(q). As a result,
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f2,r(q) = P2r(q)T ′ .
Therefore, the coeﬃcients of f2,p(q) and f2,r(q) are properly contained in Q. This is a contradiction.
Therefore, the positive integer kp,r in part (2) of Key Proposition 2 does not exist, which means that
the assumption that Jpc = ∅ is incorrect. Therefore the coeﬃcients of every polynomial in a sequence
of polynomials Γ satisfying the full hypothesis of Theorem 2.1 must be properly contained in Q.
Thus by Part 1, every element of Γ can be written as a product of quantum integers in the fashion
described in Theorem 2.1. The proof of Theorem 2.1 is thus complete and constitutes a solution to
Problem 1.
To give one of the important consequences of Theorem 2.1, let us assume Theorem 2.3 which is
stated at the beginning. Since Theorem 2.3 is one of the main results in our next paper [2], we delay
the proof to that paper which is under preparation.
Proof of Corollary 2.4. Let Γ = { fn(q) | n ∈ N} be a sequence of polynomials with ﬁeld of coeﬃcients
of characteristic zero satisfying Functional Equation (2). Let P be the set of primes associated to the
support AP of Γ . Suppose P contains at least two distinct primes.
By Theorem 2.3, there exists a sequence Γ ′ = { f ′n(q) | n ∈ N} of polynomials with ﬁeld of coeﬃ-
cients Q and supp{Γ } = supp{Γ ′} such that Γ satisﬁes Functional Equation (2), fn(q) divides f ′n(q)
for all n in N∩ supp{Γ } and tΓ ′ − tΓ ∈ N. By Theorem 2.1, Part 1, every polynomial f ′n(q) in Γ can be
written in the form
f ′n(q) =
∏
i
([n]qai )bi
for some collection of ordered pairs of integers {(ai,bi)i} and tΓ ′ =∑i aibi ∈ Z. Since tΓ ′ − tΓ ∈ N,
tΓ is integral as required. 
As mentioned above as well as in [1], there are sequences of polynomials satisfying Functional
Equation (2) such that tΓ can actually attain nonintegral values. The above results limit this possibility
to the case where P consists of exactly one prime. As Theorem 2.5 provides a complete classiﬁcation
of the sequences Γ ’s satisfying Functional Equation (2) with tΓ nonintegral, the problem of classiﬁ-
cation of all the sequences of polynomials solutions to Functional Equation (2) reduces to the case of
integral tΓ . Therefore Problem 2 [2] is now reduced to the cases where tΓ is integral.
Proof of Theorem 2.5. (a) Let Γ be a sequence of polynomials with ﬁeld of coeﬃcients of charac-
teristic zero such that Γ satisﬁes Functional Equation (2). Suppose tΓ is nonintegral. It follows from
Corollary 2.4 that |P | = 1 where P is the set of primes associated to the support AP of Γ .
(b) Let P = {p} where p is a prime. The support of Γ , AP , must have the form {pn | n ∈ N} for the
prime p in P . As Γ satisﬁes Functional Equation (2), we have
f pn(q) = f p(q) f pn−1
(
qp
)
for any n in N. As a result, each polynomial f pn (q) is determined by f p(q) by induction. Therefore, so
is Γ .
In the opposite direction, let the triple ( f (q), p, t) be deﬁned as follows:
• p is a prime and t is a positive integer.
• f (q) is a monic polynomial with nonzero constant term such that deg( f (q)) = td and (t, p−1d ) = 1,
where d is a proper divisor of p − 1.
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f pn(q) = f p(q) f pn−1
(
qp
)
(3.3)
for all n in N.
Lemma 3.29. Let n be any natural number. Let u and v be nonnegative integers such that u + v = n. Then
f pn(q) = f pu (q) f pv
(
qp
u )= f pv (q) f pu (qpv ). (3.4)
Proof. Without loss of generality, we may assume that u  1 and v  1 because if either of them is
equal to 0, then (3.4) becomes f pn (q) = f pn (q). We prove this lemma by induction on n:
(1) For n = 2, (3.4) becomes
f p2(q) = f p(q) f p
(
qp
)= f p(q) f p(qp)
which holds because of (3.3).
(2) It can be veriﬁed from (3.3) and the induction hypothesis that
f pn(q) = f p(q) f pn−1
(
qp
)= f p(q) f pu−1(qp) f pv ((qp)pu−1)= f pu (q) f pv (qpu ).
Similarly,
f pn(q) = f p(q) f pn−1
(
qp
)= f p(q) f pv−1(qp) f pu ((qp)pv−1)= f pv (q) f pu (qpv ).
Therefore,
f pn(q) = f pu (q) f pv
(
qp
u )= f pv (q) f pu (qpv )
for all nonnegative integers u and v . In particular, the sequence of polynomials
Γ := { f pn(q) ∣∣ n ∈ N}
satisﬁes Functional Equation (2). 
As a result of Lemma 3.29, there exists a rational number tΓ such that
deg
(
f p(q)
)= tΓ (p − 1)
by [1]. Since d is a proper divisor of p − 1, p−1d > 1. Hence, tp−1
d
is not integral since (t, p−1d ) = 1.
Therefore,
deg
(
f p(q)
)= td = t
p−1
d
(p − 1).
This implies that tΓ = tp−1
d
and thus is not integral. Therefore, the triple described above, namely
(
f (q), p, t
)
,
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support base P = {p} such f p(q) = f (q). For uniqueness, let suppose that there exist positive integer
t1 and d1 such that deg( f (q)) = t1d1 and t1 = t (thus d1 = d as well), where d1 is a proper divisor
of p − 1 such that (t1, p−1d1 ) = 1. Since t1 = t , we may assume that t1 > t . As t1d1 = td,
t1
t
= d
d1
.
Let u, v be positive integers such that (u, v) = 1 and uv = t1t = dd1 . Then u > v. Thus there exists at
least one prime, say s such that s divides u. Hence s divides t1. Let n and m be the highest power
of s dividing d and d1 respectively. It can be veriﬁed that n >m  0. Since d is a divisor of p − 1, it
follows that s divides p−1d1 . This is a contradiction since (t1,
p−1
d1
) = 1 by assumption. Therefore t1 = t
and thus d1 = d. Therefore, uniqueness follows. 
Theorem 2.7 also concerns sequences of polynomials with ﬁelds of coeﬃcients of characteristic
zero satisfying Functional Equation (2) with nonintegral tΓ . Even though it is not a part of the prob-
lems stated earlier, it is worth proving because it gives a characterization of all the sequences Γ ’s,
with nonintegral parameter tΓ , which can be decomposed as products of quantum integers, i.e., those
which are strictly generated by quantum integers. It shows in fact that in such cases, these sequences
are essentially formed by taking products of sequences of polynomials Γi , satisfying Functional Equa-
tion (2) and with integral parameter tΓi , each of which is generated by quantum integers.
Proof of Theorem 2.7. Suppose that Γ = { fn(q) | n ∈ N} is generated by quantum integers. Then there
exist ordered pairs of integers {ui, ti}i such that tΓ =∑i uiti and
fn(q) =
∏
i
([n]qui )ti
for each n in the support of Γ . Hence tΓ is integral which contradicts the hypothesis of this theorem.
Therefore, Γ is not generated by quantum integers.
For the statement concerning the strictly weakly generated by quantum integers, the if direction is
immediate. For the only if direction, let us suppose that f p(q) is strictly weakly generated by quantum
integers. Then its ﬁeld of coeﬃcients is Q. Let α be any root of f p(q). Then α is a nontrivial root of
unity. Hence its order, as a root of unity, is divisible by some prime pi . Thus the minimal polynomial
mα(q) of α over the ﬁeld of coeﬃcients of Γ is Pupi (q) for some positive integer u, the cyclotomic
polynomial with coeﬃcients in Q and order upi . Let ni be the highest power of Pupi (q) dividing f p(q).
From the proof of Part 1 of Theorem 2.1, Pupi (q) =
∏
j([pi]qai j )bij for some collection of ordered pairs
of integers {(aij,bij) j}. As a result,
f p(q) =
∏
i
(∏
j
([pi]qai j )bij
)ni
.
Let
Γi :=
{
gpni (q)
∣∣∣ gpi (q) =∏
j
([pi]qai j )bij , n ∈ N
}
,
where
gpn (q) = gpi (q)gpn−1
(
qpi
)i i
L. Nguyen / Journal of Number Theory 130 (2010) 1292–1347 1347for all n in N. Then it can be veriﬁed that Γi satisﬁes Functional Equation (2) from the proof of
Theorem 2.5. It is an immediately consequence of its deﬁnition that Γi is generated by quantum
integers.
The uniqueness in the sense described in the statement of Theorem 2.7 follows directly from the
deﬁnitions of Γi and ni for each i. 
We now have a very useful tool for working with general solutions of Functional Equation (2);
namely to decompose them into products of quantum integers or polynomials related to quantum
integers which are more concrete and thus easier for computational as well as classiﬁcation purposes.
This in fact enables us to characterize all solutions of Functional Equation (2), namely Problem 2, as
well as to tackle the other questions; Problem 3, Problem 4 and others. These are the goals for our
next papers.
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