In this work, we focus on the class of P 4 -sparse graphs, which generalizes the well-known class of cographs. We consider the problem of verifying whether a P 4 -sparse graph is a (k, ℓ)-graph, that is, a graph that can be partitioned into k independent sets and ℓ cliques.
Introduction
The class of P 4 -sparse graphs was introduced by Hoàng [14] as the class of graphs for which every set of five vertices induces at most one P 4 . Hoàng also gave a number of characterizations for these graphs, and showed that P 4 -sparse graphs are perfect (a graph G is perfect if for every induced subgraph H of G, the chromatic number of H equals the largest number of pairwise adjacent vertices in H).
The class of P 4 -sparse graphs generalizes both the cographs and the P 4 -reducible graphs. The well-known class of cographs was introduced in the early 1970s by Lerchs [20] as the class of graphs for which no induced subgraph is isomorphic to a P 4 , and P 4 -reducible graphs were introduced by Jamison and Olariu [16] as those in which no vertex belongs to more than one induced P 4 . Both cographs and P 4 -reducible graphs can be recognized in linear time [4, 6, 16] .
In [17] , Jamison and Olariu gave several structural theorems for P 4 -sparse graphs, including a constructive characterization asserting that P 4 -sparse graphs are exactly the graphs constructible from single-vertex graphs by three graph operations. This result implies that P 4 -sparse graphs have a unique tree representation up to isomorphism, which leads to a linear time recognition algorithm for this class.
The classes of P 4 -sparse graphs, cographs and P 4 -reducible graphs have been studied extensively in recent years and have applications in many areas of applied mathematics, computer science and engineering, mainly because of their good algorithmic and structural properties.
The purpose of this paper is to study the partition of the vertex set of P 4 -sparse graphs into parts which can be independent sets or cliques. The problem of partitioning the vertex set of a graph into k independent sets and ℓ cliques, for fixed k, ℓ, is known as the (k, ℓ)-partition problem, and is a natural generalization of the coloring problem (where ℓ = 0)
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and the clique partition problem (where k = 0). Graphs that can be partitioned in this way are called (k, ℓ)-graphs, and were introduced by Brandstädt, in [1] . The matrix partition problem is a yet wider generalization where the parts satisfy not only internal restrictions (such as being an independent set or a clique), but also external restrictions (e.g., being pairwise connected by all possible edges). We refer to [11, 12] for details.
It is known that, for k ≥ 3 or ℓ ≥ 3, the problem of recognizing (k, ℓ)-graphs is NP-complete [2] . Due to this fact, many works have considered special families of (k, ℓ)-graphs that can be efficiently recognized; for example, (k, ℓ)-chordal graphs [13] , (k, ℓ)-cographs [3, 8, 10] , and (k, ℓ)-perfect graphs [9] .
Since P 4 -sparse graphs have bounded clique width, the problem of deciding whether a P 4 -sparse graph is a (k, ℓ)-graph for fixed k, ℓ can be solved in linear time, using a general argument (see [7] for details). We describe a simpler linear time method based on our characterization of P 4 -sparse graphs that are (k, ℓ)-graphs.
Background and terminologies

Given a simple graph
is a subset of vertices inducing a complete (edgeless) subgraph, not necessarily maximal.
The M-partition problem was introduced by Feder et al. [11] , as follows. Let M be a fixed symmetric m × m matrix with entries Given a graph G, sometimes it is useful to associate lists with its vertices. A list M-partition of G with respect to lists
Note that the trivial case, when all lists are L(v) = {1, 2, . . . , m}, corresponds to the situation when no lists are given. A matrix without diagonal * 's may be written in a block form, by first listing the rows and columns with diagonal 0's, then those with diagonal 1's. The matrix falls into four blocks, a k by k diagonal matrix A with a diagonal of 0's, an ℓ by ℓ diagonal matrix B with a diagonal of 1's, and a k by ℓ off-diagonal matrix C and its transpose. We say in this case that M is an (A, B, C )-block matrix.
We shall say that M is a constant matrix if the off-diagonal entries of A are all the same, say equal to a, the off-diagonal entries of B are all the same, say b, and all entries of C are the same, say c. In this case, we also say that M is an (a, b, c)-block matrix.
Observe that if the matrix M is a ( * , * , * )-block matrix, then an M-partition of G is precisely a partition of the vertices of G into k independent sets and ℓ cliques. In this case, G is said to be a (k, ℓ)-graph. Feder et al. [10] studied this case (with lists) for the class of cographs.
where each S j is an independent set and each C i is a clique. Such a partition is called a (k, ℓ)-partition of G. In this definition some sets may be empty. The complete (resp. edgeless) graph on r vertices is denoted by K r (resp. I r ).
Given two graphs
is the graph with vertex set V 1 ∪ V 2 and edge set E 1 ∪ E 2 , and the graph G 1 + G 2 (called the join of G 1 and G 2 ) is the graph with vertex set V 1 ∪ V 2 , and edge set [5, 20, 21] is recursively defined as follows:
-K 1 is a cograph; -if G is a cograph then G is also a cograph; -if G and H are cographs, then G ∪ H is also a cograph.
In [5] , Corneil et al. proved that a graph G is a cograph if and only if G contains no induced P 4 (a chordless path with four vertices). It follows from the definition of cographs that every cograph G is associated with a unique rooted tree T (G), called the cotree of G, whose leaves are precisely the vertices of G and whose internal nodes are of two types, 0 or 1, in such a way that two vertices x and y are adjacent in G if and only if their lowest common ancestor in T (G) is a type-1 node.
A graph G is P 4 -sparse if no five vertices in G induce more than one P 4 . We need the following definition for the characterization of P 4 -sparse graphs [14, 15, 17] :
is a spider (initially introduced by Hoàng as turtle in [14] ) if V can be partitioned into subsets S, K, R such that:
(1) |S| = |K| ≥ 2, S is an independent set, and K is a clique; (2) there exists a bijection f : S → K such that either:
•
(3) there are all edges between the subsets R and K, and no edges between the subsets R and S. We remark that the subset R contains at most one vertex when G is a prime spider.
Theorem 1 ([14,17]). Let G be a graph. Then G is a P 4 -sparse graph if and only if for every induced subgraph H of G, exactly one of the following statements is satisfied: (1) H is disconnected; (2) H is disconnected; (3) H is isomorphic to a spider.
By Theorem 1, a remarkable feature of P 4 -sparse graphs is that they admit a tree representation unique up to isomorphism, called ps-tree. The ps-tree T G of a P 4 -sparse graph G is defined as follows. Each internal node of T G is of type 0, 1 or 2. The leaves of T G are the vertices of G. The subtree rooted at each node X of T G corresponds to the induced subgraph of G defined by the subset of leaves that are descendants of X . A subtree rooted at a type-0 node corresponds to the union of the subgraphs defined by the children of that node. A subtree rooted at a type-1 node corresponds to the join of the subgraphs defined by the children of that node. (Observe that type-0 and type-1 nodes have the same meaning as in cotrees.) A subtree rooted at a type-2 node corresponds to a spider subgraph of G.
It has been shown in [18] that P 4 -sparse graphs can be recognized in linear time, in connection with their ps-tree representations. They also admit a characterization by means of a family H of forbidden induced subgraphs: Fig. 1 ).
Corollary 2. Let G be a graph. Then G is a P 4 -sparse graph if and only if G contains no member of the family H as an induced subgraph. ( See
It can be noticed that the seven P 4 extensions described in Fig. 1 are exactly those where one has more than one P 4 within five vertices.
Preliminary results
In this section, we present some preliminary results which will be useful to prove the characterization of (k, ℓ)-P 4 -sparse graphs. Proof. Let G be a member of the family F (a, b), and let T G be a cotree of G. We show, by induction on the height h( 
Conversely, suppose that there is an (a, b)-template M such that G = G M . Then |V (G)| = ab and G contains a mutually disjoint cliques of size b and b mutually disjoint independent sets of size a, i.e., G ∈ F (a, b) . This completes the proof.
A forbidden subgraph characterization of (k, ℓ)-cographs
Our strategy to characterize (k, ℓ)-P 4 -sparse graphs will be to consider first the case of (k, ℓ)-cographs. The following lemma is useful. ] into independent sets. Let S 1 , S 2 , . . . , S k ⊆ V \ S * be independent sets, where each S i , i = 1, . . . , k, contains a vertex s i of H, as shown in Fig. 3 
Fig. 4. G[S
If s k ∈ S k is adjacent to s * 1 then the proof follows immediately. Then suppose that (s k , s *
) ̸ ∈ E(G).
Since S * is maximum, s k must be adjacent to another vertex s *
as in Fig. 4 . By repeating the same procedure for G[s *
Hence, G contains K k+1 as a subgraph.
The lemma below, proved by Demange et al. in [8] , is another useful tool to characterize (k, ℓ)-cographs.
Lemma 6 ([8]). Let G = (V , E) be a graph, G[V
′ ] an induced subgraph of G and S * a maximum independent set of G[V
The following statements are equivalent, for every graph G:
] is a (k − 1, ℓ)-graph. We now present the following characterization of (k, ℓ)-cographs in terms of the family F (ℓ + 1, k + 1). This characterization refines a previous result in [3] . It is also worth mentioning that Feder et al. [10] proved that there are exactly (ℓ + 1)(k + 1) vertices in each cograph minimal M-obstruction, for a ( * , * , * )-block matrix M, which yields another way of proving the characterization in [3] .
Theorem 7. A cograph G is a (k, ℓ)-graph if and only if it does not contain any member of the family
Proof. Suppose that G contains a member H of F (ℓ + 1, k + 1) as an induced subgraph. Let S * i be a maximum independent set of H, consisting of ℓ + 1 vertices. By Lemma 6, if G is a (k, ℓ)-graph then G \ S * i is a (k − 1, ℓ)-graph. By repeating this procedure k times, ℓ + 1 vertices still remain. The subgraph induced by these vertices is an independent set and cannot be partitioned into ℓ cliques. Therefore, since H is not a (k, ℓ)-graph, G is not a (k, ℓ) -graph either. Conversely, assume that G does not contain any member of the family F (ℓ + 1, k + 1) as an induced subgraph. We show by induction on k + ℓ that G is a (k, ℓ)-graph. For k + ℓ = 1 the result follows immediately.
Let us assume that if G does not contain any member of the family F (ℓ
is not a (k − 1, ℓ)-graph. Therefore, by the induction hypothesis, G ′ contains at least one member H of the family F (ℓ + 1, k). 
We remark that Lemma 6 provides a simple linear time algorithm to recognize whether an input cograph G is a (k, ℓ)-graph, for k, ℓ fixed. As explained in [8] , apply k + ℓ times the following procedure: locate a maximum independent set S * in G, and set G ← G − S * (additionally, set G ← G if the current step is the kth one). Then G is a (k, ℓ)-graph if and only if the remaining graph at the end of the algorithm is empty.
Characterization of (k, ℓ)-P 4 -sparse graphs
In this section, we describe a characterization of (k, ℓ)-P 4 -sparse graphs in terms of a forbidden family of subgraphs.
Let G be a P 4 -sparse graph. We construct an auxiliary graph G * from G in the following way. For each spider subgraph S = (S, K, R) of G, apply one of the following rules:
Rule 1: if S is a thin spider then delete all the existing edges between the sets S and K; Rule 2: if S is a thick spider then add all the missing edges between the sets S and K.
It is worth observing that the above construction is well defined since for any two spider subgraphs
This follows from a basic fact of modular decomposition: inclusion-maximal nontrivial modules are pairwise disjoint.
Lemma 8. The auxiliary graph G
* is a cograph.
Proof. Every induced
. Suppose that S 1 is a spider subgraph associated with a type-2 node with minimum depth in T G . By applying Rule 1 or Rule 2 to S 1 , all the
Since the recognition of (k, ℓ)-P 4 -sparse graphs for k = 0 (resp. ℓ = 0) corresponds to the ℓ-coloring problem in G (resp. k-coloring problem in G), which can be solved in linear time [19] , we assume hereafter that k, ℓ ≥ 1.
Lemma 9.
Let G = (S, K, R) be a spider, and k, ℓ ≥ 1. Then G is a (k, ℓ)-graph if and only if G[R] is a (k, ℓ) -graph.
Proof. The necessity follows immediately from the fact that G[R]
is an induced subgraph of G. For the sufficiency, suppose
Since S is an independent set and every vertex of S is non-adjacent to every vertex of R, S 1 ∪ S is an independent set. Analogously, since K is a complete set and every vertex of K is adjacent to every vertex of R, K ∪ K 1 is a complete set. Therefore, G is a (k, ℓ)-graph.
Lemma 10. Let G = (S, K, R) be a spider, and k, ℓ ≥ 
Proof. The proof is analogous to the previous one.
Theorem 11. Let G be a P 4 -sparse graph, and k, ℓ ≥ 1. Then G is a (k, ℓ)-graph if and only if G * is a (k, ℓ)-graph.
Proof. The necessity follows by induction on n. It trivially holds for graphs with n = 1. Now, let G be a (k, ℓ)-graph with n > 1 vertices. We analyze three cases:
(1) G is a disconnected graph with p connected components, i.e.,
(2) G is disconnected. The analysis is analogous.
The sufficiency also follows by induction on n. If n = 1, it trivially holds. Now, let G be a P 4 -sparse graph with n > 1 vertices such that G * is a (k, ℓ)-graph. Again, we analyze three cases:
Observe that each G i either satisfies the property that G i is disconnected or is isomorphic to a spider. If G i is disconnected then (G i ) * is also disconnected, and since G * is (k, ℓ), (G i ) * is (k, ℓ i ); therefore, by the induction hypothesis, G i is (k, ℓ i ). If G i is isomorphic to a spider S = (S, K, R), we consider two subcases: Proof. The proof of the necessity is straightforward. The sufficiency follows by induction on the height h(T G ) of the ps-tree T G of G. The result is clearly true for h(T G ) ≤ 2, since in this case G is a cograph and thus a (k, ℓ)-graph by Theorem 7. For h(T G ) = 3, we proceed by analyzing the root r(G) of T G . If r(G) is a type-2 node then it is easy to see that G is isomorphic to a P 4 , and thus G is (k, ℓ). If r(G) is a type-0 (resp. type-1) node then r(G) cannot have a child G i which is a type-2 node, otherwise h(T G i ) ≥ 3, a contradiction; hence, every child of r(G) is a type-1 (resp. type-0) node, that is, G is a cograph and thus a (k, ℓ)-graph by Theorem 7.
Suppose now that the result is true for any P 4 -sparse graph G 
(2) r(G) is a type-1 node. This case is analogous to the previous one.
(3) r(G) is a type-2 node. In this case, write G = (S, K, R). Since G does not contain any member H of F (ℓ + 1, k + 1) as an induced subgraph, the same property applies to R, and thus h(
Thus, by Lemma 9, G is (k, ℓ). Proof. Direct consequence of Corollary 2 and Theorem 12.
Recognition of (k, ℓ)-P 4 -sparse graphs
The auxiliary cograph G * is the key ingredient of a linear time recognition algorithm for (k, ℓ)-P 4 -sparse graphs. The remaining cases (S is a thin spider and X is a type-1 node; S is a thick spider and X is a type-0 node; S is a thick spider and X is a type-1 node) are analogous.
Theorem 14.
Let G be a P 4 -sparse graph, and k, ℓ ≥ 1. Then we can decide whether G is a (k, ℓ)-graph in linear time.
Proof. The auxiliary cograph G * can be constructed in linear time by traversing the ps-tree T G of G as follows. Each time a type-2 node associated with a spider subgraph S = (S, K, R) is reached, we perform a local replacement in T G according to Fig. 6 (where we consider the case in which S is a thin spider and the parent of the node associated with S is a type-0 node X ; the other cases are analogous). After performing all such local replacements, we obtain a cotree T * of G * . By Theorem 11, it suffices to check whether G * is a (k, ℓ)-graph, which can be done in linear time as explained in [8] .
Conclusions
Although the existence of forbidden structures for a cograph to be a (k, ℓ)-graph has already been considered in [3, 8, 10] , in this work we have described them in detail by means of matrices called (a, b)-templates. Next, we have shown that the same forbidden structures suffice to also characterize P 4 -sparse graphs which are (k, ℓ)-graphs. Finally, we have described how to recognize (k, ℓ)-P 4 -sparse graphs in linear time by using special auxiliary cographs.
We conclude by remarking that we can recognize P 4 -sparse graphs that admit an M-partition when M is an (A, B, C )-block matrix with all entries of C being asterisks. This generalization can be derived by using the same technique as in Theorem 11: a P 4 -sparse graph G admits such an M-partition if and only if G * admits it. The idea of the proof is based on the simple observation that, when constructing G * , the edges that are added or removed do not affect the restrictions imposed by the entries in blocks A and B of M. In other words, edges are added or removed only between parts i and j satisfying M(i, j) ∈ C , i.e., M(i, j) = * .
Let M be an (a, b, * )-block matrix. Observe that M is a particular case of the matrices in the previous paragraph. Since cographs admitting an M-partition of this type can be recognized in polynomial time (see details in [10] ), so can P 4 -sparse graphs for this case.
