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ABSTRACT 
 
This research introduces a unique data analysis method and develops empirical models to 
evaluate energy use and energy cost in wastewater collection systems using operational 
variables.  From these models, several Best Management Processes (BMPs) are identified 
that should benefit utilities and positively impact the operation of existing infrastructure 
as well as the design of new infrastructure.  Further, the conclusions generated herein 
display high transferability to certain manufacturing processes.  Therefore, it is 
anticipated that these findings will also benefit pumping applications outside of the water 
sector.   Wastewater treatment is often the single largest expense at the local government 
level.  Not surprisingly, significant research effort has been expended on examining the 
energy used in wastewater treatment.  However, the energy used in wastewater collection 
systems remains underexplored despite significant potential for energy savings.  
Estimates place potential energy savings as high as 60% within wastewater collection; 
which, if applied across the United States equates to the energy used by nearly 125,000 
American homes.  Employing three years of data from Renewable Water Resources 
(ReWa), the largest wastewater utility in the Upstate of South Carolina, this study aims to 
develop useful empirical equations that will allow utilities to efficiently evaluate the 
energy use and energy cost of its wastewater collection system.   ReWa’s participation 
was motivated, in part, by their recent adoption of the United States Environmental 
Protection Agency “Effective Utility Strategies” within which exists a focus on energy 
management. The study presented herein identifies two primary variables related to the 
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energy use and cost associated with wastewater collection:   Specific Energy (Es) and 
Specific Cost (Cs).  These two variables were found to rely primarily on the volume 
pumped by the individual pump stations and exhibited similar power functions for the 
three year period of evaluation.  The data was analyzed using statistical analysis and was 
and was cross-validated using an analysis of variance (ANOVA).  It is anticipated that 
the relationship developed for Es will be of the most value to other utilities since it 
represents the most generalizable parameter.    Historically, the approach to energy 
management at the wastewater collection level has been simply to input the energy 
necessary to accomplish the goal of safely and effectively moving the raw wastewater to 
the treatment plant.  This study aims to change this approach through the development of 
generalizable relationships. 
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CHAPTER 1 
CONTEXT AND SCOPE OF THE RESEARCH 
 
“Providing wastewater and drinking water service to citizens requires energy – and a lot 
of it.  The twin problems of steadily rising energy costs and climate change have 
therefore made the issue of energy management one of the most salient issues facing 
water and wastewater utilities today (United States Environmental Protection Agency, 
2008).”  Addressing this need, this research develops a unique energy evaluation 
framework to assist wastewater utilities in their pursuit of energy management initiatives.  
To do so, this study reviews a range of energy management initiatives often pursued in 
wastewater collection and develops a series of empirical equations to be used in energy 
management and financial planning for wastewater collection.  The purpose of this 
chapter is to introduce the context of the problem, the goal and objectives of this 
research, the overall research method, and the outline of the document. 
 
1.1 Background 
According to the International Energy Agency (IEA) World Energy Outlook 2013, the 
total primary energy consumption in the world increased from 150 Exajoules per year in 
1960 to 550 Exajoules per year in 2010, representing an average annual increase of 2.2%.  
The United States alone accounts for nearly 23 percent of worldwide energy usage; 126 
Exajoules in 2013.  This means that, each year, the Unites States consumes an energy 
equivalent of nearly 1 Quadrillion (1012) gallons of automotive gasoline.  Of this energy 
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consumption, it is estimated that approximately 4 percent is used to pump and treat 
water and wastewater (Daw and Hallett, 2012) and 10 percent is used in general 
pumping (Nicholas, 2013).   
 
As worldwide population continues to grow exponentially, accumulating stress is placed 
on all infrastructure sectors.  Two infrastructure sectors that stand out as perhaps the most 
critical to quality of life are water and energy; whose truly inextricable relationship has 
led to coining the term “water-energy nexus.”  Vast quantities of water are consumed 
during power generation while immense amounts of energy are used during water and 
wastewater collection, treatment, and transmission. There are approximately 15,000 
wastewater treatment plants operating in the United States with more than 70 percent of 
the U.S. population being served by these publicly-owned treatment works. Oftentimes, 
the largest single consumer of energy at the local government level is water and 
wastewater treatment; representing up to 35 percent of municipal energy use (Fok and 
Jones, 2005).   
 
According to the United States Environmental Protection Agency (USEPA, 2008), 
energy management is at the heart of efforts across the country to ensure that wastewater 
utility operations are sustainable in the future.  Many utilities are realizing that a 
systematic approach to managing the full range of energy challenges they face is the best 
way to ensure that these issues are addressed on an ongoing basis; thereby helping to 
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reduce climate impacts, save money, and remain sustainable.  Historically, much of the 
effort to manage energy in the wastewater sector has been focused on initiatives at 
wastewater treatment facilities (WWTFs) as these facilities are usually the primary 
energy consumer at wastewater utilities.  Current industry practices and available 
literature indicate that a deficit exists regarding energy management in the wastewater 
collection sector of utility’s operation.  While only approximately 14% of the wastewater 
sector’s energy use is dedicated to pumping, some estimates place potential energy 
savings in this category at as much as 60 percent (USEPA, 2008); meaning that a 
wastewater utility could save as much as 8% of its overall energy use through improving 
energy management in wastewater collection.  A utility with $10 million in annual energy 
expenditures could, therefore, save upwards of $800,000 annually by addressing energy 
management at the collection level.  According to DeKeulenaer (2004), pumping is, 
among other processes, a system for which it has been demonstrated that there exists a 
large technical and economic potential for energy savings.     
 
1.2 Problem Statement 
This study will focus on energy management in a historically neglected sector of 
operation within wastewater utilities:  wastewater collection.  There currently exists no 
fundamental approach used to quickly and successfully evaluate a system’s energy 
performance which leads to operational uncertainty in existing infrastructure as well as 
unanswered questions during alternatives analysis for new projects.  This study addresses 
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this need through the development of a valuable data analysis method, empirical 
relationships, and associated BMPs based on three years of operational data from the 
largest wastewater utility in the Upstate of South Carolina:  Renewable Water Resources.   
 
Organizing and tracking energy performance within the wastewater collection system of 
a utility is a critical first step in the development of an energy management plan.  Before 
a utility can improve its performance, it must first establish a baseline of energy use.  
This study will present an energy use baseline as well as a series of unique energy use 
and efficiency parameterizations providing mathematical relationships linking collection 
equipment age, size, type, and service to important operational variables such as 
efficiency, energy usage, and cost of operation.  Additionally, this framework will 
include an economic analysis component that provides the user with critical economic 
outcomes. 
 
1.3 Research Questions  
This research aims to address the following specific questions related to energy 
management in wastewater collection through the development of beneficial equations:  
 What method can wastewater utilities employ to evaluate the energy use and 
energy cost in its wastewater collection system? 
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 What are the generalizable and transferable relationships between energy 
use, energy cost, and system operation? 
 From these relationships, what operational and design-based Best 
Management Practices (BMPs) can be developed for practical use? 
 
Answering these questions began with a thorough review of applicable literature, case 
studies, and expert opinion.  The author of the present study is currently employed by the 
international infrastructure consulting firm, Black & Veatch, and was able to access past 
projects centered on energy management programs.  As mentioned previously, a local 
wastewater utility, Renewable Water Resources in Greenville, SC, agreed to partner in 
the project, provide advice, insight, and operational data, and serve as a case study for the 
aforementioned objectives.   
 
The literature review was broken down into three principal sections:   
 a review of the concept of energy management; 
 a review of typical energy consumption at wastewater utilities; 
 a review of applicable energy management initiatives in wastewater 
collection systems; 
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Peer-reviewed journal articles served as the primary source for this review and were 
supplemented by research books, on-line publications/articles, and past applicable Black 
& Veatch projects.  A full discussion of these sections can be found in Chapter 2.   
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CHAPTER 2 
LITERATURE REVIEW 
 
2.1 Concept of Energy Management 
The New York State Energy Research & Development Authority (2010) offers the 
following succinct summary of wastewater utilities’ goals:  “The primary goal of the 
wastewater sector has been to meet regulatory requirements for the protection of human 
health and the environment.  A secondary goal of the sector is to provide its services for 
reasonable and fair user fees or rates which are usually based on the debt service for 
capital improvements, operating expenses (labor, energy, chemical, etc.) and reserve 
accounts.”  The management of energy costs not only allows the utility to reduce its debt 
service (and, therefore, further resist rate increases) but also decrease its carbon footprint.  
Energy management at wastewater utilities is an initiative that is slowly gaining 
momentum.  Some wastewater utilities are not only recognizing the financial benefits of 
energy management but also positive environmental, social, and political benefits.   
 
Many of the wastewater facilities in the United States were constructed when energy 
costs were not a primary concern.  According to the USEPA (2008), energy represents 
the largest controllable cost of providing wastewater services to the public.  As 
wastewater utilities improve their energy efficiency through effective energy 
management plans, more of their operating budget is available to address the many multi-
disciplinary challenges previously identified. 
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According to the USEPA’s Energy Management Guidebook (2008), a successful energy 
management plan can be broken down into an eight step “plan-do-check-act” approach as 
follows: 
1. Benchmark and track monthly and annual energy use; 
2. Indentify and prioritize energy operations and issues that can increase 
efficiency; 
3. Indentify energy efficiency objectives and targets; 
4. Define the performance indicator(s) use to evaluate and measure progress 
towards objectives; 
5. Establish energy management programs; 
6. Monitor and measure the performance of established target(s); 
7. Document and communicate success; and 
8. Review progress periodically and make adjustments as necessary. 
 
The present study will address a range of these steps as it develops a unique energy 
evaluation framework to be utilized by wastewater utilities in their analysis of energy use, 
cost and efficiency in wastewater collection. 
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2.2 Benchmarking Energy Use 
Within the aforementioned eight-step plan there exist five key components to an energy 
conservation (management) plan: 
 Creating a system to track energy usage and costs; 
 Performing energy audits for major operations; 
 Upgrading equipment, systems, and controls, including facility and 
collection system improvements to increase energy efficiency; 
 Developing a cost-effective electrical supply purchasing strategy; 
 Optimizing load profiles by shifting operations where possible; and 
 Developing in-house energy management training for operators. 
 
In order for a utility to be able to track its progress towards any goal, it must first identify 
a point from which to measure potential progress.  The present study will address the first 
two steps of the EPA’s plan through the analysis of existing energy use and performance 
data and the development of unique empirical relationships that will provide efficient and 
effective evaluation of current energy performance.     
 
Wastewater utilities must first collect and format all electrical usage data for all facilities 
to determine costs for associated systems.  It is during this phase where “operational 
outliers” can be identified and targeted for correction.  If a utility is initiating its energy 
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management plan, establishing a baseline allows it to have a point from which to start and 
measure its future progress towards energy efficiency and/or reduction.  A typical energy 
breakdown for an activated sludge WWTF is presented below in Figure 2.1.  Note that 
the “wastewater pumping” percentage considers energy used in wastewater collection.  
 
 
 
Figure 2.1.  Typical energy cost breakdown for an  
activated sludge WWTF (Menendez, 2010). 
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In their analysis of energy used within wastewater treatment systems, Stillwell et al. 
(2010) found that more than 75 percent of the total electricity required is used for solids 
processing including diffused air aeration, nitrification, gravity and flotation settling, 
anaerobic digestion, and dewatering.  More than 30 percent of the electricity required 
goes towards aeration alone due to the use of energy intensive blowers.  The authors also 
found that as the level of wastewater treatment advances, the electricity requirements per 
unit of wastewater increase likewise.  This point is especially important for the industry 
as increasing environmental restrictions on effluent discharge limits require a higher level 
treatment; thereby, oftentimes requiring a more energy input.  Further, this could be of 
value in the upgrade of existing or construction of new wastewater pump stations.  
Wastewater pump stations could be constructed to serve as the first phase of treatment 
and reduce the loads at the wastewater treatment facility. 
 
Many variables affect plant energy consumption including influent characteristics, 
effluent requirements, facility type, method of disinfection, sludge treatment process, 
weather/location, and operational strategy, among others.  Mizuta and Shimada (2010) 
studied the electric power consumption for 985 Japanese municipal WWTFs in scale and 
system configuration.  They found that electric power consumption typically accounts for 
about 90% of the total energy consumption in a wastewater treatment facility.   The 
authors’ work centered on analysis of specific power consumption (SPC) which is 
defined as an energy unit per volume treated at the wastewater facility.  SPC ranged from 
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0.30 to 1.89 kWh/m3 for conventional activated sludge (CAS) plants without sludge 
incineration and from 0.44 to 2.07 kWh/m3 for oxidation ditch (OD) plants.  Observed 
differences of the SPC can be attributed to the difference in the scale of plants rather than 
to different kinds of wastewater treatment processes. 
 
 
Figure 2.2.  SPC distribution of OD treatment and CAS treatment  
without incineration process (Mizuta and Shimata, 2010). 
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Figure 2.2 demonstrates that electric power consumption is directly proportional to 
inflow; however, SPC gradually decreases with increasing inflow indicating that 
increased inflow and facility centralization are effective in reducing SPC. This conclusion 
was also shared by Stillwell et. al (2010).  These conclusions are important to the present 
study as “economy of scale” effects on specific energy use will also be investigated at the 
wastewater collection level.   
 
Gao (2002) found the average SPC for WWTFs in America, Japan, and Sweden to be 
0.200 kWh/m3, 0.304 kWh/m3, 0.42 kWh/m3, respectively, which indicates that 
wastewater treatment plant centralization is a common approach in these countries.  Yang 
et. al (2010) investigated the operational energy performance of municipal wastewater 
treatment plants in China and found energy saving technology and energy management to 
be the keys to energy conservation; thereby reinforcing the significance of effective 
energy management at all levels of domestic wastewater treatment.  Further, the authors 
identified treatment technology, quantity of flow, and quality of treatment as the most 
influential factors attributing to energy use.  As it relates to wastewater collection, 
perhaps collection technology, quantity of flow, and quality of operation will be found to 
be the most significant factors in energy use as well. 
 
One should not only consider the quantity of energy consumed when developing an 
energy baseline and associated energy management plan; but, should also consider the 
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anticipated increase in energy unit cost.  According to the US Energy Information 
Administration (2013), the cost of electricity increased 27% between 2003 and 2013; a 
number much less than healthcare, food, petroleum, among others.  It is this fact that 
leads many to believe that energy and water costs are “due” for a significant increase 
over the next several decades as population continues to grow and energy infrastructure 
continues to require investment.  Two of the most valuable commodities in the world 
(water and energy) are severely and purposefully undervalued in the marketplace under a 
common ethical charge.  It is this “pending” rate increase, coupled with infrastructure in 
dire need of improvement, that point to energy unit cost a critical measure in ensuring 
sustainable water and wastewater utility operation.      
 
2.3 Common Energy Management Initiatives in Wastewater Collection 
There exists potential for improvement in energy use at the wastewater utility. A 
thorough investigation of 23 WWTF in Germany and Switzerland demonstrated that 
power consumption could be reduced by between 20 and 80 percent, with an average 
potential reduction of 67 percent (Wulfinghoff, 1999).  While great promise has been 
found at the wastewater treatment plant level, this section will focus on common energy 
management initiatives undertaken by wastewater utilities as applied to its wastewater 
collection system in the form of upgraded assets and improved operations.   
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2.3.1 Upgraded Assets 
As budgets at wastewater utilities have become more constrained and as public and 
environmental pressures to address energy usage mount, some wastewater utilities have 
examined their existing equipment with the goal of decreasing energy use and associated 
costs.  Historically, equipment in wastewater collection systems was replaced when the 
equipment was at the end of its “useful life.”  Recently, life cycle costs, of which energy 
costs comprise a large amount, have been emphasized in facility analysis which has lead 
utilities to replace existing, functioning equipment.  The operability of the equipment is 
no longer the primary decision point; additionally, efficiency is considered.  The EPA 
(2008) identifies two principal areas where wastewater collection systems can improve 
energy efficiency:  pumps and motors and sewerlines.  However, it is important to note 
that additional equipment or treatment technology at wastewater collection pump stations 
may also benefit energy usage at the downstream WWTF.  In 2011, The Water 
Environment Research Foundation (WERF) identified improved screening as a possible 
innovative process to reduce energy demand at WWTFs.  According to Tchobanoglous 
and Leverenz (2009), the use of fine screens on collection mains or trunks, at satellite 
treatment facilities and at pump stations, is an innovative step that can recover particulate 
matter before deposition and particle size reduction occurs which prevents the loss of 
chemical energy, reduces the need for new facilities, and improves process and 
infrastructure sustainability. 
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Pumps and Motors 
Engineers often have the unenviable task of designing systems and selecting equipment 
required to operate over a 30+ year span.  Within this 30+ year span, the operating 
conditions of the system can vary greatly.  When considering a wastewater collection 
system, these variances can be found in the quantity, quality, and frequency of flows, the 
total dynamic head (TDH) of the system, and the operating efficiencies, among others.   
 
Energy consumption is often one of the largest cost elements of the total life cycle cost of 
the pump and the associate costs may dominate the life cycle cost, especially if pumps 
operate more than 2000 hours per year (Europump and Hydraulic Institute, 2001).  In 
fact, Black & Veatch found that electricity makes up as much as 94% of total life cycle 
costs of a pump (Menendez, 2010).  Therefore, efficiency improvements posses the most 
potential for reduced operating costs.    A proven solution to improve the efficiency of 
pump stations operating within this uncertainty can be found in intelligent pump 
selection, high-efficiency motors, and using Variable Frequency Drives (VFDs).        
 
For new ductile iron pipe, it is common to use a Hazen Williams C-factor (friction factor) 
of 140 when calculating friction loss while a C-factor of 100 is often used to estimate the 
friction loss in the system after several years of operation.  According to Chapin (2006), 
pump selection on a C-factor of 140 alone will result in a pump that may be undersized 
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when the pipe C-factor decreases due to increased internal roughness in the pipe over 
time.  On the other hand, if a pump is selected based on a C-factor of 100 alone, the pump 
may pump too high a flow rate at startup because the new pipe C-factor is actually closer 
to 140.  Aside from friction factor calculations, variances in suction or discharge head 
elevations can create wide ranges in required pump operation envelopes.  With any 
pump, there is an area in its operating curve where it is most efficient.  Ideally, an 
engineer will select the pump so that, over the range of required operation, the pump 
“floats” to either side of its Best Efficiency Point (BEP) which will allow the pump to 
operate within its most efficient zone more frequently.  Figure 2.3 below displays a 
typical centrifugal pump performance curve; note that TDH is on the vertical axis and 
flow rate is on the horizontal axis and that the percentage line markers range from 60 
percent to the 84 percent (BEP). 
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Figure 2.3.  End suction centrifugal pump performance curve (USDOE, 2010) 
 
It is shown in Figure 2.3 that the BEP occurs at an efficiency of 84 percent within the 
small circle in the center of the pump curve.  The curve can be interpreted further to 
determine that the BEP occurs at a flowrate of approximately 850 gallons per minute 
(gpm), a TDH of approximately 100 feet, an impeller size of roughly 10.5 inches and, a 
motor horsepower of 25 BHP.  It is the engineer’s responsibility to ensure that the 
selected pump operates in its most efficient areas. 
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As the pump’s duty point moves farther away from its BEP, significant operational and 
maintenance issues can arise including:  high operating temperature, bearing wear and 
failure, cavitation, and recirculation.  Figure 2.4 below displays the range of reliability 
issues that arise as the pump’s duty point moves away from the BEP. 
 
 Figure 2.4.  Reliability issues in pump operation (Pemberton, 2005).   
 
It is critical to remember that decreased efficiency is not the only negative result of a 
pump operating away from its BEP.   Significant maintenance issues can begin to appear, 
which are another adverse effect to equipment life cycle costs.   
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There exist a variety of reasons why a pump might not operate at its BEP.  Several of 
these reasons, along with associated consequences are presented in Table 2.1 below.    
 
Table 2.1.  Theoretical causes and consequences of non-optimal pump operation 
(Ruuskanen, A., 2007). 
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Table 2.1 indicates why it is critical that pumps be selected to operate at or near the BEP 
as often as possible even, perhaps, at the expense of long-term planning objectives.  A 
pump sized to meet a 15-year planning period will almost always be more efficient 
during its life than a pump sized to meet a 30-year planning period.  One of the common 
consequences of poor pump operation is increase in the specific energy of the pump; 
thereby indicating that the user is not only using more energy than necessary but also 
paying more to operate the equipment. 
 
Chapin (2006) also identifies the inclusion of a smaller, “jockey” pump as a critical 
portion of an energy efficient design.  Common pump station design practice of the past 
50 years has been to provide two pumps sized for the peak design flow rate, one of which 
is a standby pump.  For pump stations with long force mains, the friction loss when 
operating at the design peak flow rate is excessive, resulting in high energy costs.  The 
Town of Purcellville, VA, for example, recently replaced pumps in its East End Pump 
Station.  The two existing 75 hp submersible pumps, which cycled on and off at the peak 
design flow rate of 600 gallons per minute (gpm) at 127 feet TDH, were replaced with a 
small 10 hp submersible jockey pump to operate almost continuously through the day at a 
flow rate of approximately 100 gpm.  This lower flow rate considerably reduced the 
friction loss (from 39 feet to 2 feet) and energy requirements while providing dependable 
service.  The EPA (2008) also suggests improving efficiency through augmentation of 
larger pumps that operate intermittently with smaller capacity pumps that will operate for 
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longer periods and closer to their BEP.  When replacing a pump with a smaller unit, both 
the horsepower and efficiency change.  The EPA (2008) outlines a quick way to estimate 
the annual energy cost savings through the following equation: 
 
Annual Energy Savings ($)  
ൌ ሾࢎ࢖૚	࢞	ࡸ૚	࢞	૙. ૠ૝૟	࢞	ࢎ࢘	࢞	ࡱ૚	࢞	࡯ሿ െ	ሾࢎ࢖૛	࢞	ࡸ૛	࢞	૙. ૠ૝૟	࢞	ࢎ࢘	࢞	ࡱ૛	࢞	࡯ሿ (2.1) 
Where: 
hp1 = horsepower output for the larger capacity motor, 
hp2 = horsepower output for the smaller capacity motor, 
L1 = load factor of larger capacity pump (percentage of full load), 
L2 = load factor of smaller capacity pump (percentage of full load), 
0.746 = conversion from horsepower to kW units, 
hr = annual operating hours, 
C = energy (electrical power) rate ($/kWh), 
E1 = efficiency of the larger capacity pump, and 
E2 = efficiency of the smaller capacity pump. 
 
The California Energy Commission (2005) estimates that the installation of Variable 
Frequency Drives (VFDs) can reduce a pump’s energy use by as much as 50 percent.  For 
example, considering a  25 hp motor running at 23 hours per day (2 hours at 100 percent 
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speed; 8 hours at 75 percent speed; 8 hours at 67 percent speed; and 5 hours at 60 percent 
speed), a VFD can reduce energy use by 45%.  At an estimated $0.10 per kWh, this 
equates to $5,374 in annual energy savings.  Of course installing VFDs is not without 
associated capital expenses.  The California Energy Commission (2005) estimates that 
installed VFDs range from about $3,000 for a 5 hp motor to almost $45,000 for a custom-
engineered 300 horsepower motor.  However, the payback period for these drives can 
range from just a few months to less than three years for 25 to 250 horsepower motors.  
Figure 2.5 below displays potential energy savings by using VFDs in lieu of throttling 
valves, bypass control, and start/stop control.    
 
 
Figure 2.5.  Wasted energy in alternative control schemes  
compared to VFD operation (EPA, 2010) 
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Figure 2.5 demonstrates that the only way to truly reduce or eliminate wasted energy 
input is to employ VFDs in pumping operations.  When using start/stop control, the 
pumps are often oversized and run intermittently; thereby, requiring surplus energy 
during operation.  When using a throttle control approach, the pumps can run regularly 
but only after head is induced in the system.  This additional head reduces flowrate but at 
the expense of energy efficiency.  
 
The California Energy Commission (2010) identified six water and wastewater utilities 
that installed VFDs and premium efficient motors on pumps as a part of facility upgrades 
and found average energy savings of nearly 17% across the utilities.  The Encina 
Wastewater Authority in Encina, California managed to reduce its annual electrically use 
by $21,000 through the installation of VFDs on its pumps.  While ample evidence exists 
that proves the worth of properly applied VFDs, Carlson (2000) states that the pump 
formulas often used to determine savings are often misapplied and common rules of 
thumb applied at utilities almost always overestimate the savings.  It is crucial, therefore, 
to provide utilities with an unbiased, objective evaluation framework for determining if 
VFD installation makes sense economically.  Additionally, the EPA (2010) recommends 
not operating a VFD below 75% of full load due to a significant drop off in efficiencies.     
 
Another popular method for increasing energy efficiency is the installation of high 
efficiency motors at pump stations.  The National Electrical Manufacturers Association 
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(2013) identifies the majority of motors used in the industry as being 1800 rpm, vertical 
hollow shaft and are 250 hp or less in size.  High efficiency motors not only use 
electricity more efficiently but also offer cooler running temperatures, longer insulation 
life, longer bearing life, less vibration, and more tolerance of phase imbalances and 
overload conditions.  The EPA (2010) states that high efficiency motors are up to 8 
percent more efficient than standard motors; however, these motors also have a 10-15 
percent higher initial cost.   
 
The California Energy Commission (2010) identified several successful installations of 
high efficiency motors.   Moulton Niguel Water District in Southern California installed 
replaced its standard efficiency motors with high efficiency motors during upgrades in 
the late 1990s and immediately recognized $4,000 in annual energy savings from the high 
efficiency motors alone.  In 2001, the Inland Empire Utilities Agency in Ontario, 
California retrofitted most of its pumps with high efficiency motors which resulted in 
annual energy and maintenance savings of $71,000 and 475,000 kWh, which represents 
10 percent of the electricity used by the facility.  The Encina, CA Wastewater Authority, 
in 2001, installed high efficiency motors on many of its pumping systems and realized an 
immediate savings of $15,000 annually in energy costs.        
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Tucker et. al (2003) developed a wastewater master plan for the City of Detroit’s Water 
and Sewerage Department and included a table showing efficiencies for both highly 
efficient and industry standard motors (see Table 2.2 below).   
 
Table 2.2.  Efficiency advantages for highly efficient motors (Tucker et al., 2003). 
Hp Highly Efficient (%) 
Industrial Average 
Efficiency (%)
Difference in 
Efficiency (%) 
10 90.2 85.0 5.2 
15 93.0 86.5 6.5 
20 93.0 87.5 5.5 
25 93.6 88.0 5.6 
30 93.6 88.1 5.5 
40 94.1 89.4 4.7 
50 94.5 90.4 4.1 
60 95.0 90.3 4.7 
75 95.0 90.8 4.2 
100 95.4 91.6 3.8 
125 95.8 91.8 4.0 
150 96.2 92.3 3.9 
200 96.2 93.3 2.9 
250 96.2 93.6 2.6 
300 96.5 93.8 2.7 
 
 
Table 2.2 demonstrates that as the motor size increases, the difference in efficiency 
decreases; however, this should not be misinterpreted to indicate that potential energy 
savings decrease with increasing motor size.  The following formula is used to calculate 
energy savings as taken from the EPA’s Evaluation of Energy Conservation Measures for 
Wastewater Treatment Facilities (2010): 
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࡭࢔࢔࢛ࢇ࢒	ࡱ࢔ࢋ࢘ࢍ࢟	ࡿࢇ࢜࢏࢔ࢍ࢙	ሺ$ሻ ൌ ࢎ࢖	࢞	ࡸ	࢞	૙. ૠ૝૟	࢞	ࢎ࢘	࢞	࡯	࢞	ሺࡱࢎ െ ࡱࢋሻ (2.2) 
Where: 
hp = horsepower output of motor, 
L = load factor (percentage of full load), 
0.746 = conversion from horsepower to kW units, 
hr = annual operating hours, 
C = energy (electrical power) rate ($/kWh), 
Ee = existing motor efficiency as percentage, and 
Eh = highly efficient motor efficiency as percentage. 
 
Figure 2.6 below illustrates potential annual cost savings for an 1800 rpm motor 
assuming electricity cost of $0.08/kWh.  The dependent variable in this figure is the 
number of full-time operating hours throughout the year.  Even though the difference in 
efficiencies for larger motors is not as significant, the potential savings are still 
significant due to the amount of energy consumption by larger motors.    
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Figure 2.6.  Annual energy cost savings from highly efficient motors. 
 
Another consideration for energy management at pump stations centers on the installation 
of on-site generators for storm water pumps.  The following section outlines the 
significance that infiltration and inflow (I&I) has in sewer systems.  Oftentimes, this I&I 
is comprised mostly of stormwater; therefore, I&I surges can not only be anticipated with 
reasonable certainty but designated equipment can be accurately designed based on 
historical rainfall patterns. 
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The Camp, Dresser & McKee (2003) studied the feasibility of installing on-site 
generators for pumps designated for storm water at wastewater pumping stations within 
the City of Detroit.  Most of its storm water pumps only operate from 0 to 100 hours per 
year.  Further, most of the pumps are in the 1000 to 3000 hp range and have high peak 
electrical demands for short periods of time.  Twelve percent of the total electrical use in 
the City’s collection system is due to peak demand.  The idea is to have assigned 
generators on-site that turn on during storm events and, therefore, save the City money 
over time.  The City’s ability to pursue this option is made more feasible by the fact that 
several wastewater pumping stations are currently fitted with emergency generators to be 
used during power outage.  One possible approach would be to employ these generators 
during storm events which would not require the City to invest additional capital into this 
particular energy management approach. 
 
Sewerlines 
One of the most common challenges faced by wastewater collection system is the 
infiltration and inflow (I&I) of groundwater and stormwater into the collection system.   
Massive amounts of energy are then input into the I&I for transmission and treatment at 
the downstream WWTF.  However, I&I not only adversely affects the operational 
expenses of the utility; it also has major influence on capital expenditures.  When a 
WWTF is constructed or upgraded, it must be built so that it will be able to process and 
treat the peak flows that often occur during or just after large rainfall events.  The 
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“multiplier” applied to average inflow quantities is called the “peaking factor” and can 
oftentimes be as high as 3.0.  This means that, during an instantaneous peak flow, the 
facility will experience as much as three times the amount of inflow that it would on an 
average day.  Oftentimes, this peak is accommodated through the design and construction 
of equalization basins where excess flow can be stored and treated after the peak 
condition subsides.  However, this approach still requires significant capital investment in 
the form of basins, pump stations, and pipeline.  If this peaking factor can be reduced, 
then the wastewater collection system pump stations could be more reasonably sized and 
operated and the WWTFs could save significant capital and operational costs.   
 
Rollins (2012) identifies additional considerations that may restrict sewerline capacity 
including:  debris, roots, or grease in the system; sag in the sewerlines; collapsed lines 
due to corrosion; design bottlenecks; or pump station problems including leaking check 
valves, improperly sized impellers and motors.  Rollins further identifies common 
rehabilitation methods including:  point repairs; cured in place pipe lining; grouting; 
manhole liners, coatings, and specialty seals; slip lining; root control; and line 
replacement.  
 
While performing a thorough I&I analysis of a collection will undoubtedly identify 
significant potential savings through plant influent flow reduction, it will not be included 
in the detailed energy analysis presented herein.  The present study aims to focus on 
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energy management at pump stations and while a reduction of required pumped flow 
would reduce the energy required, the required details for a thorough I&I reduction 
investigation increases the breadth and depth of this study beyond the authors scope of 
work. 
 
Other energy management initiatives within collection systems center on changes to the 
approach of system upgrades and/or expansions.  For example, a wastewater utility could 
make efforts to transition its collection system to one that is based on gravity flow and 
not pumped flow.  However, the energy savings associated with more gravity flow would 
need to be carefully weighed against the additional capital cost associated with deeper 
pump stations and larger, deeper sewer lines.  Another option would be to install multiple 
forcemains of varying size.  These size variances would allow for lower flows to 
maintain minimum required velocities while also allowing for future flows to be “split” 
between multiple forcemains; thereby, reducing the overall headlosses and reducing 
energy requirements (Camp, Dresser & McKee, 2003) 
 
Additional Considerations 
Another design approach to combat high electrical bills is to design a pump station that 
allows for the majority of pumping to be done during off-peak hours, oftentimes, at night 
through the use of large equalization, or storage areas.  The City of Regina, 
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Saskatchewan (2011) recently constructed a wastewater pump station and underground 
storage tank.  During a wet weather event, wastewater is stored in the underground tank 
until the sewer system has capacity.  Further, during dry events, wastewater can be stored 
in the tank and pumped during off-peak hours where electricity is less expensive.   
 
2.3.2 Improved Operations 
The EPA (2010) identifies a variety of operational strategies that will help utilities 
manage their electrical load, including:  reducing peak demand, shifting to off-peak 
hours, and improving the power factors of motors.  According to the EPA, the following 
questions serve as a good starting point for operational analysis as it applies to energy 
use: 
 Does the equipment need to run at all? 
 Is it possible to run the equipment for fewer hours? 
 Is it possible to shift this activity to off-peak hours? 
 Are energy efficiency process modifications or equipment upgrades 
practical and possible while maintaining equipment efficiency? 
 What equipment is most energy efficient for the process? 
 Is it possible to run more efficient pumps for normal base loads or to use 
lower-efficiency larger units for only the peak flows? 
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The California Energy Commission (2010) outlines that electricity is typically billed in 
two ways:  by the quantity of energy used over a period of time, measured in kilowatt-
hours (kWh); and by demand, the rate of flow of energy, measured in kilowatts.  By 
choosing when and where to use electricity, facilities can often save as much (or more) 
money as they could by reducing energy consumption.    Because it is costly for electric 
utilities to provide generating capacity for use during periods of peak electrical demand, 
they often structure rates to encourage customers to minimize demand during peak 
periods.  It is for this reason that wastewater utilities should investigate the feasibility of 
operating pump stations during time of off-peak rates.  For example, energy charges in 
the summer may only be ~$0.05/kWh with no demand charge between 9:30 p.m. and 
8:30 a.m., but increase to ~$0.09/kWh with a demand charge of $10 per kW between 
noon and 6:00 p.m.  If a pump station can manage to operate more frequently during the 
off-peak hours, the utility can immediately save money without sacrificing performance. 
 
Significant cost savings are regularly found through improved operations of wastewater 
facilities.  The Encina, CA Wastewater Authority reduced its demand charges by $50,000 
per year by manually shutting down select high-demand equipment on-peak.  The 
Moulton Niguel Water District in California eliminated on-peak pumping at several large 
pumping stations by utilizing gravity flow from storage reservoirs, reducing demand 
charges by $320,000 per year.  The City of Woodland, CA Water Department reduced its 
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energy costs $125,000 per year simply by changing to a time-of-use rate schedule and 
modifying operating practices to lower its peak demand. 
 
In a presentation to the Texas Association of Clean Water Agencies in 2009, the 
consulting firm MWH Global developed a cost variance template to help better visualize 
how electricity costs vary by hour throughout the year.  Figure 2.7 below presents an 
example of a cost variance template for the years 2005 and 2007 for an unnamed utility.  
Note that the cost of electricity is color coated with green being the cheapest, followed by 
yellow, orange, and finally, red.  It is information like this that is valuable to utilities 
during the development of potential facility operation alternatives. 
 
 
Figure 2.7.  Typical cost variance template for wastewater  
utility shown in ¢/kWh (Schmidt, 2009). 
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CHAPTER 3 
DATA COLLECTION AND ANALYSIS 
 
As outlined in Section 1.4, the goals of this study are threefold: 
 to develop a generalizable method to allow wastewater utilities to evaluate 
the energy use, cost, and efficiency of wastewater systems; 
 to evaluate relationships between energy use, cost, and efficiency and 
system operational variables;  
 to develop design-based and operational BMPs regarding wastewater 
collection. 
 
Data collection and analysis to meet these goals will include the analysis of raw 
wastewater collection data collected from the system of a local wastewater utility, 
Renewable Water Resources.   
 
3.1  Context of Data Collection 
All wastewater collection raw data used in this study was provided by Renewable Water 
Resources (ReWa).   ReWa was created in 1926 by Act No. 362 of the General Assembly 
of the State of South Carolina and was, at the time, known as the Greater Greenville 
Sewer District Commission.  ReWa is the largest wastewater treatment provider in the 
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Upstate of South Carolina, serving much of Greenville County and portions of Anderson, 
Laurens, Pickens and Spartanburg Counties.  The Saluda River, Reedy River, and the 
Enoree River basins are the three major drainage basins in ReWa’s service area.  ReWa 
currently works with 17 public partners to maintain 1,955 miles of lateral/collector sewer 
lines that connect to ReWa’s 360 miles of major sewer truck lines/gravity sewers and 
nine treatment facilities which treat an average flow of 35 million gallons per day 
(Renewable Water Resources, 2011).  Figure 3.1 below displays a map of ReWa’s 
service area. 
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Figure 3.1.  ReWa’s Service Area 
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Recently, ReWa, in an effort to become more effective while facing looming 
infrastructure challenges, adopted the Effective Utility Strategies as developed by the 
U.S. Environmental Protection Agency (2012) in conjunction with six national water and 
wastewater associations.  Within the Effective Utility Strategies the EPA presents “The 
Ten Attributes of Effectively Managed Water Section Utilities” (Attributes) as outlined 
below: 
1. Stakeholder Understanding and Support 
2. Product Quality 
3. Customer Satisfaction 
4. Employee and Leadership Development 
5. Operational Optimization 
6. Financial Visibility 
7. Infrastructure Stability 
8. Operational Resiliency 
9. Community Sustainability 
10. Water Resource Adequacy 
 
At first glance, it seems that attributes #5, #7 and #9 might be addressed through the 
goals outlined in the present study.  The EPA expands on each goal and provides the 
following summaries for attributes #5, #7 and #9. 
39 
 
 Operational Optimization:  Ensures ongoing, timely, cost-effective, 
reliable, and sustainable performance improvements in all facets of its 
operations.  Minimizes resource use, loss, and impacts from day-to-day 
operations.  Maintains awareness of information and operational technology 
developments to anticipate and support timely adoption of improvements. 
 Infrastructure Stability:  Understands the condition of and costs associated 
with critical infrastructure assets.  Maintains and enhances the condition of 
all assets over the long-term at the lowest possible life-cycle cost and 
acceptable risks consistent with customer, community, and regulator-
supported service levels, and consistent with anticipated growth and system 
reliability goals.  Assures asset repair, rehabilitation, and replacement efforts 
are coordinated within the community to minimize disruptions and other 
negative consequences. 
 Community Sustainability:  Is explicitly cognizant of and attentive to the 
impacts its decisions have on current and long-term future community and 
watershed health and welfare.  Manages operations, infrastructure, and 
investments to protect, restore, and enhance the natural environment; 
efficiently uses water and energy resources; promotes economic vitality; 
and engenders overall community improvement.  Explicitly considers a 
variety of pollution prevention, watershed, and source water protection 
approaches as part of an overall strategy to maintain and enhance ecological 
and community sustainability. 
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Additionally, as a member of the five county consortium, known as the Upstate 
Roundtable, several long-term goals applicable to the present study were established by 
ReWa: 
 Implement an energy reduction program for ReWa facilities, including 
baseline snapshot and metrics; and 
 Develop a sustainable practice opportunity evaluation process by 2013; 
 
Through the successful achievement of the three research goals, the present study will aid 
ReWa in its efforts to meet several of its own long-term operational goals.  Further, the 
unique relationships developed will be applicable to a myriad of wastewater utilities in 
their energy management efforts. 
 
3.2  Data Collection 
In order to carry out an evaluation of the energy use within the wastewater collection 
system, several key sources of data were employed: 
 Historical drawings and specifications, 
 Historical energy use and costs, 
 Historical system flows, 
 Geographic Information System (GIS),  
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 Field visits;  
 Verbal operational record. 
 
Most wastewater utilities have records of past projects in the form of record drawings 
and specifications.  This data is important in the study because it provides a technical 
understanding of the system being evaluated.  Additionally, this material provides the 
user with details on pump size, age, efficiency, and design flow rates.  It is also common 
for many wastewater utilities to employ Geographic Information Systems (GIS) in the 
management and organization of their assets.  
  
It is also vital to gain access to historical energy use and associated costs.  In ReWa’s 
case, this information was available through contact with the electric utility.  The present 
study will examine three years worth of energy use and cost data from 2011 through 
2013.  Additionally, ReWa provided access to its Supervisory Control and Data 
Acquisition (SCADA) system to collection additional critical information including 
pump runtimes. 
 
The final, and perhaps most challenging, portion of data collection centers on flow 
analysis. This piece of data is one of the most important in that it allows the user to 
harmonize all data and provide a means to compare performance among different assets.  
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In the present study, this variable is called “specific energy,” or the amount or cost of 
energy per gallon pumped, which is evaluated in great detail in subsequent chapters.  It is 
uncommon for wastewater utilities to have detailed data regarding the individual flows 
generated from pump stations within its collection system as one might find at a 
treatment facility.  On the other hand, wastewater pump stations are generally treated as a 
“means to an end” in the fact that their robust operational requirements are not often 
thought to dovetail with operational optimization.   
 
Several unconventional methods were investigated with the goal of determining 
wastewater pump station flow data in a quick and efficient manner.  The first method 
involved the installation of temporary flowmeters to measure and record station flows 
over a set period of time (week, month, quarter, etc).  While this method would provide 
the user with flow data for a point in time, a system as large as ReWa’s (70+ pump 
stations) required an equipment cost that was prohibitive.  Another option would be for 
ReWa to purchase only a handful of the flowmeters and slowly acquire data from each 
station over time.  While this approach would reduce the upfront cost required, it 
significantly lengthened the time required for data acquisition.  Additionally, the 
technology associated with strap-on flowmeters is not known for extreme precision or 
accuracy and could provide unreliable data. 
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Another method for flow data acquisition centered on using the available energy data to 
back calculate the associated system flow.  Equation 3.1 is used to calculate power:  
 
  ࡼ ൌ ࡽࡴࢽ           (3.1) 
 
Where: 
 P = power;  
Q = volumetric flowrate;  
H = total dynamic head of the system; and  
γ = unit weight of the fluid being pumped.   
 
Further,   
 
  ࡱ ൌ ࡼ࢚           (3.2) 
 
where: 
E = energy;  
t = time 
and 
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  ࡽ ൌ ࢂ/࢚            (3.3) 
 
where: 
 V = Volume. 
 
Therefore, 
 
  ࢂ ൌ ࡱ/ሺࡴ ∗ ࢽሻ          (3.4) 
 
Equation 3.4 shows that the volume pumped can theoretically be calculated from the 
energy, total dynamic head of the system, and unit weight of the fluid pumped.  The 
challenge with this approach is that system efficiency cannot be accurately calculated and 
employed in this equation.  Without system efficiency, a meaningful specific energy 
value cannot be calculated. 
 
The author of the present study concluded that field-collected data (where system 
efficiency is intrinsic) must be the primary data source for all flow data.  It is common for 
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wastewater utilities to regularly test their wastewater pump stations through drawdown 
tests.  A drawdown test is a simple approach to measuring the flowrate of a pump station 
by isolating inflow and measuring the time required for a known volume to be pumped 
from the station.  ReWa has conducted thorough drawdown tests for its pump stations 
over the past three years.  The drawdown tests were conducted during times where 
average system inflows could be expected; therefore, the results generated from these 
tests represent the average pumping conditions of each of the pump stations.   This data 
will be used in the analysis for the associated pump stations.  Additionally, ReWa 
employs a variety of permanent flow meters on its forcemains throughout its systems.  
This data, coupled with the influent flow data from each of the treatment facilities, served 
to bridge any data “gaps” that were found during the evaluation.  
 
3.3  Data Analysis  
3.3.1  Definition of Variables 
The goal of this section is to provide the reader with an understanding of the method 
employed to analyze the raw data set.  The method presented herein should be applicable 
to any wastewater utility interested in starting an energy management plan within its 
collection system.   
 
46 
 
The purpose of wastewater collection is to move wastewater from “point A to point B” 
without failure.  This basic understanding led to the decision to consider volume pumped 
(V) the most critical variable in the present study.  V represents a “measure of production” 
in wastewater collection.  Further, in many cases, V cannot change and, therefore, the 
system must adapt to service V at all times.  If the system does not meet the needs of V, 
the system will fail.  Therefore, V was chosen as the independent variable.    
 
When considering the dependent variables for this study, it was concluded that, while V is 
difficult to control, an understanding of how much energy and cost are used per unit V 
would provide a utility with a valuable means to compare system performance.  
Therefore, two unique dependent variables are evaluated herein; Specific Energy (Es), or 
the amount of energy used per volume pumped, and Specific Cost (Cs), or the cost of 
energy used per volume pumped.  Additionally, the reliance of the Electric Unit Cost 
(EUC) on V was also evaluated since the EUC directly influences Cs.  Further, since 
volume pumped was evaluated on an annual basis, it also represented a flow rate of 
gallons per year.  Most importantly, Es would serve as the most versatile parameter since 
its applicability is wide ranging.  
 
The Triple Bottom Line of Sustainability demands that economic, environmental, and 
social factors be considered in sustainability evaluation.  In the present study:  Specific 
Energy (Es), or the amount of energy (in kW) per volume of water pumped (in thousand 
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gallons) provides ReWa with a means to evaluate both the environmental and social 
aspects of its wastewater collection system.  Decreasing the specific energy would 
indicate that ReWa is using its energy “allotment” more efficiently; thereby, reducing its 
incremental carbon footprint.  On the other hand, Specific Cost (Cs), or the cost (in 
dollars) per volume of water pumped (in thousand gallons) provides ReWa with a means 
to evaluate both the economic and social aspects of its collection system.  A reduction in 
specific cost not only indicates that ratepayers are getting a better bargain but it also 
reduces ReWa’s operational costs which could be redistributed to areas of need. 
 
3.3.2  Experimental Method 
The dataset was analyzed using statistical analysis.  The following steps outline a 
replicable method that can be employed by any wastewater utility to evaluate the energy 
use, cost, and efficiency of its collection system.   
1. Collect applicable energy use data for the period of interest.  The critical data 
points for each pump station to be analyzed include:  energy use, energy cost, 
rated pump station flows, pump station run times, system flowmeter data, and 
electric unit costs.  Organize raw data for all pump stations in a Microsoft Excel 
sheet that will allow for quick and effective calculation of the critical operational 
parameters.  Once the raw data is organized, calculate Es, EUC, and Cs for each 
pump station in each period of interest. 
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2. Verify the normal distribution of Es and EUC using a frequency distribution 
histogram in Excel.  Since Cs is a product of Es and EUC, the normal distribution 
of Cs does not need to be verified. 
 
3. Identify and remove outliers from the data set using the modified Z-score as 
outlined by Iglewicz and Hoaglin (1993).  Mathematically, the modified Z-score 
can be written as shown in Equation 3.5.  Any modified Z-score exceeding 3.5 is 
considered an “outlier.” 
 
ࡹ࢏ ൌ ૙. ૟ૠ૝૞ ∗	 ൫ࢄ࢏ିࡹࢋࢊ࢏ࢇ࢔ሺࡼሻ൯ࡹ࡭ࡰ       (3.5) 
 
Where: 
Mi = modified Z-score for Xi;  
Xi = individual data point;   
P = data population;  
MAD = Median Absolute Deviation 
 
 
4. Use a scatter plot to plot the raw data demonstrating the relationship between V 
and Es, EUC, and Cs.  In order to validate the data, it will be important that the 
raw data set is broken down randomly into smaller data sets.  One effective 
49 
 
method to accomplish this “sample partitioning” is to plot the aforementioned 
relationships on a monthly and annual time scale.  This way, every annual data set 
provides the user with at least twelve, smaller, monthly data sets.   
 
5. Using the functional trend capabilities in Excel, establish trends for Es in the 
plotted monthly, annual, and complete data sets.  Record the equations of the lines 
of best fit and apply those equations.  Since utility budgets created annually, this 
study will only evaluate trends for EUC and Cs based on the annual and complete 
data sets. 
 
6. Cross-validation techniques must be employed to validate the data set.  This 
technique is used asses how well the results of a statistical analysis will generalize 
to an independent data set.  In the present study, the primary cross-validation 
method employed to complete this task is called an Analysis of Variance 
(ANOVA).  According to Howell (2009), the ANOVA tests the null hypothesis 
that samples in two or more groups are drawn from populations with the same 
mean values.  Therefore, the ANOVA technique allows conclusions to be 
generated regarding the effectiveness of one sample’s ability to “predict” another 
sample.  Two critical ANOVA output variables in the present study are F and 
Fcrit.  Succinctly put, if the results of an ANOVA indicate that F is less than Fcrit, 
then the user cannot reject the null hypothesis.  These results do not guarantee the 
perfect similarity between data sets; however, the results indicate that is a large 
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enough chance of similarity to not reject the null hypothesis since the error 
between the sets was random.   Microsoft Excel’s data analysis add-in includes an 
ANOVA test and this was used in the present study.  Two primary cross-
validation exercises must be performed:  one on the monthly data set and one on 
the annual data set. 
a. For the monthly data sets, use the lines of best fit equations previously 
recorded and estimate Es for increasing, theoretical V values.  This will 
provide various estimates for Es based on the line of best fit equation for 
each monthly dataset.  Run an ANOVA on the monthly datasets to test the 
null hypothesis. 
b. For the annual data sets, randomly select a year as the “training dataset” 
and a year as the “testing dataset.”  Apply the line of best fit from the 
training dataset to the raw V data of the testing dataset.  Run an ANOVA 
on the predicted and actual Es values as well as the EUC values in the 
testing dataset to test the null hypothesis. 
7. If the ANOVA tests are successful, the next step is to build confidence intervals 
around the line of best fit representing the complete data set.  In the present study, 
the prediction intervals were constructed using the Root Mean Squared Error 
(RMSE) of the complete data set.  The RMSE provides the Standard Deviation 
(SD) of the residuals.  Thus, the RMSE estimates the concentration of the data 
around a fitted equation.  In calculating prediction intervals for individual 
observations as they relate to the fitted equation, one must adjust the fitted 
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equation by a adding and subtracting twice the RMSE of the dataset.  RMSE can 
be determined by the following equation: 
 
ࡾࡹࡿࡱ ൌ ඥࡱሺሺࣂᇱ െ ࣂሻ૛ሻ       (3.6) 
 
Where: 
E = mean;  
θ’ = estimated value;   
θ = actual value.  
 
 
3.3.3  Similar Studies 
The present study focuses on a closed system and does posses some traits common in 
descriptive case studies.  Statistical analysis and the descriptive case study research 
method have been applied together in a myriad of engineering and scientific applications 
to generate novel theory.  El-Gafy et al. (2011) employed the descriptive case study 
methodology to improve the decision making process in the analysis phase of an 
Environmental Impact Assessment (EIA) for transportation projects on the basis of the 
integration of remote-sensing technology, geographic information systems, and spatial 
modeling.  Clark and Goodrich (1989) utilized regression analysis coupled with a 
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descriptive case study to enhance understanding of distribution system breakage rates and 
leakage patterns.  Additionally, Pelletier et al. (2003) employed a similar methodology in 
an evaluation of modeling strategy related to water pipe breaks across three different 
municipalities.  The authors identified six primary pipeline characteristics (pipe diameter, 
pipe length, type of material, year of installation, type of soil, and land use above pipe) 
with the objective of formulating theory between breakage frequency and the six 
variables.  In each study, the authors’ goal was to formulate predictive theory based on 
historical occurrences from a closed system.  The goal of the present study is nearly 
identical. 
 
Using the method outlined herein, the following chapter presents results of the energy 
use, efficiency, and cost at more than 70 wastewater collection pump stations in the 
service area of Renewable Water Resources over a 3-year period.   
 
 
 
 
 
 
53 
 
CHAPTER 4 
RESULTS 
 
This chapter presents results centered on the generalizable and transferable relationships 
between energy use, energy cost, energy efficiency and system operation.  Additionally, 
this chapter will offer Best Management Practices (BMPs) to be employed in both 
operation of wastewater systems and as design of future systems.  The results were 
obtained through the method outlined in Chapter 3.  This chapter is arranged into three 
primary sections:  Baseline Energy Analysis; Energy and Operational Variables; and Best 
Management Practices. 
 
4.1 Baseline Analysis 
As mentioned in Chapter 2, the first step in initiating any energy management plan is to 
benchmark and understand a baseline energy use for the system.  This section will 
present a basic benchmarking analysis and identify primary trends of interest for 
Renewable Water Resources (ReWa). 
 
ReWa currently works with 17 public partners to maintain 1,955 miles of lateral/collector 
sewer lines that connect to ReWa’s 360 miles of major sewer truck lines/gravity sewers 
and nine treatment facilities which treat an average flow of 35 million gallons per day 
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(Renewable Water Resources, 2011).  With a system of this size in an area with varied 
topography, the operating costs can be significant.  Figure 4.1 displays energy use and 
cost trends over the period of study while Figure 4.2 displays an annual-averaged energy 
use and cost trend summary for the system.  The trends mirror weather patterns in the 
region (i.e. the “wet” season occurs between approximately December and February) 
which indicates the influence that infiltration and inflow (I&I) has on the system. 
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Figure 4.1.  Annual trends of energy use (▬▬) and cost (▬ ▬) for the period of study. 
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Figure 4.2.  Annual-averaged trends of energy use (▬▬) and cost (▬ ▬) for the period of study. 
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With both energy use and cost overlaid on the same graph, Figures 4.1 and 4.2 provide an 
efficient means to identify seasonal and annual trends related to these variables.  Further, 
the “spacing” between the solid and dashed lines can be found to relate to the energy unit 
cost.  For the most part, the spacing between the two lines in Figures 4.1 and 4.2 remains 
constant; however, the summer months (June through September) demonstrate that the 
energy cost line (dashed) actually moves above the energy used line (solid); a fact that 
reinforces that energy unit costs in the summer months are higher than the rest of the 
year.  While this rate structure is not surprising, it is interesting to visualize the effect that 
this rate structure has on the annual averaged energy costs.  Further, these conclusions 
strengthen the argument for off-peak and seasonally controllable pumping in the 
collection system. 
 
 Table 4.1 below displays the following data for the period of study:  total energy used 
(kWh), total energy cost ($), annual average energy unit cost ($/kWh), annual rainfall 
(in).   
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Table 4.1.  Total energy used, total energy cost, annual average energy unit cost, and 
annual rainfall for ReWa over the period of study (2011-2013). Rainfall data collected 
through the National Weather Service. 
Year 
Total energy used 
(kWh) 
Total energy cost 
($) 
Energy unit cost 
($/kWh) 
Annual rainfall 
(in.) 
2011 2,612,832 $259,808 0.099 46.0 
2012 2,669,417 $278,207 0.104 38.9 
2013 3,226,567 $356,970 0.110 69.6 
 
 
This table demonstrates that ReWa is experiencing increasing total energy used, total 
energy cost, and energy unit costs of the thee-year period of study.  The significant 
increase in energy use and cost between the years 2011 and 2013, at 23% and 37% 
respectively, is mostly related to the extremely rainy year of 2013.  As mentioned 
previously, one of the biggest challenges faced by wastewater utilities is how to minimize 
infiltration and inflow (I&I) because these contributors to the wastewater flows are 
“unmetered” meaning I&I contributes no revenue to the utility yet still requires cost for 
treatment.  Therefore, during very wet years, wastewater utilities are forced to convey 
and treat significant quantities of unmetered flow without associated financial support.  
This, among other reasons, is a principal motivator for utilities to invest in their collection 
systems to minimize I&I and, thereby, unmetered inflow. 
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In comparing the data between the years 2011 and 2012, it can be seen that while rainfall 
decreased, the overall energy use and cost increased.  This demonstrates that the utility 
must have experienced a boost in metered inflow from development and industry.  The 
overall energy unit cost increase is perhaps the most concerning at an annual average 
increase of approximately 5.5%.  This could stem from simply using more energy and 
therefore using energy during times of the day where it is more expensive.  However, 
since daily wastewater flows are reasonably predictable, this increase in unit cost should 
be a result of unexpected inflows from sources such as rainfall.  However, Table 4.1 also 
demonstrates that rainfall does not seem to have a significant effect on energy unit costs.  
The rainfall totals over the period of study do not match the trends in energy unit cost.  
Therefore, if energy unit costs are not increasing due to irregular use or rainfall, the costs 
must be increasing at the behest of the energy provider.   
 
4.2 Specific Energy, Energy Unit Cost, and Specific Cost 
The statistical analysis method outlined in Chapter three was carried out on the three 
years of raw data acquired from ReWa.  The data was organized in Microsoft Excel and 
Es, EUC, and Cs for each of the 70 pump stations was calculated on a monthly basis. 
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4.2.1  Verifying Normality 
Normality tests are used to determine if data is well-modeled by a normal distribution.  In 
the present study, Microsoft Excel was used to perform a frequency analysis of the 
datasets by using a histogram.  Between the three variables of interest (Es, EUC, and Cs), 
Es and EUC are truly the most dependent on V since Cs is essentially a product of Es and 
EUC.  Therefore, only Es and EUC were checked for normal distribution.  The resulting 
histograms for Es and EUC can be seen in Figures 4.3 and 4.4, respectively. 
 
 
 Figure 4.3.  Frequency distribution of complete data set for Es. 
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 Figure 4.4.  Frequency distribution of complete data set for EUC. 
 
Figures 4.3 and 4.4 illustrate that while the data for Es and EUC are not perfectly normal, 
the two sets display a general tendency towards normality.  However, the ANOVA 
method used in following steps is robust enough to handle data that is not perfectly 
normal (Northwestern University, 1997).  Therefore, it was concluded that the Es and 
EUC complete data sets were exhibited enough normality to proceed to the subsequent 
steps in the data analysis method. 
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4.2.2  Identifying Outliers 
The modified Z-score method was used to identify outliers in the complete data sets for 
Es and EUC.  Table 4.2 below displays the results from this exercise as well as the 
complete data set.  Columns three and five identify if each data point is “normal” or an 
“outlier.”  The outliers were then removed from the dataset. 
 
Table 4.2.  Results from the modified Z-score outlier identification test for Es and EUC. 
Volume (kgall)  Es  Es status  EUC  EUC status 
25,418.56  0.48  normal  0.13  normal 
11,001.26  2.26  normal  0.13  normal 
58,400.81  0.52  normal  0.12  normal 
97,565.99  0.34  normal  0.12  normal 
48,737.82  1.46  normal  0.11  normal 
58,003.48  0.80  normal  0.10  normal 
77,230.91  0.73  normal  0.10  normal 
2,989.48  2.78  outlier  0.11  normal 
66,832.12  1.16  normal  0.13  normal 
53,426.86  1.23  normal  0.08  normal 
7,242.22  0.58  normal  0.09  normal 
33,229.24  0.98  normal  0.15  normal 
4,199.33  1.27  normal  0.12  normal 
2,678.86  3.49  outlier  0.15  normal 
9,181.65  2.66  outlier  0.13  normal 
62,104.48  0.97  normal  0.12  normal 
10,719.61  0.61  normal  0.15  normal 
11,575.41  0.50  normal  0.15  normal 
6,529.94  2.81  outlier  0.17  normal 
91,553.92  0.55  normal  0.14  normal 
10,396.05  1.03  normal  0.09  normal 
41,133.83  1.35  normal  0.16  normal 
13,145.72  1.35  normal  0.13  normal 
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47,368.58  0.81  normal  0.07  outlier 
76,422.77  1.38  normal  0.13  normal 
4,026.73  1.27  normal  0.12  normal 
12,978.10  1.22  normal  0.13  normal 
1,295.97  2.25  normal  0.13  normal 
12,911.58  2.15  normal  0.10  normal 
4,723.01  2.76  outlier  0.18  normal 
53,272.70  0.66  normal  0.09  normal 
7,077.21  1.38  normal  0.13  normal 
7,956.84  0.52  normal  0.17  normal 
5,241.88  0.60  normal  0.12  normal 
1,800.18  1.39  normal  0.12  normal 
6,041.90  0.61  normal  0.14  normal 
32,742.40  0.86  normal  0.12  normal 
12,899.87  1.29  normal  0.13  normal 
8,143.31  1.31  normal  0.07  outlier 
23,257.97  1.19  normal  0.16  normal 
7,258.41  3.33  outlier  0.16  normal 
28,515.63  0.52  normal  0.17  normal 
7,773.93  2.89  outlier  0.15  normal 
58,679.13  0.49  normal  0.12  normal 
98,637.63  0.37  normal  0.13  normal 
48,628.02  1.44  normal  0.13  normal 
75,526.74  0.81  normal  0.10  normal 
3,097.52  2.52  outlier  0.12  normal 
69,661.88  1.24  normal  0.13  normal 
55,788.04  1.24  normal  0.14  normal 
5,956.20  0.58  normal  0.13  normal 
40,291.69  0.95  normal  0.13  normal 
4,664.37  1.02  normal  0.13  normal 
3,074.81  3.97  outlier  0.12  normal 
9,324.18  2.82  outlier  0.10  normal 
68,732.82  0.92  normal  0.11  normal 
9,884.77  0.74  normal  0.14  normal 
1,868.27  1.19  normal  0.09  normal 
8,974.22  0.69  normal  0.10  normal 
12,444.94  0.39  normal  0.16  normal 
6,739.55  2.64  outlier  0.13  normal 
79,415.53  1.00  normal  0.15  normal 
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9,126.49  0.71  normal  0.14  normal 
42,757.77  1.28  normal  0.13  normal 
14,701.16  1.18  normal  0.15  normal 
45,123.37  0.80  normal  0.15  normal 
82,474.17  1.42  normal  0.18  normal 
5,726.02  1.21  normal  0.15  normal 
14,800.67  0.93  normal  0.10  normal 
1,119.37  2.34  normal  0.16  normal 
12,495.14  2.24  normal  0.14  normal 
5,209.81  2.86  outlier  0.07  outlier 
50,065.42  0.66  normal  0.15  normal 
6,389.05  1.54  normal  0.14  normal 
7,598.46  0.55  normal  0.14  normal 
6,131.99  1.92  normal  0.14  normal 
1,656.16  1.49  normal  0.10  normal 
4,228.31  0.75  normal  0.16  normal 
31,367.11  0.97  normal  0.09  normal 
12,158.91  1.33  normal  0.14  normal 
8,245.26  1.59  normal  0.19  normal 
23,793.42  1.19  normal  0.13  normal 
7,707.61  3.71  outlier  0.13  normal 
41,801.11  0.40  normal  0.14  normal 
12,326.77  2.07  normal  0.13  normal 
74,851.10  0.45  normal  0.13  normal 
124,090.51  0.35  normal  0.07  outlier 
64,203.68  1.55  normal  0.16  normal 
103,464.28  0.76  normal  0.14  normal 
3,165.73  2.59  outlier  0.18  normal 
86,030.57  1.28  normal  0.17  normal 
69,574.94  1.21  normal  0.13  normal 
4,877.92  0.50  normal  0.13  normal 
49,162.68  1.05  normal  0.14  normal 
4,664.37  1.47  normal  0.09  normal 
4,189.38  3.45  outlier  0.13  normal 
8,523.30  3.55  outlier  0.13  normal 
75,744.75  0.94  normal  0.13  normal 
13,349.87  0.85  normal  0.15  normal 
2,713.67  1.29  normal  0.13  normal 
19,204.31  0.62  normal  0.12  normal 
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15,546.37  0.23  normal  0.12  normal 
7,866.08  2.80  outlier  0.09  normal 
5,841.44  1.11  normal  0.10  normal 
53,258.44  1.35  normal  0.14  normal 
20,418.04  1.17  normal  0.09  normal 
47,868.54  0.83  normal  0.10  normal 
82,474.17  1.00  normal  0.18  normal 
7,710.25  1.16  normal  0.12  normal 
14,736.52  0.91  normal  0.15  normal 
1,064.92  2.60  outlier  0.14  normal 
14,700.23  2.18  normal  0.13  normal 
114,271.59  0.57  normal  0.14  normal 
9,812.49  3.14  outlier  0.15  normal 
56,069.30  0.80  normal  0.17  normal 
7,500.23  1.46  normal  0.14  normal 
10,872.09  0.47  normal  0.10  normal 
7,819.15  0.61  normal  0.16  normal 
1,666.45  1.49  normal  0.14  normal 
8,939.47  0.53  normal  0.07  outlier 
39,015.15  0.91  normal  0.15  normal 
13,460.18  1.34  normal  0.13  normal 
8,442.52  1.59  normal  0.14  normal 
27,845.62  1.33  normal  0.14  normal 
8,348.85  3.63  outlier  0.10  normal 
139,391.06  0.85  outlier  0.16  normal 
476,933.94  0.50  normal  0.09  normal 
152,355.34  0.92  outlier  0.14  normal 
143,462.54  0.64  normal  0.19  normal 
651,767.56  0.40  outlier  0.13  normal 
1,440,000.00  0.42  normal  0.14  normal 
142,128.23  0.80  outlier  0.14  normal 
319,080.60  0.57  normal  0.12  normal 
166,270.80  0.93  outlier  0.14  normal 
130,197.35  0.70  outlier  0.09  normal 
575,662.41  0.45  normal  0.16  normal 
1,056,000.00  0.42  normal  0.15  normal 
197,349.67  0.76  outlier  0.18  normal 
476,933.94  0.50  normal  0.16  normal 
732,398.93  0.51  normal  0.13  normal 
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182,484.28  0.98  outlier  0.13  normal 
685,160.85  0.48  normal  0.14  normal 
792,000.00  0.42  normal  0.10  normal 
 
 
4.2.3 Trend Generation, Cross-Validation (ANOVA), and Prediction Intervals for 
Specific Energy 
Once the outliers were removed from the dataset, the raw data was graphed and trends 
were generated on a monthly basis (36 separate trends) and an annual basis (3 separate 
trends).  The motivation behind evaluating the monthly data was to determine if the 
annual average trends accurately represented monthly trends.  As mentioned in Chapter 3, 
ANOVA was used to cross-validate the data sets. 
 
Figures 4.5 through 4.7 below present the raw data found between volume pumped and 
Es for the monthly data sets for 2011, 2012 and 2013.  Figure 4.8 displays the thirty-six 
associated monthly trends generated from the raw monthly data. 
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Figure 4.5.  Raw data for Specific Energy (Es) as it relates to volume  
pumped per month for January through December, 2011. 
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Figure 4.6.  Raw data for Specific Energy (Es) as it relates to volume  
pumped per month for January through December, 2012. 
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Figure 4.7.  Raw data for Specific Energy (Es) as it relates to volume  
pumped per month for January through December, 2013. 
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Figure 4.8.  Calculated trends for the separate data sets evaluated for the thirty-six months in the period of study. 
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Figure 4.8 displays similar power function trends within a small range for Es regardless 
of the month investigated over the three year period of study.  When considering the 
intrinsic variability in the data set, this resemblance presents a strong qualitative 
argument for cross-validation as well as theoretical saturation. Each month included 
distinctly unique components of energy use, rainfall, inflow, pump flow rates, pump 
efficiencies, pump runtimes, and volume pumped.  Since the EUC was not found to vary 
significantly from month to month, neither EUC nor Cs were evaluated at monthly 
intervals. Instead, relationships found for EUC and Cs are presented on an annualized 
basis below.  Figures 4.9 and 4.10 below presents the annualized raw data and trended 
relationships found between volume pumped and Es for the years 2011, 2012, and 2013.    
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Figure 4.9.  Raw data for Specific Energy (Es) as it relates to volume pumped for 2011(●), 2012(■), and 2013(▲). 
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Figure 4.10.  Trendlines for Specific Energy (Es) as it relates to volume pumped for 2011(▬▬), 2012(▬ ▬), and 2013 (●●●). 
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Figures 4.9 and 4.10 demonstrate a qualitative consistency from year to year; a 
characteristic that will be verified through ANOVA below.   The trends displayed in 
Figure 4.10 posses a coefficient of determination (R2) of 0.35.  Additionally, the raw data 
displayed in Figures 4.5, 4.6, 4.7 and 4.9 display a skewed characteristic that bears 
further evaluation.  Figure 4.9 displays a large portion of the data is grouped together 
between V-values of 0 and approximately 150,000 kgall.  This delineation of data 
motivated the authors of the present study to break the complete dataset into two smaller 
datasets in order to evaluate if there might be two separate functional relationships for the 
two ranges of the independent variable.   
 
The data was split into two ranges:  0 to 150,000 kgall (range 1) and 150,000 kgall to 
1,500,000 kgall (range 2) annual volume pumped.  Figures 4.11 and 4.12 below display 
the raw data and associated trends for each of the two data ranges. 
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Figure 4.11.  Raw data and trendline for Specific Energy (Es) for “range 1.” 
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 Figure 4.12.  Raw data and trendline for Specific Energy (Es) for “range 2.” 
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Figure 4.11 demonstrates that the trend from “range 1” does not fit the raw data very well 
(R2=0.1).  On the other hand, Figure 4.12 demonstrates that the trend from “range 2” fits 
the raw data extremely well (R2= 0.85).  The trend presented in Figure 4.10 for the entire 
data set was evaluated over data “range 1” and “range 2” and produced a similar R2 
values for each set.  Therefore, it was concluded that the trend presented in Figure 4.10 
was as applicable over the entire data range as individual trends over the two separate 
ranges of data. 
 
The average of the three trendlines displayed in Figure 4.10 produces the following 
equation (Eqn. 4.1). 
 
ࡱ࢙ ൌ ૚૙. ૚૜ࢂି૙.૛૛૟        (4.1) 
 
The next step in the process is to conduct an ANOVA test on Equation 4.1.  Two types of 
ANOVA tests were conducted:  one test to validate Equation 4.1 on a monthly basis and 
one test to validate Equation 4.1 on an annual basis.  The monthly test was conducted for 
the two months’ raw data that produced the maximum and minimum curves shown in 
Figure 4.8 (January 2011 and June 2013, respectively).  If Equation 4.1 could satisfy the 
ANOVA requirements for the two monthly extremes, then the null hypothesis (that 
Equation 4.1 was representative of those months) would not be rejected.  The results from 
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the ANOVA tests for the two monthly comparisons is included below in Table 4.3 and 
indicate that the null hypothesis cannot be rejected. 
 
Table 4.3.  ANOVA test results for maximum and minimum month comparison. 
Test F Fcrit Reject null hypothesis? 
Min. month 3.83 3.92 No 
Max. month 3.72 3.94 No 
 
 
A second ANOVA test was conducted on the annualized raw data and trends.  As 
summarized in Chapter 3, a set of data must be selected as the “training dataset” and 
another set of data will be selected as the “testing dataset.”  The average trend for the 
2011 and 2012 data was selected as the “training dataset” while the raw data from 2013 
was selected as the “testing dataset.”  This approach was concluded to be the most 
beneficial since the year 2013 included significantly more rainfall and energy use than 
the preceding two years; therefore, the evaluation would represent the most extreme 
condition.  The results from the ANOVA tests for the annual comparison is included 
below in Table 4.4 and indicate that the null hypothesis cannot be rejected. 
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Table 4.4.  ANOVA test results for two month comparison. 
Test F Fcrit Reject null hypothesis? 
Annual 2.41 3.94 No 
 
 
The final step in the process is to develop prediction intervals using the RMSE as 
summarized in Chapter 3.  The prediction intervals shown in Figure 4.13 are fitted around 
Equation 4.1 and include approximately 95% of the data surrounding the trendline.  The 
interval captures where a new single observation is likely to fall.  It is important to note 
that the lower bound of the performance interval cannot practically be a negative value; 
therefore, the lower bound is cut off at zero. 
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 Figure 4.13.  Specific energy average trendline and associated prediction intervals. 
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4.2.4  Trend Generation, Cross-Validation (ANOVA), and Prediction Intervals for 
Energy Unit Cost 
Once the outliers were removed from the dataset, the raw data was graphed and trends 
were generated on an annual basis (3 separate trends).  The motivation behind evaluating 
the only the annual data was that the monthly range of EUC values was not as significant 
as the Es.  Therefore, the authors of the present study felt that an annualized statistical 
analysis was more beneficial.  As mentioned in Chapter 3, ANOVA was used to cross-
validate the data sets.  Figures 4.14 and 4.15 below present the raw data and associated 
trendlines for volume pumped and EUC for the annual data sets for 2011, 2012 and 2013.  
 
 
 
 
 
 
 
 
 
82 
 
 
 Figure 4.14.  EUC raw data as it relates to volume pumped for 2011(●), 2012(■), and 2013(▲). 
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Figure 4.15.  Trendlines for EUC as it relates to volume pumped for 2011(▬▬), 2012(▬ ▬), and 2013 (●●●).
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The trends displayed in Figure 4.15 posses a coefficient of determination (R2) of 0.65 for 
the individual years.  There also exists excellent concurrence between the three separate 
trendlines.  A clear breakpoint exists where the incremental reduction in EUC becomes 
less significant.  Further, the EUC structure displayed by the trend indicates that the 
service provider offers a regressive rate structure that offers a lower EUC as more energy 
is used.  The trends in Figure 4.15 also agree with those presented in Table 4.1 regarding 
an increasing EUC annually.  The average of the three trendlines displayed in Figure 4.15 
produces the following equation (Eqn. 4.2). 
 
 ࡱࢁ࡯ ൌ ૙. ૜૝૛ૡࢂି૙.૙ૢૠ       (4.2) 
 
The next step in the process is to conduct an ANOVA test on Equation 4.2 in order to 
validate the equation on an annual basis.  As summarized in Chapter 3, a set of data must 
be selected as the “training dataset” and another set of data will be selected as the “testing 
dataset.”  The average trend for the 2011 and 2012 data was selected as the “training 
dataset” while the raw data from 2013 was selected as the “testing dataset.”  Similarly 
with Es, this approach was concluded to be the most beneficial since the year 2013 
included significantly more rainfall and energy use than the preceding two years; 
therefore, the evaluation would represent the most extreme condition.  The results from 
the ANOVA tests for the annual comparison is included below in Table 4.5 and indicate 
that the null hypothesis cannot be rejected. 
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Table 4.5.  ANOVA test results for annual comparison. 
Test F Fcrit Reject null hypothesis? 
Annual 1.44 3.94 No 
 
 
The final step in the process is to develop prediction intervals using the RMSE as 
summarized in Chapter 3.  The prediction intervals shown in Figure 4.16 are fitted around 
Equation 4.2 and include approximately 95% of the data surrounding the trendline.  The 
interval captures where a new single observation is likely to fall.   
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 Figure 4.16.  EUC trendline (▬▬) and associated prediction intervals (▬ ▬). 
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4.2.4  Using Specific Cost to Test the Model 
 While Es is certainly valuable parameter to understand, the question still remains:  how 
does this impact the bottom line?  This question motivated the author of the present study 
to test Equations 4.1 and 4.2 against the Specific Cost (Cs) of the data, or the dollars per 
unit volume pumped.  Theoretically, the Cs should be the product of equations 4.1 and the 
average EUC for the system.  This theory was tested against the actual Cs data calculated 
from the raw data collected in the system.  If the theoretical approach produced an 
acceptable ANOVA result when compared to the actual Cs data, the null hypothesis of 
“predictability” cannot be rejected. 
 
The product of Equation 4.1 and the average system EUC ($0.11/kWh in 2013) produces 
Equation 4.3 below: 
 
 ࡯࢙ ൌ ૚. ૚૚ࢂି૙.૛૛૟        (4.3) 
 
The theoretical values of Cs calculated from Equation 4.3 were compared to the actual 
raw data through an ANOVA.  Table 4.6 below displays the results from this test which 
indicate that Equation 4.3 is sufficient as a predictor of Cs for the system; thereby, further 
validating the model. 
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Table 4.6.  ANOVA test results for specific cost. 
Test F Fcrit Reject null hypothesis? 
Annual 2.59 3.87 No 
 
 
Figure 4.17 below illustrates the difference between Equation 4.3 and the actual trend 
associated with the Cs raw data.  Since an average EUC was used to develop Equation 
4.3, it is interesting to see the two trends diverge as volume pumped increases.  It is in 
this region where the regressive nature of the EUC influences the Cs trendline. 
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Figure 4.17.  Comparison of Cs raw data trendline (▬▬) and Equation 4.3 (▬ ▬).
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4.3  Best Management Practices 
Best Management Practices, or BMP’s, are developed and employed in a myriad of 
different applications worldwide.  Regardless of the application, BMPs help guide the 
user towards an effective, efficient solution to the problem at hand.  In the present study, 
the challenge is lowering Es in wastewater collection.  As Es is reduced, Cs will follow 
suit.  So, what are the “rules of thumb that lead to improvement,” or BMP’s, that can be 
gleaned from the results presented herein?  The authors of the present study identify the 
following BMP’s that should be applicable to any wastewater utility: 
 Not only do smaller pump stations generally operate with higher Es, their 
performance is also more erratic and, therefore, hard to predict. 
 Not only do larger pump stations generally operate with lower Es, their 
performance is also less erratic and, therefore, easier to predict. 
 Increasing the annual volume pumped for a pump station will increase its energy 
use and, correspondingly, lower its EUC.  A reduction in EUC will lower Cs. 
 Moderate centralization of pump stations in wastewater collection systems will 
help reduce Es and overall energy consumption and cost.   
 With regards to Es, it is advantageous for the wastewater utility to design, build, 
and operate pump stations above a daily flow of 0.1 mgd. 
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CHAPTER 5 
DISCUSSION AND CONCLUSIONS 
5.1 Summary of Results 
This study is undertaken in order to analyze the relationships between energy use, energy 
cost and system performance in wastewater collection.  The largest wastewater utility in 
the Upstate of South Carolina, Renewable Water Resources (ReWa), partnered in this 
study and allowed for three years of operational data to be mined and analyzed.  Critical 
variables included energy used, energy cost, pump flowrates, pump runtimes, and electric 
unit costs, among others.  The goals of this research are threefold:   
 to develop a replicable method to allow utilities to evaluate energy use within 
its collection system;  
 to evaluate the generalizable and transferable relationships between energy 
use, energy cost and system operation; and  
 to develop a series of BMPs for current and future use. 
 
Additionally, it is anticipated that these findings will be valuable to additional market 
sectors which expend significant effort in pumping, including: agriculture, chemical and 
hydrocarbon processing, construction, oil and gas, power generation and pulp and paper, 
among others.  These industries all share a common reliance on pumps and would benefit 
tremendously from a better understanding of Es. 
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When considering the applicability of these findings outside of ReWa’s system, it is 
important to evaluate the “generalizability” and “transferability” of the results. As 
summarized by Colorado State University (2014), generalizability can be defined as the 
extension of research findings and conclusions from a study conducted on a sample 
population to the population at large.  While the dependability of this extension is not 
absolute, it is statistically probable. Generalizability amounts to nothing more than 
making predictions based on a recurring experience.  If something occurs frequently, it is 
reasonable to expect that it will continue to do so into the future.      
 
Transferability, on the other hand, describes the process of applying the results of 
research in one situation to other similar situations.  As summarized below, the results of 
the present study are found to be transferable to those found in the manufacturing sector.    
Readers of the research situation compare them to the specifics of an environment or 
situation with which they are familiar.  If there are enough similarities between the two 
situations, readers may be able to infer that the results of the research would be the same 
or similar in their own situation.  The author of the present study performed this task 
when evaluating the transferability of the conclusions generated from the manufacturing 
sector studies to strengthen the conclusions generated herein through qualitative 
comparison. 
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Several aspects of this study prove to be generalizable.  First, the unique method outlined 
in Section 3 provides a “roadmap” to utilities interested in gaining a better understanding 
of energy use within its collection system.  This method is rooted in statistical analysis 
and provides, through a series of analysis of variance (ANOVA) tests, a measure of 
assurance as to the predictability of the models.  Next, the relationship to pumped volume 
and associated equation for Es includes generalizable aspects as well.  This relationship 
allows for the development of several Best Management Practices (BMPs) with regards 
to both improving existing infrastructure and designing and constructing new 
infrastructure.  Equation 4.1 indicates that it is environmentally, socially, and 
economically prudent to design pump stations in excess of 0.1 mgd average flow rate.  
The Es trend indicates that once the pump stations exceed approximately 0.1 mgd average 
flow rate, Es consumption, and subsequent Cs, decrease significantly.  As mentioned 
previously, the reduction of Es and Cs positively impacts the Triple Bottom Line and, 
therefore, the sustainability of the system in general.  Further, the trends presented for Es, 
EUC, and associated Cs create a convincing case for moderate centralization of existing 
facilities.  Through moderate centralization, many of the smaller, less efficient pump 
stations could be removed from operation.  Of course, this decision would need to be 
balanced with an evaluation of the capital impacts of many corollary factors (larger, 
deeper sewers, for example).  Moving forward, it is anticipated that the Es equation 
presented herein will be used by ReWa to internally evaluate potential infrastructure 
improvement projects.  Lastly, it is important to recognize that the functional constant in 
Equation 4.1 might change between systems in instances where more or less energy could 
94 
 
be required to pump the same amount of volume.  However, the power constant should 
not vary significantly; thereby indicating that the BMPs outlined herein will not be 
affected. 
 
Several empirical equations are developed that, while certainly valuable to the 
wastewater utility partner (ReWa), their generalizability outside of ReWa’s system are 
somewhat limited.  These equations relate to the EUC, and thereby, the Cs.  Since EUC 
vary between utilities and, thereby, potential users of the equations, its overall 
generalizability is minimal.  However, their transferability is very high in that, upon 
generating their own equations for EUC and Cs, other utilities can qualitatively compare 
results and gauge performance. 
 
As utilities nationwide become more focused on energy management, conclusions such 
as these will be integrated into their asset management programs.  Further, once 
dynamically monitored performance criteria are also integrated, utilities will have the 
ability to track and monitor real time data centered on Es, EUC, and Cs. 
 
5.2 Comparable Findings 
Specific Energy (Es), or the energy used per unit volume pumped, is determined to be the 
most generalized operational variable.  Since the available literature on Es in wastewater 
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collection was minimal, the authors of the presents study looked outside of the water 
sector to find research focused on Es.  The manufacturing sector was found to include 
significant research focused on Es; thereby providing studies evaluating Es in rotating 
mechanical equipment (similar to a pump).  
 
Dietmair and Verl (2008) investigated relationships between energy consumption 
optimization and production machines.  In their study, they identify the Material Removal 
Rate (MRR) as the primary objective of the processes evaluated.  The MRR compares 
very favorably to the volume pumped in a pumping system as both represent a measure 
of production.  Further, they state that the specific consumed energy and the specific 
processing power are often computed as objective key figures from the processing power, 
its energy integral, the MRR, and the volume of removed material.  Lastly, the authors 
conclude that this allows comparing the efficiency of different process alternatives, and 
can be extended to different production alternatives.  These conclusions were all found to 
agree with those generated in the present study as well.   
 
Li and Kara (2011) explore energy consumption in manufacturing processes with focus 
on a “turning process,” which, again, is very similar to that of rotodynamic pumps used in 
wastewater collection.  The authors identify the minimization of energy consumption by 
optimizing process efficiency as a priority in the fields of manufacturing engineering and 
life cycle engineering.  In their study, the MRR is evaluated against Specific Energy 
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Consumption (SEC); two parameters that can be directly related to the flow rate of a 
pump and the specific energy of its operation.  Figure 5.1 below illustrates the 
relationship found between the two aforementioned variables.   
 
 
 
 
 
97 
 
 
Figure 5.1.  Fitted curves to SEC versus MRR plots (Li and Kara, 2011). 
 
The power function curve shown in Figure 5.1 shares the same function as the curve 
shown in Figure 4.13; therefore, the qualitative conclusions regarding “economy of 
scale” and “diminishing returns” can be applied to both figures.  As the MRR increases, 
the SEC decreases significantly until it reaches a point of diminishing returns.  This 
relationship is echoed by Figure 4.13 and Equation 4.1.  In both cases, there exists an 
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optimal design point where the input energy’s “production” is maximized and SEC is 
minimized.   
 
Gutowski et al. (2006) found a similar trend while investigating relationships between 
specific electrical energy requirements for a wide range of manufacturing processes.  The 
authors concluded that the most important variable for estimating the energy 
requirements is the process rate; a conclusion that agrees with the findings of Li and Kara 
(2011) and the present study.  Figure 5.2 below displays the found relationship between 
SEC and Throughput in kilograms per hour. 
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Figure 5.2.  Energy used for various hydraulic injection molding machines  
as a function of throughput (Gutowski et al., 2006). 
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While Figure 5.2 also displays trends that mirror those presented herein, it also 
demonstrates a relationship between motor/equipment size and SEC.  As the motor 
horsepower is increased from 25 to 100 in various increments, the curves become more 
favorable regarding SEC.  Plainly stated, larger motors operate more efficiently; a 
conclusion shared by the present study.    
 
Draganescu, F. et al. (2003) discovered a comparable trend between the cutting speed (in 
m/min), machine tool efficiency and power consumption.  Again, a similar power 
function was found to mirror those functions presented previously. Figure 5.3 below 
displays the relationship found between SEC and the cutting speed.  While the cutting 
speed is not exactly the same as the MRR, it does represent a variable that influences the 
MRR; therefore, the trend of the cutting speed should be directly related to the trend of 
the MRR. 
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Figure 5.3.  Specific consumed energy as a function of milling 
parameters (Draganescu, F. et al. (2003). 
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It is this affinity that increases the transferability of the conclusions generated herein.  It 
stands to reason that trends in Es trends in the preceding sections would, therefore, be 
able to be applied widely across multiple areas of mechanical operation.   
 
Li and Kara (2011) also introduce a parameter called “Specific Unproductive Energy”, or 
SUE, which is defined as the energy that is converted to heat over the operating period to 
remove a set volume.  Figure 5.4 below displays the relationship between SUE and the 
MRR. 
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Figure 5.4.  Fitted curves to SUE versus MRR plots (Li and Kara, 2011). 
 
Figure 5.4 demonstrates a critical region where the MRR is under 0.3 cm3/s.  Within this 
critical region, the unproductive energy increases significantly when reducing the MRR.  
As a slow MRR refers to a small tool tip energy requirement, the ratio between the 
unproductive energy and total energy consumption is significant.  In other words, the 
material removal process at MRR < 0.3 cm3/s is very inefficient, and should be avoided 
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(Li and Kara, 2011).  This conclusion agrees with the findings presented herein regarding 
an “area of avoidance” with regards to pump station volume. While the two figures are 
inverse functions of one another, the unproductive regions in both figures are similar. 
 
5.3 Integration into Decision Support 
Within the last decade, new approaches to project alternatives analysis have emerged.  
Traditionally, infrastructure improvements projects were selected based primarily on the 
lowest capital cost.  However, with the emergence of alternative approaches like 
Multiple-Criteria Decision Analysis (MCDA), the breadth of the evaluation criteria has 
increased significantly.  MCDA is a sub-discipline of operations research that explicitly 
considered multiple criteria in decision making.  Within an evaluation of project 
alternatives for a new wastewater pump station, for example, one would consider a 
myriad of variables centered on environmental and social factors in addition to economic 
factors.  Further, within the economic set of variables, the life cycle cost of alternatives 
would be considered.  While energy use only accounts for a portion of life cycle costs, 
this is the arena in which the conclusions generated in the present study will have the 
most significant impact. 
 
The equations presented in sections 4.2 and 4.3 can be further modified to be used as an 
indicator for energy costs between various project alternatives.  Simply put, the integral 
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of equations 4.1 and 4.2 can be used to comparatively evaluate the energy life cycle use 
and costs between several project alternatives.  The integral of equations 4.1 and 4.2 can 
be seen in equations 5.1 and 5.2, respectively. 
 
׬ ࡱࡿ࡭࡮ ൌ ׬ ૚૙. ૚૜ࢂି૙.૛૛૟
࡭
࡮ ࢊ࢜ ൌ ૚૜. ૙ૢሺ࡭૙.ૠૠ૝ െ ࡮૙.ૠૠ૝ሻ	   (5.1) 
׬ ࡯ࡿ࡭࡮ ൌ ׬ ૚. ૚૚ࢂି૙.૛૛૟
࡭
࡮ ࢊ࢜ ൌ ૚. ૝૜ሺ࡭૙.ૠૠ૝ െ ࡮૙.ૠૠ૝ሻ   (5.2) 
  
The variables, A and B, represent any annual volume pumped along the x-axis.  In order 
to compare difference in Es or Cs between different annual pump station flows, one would 
input one annual pump station flow (A) and another annual pump station flow (B) into 
the equations to calculate the difference in Es or Cs between the two alternatives.  This 
information can then be input in to the MCDA model as a portion of the life cycle costs 
used in a Net Present Value (NPV) calculation.  
 
For example, consider if a wastewater utility was considering centralizing or 
decentralizing a portion of its wastewater treatment system.  Decentralizing treatment 
would consist of a higher number of smaller wastewater treatment plants scattered across 
the service area.  Additionally, a decentralized approach would reduce the need for 
wastewater pumping stations since collection could be more easily accomplished through 
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gravity sewers of reasonable depth.  On the other hand, centralizing treatment would 
require a smaller number of larger wastewater treatment plants centralized in the service 
area.  This approach would require a significant wastewater collection system in the form 
of additional pumping stations.  When deciding between these two operational strategies, 
it is critical that the effects on wastewater collection be analyzed.  For the sake of 
discussion, assume that decentralizing wastewater treatment would require one tenth of 
the collection pump stations that centralizing would require.  Using Rewa’s system flows 
as the dataset, and assuming that the system flows would not vary between the two 
scenarios, Equations 5.1 and 5.2 can be employed to determine the effects on energy use 
and associated cost.  Since the energy cost structure will vary from utility to utility, it is 
critical that the integral concerning Es be employed.  Once evaluated, the utility can apply 
the corresponding electrical rate to each volume to determine the differential energy costs 
in an alternatives analysis. 
 
Assuming that the total annual pumped flow for the sub basin is 500 million gallons, then 
the centralized approach would require 500 million gallons of wastewater pumping.  On 
the other hand, the decentralized approach would require only 50 million gallons of 
pumping.  Applying these conditions into Equations 5.1 and 5.2, the results indicate that 
the difference between the two scenarios is approximately 280,000 kWh which equates to 
the amount of energy used annually by more than 30 homes; or an annual energy cost 
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savings of approximately $28,000.  Considering a 20-year project lifetime and an interest 
rate of 4%, this equates to a 20-year NPV of more than $380,000.   
 
The final equation presented herein originates from a desire to dovetail the equations 
developed for Es and NPV.   Utilities would benefit tremendously from having the ability 
to quickly calculate how the volume pumped would affect NPV through the lens of Es.  
Equation 5.4 was developed by merging the integral for Es (equation 5.1) into the 
economics equation for calculating present worth from a uniform series.  This equation is 
shown below where P is the present worth, U is the annual uniform series, i is the interest 
rate, and n is the number of periods evaluated: 
 
ࡼ ൌ 	ࢁ ∗ ሺ૚ା࢏ሻ࢔ି૚࢏ሺ૚ା࢏ሻ࢔         (5.3) 
 
Assume that the variable, U, can be represented by the annual differential energy usage 
associated with pump stations total volume pumped multiplied by the corresponding 
EUC from the utility’s developed trend.  By replacing U in Equation 5.3, we find: 
 
ࡼ ൌ ૚૜. ૙ૢ ∗ ሺࡱࢁ࡯࡭ ∗ ࡭૙.ૠૠ૝ െ ࡱࢁ࡯࡮ ∗ ࡮૙.ૠૠ૝ሻ ∗ ሺ૚ା࢏ሻ
࢔ି૚
࢏ሺ૚ା࢏ሻ࢔    (5.4) 
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Of course, the range of P values will vary based on the differential volume pumped 
between the two alternatives, the average energy unit cost, the interest rate, and the 
number of periods evaluated.  Figure 5.5 below graphically displays this variance as a 
function of all of these variables.  The “upper end” of the envelope presented is based on 
a 30-year NPV at an interest rate of 2% while the “lower end” of the envelope presented 
is based on a 10-year NPW at an interest rate of 4%.  Depending on which project 
duration and interest rate is selected, the present worth project impact can be found 
within the shaded area of the envelope in Figure 5.5 below. 
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Figure 5.5.  Project economic impact envelope based on differential volume pumped, 
interest rate, and project duration.  Envelope is based on a 30-year NPV at 2% (▬▬) 
and a 10-year NPV at 4% (▬ ▬) at an average EUC of $0.10/kWh. 
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is critical.  Conversely, if researchers wish to generalize results, scope and variance must 
be emphasized in lieu of precision.  Therefore, it becomes difficult to evaluate 
generalizability and precision concurrently, since increased emphasis on one decreases 
emphasis on the other.    Runkel and McGrath (1972) suggest a solution to this challenge:  
perform a greater number of observations, which has a dual effect.  First, it increases the 
sample population, which heightens generalizability.  Second, precision can be 
reasonably maintained because the random errors between observations will average out. 
 
Being able to rationalize generalizability and precision is certainly advantageous.  
However, it still does not remedy the fact that there is no absolute guarantee that the 
results will occur in every situation.  This is a limitation of the current study.  However, 
one could also argue that this limitation is present in all research carried out in a physical 
laboratory.  While scale models can certainly benefit in the solving of real-world 
problems, it is certainly impossible to guarantee that a physical model is 100% similar in 
every way to the problem being modeled.  Error always exists.    Six Sigma is a set of 
techniques and tools for process improvement and is internationally recognized as the 
standard for manufacturing efficiency.  The technique asserts that a “six sigma process” 
is one in which 99.99966% of the products manufactured are statistically expected to be 
free of defects.  While error of that magnitude in a research experiment would certainly 
be cause to claim that the results were generalizable, there is still no absolute guarantee 
that the results would occur in every situation. 
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Another limitation to the findings presented herein centers on the system flowrates used 
in the analysis.  While the flowrates represent the real, operational condition, where 
system efficiency is intrinsic, they also only represent the average condition.  It is 
reasonable to assume that trends which represent the average condition should be 
regularly applicable.  However, the current study does not evaluate the impacts of 
weather patterns on the empirical equations.  The findings cannot be directly applied 
during an “extreme scenario.” 
 
Perhaps the most significant limitation to the research is resistance to its implementation.  
There exists an inherent opposition to changing, and, thereby, perhaps subsequently 
improving, the standard operating procedures of wastewater utilities.  This resistance is 
rooted in fear of failure.  Wastewater utilities do not have the luxury of failure.  Failure of 
their operation can potentially adversely affect their customers and the environment they 
strive to protect.  Further, looming over wastewater operation are the regulatory agencies; 
entities which posses the authority and the willingness to punish those who fail in their 
operation.  Many utilities therefore focus only on the task at hand:  successfully 
transporting the wastewater from “Point A to Point B.” They could not care less about 
how efficiently they accomplish this task.  Therefore, the most logical solution to this 
challenge is a long-term education initiative that eases the fears of the end user.  Coupled 
with this initiative, utilities need to incentivize energy savings to its employees.  For 
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example, a wastewater utility could invest 75% of its energy savings back into its staff in 
the form of hiring, training, equipment, and social events.  If the employees can recognize 
a benefit of their efforts to save energy, they are going to be more likely to try and 
understand the process and implement the methods. 
 
It might seem trite to state that the next step in this research is to “collect more data” and 
“survey more utilities.”  However, considering the scarcity of existing information in this 
area, it is critical that more case studies be performed.  As trends are developed, the 
empirical relationships presented herein can be tweaked and improved.  Additionally, it is 
important to delve into the social aspect of this potential change through operations 
research of the end user.   As mentioned previously, it is also important that future 
relationships be established between Es and pumped volume during “extreme” 
operational events.  There also exist a multitude of arenas, outside of the water sector, 
where this research might be applied, including:  agriculture, chemical processing, 
construction, hydrocarbon processing, oil and gas, power generation and pulp and paper, 
among others.  These industries all share a common reliance on the pump and would 
benefit tremendously from a better understanding of Es.     
 
This research is an important first step in better understanding the energy used in 
wastewater collection.  It should provide utilities with an efficient and effective 
methodology to not only evaluate specific energy use within collection systems but also 
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evaluate energy efficiencies associated with individual assets.  Finally, this work provides 
a means by which to evaluate the life cycle energy use financial impact in alternatives 
evaluation.  The results display satisfactory gerneralizability and validity and can, 
therefore, applied to any wastewater utility’s collection system.   As more utility leaders 
realize the importance of energy management in all phases of their operation and educate 
their staff as to how subsequent changes will affect operation, significant progress can be 
made.   
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