: Illustration of the two perception-control "arguing machines" under investigation in this work: (1) a Tesla Autopilot L2 steering system and (2) an end-to-end neural network trained to make steering decisions from a sequence of images.
Introduction
Over the past three decades, the wide-scale adoption of microprocessor-based electronic control units (ECUs) in transport vehicles have fundamentally changed the task of designing and building a safe, reliable car. Today, software plays a critical role in almost every automotive sub-system. As an illustration, the 2017 Ford F150 pickup truck relies on over 150 million lines of source code, compared to 6.5 million in the avionics and online support systems of a Boeing 787 (Ford Motor Company 2016) . Practically, this means that the challenge of achieving high reliability, robustness, and redundancy has fundamentally become a software engineering problem as much as, if not more than, a mechanical engineering one.
The potential wide-scale adoption of increasinglyautomated driving technology may further expand the scope and difficulty of the underlying software engineering problem, the primary component of which is redundancy. Redundancy is key to safety. If one system fails, another must be ready to take over. For perception systems, redundancy can be achieved by adding several of the same sensor or adding sensors that are able to capture similar, overlapping, or otherwise complementary information.
Lidar, radar, ultrasonic, monocular vision, stereo vision, Figure 2 : Implementation and evaluation of the system presented in this paper. The primary perception-control system is Tesla Autopilot. The secondary perception-control system is an end-to-end neural network. We equipped a Tesla Model S vehicle with a monocular camera, an NVIDIA Jetson TX2, and an LCD display that shows the steering commands from both systems, the temporal difference input to the neural network, and (in red text) a notice to the driver when a disagreement is detected.
infrared vision are all examples of sensor modalities that can serve as redundant support for the each other (Koopman and Wagner 2016). But how do we offer redundancy for an artificial intelligence system tasked with managing the full pipeline from perception to planning to control to actuation? Who or what serves as the fallback mechanism? Two options have been considered: (a) human driver (Koo et al. 2015) and (b) human teleoperator (Kim and Ryu 2013). In both cases a human being monitors the system, prepared to take over at any moment if the automated driving system is unable to handle the situation at hand (Reimer 2014) . In this work, we propose a solution where another AI system (termed "machine") may serve as an initial fallback. Moreover, we propose that such as a system can take an active role in anticipating challenging driving situations (termed "edge cases") by monitoring the disagreement (termed "argument") between its prediction and that of the primary AI system.
As shown in Fig. 1 , the role of the primary machine in this paper is served by the first generation of Tesla Autopilot software with the perception and steering predictions performed by the integrated Mobileye system (Pirzada 2015). The role of the secondary machine in this paper is served by an end-to-end convolutional neural network similar to that described and evaluated in (Bojarski et al. 2016 ) except that our model considers the temporal dynamics of the driving scene by taking as input some aspects of the visual change in the forward-facing video for up to 1 second back in time (see §4.1). The output of both systems is a steering angle. The differences in those outputs is what constitutes the argument based on which disengagement suggestions and edge case proposals are made. The network model is trained on a balanced dataset constructed through sampling from 420 hours of real-world on-road automated driving by a fleet of 16 Tesla vehicles (Anonymized 2017) (see §3).
We perform two evaluations in this work. First, we evaluate the ability of the end-to-end network to predict steering angles commensurate with real-world steering angles that were used to keep the car in its lane. For this, we use distinct periods of automated lane-keeping during Autopilot engagement as the training and evaluation datasets. Second, we evaluate the ability of an argument arbitrator (termed "disagreement function") to estimate, based on a short time window, the likelihood that a transfer of control is initiated, whether by the human driver (termed "human-initiated") or the Autopilot system itself (termed "machine-initiated"). We have 6,500 total disengagements in our dataset. All disengagements (whether human-initiated or machine-initiated) (a) The GPS location of all 6,500 Autopilot disengagements in the automated driving dataset used in this work.
(b) The distribution of speed (measured by fraction of time spent at each speed) when the Tesla Autopilot system is controlling the vehicle.
(c) The distribution of steering angles (measured by fraction of time spent at each steering angle) when the Tesla Autopilot system is controlling the vehicle. are considered to be representative of cases where the visual characteristics of the scene (e.g., poor lane markings, complex lane mergers, light variations) were better handled by a human operator. Therefore, we chose to evaluate the disagreement function by its ability to predict these disengagements, which it is able to do with 90.4% accuracy (see Fig. 6 ).
The central idea proposed in this work is that robustness of the artificial intelligence system behind the perception and planning necessary for automated driving can be achieved by supplementing the training dataset with edge cases automatically discovered through monitoring the disagreement between multiple machine learning models.
The source code and the training data used in this paper is made publicly available. Furthermore, we implement and deploy the system described in this work to show its capabilities and performance in real-world conditions. Its successful operation is exhibited in an extensive, on-road video demonstration that is made publicly available at (links anonymized). As Fig. 2 shows, we instrumented a Tesla Model S vehicle with an NVIDIA Jetson TX2 running the neural network based perception-control system and disagreement function in real-time. The input to the system is a forward-facing monocular camera and the output are steering commands. The large display shows steering commands both from the primary system (Tesla) and secondary system (neural network), and notifies the driver when a disagreement is detected.
Related Work
Software is taking on greater operational control in modern vehicles and in so doing is opening the door to machine learning. These approaches are fundamentally hungry for data, based on which, they aim to take on the higher level perception and planning tasks. As an example, over 15 million vehicles worldwide are equipped with Mobileye computer vision technology (Stein et al. 2015) , including the first generation Autopilot system that serves as the "primary machine" in this work.
Given the requirement of extremely low error rates and need to generalize over countless edge cases, large-scale annotated data is essential to making these approaches work in real-world conditions. In fact, for driving, training data representative of all driving situations may be more important than incremental improvements in perception, control, and planning algorithms. Tesla, as an example, is acknowledging this need by asking its owners to share data with the company for the explicit purpose of training the underlying machine learning models. Our work does precisely this, applying end-to-end neural network approaches to training on large-scale, semi-autonomous, real-world driving data. The resulting model serves as an observer and critic of the primary system with the goals of (1) discovering edge cases in the offline context and (2) bringing the human back into the loop when needed in the online context.
End-to-End Approached to Driving
In contrast to modular engineering approaches to selfdriving systems, where deep learning only plays a role for the initial scene interpretation step, it is also possible to approach driving as a more holistic task that can possibly be solved in a data-driven way by a single learner: an end-to-end neural network. First attempts were made almost 30 years ago (Pomerleau 1989) , long before the recent GPU-enabled performance breakthroughs in deep learning (Krizhevsky, Sutskever, and Hinton 2012) .
A similar, but more modern approach using deeper, convolutional nets has been deployed in an experimental vehicle by NVIDIA (Bojarski et al. 2016) , and further improvements to that were made using various forms of data augmentation (Ross, Gordon, and Bagnell 2011) and adapted to the driving context by (Zhang and Cho 2017). In addition to just using convolutional neural networks, more advanced approaches that combine temporal dynamics information have been proposed (Xu et al. 2016).
Ensemble of Neural Networks
The idea of multiple networks collaborating or competing against each other to optimize an objective have been im-plemented in various contexts. For example, multiple networks have been combined together in order to improve accuracy (Krogh, Vedelsby, and others 1995) as have traditionally been explored in machine learning as ensembles of classifiers. In these approaches, decision-level fusion is performed across many classifiers in order to increase accuracy and robustness of the overall system.
Alternatively, generative adversarial networks (GANs) have networks working against each other for representation learning and subsequent generation of samples from those learned representations (Goodfellow et al. 2014) , including generation of steering commands (Kuefler et al. 2017 ). Neural networks have also been used in different environments at the same time (Mnih et al. 2016) to learn from them in parallel, or, as in our work, to look at what the disagreement to other systems reveals about the underlying state of the world the networks operate in.
Dataset
The dataset used for the training and evaluation of the endto-end steering network model comprising the "secondary machine" is taken from a large-scale naturalistic driving study of semi-autonomous vehicle technology (Anonymized 2017). Specifically, we used 420 hours of driving data where a Tesla Autopilot system was controlling both the longitudinal and lateral movement of the vehicle. The spatial and temporal characteristics of Autopilot use in our dataset is shown in Fig. 3 .
This subset of the full naturalistic driving dataset served as ground truth for automated lane keeping. In other words, given the operational characteristics of Autopilot, we know that the vehicle only leaves the lane in two situations: (1) during automated lane changes and (2) as part of a "disengagement" where the driver elects or is forced to take back control of the vehicle. We have the full enumeration of both scenarios. The latter is of particular interest to the task of arguing machines, as one indication of a valuable disagreement is one that is associated with a human driver feeling sufficiently uncomfortable to elect to take back control of the vehicle. There are 6,500 such instances of disengagement that are used for evaluating the ability of the disagreement function to discover edge cases and challenging driving scenarios as discussed in §4.2.
Arguing Machines

End-to-End Learning of Steering Task
Our model, which is inspired by (Bojarski et al. 2016 ) uses 5 convolutional layers, the first 3 with a stride of 2 × 2 and 5 × 5 kernels and the remaining 2 keeping the same stride, while switching to smaller 3 × 3 kernels. On top of that, we add 4 fully connected layers going down to output sizes of 100, 50, 10, and 1, respectively. Throughout the net ReLU activations (Nair and Hinton 2010) are used on the layers. In addition, we use Dropout (Krizhevsky, Sutskever, and Hinton 2012) as regularization technique on the fully connected layers. The net is trained using an RMSprop (Hinton, Srivastava, and Swersky 2012) optimizer minimizing the mean squared error between predicted and actual steering angle.
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frame=-30 frame=-20 frame=-10 frame=-10 frame=-5 frame=-1 Figure 4 : Visualization on one illustrative example of each of the 5 neural network preprocessing models evaluated in this paper. See Fig. 5 for mean absolute error achieved by each model.
Since a large part of driving -and therefore also our dataset -consists of going straight, we had to specifically select input images to remove that imbalance, and resulting bias towards lower steering angle values the net would learn otherwise. To accomplish this dataset balancing task, we calculate a threshold using the minimum number of available frames in steering angle ranges of one degree. This threshold is then used within the range of interest of [−10 • , 10 • ] steering angle to allow at max threshold frames get selected to achieve a balance. This results in about 100,000 training and 50,000 validation frames.
For the input to the neural network we considered 5 different preprocessing methods (see Fig. 4 ) -referenced as M1 -M5 in the following sections -each producing a 256 × 144 image with 3 channels. M5 uses the method proposed in (Bojarski et al. 2016 ) as a comparison, consisting of the RGB channels of a single frame. M4 uses the same single frame, but precomputes edges on each color channel.
To improve the accuracy beyond that, for input methods M1 to M3 we use a temporal component, meaning multiple frames, to improve situation awareness. M3, in addition to the current frame, also looks 10 and 20 frames back and pro- Figure 5 : The mean absolute error achieved by each of the 5 models illustrated in Fig. 4 . Figure 6 : The tradeoff between false accept rate (FAR) and false reject rate (FRR) achieved by varying the constant threshold used to make the binary disagreement classification. The red circle designates a threshold of 10 that is visualization on an illustrative example in Fig. 7. vides the grayscale version of them as the input image channels. M2 goes beyond that and, in addition to using multiple frames as input, also subtracts them from each other, which helps with an implicit input normalization, as well as automatically highlighting the important moving parts like lane markings. The exact mathematical formulation of the input is: where I t and F t are the input to the neural network and the video frame at time t. The unit of time is 1 video frame or 33.3 milliseconds given the 30 fps video used in this work.
In (1), each channel is based on the current frame, but also incorporates a "flashback" to another frame further back. M1 does not use "flashbacks", but instead looks at the changes that happened over a series of time segments -each 10 frames long, as follows:
To evaluate the network using the different preprocessing methods, we compute the mean absolute steering angle error over the validation set. The results are shown in Fig. 5 . Precomputing edges (M4) already leads to improved performance over just supplying the RGB image (M5), and providing temporal context (M1-M3) does even better, with "flashbacks" (M2) performing better than just providing multiple frames (M3), and comparing time segments (M1) performing best. For the evaluation of the disagreement function in §4.2, we use M1.
Disagreement Function and Edge Case Discovery
The goal for the disagreement function is to compare the steering angle suggested by the "primary machine" (Autopilot) and the "secondary machine" (neural network) and based on this comparison to make a binary classification of whether the current situation is a challenging driving situation or not. The disagreement function can take many forms including modeling the underlying entropy of the disagreement, but the function computed and evaluated in this work purposefully took on a simple form through the following process:
1. Normalize the steering angle for both the primary and secondary machines to be in [−1, 1] normalized by the range [−10, 10] and all angles exceeding the range are set to the range limits.
2. Compute the difference between the normalized steering suggestions and sum them over a window of 1 second (or 30 samples).
3. Make the binary classification decision based on a disagreement threshold δ.
The metrics used for evaluating the performance of the disagreement system are false accept rate (FAR) and false reject rate (FRR). Where the detection event of interest is the Autopilot disengagement. In other words, an "accept" is a prediction that this moment in time is likely to be associated with a disengagement and can thus be considered an edge case for the machine learning system. A "reject" is a prediction that this moment in time is not likely to be associated with a disengagement. In order to compute FAR and FRR measure for a given value of δ, we use classification windows evenly sampled from disengagement periods and non-disengagement periods. A disengagement period is defined as the 5 seconds leading up to a disengagement and 1 second following it.
The illustrative example in Fig. 7 shows the temporal dynamics of the two steering suggestions, the resulting disagreement, and the role of δ in marking that moment leading up to the disengagement as an edge case. The ROC curve in Fig. 6 shows, by varying δ, that the optimal mean error rate is 0.096, and is achieved when δ = 10. This means that given any 1 second period of Autopilot driving in our test dataset, the difference function can predict whether a disengagement will happen in the next 5 seconds with 90.4% accuracy. This is a promising result that motivates further evaluation of the predictive power of the disagreement function both on a larger dataset of Autopilot driving and in realworld on-road testing.
Conclusion
This work proposes a solution for detecting the inevitable moments when a perception pipeline for the driving task encounters an edge case where it may struggle but is not aware of it, and thus confidently suggest a potentially suboptimal or even unsafe steering command. Our approach proposes an end-to-end neural network to serve as a "secondary machine" to argue with the "primary machine" and when a disagreement arises to bring the human back into the control loop. Moreover, we explore the use of this disagreement process to discover new edge cases in naturalistic driving, and show that even a single neural network can be an effective supervisor of the steering suggestions provided by the primary system. Our approach to building a "secondary machine" has two benefits: (1) it treats the "primary machine" as a black box and thus can operate as an after-market product supervising any proprietary automotive AI system as long as the inputs and outputs to the system can be approximately observed, and (2) as with any machine learning system, it improves with more data and in the case of Autopilot does not require any manual annotation since the lane keeping system automatically annotates the data as discussed in §3. We evaluate both the secondary system and the difference function to show its ability to predict transfers of control from machine to human with 90.4% accuracy within 5 seconds before it happens. Finally, we implement, deploy, and demonstrate our system in a Tesla Model S vehicle operating in real-world conditions.
