In this work, we formulate the process of generating explanations as model reconciliation for planning problems as one of planning with explanatory actions. We show that these problems could be better understood within the framework of epistemic planning and that, in fact, most earlier works on explanation as model reconciliation correspond to tractable subsets of epistemic planning problems. We empirically show how our approach is computationally more efficient than existing techniques for explanation generation and also discuss how this particular approach could be extended to capture most of the existing variants of explanation as model reconciliation. We end the paper with a discussion of how this formulation could be extended to generate novel explanatory behaviors.
Introduction
In recent years, there has been considerable interest in developing autonomous agents whose behavior is interpretable [Gunning, 2017] and are thus capable of working with humans in an intuitive and fluent manner. An important milestone towards this goal would be the development of agents capable of explaining plans and decisions to humans in the loop [Langley et al., 2017; Fox, Long, and Magazzeni, 2017] . The agents should be capable of holding explanatory dialogues that allows the agent to explain its current plans as well as it's reasons for not choosing other potential alternatives [Miller, 2018] . An important part of this explanatory dialogue would be to resolve any knowledge asymmetry between the AI system and user so as to allow the user to correctly evaluate the plan in question. In previous work, this step of explanatory dialogue has been referred to as explanation through model reconciliation [Chakraborti et al., 2017] . In this step, the AI system tries to identify the set of model differences that it needs to provide the user so the current plan is valid and the validity of the alternatives expected by the user can be correctly established.
Most works in explanation as model reconciliation separate the process of planning from that of identifying the explanation. We believe this overlooks the fact that these explanations themselves need to be delivered through communicative actions. These explanatory actions should in fact be seen as robot actions with epistemic effects in as much as they are aimed towards modifying the human's approximation of the robot's model. Thus, it is more elegant to combine explicability and explanation into a single planning activity that involves taking both causative and explanatory actions. Such an approach also allows us to consider the wider spectrum of approaches between pure explicability and pure post-facto explanation -in that we can do explanatory actions during plan execution itself, thereby getting the human's model closer to the robot's so the rest of the plan is explicable.
The formal development of such an approach requires us to view it within the framework of epistemic planning [Bolander and Andersen, 2011] . However, general epistemic planning, despite its seductive elegance, is known to be computationally hard. Luckily, some of the restrictions that make epistemic planning more tractable [Muise et al., 2015] are naturally satisfied in our context. With such restrictions, epistemic planning can be compiled into the significantly more efficient classical planning framework. It is this connection we aim to exploit and show that in fact this setting permits us to present approaches that improve upon the state of the art.
Thus, in this paper, we propose a new planning compilation for multi-model planning problems and study the problem of identifying model reconciliation explanation (specifically a type of explanations called minimally complete explanations). We look at the problem of adapting planning heuristics to work efficiently in this new setting and empirically show that our new methods outperform model space search methods introduced in [Chakraborti et al., 2017] . In addition to presenting this alternative method of generating model reconciliation explanations, we will briefly discuss how this new method can be used as a starting point to investigate novel explanatory behavior that have not been discussed earlier.
Related Work
It's widely accepted in social sciences literature that explanations must be generated while keeping in mind the beliefs of the agent receiving the explanation [Miller, 2018; Slugoski et al., 1993] . As such, epistemic planning makes for an excellent framework for studying the problem of generating these explanations. While the most general formulation of epistemic planning has been shown to be undecidable, many simpler fragments has been identified [Bolander, Jensen, and Schwarzentruber, 2015] . Recently, there have been a lot of interest in developing efficient methods for planning in such domains [Muise et al., 2015; Kominis and Geffner, 2015; Kominis and Geffner, 2017; Le et al., 2018; . In our base scenario, we will assume (1) a finite nesting of beliefs, (2) the human is merely an observer, and (3) all actions are public. The specific problems discussed in our paper hardly exercises most of the capabilities provided by epistemic planning. It's important to note that given the epistemic nature of the explanatory actions, solving the general model reconciliation problem would require leveraging all those capabilities. Our hope is that by presenting model reconciliation in this more general setting, the community would be motivated to start looking at more general and complex versions of these problems.
Our work also looks at the use of explanatory actions as a means of communicating information to the human observer. The most obvious types of such explanatory action includes purely communicative actions such as speech [Tellex et al., 2014] or the use of mixed reality projections [Chakraborti, Sreedharan, and Kambhampati, 2018a; Ganesan, 2017] , but recent works have shown that physical agents could also use movements to relay information such as intention [MacNally et al., 2018; Dragan, Lee, and Srinivasa, 2013] and incapability [Kwon, Huang, and Dragan, 2018] . Our framework could be easily adopted to any of these explanatory actions and would naturally allow for a trade-off between these different types of communication.
Many recent works dealing with explanation generation for planning, have looked at characterizing explanation in terms of the types of questions they answer (c.f [Fox, Long, and Magazzeni, 2017; Smith, 2012] and contrastive explanations in general). This characterization is orthogonal to the question of what type of information constitutes valid explanations. Putting aside questions regarding observability, the reason why a user requests an explanation is either due knowledge asymmetry (incomplete or incorrect knowledge of the task) or due to limitations of their inferential capabilities. Depending on the context, the answer to any of the questions described in these papers would require correcting human's model of the task and/or providing inferential assistance. Works that have looked at model reconciliation explanations have mostly focused on the former. Explanations discussed in this paper can be viewed as an answer to the question "Why this plan?" (which can also be viewed as a contrastive question of the form "Why this plan and not any other plan?"). This is not to say that in complex scenarios just the model reconciliation information would suffice but it would need to be supplemented with information that can bridge the differences in inferential capabilities. Use of abstractions [Sreedharan, Srivastava, and Kambhampati, 2018] , providing refutation of specific foils [Sreedharan, Srivastava, and Kambhampati, 2018] and providing causal explanations [Seegebarth et al., 2012] could all be used to augment model reconciliation explanations.
Explanation as Model Reconciliation
The planning models used by both the human and the robot are described by the tuple M = F, A, I, G . In this formulation, F is the set of propositional fluents used to describe the planning task states, A the set of actions, I the initial state and G the goal. Each action a ∈ A is further defined as a tuple of the form a = prec a , adds a , dels a , where prec a lists the preconditions of the action and adds a and dels a provides the add and delete effects of the action. In general, the precondition can be some logical formula defined over state fluents and an action a can only be executed in a state S if S |= prec a . The effects are generally of the form c → e, where the antecedent represents the condition under which the effect e should be applied (where the fluent corresponding to e is set true in the state if c → e is part of the add effects and if it is part of the delete it is set to false).
Each action is also associated with a cost (represented as C M (a)). A plan in this setting is defined as a sequence of actions (π = a 1 , ..., a n ) and is said to be valid (denoted as π(I) |= M G) for a model M if G ⊆ π(I). Each plan is additionally associated with a cost C M (π) such that C M (π) = n i=1 C M (a i ). A plan π is said to be optimal if there exist no valid plan π such that C M (π ) < C M (π). We will use Π * M to represent the set of all plans optimal for M. In this setting we will assume that the robot uses a model M R = F, A R , I R , G R and the human evaluates the plan using a model M H = F, A H , I H , G H . For ease of discussion, we concentrate on the specific case where conditions for actions only consist of conjunction of positive literals and with no action cost difference between models.
We start with the assumption that the robot is aware of M H and hence knows whether a given plan π R (that is optimal in M H ) is explicable or not, i.e, whether or not the human would identify π R to be one of the optimal plans for the given planning problem. In cases where the given plan may appear inexplicable, one way the robot could resolve the confusion would be by informing the human about its own model so they can correctly evaluate the current plan. Thus an explanation (E) for this setting can be represented by a set of model updates. The different types of model updates include -(1) Turn a fluent p true or false in initial state (represented by the operator {add/remove}-p-from-I)
(2) Add or remove a fluent p from the precondition (also add or delete) list of an action a (represented by the operator {add/remove}-p-from-prec-of-a)
(3) Add or remove a fluent p from the goal list (represented by the operator {add/remove}-p-from-G) A set of model updates (E) "explains" a given plan if in the model resulting from applying the model updates (represented asM = M H + E), the current plan is optimal (i.e., π R ∈ Π * M ). Unless otherwise mentioned, when we refer to "updated model", we are referring to this new human model obtained by applying the explanations. Once we have such a set of model updates, the final explanation (presented to the explainee) can be generated by converting the model updates to corresponding natural language statements [Tellex et al., 2014] or through some appropriate visualization [Chakraborti, Sreedharan, and Kambhampati, 2018a] .
Among the valid explanations for a given plan, we refer to the shortest explanation as the minimally complete explanation or MCE. The original work [Chakraborti et al., 2017] on model reconciliation viewed the problem of generating MCE explanation as a problem of searching over the space of possible model updates that can be performed on the human model and the validity of each possible explanation was measured by checking the optimality of the plan in the corresponding planning problem. In this work, we will be looking at a slightly different but related problem, that we will refer to as model reconciliation planning
The above problem only deals with cases where we care about establishing the validity of a robot plan in the human model. The above problem is already PSPACE-complete 1 , but we need to go beyond just finding valid solutions to finding explanations that establish the optimality of a robot plan in the human model.
The use of the term "complete" here is in accordance with it's use in [Chakraborti et al., 2017] . E Ψ constitutes an MCE for a plan π Ψ when there exists no solution of the form
where C E is the cost of providing an explanation. Before we discuss how we could go about solving model reconciliation planning problem, we will look at the urban search and rescue (USAR) domain that will act as the running example for the rest of the paper.
Urban Search and Rescue
USAR presents an ideal testbed for research on explainable planning as it looks at cases where the decision to follow suboptimal or in-executable plan can be potentially disastrous, yet limitations in communications capability could prevent the agents from providing detailed explanations.
The basic scenario consists of an autonomous agent that has been deployed to the disaster scene and an external commander who is monitoring the activities of the robot. Both agents start with the same model of the world (i.e the map of the building before the disaster) but the models diverge over time owing to the fact that robot has access to more accurate information about the current status of the building. This model divergence could lead to the commander incorrectly evaluating valid robot plans as sub-optimal or unsafe. One way to satisfy the commander would be to point out possible changes to it's model that led the robot to come up with the plan in the first place. Figure 1 illustrates a typical scenario where the robot needs to travel from P1 to its goal at P14. Here the human believes the robot should be moving to waypoint P6 and follow that corridor to go to P14, while the robot knows it should be moving to P7. This disagreement rises from the fact that the human incorrectly believes that the path from P5 to P6 is clear while that from P8 to P12 is blocked. If the robot were to follow the explanation scheme that was established in [Chakraborti et al., 2017] then the robot would stick to its own plan and provide the following explanation - If communicating these explanation were expensive, the robot could also follow the approach detailed in [Chakraborti, Sreedharan, and Kambhampati, 2018b] and follow the path through P9 that also involves clearing the movable rubble between P9 and P10. In this case the robot only needs to provide a single explanation. 
Compilation
To support planning with explanatory actions, we will adopt a formulation that is similar to the one introduced in [Muise et al., 2015] to compile reasoning about epistemic states into a classical planning problem.In our setting, each explanatory actions can be viewed as an action with an epistemic effect. One interesting distinction to make here is the fact that the human's belief state now not only includes their belief about the task state but also their belief about the robot's model. This means that the planning model will need to separately keep track of (1) the current robot state, (2) the human's belief regarding the current state, (3) how actions would effect each of these (as humans may have differing expectations about the effects of each action) and (4) how those expectations change with explanations. Given the model reconciliation planning problem Ψ = M R , M H , we will generate a new planning model
where F B is a set of new fluents that will be used to capture the human's belief about the task state and F µ is a set of meta fluents that we will use to capture the effects of explanatory actions and G and I are special goal and initial state propositions. We will use the notation B(p) to capture the human's belief about the fluent p. We are able to use a single fluent to capture the human belief as we are specifically dealing with a scenario where the human's belief about the robot model is fully known. In this case, we also do not require any of the additional rules that were employed in [Muise et al., 2015] to ensure that the state captures the deductive closure of the agent beliefs. F µ will contain an element for every part of the human model that can be changed by the robot through explanations. A meta fluent corresponding to a literal φ from the precondition of an action a takes the form of µ + (φ prec a ), where the Figure 1 : The basic robot and human maps. The robot start at P1 and needs to go to P14. The human incorrectly believes that the path from P6 to P5 is clear and the one from P8 to P12 is blocked. Both agents know that there are some movable rubble between P9 and P10 that can be moved with the help of a costly remove rubble action.
superscript + refers to the fact that the clause φ is part the precondition of the action a in the robot model (for cases where the fluent represents an incorrect human belief we will be using the superscript −).
For every action a = prec a , adds a , dels a ∈ A R and its human counterpart a h = prec a h , adds a h , dels a h ∈ A H , we define a new action a = prec aΨ , adds aΨ , dels aΨ ∈ M Ψ whose precondition is given as -
The important point to note here is that at any given state, an action in the augmented model is only applicable if the action is executable in robot model and the human believes the action to be executable. Unlike the executability of the action in the robot model (captured through unconditional preconditions) the human's beliefs about the action executability can be manipulated by turning the meta fluents on and off. The effects of these actions can also be defined similarly. In addition to these task level actions (represented by the set A τ ), we can also define explanatory actions (A µ ) that either add µ + ( * ) fluents or delete µ − ( * ).
Special actions a 0 and a ∞ that are responsible for setting all the initial state conditions true and checking the goal conditions are also added into the domain model. a 0 has a single precondition that checks for I and has the following add and delete effects -
where F µ − is the subset of F µ that consists of all the fluents of the form µ − ( * ). Similarly, the precondition of action a ∞ is set using the original goal and adds the proposition G.
Finally the new initial state and the goal specification becomes I E = {I} and G E = {G} respectively. To see how such a compilation would look in practice, consider an action (move from p1 p2) that allows the robot to move from point p1 to p2 only if the path is clear. The action is defined as follows in the robot model. 2 ) ) : e f f e c t ( and ( n o t ( a t p 1 ) ) ( a t p 2 ) ) )
Let's assume the human is aware of this action but doesn't know that they need to care about the status of the path (as they assume the robot can move through any debris filled path). In this case, the corresponding action in the augmented model and the relevant explanatory action will be ( : a c t i o n m o v e f r o m p 1 p 2 : p r e c o n d i t i o n ( and ( a t p 1 ) ( B ( ( a t p 1 ) ) ) ( c l e a r p 1 p 2 ) ( i m p l i e s ( µ + prec ( m o v e f r o m p 1 p 2 , ( c l e a r p 1 p 2 ) ) ) ( B ( ( c l e a r p 1 p 2 ) ) ) ) ) : e f f e c t ( and ( n o t ( a t p 1 ) ) ( a t p 2 ) ( n o t B ( a t p 1 ) ) B ( a t p 2 ) ) ) ) ( : a c t i o n e x p l a i n µ + prec m o v e f r o m c l e a r : p r e c o n d i t i o n ( and ) : e f f e c t ( and µ + prec ( m o v e f r o m p 1 p 2 , ( c l e a r p 1 p 2 ) ) ) )
We will refer to an augmented model that contains an explanatory action for each possible model update and has no actions with effects on both the human's mental model and the task level state as the canonical augmented model. Given an augmented model, let π E be some plan that is valid for this model (π E (I ) ⊆ G ). From π E , we extract two types of information -the model updates induced by the actions in the plan (represented as E(π E )) and the sequence of actions that have some effect of the task state (henceforth referred to as actions with ontic effects) represented as D(π E ). Note that E(π E ) may contain effects from action in D(π E ). This brings us to the following proposition -Proposition 1. Given a model reconciliation planning problem Ψ and the corresponding augmented model M Ψ , then for any plan π(I Ψ ) |= Ψ G Ψ , the tuple E(π), D(π) is a valid solution for Ψ. This result can be trivially shown to be true given the above formulation. Unfortunately, the compilation on it's own only takes care of generating plans along with the justifications for correctness of the plan. In many cases, the user would also be interested in understanding why the given plan is optimal.
Claim 1. Given a model reconciliation planning problem Ψ and the corresponding augmented model M Ψ , then there exists a plan π(I Ψ ) |= Ψ G Ψ , such that the tuple E(π), D(π) is a complete solution for Ψ but π may not be optimal for M Ψ .
The first part of the claim comes from the fact that the space of valid plans for M Ψ spans the entire set of valid plans for the robot model and the set of all possible model updates. On the other hand, due to the structure of the preconditions, for a given a set of model updates, there may be plans that are valid in the human model that never gets expanded. This means when the search comes up with a plan π * that is optimal for M Ψ , it is possible that M H +E(π * ) could have plans cheaper than D(π * ), that were not expanded as they were invalid in the robot model.
Planning For Complete Solutions Using Augmented Model
The simplest way to generate complete solutions would be by updating the goal test. Now for each valid plan in M Ψ , we would need to check that the plan is in fact optimal in the updated model. Note that this is an inversion of the search in [Chakraborti et al., 2017] with the added advantage that we are explicitly reasoning with explanatory actions and only check for plan optimality in human models that are guaranteed to support at least one robot executable plan. Furthermore, if we memoize the results of each secondary search with respect to E(π), we can guarantee that the number of optimality tests will be less than or equal to the number of tests required by the earlier approach. Given the nature of this suboptimality test, it should be possible to leverage methods like search space reuse to speed up search, but since our focus here is on establishing the properties of the simplest formulation we will focus on cases that use a simple optimality test. The next question to ask would be, under what conditions can this new encoding be guaranteed to generate explanations that are minimally complete. Before we formally state the conditions, let us define a new concept called optimality gap (denoted as ∆π M ) for a planning model, which captures the cost difference between the optimal plan and the second most optimal plan. ∆π M can be defined as -
Given a canonical augmented model M Ψ for a model reconciliation planning problem Ψ = M R , M H , if the sum of costs of all explanatory actions is less than or equal to ∆π M R and if π is the cheapest valid plan for M Ψ such that D(π) ∈ Π * MΨ+D(π) , then (1) D(π) is optimal for M R (2) E(π) is the MCE for D(π)
(3) There exists no planπ ∈ Π * R such that MCE for D(π) is cheaper than E(π) ,i.e, the search will find an optimal explicable plan if one exists.
The proof of the theorem can be found in the supplementary file (https://goo.gl/qKABpi). Also note, that while it is hard to find the exact value for the optimality gap, we are guaranteed that the optimality gap is greater than or equal to one for domains with only unit cost actions or is guaranteed to be greater than or equal to (C 2 − C 1 ), where C 1 is the cost of the cheapest action and C 2 is the cost of the second cheapest action (i.e ∀a, (C M (a) < C 2 → C M (a) = C 1 ))
Ordering of Explanatory Actions
While the search can figure out efficient ordering between the actions (task-specific and explanatory) a simple helpful rule of thumb would be to ensure that an explanation related to an action needs to occur before the first instance of that action.This is particularly important when the explanation is being given as part of the plan execution (as opposed to just being identified for explaining a proposed plan). Similarly, when updating a value of a fluent in the initial state it needs to occur before any actions that uses it (i.e. it appears in the preconditions or effects of that action). We can enforce this by introducing propositions of the type unused-* for each fluent and action, which are set true in the initial state of the augmented model. Every action deletes the unused fluents related to that action and every fluent that appears in it and no action can set it back to true. We add these fluents as preconditions of the explanatory actions to make sure they only get applied before the relevant action or use of the fact.
Updating the Heuristic
One of the advantages of using the proposed framework for generating plans along with the explanation is the potential to leverage modern planning heuristics for selecting the explanatory actions. The choice to use an explanatory action is motivated by two reasons -1) to ensure the validity of a certain plan in the human model; and 2) to ensure that the current plan is optimal in the updated human model. If we use any admissible heuristic to guide search in the augmented model, the first factor is automatically considered when calculating the heuristic value of choosing an explanatory action, but unfortunately, it will be very hard to find a heuristic that takes into account the second condition. This is because to check whether the current explanation makes the plan optimal in the human model, we need to identify what the optimal plan in the human model is. This is not something we can directly extract from the augmented model.
In order to do this efficiently, we update the heuristic to take into account the effect of the explanation on the optimality of the plan by adding a penalty factor γ to any admissible heuristic, such that γ ∝| h H (s) − h E (s) |, where h H (s) is the heuristic estimate of the current state in the updated human model (one where all the explanations in the current plan prefix has been applied) and h E (s) is the heuristic estimate of the state in the augmented model.
Theorem 2. For a planning problem M, an A * search that uses the heuristic estimate h adm + γ will identify an optimal plan, provided h adm is admissible and γ < ∆π M , even when h adm + γ is non-admissible.
The proof of the theorem follows the standard proof of optimality for admissible heuristics.
Empirical Evaluation
The focus of this section is to see how our encoding compares with the approach in [Chakraborti et al., 2017] . We will be testing two configurations of our search 1) the basic search that calls an external planner for each unique model updates it encounters (config-1); and 2) basic search with the heuristic penalty to capture possible differences in optimal plan length in human and robot model (config-2) against MCE search and MCE-select (MCE search with the successor selection strategy) outlined in the original paper.
For comparison, we selected five IPC domains and for each domain, we created three unique models by introducing 10 random updates in the model (except in the case of gripper and driverlog where only 5 were removed). Each of these three domains were paired with five problem instances and then tested on each of the possible configurations. Each instance was run with a limit of 30 minutes, all explanatory actions were restricted to the beginning of the plan and the cost of explanatory actions were set to be twice the cost of original action. Table 2 lists the time taken to solve each of these problems. For calculating the average runtime, we used 1800 secs as the stand in for the runtime of all the instances that timed out. We used h max as the heuristic for all the configurations (i.e the optimal planning subroutines for MCE, MCE-select, config-1/2, )
As clearly apparent from the table, the new approach does better than both MCE and MCE-Select for most of the domains. Gripper seems to be the only domain, where MCE seems to be doing better but this is also a domain that had smaller number of model differences. This points to the fact that the ability to leverage planning heuristics seems to make a marked difference in domains with a large number of possible explanatory actions. The inclusion of the heuristic penalty for optimality seems to have made a smaller impact than expected (though in blocksworld domain config-2 had a much smaller runtime). This may be due to the fact that in the current experiment we used a very simple heuristic measure and it would be interesting to see if there are changes when we switch to a more informed heuristic.
Conclusion and Discussion
We presented a compilation of multi-model planning to classical planning that allows an agent to take into account an observer's mental model while coming up with its own plans. We show how such a compilation allows the agent to not only come up with plans that make sense to the observer but also allow it to explain the plan to her using explanatory actions, that provide information about the robot model.
This compilation can also be extended and used to capture many of the extensions of the model reconciliation problem that have previously been investigated like specific foils, uncertain human models, state abstractions, difference in action costs, disjunctive preconditions etc..The approach also allows us to generate behavior novel explanatory behavior, such as:
• Self-explaining plans or explanations through demonstration -In particular, if we are using the methods discussed in this paper to generate explanations for plan executions (i.e. the observer is watching the plan being executed), then we can leverage the setting to our advantage to simplify our explanations. Namely, we can use task-level actions to inform the user facts about the robot model (i.e. ontic actions with epistemic side effects). For example, the robot opening a door is enough to inform the human that the door was not locked in the first place and does not require a separate communication action, similarly the robot going through a passage could convince the human that the passage was not blocked. Such side effects can be taken into account to come up with such plans that are genuinely self-explaining (even without separate communication actions).
• Inattentive Users -Another assumption made by many of the earlier work is the fact that the human observer is a perfect listener. Which means that once the explanation is provided she will definitely include it in her reasoning. Unfortunately, this is not true in most cases. A more realistic approach would require us to model these uncertainties into the explanatory process. Our encoding can easily be extended to incorporate such uncertainty by making the effects of the explanatory actions non-deterministic or stochastic.
• Balancing Explanation and Explicability -The previous sections in this paper have focused on explanations as a way to handle inexplicability stemming from model differences; another way would be for the agent to act in a manner that aligns with the human's expectations (referred to as explicable planning in the literature). It should be quite clear that these aren't necessarily mutually exclusive strategies and an explainable agent should be capable of employing both strategies and trade them off to generate the most desirable behavior. While there exists some preliminary work in this direction (c.f [Chakraborti, Sreedharan, and Kambhampati, 2018b]), our approach allows for more flexibility as the search mechanisms now have access to the entire space of robot plans. The most basic form of explicability can be implemented by just relaxing the requirement that the sum of the costs of explanatory actions needs to cost less than the optimality gap. Now the agent can choose sub-optimal plans that need less explanation. We can generate even more diverse behaviors by relaxing the need to have plans to be optimal in the human model to a soft constraint with a penalty.
Supplementary File
The supplementary file (https:// goo.gl/qKABpi) provides a more detailed discussion on these new capabilities and some of the other extensions mentioned earlier.
