Abstract Both traditional as well as 10 more recent methods of coding characters from exons of protein-coding genes are reviewed. The more recent methods collectively blur the distinction between nucleotide and amino-acid coding and enable investigators to carefully quantify the effects of different sources of phylogenetic signal as well as their potential biases. Codon models, which explicitly model silent and replacement substitutions, are a major advance and are expected to be broadly useful for simultaneously inferring recent and ancient divergences, unlike amino-acid coding. Degeneracy coding, wherein ambiguity codes are used to eliminate silent substitutions at the individual-nucleotide level, has clear advantages over scoring amino-acid characters. Nucleotide, codon, and aminoacid models are now directly comparable with easy-to-use programs, and widely used phylogenetics programs can analyze partitioned supermatrices that incorporate all three types of model. Therefore, it should become standard practice to test among these alternative model types before conducting parametric phylogenetic analyses. An earlier study of 78 protein-coding genes from 360 green-plant plastid genomes is used as an empirical example with which to quantify the relative performance of alternative character-coding methods using five quantification measures. Codon models were selected as having the best fit to the data, yet were outperformed by nucleotide models for all five quantification measures. Third-codon positions were found to be an important source of phylogenetic signal and even outperformed analyses of first and second positions for some measures. Degeneracy coding generally performed at least as well as amino-acid coding and is an arguably more effective alternative.
Introduction
Exons of protein-coding genes may be scored as characters at multiple different levels, including all nucleotide characters (hereafter DNA), first and second codon positions only (hereafter nt12), third codon positions only (hereafter 3 rd ), purines/pyrimidines (hereafter RY for the nucleotide ambiguity codings of puRine and pYrimidine), codons, amino acids (hereafter AA), class of amino acid, and even multiple levels simultaneously (Agosti et al., 1996; Flores-Villela et al., 2000; Freudenstein et al., 2003; . The choice between these many alternatives is frequently determinate to the subsequent phylogenetic inferences (e.g., Lewis et al., 1997; K€ allersj€ o et al., 1999; Simmons et al., 2002a Simmons et al., , 2002b , and in such cases that choice should be justified both theoretically and based on properties of the empirical data (Simmons et al., 2004a) .
Coding exons as either DNA or AA characters are the most frequently applied methods. Contradictory global recommendations on the usage of DNA and AA characters have been made. Fong & Fujita (2011, p. 306) asserted that "nucleotides (NUCL) should be used at all time scales because of the tremendous levels of phylogenetic signal." The same general position, albeit not a global one, was taken by Simmons et al. (2004a) and Townsend et al. (2008) . Alternatively, RotaStabelli et al. (2013, p. 131-132) asserted that, "amino acids should be preferred to nucleotides, even when the latter are analyzed at the codon level. When nucleotides are analyzed, all synonymous substitutions should be removed."
Coding DNA characters or using a codon model (Goldman & Yang, 1994; Muse & Gaut, 1994) may be regarded as the standard for scoring exon characters because they incorporate the most information and score characters at the level wherein mutations occur (Cameron et al., 2004) . Hence these character-coding methods do not require an explicit rationale in empirical studies that use them unless there is a compelling reason(s) to suspect bias. Yet many authors who apply alternative character-coding methods, wherein potential phylogenetic signal is discarded, provide no justification for their choice. Four examples, wherein different authors analyzed similar data sets among similar lineages yet used completely different character codings are as follows. First, Wells et al. (2015) analyzed the MADS-box gene family in peach by only using AA characters without justifying their character-coding choice, whereas Jim enez et al. (2009) analyzed the same gene family in peach by only using DNA characters. Second, Duncan et al. (2016) analyzed a gene family in aphids by only using AA characters without justifying their character-coding choice, whereas Rispe et al. (2008) analyzed a gene family in aphids by only using DNA characters. Third, Kusch et al. (2016) analyzed a gene family in land plants by only using AA characters without justifying their charactercoding choice, whereas Qi et al. (2013) analyzed a gene family in land plants by only using DNA characters. Fourth, Austin et al. (2015) performed a phylogenetic analysis of ray-finned fishes by only using AA characters without justifying their character-coding choice, whereas Near et al. (2012) performed a phylogenetic analysis of ray-finned fishes by only using DNA characters. These four examples indicate that perhaps arbitrary character-coding decisions, which may be determinate to the inferred topology, are being made with no explicit published justification or consistency among studies.
Alternatively, other authors have rigorously justified their preference for AA over DNA character coding. The three primary reasons given are selective constraint being a more important force at the codon-rather than the individualnucleotide-level (e.g., Adachi & Hasegawa, 1996) , reduction of error caused by saturation of synonymous substitutions when trying to resolve ancient clades (e.g., Mathews et al., 2010) , and their generally greater character-state space, and hence lower levels of homoplasy (e.g., Steel & Penny, 2000) .
There is no necessary association between whether or not to align exons as amino acids and how to score them as characters for phylogenetic analyses because there are multiple programs (e.g., TranslatorX by Abascal et al. [2010] ; SeaView by Gouy et al. [2010] ) that will align nucleotide sequences from their corresponding amino-acid-based alignment. Indeed, aminoacid-based alignments have been shown to be more accurate than DNA-based alignments of exons because they maintain reading frames, are more conserved, and have a greater character-state space (Hall, 2005; Abascal et al., 2010) .
Relative performance of alternative character-coding methods
Many recent studies have compared the phylogenetic performance of alternative character-coding methods for exons in the context of simulations and empirical data. Holder et al. (2008) used a codon model that allows for heterogeneous amino-acid frequencies among sites to simulate codons and then compared the performance of AA, codon, DNA, and RY characters. They found that the GTR þ I þ G DNA model generally outperformed both AA coding (using the empirical Whelan & Goldman [2001; WAG] model) and the F3 Â 4 Goldman & Yang (1994) codon model, the latter of which did not incorporate rate heterogeneity. But Holder et al. (2008) acknowledged that the WAG model may have performed better had still more empirically realistic (i.e., more heterogeneous) sets of sequences been generated. Finally, they found that RY coding performed particularly well when applied to long sequences from highly divergent terminals.
Empirical studies have reported that DNA characters outperformed AA characters when applied to the origin of hexapods (Holland et al., 2005 ; with RY-coded 3 rd positions),
vertebrates (Townsend et al., 2008; Fong & Fujita, 2011) , and gene trees among land plants (Clouse & Carraro, 2014 ; excluding 3 rd positions). Yet other empirical studies reported that AA characters outperformed DNA characters when applied to the origin of plastids and the Sphaeropleales order of green algae (Fuc ıkov a et al., 2016) . Still others have reported largely congruent AA-and DNAbased topologies among frogs (Gissi et al., 2006; excluding 3 rd positions), placental mammals (Wildman et al., 2007; excluding 3 rd positions), the Bombycoidea superfamily of moths (Breinholt & Kawahara, 2013) , and the apicomplexan order Haemosporida (Borner et al., 2016; excluding 3 rd positions). Codon models have been found to outperform DNA and AA models when applied to carnivores (Suchard & Rambaut, 2009) , oomycetes (Robideau et al., 2014) , and ferns (Rothfels et al., 2015) . Yet Waddell & Shelley (2003) reported that a DNA model outperformed a codon model when applied to the placental mammals, and Meiklejohn et al. (2014) reported that mitochondrial gene-tree incongruence among Galliformes birds persisted irrespective of whether DNA or codon models were applied. Rather than making overall conclusions, Ren et al. (2005) reported that the WAG AA model outperformed a DNA model for an ancient divergence, whereas both codon and DNA models outperformed the AA model for recent divergences among Saccharomyces yeast. Taken together, these empirical studies do not clearly support one charactercoding method over all others. Hence each investigator must justify their chosen approach(es) both theoretically and based on properties of their empirical data rather than implementing the same approach for every dataset, contra both Fong & Fujita (2011) and Rota-Stabelli et al. (2013) .
1.2 Six factors to consider when selecting among coding methods As reviewed by Simmons et al. (2004a) , six factors to consider when selecting among alternative character-coding methods, irrespective of the optimality criterion applied for phylogenetic inference, are as follows. First, AA coding combines three separate nucleotide positions into a single composite character, which can create apparent synapomorphies that are not supported by the underlying process of nucleotide substitution (Wilkinson, 1995; Simmons & Freudenstein, 2002) . When analyzed together with other characters these apparent amino-acid synapomorphies may create phylogenetic artifacts (Simmons & Freudenstein, 2002; Simmons et al., 2002a; Simmons, 2005) . Second, amino acids encoded for by 2-6 codons are subject to convergence and reversal even when their underlying nucleotide characters have no homoplasy (Simmons, 2000; Cameron et al., 2004; Rota-Stabelli et al., 2013) . Simmons et al. (2002a) and Simmons (2005) found this second factor to be more problematic for AA coding when applied to empirical data than the first factor. Third, AA coding by definition excludes all silent substitutions, which may be highly informative-even when resolving ancient lineages (e.g., Lewis et al., 1997; Hassanin et al., 1998; K€ allersj€ o et al., 1999; Simmons et al., 2002b; Seo & Kishino, 2008) . These first three factors favor DNA over AA coding.
The fourth, fifth, and six factors favor AA over DNA coding. Fourth, amino-acid characters have a maximum character-state space of 20 whereas nucleotide characters have a maximum character-state space of just four. All else equal, the higher the state space the less often convergence and reversals will occur (Albert et al., 1994; Frohlich & Parker, 2000; Steel & Penny, 2000) . A qualifier is that the more important factor is observed rather than theoretical state space. Simmons et al. (2004a) examined 35 empirical matrices and found that the observed state space among parsimony-informative amino-acid characters (range: 2.4-9.7) averaged 150.4% that of the informative nucleotide characters (range: 2.2-3.7), which is far lower than the theoretical advantage. This fourth factor is also an advantage for 3 rd positions over 1 st and 2 nd positions (Naylor et al., 1995; Simmons et al., 2004b .
Fifth, amino-acid characters are less sensitive than nucleotide characters to convergent shifts in nucleotide composition among lineages because most such shifts are disproportionately caused by silent substitutions (Hasegawa et al., 1993; Prager & Wilson, 1988; Wirth et al., 1999) . These convergent shifts in nucleotide composition can cause the same artifact as long-branch attraction (Felsenstein, 1978) . Sixth, because replacement substitutions generally occur much more slowly than silent substitutions, amino-acid characters will saturate (i.e., have multiple homoplasious substitutions along an individual branch or closely adjacent branches) less quickly than nucleotide characters at which silent substitutions occur, and therefore amino-acid characters are less susceptible to long-branch attraction (e.g., Meyer, 1994; Simon et al., 1994; Blouin et al., 1998) . This sixth factor is particularly relevant when inferring relationships among ancient lineages that have experienced high extinction rates such that long branches cannot be subdivided by adding additional terminals. But this factor is less relevant when extensive taxon sampling is performed such that formerly saturated characters provide high levels of local synapomorphy (Hillis, 1996; Philippe et al., 1996; Wenzel & Siddall, 1999 ).
Wide range of alternative coding methods
The four longstanding character-coding methods for exons are DNA, nt12, RY, and AA. The nt12 and RY approaches continue to be successfully applied (e.g., Regier & Shultz, 2001; , but at least 10 other alternative approaches have since been published that collectively blur the distinction between DNA and AA coding. One may apply multiple approaches to empirical data in order to quantify the effect of different sources of phylogenetic signal (e.g., silent vs. replacement substitutions, frequent vs. rare amino-acid transformations), including their biases (Zwick et al., 2012; Liu et al., 2014) . Each of these 10 alternatives is described below. 1) Exclude all nucleotide positions at which silent substitutions may have occurred, as described by Regier & Shultz (2001) and Regier et al. (2008) . So, in addition to excluding 3 rd positions, 1 st positions are also excluded from codons that code for arginine or leucine, which are encoded by six codons each. Regier et al. (2008) justified this approach as a way to help avoid shifts in nucleotide compositional heterogeneity, which is primarily caused by silent substitutions. Indeed, nt12 coding does incorporate silent substitutions between both arginine and leucine codons at the 1 st position, whereas their approach entirely excludes silent substitutions. Zwick et al. (2012) implemented their approach in the program noLR (http://www.phylotools.com/).
2) Re-score all codons that code for any of the three amino acids that are encoded by six codons (i.e., arginine, leucine, and serine) as ambiguous, as described by Fuc ıkov a et al. (2016) . By doing so, phylogenetic artifacts caused by differential codon-usage bias among lineages for these three amino acids ) is obviated. Fuc ıkov a et al. (2016) implemented ambiguity coding by re-scoring arginine codons as MGN, leucine codons as YTN, and serine codons as WSN. Rather than eliminating entire characters, this approach retains more data. Rota-Stabelli et al. (2013) implemented a similar approach wherein they re-scored all six serine codons as missing data. 3) Subdivide the arginine, leucine, and/or serine codon families into different amino-acid character states, as described by Regier & Shultz (2001) , Zwick et al. (2012) , Rota-Stabelli et al. (2013) , and Li et al. (2014) . The codon families that differ at the 1 st position are scored as 21 st (Regier & Shultz, 2001; Zwick et al., 2012) , 22 nd and 23 rd (Rota-Stabelli et al., 2013; Li et al., 2014) amino acids. The rationale for this approach is that it reduces convergence at the amino-acid level (Simmons, 2000; Cameron et al., 2004) . Zwick et al. (2012) used a modified version of GARLI (Zwickl, 2006) to implement this approach in a likelihood context, Rota-Stabelli et al. (2013) used a modified version of PhyloBayes (Lartillot et al., 2009), and Li et al. (2014) used a modified version of P4 (Foster, 2004) to implement their approach in a Bayesian context. 4) Re-score codons using IUPAC ambiguity codes to eliminate silent substitutions when the characters are analyzed at the individual-nucleotide level, as described by Criscuolo & Gribaldo (2010) , Zwick (2011), and Zwick et al. (2012) . Criscuolo & Gribaldo (2010) implemented this approach in BMGE (Block Mapping and Gathering with Entropy; ftp://ftp.pasteur.fr/pub/gensoft/ projects/BMGE/), and Zwickl et al. (2012) implemented it in Degen (http://www.phylotools.com/). A difficulty with this approach is treating arginine and leucine codons, and the resulting degeneracy coding (MGN for arginine, YTN for leucine) has the disadvantage of being unable to distinguish replacement substitutions between one arginine codon family and one serine codon family as well as one leucine codon family and phenylalanine. Four advantages to using this degeneracy-coding approach over scoring AA characters are as follows: the data matrices can be analyzed much more quickly while using less RAM, the data matrices can be analyzed using GTRfamily models, the DNA models typically require fewer parameters that need to be estimated, and the two different serine codon families are distinguished from each other (Zwick et al., 2012) . Similarly, Delsuc et al. (2003) favored using RY coding instead of AA coding because almost all amino-acid models are empirically derived rather than mechanistic, and that shifts in nucleotide composition also affect amino-acid composition. 5) Re-score nucleotide characters using IUPAC ambiguity codes to exclude putatively neutral or nearly-neutral transitions as described by Hassanin et al. (2005) and Hassanin (2006) . In this approach RY coding is applied to all 3 rd positions as well as 1 st positions of leucine codons.
Furthermore, to eliminate any signal from nucleotide transitions between codons that code for highly similar amino acids, as identified by Naylor & Brown (1997) and Hassanin et al. (1998) , RY coding is applied to select codons at the first or both the first and second positions. Hassanin et al. (2005) and Hassanin (2006) implemented this approach in order to account for convergent reversestrand bias (one stand biased in favor of A and C, the other biased in favor of T and G; Tanaka & Ozawa, 1994) among metazoan mitochondrial genes. 6) Exclude individual nucleotide characters that contribute to significant among-terminal nucleotide-composition heterogeneity, as described by Criscuolo & Gribaldo (2010) and implemented in their program BMGE (ftp://ftp. pasteur.fr/pub/gensoft/projects/BMGE/). This approach is an alternative to the more commonly applied approaches of minimizing heterogeneity among terminals, and, in contrast to nt12, RY, and AA coding, does so without a necessary bias against synonymous substitutions and transitions. 7) Exclude all AA characters for which isoleucine and/or valine are present in one or more terminals, as described by Masta et al. (2009) . This approach excludes two of the three (the third being leucine) hydrophobic amino acids that Naylor et al. (1995) and Naylor & Brown (1997 , 1998 identified as problematic for phylogenetic inference because these three amino acids are readily interchangeable in proteins, and hence rapidly evolving. Furthermore, these amino acids have a constrained character-state space of just two nucleotides (cytosine and thymine) at the 2 nd position, which exacerbates the frequency of convergences and reversals. Masta et al. (2009) also justified their approach by demonstrating that these amino acids had the greatest variation in abundance among their sampled taxa. 8) Group all amino acids into classes (Masta et al., 2009) based on their physicochemical properties (primarily charge, polarity, and volume) as alternately delimited by, for example, Dayhoff et al. (1972) , Miyata et al. (1979) , and Stanfel (1996) . The approach of grouping amino acids into classes is applicable to resolving ancient divergences as well as when there is significant heterogeneity among lineages for both DNA and AA character states (Masta et al., 2009 ). 9) Bin the 20 amino acids into a simplified set of character states (i.e., 2-19) based on their frequency of transformation, such that each non-trivial bin contains amino acids that frequently interchange, as described by Cannata et al. (2002) , , Kosiol et al. (2004) , and Susko & Roger (2007) . grouped leucine, isoleucine, and valine into a single character state for the same reasons described above for approach seven. More complex approaches have been implemented by Cannata et al. (2002) , Kosiol et al. (2004) , and Susko & Roger (2007) , who developed algorithms that may produce any chosen number of bins, wherein the most interchangeable amino acids are placed into the same bin. Kosiol et al.'s (2004) algorithm is implemented in their program AIS (Almost Invariant Sets; http://www. ebi.ac.uk/goldman/AIS/), and can be applied to the user's choice of amino-acid-transformation matrices. As with approach eight, this binning approach is applicable to resolving ancient divergences as well as when there is significant compositional amino-acid heterogeneity among lineages. 10) Apply a codon model, as originally described by Goldman & Yang (1994) and Muse & Gaut (1994) and reviewed below.
Codon models
A codon model, unlike all other character-coding approaches, incorporates phylogenetic signal from both silent and replacement substitutions while explicitly allowing them to have different substitution rates. Codon models also allow for different transition / transversion rates, such that they allow different rates for silent transitions, silent transversions, replacement transitions, and replacement transversions. Allowing for these four different substitution rates enables codon models to accommodate rate heterogeneity among different codon positions given that silent substitutions are concentrated at 3 rd positions, as well as to effectively estimate the transition / transversion ratio (Goldman & Yang, 1994) . Most codon models only accommodate sense codons, and therefore have a 61 Â 61 Q-matrix for the standard genetic code.
In addition to allowing for different silent-transition, silenttransversion, replacement-transition, and replacement-transversion rates, codon models accommodate differential nucleotide, and hence differential codon, frequencies. The codon frequencies are estimated from the data using F1 Â 4 (all three codon positions assumed to have the same nucleotide frequency), F3 Â 4 (each codon position allowed to have different nucleotide frequencies), or F61 (the frequency of each codon is estimated directly).
By taking into account both silent and replacement substitutions while allowing them to have different rates, codon models are expected to be broadly useful for simultaneously inferring recent and ancient divergences unlike AA coding, which only incorporates signal from replacement substitutions (Goldman & Yang, 1994; RotaStabelli et al., 2013) . Furthermore, allowing for differential silent and replacement substitution rates enables codon models to directly account for purifying selection acting at the amino-acid level, unlike DNA models (Gil et al., 2013; Robideau et al., 2014) .
Codon models are implemented in several freely available programs, including CodonPhyML (Gil et al., 2013) , GARLI, and PAML (Yang, 2007) for likelihood-based inference, as well as BEAST (Drummond & Rambaut, 2007) , MrBayes (Ronquist et al., 2012) , and Phycas (Lewis et al., 2015) for Bayesian-based inference. Hundreds of different codon models can be applied (Gil et al., 2013) , and two of the main categories are mechanistic and empirical models. Mechanistic codon models focus on the silent-transition, silent-transversion, replacement-transition, and replacement-transversion rates among sense codons as well as codon frequencies. By contrast, empirical codon models can be applied to all 64 codons, integrate codon transformation frequencies estimated from large sequence databases, and allow for instantaneous double and triple mutations at a given codon position (Kosiol et al., 2007; Rodrigue et al., 2010; De Maio et al., 2012) . Allowing for instantaneous double and even triple mutations has been demonstrated to significantly increase model fit Kosiol et al., 2007; Zaheri et al., 2014) . Empirical codon models have been shown to outperform the simpler mechanistic codon models (Kosiol et al., 2007; De Maio et al., 2012) . Empirical codon models may even be estimated for different lineages sampled in a single phylogenomic dataset (De Maio et al., 2012) rather than relying upon a general sequence database such as Pandit (Whelan et al., 2003; Kosiol et al., 2007) .
Given the vast 61 Â 61 or 64 Â 64 Q-matrix (as opposed to 4 Â 4 for nucleotides and 20 Â 20 for amino acids) and consequent number of parameter values that need to be estimated, computational tractability is a clear limitation to applying codon models during tree searches (Goldman & Yang, 1994; Ren et al., 2005; Inagaki & Roger, 2006; Seo & Kishino, 2009 ). Indeed, codon models are often fit to select trees rather than used to estimate trees (Goldman & Yang, 1994; Baele & Lemey, 2013) . Suchard & Rambaut (2009) made a major advance in applying codon models during tree search by utilizing graphic processor units to parallelize calculations, which provides the most benefit when applied to huge Q matrices. They implemented their approach in BEAST (http:// beast.bio.ed.ac.uk/). Zaheri et al. (2014) also made a major advance by reducing the number of rates that need to be estimated for a 61 Â 61 Q-matrix from 3721 to 19 and implemented their model in PAML (http://abacus.gene.ucl. ac.uk/software/paml.html).
Although most codon models are already more parameterized than nucleotide and amino-acid models, codon models may fit the data still better when implemented with character partitions. Character partitions may be applied at the level of different genes (Baele & Lemey, 2013) as well as different predefined domains within a single gene (Zoller et al., 2015) . Furthermore, different models may be applied to different codons without pre-specifying which model should be applied to each codon by applying hidden Markov models (De Maio et al., 2012) . Simpler partitioned nucleotide models may better fit a dataset if character partitions are not applied to codon models (Baele & Lemey, 2013) .
Amino-acid models
Amino-acid models, like codon models, have the advantage of accounting for the most important level at which nucleotide mutations in exons are selected-purifying selection acting on the protein sequence (Adachi & Hasegawa, 1996; Seo & Kishino, 2008; Whelan et al., 2015) . The large majority of amino-acid models are empirical, with no explicit mechanistic component Kosiol et al., 2007) . Strictly empirical models include those of Dayhoff et al. (1972; Dayhoff model) , Jones et al. (1992; JTT model) and Whelan & Goldman (2001; WAG model) , all of who estimated amino-acid transformation frequencies from large databases, which are then extrapolated when these models are applied to individual datasets. An often important modifier to empirical models is estimating the amino-acid frequencies (e.g., JTT þ F model) of the observed data, which requires 19 additional parameters .
Empirical amino-acid models have the advantage of (generally) requiring fewer parameters to estimate than mechanistic codon and amino-acid models, and therefore they are more computationally tractable ). Yet their fixed transformation frequencies may not fit a given dataset as well as more flexible mechanistic nucleotide and codon models (Goldman & Yang, 1994; Whelan et al., 2015) . Few mechanistic amino-acid models have been implemented, and a primary reason why is because mechanistic models of exon evolution are more powerful when implemented at the codon level ). Yet mechanistic codon models may be transformed into mechanistic amino-acid models by binning synonymous codons, as performed by Yang et al. (1998) . Another approach to implementing a mechanistic amino-acid model is to apply the general-time-reversible (GTR; Tavar e, 1986) model. This latter approach was implemented by Yang et al. (1998 ), Waddell & Shelley (2003 , and Rota-Stabelli et al. (2013), all of who reported that the GTR model fit their aminoacid datasets significantly better than an empirical model.
Both empirical and mechanistic amino-acid models can be analyzed together with Lartillot & Phillipe's (2004) CAT (CATegory) Bayesian mixture model. Their CAT model allows for multiple character partitions, with the partition number estimated during the tree search and each partition allowed to have different amino-acid frequencies. The CAT model is implemented in PhyloBayes (www.phylobayes.org/).
Selecting among nucleotide, codon, and amino-acid models
Model-selection criteria such as the Akaike Information Criterion (AIC; Akaike, 1974) and the likelihood ratio test (Felsenstein, 1988) are not directly applicable to selecting among nucleotide and amino-acid models because of their different data structures (4 Â 4 vs. 20 Â 20 Q matrices; Seo & Kishino, 2008 , 2009 Whelan et al., 2015) . But conversion of both nucleotide and amino-acid models into 64 Â 64 codon models using Seo & Kishino's (2008 , 2009 ) procedures makes them mathematically directly comparable using the AIC as well as the Bayesian Information Criterion (BIC; Schwarz, 1978) . Gil et al. (2013) implemented Seo & Kishino's (2008 , 2009 procedures in CodonPhyML (https://sourceforge.net/ projects/codonphyml/). Whelan et al. (2015) implemented an alternative procedure in their program ModelOMatic (https://github.com/simonwhelan/ modelomatic). Whereas Seo & Kishino's (2008) procedure creates a codon model from the amino-acid model (one of many possible codon models; Whelan et al., 2015) , Whelan et al. (2015) applied an adapter function in order to reverse the aggregation of amino acids into 20 states from the 64 codons.
Application of the AIC or BIC together with Seo & Kishino's (2008 , 2009 ) or Whelan et al.'s (2015 procedures to choose among nucleotide, codon, and amino-acid models for empirical datasets indicate that codon models often best fit the data (Seo & Kishino, 2008 , 2009 ). This result is to be expected given that a codon model can always be created that fits the data better than any nucleotide or amino-acid model (Seo & Kishino, 2008 , 2009 ). Yet amino-acid models may be selected by the AIC and BIC when applied to datasets consisting of highly divergent sequences with limited taxon sampling wherein silent substitutions may contain little phylogenetic signal (Gil et al., 2013; Whelan et al., 2015) .
Nucleotide composition heterogeneity
Phylogenetic artifacts caused by nucleotide-composition heterogeneity (primary GC content) among lineages that are sampled in the same dataset are a primary concern when selecting amongst alternative character-coding methods. Amino-acid, nt12, and RY coding have all been demonstrated to be more robust to creating these artifacts than DNA coding (e.g., Prager & Wilson, 1988; Lockhart et al., 1992a; Hasegawa et al., 1993; Delsuc et al., 2003) , though the same artifacts can occur even when using AA coding (e.g., Lockhart et al., 1992b; Black & Roehrdanz, 1998; Gu et al., 1998) or codon models (Ren et al., 2005; Inagaki & Roger, 2006) .
Note that differential nucleotide frequencies among lineages is not, in and of itself, a reason to avoid DNA coding because the differences must be extreme in order for phylogenetic inference to fail (Conant & Lewis, 2001; Rosenberg & Kumar, 2003 ) unless short internal branch(es) separate the non-sister lineages with convergent nucleotide frequencies (Jermiin et al., 2004) . Differential nucleotide frequencies among codon positions, amino-acid frequencies, and synonymous codon usage for each terminal in a data matrix may be quantified using GCUA (McInerney, 1998 ; http://mcinerneylab.com/software/gcua/).
Differential usage of synonymous codons among lineages is not just problematic for 3 rd positions, because arginine, leucine, and serine are each encoded by six codons. Silent substitutions are possible at the first positions for all three of these amino acids as well as the second position for serine. Inagaki et al. (2004) demonstrated that differential codonusage bias among lineages for arginine, leucine, and serine created phylogenetic artifacts when they inferred the origin of dinoflagellate plastids using nt12 coding (see also Inagaki & Roger [2006] and Cox et al. [2014] ). Likewise, Li et al. (2014) reported similar problems caused by silent substitutions among arginine and leucine codons at 1 st positions when examining plastid origins from bacteria using both nucleotide and amino-acid characters. Codons for other amino acids may also be problematic, as Masta et al. (2009) demonstrated for isoleucine and valine when they used either nucleotide or amino-acid characters from mitochondrial genomes to infer phylogenetic relationships among arachnids.
Given that neither nt12 nor AA coding necessarily obviate phylogenetic artifacts caused by differential codon usage among lineages, other strategies have been proposed. Inagaki et al. (2004) proposed that in such cases 1 st and/or 2 nd codon positions should also be excluded from codons wherein arginine, leucine, or serine are encoded for in many terminals. Foster (2004) proposed a model that allows investigators to specify different composition vectors for different branches of a tree (rather than allowing all branches to have different compositions, which can lead to over-parameterization when applied to datasets of many terminals; Yang & Roberts, 1995) and implemented it in his program P4 (http://p4.nhm.ac.uk/). Ruhfel et al.'s (2014) phylogenomic analysis of 78 proteincoding genes from 360 green-plant plastid genomes was chosen as an empirical example with which to quantify the relative performance of alternative character-coding methods applied to exons. Ruhfel et al. (2014) compared the performance of the following five character-coding methods in the context of simultaneous analyses (Kluge, 1989; Nixon & Carpenter, 1996) of all 78 genes: AA, DNA, nt12, 3 rd , and RY. They evaluated the alternative topologies by using ! 50% bootstrap consensus trees from 200 RAxML (Stamatakis, 2014) bootstrap pseudoreplicates.
Empirical example
In this study Ruhfel et al.'s (2014) comparisons of alternative character-coding methods were expanded in the following five ways. First, in addition to DNA, nt12, 3 rd , RY, and AA coding, degeneracy coding (Criscuolo & Gribaldo, 2010; Regier & Zwick, 2011; Zwick et al., 2012) was implemented using Degen ver. 1.4 (http://www.phylotools.com/) with the plantplastid genetic code, which is effectively identical to the standard genetic code other than for start codons. Second, all six of these character-coding methods were examined using parsimony (Kluge & Farris, 1969; Fitch, 1971) , in addition to likelihood (Felsenstein, 1973) . Third, the codon model was implemented using GARLI to compare its performance relative to the other six character-coding methods in the context of likelihood. Fourth, each of the 78 genes was analyzed individually, which increased the number of independent comparisons to make among charactercoding methods. Fifth, five complementary quantification-ofphylogenetic-performance methods were applied in order to more clearly identify the relative benefits of the alternative character-coding methods.
The three goals of this review paper are as follows. First, review the primary literature on alternative character-coding strategies applied to exons of protein-coding genes, as described in the introduction section above. Second, use Ruhfel et al.'s (2014) phylogenomic dataset as an empirical example with which to quantify the relative performance of alternative character-coding methods applied to exons, as described in the methods and results sections below. Third, make recommendations for future empirical studies based on a synthesis of the primary literature and my quantification results in the discussion and conclusion sections below.
Methods

Advantages and disadvantages of the empirical example
Four advantages of sampling Ruhfel et al.'s (2014) dataset to compare alternative character-coding methods are as follows. First, the study lineage spans the entire clade of extant green plants, from the broadest ancient relationships among algae and land plants down to interspecific relationships within a single genus (e.g., the 32 Pinus L. taxa sampled). The green-plant crown clade has been estimated to be roughly one billion years old (e.g., Herron et al., 2009; Parfrey et al., 2011) . Hence the taxon sampling spans the range from which some systematists may prefer amino-acidcharacters through cases wherein all systematists would prefer DNA characters. Second, because the plastid genome is effectively a single coalescent gene in nearly all lineages (Hudson, 1990; Doyle, 1995) , all 78 genes should have the same history such that all 78 genes should theoretically resolve the same gene-tree topology if there is sufficient sequence variation that is analyzed using a powerful character-coding method. Hence it is highly unlikely that gene-tree incongruence is caused by biological processes (introgression, lineage sorting, and lateral-gene transfer) or unrecognized paralogy problems (Doyle, 1992) . Therefore, the primary causes of gene-tree incongruence are artifacts, homoplasy, stochastic variation, and lack of phylogenetic signal, all of which are affected by character coding. Third, as a phylogenomic dataset, many (78) genes and codons (19 449) were sampled. Each gene was analyzed independently, thereby providing 78 separate data points with which to quantify the relative performance of the charactercoding methods. Fourth, Ruhfel et al. (2014) reported considerable GC-content and amino-acid heterogeneity among genomes, which may favor more conservative character-coding methods (e.g., AA, nt12, RY coding) over sampling all DNA characters (e.g., Inagaki & Roger, 2006) .
Alternatively, two limitations of analyzing Ruhfel et al.'s (2014) data matrix are as follows. First, many of the 78 plastid genes are short, including 42 for which the DNA alignments are shorter than 500 positions, and 58 for which the alignments are shorter than 1000 positions (Appendix 1). The range is 87-4122 positions, with an average of 748 positions. Second, Ruhfel et al. (2014) eliminated some of the most challenging-to-analyze alleles. As Ruhfel et al. (2014, p. 21) stated, "These [individual-gene] topologies were visually examined, and sequences in obviously spurious locations in the tree were removed." Hence the benefits of some of the more conservative character-coding methods (e.g., AA and degeneracy coding) may be underestimated.
Phylogenetic analyses
Equally weighted parsimony analyses were conducted using TNT ver. 1.1 June 2015 (Goloboff et al., 2008) with the same basic search strategy as that applied by Bacon et al. (2016) . The first part of the optimal-tree-search strategy used 5000 random-addition-sequence (RAS) searches, each of which held up to 50 trees following Davis et al. (2005) , with treebisection-reconnection (TBR) branch swapping. Each search also implemented 100 iterations of the parsimony ratchet (Nixon, 1999) , which alternated between equal character weighting and each character having a 10% chance of being upweighted and a 5% chance of being downweighted. The second part of the tree search applied TBR swapping to all trees obtained from the first part of the search, with up to 250 000 trees retained, followed by calculation of the strict consensus using TBR-collapsing (Goloboff & Farris, 2001 ).
Because of computational-time limitations, the first part of each optimal-tree search was limited to 2500 searches for the AA-, DNA-, and degeneracy-based simultaneous analyses, and the second part of these searches was limited to a maximum of 200 000 trees held because of memory limitations. Furthermore, for 11 of the individual-gene analyses the second part of the tree search was not applied because of computational-time limitations.
Parsimony strict-consensus bootstrap (Felsenstein, 1985; Davis et al., 1998) searches were typically performed using 1000 pseudoreplicates, each of which included 100 RAS searches with TBR swapping, and up to 50 trees held. Alternatively, for 41 matrices the bootstrap analyses were performed using 1000 pseudoreplicates, each of which consisted of just 10 RAS searches because of computational-time limitations. In the extreme, just 100 pseudoreplicates, each of which consisted of 10 RAS searches, were performed for seven matrices (AA 06, 48; degeneracy 27, 40, 47; nt12 29, 45) . Parsimony bootstrap values were mapped onto the strict consensus of all optimal trees using SumTrees (Sukumaran & Holder, 2010) to ensure that only unambiguously supported clades were assigned support (Goloboff & Farris, 2001; Simmons & Freudenstein, 2011) .
Likelihood analyses were conducted using RAxML ver. 8.2.0 with the GTRGAMMA model for DNA, degeneracy, nt12, and 3 rd character codings, the BINGAMMA model for RY coding, and the best-fit protein Q-matrix previously identified by Ruhfel et al. (2014) in combination with RAxML's PROTGAMMA rate-heterogeneity model for each of the 78 AA-scored genes. One-thousand Àf o hill-climbing searches were performed when searching for the optimal gene tree, whereas 500 (or 220 for AA coding) such searches were performed when searching for the optimal simultaneousanalysis tree. One-thousand bootstrap pseudoreplicates were performed using a single search per pseudoreplicate (the only option available in recent versions of RAxML unless one chooses to export bootstrap-pseudoreplicate matrices; see Simmons & Norton [2013] and Simmons & Goloboff [2014] for the potential negative consequences of this approach) using the Àf o command. Bootstrap values were then mapped onto the single optimal gene tree held by using RAxML. RAxML analyses of the DNA, degeneracy, nt12, and 3rd matrices all used the same model aside from character partitioning. The DNA, nt12, and RY analyses were partitioned by codon position (three, two, and three partitions, respectively), whereas the degeneracy analyses were not partitioned because RAxML generally failed to run the thirdcodon-position partition given that only two or three states were unambiguously present among all degeneracy-scored third-codon positions for many genes. The 78-gene simultaneous analyses were partitioned by both codon position (for DNA, nt12, and RY only) and gene (for all character codings).
Codon-model analyses are not implemented in RAxML, so codon analyses were implemented instead by using GARLI ver. 2.01. GARLI codon-model analyses do not allow for stop codons, so all stop codons were re-scored as missing data. The most stop codons were identified from Anthoceros L., the one hornwort sampled by Ruhfel et al. (2014) , while many others were identified in ferns (Adiantum L., Alsophila R.Br., Cheilanthes Sw., Pteridium Gled. ex Scop.), and relatively few were identified in Isoetes L. and Festuca L.
Within GARLI, datatype was set as codon, statefrequencies was set to F3 Â 4 (i.e., codon frequencies were calculated based on the nucleotide frequencies at each of the codon positions), and ratematrix was set at 2rate to implement the Goldman & Yang (1994) model, which allows for different transition and transversion rates. Given the computational burden of running these analyses, no rate heterogeneity was incorporated in the model.
To make the GARLI codon-model output trees more directly comparable to the RAxML output trees, collapsebranches was set to zero rather than one such that GARLI would only ever output fully resolved trees. Note that using this setting is generally unwise given that it may cause GARLI to resolve and infer high support for branches that are only ambiguously supported (Simmons & Norton, 2014; Simmons & Randle, 2014) .
A minority of the GARLI analyses were performed on desktop computers, while the large majority were performed using CIPRES Science Gateway ver. 3.1 (http://www.phylo.org/ sub_sections/portal/). Optimal-tree searches were performed using 96-100 replicates, while bootstrap analyses were performed using 82-701 pseudoreplicates (average of 232) with one search each. Following Zwickl's (2009) recommended least rigorous settings for an intensive search, GARLI search settings were set as streefname ¼ stepwise; attachmentspertaxon ¼ 50, genthreshfortopoterm ¼ 20 000, numberofprecreductions ¼ 20, and treerejectionthreshold ¼ 100. Codon-model analyses of all 78 genes in a simultaneous analysis were attempted using different partition, memory, and search settings on CIPRES, but in all cases the jobs terminated unsuccessfully within 24 h (see also Regier et al., 2008) .
In all cases the gene and phylogenetic trees were rooted semi-arbitrarily using the eudicot Crithmum maritimum L. (Apiaceae). The reason for selecting this taxon is that all 78 of the sampled genes are present in its plastid genome, and hence every gene tree could be rooted using the same terminal. This unconventional rooting should have no effect on any of the five quantification methods described below.
Quantification of phylogenetic performance
Five quantification methods were applied at the level of individual gene trees to test the relative performance of the alternative character-coding methods. First, bootstrap support from all clades resolved on the single reported optimal (likelihood) or strict-consensus (parsimony) tree for each of the 78 genes were summed after applying the same scaling used by Simmons & Gatesy (2015) : 50-62% ¼ 0.125, 63-85% ¼ 0.25, 86-94% ¼ 0.5, 95-97% ¼ 0.75, and 98-100% ¼ 1. The 0.25-1 cutoffs were selected so as to match the support provided by 1-4 uncontradicted synapomorphies (e.g., three uncontradicted synapomorphies ¼ 95% bootstrap support; Felsenstein, 1985) . The 0.125 cutoff was selected to incorporate clades with 50-62% support. The two rationales for this quantification method are as follows. First, more powerful (Penny et al., 1992) character-coding methods will improve resolution on the parsimony strict-consensus tree, onto which bootstrap-support values were mapped. Likewise, more powerful character-coding methods should decrease the number of arbitrarily resolved clades in the optimal likelihood tree inferred for each gene, and hence lead to greater congruence with the optimal tree and that inferred for each of the bootstrap pseudoreplicates. Second, character congruence, which is a measure of phylogenetic signal (Archie, 1989; Faith & Cranston, 1991) , should result in higher bootstrap support.
The second quantification method is based on pairwise scaled Robinson-Foulds distance (hereafter RF distance; Robinson & Foulds, 1981; Rosenberg & Kumar, 2001 ) between each of the 78 gene trees, as calculated by RF Distances Filter ; https://doi.org/10.6084/m9. figshare.1615928). The third quantification method is based on the RF distance between each gene tree and the simultaneous-analysis tree inferred using the same character-coding method. Alternatively, given that the codon-based simultaneous analysis was unsuccessful with GARLI, the codon-model gene trees were compared with the DNA-based simultaneous-analysis tree. The rationale for the second and third quantification methods is that because the plastid genome is effectively a single coalescent gene in nearly all lineages, all 78 genes should have the same history and hence should resolve the same topology if there is sufficient phylogenetic signal. Similar approaches have been applied by Gil et al. (2013) and Zoller et al. (2015) .
The fourth and fifth quantification methods are the overall success of resolution (i.e., the number of clades correctly resolved À the number of incorrectly resolved clades; OSR; Simmons & Miya, 2004 ) and the averaged overall success of resolution (i.e., the number of clades correctly resolved À the number of incorrectly resolved clades after incorporating resampling-based branch support; aOSR; for 17 reference groups selected from Wickett et al. (2014) . The aOSR was calculated using bootstrap resampling with the same scaling applied by Simmons & Gatesy (2015) , as described above.
The 17 reference groups are those listed on Wickett et al.'s (2014) Figures 2 and 3 , albeit excluding those five clades for which Ruhfel et al. (2014) sampled zero or just one terminal (i.e., Klebsormidiales, Charales, Coleochaetales, hornworts, and Chloranthales). But given that the Chlorokybales and Mesostigmatales were united as a clade (with Klebsormidiales) by Wickett et al. (2014) , one composite group was added: Chlorokybales þ Mesostigmatales (hereafter Chlorokybales), from which Ruhfel et al. (2014) sampled Chlorokybus Geitler and Mesostigma Lauterborn (and no members of the Klebsormidiales). Furthermore, given the taxon sampling used by both Ruhfel et al. (2014) and Wickett et al. (2014) , the streptophytes are all terminals not included in the Chlorophyta and vice versa. Hence to eliminate this redundancy only the Chlorophyta clade was recorded. The 17 reference groups are as follows: Chlorophyta (26 terminals), Chlorokybales (2), Zygnematophyceae (2), land plants (328), liverworts (3), mosses (2), vascular plants (322), lycophytes (4), euphyllophytes (318), monilophytes (7), seed plants (311), gymnosperms (53), flowering plants (258), ANITA grade (i.e., all flowering plants except for Amborella Baill., Nuphar Sm., Nymphaea L., and Illicium L.; Wickett et al. [2014] did not sample Illicium and hence referred to the ANA grade; 254 terminals), monocots (94), magnoliids (5), and eudicots (153).
TreeGraph2 ver. 2.10.1 (St€ over & M€ uller, 2010) was used to map the bootstrap support from each gene tree onto a reference tree that includes all 360 terminals but just the 17 reference groups by using the function "Add support values." This mapping function worked despite no gene tree including all 360 terminals, though in cases where in a given reference group was represented by zero or one terminals in a given gene tree, no value was applicable (http://treegraph. bioinfweb.info/Help/wiki/Adding_support_values#How_are_s upport_values_merged.3F). The "Add support values" function uploaded the highest support value for a contradictory clade whenever one of the 17 reference groups were contradicted and reported these as negative values, following .
Most or perhaps all of the 17 reference groups are ancient (>100 MY; Magall on et al., 2013), such that the fourth and fifth quantification methods favor those character-coding methods that retain ancient synapomorphies which have not become obscured by subsequent apomorphies (e.g., perhaps favoring nt12 over 3 rd ; but see K€ allersj€ o et al. [1999] ). By contrast, given Ruhfel et al.'s (2014) high taxon sampling within eudicots and monocots (247 of the 360 sampled terminals), the second and third quantification methods may favor those character-coding methods that maximize power, even at the expense of obscuring ancient synapomorphies (e.g., perhaps favoring DNA over AA). Hence one should not necessarily expect any single character-coding method to outperform all others for all five quantification methods.
Many of the 78 plastid genes are very short, ranging from 87-4122 positions, with an average of 748 positions. Given that the genes are sampled from 228-356 terminals (average ¼ 322), for many genes there are fewer nucleotide positions than there are clades to potentially resolve, and therefore it is not surprising that many genes have a low OSR for the 17 reference groups as well as high average pairwise RF distances, especially for those character-coding methods that discard information (AA, 3 rd , degeneracy, nt12, RY) and those genes that have few parsimony-informative characters. A compounding problem for the GARLI-and RAxML-based analyses, which only output fully resolved trees, is arbitrary resolution of identical sequences. Yet these are the same circumstances for which most coalescent methods (e.g., Drummond & Rambaut, 2007; Liu & Pearl, 2007) are applied to phylogenomic analyses of restriction-site-associated DNA markers (RAD-seq; e.g., Rivers et al., 2016) and ultraconserved elements (UCEs; e.g., Hosner et al., 2016) .
Because of the frequently low ratio of characters to number of clades to resolve, all five of the quantification methods described above incorporate the criterion of power (Penny et al., 1992) , thereby favoring those character-coding methods that maximize effective use of sequence information. The relative performance of the different character-coding methods may differ had longer sequences been used (e.g., Rivers et al., 2016) , such that power is less relevant. To test this hypothesis, the four quantification measures that are not entirely based on branch support (i.e., scaled pairwise RF distance among genes, scaled RF distance to the simultaneous-analysis tree, OSR and aOSR for the 17 reference groups) were re-calculated for just those 20 genes that have alignments of >1000 positions. This alternative hypothesis would be corroborated if those character-coding methods that discard information perform substantially better relative to the DNA and codon-model coding methods when the results are tabulated for just these 20 genes rather than all 78 genes.
The individual-gene data matrices, the optimal gene trees with bootstrap values mapped on them, the TreeGraph2 files that were used to calculate OSR and aOSR, and a Microsoft Excel file of the compiled data are posted at: https://figshare. com/s/e3aaeab100ab796893b8.
Identification of best-fit character-coding method
ModelOMatic ver. 1.02 was used to identify the best-fit character-coding method by using the manual's recommended commands: bionj fast. ModelOMatic required the input data matrices to have no stop codons, so the same modified matrices, wherein all stop codons were re-scored as missing data, were used as for the GARLI-based codon-model analyses. , maximum number of steps-minimum number of steps; APS; Â 1000) for each of the six character-coding methods that are applicable to parsimony (i.e., not including the codon model) for each of the 78 plastid genes as well as their average, which is reported after the character-coding identifier.
Results
The amount of possible synapomorphy (i.e., maximum number of steps-minimum number of steps; APS; Farris, 1989) for each of the six character-coding methods that are applicable to parsimony for each of the 78 plastid genes as well as their average is presented in Fig. 1 . DNA coding has, by far, the highest average APS (24 774), followed by 3 rd positions (14 679) and nt12 (10 095). The lowest average is from AA coding, at 8167.
Quantification of phylogenetic performance
Results for the first quantification-of-phylogenetic-performance measure, summed scaled support for the alternative character-coding methods for each of the 78 plastid genes as well as their average, are presented in Fig. 2 (likelihood) and Fig. 3 (parsimony) . As with the amount of possible synapomorphy, DNA coding has, by far, the highest average (likelihood: 79.7, parsimony: 62.3). The codon model came in second for likelihood (64.9), followed by 3 rd coding (52.8). The codon model is not applicable for parsimony, for which 3 rd came in second (43.1), followed by RY coding (31.4). As with amount of possible synapomorphy, the lowest average is from AA coding (likelihood: 38.9, parsimony 27.4).
Results for the second quantification-of-phylogenetic-performance measure, scaled pairwise RF distance among each of the 78 plastid genes as well as their average, are presented in Fig. 4 (likelihood) and Fig. 5 (parsimony) . As with the amount of possible synapomorphy and the first quantification method, DNA coding performed best for likelihood (0.63), followed by the codon model (0.65), and 3 rd coding (0.71). Degeneracy and AA coding performed the worst (0.83 for both) for likelihood. Alternatively, the parsimony-based results, which are based on strict-consensus trees rather than fully resolved trees, were quite different as DNA followed by 3 rd coding performed worst (0.30 and 0.29, respectively), and AA and RY coding performed best (both 0.23). A confounding factor for the parsimony-based results is differential resolution among the strict-consensus gene trees. The average number of clades resolved by the DNA-, 3 rd -, AA-, and RY-coding gene trees are 179, 153, 104, and 116, respectively. Hence the DNA-and 3 rd -coding gene trees are, on average, far more resolved than the AA-and RY-coding gene trees, and therefore have far more opportunities for incongruence with each other as measured by RF distance (Rannala et al., 1998) . This confounding factor is less problematic for the third quantification measure, scaled pairwise RF distances between each of the 78 plastid genes and the simultaneous-analysis tree that is based on the same character-coding method, because the simultaneous-analysis trees are more fully resolved than the gene trees.
Scaled pairwise RF distance among each of the 20 genes with >1000 aligned positions are presented in Fig. S1 (likelihood) and Fig. S2 (parsimony) . As with the 78-gene results, DNA-coding performed best for likelihood (0.37), followed by the codon model (0.39), and 3 rd coding (0.43). Likewise, degeneracy and AA coding performed worst (0.68 for both) for likelihood. All coding methods performed far better (range of average improvement from 0.15-0.28) for the 20-gene likelihood analyses than for the 78-gene likelihood analyses.
In contrast to likelihood, the 20-gene parsimony-based results largely differed relative to the 78-gene results, as RY coding performed best (0.26), followed by DNA and 3 rd (both 0.28); AA coding performed worst (0.32). Furthermore, the coding methods showed no consistent average improvement for the 20-gene parsimony results relative to the 78-gene parsimony results, and four coding methods performed worse (led by AA, with an average decrease of 0.09). Regarding the probable confounding factor, the average number of clades resolved by the AA-coding gene trees increased from 104 for all 78 genes to 164 for the 20 genes (58% increase), while the DNA-coding gene trees increased from 179 to 245 (37% increase).
Results for the third quantification-of-phylogenetic-performance measure, scaled pairwise RF distances between each of the 78 plastid genes and the simultaneous-analysis tree that is based on the same character-coding method (except for the codon model), are presented in Fig. 6 (likelihood) and Fig. 7 (parsimony). As before, DNA coding (0.48) followed by the codon model (0.50) performed best for likelihood, and degeneracy and AA coding performed the worst (0.68 for both). Similarly, for parsimony DNA coding performed best (0.35) and was followed by 3 rd coding (0.38), while degeneracy and AA coding performed the worst (0.42 for both).
Scaled pairwise RF distances between each of the 20 genes with >1000 aligned positions and the simultaneous-analysis tree that is based on the same character-coding method (except for the codon model) are presented in Fig. S3 (likelihood) and Fig. S4 (parsimony) . As with the 78-gene results, DNA coding (0.28) followed by the codon model (0.30) performed the best for likelihood, and degeneracy and AA coding performed the worst (0.51 and 0.52, respectively). Likewise, as with the 78-gene results, DNA coding performed the best (0.26) and was followed by 3 rd coding (0.28) for parsimony, while degeneracy and AA coding performed the worst (0.37 for both). All coding methods performed far better (range of average improvement from 0.16-0.23) for the 20-gene likelihood analyses than for the 78-gene likelihood analyses, whereas the improvement was more modest (range from 0.05-0.10) for parsimony.
Results for the fourth and fifth quantification methods, OSR and aOSR, respectively, for each of the 17 reference groups (Fig. S5 ) based on each of the 78 plastid genes are presented in Table 1 (likelihood) and Table 2 (parsimony). As before, the two clear winners for both OSR and aOSR in the likelihood analyses are DNA coding (overalls ¼ 241, 287.1) followed by the codon model (overalls ¼ 216, 211.6). Taken across all 17 reference groups, for both OSR and aOSR, 3 rd performed worst (overalls ¼ À290, 78.6), and AA was second worst (overalls ¼ À239, 151.0). Likewise, the clear winner for both OSR and aOSR in the parsimony analyses is DNA coding (overalls ¼ 445, 157.5). But, thereafter, the results are largely different for parsimony relative to likelihood, with RY coding coming in second for OSR (overall ¼ 404), distantly followed by 3 rd coding in third place (overall ¼ 92); nt12 and degeneracy coding performed the worst with overalls of À30 and À19, respectively. Curiously, despite degeneracy coding performing so poorly for OSR, it performed second best for aOSR (overall ¼ 140.9). Likewise, AA coding performed much better for aOSR (overall ¼ 123.3, third place) than it did for OSR (overall ¼ 27).
The OSR and aOSR results for the 20 genes with >1000 aligned positions are presented in Tables S1 (likelihood) and S2 (parsimony). As with all 78 genes, the two clear winners for both OSR and aOSR in the likelihood analyses are DNA coding (overalls ¼ 221, 157.9) followed by the codon model (overalls ¼ 173, 116.4). Purine-pyrimidine coding came in at a clear third place (overalls ¼ 159, 108.3), while the remaining methods still performed relatively poorly, particularly for OSR. For parsimony, DNA, degeneracy, and RY coding took the first three places for OSR and aOSR, with RY outperforming DNA for OSR (overall ¼ 91 vs. 75) and degeneracy tied with DNA for aOSR not improve relative to the 78-gene results for OSR or aOSR in the context of either likelihood or parsimony analyses.
Identification of best-fit character-coding method
The best-fit character-coding model identified by ModelOMatic for each of the 78 genes is presented in Appendix 1. A codon model was identified as being the best fit for 74 genes and a DNA model was identified as being the best fit for the remaining four genes. These later four genes have alignments of 1056-2199 positions, and the DNA model selected was always GTR þ G. Similarly, G-distributed rate heterogeneity (Yang, 1993) was incorporated into 54 of the 74 selected codon models.
Discussion
Ruhfel et al. (2014) comparison
The results from this study, wherein each of the 78 plastid genes that Ruhfel et al. (2014) sampled were analyzed individually and bootstrap values were mapped onto the optimal (likelihood) and strict consensus (parsimony) trees, were largely consistent with Ruhfel et al.'s (2014) results, which were based on bootstrap-consensus trees inferred from the simultaneous-analysis matrices. First, Ruhfel et al. (2014) reported that the DNA characters provided greater support than did AA, RY, nt12, or 3 rd , which was also evident based on this study (Fig. 2) . Second, Ruhfel et al. (2014) reported that RY character coding performed relatively well, which is also supported here in the context of OSR and, to a more limited extent, aOSR for the 17 reference groups (Tables  1, 2 ; Fig. S5 ), particularly for the 20 plastid genes for which the alignments contain >1000 nucleotides (Tables S1, S2) . Likewise, reported that RY coding performed very well when applied to mammalian mitochondrial genomes. Third, Ruhfel et al. (2014) noted that the tree inferred from 3 rd coding showed evidence of systematic error, which is largely consistent with the results presented here, wherein 3 rd coding generally performed poorly for both OSR and aOSR for the 17 reference groups, and often performed the worst overall (Tables 1, 2 , S1, S2). Fourth, Ruhfel et al. (2014) noted that their AA-based tree resolved some weaklysupported, questionable clades. Likewise, the AA-based gene trees, together with the degeneracy-based gene trees, performed the worst for scaled RF distance relative to their corresponding simultaneous-analysis tree (Figs. 6, 7, S3, S4 ).
Identification of best-fit character-coding method
ModelOMatic selected a codon model as having the best fit for 74 genes and a DNA model (GTR þ G) as having the best fit for the remaining four genes (Appendix 1). These results are consistent with the results for all five quantification-ofphylogenetic-performance measures in that codon and DNA models consistently outperformed AA and RY models (i.e., the two other type of character-coding models examined by ModelOMatic) in the likelihood analyses (Tables 1, S1; Figs. 2, 4,  6 ). Yet the DNA model (GTR þ G model) outperformed the codon model for the overall results from all five of these quantification measures. Relative benefits of character-coding methodsA confounding factor in comparing the codon and DNA models selected by ModelOMatic using the five quantification measures is that the codon model applied here is the F3 Â 4 model with the potential for different transition-transversion rates (i.e., M0 in ModelOMatic; Goldman & Yang, 1994) , without rate heterogeneity among sites. Yet ModelOMatic selected this as the best-fit model in just three of 74 cases. The decision to not incorporate rate heterogeneity was simply based on computational tractability rather than a theoretical reason. Given the recognized importance of incorporating rate heterogeneity into parametric analyses (e.g., Gaut & Lewis, 1995; Sullivan & Swofford, 2001 ), the codon model probably would have performed substantially better if the G distribution was included for the 54 genes that ModelOMatic indicated it should be included (Appendix 1; Whelan et al., 2015) . Likewise, the codon model may have performed better if the specific Q matrices selected by ModelOMatic had been implemented for each gene. Hence, despite the DNA model consistently outperforming the codon model for the overall results from all five of the quantification measures (Tables 1, S1 's (1999, p. 91) conclusion that, ". . . although rapidly evolving and highly homoplastic, third positions contain most of the phylogenetic structure. . ." in their rbcL sequences from 2538 green plants. The generality of their parsimony-jackknifebased conclusion was tested here by including 77 other plastid genes as well as likelihood analyses, albeit with an order of magnitude fewer terminals sampled (360).
Overall, 3 rd coding provided a greater amount of possible synapomorphy (average ¼ 14.7 vs. 10.1 for nt12; Fig. 1 ), greater summed scaled support for both likelihood (average ¼ 52.8 ). Yet nt12 generally outperformed 3 rd in the likelihood analyses for both OSR (overall ¼À131 vs. À290) and aOSR (overall ¼ 172.9 vs. 78.6) of each of the 78 gene trees relative to the 17 reference groups (Table 1) . For parsimony the OSR results strongly favored 3 rd (92 vs. À30), whereas the aOSR results strongly favored nt12 (115.3 vs. 58.6; Table 2 ). The overall differences in OSR and aOSR were less extreme when they were restricted to the 20 genes for which the alignments contain >1000 nucleotides (Tables S1, S2) .
Taken together, these results do extend the generality of K€ allersj€ o et al.'s (1999) conclusion to many other plastid genes and to likelihood, albeit with the qualifications that nt12 may outperform 3 rd when inferring ancient clades, particularly when only well supported clades are considered, and that all of these results incorporate the criterion of power, which is more relevant to the single-gene analyses performed here than it is to simultaneous analyses.
AA vs. degeneracy vs. nt12 vs. RY
The AA, degeneracy, nt12, and RY coding methods are all designed to eliminate (AA, degeneracy) or minimize (nt12, RY) the potentially misleading signal from synonymous nucleotide substitutions caused by saturation or shifts in nucleotide frequencies (i.e., changes in GC content) among different lineages (e.g., Regier & Shultz, 2001; Regier et al., 2008; Mathews et al., 2010) . In this study RY and nt12 coding generally outperformed AA and degeneracy coding with respect to amount of possible synapomorphy (nt12 10.1, RY 9.9, degeneracy 9.8, AA 8.2; Fig. 1 scaled RF distance to concatenation scaled RF distance to concatenation Fig. 7 . Scaled pairwise Robinson-Foulds distance (RF distance) between each of the 78 plastid genes and the simultaneousanalysis tree that is based on the same character-coding method for the six character-coding methods that are applicable to parsimony. The average is reported after the character-coding identifier.
see Table S1 wherein RY 108.3, nt12 101.1, degeneracy 95.4, AA 88.4) and parsimony (degeneracy 140.9, AA 123.3, RY 121.8, nt12 115.3) . These rankings of the coding methods that minimize (nt12, RY) and eliminate (AA, degeneracy) synonymous substitutions are very similar to the pattern described above wherein 3 rd positions generally outperformed 1 st and 2 nd positions in the context of all quantification measures except OSR and aOSR between the gene trees and the 17 reference groups. That is, coding methods that incorporate more synonymous substitutions generally outperformed those that do not (see also Hassanin et al. [1998] and Seo & Kishino [2008] ), albeit with the qualification that the more conservative coding methods may perform relatively better when inferring ancient clades, particularly when power is less relevant.
Amino-acid and degeneracy coding are meant to accomplish the same thing for phylogenetic inference-incorporate all phylogenetic signal from replacement substitutions while eliminating the effects of silent substitutions. As described above, degeneracy coding performed at least as well as AA coding with respect to the amount of possible synapomorphy and most of the five quantification measures. The exceptions are overall congruence among the 78 parsimony-based gene trees (AA 0.23, degeneracy 0.24; Fig. 5 ) and overall OSR results Table 1 The overall success of resolution (OSR) and averaged overall success of resolution (aOSR) for each of the 17 reference groups from Wickett et al. (2014) for the 78 parsimony-based gene trees relative to the 17 reference groups (AA 27, degeneracy À19; Table 1 ). Yet both of these exceptions are restricted to the 78-gene parsimony results given that the corresponding 20-gene parsimony results favored degeneracy coding ( Fig. S2 ; Table S2 ). Hence, degeneracy coding is an effective, and arguably more effective, alternative to AA coding for the Ruhfel et al. (2014) dataset of 78 plastid genes sampled from 360 green plants.
Likelihood vs. parsimony
Aside from the codon model, which is only applicable to likelihood, the rankings of the different character-coding methods were largely consistent between likelihood and parsimony. A qualifier is that RY coding performed nearly as well as DNA coding for parsimony-but not likelihood-based OSR analyses (overall ¼ 404 vs. 445 for parsimony; Table 2 ; À80 vs. 241 for likelihood; Table 1 ), as did degeneracy coding for aOSR analyses (overall ¼ 140.9 vs. 157.5 for parsimony; Table 2 ; 162.9 vs. 287.1 for likelihood; Table 1 ). Dramatic disparities between likelihood and parsimony were the general rule when comparing these optimality criteria applied to the same character-coding method. Likelihood dramatically outperformed parsimony for summed scaled support (Figs. 2, 3) , OSR between each plastid gene and the Table 2 The overall success of resolution (OSR) and averaged overall success of resolution (aOSR) for each of the 17 reference groups from Wickett et al. (2014) 17 reference groups when considering just the 20 plastid genes for which the alignments contain >1000 nucleotides (Tables S1,  S2) , and aOSR between each plastid gene and the 17 reference groups (Tables 1, 2 , S1, S2). Alternatively, parsimony dramatically outperformed likelihood for congruence among gene trees (Figs. 4 , 5, S1, S2), congruence between each gene tree and the simultaneous-analysis tree (Figs. 6, 7, S3, S4) , and OSR between each plastid gene and the 17 reference groups when considering all 78 plastid genes (Tables 1, 2) . A primary determinate for the cases wherein parsimony outperformed likelihood, as well as the case wherein likelihood outperformed parsimony for summed scaled support, and perhaps aOSR, is that RAxML only ever reports a single optimal fully resolved tree, irrespective of whether the resolution is justified by the evidence, and how short the internal branch lengths are. For example, when applied to a matrix of 1000 invariant characters (250 A's, 250 C's, 250 G's, 250 T's) with the GTR þ G model and 1000 Àf o hill-climbing searches, RAxML ver. 8.2.0 reported a single optimal tree with an internal branch length of 0.00000100000050002909. The negative consequences of RAxML's arbitrary resolution are particularly problematic when analyzing datasets with extensive missing or otherwise ambiguous data (Simmons & Goloboff, 2013 , 2014 Simmons & Norton, 2014; Simmons & Randle, 2014) and calculating bootstrap support (Simmons & Freudenstein, 2011; Simmons & Norton, 2013 ).
Sampling characters from different levels
No single character-coding method outperformed all others for either likelihood-or parsimony-based OSR and aOSR for all 17 reference groups considered individually (Tables 1, 2 , S1, S2). Hence incorporation of synapomorphies from multiple levels, via different character-coding methods, with non-redundantcoding-of-dependent-characters (Freudenstein et al., 2003; may provide more phylogenetic signal than any individual coding method, while minimizing redundancy among dependent characters to the degree that it is detected.
Non-redundant-coding-of-dependent-characters was proposed and tested in a parsimony context (Freudenstein et al., 2003; . But given that both GARLI and RAxML can analyze partitioned datasets wherein some partitions are scored as AA characters, others as DNA characters, and still others as binary (RY) characters, the method could be extended to likelihood analyses as a more computationally tractable alternative to the codon model.
Conclusions
The four longstanding character-coding methods for exons, DNA, nt12, RY, and AA, all have more recently introduced competitive alternatives that may be more effective for phylogenetic inference. I believe that the two most important alternatives are codon models and degeneracy coding, and I encourage other investigators to apply and test these character-coding methods upon their empirical datasets.
I assert that scoring only first and second positions as nucleotide characters is obsolete. The motivations for this character-coding method, which are avoiding phylogenetic artifacts that may be caused by silent substitutions (saturation and convergent shifts in nucleotide composition among lineages), are more effectively addressed by applying degeneracy coding to all three codon positions. Degeneracy coding is more effective because it incorporates phylogenetic signal from replacement substitutions at third positions and it eliminates silent substitutions, whereas nt12 coding excludes phylogenetic signal from replacement substitutions at third positions and incorporates silent substitutions for arginine and leucine, which are each encoded by six codons (Regier & Zwick, 2011; Liu et al., 2014) . A limitation of degeneracy coding relative to nt12 coding, however, is that the former method, like amino-acid characters, creates potential for convergence caused by binning different nucleotide character states (Simmons, 2000) , albeit to a much lesser extent.
Degeneracy coding is also an arguably more effective alternative to coding amino-acid characters, albeit with the qualification that it cannot distinguish replacement substitutions between one arginine codon family and one serine codon family as well as one leucine codon family and phenylalanine (Zwick et al., 2012) . Four clear advantages to using this degeneracy-coding approach over scoring AA characters are as follows: the data matrices can be analyzed much more quickly while using less RAM, the data matrices can be readily analyzed using GTR-family models, the DNA models typically require fewer parameters that need to be estimated, and the two different serine codon families are distinguished from each other (Zwick et al., 2012) . Furthermore, degeneracy coding eliminates phylogenetic artifacts caused by using composite coding to score amino-acid characters (Simmons & Freudenstein, 2002) , and performed at least as well as AA coding with respect to the amount of possible synapomorphy and most of the five quantification measures applied to the Ruhfel et al. (2014) dataset.
Codon models, which explicitly model silent and replacement substitutions, are a major advance and are expected to be broadly useful for simultaneously inferring recent and ancient divergences, unlike amino-acid coding (Goldman & Yang, 1994; Rota-Stabelli et al., 2013) . The primary limitation of applying codon models to empirical datasets is not implementation in likelihood and Bayesian phylogenetics programs, but rather computational tractability-particularly for simultaneous analyses of many genes. However free online resources are available, including the CIPRES portal (http:// www.phylo.org/sub_sections/portal/) as well as Bazinet et al.'s (2014) molecularevolution.org (http://www. molecularevolution.org/software/phylogenetics/garli), both of which implement GARLI ver. 2.
It is widely recognized that selection among alternative nucleotide and protein models should be justified before selecting a model to apply to an empirical dataset. This widespread recognition accounts for the popularity of ModelTest (Posada & Crandall, 1998; Posada, 2008) , MrModeltest (Nylander, 2008) , and ProtTest (Abascal et al., 2005) . For the same reasons that it is important to rigorously select among models applied to the same character-coding method, it is important to rigorously select among alternative character-coding methods. Nucleotide, codon, and aminoacid models are now directly comparable using both the AIC and the BIC by using Gil et al.'s (2013) CodonPhyML as well as Whelan et al.'s (2015) ModelOMatic. I assert that it should become standard practice to test among nucleotide, codon, and amino-acid models before conducting parametric phylogenetic analyses of exons. For example, using ModelOMatic to select among model types, PartitionFinder (Lanfear et al., 2012) to delimit character partitions, and running GARLI on the CIPRES portal to perform rigorous likelihood-based phylogenetic analyses while collapsing effectively zero-length branches may be an effective approach.
Supplementary Material
The following supplementary material is available online for this article at http://onlinelibrary.wiley.com/doi/10.1111/jse.12233/ suppinfo: Table S1 . The overall success of resolution (OSR) and averaged overall success of resolution (aOSR) for each of the 17 reference groups from Wickett et al. (2014) for RAxML (degeneracy, RY, DNA, AA, nt12, 3 rd ) and GARLI (codon) likelihood analyses on each of the 20 plastid genes for which the alignments contain >1000 nucleotides. First (blue background), second (red background), and third (yellow background) places in performance are indicated for each of the 17 reference groups. Table S2 . The overall success of resolution (OSR) and averaged overall success of resolution (aOSR) for each of the 17 reference groups from Wickett et al. (2014) for TNT (degeneracy, RY, DNA, AA, nt12, 3 rd ) parsimony analyses on each of the 20 plastid genes for which the alignments contain >1000 nucleotides. First (blue background), second (red background), and third (yellow background) places in performance are indicated for each of the 17 reference groups. Fig. S1 . Scaled pairwise Robinson-Foulds distance (RF distance) among each of the 20 plastid genes with alignments of >1000 nucleotides as well as their average, which is reported after the character-coding identifier, for the seven character-coding methods that are applicable to likelihood.
RAxML-based results are presented in A-F and GARLI-based results are presented in G. Fig. S2 . Scaled pairwise Robinson-Foulds distance (RF distance) among each of the 20 plastid genes with alignments of >1000 nucleotides as well as their average, which is reported after the character-coding identifier, for the six character-coding methods that are applicable to parsimony. Fig. S3 . Scaled pairwise Robinson-Foulds distance (RF distance) between each of the 20 plastid genes with alignments of >1000 nucleotides and the simultaneousanalysis tree that is based on the same character-coding method for the seven character-coding methods that are applicable to likelihood (except codon, which used the DNAbased simultaneous-analysis tree). The average is reported after the character-coding identifier. RAxML-based results are presented in A-F and GARLI-based results are presented in G. Fig. S4 . Scaled pairwise Robinson-Foulds distance (RF distance) between each of the 20 plastid genes with alignments of >1000 nucleotides and the simultaneous-analysis tree that is based on the same character-coding method for the six character-coding methods that are applicable to parsimony. The average is reported after the character-coding identifier. Fig. S5 . The 17 reference groups selected from Wickett et al. (2014) that were used for the fourth (overall success of resolution) and fifth (averaged overall success of resolution) quantification methods.
