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Abstract 
This Thesis entails the development of a low-power delay magnification system inspired 
by the mechanical structure of the ear of the parasitoid fly Ormia Ochracea (O2). The 
proposed system is suitable as a preprocessing unit for binaural sound localization 
processors equipped with miniature acoustic sensors. The core of the Thesis involves the 
study of a delay magnification system based on the O2 sound localization mechanism and 
the design and testing of a low-power analog integrated circuit based on a proposed, novel 
delay magnification system inspired by Ormia Ochracea. 
 
The study of the delay magnification system based on the O2 sound localization 
mechanism is divided into two main parts. The first part studies in detail the delay 
magnification mechanism of the O2 ears. This study sheds light and tries to comprehend 
what mechanical parameters of the O2 ears are involved in the delay magnification process 
and how these parameters contribute to the magnification of the delay. The study presents 
the signal-flow-graph of the O2 system which can be used as a generic delay magnification 
model for the O2 ears. We also explore the effects of the tuning of the O2 system 
parameters on the output interaural time difference (ITD). Inspired by the study of the O2 
system, in the second part of our study, we modify the O2 system using simpler building 
blocks and structure which can provide a delay magnification comparable to the original 
O2 system. We present a new binaural sound localization system suitable for small ITDs 
which utilizes the new modified O2 system, cochlea filter banks, cross-correlograms and 
our re-mapping algorithm and show that it can be used to encode very small input delay 
values that could not be resolved by means of a conventional binaural processor based on 
the Jeffress’s coincidence detection model.  We evaluate the sound localization 
performance of our new binaural sound localization system for a single sound source and 
a sound source in the presence of a competing sound source scenario through detailed 
simulation. The performance of the proposed system is also explored in the presence of 
filter bandwidth variation and cochlea filter mismatch. 
 
After the study of the O2 delay magnification system, we present an analog VLSI chip 
which morphs the O2 delay magnification system. To determine what topology is the best 
morphing platform for the O2 system, we present the design and comparative 
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performance of the O2 system when log-domain and gm-C second order weak-inversion 
filters are employed.  The design of the proposed low-power modified O2 system circuit 
based on translinear loops is detailed. Its performance is evaluated through detailed 
simulation. Subsequently the Thesis proceeds with the design, fabrication and testing of 
the new chip based on the modified O2 circuit. The synthesis and testing of the proposed 
circuit using 0.35μm AMS CMOS process technology parameters is discussed. Detailed 
measured results confirm the delay magnification ability of the modified O2 circuit and its 
compliance with theoretical analysis explained earlier in the Thesis. The fabricated system 
is tuned to operate in the 100Hz to 1kHz frequency range, is able to achieve a delay gain 
of approximately 3.5 to 9.5 when the input (physical) delay ranges from 0μs to 20μs, and  
consumes 13.1μW with a 2 V power supply.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
vi 
 
Acknowledgement 
Throughout the completion of my PhD at this great university, all the encouragement and 
supports from my beloved parents and friends have been very important to me. In what 
follows, I would like to say “Thank you” to people whom I owe a big thank during my 
PhD, and who have become the memorable part of my PhD. 
 
My colleague at the Bio-inspired VLSI group – Dr. Andreas Katiamis, Dr. Alex Yue, 
Dr.Thanat Tosanguan, Konstatinos Glaros, Gaung Yang, Evdokia Kardoulaki, Panayiotis 
Gerorgiou, Konstantinos Papadimitriou, Andreas Procopiou, Itir Koeymen, Dr. Henry Ip 
Man, Yazan Billeh for providing me the warm atmosphere, funny humor, technical 
opinions and supports, and the encouragement during the completion of my PhD. I wish 
I could have more time to learn and laugh with all of you guys. 
 
Thai and IBE friends for giving me the atmosphere that make me feel at “home”, and for 
all great supports. 
 
Thai Royal scholarship officers for kindly handling with all my documentation, and 
providing a really warm welcome when I first arrived in the UK. 
 
I am greatly indebted to my supervisor, Dr. Emmanuel (Manos) Drakakis who has been 
advising me during my PhD. This thesis would not be complete without his 
encouragement, patience, guidance and support. 
 
To Manos, I have to say that even though I am your student by accident, but I do feel so 
familiar with you. You might feel “uncomfortable” to work with the lazy guy like me in 
the first period of my PhD. However, you still bear with me with your great patience. 
Especially, in “the difficult circumstance”, you gave me all your supports and 
encouragement to get though those difficult times. Without a doubt, you are a lovable 
great supervisor who has been giving me great deal of the exciting knowledge, valuable 
advices, and encouragement to batter with the difficult obstacles and to relax when things 
go too fast, and also whom I can share my laugh with. Thanks for making me felt like I 
am being a small part of your family (Drakakian, according to Andrea). You never hesitate 
vii 
 
to offer me all the best things you have. You are my unbelievable supervisor Manos ☺. I 
just hope from now on that you will “remember” me as “one of your students” that you 
can “push” though to the destination. 
 
Finally, given that you are always so pick up on me (and definitely with all of your PhD 
students), you will be surprised to know that my girlfriend (Ying) really like you after all.☺ 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
viii 
 
 
 
 
Table of Contents 
 
 
 
Abstract ..................................................................................................................... iv 
Table of Contents .................................................................................................... viii 
List of Figures ........................................................................................................ xiiv 
List of Tables ........................................................................................................ xxvi 
List of Abbreviations ............................................................................................ xxivi 
List of Symbols ....................................................................................................... xxx 
Chapter 1: INTRODUCTION ..............................................................................- 1 - 
1.1 References ....................................................................................................................................... - 5 - 
Chapter 2: SOUND LOCALIZATION PROCESSING AUDITORY PATHWAY   
 ............................................................................................................................... - 7 - 
2.1 Sound Localization in Humans and the Coincidence Detection Model by Jeffress. .......... - 7 - 
2.2 The ITD Auditory Pathway in Mammals and the Coincidence Detection Model.............. - 9 - 
2.3 The ITD Auditory Pathway in Barn Owl ................................................................................ - 16 - 
2.4 The Controversy of the Jeffress Coincidence Detection Model .......................................... - 19 - 
2.5 Conclusion .................................................................................................................................... - 25 - 
ix 
 
2.6 References ..................................................................................................................................... - 26 - 
Chapter 3: ANALOG VLSI BINAURAL SOUND LOCALIZATION SYSTEMS:  
A HISTORIC RETROSPECTIVE 1989-2009 .................................................... - 27 - 
3.1 Introduction .................................................................................................................................. - 27 - 
3.2 Silicon Model of Auditory Sound Localization System [1] ................................................... - 28 - 
3.3 Stereausis Algorithm [3] .............................................................................................................. - 35 - 
3.4 Analog VLSI Model of Binaural Hearing [5] ........................................................................... - 37 - 
3.5 A Sound Localization System Based on Biological Analogy [6] ........................................... - 40 - 
3.6 Binaural Source Localizer Chip using Subthreshold Analog CMOS [7] ............................. - 42 - 
3.7 A Neuromorphic Sound Localizer for a Smart MEMS System [8] ..................................... - 45 - 
3.8 Analog CMOS Chipset for a 2-D Sound Localization System [9] ....................................... - 48 - 
3.9 Computation of Multi-Sensors Time Delays [10] ................................................................... - 51 - 
3.10 Cross-Correlation Derivative Algorithm (CDA) [11] .......................................................... - 53 - 
3.11 A Low-Power Correlation-Derivative CMOS VLSI Circuit for Bearing Estimation [12]      
 ............................................................................................................................................................... - 55 - 
3.12 AER EAR: A Matched Silicon Cochlea Pair With Address Event Representation Interface 
[13] ........................................................................................................................................................ - 58 - 
3.13 Sound Localization with a Silicon Cochlea Pairs [15] .......................................................... - 61 - 
3.14 Conclusion .................................................................................................................................. - 63 - 
3.15 References ................................................................................................................................... - 65 - 
Chapter 4: A STUDY OF DELAY MAGNIFICATION AND SOUND 
LOCALIZATION SYSTEMS INSPIRED BY THE ORMIA OCHRACEA ... - 67 - 
4.1 Introduction .................................................................................................................................. - 67 - 
4.2 The Anatomy and the Mechanical Responses of the External Ears of the Ormia Ochracea    
 .............................................................................................................................................................  - 67 - 
4.3 Neural Processing of the Ormia Ochracea Auditory System ............................................... - 74 - 
4.4 Ormia Ochracea-Inspired Applications ................................................................................... - 77 - 
4.5 Detailed Study of the Delay Magnification Mechanism of the Ormia Ears ....................... - 81 - 
4.6 The Modified O2 System ............................................................................................................ - 89 - 
4.7 A Conventional Sound Localization with Cross-Correlogram ............................................. - 93 - 
4.8 The Cross-Correlogram with a Modified O2-Inspired System ............................................. - 98 - 
4.9 Localization of Two Sound Sources with the Proposed O2-Inspired System ................. - 104 - 
4.10 Mismatch-Induced Errors of the O2-Inspired System ...................................................... - 108 - 
x 
 
4.11 Cross-Correlogram-Based Analysis of Cochlea Filter Bandwidth Impact upon the Sound 
Localization Performance for the O2-Inspired System .............................................................. - 111 - 
4.11.1 A Single Sound Source with a Conventional Cross-Correlogram ........................... - 111 - 
4.11.2 A Single Sound Source with a Cross-Correlogram with O2 System ........................ - 113 - 
4.11.3 Two Sound Sources with a Conventional Cross-Correlgram ................................... - 116 - 
4.11.4 Two Sound Sources with a Conventional Cross-Correlgram with an O2-Inspired 
System ........................................................................................................................................... - 120 - 
4.12 Conclusion ................................................................................................................................ - 123 - 
4.13 References ................................................................................................................................. - 124 - 
Chapter 5: ANALOG VLSI IMPLEMENTATIONS OF DELAY 
MAGNIFICATION SYSTEMS INSPIRED BY THE ORMIA OCHRACEA - 126 - 
5.1 Introduction ................................................................................................................................ - 126 - 
5.2 Current-Input Current-Output Mode Signal Processing, Weak Inversion Operation and 
Translinear Loops ............................................................................................................................. - 127 - 
5.3 Log-domain Filtering ................................................................................................................. - 130 - 
5.4 gm-C Filtering .............................................................................................................................. - 133 - 
5.5 Analog VLSI Morphing of the O2 System ............................................................................. - 136 - 
5.5.1 Input-Output Arithmetic and Gain Element Circuits ................................................. - 137 - 
5.5.2 Second Order Log-domain and gm-C Filters ................................................................. - 138 - 
5.5.3 Simulation and Performances of the Complete Log-Domain and gm-C O2 
Circuits………………………………………………………………………………...- 153 
- 
5.6 An O2-Inspired Analog Delay Magnification Circuit ........................................................... - 158 - 
5.6.1 Simulation Results ............................................................................................................. - 160 - 
5.6.2 Monte Carlo Simulation of the O2-Inspired Circuit..................................................... - 170 - 
5.7 Conclusion .................................................................................................................................. - 173 - 
5.8 References ................................................................................................................................... - 173 - 
Chapter 6: DESIGN, FABRICATION AND TESTING OF THE O2-INSPIRED 
DELAY MAGNIFICATION SYSTEM ............................................................ - 176 - 
6.1 Introduction ................................................................................................................................ - 176 - 
6.2 Integrated Circuit (IC) Layout ................................................................................................. - 177 - 
6.3 O2-Inspired Integrated Circuit (IC): Testing and Measured Results ................................. - 189 - 
6.3.1 Measured Frequency Response of the Delay Gain and Its Tuning ........................... - 194 - 
6.3.2 Measurement and Tuning of the Offset Delay and the ITD...................................... - 196 - 
6.3.3 Mismatch Measurements .................................................................................................. - 204 - 
6.3.4 Linearity ............................................................................................................................... - 206 - 
6.3.5 Noise Floor ......................................................................................................................... - 210 - 
6.4 Conclusion .................................................................................................................................. - 212 - 
xi 
 
6.5 References ................................................................................................................................... - 213 - 
Chapter 7: CONCLUSIONS – FUTURE WORK ............................................. - 214 - 
7.1 Contributions .............................................................................................................................. - 214 - 
7.2 Publication List ........................................................................................................................... - 216 - 
7.3 Future Work ............................................................................................................................... - 216 - 
Appendix: A. MATHEMATIC DERIVATION OF IDENTITIES  ................ - 218 - 
A.1: Derivation of the Equivalent Signal Flowgraph for the O2 system ................................. - 227 - 
A.2: The ITD Identity for the O2 System .................................................................................... - 235 - 
A.3: The ITD Identities for the O2-Inspired System .................................................................. - 235 - 
A.4: The Approximation Identity of the Physical Delay ............................................................ - 235 - 
A.5: The Phase Delay Errors Due to the Filter Mismatch Identities ....................................... - 235 - 
Appendix: B.MATLAB CODES ........................................................................ - 227 - 
B.1: Matlab Codes for the Cross-Correlogram ............................................................................ - 227 - 
B.2: Matlab Codes for the Study of the Performance of the O2-Inspired for Single Sound 
Source Localization in the Presence of Bandwidth Variation ................................................... - 235 - 
B.3: Matlab Codes for the Study of the Performance of the O2-Inspired for Two Sound Source 
Localization in the Presence of Bandwidth Variation ................................................................ - 241 - 
B.4: Matlab Codes for Keithley Programming ............................................................................ - 247 - 
 
 
 
 
 
 
 
 
 
 
 
 
 
xii 
 
List of Figures 
 
Figure 1.1: The model of the auditory processing for the computation of the auditory scene 
analysis [3]. ........................................................................................................................................ - 1 - 
Figure 2.1: The ITD encoding mechanism according to Jeffress’s coincidence detection model. a) 
The temporal encoding of the axonal delay line (red) in response to the stimulus waveform 
(purple) (top), and ITD responses of the neurons in the coincidence detection model to high 
(green) and low (blue) frequency inputs (bottom). b) The schematic diagram of the 
coincidence detection model [3]. .................................................................................................. - 8 - 
Figure 2.2: The schematic diagram of the ITD and ILD auditory pathways (A and B). The ITD 
pathway consists of the cochlea, the auditory nerve (AN), spherical bushy cell (SBC) of the 
anteroventral cochlea nucleus (AVN) and the medial superior olive or (MSO). The ILD 
pathway consists of the cochlea, the AN, the SBC, the grobular bushy cell (GBC) of the 
AVCN, medial nucleus of the trapezoid body (MNTB) and the lateral superior olive or 
(LSO). C) Response of the MSO neurons to the interaural time difference. D) Response of 
the LSO neurons to interaural level difference [4]. .................................................................. - 10 - 
Figure 2.3: The organ of Corti which is composed of the outer hair cells (OHC), the inner hair cell 
(IHC), and the tectorial membrane (TM) situated on top of the basilar membrane (BM). The 
spiral ganglion (SG) while the auditory nerve (AN conveys the spikes to the higher levels of 
the auditory system) (Adapted from [5]). .................................................................................. - 11 - 
Figure 2.4: The phase-locking behaviour of the auditory nerve (AN) and the bushy cell (BC) in 
response to a 340 Hz tone (A and C). B) and D), the histograms of the number of spikes as 
a function of the phase cycle for the AN and the BC, respectively [4]. ............................... - 12 - 
Figure 2.5: The response of MSO cells to 1 kHz tone. A)  ITD response to binaural inputs. B) and 
C) the histogram of the MSO cells in response to the contralateral and ipsilateral stimuli 
respectively [4]. ............................................................................................................................... - 13 - 
Figure 2.6: A) The ITD responses of the MSO cells when the frequency varies from 500 Hz to 
1700 Hz. B) The relation between the interaural phase difference and the stimulus 
frequency. C) The response of the MSO cells to broadband stimulus compared to the 
supperposition result from individual tones. D) The responses of the MSO cells to 
correlated and uncorrelated inputs compared to the cross-correlation results of spikes input 
to the MSO cells [4]. ..................................................................................................................... - 14 - 
Figure 2.7: The schematic diagram shows the spatial map of the ITD in the MSO for the cat. The 
ipsilateral and contralateral inputs from the SBCs innervate the MSO neurons with the same 
characteristic frequency (CF) which exhibit a spatial gradient in ITD response [4]. .......... - 15 - 
xiii 
 
Figure 2.8: The drawing of the primary ITD auditory pathway in the barn owl which encodes 
interaural time difference into neural coding. It consists of the nucleus laminaris (NL), the 
nucleus magnocellularis (NM) and the axons from NM innervating neurons in NL [6]. . - 16 - 
Figure 2.9: The period histogram and the interaural time difference curve of the NL neurons in 
response to a 4409 Hz tone. A) and B) show the monaural contralateral and ipsilateral ears 
responses respectively, whereas C) shows the binaural response of the NL neurons. D) the 
ITD response of the NL neurons [6]. ........................................................................................ - 17 - 
Figure 2.10: The diagrams show the relation between the BD and the BF from a) the Jeffress 
coincidence detection model, and b) the experimental data from the guinea pigs. Top and 
bottom panels show the rate-ITD responses of the neurons at the BD and the BF 
boundaries for high and low frequencies respectively [9]. ...................................................... - 20 - 
Figure 2.11: The comparison between the ITD response of the MSO neurons with inhibitory 
input (purple), and without inhibitory input (pink). The physiological range of the ITD of 
the guinea pigs is shown in the blue colour area. The change in the neuron’s response rate 
for the neuron with the inhibitory input is higher than that with the uninhibited neuron [3]                           
……………………………………………………………………………………… - 21 - 
Figure 2.12: The comparison between the ITD encoding a) by the coincidence detection model, 
and b) by “population coding” proposed by McAlpine [7]. The architecture, ITD response, 
and location of the neuron tuning for the coincidence detection model and the population 
coding are shown in i), ii) and iii) respectively [3]. ................................................................... - 22 - 
Figure 3.1:  The schematic diagram of the circuit model of the barn owl sound localization system 
which consists of two matched cochlea pairs on the left  and right hand side formed by 
cascaded biquads, the inner hair cell (IHC) circuits (box with “pulse” sign), spiral-ganglion 
neuron circuits (box with “Δt” symbol), correlator circuits (circle) and the nonlinear 
inhibition circuits [1]. .................................................................................................................... - 29 - 
Figure 3.2:  The second order lowpass filter employed in the sound localization circuit of Figure 
3.1 consists of two transconductance amplifiers A1 and A2 with bias voltage (Vτ) which 
controls the natural frequency, a third transconductance A3 with bias voltage (VQ) which 
controls the quality factor Q and two grounded capacitors [2].      . ..................................... - 30 - 
Figure 3.3:  The circuit diagram of the inner hair cell (IHC) circuit which consists of the hysteretic 
differentiator (left) and the half-wave current rectifier (right) [2]. ......................................... - 30 - 
Figure 3.4:  The circuit diagram of the spiral-ganglion-neuron (SGN) circuit [2]. ....................... - 32 - 
Figure 3.5:  The circuit diagram of the axon delay line (a), and its timing diagram (b) [2].     .... - 32 - 
Figure 3.6:  The circuit diagram of the nonlinear inhibitor circuit implemented by the Winner-
Take-All (WTA) circuit. a) n-input-n-output WTA where the maximum output Vk 
corresponds to the maximum input Ik = max(I1, I2, …, In). b) 2-input-2-output WTA circuit 
[1]. .................................................................................................................................................... - 34 - 
xiv 
 
Figure 3.7:  The maximum location along the axon delay line; chip response to varying time 
difference input (a) comparison with the measured results from the auditory organ in a barn 
owl (b) [1]. ....................................................................................................................................... - 35 - 
Figure 3.8: Schematic of the stereausis binaural network; the ipsilateral input (Xi) and the 
contralateral input (Yi) produce the cross correlation array cij [3]. ........................................ - 36 - 
Figure 3.9: The block diagram of the stereausis chip by Mead (a), and its cross-correlator unit (b) 
[5]. .................................................................................................................................................... - 39 - 
Figure 3.10: The response of the stereausis chip to pure sinusoidal inputs a) with zero phase delay 
and b) with π/2 phase delay [5]. .................................................................................................. - 40 - 
Figure 3.11: The overall block diagram of the sound localization chip in [6] (a). Each cochlea chip 
contains 60 cascaded bandpass filters, 20 IHC and auditory neuron circuits, on the left and 
right sides. The second chip is the cross-correlator (b) which consists of 20 rows of cross-
correlator circuits. Each row of the cross-correlator circuit is composed of a delay line with 
17 delay elements, and multipliers on the left and right hand sides. The output current from 
each multiplier is summed over 20 rows and integrated on the leaky capacitor [6]. .......... - 41 - 
Figure 3.12: The overall block diagram of the sound localization chip [7]. It consists of 25 rows of 
bandpass filters, PWM circuit, and delay lines on the left and right sides. Each delay line 
consists of 20 delay elements. The current outputs of the delay elements are inserted onto 
the column lines. The column lines are scanned and fed though the resistor and then 
displayed onto the oscilloscope. .................................................................................................. - 43 - 
Figure 3.13:  The position of the column with the peak activity as a function of the input delay [7].
 .......................................................................................................................................................... - 44 - 
Figure 3.14:  The signals related to the sound localization algorithm presented [8]. .................... - 46 - 
Figure 3.15:  The circuit diagrams of the zero-crossing detection (ZCD) circuit (left), and its 
control circuit (right) [8]. .............................................................................................................. - 46 - 
Figure 3.16: The measured average capacitor voltage value which represents the estimated ITD [8].
 .......................................................................................................................................................... - 47 - 
Figure 3.17: a) The overall block diagram of the sound localization hardware presented in [9]. b) 
The block diagram of the analogue TMD correlator used in a). ........................................... - 49 - 
Figure 3.18: Localization accuracy under different reflection coefficient (Afe) and decay time 
constant (τ) conditions with onset detector circuit a) enabled and b) disabled [9]. ............ - 51 - 
Figure 3.19: The overall block diagram of the sound localization hardware by Watts [10].   ..... - 52 - 
Figure 3.20: CDA-based estimation architecture [11]. ...................................................................... - 54 - 
Figure 3.21: The timing diagram of the generation of UP, DOWN and modified clocks [12]. . - 56 - 
Figure 3.22: The block diagram of a basic derivative correlator block [12]. .................................. - 57 - 
Figure 3.23: The mean value of the experimental field results for narrow band (200Hz),and broad 
band (16Hz-300Hz) input signals [12]. ...................................................................................... - 57 - 
xv 
 
Figure 3.24: The parallel transmission of the two-layer neural network (Top), and the serial 
transmission uses the Address Event Representation (AER) Protocol (Bottom) [13]. ..... - 58 - 
Figure 3.25: Basic building blocks of the AER EAR. a) The simplified IHC circuit, and b) The 
AER integrate-and-fire spiking neuron circuit [14]. ................................................................ - 60 - 
Figure 3.26: The computation of the ITD from cross-correlating the spike trains from all channels 
in the response to 1500Hz pure tone [14]. ................................................................................ - 60 - 
Figure 3.27: The block diagram of the sound localization system proposed by van Shaik [15]. - 63 - 
Figure 3.28: An example of the localization result and error for a pure tone stimulus of 400Hz 
[15]. .................................................................................................................................................. - 63 - 
Figure 4.1: Three types of acoustic sensors for directional hearing in animals A) Pressure sensitive 
ears. B) Pressure difference sensitive ears C) Mechanically coupled ears [1]. In human (A), 
the distance between the ears is approximately two time the wavelength of the receiving 
sound wave whereas in the fly (C), the ears is approximately 130 times the wavelength of the 
receiving sound wave. This distance is very small compared to that of the human’s ears. - 68 - 
Figure 4.2: Detailed pictures of the Ormia Ochracea fly and its ears A) Sketch of the Ormia ochracea 
fly showing the location of its hearing organ. B) The anatomy of the Ormia ears showing the 
structure of its hearing organs [2]. .............................................................................................. - 69 - 
Figure 4.3: Physical structure of the Ormia’s ears and its mechanical model. A) A close up view of 
the structure of the Ormia ears. B) An equivalent mechanical model of the structure of the 
Ormia’s ears as proposed  by [2] etc. ......................................................................................... - 71 - 
Figure 4.4: The comparison between the measured Ormia ears’ displacement responses and the 
prediction from equation (4.1) a) The ILD between the Ormia ears. b) The ITD between the 
displacement of the Ormia ears [2]. ........................................................................................... - 72 - 
Figure 4.5: The idealized movement of the Ormia ears depicted by a combination of the 
movement of two rigid bars moving in phase (translating mode) and out of phase (rocking 
mode) [1]. ........................................................................................................................................ - 73 - 
Figure 4.6: Three types of the Ormia ears’ afferent responses to stimulus A) response of type 1 
afferent. B) response of type 2 afferent  C)  response of type 3 afferent [4]........................ - 75 
- 
Figure 4.7: The effect of sound stimulus on the latency of the Ormia auditory afferents. a) The 
dependence of the latency of the afferent response on the intensity of the stimulus signal 
(grey and dark color for ipsilateral and contralateral responses, respectively). b) The 
difference in latency between ipsilateral and contralateral responses with respect to incidence 
angle of the sound [3]. .................................................................................................................. - 75 - 
Figure 4.8: The comparison of the ITD between sound stimulus responses and neural responses 
[1]. The overall delay magnification process in the Ormia’s ears can be divided into two 
phases. First, the mechanical response amplifies the delay and amplitudes between the 
xvi 
 
responses of the Ormia’s membranes leading to the magnified ITD and ILD in primary 
neural signals connected to the fly’s ear membrane. Second, the ITD between the neural 
signals is further amplified by the neural processing where the neural signal will response 
with different latencies at different ILD. Hence, the overall process yields very high delay 
magnification gain i.e. 320μs/1.5μs = 210. ............................................................................... - 76 - 
Figure 4.9: A structure of the acoustic pressure difference sensor employed in hearing aids [5].
 ................................................................................................................................................. ……- 77 - 
Figure 4.10: The structure of the Ormia-inspired miniaturise directional microphone by Miles et.al 
[6]. a) the microphone diaphragm. b) the optical readout units. ........................................... - 78 - 
Figure 4.11: Ormia-inspired diaphragms used in miniaturise microphones by Yoo et.al [8]. a) a 
diaphragm for a differential microphone. b) a diaphragm for a directional microphone.. - 79 - 
Figure 4.12: An Ormia-inspired diaphragm for directional microphones by Sung et.al constructed 
in CMOS technology [9]. ............................................................................................................. - 79 - 
Figure 4.13: An Ormia-inspired gimbal diaphragm by Saito et.al [10]. ........................................... - 80 - 
Figure 4.14: The description of the acoustic receivers and a direction of sound source for a 
gradient flow method by Gert et.al [11]. .................................................................................... - 80 - 
Figure 4.15: a) The equivalent signal flowgraph of the Ormia system described by (4.5), and b) 
The equivalent signal flowgraph of Figure 4.15.a codified by (4.7). ..................................... - 83 - 
Figure 4.16: The ITD of the O2 hearing system as a function of the frequency and the physical 
delay. The parameters of the O2 hearing system are: k = 0.576 N/m, k3 = 0.18 N/m, c = 
1.15×10-5 N s/m, c3 = 2.88×10-5 N s/m and m = 2.88×10-10 kg as used in [2]. ................. - 84 - 
Figure 4.17: The effect of ω0 (a) and Q (b) tuning on the ITD value for Hd(s) = K1K2s / (s2 + 
(ω0/Q)s + ω02) and τpd = 0.2us. The Q and ω0 values vary from 1 to 9.112 and from 30000 to 
230000 rad/s, respectively. The value of K1 is set to 1000. .................................................... - 86 - 
Figure 4.18: The effect of ω0 (a)  and Q (b)  tuning on the ITD value for Hd(s) = K1K2s / (s2 + 
(ω0/Q)s + ω02) and τpd = 2.5us. The Q and ω0 values vary from 1 to 9.112 and from 30000 to 
230000 rad/s, respectively. The value of K1 is set to 100. ...................................................... - 87 - 
Figure 4.19: The effect of ω0 (a)  and Q (b)  tunning on the ITD value for Hd(s) = K1K2s / (s2 + 
(ω0/Q)s + ω02) and τpd = 10.5us. The Q and ω0 values vary from 1 to 9.112 and from 30000 
to 230000 rad/s, respectively. The value of K1 is set to 20. .................................................... - 87 - 
Figure 4.20: The effect of ωz tuning on the ITD value for Hd(s) = K1K2(s + ωz) / (s2 + (ω0/Q)s + 
ω02), τpd = 0.2µs (a) and 10.5µs (b).The ωz value varies from 12560 rad/s to 2000 Hz 
respectively. The values of Q, ω0 and K1 are set to 9.12, 6280 rad/s, 1000 (a) and 20 (b), 
respectively. .................................................................................................................................... - 88 - 
Figure 4.21: The effect of ω0 tuning on the ITD value for Hd(s) = K1K2(s + ωz) / (s2 + (ω0/Q)s + 
ω02), τpd = 0.2µs (a) and 10.5µs (b). The ω0 varies from 30000 to 230000 rad/s, respectively. 
xvii 
 
The values of Q, ωz and K1 are set to 9.112, 6280 rad/s, 1000 (a) and 20 (b), respectively.
 ................................................................................................................................................ …….- 88 - 
Figure 4.22: The effect of Q tuning on the ITD value for Hd(s) = K1K2(s + ωz) / (s2 + (ω0/Q)s + 
ω02),  τpd = 0.2µs (a)  and 10.5µs (b). The Q value varies from 1 to 9.112, respectively. The 
values of ω0, ωz and K1 are set to 230000 rad/s, 6280 rad/s, 1000 (a) and 20 (b), respectively.
 ........................................................................................................................................................ ..- 89 - 
Figure 4.23: A signal flowgraph of a “modified O2 system”. The RM and TM filters are reduced to 
simple gain elements (Bear in mind Figure 4.15.b) .................................................................. - 90 - 
Figure 4.24: A comparison between the ITD values of the modified O2 system simulated from a 
real speech signal recorded from a male speaker with the sampling frequency 44kHz signal 
and the result predicted by the ITD identity in (4.11). ............................................................ - 91 - 
Figure 4.25: The effect of increasing the delay gain β value and the frequency ω/2π value on the 
ITD relation (4.11)  when  the input physical delay amounts to 5µs.  (a) the delay gain varies 
from 20 to 100. (b) the frequency varies from 0.1 to 2 kHz, and the physical delay amounts 
to 10µs. c) The delay gain varies from 20, 10 to 6.67 providing the same ITD for different 
physical delay values of 5, 10 and 15µs  respectively. (d) With the physical delay set to 5µs, 
when the delay gain β varies from 20.18 to 20.7 and 21.6 approximately the same ITD value 
of 100µs is achieved at different frequencies of 0.5, 1 and 1.5 kHz, respectively. .............. - 92 - 
Figure 4.26: A conventional cross-correlogram [13]. ........................................................................ - 93 - 
Figure 4.27: A coincidence detection or cross-correlator unit. ........................................................ - 94 - 
Figure 4.28: Transient responses of signals used for cross-correlogram computation. a) and b) 
Waveforms of input speech signals from a male speaker received from the left and right 
microphone (blue and red) with time resolution of 0.5µs and τpd value of -200µs. c) and d) 
Waveforms of the left and right cochlea filter outputs for an ITD value of -200µs at a centre 
frequency of 3.9kHz...................................................................................................................... - 96 - 
Figure 4.29: The cross correlogram of a single sound source (top) and its poolded cross-
correlogam (bottom) with -200µs physical delay. The left and right filterbanks are composed 
of 200 6th-order DAPGF each. Each correlator consists of a pair of 60 delay stages of 10 µs 
delay each. ....................................................................................................................................... - 97 - 
Figure 4.30: The proposed O2-inspired sound localization system resulting from the combination 
of the coincidence detection model and the modified O2 system. ...................................... - 100 - 
Figure 4.31: Transient responses of signals in the process of the cross-correlogram computation. 
a) and b) waveforms of input speech signals from a male speaker received from the left and 
right microphone (blue and red) with time resolution of 0.5µs and τpd value of -4µs. c) and d) 
waveforms of output signals from the modified O2 system with a delay gain value of 40. e) 
and f) waveforms of the left and right cochlea filter outputs with the ITD value around -
100µs at a centre frequency of 3.9kHz. .................................................................................... - 102 - 
xviii 
 
Figure 4.32: The cross-correlogram including the modified O2 system for the same sound source 
as the previous example with a physical delay of -4µs and delay gain of 40 at low frequencies. 
The cross-correlation is composed of 32 stages of 10µs of delay each. ............................. - 103 - 
Figure 4.33: Re-mapped cross-correlogram of Figure 4.32 (top) and its pooled cross-
correlogram(bottom) using the remapping algorithm codified by (4.18) – (4.27)
 ................................................................................................................................ …………….- 103 - 
Figure 4.34: The conventional cross-correlogram and its pooled cross-correlogram for a mixture 
of female and male speech signals with physical delays of -10µs and 4µs, respectively. The 
cross-correlation is composed of 32 stages of 0.5µs delay each. ......................................... - 105 - 
Figure 4.35: Transient responses of signals in the process of the cross-correlogram computation. 
a) and b) waveforms of the mixed input speech signals from the male and the female speaker 
received from the left and right microphone (blue and red) with time resolution of 0.5µs and 
τpd value of -10µs and 4µs for the female and the male speaker respectively. c) and d) 
waveforms of output signals from the modified O2 system with delay gain value of 12. e) and 
f) waveforms of the left and right cochlea filter outputs at a centre frequency of 3.9kHz……
 ........................................................................................................................................................ - 106 - 
Figure 4.36: The cross-correlogram including the modified O2 system and its pooled cross-
correlogram for the mixture of a female and a male speech signal with physical delays of -
10µs and 4µs, and delay gain of 12 at low frequencies. The cross-correlation is composed of 
32 stages of 5µs of delay each. ................................................................................................... - 107 - 
Figure 4.37: The boundary where less than 10μs ITD error can be achieved in the presence of 
natural frequency and quality factor mismatches. a) The effect of increasing Q on ITD error 
curve. The natural frequency and the quality factor mismatches are set to range from -0.3% 
to +0.3% and from -30% to +30%, respectively. The input frequency is fixed at 2kHz and Q 
varies from 5 to 10. b) The effect of decreasing input frequency on ITD error curve. The 
natural frequency and the quality factor mismatches are set to range from -0.2% to +0.2% 
and from -30% to +30%, respectively. The quality factor is fixed at 10 and the input 
frequency varies from 3kHz to 640 Hz, respectively. ........................................................... - 109 - 
Figure 4.38: The boundary where less than 10μs can be achieved in the presence amplitude 
mismatch α  at the modified O2 input. a) effect of increasing β on ITD error curve. The 
quantity α ranges from 0.7 to 1.3. The input frequency is fixed at 2kHz and β varies from 15 
to 45. b) effect of decreasing frequency on the ITD error curve. The quantity α ranges from 
0.9 to 1.2. The delay gain is fixed at 30 and the input frequency varies from 3kHz to 640Hz..
 ........................................................................................................................................................ - 110 - 
Figure 4.39: An illustration of the effect of filters’ bandwidths (Q1 and Q2) on the spectrum 
contents of a single sound source input. ................................................................................. - 112 - 
xix 
 
Figure 4.40: Variation of the ITD value the O2-inspired system versus the relative strength of 
input signals. The graphs are parameterised for the filter bandwidth. The filter’s bandwidth 
ΔfB varies from 0Hz to 200Hz, the centre frequency is set to 1kHz while the input physical 
delay is fixed at 2μs. .................................................................................................................... - 114 - 
Figure 4.41: The standard deviation of the ITD values of the O2-inspired system versus the 
relative strength of input signals. The results are parameterised with respect to the filter 
bandwidth ΔfB . The filter bandwidth ΔfB varies from 0Hz to 200Hz. The frequencies f1 and 
f2 are set to be uniformly random around the center frequency fCF = 1kHz are placed within 
the filter’s bandwidth. The phase lag φ is set to be randomly uniform within [-π,+π ]and the 
input physical delay is fixed at 2μs. ........................................................................................... - 115 - 
Figure 4.42: An illustration of the effect of filters’ bandwidth upon the spectrum content of a 
mixture of two sound sources. .................................................................................................. - 117 - 
Figure 4.43: The mean ITD values of the mixture of two sinusoidal signals versus the relative 
strength of input signals. The filter bandwidth ΔfB plays the role of a parameter. The 
bandwidth ΔfB varies from 0Hz to 200Hz, the centre frequencies f1 and f2 are considered to 
be uniformly random within filter’s bandwidth, the phase lag φ is considered to be uniformly 
random within [-π, +π] and the input physical delays d1 and d2 are fixed at -80μs and-150μs 
respectively. .................................................................................................................................. - 118 - 
Figure 4.44: The standard deviation of the ITD value of the mixture of two sinusoidal signals 
versus the relative strength of the input signals. The filter bandwidth ΔfB plays the role of a 
parameter. The bandwidth ΔfB varies from 0Hz to 200Hz, the centre frequencies f1 and f2 are 
considered to be uniformly random within the filter’s bandwidth, the phase lag φ is 
considered to be uniformly random within [-π,+π] and the input physical delays d1 and d2 are 
fixed at -80μs and-150μs respectively. ..................................................................................... - 120 - 
Figure 4.45: The mean ITD values of the O2-inspired system outputs in response to a mixture of 
two sinusoidal signals versus the relative strength of input signals. The filter bandwidth ΔfB 
plays the role of a parameter. The filter bandwidth ΔfB varies from 0Hz to 200Hz, the centre 
frequencies f1 and f2 are considered to be uniformly random within the filter’s bandwidth, 
phase lag φ is set to be uniformly random within [-π,+π] and the input physical delays d1 and 
d2 are fixed at -8μs and +8μs, respectively. The delay gain is set to 12. ............................. - 121 - 
Figure 4.46: The standard deviation of the ITD value of O2-inspired system output in response to 
a mixture of two sinusoidal signals versus the relative strength of input signals. The filter 
bandwidth ΔfB plays the role of a parameter. The filter bandwidth ΔfB varies from 0Hz to 
200Hz, the centre frequencies f1 and f2 are considered to be uniformly random  within the 
filter’s bandwidth, the phase lag φ is considered to be uniformly random within [-π,+π] and 
the input physical delays d1 and d2 are fixed at -8μs and +8μs respectively. The delay gain is 
set to 12. ........................................................................................................................................ - 122 - 
xx 
 
Figure 5.1: a) Subthreshold and above threshold characteristic of ID vs. VDS [1]. b) Subthreshold 
and above threshold saturation characteristic of ID vs. VGS on a log scale [2]. ................. - 128 - 
Figure 5.2: Static translinear circuit implemented by 4 NMOS transistors. ................................. - 129 - 
Figure 5.3: The block diagram of the companding capacitive integrator [4]. .............................. - 131 - 
Figure 5.4: The current-mode log-domain integrator circuit.......................................................... - 132 - 
Figure 5.5: (a) a simple transconductance amplifier implemented by means of a simple differential 
circuit (b) block diagram of the gm-C integrator [8]. .............................................................. - 134 - 
Figure 5.6: A block diagram of the current-mode gm-C low-pass filter [14]. ............................... - 135 - 
Figure 5.7: The input-output arithmetic circuit implemented by means of current mirrors. ... - 138 - 
Figure 5.8: The structure of a Bernoulli Cell implemented by means of a weakly inverted MOS 
transistor and a capacitor [11]. .................................................................................................. - 139 - 
Figure 5.9: The interconnection of two Bernoulli cells [16]. .......................................................... - 140 - 
Figure 5.10: The complete circuit of the PMOS second order log-domain filter. ...................... - 143 - 
Figure 5.11: The signal flowgraph of the current mode gm-C filter described by (5.38.         ... - 144 - 
Figure 5.12: Block representation of the second order current mode gm-C filter circuit 
corresponding to the SFG of Figure 5.11. .............................................................................. - 145 - 
Figure 5.13: Magnitude (a) and phase response (b) of the second order log-domain and gm-C RM 
filters. ............................................................................................................................................. - 148 - 
Figure 5.14: Magnitude (a) and phase response (b) of the second order log-domain and gm-C TM 
filters. ............................................................................................................................................. - 149 - 
Figure 5.15: The ITD characteristic of the gm-C O2 system as a function of the frequency where 
the physical delay varies from 2.5μs to 4μs, 6μs and 8.5μs (blue, yellow, green and red, 
respectively). ................................................................................................................................. - 154 - 
Figure 5.16: The ITD characteristic of the gm-C O2 system as a function of the physical delay 
where the frequency varies from 1kHz to 3kHz, 6kHz, 7kHz and 8kHz (red, green, blue, 
purple and yellow, respectively). ............................................................................................... - 154 - 
Figure 5.17: The ITD characteristic of  the log-domain O2 system as a function of the frequency 
where the physical delay varies from 2.5μs to 4μs, 6μs and 8.5μs (blue, yellow, green and red, 
respectively). ................................................................................................................................. - 155 - 
Figure 5.18: The ITD characteristic of the log-domain O2 system as a function of the physical 
delay where the frequency varies from 1kHz to 3kHz, 6kHz, 7kHz and 8kHz (red, green, 
blue, purple and yellow, respectively). ...................................................................................... - 155 - 
Figure 5.19: The ITD characteristic comparison between the log-domain and gm-C O2 systems 
(blue and red) for a given physical delay value of 2.5μs. The theoretical ITD characteristic is 
shown in green. ............................................................................................................................ - 157 - 
xxi 
 
Figure 5.20: The magnitude (a) and phase response (b) of the RM and TM gain elements (blue and 
red, respectively) for TMId, TMI0 and RMId  set to 50nA, 10nA and 10nA respectively, while RMI0 
is set to 20nA. .............................................................................................................................. - 161 - 
Figure 5.21: The magnitude and phase response of the theoretically predicted delay gain for the 
totality of the O2-inspired system for TMId, TMI0 and RMId set to 50nA, 10nA and 10nA 
respectively, while RMI0 is set to 20nA. ..................................................................................... - 162 - 
Figure 5.22: The tuning characteristic of the theoretically predicted delay gain by means of RMI0 for 
TMId, TMI0 and RMId set to 50nA, 10nA and 10nA respectively, while RMI0 varies from 10nA to 
20nA and 30nA respectively (blue, green and red, respectively). a) The magnitude response. 
b) The phase response. ............................................................................................................... - 163 - 
Figure 5.23: The ITD characteristic for a fixed physical delay of 10µs and when the theoretically 
predicted delay gain varies from 3.95 to 7.26 and 13.34 (blue, green and red, respectively) by 
setting TMId TMI0 and  RMId to value of 50nA, 10nA, 10nA respectively, while RMI0 varies from 
10nA to 20nA and 30nA a) as a function of the frequency. b) as a function of the physical 
delay for a frequency 500Hz. ..................................................................................................... - 164 - 
Figure 5.24: The ITD characteristic for a fixed delay gain by setting TMId, TMI0, RMId and RMI0 to 
50nA, 10nA, 10nA and 20nA respectively, a) as a function of the frequency by varying the 
physical delay from 5µs to 10us, 15µs and 20µs (purple, blue, green and red, respectively). b) 
as a function of the physical delay by varying the frequency from 0.4kHz to 2kHz and to 
3kHz (red, green and blue, respectively). ................................................................................. - 165 - 
Figure 5.25: The remapped and pooled remapped cross-correlogram of the output of the O2-
inspired circuit given a single sound source with physical delay of 4µs and fixed theoretical 
delay gain value of 5 by setting TMId, TMI0, RMId and RMI0 to 50nA, 10nA, 10nA and 10nA 
respectively. The cross-correlogram uses 32 stages of 5 µs delay each. ............................. - 169 - 
Figure 5.26: The remapped and pooled remapped cross-correlogram of the output of the O2-
inspired circuit given the mixture of a male and a female sound source with the physical 
delays of -5µs and 5µs, and a fixed theoretical delay gain value of 5 by setting TMId, TMI0, RMId 
and RMI0 to 50nA, 10nA, 10nA and 10nA  respectively. The cross-correlogram uses 32 stages 
of 5 µs delay each. ....................................................................................................................... - 169 - 
Figure 5.27: Monte Carlo simulation of the O2-inspired circuit for 200 runs for a physical delay 
value of 10µs, 200Hz input frequency, and a theoretical delay gain value of a)  4 and  b) 7 by 
setting TMId, TMI0, RMId to 50nA, 10nA, 10nA, respectively, and RMI0 to 10nA and 20nA, for 
delay gain value of 4 and 7, respectively. The RM and TM translinear loops are implemented 
using PMOS devices whose dimensions are 200μm/10μm. All NMOS and PMOS devices 
employed in the current mirrors of translinear loops have dimensions 100μm/15μm. The 
device dimensions of PMOS and NMOS for the input subtraction circuit are 20/7 and 
100/15, respectively, whereas the device dimensions of PMOS and NMOS for the input 
xxii 
 
addition circuit are 200/20 and 100/15, respectively. The device dimensions of the PMOS 
and NMOS for the output subtraction circuit are 20/10 and 100/15, respectively, whereas 
the device dimensions of the PMOS for the output addition circuit are 100/15. The 
theoretical ITD values for the above circuit parameters are 47 µs and 84 µs, for the 
theoretical delay gain value of 4 and 7, respectively. ............................................................. - 171 - 
Figure 5.28: Monte Carlo simulation of the O2-inspired circuit for 200 runs for a physical delay 
value of 10µs, 500Hz input frequency, and a theoretical delay gain value of a)  4 and  b) 7 by 
setting TMId, TMI0, RMId to 50nA, 10nA, 10nA, respectively, and RMI0 to 10nA and 20nA, for 
delay gain value of 4 and 7, respectively.. The RM and TM translinear loops are implemented 
using PMOS devices whose dimensions are 200μm/10μm. All NMOS and PMOS devices 
employed in current mirrors of translinear loops have dimensions 100μm/15μm. The device 
dimensions of PMOS and NMOS for the input subtraction circuit are 20/7 and 100/15, 
respectively, whereas the device dimensions of PMOS and NMOS for the input addition 
circuit are 200/20 and 100/15, respectively. The device dimensions of the PMOS and 
NMOS for the output subtraction circuit are 20/10 and 100/15, respectively, whereas the 
device dimensions of the PMOS for the output addition circuit are 100/15. The theoretical 
ITD values for the above circuit parameters are 44 µs and 79 µs, for the theoretical delay 
gain value of 4 and 7, respectively. ........................................................................................... - 172 - 
Figure 6.1: The layout of a single NMOS transistor used in this work. It is composed of the core 
NMOS transistor built on the p-substrate and surrounded by a rounded p-substrate guard 
ring. ................................................................................................................................................ - 179 - 
Figure 6.2: Crossectional of an inverter layout showing the parasitic “latch-up” feedback loop 
which is formed by the parastic BJTs and resistors (Adapted from [1]). ........................... - 180 - 
Figure 6.3: The process gradient varies as a function of position along the wafer die (a), and the 
improved layout designs of devices A and B by b) “interdigitisation” and c) “common-
centroid” layout techniques [2]. ................................................................................................ - 181 - 
Figure 6.4: The common-centroid layout of the cascaded current mirror (top), and its equivalent 
schematic (bottom). .................................................................................................................... - 184 - 
Figure 6.5: The common-centroid layout of the 4 PMOS transistor translinear loop (top), and its 
equivalent schematic (bottom). ................................................................................................. - 185 - 
Figure 6.6: The bonding pad with a simple ESD protection circuit formed by two diodes to 
protect the transistor from ESD damage [2]. ........................................................................ - 187 - 
Figure 6.7 The complete layout of the O2-inspired integrated circuit. Technology AMS 0.35 μm. .. - 
188 - 
Figure 6.8: Microphotograph of the O2-inspired integrated circuit. ............................................. - 190 - 
xxiii 
 
Figure 6.9: Overall test setup which consists of current input signal generators, biasing current 
supplies, transimpedance amplifiers, trigger pulse generator, osciloscope, laptop and circuit 
under test. ..................................................................................................................................... - 191 - 
Figure 6.10: The transimpedance amplifier constructed by a National Semiconductor 3fA input 
bias current precision amplifier LMP7721MA, coupling capacitors and a 20MΩ ceramic 
resistor a) actual test setup b) schematic diagram. ................................................................. - 192 - 
Figure 6.11: The overall integrated circuit test setup including voltage and biasing current supplies, 
input current generators, transimpedance amplifiers and testing board (top), and the close up 
view of the O2 - inspired integrated circuit which was tested on the PCB testing board 
(bottom). ....................................................................................................................................... - 193 - 
Figure 6.12: Typical measured transient responses of the RM and TM outputs (green and red, 
respectively), and their smoothed transient responses (yellow and blue, respectively) for the 
bias current setting: TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 =10nA. The operating 
frequency is set at 300Hz. The resolution of the sampling data is 40μs. ........................... - 195 - 
Figure 6.13: The frequency responses of the delay gains and their tuning given that the dc gain of 
the TM gain element was fixed by TMI0 = 10nA and TMId = 50nA, and the dc gain of the RM 
gain element was made tuneable by setting RMId = 10nA while RMI0 was varied from 10nA to 
20nA and 30nA (blue, red and green, respectively). .............................................................. - 196 - 
Figure 6.14: a) The measured transient responses of the ipsilateral (red) and the contralateral 
(blue), and b) Their filtered transient responses for TMI0 = 10nA, TMId = 50nA, RMId = 10nA,  
RMI0 =10nA and an operating frequency of 500Hz while the physical delay value was set to 
20μs. Each 3rd-order DAPGF filter had the natural frequencies set to 500Hz with a quality 
factor Q = 9. ................................................................................................................................. - 198 - 
Figure 6.15: The measured delay offset over frequency for different delay gain settings (RMI0 = 
10nA (blue), 20nA (red) and 30nA (green)). ........................................................................... - 199 - 
Figure 6.16: The measured ITD values as a function of the physical delay by varying the delay gain 
by means of the biasing currents: TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 10nA, 
20nA and 30nA (green, red and blue, respectively) at operating frequencies a) 0.5kHz, b) 
1.5kHz and c) 2.5kHz. ................................................................................................................ - 201 - 
Figure 6.17: The measured ITD value as a function of the operating frequency by varying the 
physical delay from 5μs to 10μs, 15μs and 20μs (blue, red, green and purple, respectively) at 
different delay gain values which were set by setting: TMI0 = 10nA, TMId = 50nA, RMId = 10nA 
and a) RMI0 = 20nA and b) RMI0 = 30nA. Each step on the frequency axis is equivalent to 
0.3kHz. .......................................................................................................................................... - 203 - 
Figure 6.18: The frequency responses of the delay gains as measured from 20 chips using the 
flollowing biasing current setting: TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 20nA. 
The averaged frequency response is shown in solid grey line. ............................................. - 204 - 
xxiv 
 
Figure 6.19: The ITD characteristic as a function of the physical delay measured from 20 chips 
setting TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 10nA and the operating 
frequency of 500Hz. The averaged ITD characteristic is shown in solid grey line. ......... - 205 - 
Figure 6.20: The histogram distribution of the delay gain as measured from slopes of the ITD 
characteristics from 20 chips by setting TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 
10nA, and at operating frequency 500Hz. The approximated distribution curve is shown by 
solid orange line. .......................................................................................................................... - 206 - 
Figure 6.21: Measured THD as a function of the input amplitude evaluated at frequencies of 
0.1kHz, 0.5kHz, 1kHz, 2kHz and 3kHz (dark blue, red, green, light blue and purple, 
respectively) for the outputs of a) the RM gain element, and b) the TM gain element. The 
biasing currents for the RM and TM gain elements are TMI0 = 10nA, TMId = 50nA, RMId = 
10nA and RMI0 = 20nA whereas the input amplitude was varied from 5nA to 50nA using a 
5nA step size. ............................................................................................................................... - 208 - 
Figure 6.22: The THD characteristic as a function of the input amplitude evaluated at 0.1kHz, 
0.5kHz, 1kHz, 2kHz and 3kHz (dark blue, red, green, light blue and purple, respectively) for 
the outputs of a) the ipsilateral output, and b) the contralateral output. The biasing currents 
for the RM and TM gain elements are TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 
20nA, the physical delay value is 2.5μs while the input amplitude varies from 5nA to 50nA 
using 5nA step size. ..................................................................................................................... - 209 - 
Figure 6.23: The noise power spectrum density of the ipsilateral input given the input signals of 
the O2-inspired integrated circuit were fed with zero amplitude and constant dc input current 
of 150nA and the same biasing current as used in Figure 6.11 (a), and its close up view (b)….
 ........................................................................................................................................................ - 211 - 
 
 
 
xxv 
 
List of Tables 
 
Table 3.1: Mean localization and distribution of errors for different input S/N ratios for both              
correlated (c) and non-correlated noise (nc). For this test 180 different source positions 
         were considered [9]........................................................................................................................- 50 - 
 
Table 4.1: The parameters of the Ormia Ochracea (O2) system codified by equation (4.6). ...... - 82 - 
 
Table 5.1: Parameters of current mode second order log-domain filter for rocking and translating 
mode. ............................................................................................................................................. - 146 - 
 
Table 5.2: Parameters of current mode second order gm-C filter for rocking and translating 
mode… ......................................................................................................................................... - 146 - 
 
Table 5.3: Performance summary of log-domain and gm-C RM filters. ....................................... - 150 - 
 
Table 5.4: Performance summary of log-domain and gm-C TM filters. ....................................... - 150 - 
 
Table 5.5: Log-domain and gm-C O2 system performance comparison ...................................... - 157 - 
 
Table 5.6: Summary of the complete O2-inspired circuit ................................................................ - 166 - 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xxvi 
 
List of Abbreviations 
 
AER  Address Event Representation 
 
AGC  Automatic Gain Control 
 
AN  Auditory Nerve 
 
ASA  Auditory Scene Analysis 
 
AVCN  Anteroventral Cochlea Nucleus 
 
BC  Bernoulli Cell 
 
BD  Best Delay 
 
BM  Basilar Membrane 
 
CASA  Computational Auditory Scene Analysis 
 
CCW   Counter-Clock-Wise 
 
CD  Characteristic Delay 
 
CDA  Cross-Correlation Derivative Algorithm 
 
CF  Characteristic Frequency 
 
CW   Clock-Wise 
 
DAPGF Differential All-Pole Gammatone Filter 
 
DR   Dynamic Range 
 
DRC   Design Rule Check 
 
EPSP  Excitory Postsynaptic Potential 
 
ESD   Electro Static Discharge 
 
FOM   Figure of Merit 
 
xxvii 
 
GBC  Grobular Bushy Cell 
 
HRTF   Head-Related Transfer Function  
 
IC  Inferior Colliculus 
 
IC  Integrated Circuit  
 
ICA   Independent Component Analysis 
 
ICc  Central Nucleus of the Inferior Colliculus 
 
ICx  External Nucleus of the Inferior Colliculus 
 
IED  Interaural Envelop Difference 
 
IHC  Inner Hair Cell 
 
IID  Interaural Intensity Difference 
 
ILD  Interaural Level Difference 
 
IPD   Interaural Phase Difference 
 
IPSP  Inhibitory Postsynaptic Potential 
 
ITD  Interaural Time Difference 
 
LD  Log-Domain 
 
LNTB  Lateral Nucleus of the Trapezoid Body 
 
LSO  Lateral Superior Olive 
 
LVS   Layout versus Schematic 
 
MNTB  Medial Nucleus of the Trapezoid Body 
 
MSB   Most Significant Bit 
 
MSC  Monaural Spectral Cue 
 
MSO  Medial Superior Olive 
 
xxviii 
 
NL  Nucleus Laminaris 
 
NM  Nucleus Magnocellularis 
 
O2  Ormia Ochracea  
 
PGA  Pin Grid Array 
 
PSD   Power Spectral Density 
 
PSP  Postsynaptic Potentials 
 
PTM  Prosternal Tympanal Membrane 
 
PWM  Pulse Width Modulation 
 
RM   Rocking Mode 
 
SBC  Spherical Bushy Cells 
 
SC  Switched-Capacitor 
 
SGN  Spiral-Ganglion-Neuron  
 
S2I  Double Switched Current  
 
SNR  Signal-to-Noise Ratio 
 
TDM  Time Division Multiplexing  
 
THD   Total Harmonic Distortion 
 
TL  Translinear Loop 
 
TM   Translating Mode 
 
TM  Tectorial Membrane 
 
TP  Tympanal Pit 
 
VCSEL  Vertical Cavity Surface Emitting Laser  
 
WTA   Winner-Take-All  
 
xxix 
 
ZCD  Zero-Crossing Detector  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
xxx 
 
List of Symbols 
 
Q : the quality factor  
 
ω0 : the natural frequency  
 
ωz : the zero frequency  
 
afe : the reflection coefficient  
 
(c) : the correlated noise 
 
(nc) : the non-correlated noise  
 
Ts : the sampling frequency 
 
Idiff  : the normalized bandpass filter output 
 
IHWR : the output of the half-wave rectifier 
 
τs : the delay introduced by the cochlea filter 
 
ci,j : the cross-correlation value computed from the jth channel of the left cochlea filterbank 
and the ith channel of  the right cochlea filter bank  
 
x1 : the displacement of the left ear membranes 
 
x2 : the displacement of the right ear membrane 
 
S1 : the acoustic pressures applied at the left Ormia’s ear membrane 
 
S2 : the acoustic pressures applied at the right Ormia’s ear membrane 
 
m : the mass at each end of the Ormia’s ear membranes 
 
k : the spring constant at both ends of the Ormia’s ear membranes 
 
k3 : the spring constant at the middle of the Ormia’s ear membrane 
 
c  : the unison constant at both ends of the Ormia’s ear membranes 
 
c3 : the unison constant at the middle of the Ormia’s ear membrane 
 
xxxi 
 
ω : the angular frequency 
 
vs : the sound speed which is approximately 344 m/s 
 
φi : the incident angle of the sound wave is relative to the fly’s longitudinal axis 
 
d0 : the distance between the Ormia’s ears 
 
Hx1 : the frequency responses of the left Ormia’s ear membrane 
 
Hx2 : the frequency responses of the right Ormia’s ear membrane 
 
Hr : the rocking mode second order filter transfer function 
 
Ht : the translating mode second order filter transfer function 
 
ω0r : the natural frequency of the rocking mode 
 
ω0t : the natural frequency of the translating mode 
 
ξr : the damping ratio of the rocking mode 
 
ξt : the damping ratio of the translating mode 
 
Qr : the quality factor of the rocking mode 
 
Qt : the quality factor of the translating mode 
 
1/kr : the rocking mode gain elements 
 
1/kt : the translating mode gain elements 
 
A : the input amplitude of the O2 system 
 
τpd : the physical delay  
 
|C| : the amplitudes of the output signals from the RM filters 
 
|D|: the amplitudes of the output signals from the TM filters 
 
λ : the ratio between the amplitudes of the output signals from the RM and TM filters 
 
φ : the difference in phase provided by the RM and TM filters 
 
xxxii 
 
Hd : the delay gain transfer function 
 
β : the delay gain 
 
HDAPGF  : the transfer function of the Differential All-Pole Gammatone filter 
 
N : the order of the Differential All-Pole Gammatone filter 
 
C(.) : the cross-correlation function 
 
τ : the value of a delay unit 
 
T : the total number of the delay unit employed in the cross-correlator 
 
Λ : the triangular waveform function 
 
τ′pd : the approximated physical delay  
 
eω0 : the natural frequency mismatches 
 
eQ : the quality factor mismatches 
 
fe : the ITD error function caused by natural frequency and the quality factor mismatch  
 
α : the O2-inspired input amplitude ratio 
 
ITDα : the ITD of the O2-inspired system in the presence the amplitude mismatch 
 
ge : the ITD error function caused by the amplitude mismatch 
 
fCF : center frequency of the cochlea filter 
 
ΔfB : the bandwidth of the cochlea filter 
 
gm : the transconductance of the OTA 
 
VGS : the gate-source voltage of the transistor 
 
VTH : the threshold voltage of the transistor 
 
ID : the drain current of the transistor 
 
W : the width of a transistor 
 
xxxiii 
 
L : the length of a transistor 
 
VT : the thermal voltage 
 
n : the slope constant 
 
RMI0 : the biasing current I0 of the RM translinear loops 
 
RMId : the biasing current Id of the RM translinear loops 
 
TMI0 : the biasing current I0 of the TM translinear loops 
 
TMId : the biasing current Id of the TM translinear loops 
 
τein : the delay errors presented at input pins of the O2-inspired integrated circuit 
 
τeout : the delay errors presented at output pins of the O2-inspired integrated circuit 
 
O(f,β) : the offset at a given delay (β) gain and frequency (f). 
 
 
- 1 - 
 
 
Chapter 1  
Introduction 
Binarural hearing is the very important feature of animals’ hearing systems. It involves in 
many important and extraordinary auditory processings i.e. sound localization, noise 
reduction and sound separation tasks in the auditory system. The speech computation 
task of the brain is known as the auditory scene analysis (ASA) [1]. The sound localization 
ability of the auditory system helps the brain to locate the direction of the interested 
sound source and blocks out or attenuates the unwanted noises coming from other 
directions.  
 
The sound separation ability of the auditory system is or to “distinguish” and “track” or 
to “recover” the sound source of interest in the presence of the competing noise 
environment sometimes termed “the cocktail party effect” [2]. The speech separation 
ability is the very important ability to improve the speech intelligibility of the listener. The 
auditory scene analysis of the listener was suggested to involve many speech processing 
tasks as shown in Figure 1.1 [3] 
 
 
Figure 1.1: The model of the auditory processing for the computation of the auditory scene analysis [3]. 
 
In Figure 1.1, the arriving sound waves are spectrally decomposed by the cochlea. The 
acoustic features of the input sound wave i.e onset, offset, source location and harmonic 
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are extracted from the signals at the outputs of the cochlea. In the auditory brainstem 
each acoustic feature with the similar property is grouped. Finally, the input speech signal 
can be recovered based on the similar acoustic feature. 
   
This remarkable ability of the auditory system to solve such a complex task has been 
inpired many researchers to invent the computation which is termed “the computational 
auditory scene analysis” (CASA) to perform the speech separation and segregation tasks 
as the brain does. Two major examples of the CASA are shown by Brown [4] and 
Sejnowski [5]. The CASA system by Brown had the similar structure as the ASA of the 
auditory system shown in Figure 1.1. In Brown’s system, acoustic features i.e. the 
periodicity, continuity, and onset are extracted and used to control the separation engine, 
and to control the grouping mechanism which produces output signals with distinct 
descriptions. Instead of acoustic features extracted form input signals, Sejnowski 
proposed the “Independent Component Analysis” (ICA) which uses the measure of the 
statistical independent of the output signals to control the separation engine. 
 
From the above review, it is clear that the information of the source location or spatial 
cues (see Figure 1.1) is one of the important features in the computation of the auditory 
scene analysis. Lord Rayleigh’s “duplex theory” [6] is the first study that analysed the 
physics of the binaural sound localization. It was shown that, for the horizontal plane, the 
disparity in time or “interaural time difference (ITD)” and amplitude or “interaural level 
difference (ILD)” of sound sources arriving at the ears involve in sound localization. In 
the vertical plane, the monaural cue which is the change of the spectral pattern of the 
arriving sound wave by the transfer function of the pinae or the “head related transfer 
function” (HTRF) which changes according to the incidence angle of sound waves [7]. 
 
The model of the ITD extraction process in the auditory system is believed to behave as 
the Jeffress’s coincidence detection model [8] which employs bilateral delay lines and 
cross-correlator. The performance of the coincidence detection model however becomes 
critical when the input ITD value becomes less than the resolution of the delay unit 
employed in the delay line. Thus, it is challenging for the binaural sound localization based 
coincidence detection model to operate in the application with the very small ITD value. 
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In this work the delay magnification system encountered in the hearing mechanism of the 
Ormia Ochracea and used for sound localisation is studied. A new sound localisation system 
inspired by the mechanical model of the Ormia’s ears is proposed in an attempt to address 
problems arising in conventional binaural sound localization system when “very small 
ITD values are involved”. The Thesis details prior knowledge on the subject of binaural 
sound localization, the anatomy and physiology of the mammalian ITD auditory 
pathways, binaural sound localization hardwares, the anatomy and physiology of the 
Ormia’s ears and the analog integrated circuit design and fabrication: how analog 
integrated circuits can realise O2-inspired delay magnification circuits. 
 
The Thesis is organized as follows: 
 
Chapter 2 provides a brief background of sound localisation mechanisms in humans by 
means of binaural and monaural cues, and proceeds by describing the basic anatomy and 
physiology of the mammalian auditory pathway involved in sound localisation tasks. The 
review focuses on the auditory pathway of the ITD which is an important cue for low 
frequency sound localization in the horizontal plane and has long been believed to 
function as the “Jeffress’s coincidence model”. Various ITD encoding models of the 
auditory pathway proposed recently amid the controversy over the existence of the 
coincidence detection model in the auditory pathway of some animals are reviewed and 
discussed. A past study of the function of the auditory system for sound localization task 
reviewed in this chapter sheds light on the design of binaural sound localization hardware 
from the past to present. 
 
Chapter 3 reviews the development of binaural sound localization hardware from past to 
present which can be divided into two main parts depending on the hardware 
architecture. The first part explains the design details and discusses the major 
achievements of the early sound localisation systems. These systems are mainly based on 
the conventional Jeffress’s coincidence detection model as described in the Chapter 2, and 
have architectures similar to the prototype sound localization chip by Lazzaro. Most of 
these chips employed neuromorphic circuit building blocks pioneered by Mead. The 
second part of this chapter explains and discusses the operation of recent sound 
localisation chips and attempts to the minimize chip area, reduce power consumption and 
improve sound localization accuracy. Improvements in chip area, power consumption and 
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localization accuracy are achieved by radical changes in the design of the integral parts of 
the early sound localization chips: cross-correlator, delay line, etc. Speech intelligibility is 
increased by incorporating other techniques such as noise and echo surpression, source 
separation techniques, etc. 
 
Chapter 4 studies in depth the delay magnification mechanism of the remarkable 
mechanical hearing of the small parasitoid fly, Ormia Ochracea, and describes our proposed 
Ormia-inspired sound localization system. The study of the Ormia’s delay magnification 
mechanism begins by providing the background of the anatomy of the Ormia’s external 
ears and the physiology of its auditory pathway, and proceeds by highlighting the 
developments of Ormia-inspired miniature microphones. A detailed study of the ITD 
magnification of the Ormia is provided in an effort to truly understand the parameters and 
the signal processing lurking behind the ITD magnification ability. The second part of this 
chapter describes the derivation of our novel Ormia-inspired delay magnification system. 
We also investigate (by means of correlograms) the incorporation of our proposed O2-
inspired delay magnification system in sound localisation systems and show that the 
proposed system can function with very small ITD values. At the end of this chapter, we 
provide an extensive analysis of the effects of input amplitude mismatch and filter 
mismatch (Q and natural frequency mismatches) on the performance of the proposed 
delay magnification system. Finally, we investigate the performance of the proposed 
sound localization system in the presence of filter mismatch and multiple sound source 
environment to investigate the potential of the proposed system in a real environment 
where the operation of the system might be severely affected by the presence of 
mismatch, noise and competing sound sources. 
 
Chapter 5 reviews, in its first parts the background of low-power analog circuits, the MOS 
transistor operation in weak inversion region, the current-mode signal processing and gm-
C and Log-domain filters. We proceed by detailing the design, synthesis and simulation of 
analog VLSI circuits morphing the Ormia Ochracea (O2) delay magnification system aiming 
to investigate the feasibility of the realization of the mechanical model of the Ormia’s ears 
in the electrical domain where the characteristics of the system can be tuned rather easily. 
Moreover, such a system is compatible, and can be incorporated with other speech 
processing circuits to increase speech intelligibility. Aiming at system optimization, we 
realize O2 delay magnification systems in both gm-C and Log-domain filter topologies 
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employing MOS transistors operating in the weak inversion region. Finally, at the end of 
the chapter’s first part, the simulation and the performance of both topologies are 
presented and compared. The second part of the chapter involves the design, synthesis 
simulation and Monte Carlo results of the Ormia-inspired delay magnification circuit 
realized by means of translinear loop circuits. Finally, for the purpose of the 
demonstration, we show Matlab simulation results of the proposed sound localization 
system by incorporating the Cadence simulated results of the proposed delay 
magnification circuit which is the integral part of the proposed sound localization system. 
 
Chapter 6 describes the layout and testing of the prototype delay magnification integrated 
circuit (IC) described in the previous chapter. The chapter begins by providing 
background information on CMOS analog integrated circuit layout design including layout 
techniques suitable for good matching, low transistor and capacitor parasitics and for 
shielding out interfering noise. We detail the layout of our proposed delay magnification 
monolithic circuit. The middle part of this chapter describes the experimental setup 
involved in the hardware set up and the software used to generate and analyze the inputs 
and the outputs, respectively. The measurement needs to be carefully set up since the 
testing must deal with signals with very small ITD values. Finally, the testing results 
including frequency responses of the delay gains, delay magnification tuning 
characteristics, offset delay, linearity and noise floor are shown and discussed. The 
variation of the measured results across 20 chips is also presented. 
 
Chapter 7 summarizes the contributions and achievements in this Thesis and discusses the 
open issues and probable future research paths. 
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Chapter 2  
Sound Localization Processing in Auditory Pathways 
 
2.1 Sound Localization in Humans and the Coincidence 
Detection Model by Jeffress. 
 
It has been well known that humans use binaural cues to localize sound sources in the 
horizontal plane [1]: the interaural time differences (ITDs) and the interaural level 
differences (ILDs). The ITD is generated due to the unequal distance of each ear from 
the location of the sound source. This unequal distance leads to longer time for the sound 
to reach the furthest ear than to reach the closer ear resulting in different phases for the 
sounds arriving at the two ears. The ILD is produced by the shadowing effect of the head 
and shoulder to the arriving sound waves. The head and body attenuate the energy of the 
sound arriving at the contralateral ear whereas the ipsilateral ear receives a less attenuated 
sound wave. The sound localization in the horizontal plane is believed to involve the 
monaural spectral cues (MSCs). A monaural cue is the spectral pattern of the input sound 
wave at a particular elevation. The sound reflection and deflection caused by the shape of 
the external parts of the human external auditory organ (pinnae) result in different MSCs 
at different elevations. 
 
The encoding of the ITD and ILD occurs in different ranges of frequencies. The ILD 
mechanism operates at the range of frequencies above 1.5 kHz because with that range of 
frequency the size of the head is relatively large compared to the wavelength of the sound 
such that the sound wave can be significantly attenuated resulting in substantial difference 
in sound intensity levels between the two ears. On the other hand, for frequencies below 
1.5 kHz, it is the ITD that plays an important role in the horizontal localization because at 
lower frequencies there is no detectable ILD that is available due to the fact that the large 
wave length of the sound results in no significant level difference in each ear. However, 
the delay of low frequency sound waves can exhibit a significant ITD between the ears. 
 
It has been many years ago that several ITD encoding models have been proposed. Most 
of them are based on the prominent “coincidence detection model” proposed by Jeffress 
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[2] in 1948 shown in Figure 2.1. This model consists of the axon delay lines and bilateral 
excitatory input neurons as shown in Figure 2.1.b. Neurons lie between the pair of axonal 
afferents emerging from one ear to another in the opposite direction. Each neuron 
receives bilateral inputs from the axonal afferents with different axonal lengths. The 
axonal afferent behaves as a delay line. The differences in axonal length results in different 
delay for the signal passing through the axonal delay line. The neuron responds maximally 
to input pulses from axons when it is excited by simultaneous impulses from each axon. 
The length of the axonal delay lines are adjusted such that the ITD responses of the 
neurons are tuned tonotopically from one side to the other. The temporal information of 
the input signals (purple) entering the two ears will be encoded into phase-locked signals 
(red) as shown in Figure 2.1.a (top). These phase-locked signals with ITD dictated by the 
size of the head are passed through the axonal delay line. The neuron at the location 
where the disparity of the delay line compensates for the ITD value will give maximum 
response compared to neurons at other locations. This characteristic of the “coincidence 
detection model” corresponds to evaluating the ITD by means of a running short-time 
cross-correlation function between the input signals. Figure 2.1.a (bottom) shows the ITD 
response of a neuron to binaural input with high and low frequencies (green and blue). To 
be precise, the coincidence detection model encodes the ITD information into the spatial 
locations of the neurons.  
 
 
Figure 2.1: The ITD encoding mechanism according to Jeffress’s coincidence detection model. a) The 
temporal encoding of the axonal delay line (red) in response to the stimulus waveform (purple) (top), and 
ITD responses of the neurons in the coincidence detection model to high (green) and low (blue) frequency 
inputs (bottom). b) The schematic diagram of the coincidence detection model [3]. 
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2.2 The ITD Auditory Pathway in Mammals and the 
Coincidence Detection Model 
 
From the introduction in the previous section, it is known that the primary cues for the 
horizontal sound localization in animals are the ITD and the ILD whereas the primary 
cue for vertical sound localisation is the monaural cue termed MSC. The challenge to 
understand (what and how) the auditory system of animals involving in the processing of 
the binaural and monaural cues in order to produce the localization of the sound source 
has attracted many researchers in the field. Even though the roles of the auditory system 
for sound localization tasks have been extensively studied in many animals, there are still 
many functions of the auditory system related to sound localization that have not been 
fully understood. In this section, we will provide a brief review of the mammalian auditory 
pathway for sound localization which was extensively reviewed by Philip [4]. The review 
focuses mainly on the ITD auditory pathway. 
 
The ITD and ILD auditory pathways depicted in Figure 2.2 are thought to originate from 
the left and right cochlea. There is a certain level of similarity between the two pathways. 
The ITD and ILD pathways involve anteroventral cochlea nucleus (AVCN) and 
eventually project to the inferior colliculus (IC). The ITD and ILD processings are 
believed to take place in the medial superior olive (MSO) and the lateral superior olive 
(LSO) respectively. The MSO receives excitation inputs bilaterally from the spherical 
bushy cells (SBC) of the AVCN. The LSO receives an excitation input ipsilaterally from 
the SBC and an inhibitory input from the medial nucleus of the trapezoid body (MNTB). 
The MNTB is excited by an input from the contrallateral grobular bushy cell (GBC) of 
the AVCN. 
 
The basilar membrane (BM) shown in Figure 2.3 is composed of the long stiff elements 
whose the stiffness changes exponentially from base to apex. This structure of the basilar 
membrane results in the frequency selective characteristic of the basilar membrane in 
response to input stimuli. As a result, the base of the basilar membrane responds 
maximally to high frequency tones while the apex responds maximally to low frequency 
tones. The characteristic frequency (CF) of the basilar membrane decreases exponentially 
from base to apex. As the BM moves, the inner hair cell (IHC) will be pushed against the 
tectorial membrane (TM) causing the IHC to bend. When the IHCs are bent towards  
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Figure 2.2: The schematic diagram of the ITD and ILD auditory pathways (A and B). The ITD pathway 
consists of the cochlea, the auditory nerve (AN), spherical bushy cell (SBC) of the anteroventral cochlea 
nucleus (AVN) and the medial superior olive or (MSO). The ILD pathway consists of the cochlea, the AN, 
the SBC, the grobular bushy cell (GBC) of the AVCN, medial nucleus of the trapezoid body (MNTB) and 
the lateral superior olive or (LSO). C) Response of the MSO neurons to the interaural time difference. D) 
Response of the LSO neurons to interaural level difference [4]. 
 
their preferred direction, the ion-gated channels of the IHC will be opened allowing 
positive ions to enter the cell. This causes the spiral ganglion neurons to generate a spike. 
In contrast, when the IHC moves towards its non-preferred direction the ion-gated 
channels will remain closed and no spike is generated. The generated pulse is sent to the 
brainstem via the auditory nerve (AN). This characteristic of pulse generation is called 
“phase-locked” mechanism. The temporal information of the input sound waves is 
encoded by phase-locking which is very important in all auditory processing tasks. The 
phase-locking characteristic of the auditory nerve fiber is limited to signals with a 
frequency of up to 3-4 kHz. Since the auditory nerves cannot carry temporal information 
for frequencies above 4 kHz, the encoding of the ITD is limited to low frequency signals. 
The phase-locking behaviour of the AN at high frequencies is rather random. The phase-
locking behaviour of the IHC which is reflected by the response of the AN is shown in 
Figure 2.4. Figure 2.4.A shows the response of the AN to a 340 Hz tone. It can be seen 
that the AN responds preferably to a particular phase of the stimulus signal. This can be 
seen clearly by dividing the population of spikes into bins that correspond to a particular 
phase cycle as shown in Figure 2.4.B.  
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Figure 2.3: The organ of Corti which is composed of the outer hair cells (OHC), the inner hair cell (IHC), 
and the tectorial membrane (TM) situated on top of the basilar membrane (BM). The spiral ganglion (SG) 
while the auditory nerve (AN conveys the spikes to the higher levels of the auditory system) (Adapted from 
[5]).  
 
The bushy cell (BC) of the AVCN, which is one of the many types of cells in the cochlea 
nucleus, receives an excitatory synaptic input from the cochlea via the AN fiber. The size 
of the AN from the cochlea nucleus depends on the cell type to which the AN innervates. 
The SBC can be distinguished from GBC from their anatomy: the SBC projects bilaterally 
to the MSO whereas the GBC projects contralaterally to the MNTB. Most of the BC 
exhibit greater precision in phase-locking than the AN. This can be seen in Figures 2.4.C 
and D.  
 
Thus, it was suggested that the MSO should make use of the more precise temporal 
information from the BC instead of that from the AN. There are two possibilities that 
facilitate the BC to have increased phase-locking ability in the SBC. It is believed that the 
BC behaviour either takes the form of a coincidence detector, or that its inhibitory input 
enhances its phase-locking ability. 
 
The MSO receives bilateral inputs from the SBC. The lateral and medial dendrites of the 
MSO receive inputs from the ipsilateral and contralateral SBC respectively. It was also 
suggested that the projection of high frequency SBC only occurred in the LSO, thus 
supporting the assumption of processing of low and high frequency of binaural cues by  
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Figure 2.4: The phase-locking behaviour of the auditory nerve (AN) and the bushy cell (BC) in response to a 
340 Hz tone (A and C). B) and D), the histograms of the number of spikes as a function of the phase cycle 
for the AN and the BC, respectively [4]. 
 
the MSO and LSO respectively. The MSO consists of sheets of few thick cells where the 
nucleus is tonotopically organized with the low frequency and high frequency at dorsal 
and ventral locations, respectively. There are three cell types in the MSO: principal, 
multipolar, and marginal cells. The primary cell is believed to behave like a coincidence 
detector. The medial and the lateral dendrites of the primary cells receive the contralateral 
and the ipsilateral SBC inputs, respectively. In some animals, for example gerbil, the MSO 
also receives the inhibitory input from the MNTB, however, the role of the inhibitory 
input in the encoding of the ITD in MSO still remains unclear. Most of the outputs of the 
MSO provide the excitaory output to the ipsilateral of the inferior colliculus (IC) whereas 
a small amount of the MSO output projects to the contralateral IC. 
 
The MSO is the most likely site where ITD encoding as proposed by the Jeffress 
coincidence detection model occurs. However, there have been few experimental data 
that support this hypothesis. The recording of the response from the MSO cells appears 
to be difficult. This difficulty may be due to the large field potential from the nearby AN 
action potential activities. In order for the MSO model to work as a coincidence detector, 
the following three criteria must be met. First, the binaural inputs of the MSO must  
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Figure 2.5: The response of MSO cells to 1 kHz tone. A)  ITD response to binaural inputs. B) and C) the 
histogram of the MSO cells in response to the contralateral and ipsilateral stimuli respectively [4].  
 
precisely preserve the temporal information of the arriving sound waves. Second, the 
neuron in the MSO must behave like a coincidence detector that is the MSO neuron 
should respond maximally when it is excited simultaneously by two inputs. Lastly, the 
afferent that innervates the MSO neurons must have the form of delay lines running in 
opposite directions. 
 
As we can see from the precise phase-locking property of the SBC earlier, the first 
assumption seems to be satisfied. With regards to the second assumption, if the MSO 
neurons behave like a coincidence detector, the phase response to binaural inputs should 
be able to be predicted from the difference in phase response corresponding to monaural 
stimuli at both ears. The response to monaural stimuli of 1 kHz presented at ears is 
shown in Figures 2.5.B and C whereas the response to binaural stimulus as a function of 
the ITD is shown in Figure 2.5.A. The difference in monaural stimuli phase response 
shown in Figures 2.5.B and C is 100μs which is close to the location where the maximum 
of the response occurs when the ipsilateral input leads the contralateral input by 140μs. 
This characteristic was tested at other CFs and the result was confirmed. 
 
Binaural MSO responses corresponding to different frequency tones (500 Hz to 1700 Hz) 
are shown in Figure 2.6.A: they show that the MSO cells have a common peak at a fixed 
ITD value that did not vary with the stimulus frequency. This ITD is usually termed the 
characteristic delay (CD) or best delay (BD).  
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Figure 2.6: A) The ITD responses of the MSO cells when the frequency varies from 500 Hz to 1700 Hz. B) 
The relation between the interaural phase difference and the stimulus frequency. C) The response of the 
MSO cells to broadband stimulus compared to the supperposition result from individual tones. D) The 
responses of the MSO cells to correlated and uncorrelated inputs compared to the cross-correlation results 
of spikes input to the MSO cells [4]. 
 
Figure 2.6.B shows the maximum phase responses in most cells in the MSO which 
exhibited a linear dependence upon the stimulus frequency. Hence, this result confirms 
that the CD of the MSO is independent of the stimulus frequency. When the MSO was 
stimulated by wideband noise, the responses of the MSO as a function of the ITD are 
shown in Figure 2.6.C compared to the superposition ITD results from individual 
frequency components. The result suggests that the MSO sums the ITD results 
corresponding to each signal spectral component of the input stimuli. Figure 2.6.D shows 
the responses of the MSO cells to uncorrelated and correlated stimulus signals. For 
uncorrelated stimulus, the MSO cell produced a flat ITD response compared to the result 
from the correlated stimulus. The correlation computation result of the input spikes of 
the MSO revealed a similar trend. Hence, the experimental results suggest that the MSO 
should perform a cross-correlation-like function.  From the study of the afferent axons 
innervating the MSO, the contralateral axon innervates the MSO with the longer length 
for the caudal end of the MSO and the shorter length for the rostral end of the MSO. The 
pattern of the ipsilateral axons innervating the MSO is more complicated and less 
systematic. This evidence still fits the delay line assumption, even though only the 
contralateral axons suggest the existence of a delay line mechanism and architecture.  
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Figure 2.7: The schematic diagram shows the spatial map of the ITD in the MSO for the cat. The ipsilateral 
and contralateral inputs from the SBCs innervate the MSO neurons with the same characteristic frequency 
(CF) which exhibit a spatial gradient in ITD response [4]. 
 
Studies in cats showed that for cells with the same CF, cells located near the rostral end of 
the MSO responded maximally with 0 μs ITD whereas cells located near the caudal end 
of the MSO responded maximally with 400 - 600 μs ITD. This behaviour of the MSO can 
be mapped to the schematic diagram in Figure 2.7. 
 
From above discussion, there is evidence which supports the assumption that the auditory 
systems in animals behave like the Jeffress’s coincidence detection model with respect to 
the encoding of the ITD, but this assumption is still not definitive. There are still 
unexplainable parts in the auditory system that might contribute in the ITD encoding 
procedure. In the MSO, above from the principal cells that accept binaural inputs, there 
are also marginal cells that accept monaural inputs. Hence, the ITD encoding procedure 
in the MSO should also take these cells into account. In some animals where the size of 
the head is so small that the ITD tuning of the MSO cells is outside the animal’s 
encountered physical delay, the Jeffress’ coincidence detection model cannot explain the 
low frequency sound localization using ITD in these animals despite the suggestion that 
these animals might use the ILD instead of the ITD for low frequency localization. Above 
from the excitatory inputs, the MSO also receives some minority inhibitory inputs from 
the MNTB. The role of the inhibitory inputs in ITD encoding is still unclear, even though 
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Figure 2.8: The drawing of the primary ITD auditory pathway in the barn owl which encodes interaural time 
difference into neural coding. It consists of the nucleus laminaris (NL), the nucleus magnocellularis (NM) 
and the axons from NM innervating neurons in NL [6]. 
 
there are suggestions that the inhibitory inputs might be used to surpress the response of 
unfavourable ITDs and that the inhibitory inputs might surpress echo signal. 
 
2.3 The ITD Auditory Pathway in Barn Owl 
 
The evidence from the anatomy of the auditory pathway of the barn owl is the best 
auditory pathway example that supports the assumption of ITD processing by means of 
the Jeffress’s coincidence detection model. The auditory pathway in the barn owl starts 
from the cochlea in both sides and can be divided into two pathways: one for ITD 
processing and another for ILD processing.  
 
The ITD pathway of the barn owl begins in one of the cochlea necluei called “the nucleus 
magnocellularis” or the NM. The NM performs phase synchronization of the input from 
the ipsilateral cochlea to enhance the temporal information which is useful for encoding 
of the ITD. This phase-locking extends to frequencies as high as 9kHz, the frequency 
range at which the ILD is usually involved. In some mammals the phase-locking 
phenomena normally occur at frequencies up to 1.5 to 2 kHz. 
 
The phase-locked output from the NM projects bilaterally on “the nucleus laminaris” or 
the NL. This is shown in Figure 2.8. The NL in each side is innervated bilaterally by the  
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Figure 2.9: The period histogram and the interaural time difference curve of the NL neurons in response to 
a 4409 Hz tone. A) and B) show the monaural contralateral and ipsilateral ears responses respectively, 
whereas C) shows the binaural response of the NL neurons. D) the ITD response of the NL neurons [6]. 
 
NM from both sides. The NL which is analogous to the medial superior olive (MSO) in 
mammals are innervated by ipsilateral NM axons with the same lengths in a fork-shaped 
pattern while the contralateral NM axons innervate the neurons in the NL with different 
axonal lengths. This suggested the increasing of the interaural delay by increasing the 
axonal length of the contralateral input along the NL. This evidence supports the delay 
line structure of the coincidence detection model. 
 
From the study of the response of the NL neurons to the interaural time delays in [6], 
neurons in the NL were tuned to a best frequency which ranged from 1 to 7 kHz. The 
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study of the neurons in the NL in response to a 4409 Hz tone in Figures 2.9.A and B 
shows that most neurons were tuned to 338° and 294° phase lags, for the contralateral 
and ipsilateral monaural excitation respectively. This disparity between the ipsilateral and 
contraleral phase delay was explained by the difference in the axonal lengths from the 
ipsilateral and contralateral inputs. The difference in the mean phases of the contralateral 
and ipsilateral monaural excitation is equivalent to 28 μs. For binaural excitation, most 
neurons exhibited a best delay of 350° phase lag (Figure 2.9.C). Figure 2.9.D shows the 
response of the neurons stimulated by the best frequency tone as a function of interaural 
time difference. The response to the ITD varies in a cyclic manner that corresponds to 
the frequency of the stimulus tone. From the study in [6], the period of the ITD response 
as shown in Figure 2.9.D corresponds to the stimulus frequency. The peak response 
occurred at the ITD value of 30 μs which coincides with the difference in mean phase 
delays for monaural excitation. This result corresponds to the results predicted by the 
coincidence detection model by Jeffress according to which the neuron’s best delay can be 
calculated from the difference in its best delays in response to the monaural excitation, or 
equivalently that the neuron will fire maximally when the disparity of interaural time 
difference compensates for the delay disparity between the ipsilateral and contralateral 
inputs. Thus, neurons in the NL were shown to be tuned to their best delays as predicted 
by the coincidence detection model and behave like coincidence detectors. 
 
The outputs of the NL in both sides project to the contrallateral central nucleus of the 
inferior colliculus (ICc). The study in [6] revealed that the ITD selectivity increased in the 
ICc compared to the selectivity of the ITD in the NL. It is believed that it is the inhibition 
of the neurons in the ICc that results in the increased ITD selectivity in the ICc. The 
output of the ICc project ipsilaterally to the external nucleus of the inferior colliculus 
(ICx). The ICx also receives input from the ILD processing pathway. The ILD processing 
pathway in the barn owl originates from “the nucleus angularis” or NA. The NA receives 
an input from the ipsilateral cochlea and performs amplitude coding. The output of the 
NA projects contralaterally to the ICx. The ICx combines the information of the 
interaural time and amplitude difference from the ICc and the NA respectively. The ITD 
ambiguous response in the NL and ICc is surpressed in the ICx to produce the complete 
map of the auditory space. As a result, the ICx produces maximum response to one 
interaural time difference. 
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2.4 The Controversy of the Jeffress Coincidence Detection 
Models 
 
Recently, there has been new physiological data that cannot be fully explained by the 
Jeffress coincidence detection model. This has increased the controversy over the validity 
of the coincidence detection model in explaining the ITD encoding in the auditory 
pathway. From the earlier review related to ITD pathways in animals, there are two main 
concerns over the ITD encoding by a coincidence detection model. First, the existence of 
a topographic map of the BD still needs further supportive evidence. Second, the delay 
line pattern is well supported by the evidence of the contralateral afferents in the MSO, 
but the delay line pattern in the ipsilateral afferents is still not clear. Hence, the delay line 
representation in the MSO is not precise. Also, in some animals, the maximum value of 
the axonal delay is less than the largest BD in the animal. 
 
Recently, there appeared two main problems with the coincidence detection model. The 
first problem which are based on guinea pigs studies is that, in most animals, the 
encountered ITDs are expected to be in the range of the BD whereas, in the guinea pigs, 
the BDs are in the same range as that for large-headed animals although the ITD values 
encountered by guinea pigs are much less than the range of their BD. The second 
controversial evidence from the study of guinea pigs is that the relation between the BD 
and the BF which was found in the guinea pigs was not uniform over the range of the BF. 
Instead, the result showed a wider range of BD for low BFs and a narrower range of BD 
for high BFs.  
 
Figure 2.10.a illustrates the relation between the BD and the BF predicted by the 
coincidence detection model. The predicted result stems from the assumption that the 
distributions of the delay lines are uniform over the BF. Instead of the result expected 
from the coincidence detection model, the BD and BF relation found in guinea pigs as 
shown in Figure 2.10.b is different from the predicted result of Figure 2.10.a. In Figure 
2.10.b, there exists a curve of the maximum BD for each BF. This curve corresponds to 
the BF in that the maximum BD in each BF can be approximated by (2BF)-1 or the “π 
boundary”, and each maximum peak of the ITD response is separated by (BF)-1. Thus, for 
the ITD response of the neuron at “π boundary”, the response to zero ITD will be 
approximately zero at all BFs. This experimental data cannot be explained by the  
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Figure 2.10: The diagrams show the relation between the BD and the BF from a) the Jeffress coincidence 
detection model, and b) the experimental data from the guinea pigs. Top and bottom panels show the rate-
ITD responses of the neurons at the BD and the BF boundaries for high and low frequencies respectively 
[9]. 
 
coincidence detection model by Jeffress, and it suggests that there must be a source of the 
internal delay to vary with the BF which helps to restrain the zero ITD response.  
 
The experimental data in the guinea pigs showed that the BDs of most neurons are 
outside the very small ITD encountered by the animal. This result cannot be explained by 
the Jeffress coincidence model. If the guinea pigs encode the ITD according to the 
coincidence detection model, the BDs of most neurons must be tuned quite precisely in 
the range of encountered ITD. Instead, the distribution of BD is located well outside the 
encountered ITD range which results in the alignment of the steepest slope of the ITD 
response for zero ITD. 
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As a result, the ITD encoding model of the MSO in the guinea pig must be reconsidered. 
Brand and McAlphine [7-8] studied the role of the MSO inhibitory inputs in sound 
localization. Previously, it was believed that the ITD encoding in the MSO involves only 
the excitatory inputs from the SBC, even though there was some suggestive evidence that 
the MSO also receives inhibitory inputs from the MNTB. Grothe [3] pointed out that the 
tuning of the BD of the neuron resulted from the inhibitory inputs which can be seen in 
Figure 2.11. Figure 2.11 shows the ITD response of the neuron when the inhibitory input 
was active (purple) and blocked (pink). The response curve of the neuron without the 
inhibitory input shows a BD around zero ITD with higher peak response than the 
response of the neuron with the inhibitory input. The BD of the inhibited neuron is 
outside the physiological range of the ITD (blue area) in the guinea pig whereas the BD of 
the blocked inhibitory neuron is located within the physiological range around zero ITD 
value. In the physiological range of ITD, the slope of the inhibited neuron is steeper than 
the blocked inhibitory neuron. Finally, the locations of the second peak responses in both 
neurons are unchanged unlike the location of the BD. 
 
 
 
Figure 2.11: The comparison between the ITD response of the MSO neurons with inhibitory input (purple), 
and without inhibitory input (pink). The physiological range of the ITD of the guinea pigs is shown in the 
blue colour area. The change in the neuron’s response rate for the neuron with the inhibitory input is higher 
than that with the uninhibited neuron [3]. 
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Figure 2.12: The comparison between the ITD encoding a) by the coincidence detection model, and b) by 
“population coding” proposed by McAlpine [7]. The architecture, ITD response, and location of the neuron 
tuning for the coincidence detection model and the population coding are shown in i), ii) and iii) 
respectively [3]. 
 
The MSO receives the ipsilateral inhibitory input from the lateral nucleus of the trapezoid 
body (LNTB) and the contralateral inhibitory input from the medial nucleus of the 
trapezoid body (MNTB). Grothe [3] used the characteristics of the inhibitory inputs to 
explain the characteristic of the ITD response of the neuron with inhibition. Assuming 
that the contralateral and the ipsilateral inputs are similar with zero ITD, for the 
contralateral input, the excitory postsynaptic potential (EPSP) from the contralateral side 
when led by the inhibitory postsynaptic potential (IPSP) from the contralateral side will 
result in attenuation at the onset of the EPSP. This results in a delayed postsynaptic 
potential (PSP) of the contralateral input of the neuron. On the other hand, for the 
ipsilateral input, the excitatory postsynaptic potential (EPSP) from the ipsilateral side 
when lagging the inhibitory postsynaptic potential (IPSP) from the contralateral side will 
result in attenuation at the offset of the EPSP. This results in shortened postsynaptic 
- 23 - 
 
potentials (PSP) of the ipsilateral input of the neuron. As a result, the net inputs to the 
MSO neuron will be delayed by a certain amount determined by the strength of the 
inhibitory inputs.           
 
From the study of the role of the inhibitory input in the guinea pigs, McAlpine [7] 
proposed the new neural coding scheme for the ITD encoding in the guinea pigs. From 
the fact that the neurons in the MSO of the guinea pigs are tuned such that the steepest 
slope of the ITD response or the maximum response rate change is put within the 
physiological range of the ITD instead of the maximum ITD response or the BD, 
McAlpine proposed that the guinea pigs use the change in the response rate of the neuron 
to encode the ITD. The concept of this ITD encoding scheme compared with the ITD 
enconding by Jeffress is shown in Figure 2.12. Figures 2.12.a and b show the schematic 
diagram of the ITD encoding corresponding to the coincidence detection model by 
Jeffress, and the ITD encoding model with inhibitory inputs by McAlpine. It can be seen 
from Figure 2.12.a (i) that the neurons receive binaural excitatory inputs (red colour) from 
the ipsilateral and contralateral ears via increasing lengths of axonal delay lines which tune 
the BD of each neuron whereas in Figure 2.12.b (i) the neurons receive the binaural 
excitatory inputs from the ipsilateral and contralateral ears via the same length of axonal 
delay line with the additional inhibitory inputs (blue colour). From the earlier review, it 
should be clear that the coincidence detection model can realize the ITD encoding of the 
barn owl. Since the ITD encoding in the barn owl usually occurs at high frequencies, the 
tuning of the BD can be sharp and precise within its physiological ITD value. This is 
shown in Figure 2.12.a (ii) (dash line). The ITD tuning of each neuron from the left to 
right hemisphere is indicated by different colours from green to red. Figure 2.12.b (ii) 
shows the ITD tuning of the neurons with inhibitory inputs for the guinea pig case. The 
green and red colours show the ITD tuning for the left and right hemisphere, respectively. 
The peak ITD response is located outside the range of the physiological ITD for the 
guinea pig. Since the BDs of the neurons in the MSO of the guinea pig are outside its 
physiological range of ITD, its ITD encoding by means of the coincidence detection 
model will be coarse at best. McAlpine proposed the use of “population coding” instead 
of “line coding” (as in the coincidence detection model). Based on that fact that the 
sensitivity of the ITD response is maximum around small ITD values within the 
physiological ITD, he suggested that the detection of a change in the spike rate can be 
used instead of the detection of the location of the maximum ITD response. For example, 
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for a sound source placed near the left ear, the response rate of the MSO neuron in the 
left hemisphere (green colour) will be higher than the response rate of the MSO in the 
right hemisphere (red colour). Similarly, for a sound source placed near the right ear, the 
response rate of the MSO neuron in the right hemisphere will be higher than the response 
rate of the MSO in the left hemisphere. Hence, the difference between the ITD responses 
in the left and right hemispheres can be used to distinguish small ITD values within the 
animal’s physiological range which the conventional coincidence detection model cannot 
resolve. 
 
Although the proposed role of the inhibition input in the MSO and the population coding 
of the ITD seems be a good explanation of ITD encoding in mammals with small size 
heads, this proposition still receives some criticism. First, the proposed ITD encoding is 
still unable to explain the relation between the BD and BF and “the π boundary” 
mentioned earlier. Second, from the study of the blocking inhibitory input, blocking of 
the inhibitory input results in only the maximum peak response shifting toward zero 
whereas the secondary peak was barely shifted indicating that the “population coding” 
only works with the onset of the signals. Finally, the inhibitory input requires fast and 
precise timing response in order to satisfy the inhibitory model assumption. These 
criticisms raise further questions about the role of the inhibitory input. 
 
The other alternative ITD encoding which was proposed to explain the BD and BF 
relation is “the stereausis model” proposed by Shamma [10]. The stereausis model uses 
the disparity of the cochlea to realize the function of the delay line. The input sound wave 
causes the travelling wave along the basilar membrane from base to apex. There will be a 
certain amount of the delay between the different locations along the basilar membrane. If 
the neurons in the MSO receive the inputs from the outputs of each location of the 
basilar membrane, then cross-correlation computation can be performed. For low 
frequency cochlea fibers, the difference in the location introduces a large delay, whereas, 
for the high frequency cochlea fibers, the same difference in the location introduces a 
smaller value of delay. This can be used to explain the relation between the BD and BF 
and “the π boundary”. We will discuss in more detail about the stereausis model in 
Chapter 3. Even though, the stereausis model can explain the relation between the BD 
and BF, this ITD encoding scheme still has little supportive experimental evidence. 
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2.5 Conclusion  
 
Even though it is clear that humans use the ITD, ILD and MSC cues available from 
incident sound waves for a sound localization task, it is still not thoroughly understood 
how the human brain processes those cues. For the case of ITD processing, it has been 
believed that its auditory processing takes the form of the Jeffress’s coincidence detection 
model where the afferent carrying the phase-locking signal from the SBC innervating the 
MSO acts as a delay line and neurons in the MSO are tuned to their BDs and implement 
the cross-correlation function.  This assumption is well supported by the anatomy and the 
physiology of the auditory pathway encountered in the barn owl: its auditory afferents and 
the MSO neurons form a structure similar to that of the coincidence detection model. 
However, there have been only few pieces of evidences found in the auditory system of 
other animals that support such an assumption. Moreover, there has been new 
controversial evidence cover the validity of the coincidence detection model in animals’ 
auditory pathway. For example guinea pig physiological data cannot be explained by 
means of the Jeffress coincidence model. These pieces of evidences include unorganized 
axonal delay lines, the π boundary phenomena of the BD-CF characteristic and the 
physiological range of the ITD which is well outside the BD range of most guinea pig 
neurons. Consequently, other models of ITD encoding in the auditory pathway have been 
proposed recently. The “population coding” model has been proposed to mitigate the 
problem related to the physiological ITD value being well outside the BD range. The 
concept of this encoding is to use “the change” of the firing rate of a neuron for different 
ITD values instead of “the place (position)” of the neuron with the maximum response in 
order to encode the ITD information. However, this encoding scheme cannot explain the 
π boundary phenomena found in the guinea pig. The π boundary phenomena can be 
successfully explained by the “stereausis model” which exploits the property of the 
travelling wave in the cochlea filterbank to implement the function of the delay line. 
However, the model still lacks enough supportive evidence. Hence, even though many 
efforts have been dedicated to the study of the ITD processing in auditory pathways, a 
model that can explain all the available physiological data remains elusive. 
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Chapter 3  
Analogue VLSI Binaural Sound Localization Systems: 
A Historic Retrospective 1989 – 2009 
 
3.1 Introduction  
 
It can be seen from Chapter 2 that there have been many researchers that have tried to 
understand how the biological auditory system performs a sound localization task. Even 
though many extensive studies have taken place, only few areas of the primary brainstem 
that are well understood (e.g  cochlea). In contrast higher levels of the auditory part of the 
brain, are only partially understood. It is known that the human brain can localize and 
separate sound sources in a remarkable manner in noisy, echoic and competing 
environments. There are still a lot of questions to be answered how the computation in 
the brain deals with such a challenging task. 
 
Inspired by the efficiency and performance of the brain to perform a sound localization 
task, many researchers have tried to build sound localization processors that mimic some 
functions of the auditory processing. Unfortunately, from the past until now, there is no 
artificial sound localization processor that can match the efficiency of the sound 
localization computation taking place in the human brain. This might be due to the fact 
that computation in the auditory system is not thoroughly understood and that it is 
difficult to implement the full auditory function with realizable complexity. Consequently, 
there is still a lot of research to be undertaken in order to engineer a sound localization 
processor with performance and efficiency close to that of the brain. 
 
Even though it proves to be very difficult to build a sound localization processor that can 
match the performance of the auditory system, efforts to realise such a high performance 
processor have taken place. Neuromorphic, bio-inspired or biomimetric attempts have 
brought about many new sound localization systems that are characterised by reliable 
results, good performances and acceptable accuracy. This chapter reviews the efforts to 
build neuromorphic, bio-inspired or biomimetric sound localization systems. 
- 28 - 
 
The chapter is divided into two main parts. The first part which includes section 3.2 to 3.6 
presents a review of early sound localization chips based on a conventional coincidence 
detection model whereas the last part of this chapter which includes section 3.7 to 3.13 
reviews recent sound localization chips which improve the power consumption, the chip 
area and the accuracy of the coincidence detection-based sound localization chips. 
 
3.2 Silicon Model of Auditory Sound Localization System [1] 
 
The first and very important analog integrated implementation of a binaural sound 
localization system was introduced by Lazzaro [1]. This integrated circuit models the 
sound localization auditory system of the barn owl which is analogous to the coincidence 
detection model of Jeffress [4]. The structure of the chip which can be seen in Figure 3.1 
is composed of two second-order lowpass filter banks (box with “long arrow”), inner hair 
cell (IHC) circuit (box with “pulse” sign), spiral-ganglion-neuron (SGN) circuit (box with 
“Δt” symbol), multiplier circuit, and nonlinear inhibition circuits. To understand how the 
circuit performs sound localization, let us consider the structure and function of each 
circuit component as followings: 
 
The second order lowpass filter employed in Figure 3.1 is shown in Figure 3.2. It was 
proposed by Lyon and Mead [2] to model the response of the basilar membrane. It 
consists of capacitors and transconductance amplifiers where MOS transistors operate in 
the weak inversion region. The natural frequency of the filter is controlled by the bias 
voltage of the transconductance amplifier A1 and A2 whereas the quality factor Q is 
controlled by the bias voltage of the transconductance amplifier A3. Second order lowpass 
filters were cascaded to model the frequency selective characteristic at the different 
locations along the basilar membrane. The exponential gradient of the natural frequency 
value along the basilar membrane can be achieved by the linear gradient of the natural 
frequency biasing voltage of the second order filters since the natural frequency of the 
second order lowpass filter in Figure 3.2 is an exponential function of the applied voltage. 
The IHC circuit proposed by Mead [2] consists of a hysteretic differentiator and a half 
wave rectifier. It is used to enhance phase information of the second order filter output 
signal. The hysteretic diffentiator, which performs the differentiation and the logarithmic 
compression of its input, is shown in Figure 3.3 (left): it is composed of a wide range 
transconductance amplifier, a PMOS and NMOS transmission gate, and a capacitor. To 
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understand how the circuit works, let us assume that the circuit is in the steady state 
condition where the voltage VC is equal to input voltage Vi. In this state, the output 
current produced by the transconductance amplifier will be very small causing very small 
voltage drop over the transistor. As a result the output voltage value is approximately 
equal to the input voltage.  
 
 
 
Figure 3.1:  The schematic diagram of the circuit model of the barn owl sound localization system which 
consists of two matched cochlea pairs on the left  and right hand side formed by cascaded biquads, the 
inner hair cell (IHC) circuits (box with “pulse” sign), spiral-ganglion neuron circuits (box with “Δt” symbol), 
correlator circuits (circle) and the nonlinear inhibition circuits [1]. 
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Figure 3.2:  The second order lowpass filter employed in the sound localization circuit of Figure 3.1 consists 
of two transconductance amplifiers A1 and A2 with bias voltage (Vτ) which controls the natural frequency, a 
third transconductance A3 with bias voltage (VQ) which controls the quality factor Q and two grounded 
capacitors [2]. 
 
 
Figure 3.3:  The circuit diagram of the inner hair cell (IHC) circuit which consists of the hysteretic 
differentiator (left) and the half-wave current rectifier (right) [2]. 
 
When the voltage Vi starts to increase, the transcoductance amplifier will push the current 
out of its output causing the NMOS transistor to turn off and the PMOS transistor to 
turn on. As a result, the capacitor will be charged and the voltage VC increases as the 
voltage Vi increases. Finally, the output voltage will track the input voltage with the 
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voltage offset across the transistor. Now, let us consider the case when the value of the 
input voltage starts to decrease. As soon as the voltage Vi drops lower than VC the 
transconductace amplifier will sink the output current causing the PMOS transistor to 
turn off and the NMOS transistor to turn on. This enables the discharge path, and VC 
suddenly drops with the offset equal to the voltage drop across the NMOS transistor. 
Then, VC will start to track the wavefrom changing in Vi as long as Vi decreases. This 
circle will always occur whenever the slope of the voltage signal Vi changes. The half-
wave rectifier (Figure 3.3 (right)) is connected to the hysteretic differentiator via the 
capacitor Ch. If there is no change in Vh there is no current flow in the capacitor Ch. As a 
result, Ip = In = Iq. Now, when Vh increases, the current Ih will flow in node A resulting in 
higher In. Hence, the Va or VSG voltage of the PMOS transistor at node A must increase. 
When Va increases the VGS voltage of the NMOS transistor will decrease causing the 
output current Ip value to be less than Iq which is very small. Now, when Vh suddenly 
decreases, the current Ih will flow out of node A resulting in lower In. Hence, Va must 
decrease causing the Ip value to surpass the Iq value. Thus, it can be seen that the half-wave 
amplifier circuit convert input voltage to unilateral output current where Ip is very low 
when the input voltage increases, and is high when the input voltage decreases. Hence, it 
exhibits the characteristic of half-wave rectifier. The SGN circuit shown in Figure 3.4 
consists of a charge capacitor C, a feedback capacitor Cf, a transmission gate PMOS 
transistor, discharge transistors A and B, and a high gain amplifier implemented by two 
cascaded inverters. It receives the input signal Ii, and converts the input signal to a fixed-
width pulse output voltage Vo. To understand the operation of the circuit, let us consider 
the following conditions. First, let us assume that the output Vo is low. This will turn off 
the discharge NMOS transistor, and turn on the PMOS transistor. When there is the 
current input Ii fed in, the capacitor will be charged. When Vc is higher than the threshold 
voltage of the amplifier Vo will switch to VDD. The feedback capacitor Cf is used to ensure 
secure transition. The values of Cf and C determine the value of Vc after the transition is 
finished. Once Vo is high the charging path will turn off and the discharging path will turn 
on. The capacitor voltage will be discharged and the voltage Vo is pulled low. 
 
- 32 - 
 
 
Figure 3.4:  The circuit diagram of the spiral-ganglion-neuron (SGN) circuit [2]. 
       
 
 
Figure 3.5:  The circuit diagram of the axon delay line (a), and its timing diagram (b) [2]. 
 
The axon delay circuit shown in Figure 3.5 was implemented by cascoding of SGN 
circuits [2]. The operation of the axon delay line circuit can be shown as following: First 
let us assume that Vk = 1 and Vk+1 = 0. At this condition the leaking NMOS transistor is 
turn off by Vk+1 = 0, and the PMOS transistor is turned on since VC is lower than VP by 
more than the threshold voltage. As a result, the capacitor will be charged, and when the 
voltage VC is pulled higher than the threshold voltage of the amplifier; Vk+1 will be pulled 
to VDD. When Vk+1 becomes high, the similar cycle occurs at the next stage of the axon 
circuit. When the output of the later stage becomes high (Vk+2 = 1), Fk+1 will be pulled 
high enabling the discharge transistor to discharge the current from the capacitor, and 
 
a) b)
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Vk+1 will drop back to ground again. This cycle is repeated along the cascaded of the axon 
circuits. Hence, the input pulse will propagate along the axon delay line. 
 
The nonlinear inhibitor circuit was implemented by the Winner-Take-All (WTA) circuit 
shown in Figure 3.6. Figure 3.6.a shows n current inputs (I1, I2, …, In) and n voltage 
outputs (V1, V2, …, Vn). The function of the WTA circuit is that it compares all input 
currents, and produces the output voltage which corresponds to the input current with 
the maximum value. That is if Ik = max(I1, I2,…, In), the maximum output voltage will be 
Vk which is a logarithmic function of Ik. To understand the operation of the WTA circuit, 
let us consider a two-input-two-output WTA circuit shown in Figure 3.6.b. Let us assume 
that initially, the input current I1 =  I2 = Ic/2. At this condition the gate-source voltages of 
the transistor T11 and T12 are equal. Now, if the current I1 increases higher than I2, Vc 
needs to increase. However, the drain current of the transistor T12 is limited by the input 
current I2. As a result, the drain source voltage of the transistor T12 needs to decrease 
towards ground to satisfy the condition. Eventually, Ic1 = Ic and Ic2 = 0. Hence, only the 
output voltage V1 corresponding to the maximum input current I1 dominates the outputs. 
The n-input-n-output WTA circuit is shown in Figure 3.6.a. 
 
The sound localization circuit illustrated in Figure 3.1 receives two inputs, corresponding 
to the incident sound wave at each ear. Each input is connected to the identical left and 
right filter banks which consist of 62 sections of the cascaded second order cochlea filters 
each. Each filter bank decomposes spectrally its input signals. The natural frequency of 
each filter in each filter bank decreases exponentially from high frequency to low 
frequency. The output of each cochlea filter is connected to the IHC circuit which will 
perform the nonlinear wave-shaping and half-wave rectification. The SGN circuit receives 
the input from the IHC circuit to generate fixed width pulses to the axon delay line. In 
each axon delay line, the input pulse from the spiral-ganglion circuit is then delayed by an 
amount equal to the pulse width. Each one of the axon delay lines is composed of 170 
stages of delay units. The signal from the left and right delay lines are cross-correlated 
using the neuron circuits which are attached to the delay lines. The neural circuit  
implemented in a simple manner by an AND gate receives the inputs from the left and 
right axon delay lines, and responds maximally when it is excited by an input pulse from 
the axon circuits. In this way interaural time differences are encoded spatially. The column 
wires connect the outputs of all neuron circuits to the WTA circuit to determine the  
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Figure 3.6:  The circuit diagram of the nonlinear inhibitor circuit implemented by the Winner-Take-All 
(WTA) circuit. a) n-input-n-output WTA where the maximum output Vk corresponds to the maximum input 
Ik = max(I1, I2, …, In). b) 2-input-2-output WTA circuit [1]. 
 
spatial location where the maximum cross-correlation occurs. Finally, the outputs of the 
WTA circuit are scanned off the chip by the time division multiplexing (TDM) circuit to 
display the final result on the Oscilloscope. 
 
The chip was tested with periodic click pulses of 475Hz frequency and variable delay. The 
results revealed the significant mismatches between the left and right cochlea filters which 
resulted in phase delay errors between the outputs of the cochlea filters ranging from 10μs 
to 143μs. The input delay varied from 0μs to 2.5ms with 100μs step to produce the cross-
a)
b)
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correlation output at each input delay. Despite the error due to noise and mismatch, the 
chip still correctly encoded the input delay in the correlation map, and the results also 
corresponded to the results measured from the auditory system in the barn owl. The 
comparison between the chip’s measured results performance with results from the barn 
owl auditory system can be seen in Figure 3.7. 
 
Figure 3.7:  The maximum location along the axon delay line; chip response to varying time difference input 
(a) comparison with the measured results from the auditory organ in a barn owl (b) [1]. 
 
3.3 Stereausis Algorithm [3] 
 
A conventional cross-correlation algorithm needs a delay line to implement the cross-
correlation function. The “coincidence detection model” by Jeffress [4], which performs 
this conventional cross-correlation algorithm, was proposed to model the neural 
computation for sound localization in the auditory system. However, from the review of 
the ITD auditory processing in Chapter 2, there has been no compelling evidence which 
confirms the existence of such model in the auditory path way. The fact that the neuron 
delay line is not based on compelling evidence, and that cochlea introduces delay itself, 
Shamma [3] proposed a binaural processing model termed “stereausis network” which 
does not need a delay line, but exploits the spatiotemporal characteristic in the cochlea 
filter instead. The general diagram of the stereausis network is shown in Figure 3.8. Like a 
coincidence detection model, the stereausis network in Figure 3.8 consists of the left and 
right cochlea filters used to decompose spectrally the input signals. In each channel, the 
cochlea filter delays its input by a certain amount which is proportional to its  
 
a) b) 
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Figure 3.8: Schematic of the stereausis binaural network; the ipsilateral input (Xi) and the contralateral input 
(Yi) produce the cross correlation array cij [3]. 
 
natural frequency. Hence, the input signal will be delayed spatially along the cochlea filter 
sections. Consequently, the input signal of the left cochlea filter is delayed by the same 
amount as the input signal of the right cochlea filter at the same spatial location or the 
natural frequency. Every output of the left cochlea filter is then cross-correlated with 
every output of the right cochlea filter. The cross-correlation ci,j is computed from the jth 
channel of the left cochlea filterbank (Yj), and the ith channel of  the right cochlea filter 
bank (Xj). Given that along the diagonal row ckk, the X and Y inputs are delayed by the 
same number of cochlea sections, the cross-correlation value at any point in the cross-
correlation array along ckk, can be considered approximately equal. Similarly, along the off-
diagonal rows ckk+1 or ckk-1, the computed cross-correlation is approximately equal. 
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Let us assume that xi and yj represent the time-domain outputs of the ith left and jth right 
cochlea filters, respectively, and that they can be expressed as: 
 
ݔ௜ሺݐሻ ൌ ܣ௜ሺ߱ሻ sinሺ߱ݐ ൅ ߠ௜ሺ߱ሻሻ 
                   (3.1) 
while,  
   
ݕ௝ሺݐሻ ൌ ܣ௝ሺ߱ሻ sinሺ߱ݐ ൅ ߠ௝ሺ߱ሻሻ 
                   (3.2) 
If the ith channel frequency is close to the jth channel frequency, Aj(ω) can be approximated 
by Ai(ω), and θj(ω) can be expressed as θj(ω ) = θi(ω) + ωτs where τs is the delay introduced 
by the cochlea filter. Hence, yj in (3.2) can be re-expressed as: 
 
ݕ௝ሺݐሻ ൎ ܣ௜ሺ߱ሻ sinሺ߱ݐ ൅ ߠ௜ሺ߱ሻ ൅ ߱߬௦ሻ ൌ ݕ௜ሺݐ ൅ ߬௦ሻ 
                   (3.3) 
Thus, yj can be approximated by the delayed version of xi. From (3.3), the cross-
correlation between yj and xi can be computed by: 
 
ܿ௜௝ ൌ නݔ௜ሺݐሻ ൈ ݕ௜ሺݐ ൅ ߬௦ሻ݀ݐ
்
 
                   (3.4) 
The identity (3.4) shows that the cross-correlation between the outputs of the cochlea 
filter is equivalent to the usual cross-correlation. 
 
3.4 Analog VLSI Model of Binaural Hearing [5] 
 
The stereausis algorithm was implemented in analog VLSI circuit by Mead [5] using only 
cochlea filters and the cross-correlator circuits. The overall block diagram of the stereausis 
chip is shown in Figure 3.9. In Figure 3.9.a, the left and right banks of the cochlea filters 
(Δ symbol) are identical, and implemented by a cascade of 56 second order sections with 
their natural frequency decreasing exponentially from 12kHz to 100Hz. The left and right 
banks of the cochlea filters receive inputs from the left and right microphones. Time 
differentiation, nonlinear wave-shaping and half-wave rectification circuits are connected 
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to the output of the cochlea to model the sensory transduction in the cochlea. The final 
output is represented in the opposite polarity in order to be used with the four quadrant 
cross-correlator. Every filter output of the left filter bank is cross-correlated with every 
filter output of the right filter bank by the cross-correlator unit (marked circle box 
symbol) to realize the cross-correlation in the stereausis algorithm. The cross-correlator 
unit is shown in Figure 3.9.b. Its four inputs are the outputs of the left and right cochlea 
filters with positive and negative polarity. Every input is cross-correlated with the other 
inputs using the cross-correlation processor (wedge symbol) to compute the normalized 
one quadrant product: z(t) = (x(t)y(t))/(x(t)+y(t)). The summation of the output of the 
cross-correlation processor with the same input polarity produces the aggregate 
correlation output while the summation of the output of the cross-correlation processor 
with the opposite input polarity produces the aggregate anticorrelation output. The WTA 
circuit compares the correlation output with the anticorrelation output to produce the 
final outputs with the dark colour if the output is the correlation output and the white 
colour if the output is the anticorrelation output. Finally, the outputs of the cross-
correlator were scanned off the chip to be displayed on the monitor. 
 
The chip was tested with a pure sinusoidal tone, a combination of input sinusoidals, white 
noise and natural speech. For pure sinusoidal inputs, 100Hz sinusoidal inputs with zero 
phase delay were used. The chip’s result is illustrated in Figure 3.10.a where the dark 
colour diagonal stripe was produced due to the same polarity between the inputs. The off-
diagonal white stripe was produced due to the spatial phase shift by the cochlea filter. The 
patterns of black and white off-diagonal stripe were produce as the phase shift increases 
along the cochlea filter bank. The response to pure input tone with π/2 phase delay is 
shown in Figure 3.10.b where the black stripe shifted from the diagonal towards the 
cochlea where the signal was delayed. The amount of shift is proportional to the input 
delay, and consequently can be used as the measure of the input delay. When a mixture of 
two pure tones (200Hz and 2kHz) with zero phase delay was used as inputs, the chip 
display produced two main regions in the diagonal stripe. Each region represented the 
auto-correlation of 200Hz and 2kHz respectively. When white noise inputs with zero 
delay were played to the chip, the chip produced the correlation or black diagonal stripe 
without the significant off-diagonal correlation stripe. The auto correlation of the white 
noise with nonzero delay will be zero. When one of the white noise inputs was delayed, 
the stripe moved toward the delayed input as in the case of pure the sinusoidal inputs. 
- 39 - 
 
The chip response to the mixture of the white noise and its delayed version showed both 
correlation stripes diagonally and off-diagonally which corresponded to the input delay. 
Based on the chip response to a mixture of white noise and sinusoidal inputs, it can be 
deduced that the chip exhibited enhance ability of detecting the sinusoidal wave in the 
presence of noise. The pattern of the chip’s result changed with different speech sounds. 
This shows that the stereausis chip can also be used as a feature extraction modality 
within speech recognition system.  
 
 
Left In
Right In
 
 
 
 
 
Figure 3.9: The block diagram of the stereausis chip by Mead (a), and its cross-correlator unit (b) [5]. 
 
a)
b)
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a) b)
 
Figure 3.10: The response of the stereausis chip to pure sinusoidal inputs a) with zero phase delay and b) 
with π/2 phase delay [5]. 
 
3.5 A Sound Localization System Based on Biological 
Analogy [6] 
 
Bhadkhamkar [6] presented a low-power sound localization chip similar to that proposed 
by Lazzaro [1]. He tried to improve the performance of bandpass filter, IHC, delay 
element and correlator circuits used by Meade. Figure 3.11.b shows a sound localization 
chip which consists of a cochlea chip which in turn is composed of 60 bandpass filters, 
IHC and auditory neuron circuits where every third output is taken as the chip output, 
and the cross-correlator chip. The bandpass filter in Bhadkhamkar’s design employed the 
travelling wave architecture differs from the bandpass filter used in [2]. This choice of 
bandpass filter helps to achieve larger output value and reduces the accumulation of a 
delay introduced by the second order blocks in the cascaded structure. The IHC circuit 
rectifies and lowpass filters the output of the bandbass filter and pumps the current to the 
auditory neuron circuit. This circuit is different from the hysteretic differentiator by Mead 
[2] where the activity of the circuit occurs when the input signal change. The auditory 
neuron circuit is similar to the self-resetting neuron circuit by Mead [2], but it also 
includes the refractory period (which prevents the input signal to affect the output before 
a certain period of time). The cross-correlator chip in Figure 3.11.a employed a parallel 
structure of a delay line with 17 stages of delay elements which is advantageous over the 
serial structure used in [2] in that the accumulation of the delay error in each delay 
element is reduced. 
a) 
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Figure 3.11: The overall block diagram of the sound localization chip in [6] (a). Each cochlea chip contains 
60 cascaded bandpass filters, 20 IHC and auditory neuron circuits, on the left and right sides. The second 
chip is the cross-correlator (b) which consists of 20 rows of cross-correlator circuits. Each row of the cross-
correlator circuit is composed of a delay line with 17 delay elements, and multipliers on the left and right 
hand sides. The output current from each multiplier is summed over 20 rows and integrated on the leaky 
capacitor [6]. 
 
a)
b)
- 42 - 
 
Each delay element was implemented by means of the modified self-resetting neuron 
circuit in [2] with controllable time delay.  
 
The chip was fabricated using a standard 2 μm p-well CMOS process through MOSIS. 
The testing of the cochlea chip and the correlator chip took place separately since the 
results from the correlator chip suffered from large variances. The major achievement 
with respect to this cochlea chip is that the group delay resulting from the bandpass filter 
saturates when the number of tap increases. A single row and all rows of the correlator 
chip were tested with two synthesis pulses with the delay varying from 0.2ms to 2ms. For 
small and large time delays, the centre and the edge of the row were excited, respectively. 
However, the summing results from all rows did not indicate the correct results due to the 
delay variation among the correlators. Bhadkhamkar attributed the variance of the results 
from his chip mainly to process variation of the subthreshold circuit and lack of good 
isolation between “above threshold” and subthreshold circuits. 
 
3.6 Binaural Source Localizer Chip using Subthreshold 
Analog CMOS [7] 
 
The latter sound localization chip by Bhadkhamkar [7] differs from his previous one [6] in 
that the choice of bandpass filter was changed, the filterbank was parallel instead of 
cascaded, the IHC circuit was replaced by a pulse width modulation (PWM) circuit, and in 
that the structure of the cross-correlator employs identical delay gain elements. The 
overall block diagram of the chip is shown in Figure 3.12. The chip receives input signals 
from two microphones which feed the left and right circuits. Each side of the circuit 
contains 25 rows of bandpass filters, PWM circuits, and delay lines. Each delay line 
consists of 20 delay elements. The current outputs of the delay elements are connected to 
column lines which will be scanned and fed though the resistor to display the output on 
the Oscilloscope. 
 
The bandpass filter was implemented using the same circuit topology as shown in Figure 
3.2. The bank of bandpass filters on each side consists of 25 bandpass stages arranged in 
parallel (each bandpass filter receives the same input). The parallel structure of filters is 
used to reduce the variation/mismatch observed in the cascaded structure. The output 
from each bandpass filter is half-wave rectified and lowpass filtered to be used as the 
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input of the PWM circuit. The PWM circuit generates a pulse at the peak of the half-wave 
rectified and lowpass filtered input signal. The pulse width is determined by the peak 
amplitude of the half-wave rectified and lowpass filtered input signal. The purpose of this 
amplitude coding is to distinguish the signal from “noise”. Also, the pulse width varies 
with the input frequency. For low frequency sinusoidal input, the pulse width is widest for 
the first cycle of waveform and narrower for the consecutive cycle. For higher frequency, 
the following pulse width is decreased, or effectively, the high frequency signal generates 
only a single pulse. In this manner the PWM circuit simulates the basic characteristic of 
the biological inner hair cell. 
 
At particular channels on each side, a pulse from the PWM circuit is fed into the delay line 
which consists of 20 cascaded delay elements. Each delay element receives the undelayed 
inputs from the other side and the delayed input from within its side. It delays the signal 
from its side by a fixed amount and correlates the delayed signal with undelayed signal. 
Delaying the pulse signal by a fixed amount (which is controlled by the biasing current 
and the capacitor value) instead of using the pulse width as in [2] is vital since the width of  
 
 
Figure 3.12: The overall block diagram of the sound localization chip [7]. It consists of 25 rows of bandpass 
filters, PWM circuit, and delay lines on the left and right sides. Each delay line consists of 20 delay elements. 
The current outputs of the delay elements are inserted onto the column lines. The column lines are scanned 
and fed though the resistor and then displayed onto the oscilloscope. 
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the pulse is used for the amplitude coding. The delay element generates “high” output if 
only its delay and undelayed inputs are “high”. Its output is “low” to ensure that the 
delayed and underlay pulses do not propagate along the delay line once the coincidence of 
pulses occurs. This helps to reduce the spurious results in the cross-correlogram. Also, 
once inputs of the delay element go “low”, the output of the delay element still stays 
“high” for a certain period of time to reduce the sensitivity of the system to the echo 
signal. When the output of the delay element is high, the delay element will insert the 
current into its column wire which is shared with the other delay elements which delay the 
signal by the same value. Finally, the output current is scanned off-chip, fed through a 
resistor and the voltage across the resistor is displayed on the Oscilloscope. The chip was 
fabricated using a standard 2 μm p-well CMOS process through MOSIS. The size of the 
chip is 4.6 × 6.8 mm2. The chip was tested with both synthesis and real signals. The 
interaural delay varied from -500μs to +500μs, and real speech signals were employed 
with the microphones separated by 9 inches. The natural frequencies of all bandpass  
 
 
 
 
Figure 3.13:  The position of the column with the peak activity as a function of the input delay [7]. 
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filters in 25 rows were made equal. The chip exhibited good localization results for the 
synthesis inputs, i.e. the position of the maximum output column was a linear function of 
the input delay which can be seen in Figure 3.13. For the actual speech signals, if the 
refractory period of the delay element output was made small, the chip produced the 
result which corresponded to sound locations and the output deviated to the nearby 
column in the presence of echo environment. If the refractory period was made higher, 
above from the correct column, there existed a few activities towards the centre of the 
array. 
 
3.7 A Neuromorphic Sound Localizer for a Smart MEMS 
System [8] 
 
The sound localization chip which implemented Jeffress’s coincidence detection model by 
Lazzaro [1] can become very large since the size of the delay line needs to be made large 
enough to cover the maximum input delay. The stereausis chip developed by Mead [2] is 
difficult to obtain the ITD result from the nonlinear information obtained from the chip. 
To avoid these problems, van Schaik [8] proposed a new neuromorphic sound 
localization chip that does not use the cross-correlator circuit as other sound localization 
chips [1,6 - 7] do. His chip employed two identical 32-stage cascaded biquad cochlea 
filters of topologies similar to the bandpass filter shown in Figure 3.2. The natural 
frequency was exponentially scaled from 300 to 50 Hz. At each section the outputs from 
the left and right bandpass filters are digitized and converted by zero-crossing detector 
circuits into pulses whose pulse widths are determined by the input delay value. The 
current from this pulse is integrated on the capacitor whose voltage reflects the estimated 
ITD. The signal diagrams can be seen in Figure 3.14. 
 
The zero-crossing detector (ZCD) circuit shown in 15 (left) consists of the differential 
pair which receives the input voltages VC1 and VC2 from the first and the second capacitor 
voltages of the bandpass filter (the normalized bandpass filter output can be achieved by 
VC1-VC2) and converts the inputs to the differential current Icomp. The differential current 
is thus proportional to the effective output of the bandpass filter, and its direction will 
change according to the sign of the bandpass filter’s output. This change in the Icomp 
direction is then converted to the swinging of the output voltage V1.The change in 
voltage V1 is further amplified and “hardened” by cascading two invertors resulting in the 
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output ZCD. The enable ZCD signal is used to reset the output ZCD. When the enable 
ZCD is low the middle inverter will turn off and V2 is pulled to VDD which results in 
“low” ZCD. The enable ZCD is generated by the control circuit in Figure 3.15 (right). 
The control circuit receives two current inputs IdiffR and IdiffL which copy currents from the 
left and right zero-crossing differential pairs. These currents will be used to “set” the latch 
which allows the comparison process to start. The bias voltage Vthres is used to ensure that 
the comparison will take place when VC1-VC2 in both sides are well below zero. This is to 
avoid the comparison at around zero point since noisy signals around zero can cause a 
number of undesired zero crossing.  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.14:  The signals related to the sound localization algorithm presented [8]. 
 
 
Figure 3.15:  The circuit diagrams of the zero-crossing detection (ZCD) circuit (left), and its control circuit 
(right) [8]. 
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When the comparators are enabled and in the left comparator the VC1 is larger than VC2, 
the left output comparator ZCDL will become high. Later, the right output comparator 
will also become high. When both ZCDL and ZCDR become high, the latch in a control 
circuit will be reset which will result in both ZCDL and ZCDR going “low”. In practice 
the process takes place so fast that only the leading channel that can go high for a certain 
period of time before it goes down. This period of time corresponds to the value of the 
input delay. When 64 pulses are counted, the “finish” signal becomes high to the disable 
pulse generation. During each pulse the fixed current is integrated onto a unit capacitor. 
This capacitor voltage will be shared with that of other sections, and a result will 
correspond to the estimated ITD. The chip was fabricated using a 0.5μm process with the 
total size amounting to 5mm2 where 75% of the area is dedicated to the capacitor area. 
The testing signals were generated using the PC. The “averaged estimate” result which can 
be seen in Figure 3.16.  For a 200Hz square pulse delayed by 100μs, the power 
consumption was less than 2mW with a 5V supply voltage. The power consumption can 
be decreased to 400μW by increasing Ith which will reduce the activity of the zero-crossing 
circuit. 
 
 
 
Figure 3.16: The measured average capacitor voltage value which represents the estimated ITD [8]. 
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3.8 Analog CMOS Chipset for a 2-D Sound Localization 
System [9] 
 
Grech et.al [9] built an analog CMOS integrated circuit for 2-D sound localization. They 
used high performance cochlea filters and the circuits that prevent the effect of echo, 
increase the accuracy of the correlator. The chips are; the onset detector chip, log-domain 
front end (LD) chip and the correlator chip. The block diagrams of all integrated circuits 
are shown in Figure 3.17.a. From Figure 3.17.a, the onset detector chip (constructed from 
first order lowpass filters, translinear loops, Class AB double switched current (S2I) delay 
line and comparator) was used as a preprocessing circuit to prevent the error due to echo 
effects. The onset detector circuit compares the energy of the input signals with the 
energy of the echo signal modelled by the echo delay model circuit in the onset detection. 
When the energy of the input signal is higher than the energy of the modelled echo signal 
by a certain offset, the onset detection circuit will generate window pulses that signal the 
actual incidence of an input minimising the effect of echo signal.  
 
Then, these window pulses are multiplied with the left and right input signals in the LD 
front-end chip. The front end chip extracts the localization cues: the ITDs which include 
interaural phase difference or IPD, interaural envelop or IED difference, interaural 
intensity difference or IID and monaural spectral cues. The IPD was used for the low 
frequency localization whereas IED and IID were used for high frequency sound 
localization. The monaural cues were used for elevation sound localization. 
 
The LD font-end chip consists of 24 bandpass filter banks on each side which was 
implemented by means of Class AB differential fourth order log-domain bandpass filters. 
The windowed input signals are decomposed by filter banks where the outputs of low 
frequency filter banks are sent off-chip to extract for IPD cue, and the output of the high 
frequency filter bank are sent to envelop detector circuits to extract the envelopes of high 
frequency signals. The envelop detector circuits consist of translinear loop circuits and 
lowpass filters as in the onset detection circuit. The extracted envelops of the left and 
right input signals are passed to the translinear circuits and the cross-correlator to extract 
the monaural spectral cues and the IID cue, and the IED cue respectively. 
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Figure 3.17: a) The overall block diagram of the sound localization hardware presented in [9]. b) The block 
diagram of the analogue TMD correlator used in a). 
 
The Time Division Multiplex (TDM) correlator circuit shown in Figure 3.17.b consists of 
S/H bank, switched-capacitor (SC) multiplier, integrator bank, the SC differential analog 
memory, diff-to-single end converter and the comparator. The system operates in two 
modes: correlation mode and ITD extraction mode. In the correlation mode, the left 
input signals are sampled and stored in the S/H bank. These stored samples are multiplied 
with the new right input samples. The multiplication results are integrated on the 
capacitors in the integrator bank to implement the cross-correlation function. Next, the 
system operates in the ITD extraction mode where the integrated correlation values are 
a)
b)
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stored in the differential memory. The new cross correlation value is compared with the 
old cross correlation value stored in the memory. If the new cross correlation value is 
higher than the old one, the old cross correlation value will be replaced by the new cross 
correlation value. The ITD value is computed from the maximum cross correlation value. 
For a sampling frequency of 44kHz, the system can operate with a delay resolution of 
22.7μs. If the operating clock is set at 3.88MHz (which results in an effective sampling 
rate of 388kHz), the delay resolution can be as low as 2.58μs. This correlator circuit was 
reported to be more accurate than the cross correlator topology employed in [9]. The 
overall system was tested by mean of input signals generated in Matlab® by the 
convolution of the wide band signals with the head-related transfer function (HRTF) data 
at different source positions with a sampling rate of 44kHz.  
 
 
The chips were implemented in 0.8μm double-poly double-metal CMOS technology and 
the supply voltage was ±0.9V. The size of the onset detector, LD front-end, correlator 
chips are 4.9 × 3.5 mm2, 13 × 11 mm2 and 3.4 × 3.1 mm2, respectively. The system was 
tested in the presence of simulated noise and echo signals for 180 different locations. 
From the testing results shown in Table 3.1, it can be deduced that for signal-to-noise 
ratio (SNR) values below 20dBs the circuit was able to achieve an accuracy of 5°. Figure 
3.18 shows the chip performance in the presence of echo. It can be seen that when the 
onset detector was enabled the accuracy of the sound localization increases. The power 
consumption of the onset detector, LD front-end, correlator chips are 5mW, 890μW and 
17mW respectively. 
 
             Table 3.1: Mean localization and distribution of errors for different input S/N ratios for both         
                             correlated (c) and non-correlated noise (nc) [9]. 
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Figure 3.18: Localization accuracy under different reflection coefficient (Afe) and decay time constant (τ) 
conditions with onset detector circuit a) enabled and b) disabled [9]. 
 
3.9 Computation of Multi-Sensors Time Delays [10] 
 
The structure of the cross-correlation based sound localization system by Mead [2] may 
be simple but is difficult to be included in an audio signal processing system due to its 
huge computation demand. In order to include the sound localization system with other 
audio signal processing, Watts [10] implemented sound localization by means of a more 
practical technique. The proposed system is shown in Figure 3.19: it consists of spectral 
analysers, pre-processors, temporal feature detectors, event registers and a time difference 
calculator. 
 
a)
b)
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Figure 3.19: The overall block diagram of the sound localization hardware by Watts [10]. 
 
The signals received from two sensors are input to the spectrum analyser which is 
preferably implemented by means of digital cochlea filters. The output of the spectrum 
analyser is fed to the pre-processor circuit. The pre-processor circuit is employed to 
perform the onset emphasis to eliminate the echo signal. The onset detector may be 
implemented by passing the cochlea filter output to the highpass filter. The echo 
surpession circuit was achieved by using the delay inhibition circuit. The temporal feature 
detector is used to extract the needed features from the outputs of the pre-processor unit. 
The purpose of feature extraction is to reduce the amount of processing compared to the 
processing required in the system that cross-correlates the signal in the time delay 
computation. The feature extracted from the signal may include signal peaks, zero-
crossing, local minima. During the feature extraction process, the time stamp or the time 
at which each feature occurs is also recorded. All extracted features and their time stamps 
are stored in the event register. The time difference calculator matches events received 
from the left and right event registers and calculates the estimated time delay by 
comparing their time stamps. The feature extracted from the different frequency channels 
may be grouped to track a single sound source, and its corresponding time delay can be 
extracted. Once a single sound source is identified, it is tracked by monitoring the ITD 
over time as a source moves using tracking algorithm. The tracking of a sound source may 
be used to extract signals originating from sources of interest in the presence of 
interfering background noises. 
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3.10 Cross-Correlation Derivative Algorithm (CDA) [11] 
 
Most of the reported sound localization chips [1,3,5-10] employed ITD extraction circuits 
based on a conventional cross-correlation algorithm. The major disadvantages of a 
hardware based cross-correlation algorithm are that it requires dedicated chip area and 
leads to high power consumption. The cross-correlation algorithm estimates the ITD 
value by searching for the maximum location of the cross-correlation value along time lag 
axis. In the case of digital cross-correlator implementations, the computation of the cross-
correlation value at each delay tap takes place by synchronising with the system clock even 
when there is no change in the input signals. Moreover, there is a need for the digital 
word to be long enough to cover the value of the cross-correlation value. These system 
characteristics result in high computation activity which in turn leads to high power 
consumption. Julian et.al [11] proposed a new cross-correlation algorithm termed “the 
cross-correlation derivative algorithm (CDA)” which can reduce both the hardware and 
power consumption requirements drastically. The CDA showed that the ITD value can 
be extracted by detecting the change in input signals instead of computing the cross-
correlation value by using only one-bit input signal representations. This algorithm 
exploits the fact that mathematically, the location where the maximum of the cross-
correlation occurs is the same as the location where the derivative of the cross-correlation 
changes sign from positive to negative given that the second derivative of the cross-
correlation is negative. Let us consider the cross-correlation function: 
ݕሺ݅ሻ ൌ ෍ ݔଵሺ݇ሻݔଶ
௄
௞ୀ଴
ሺ݇ െ ݅ሻ 
                   (3.5) 
where x1(k) and x2(k) are inputs at time index k, and y(i) is the cross-correlation value 
evaluated at time lag ith. Each time lag has delay resolution Ts. For a conventional cross-
correlation algorithm, an index i where the maximum cross-correlation value occurs 
corresponds to the estimated ITD value which is approximated by an index i multiplied 
by the delay resolution Ts. The difference from the adjacent tap of the cross-correlation 
value can be computed from (3.5) as: 
∆ݕሺ݅ሻ ൌ ݕሺ݅ሻ െ ݕሺ݅ െ 1ሻ ൌ ෍ ݔଵሺ݇ሻሾݔଶሺ݇ െ ݅ሻ െ ݔଶሺ݇ െ ሺ݅ െ 1ሻሻሿ
௄
௞ୀ଴
 
                   (3.6) 
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The identity in (3.6) is equivalent to an up/down counter. Assuming that inputs x1(k) and 
x2(k) are quantized into one bit signals and x1(k) = 1, x2(k-i) = 1 and x2(k-(i-1)) = 0, the 
counter will count up. In contrast when x1(k) = 1, when x2(k-i) = 0 and x2(k-(i-1)) = 1, 
the counter will count down. Hence, the counter will count only when there is a change in 
one input signal, while it will stay idle when there is no change of the input signals. To 
estimate the ITD, first, the change of sign of the counter output is detected along time 
lag. The index location i where a change of sign occurs will correspond to the estimated 
ITD. Finally, the location of the estimated ITD will be decoded to provide the reading of 
the delay value. It can be seen that this method uses only one-bit signal representations. 
Hence, the hardware requirement is drastically reduced. Besides, since the computation 
occurs only when the input changes instead of every cycle of clock, thus, the power 
consumption can be significantly reduced. The basic blocks of the CDA architecture is 
shown in Figure 3.20: it consists of D-flip-flops, logic gates, up/down counters, XOR 
gates and encoder. 
 
 
 
Figure 3.20: CDA-based estimation architecture [11]. 
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3.11 A Low-Power Correlation-Derivative CMOS VLSI Circuit 
for Bearing Estimation [12] 
 
A CDA-based bearing estimation chip has been implemented in digital VLSI by Andreou 
[12]. This chip worked with a combination of two pairs of microphones with each pair 
performing sound localization in different quadrants. Since, theoretically, the algorithm is 
characterised by an error of one degree for the localization range [-90°,-40°] and 
[+40°,+90°], it needs to be determined which pair of microphone will be used with the 
objective sound source so that good accuracy over a wide angle ranges is achieved. This 
task is performed by the “control unit” in the chip. The control unit determines if the 
sound source is within the working range of the operating pair of microphones. If the 
source is outside the working range of the operating pair of microphones, the other pair 
of microphones will be used in the next localization cycle. This control algorithm was 
realized by means of a 7-state state machine.  
 
Another part of the chip is the “time delay estimator unit”. This part consists of two 
identical blocks of 104 stages of which perform the correlation derivative. Each block 
consists of 104 D-flip-flops which delay one of the input signals while the other input 
signal is undelayed. The outputs from the flip-flops are connected to 10-bit UP/DOWN 
counters. A signal generator block is needed to generate the UP and DOWN signals and 
counter clocks for the counter. The system uses 200kHz biphasic clocks where the leading 
phase clock is used in the delay line, and both leading and lagging clocks are used in the 
generation of the UP and DOWN signals. The UP and DOWN signals are pulses 
generated with the first clock pulse when one input signal is high and the other stage 
signal changes from 0 to 1 and 1 to 0 respectively. The “modified clock” for the 10-bit 
counter is a replica of the biphasic clock which will be active only when either UP or 
DOWN is high. The UP DOWN signals and a modified clock are used by a 10 bit 
counter. The MSB (most significant bit) or a sign bit of the counter is used as its output. 
Outputs of adjacent pairs of the counter are connected to an XOR gate to check for the 
location where the change of sign occurs. The outputs from all XOR gates are fed to the 
decoder where the location of the zero-crossing is converted to the binary number which 
reflects the estimated delay value in multiples of the sampling frequency Ts. The timing 
diagram of the signal generation and the block diagram of the basic correlator block are 
shown in Figures 3.21 and 3.22 respectively.  
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The CDA chip was fabricated in the TSMC 0.35μm CMOS process. Its size was 2 mm × 
2.4 mm. The total power consumption was 600μW with a 3.3 V power supply. The chip 
was tested by means of recorded sounds played-back by a speaker from different 
directions. The chip was combined with four MEMS microphones of 11cm diameter and 
two amplifiers. Narrow band (200Hz) and broad-band (16 – 300 Hz) sound signals were 
used. The output of the chip (shown in Figure 3.23) exhibited a linear relation with the 
reference angle with mean standard deviations of 0.79° and 1.20° for the narrow-band 
and broad-band signals respectively. The signal-to-noise ratio of test environment was 25-
30 dBs. 
 
 
 
 
 
Figure 3.21: The timing diagram of the generation of UP, DOWN and modified clocks [12]. 
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Figure 3.22: The block diagram of a basic derivative correlator block [12]. 
 
 
Figure 3.23: The mean value of the experimental field results for narrow band (200Hz),and broad band 
(16Hz-300Hz) input signals [12]. 
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3.12 AER EAR: A Matched Silicon Cochlea Pair With Address 
Event Representation Interface [13] 
 
The Address Event Representation interface (AER) has become a standard protocol used 
for interchip communication between neuromorphic systems [13]. This protocol helps 
multiple senders to share the same data bus when communicating with receivers. The 
basic diagram showing the AER protocol is shown in Figure 3.24. In Figure 3.24 (top), 
each neuron sends out its spike using its own communication channel, hence, the 
“labelled line representation”. Figure 3.24 (bottom) shows the communication via the 
AER protocol: the chips are organised in layers of neurons and the communication 
between chips is carried out via a digital bus transmission. The information associated 
with the location (address) of a neuron that generates a spike is conveyed along the data 
bus. No spike width or amplitude is transmitted. This way of communication preserves 
the timing information between spikes. The AER has been widely used in vision related 
neuromorphic chips while its use in auditory chips is limited.  
 
 
 
 
 
Figure 3.24: The parallel transmission of the two-layer neural network (Top), and the serial transmission 
uses the Address Event Representation (AER) Protocol (Bottom) [13]. 
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Vincent et.al [14] implemented chips where the output of the silicon cochlea (pulses 
generated by the IHC circuit) is represented by the AER protocol. The ITD-based sound 
localization performance of the chip was also presented. The chip was composed of 
cascaded cochlea sections whose structure is similar to the biquad in Figure 3.2. The 
output of each cochlea biquad was connected to an input of the IHC circuit. The 
simplified version of the IHC circuit shown in Figure 3.25.a was employed. The 
subtraction of the outputs from two capacitors in the bandpass filter (Vc1 and Vc2) results 
in the normalized bandpass filter output. This can be achieved by employing the 
differential pair in the IHC circuit where Idiff represents the normalized bandpass filter 
output. The IHC half-wave rectifies and lowpass-filters the normalized bandpass filter 
output. The simplified half-wave rectifier circuit is based on a current mirror with a 
controllable dc offset. The output of the half-wave rectifier IHWR is lowpass-filtered by the 
first order log-domain filter where the capacitor is implemented by means of a PMOS 
transistor. 
 
To communicate using the AER protocol, the integrate-and-fire AER neuron shown in 
Figure 3.25.b which is similar to Mead’s SGN circuit [2] was proposed. The capacitor Cm 
will be charged if the acknowledge or “ack” signal is pulled to “low”. As a result, a spike 
will be generated and the request line or “req” will be pulled to “low”. The neuron pulse 
can be reset by a high pulse of “ack” after one refractory period. The neuron can make a 
request by pulling “req” low, and the arbiter will decide which address of the requesting 
neuron will be selected and sent out through two hand-shaking signals. In the hand-
shaking communication, when the “req” is “high”, the receiver will read the data and pull 
the “ack” signal “high” when the reading is finished. When the “ack” is “high” the “req” 
signal will be reset. The AER EAR chip was fabricated in a 3-metal, 2-poly, 0.5μm CMOS 
process with a 2.7 × 2 mm2 die size. In total, 32 sections of cochlea filters were tuned 
from 300Hz to 15kHz, with a quality factor set to 0.75. To investigate the timing 
preservation of the spikes generated from the AER EAR, sound localization experiments 
were conducted: the testing signals were white noise from 75Hz to 24kHz and 500Hz 
pure tones, which were fed as inputs on the right and left sides of the cochlea filters. The 
input signal for one side was delayed relatively to the other side. The spike trains from the 
output of the left and right cochlea were cross-correlated and the summation of the cross-
correlated results from all frequency channels was carried out to extract the ITD. The 
ITD estimated from the white noise inputs was more accurate than that of the 500Hz  
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Figure 3.25: Basic building blocks of the AER EAR. a) The simplified IHC circuit, and b) The AER 
integrate-and-fire spiking neuron circuit [14]. 
 
 
Figure 3.26: The computation of the ITD from cross-correlating the spike trains from all channels in the 
response to 1500Hz pure tone [14]. 
a)
b)
- 61 - 
 
pure tone inputs. Next, the chip was also tested within echoic environment where the 
input signals were recorded from microphones mounted on dummies while the sound 
was played-back. The dummy head can rotate around its axis from -90° to +90° with a 5° 
step. The results exhibited maximum activity around 60° instead of 90°. This error was 
attributed to the echoic environment. The overall results from [13] showed that despite 
the existence of dc offsets and mismatch in the cochlea stages, the AER EAR still 
preserved the timing information: its localization performance can be seen in Figure 3.26. 
 
3.13 Sound Localization with a Silicon Cochlea Pairs [15] 
 
The online learning sound localization algorithm which combines silicon cochlea pairs 
with the AER was demonstrated by van Schaik [15]. The algorithm employed a soft-WTA 
instead of a normal WTA in the searching for the location of the maximum cross-
correlation value. For a pure tone input, there might be more than one local maxima in 
the cross-correlation. Using a normal WTA may lead to taking the ambiguous peak as the 
estimate of the ITD instead of the actual maximum peak. Hence, employing a soft-WTA 
in the system which preserves all local maxima of the cross-correlation can prevent the 
missing of the actual maximum location. 
 
To understand this system, first, let us assume that the cross-correlation result or the soft-
WTA result of the ith frequency channel at nth time lag location is Si[n]. This auditory 
activity Si[n] represents the approximation of the function of the input azimuth angle θ or 
Gi[θ] which maps the input azimuth angle to time delay. The likelihood of the azimuth 
angle θ or Gi[θ] can be expressed as: 
 
݃௜ ൌ ௜ܹ · ݏ௜ 
                   (3.7) 
where si = [Si[-k] Si[-k+1] … Si[k]]T, gi = [Gi[θ1] Gi[θ2] … Gi[θN]]T and Wi is the 
multiplication matrix. The quantity Gi[θ] can be determined by supervised learning by 
comparing gi with the target pattern ti which results in the error signal err = ti - gi. Applying 
the gradient descent learning rule, Wi can be updated as: 
 
௡ܹ௘௪ ൌ ௢ܹ௟ௗ ൅ ߝ · ݁ݎݎ · ݏ௜
் 
                   (3.8) 
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where ε is the learning rate. When learning is finished, the direction of the input sound 
wave can be estimated by: 
ߠ෠ ൌ arg max ൭෍ ܩ௜ሺߠሻ
௜
൱ 
                   (3.9) 
The overall block diagram of the proposed sound localization system [15] is shown in 
Figure 3.27. The system consists of two microphones, the automatic gain control (AGC), 
AER ear chips [14], a cross-correlator, a soft-WTA block, a matrix multiplication block, a 
summation block and a WTA block. The amplitudes of the arriving sound waves from the 
microphones are adjusted by the AGC in order for the cochlea filters in the AER ears 
chip to function with less distortion. The AER ears produce spike trains which will be 
cross-correlated. The output of the correlator in each frequency channel is then fed to a 
soft-WTA block which preserves every local maxima of the cross-correlation. The 
likelihood of the input azimuth angle Gi[θ] is calculated from a soft-WTA result Si[n] in a 
matrix multiplication block using (3.9). Finally, the estimated ITD is achieved by using a 
summation block and a WTA block. For demonstration purposes, all building blocks were 
simulated in Matlab® except the AER ear which used an actual chip. The experiment was 
carried out using a microphone pair which mounted on a sphere surface with diameter of 
15 cm. The AER chips contain 32 sections of matched silicon cochlea which are tuned 
from 200Hz to 10kHz, IHC circuits and spiking neuron circuits. The input signals for the 
AER were generated by convolving the impulse responses of the microphones with the 
sound sources from different directions and simulating the convolved signals with the 
AGC. The cross-correlator consists of 101 taps of 20μs delay units which is equivalent to 
a delay range from -1ms to +1ms. The weight matrix Wi was trained with the target ti 
whose distribution is Gaussian with mean equal to the target direction and standard 
deviation of 25°. For white noise input, the system achieved a sound localization 
performance with  2.7° and 5.5° errors for the azimuth ranges of [0°,45°] and [45°,90°] 
respectively. For pure tone input (400Hz and 650Hz) the localization errors increased to 
3.7° and 8.4° for the azimuth ranges of [0°,45°] and [45°,90°], respectively. Figure 3.28 
shows an example of the estimated ITD in the response to 400Hz pure tone stimuli. 
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Figure 3.27: The block diagram of the sound localization system proposed by van Shaik [15]. 
 
 
Figure 3.28: An example of the localization result and error for a pure tone stimulus of 400Hz [15]. 
 
3.14 Conclusion  
 
This chapter reviewed and highlighted attempts to build neuromorphic, bio-inspired and 
biomimetric sound localization processors. Early attempts (e.g. sound localization chips 
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by Lazzaro and Bhadkamkar) used most of the circuit topologies first introduced by Mead 
and evolved around the Jeffress coincidence detection model which requires the existence 
of a dedicated delay line.  
 
However, these early attempts suffer from two major disadvantages. First the 
performance of the sound localization processor based on the coincidence detection 
model suffers from the mismatch and the variation in the cochlea filter banks, since it is 
not easy to achieve a good matching in analog circuit implementation. Second, the delay 
line needs to be large enough to cover the maximum encountered ITD. This might lead to 
increased chip size. On the other hand, the value of each delay unit in a delay line needs to 
be less than the minimum resolution required for the ITD computation. However, when 
the minimum encountered ITD is very small (e.g. less than 10 μs), it becomes difficult to 
implement a robust and accurate analog delay line that can ensure such a small delay value 
due to the inherent delays and mismatch introduced by the circuit components.  
 
Recent attempts have tried to minimize the drawbacks of the coincidence detection 
model-based processor. The stereausis chip by Mead showed that by using the cochlea 
filters as a spatial delay line, it is possible to build a sound localization processor without 
the need for a delay line. The results from his chip, however, still need further 
interpretation. The sound localization chip by Grech used high performance cochlea 
filters, sample and hold circuits, switch-capacitor circuits and digital memory (which 
implements the cross-correlator function) in order to achieve higher localization accuracy 
and to reduce the chip size. van Schaik presented a neuromorphic sound localization chip 
where the ITD information is encoded into the pulse width which is integrated onto a 
capacitor, and counted to provide the ITD value. This sound localization chip does not 
require any delay line and a multiplier circuit as a cross-correlator. Watts used the time 
stamp of the extracted events to reflect the ITD value. Despite the fact that no delay line 
and a cross-correlator needed, there is a need for a feature extraction, event register and 
time difference calculator units. Andreou showed a low-power sound localization 
processor based on the cross-correlaton derivative algorithm (CDA) which detects the 
sign change of the slope of the cross-correlation value to reflect the ITD value. The 
computation of the CDA is equivalent to an UP/DOWN counter which is active only 
when there is a change in the signal and requires only a 1-bit signal representation. Hence, 
this chip has low power consumption and requires small chip area. Finally, the AER 
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scheme based communication which is used to represent the output of cochlea filter was 
demonstrated and used in the sound localization chips by Vincent and van Schaik, 
respectively.  
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Chapter 4  
A Study of Delay Magnification and Sound 
Localization Systems Inspired by the Ormia  Ochracea 
 
4.1 Introduction  
 
Most of the sound localization chips reported in the previous chapter have resolutions 
capable of distinguishing ITD values of 10 μs or higher. Thus, the performance of most 
sound localization chips strongly depends on the distance between the acoustic sensors. 
In some applications (e.g. micro robots), the distance between the acoustic sensors needs 
to be so small that the available ITD becomes very small (e.g. ITD value of less than 30 
μs for the distance of 1 cm between the sensors). In such applications, the previously 
reported sound localization circuits might not be able to provide a reliable result since 
they cannot resolve ITD values smaller than the resolution of the delay unit employed in 
the systems. Hence, the answer to tackle such a problem may be achieved by 
understanding how small animals deal with sound localization tasks with high precision 
despite the very small size of their heads. This work studies the hearing mechanism of the 
small parasitoid fly, Ormia Ochracea, whose ears are separated by only 520 μm resulting in 
an ITD value of 2 μs for 45° incident sound waves. The first part of this chapter which 
includes section 4.2 to 4.5 studies how the Ormia’s ears can discriminate accurately 
between very small ITD values. Inspired by the Ormia’s ears, the middle part of this 
chapter which includes section 4.6 to 4.9, proposes a new sound localization system which 
is suitable for applications characterised by very small ITD values. Finally, the chapter 
which includes section 4.10 to 4.11 investigates the impact of cochlea filter bandwidth and 
mismatch upon the performance of the proposed sound localization system. 
 
4.2 The Anatomy and the Mechanical Responses of the 
External Ears of the Ormia Ochracea 
 
Human ears (Figure 4.1.A) are separated and the distance between them is large compared 
to the wavelength of the received sound wave (λ). This “large” distance results in 
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Figure 4.1: Three types of acoustic sensors for directional hearing in animals A) Pressure sensitive ears. B) 
Pressure difference sensitive ears C) Mechanically coupled ears [1]. In human (A), the distance between the 
ears is approximately two time the wavelength of the receiving sound wave whereas in the fly (C), the ears is 
approximately 130 times the wavelength of the receiving sound wave. This distance is very small compared 
to that of the human’s ears. 
 
significant ITD and ILD for the auditory system to perform sound localization. However, 
in small animals whose distance between the ears is very small and much less than the 
wavelength of the received sound waves, the ITD can become very small and there is no 
sound wave reflected from the fly bodies resulting in uniform input pressures. As a result, 
the ITD and ILD available are so small that they cannot be utilized by the animal auditory 
systems. This poses a challenging question to fly auditory systems for sound localization 
tasks. Surprisingly, it has been found that many of the small mammal and insect hearing 
systems possess unusual structures to cope with this problem. These structures are similar 
in that there is an interconnection between the ears via either air-filled or mechanical 
coupling structures as can be seen in Figure 4.1.B and Figure 4.1.C, respectively. Such 
coupled structures detect the difference in the received acoustic pressures. The difference 
in sound pressures can be used to increase the ITD and ILD, thus, making it possible for 
a flys’ auditory system to use the improved ITD and ILD for sound localization. 
 
Ormia ochracea, (Figure 4.2.A) is a parasitoid fly that acoustically locates and attacks field 
crickets. The ears of a parasitoid fly Ormia ochracea are unusual in that both of their ears are 
separated by only 520μm [2]. This fact results in very small differences in interaural time 
difference cues (2μs delay for incident angle of 45°). However, the interaural time and 
intensity differences in the mechanical responses of their ears are significantly larger than 
those available in their acoustic inputs. Their ears vibrate with ILD and ITD values of 12 
dBs and 50 μs, respectively. This significant improvement in ILD and ITD takes place 
thanks to a mechanically coupled structure in the fly ears.  
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Figure 4.2: Detailed pictures of the Ormia Ochracea fly and its ears A) Sketch of the Ormia ochracea fly showing 
the location of its hearing organ. B) The anatomy of the Ormia ears showing the structure of its hearing 
organs [2]. 
 
The hearing organs of Ormia Ochracea are located behind their head and on the front of 
the face of the thorax as shown in Figure 4.2.B. Figure 4.2.B shows all hearing organs of 
the Ormia’s ears. They consist of a pair of tympanal membranes for hearing called 
prosternal tympanal membranes (or PTM) which are attached by auditory sensory nerves 
called bulbae acusticae through the tympanal pit (or TP). Bulbae acusticaes contain 
auditory receptor cells inside. When the tympanal pits are deflected by sound pressures 
the deflection of TP is transformed to deformation of the bulbae austicae stimulating a 
neural signal to the fly’s nervous system. The pair of tympanal pits are joined by a 
cuticular structure called intertympanal bridge via a pivot point at the middle. It is the 
intertympanal bridge that results in the coupling between the fly’s ears.  
 
Miles and his colleagues [2] conducted experiments to measure the mechanical response 
of the Ormia’s ears. The tympanal pits closer and farther to loudspeaker were termed 
ipsilateral and contralateral pits, respectively. The measured results showed a remarkably 
different response between each pit when the frequency range of the sound is above 5 
kHz. Over 5kHz, the magnitude response of the ipsilateral pit can be as much as 20 dBs 
A 
B 
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greater than that of the contralateral pit, and the maximum ITD between the ipsilateral 
and contralateral pits was around 50 μs in spite of the uniform magnitude of sound field 
that was available to each ear. This substantial difference in response results from the 
coupled sturcture of the fly’s ear. The responses of 15 locations from the ipsilateral 
membrane to the contralateral membrane were shown as a function of time for three 
different frequencies namely 2 kHz, 6 kHz and 15 kHz. At 2 kHz two ears vibrated with 
the same magnitude and phase, whereas at 6 kHz each ear vibrated with the same 
magnitude but out of phase. This shows the strong mechanical coupling between the 
ipsilateral and the contralateral ears, since if the two sides were isolated separately, they 
should respond to the incident sound wave with a small difference in amplitude and 
phase. This strong mechanical coupling results from the existence of the intertympanal 
bridge which joins the ears together. At 15 kHz the ipsilateral ear responds with higher 
amplitude than the contralateral ear. Base on these results, Mile and his colleagues 
proposed a mechanical model in an effort to explain the ability of the Ormia’s ears to 
magnify both ILD and ITD. 
 
The mechanical model of the Ormia’s ears is suggested by the fact that at a particular 
frequency (6 kHz for example) there is strong interaural coupling between each tympanal 
pit (locations 1 and 2 in Figure 4.3.A) through the intertympanal bridge in a manner 
similar to that of flexible levers (between location 1 and 2, and between location 3 and 4 
in Figure 4.3.A). Also the stiffness is presented at the middle of the intertympanal bridge. 
Thus, it is rational to model the coupling and the stiffness at the middle and the ends of 
the intertympanal bridge by means of springs and unisons. This suggestion led to the 
general mechanical model shown in Figure 4.3.B where the quantities k and k3 denote the 
spring constants, c and c3 are unison constants, x1 and x2 denote the displacement of the 
ear membranes, S1 and S2 are the acoustic pressures applied at the membranes and m is 
the mass at each end. The dynamic response of the model of Figure 4.3.B is codified in 
(4.1). 
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Figure 4.3: Physical structure of the Ormia’s ears and its mechanical model. A) A close up view of the 
structure of the Ormia ears. B) An equivalent mechanical model of the structure of the Ormia’s ears as 
proposed  by [2] etc. 
 
Miles showed that the results predicted from the proposed mechanical model matched 
well the experimental data as shown in Figure 4.4 where he stimulated the Ormia’s ears 
with pure sinusoidal waves of frequency ω rad/s and ITD of value τpd (S1=sin(ωt) and 
S2=sin(ω (t+τpd))). In his experiment, it was assumed that the inputs were the far field 
sound waves where the distance between the acoustic sensors is much less than the 
distance from the sensors to the sound source consequently the diffraction effect is 
negligible and the ITD between two sound waves that arrive at the ears can be 
approximated by τpd = d0sin(φi)/vs where the incident angle of the sound wave is φi relative 
to the fly’s longitudinal axis, the ears are separated by a distance d0, and vs is the sound 
speed which is approximately 344 m/s. The angle of incidence was set to 45° which is 
equivalent to ITD value of 2.5 μs. The frequency varied from 0.001-25 kHz. To get the 
predicted results, the system parameters k = 0.576 N/m, k3 = 0.18 N/m, c = 1.15×10-5 N 
s/m, c3 = 2.88×10-5 N s/m and m = 2.88×10-10 kg were determined from the fly’s ears and 
substituted in (4.1). From Figure 4.4, the measured ITD (bottom) between the 
displacements of the fly’s ears is around 48 μs which is approximately 25 times higher 
than the available ITD whereas the ILD (top) becomes more significant despite the  
B 
A 
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Figure 4.4: The comparison between the measured Ormia ears’ displacement responses and the prediction 
from equation (4.1) a) The ILD between the Ormia ears. b) The ITD between the displacement of the 
Ormia ears [2]. 
 
undetectable ILD in the sound field. It can be seen that both the ITD and the ILD from 
the measurements match satisfactorily with the ITD and ILD predicted from the model 
codified by (4.1) and shown by dashed lines. From these results, it can be rather safely 
concluded that the mechanical coupling structure of the Ormia’s ears is a main factor 
behind the significant increase in the ITD and ILD values detected. Based on the 
mathematical model (4.1), Miles showed that the response of the displacement of the fly’s 
ears result from the superposition of a rocking mode response and a translating mode 
response. This result was reached based on the fact that the modal solution of the fly’s 
ears responses ܪ௫ଵሺ߱ሻ and ܪ௫ଶሺ߱ሻ can be expressed as the superposition of two modes 
of vibration as shown in (4.2) and (4.3): 
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b) 
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Figure 4.5: The idealized movement of the Ormia ears depicted by a combination of the movement of two 
rigid bars moving in phase (translating mode) and out of phase (rocking mode) [1]. 
 
where ߱଴௥ ൌ ඥ݇/݉ and ߦ௥ ൌ ܿ/ሺ߱଴௥݉ሻ correspond to the rocking mode vibration, and  
߱଴௧ ൌ ඥሺ2݇ଷ ൅ ݇ሻ/݉ , and ߦ௧ ൌ ሺ2ܿଷ ൅ ܿሻ/ሺ߱଴௧݉ሻ correspond to the translating 
mode vibration. 
                                                       
Figure 4.5 illustrates the responses of the fly’s ears to each mode of vibrations. In the 
rocking mode the system responds to the difference in the input pressures at each end; 
the ears vibrate with the same amplitude but out of phase (phase delay of 180°). This 
corresponds to the first and the second terms on the right hand sides of (4.2) and (4.3), 
respectively. The translating mode corresponds to the second and the first terms on the 
right hand sides of (4.2) and (4.3), respectively; the system responds to the summation of 
the inputs and both ears vibrate with the same amplitude and phase. Thus, the overall 
response which results from the combination of these two modes of vibrations will have 
more significant difference in amplitudes and phases than that of the stimulating inputs.  
 
Miles analyzed effects of the system parameters based on (4.2) and (4.3) as follows. Let us 
consider the case where the intertympanal brigdes are connected and become a single 
rigid bar. In this case, the values of k3 and c3 become larger resulting in a very large ω0t, 
thus, the responses from the translating mode (the second and the first terms of the right 
hand sides of (4.2) and (4.3), respectively) will be very small and the output responses x1(t)  
and x2(t) become strongly dependent on the difference between S1(ω) and S2(ω) or, in 
other words, the result is mainly affected from the rocking mode response. The ears will 
move with the same amplitude but out of phase. Alternatively it can be viewed that in the 
case of a rigid bar only the difference in force applied at both ends can produce motion, 
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thus each end will move in the opposite direction with equal amplitude. For example, if 
the frequency of the input sound wave is 5 kHz, the corresponding time delay will be 100 
μs. We can see that the intertympanal bridge can enhance a time delay by a factor of 40 at 
5 kHz. In the same manner, if ω0t<<ω0r only the translating mode that dominates the 
output responses, and only the second and the first terms of the right hand sides of (4.2) 
and (4.3) which are left. Thus, the output responses will move with the same amplitude 
and phase. 
  
4.3 Neural Processing of the Ormia Ochracea Auditory 
System 
 
The bulbae acustica or the fly’s hearing organs which contain approximately 100 afferent 
nerves are attached to the tympanal membranes via tympanal pits [3]. The ITD cue of the 
incident sound wave is encoded by the vibration of the fly’s ear membranes. The vibration 
of the fly’s ear membranes results in the deformation of the bulbae acustica causing the 
afferent nerves to respond to the stimulus from the ear membranes. 
 
It should be clear from the previous section that the Ormia Ochracea’s mechanically 
coupled ears have the ability to amplify the minute ITD and ILD information in the 
received sound waves. Furthermore, it was found that the auditory system also amplifies 
the ITD information encoded from fly’s ear membranes [3]. The mechanically magnified 
ITD information is not sufficient for the fly’s auditory system to perform sound 
localization processing. Thus, the neurosensory mechanism of fly’s auditory system needs 
to further enhance the magnified ITD and ILD information gained from the vibration of 
the fly’s ear membrane by encoding the level difference in the vibration of the fly’s ear 
membranes or the intensity of the stimulus signals into the interaural latency difference 
between neural signals making it suitable for the fly’s auditory system to process. 
 
There are three types of afferent nerves in the auditory nervous system of the Ormia 
Ochracea [4]. Type 1 afferent nerves respond with only one action potential per pulse of 
stimulus independent of the time duration and the intensity of the stimulus signal (see 
Figure 4.6.A). Type 2 afferent nerves respond with one to four action potentials per pulse 
of stimulus and this is independent of the time duration and the intensity of the stimulus 
signal (see Figure 4.6.B). For type 3 neurons the number of the action potentials  
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Figure 4.6: Three types of the Ormia ears’ afferent responses to stimulus A) response of type 1 afferent. B) 
response of type 2 afferent  C)  response of type 3 afferent [4]. 
Figure 4.7: The effect of sound stimulus on the latency of the Ormia auditory afferents. a) The dependence 
of the latency of the afferent response on the intensity of the stimulus signal (grey and dark color for 
ipsilateral and contralateral responses, respectively). b) The difference in latency between ipsilateral and 
contralateral responses with respect to incidence angle of the sound [3]. 
 
corresponds to the time duration of the stimulus signal and remains independent of the 
intensity of the stimuli signal. All responses of these three types of neurons can be seen in 
Figure 4.6. 
 
Even though the time durations of the responses of the afferents are independent of the 
intensity of the stimulus signals, it was found that the latency of the responses depends on 
the intensity of the stimulus as can be seen in Figure 4.7. Figure 4.7 shows the response  
b) a) 
 
A
B
C
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Figure 4.8: The comparison of the ITD between sound stimulus responses and neural responses [1]. The 
overall delay magnification process in the Ormia’s ears can be divided into two phases. First, the mechanical 
response amplifies the delay and amplitudes between the responses of the Ormia’s membranes leading to 
the magnified ITD and ILD in primary neural signals connected to the fly’s ear membrane. Second, the ITD 
between the neural signals is further amplified by the neural processing where the neural signal will response 
with different latencies at different ILD. Hence, the overall process yields very high delay magnification gain 
i.e. 320μs/1.5μs = 210. 
 
latency from a single receptor (see Figure 4.7.a). The response latency of the afferent 
response is consistent and decreases as the intensity of the stimulus signal increases. The 
latency of the response from the ipsilaterals afferent (dark) is shorter than that from the 
contralateral afferents (grey). 
 
The intensity of the stimulus signals corresponds to the vibration of the fly’s ear 
membranes. From the previous section, it is clear that the ITD and ILD information in 
the sound field are encoded in the mechanical responses of the membranes. Thus, the 
stimulus signals contain the primary information of the sound direction. At specific 
incidence angles the ear membranes vibrate with the interaural difference in amplitudes 
corresponding to the direction of sound wave. This causes the difference between the 
ipsilateral and contralateral afferent responses: the ipsilateral and contralateral afferents 
respond different latency which corresponds to the direction of incidence of the sound 
wave. The measured interaural latency difference as a function of the incidence angle is 
shown in Figure 4.7.b. From Figure 4.7.b, it can be seen that the latency difference of 
neural responses is more sensitive for small angles of incidence and begins to saturate for 
incidence angle higher than 40°·. Thus, it is clear that the directional information of sound 
wave can be also encoded by mean of the temporal coding of the neural responses. Figure 
4.8 shows the evidence of the improvement of the ITD thanks to this neuromechanical 
process. 
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4.4 Ormia Ochracea-Inspired Applications 
 
The Ormia hearing system has inspired applications in both miniaturized directional 
microphones and analog or digital signal processing sound localization systems. The 
differential microphone is an acoustic sensor where the output is sensitive to the direction 
of the input sound pressures. The output of the differential microphone can be achieved 
by: a) detecting the acoustic pressure gradient at the acoustic sensor level using the 
conventional pressure sensitive diaphragm (i.e. the pressure difference diaphragm in 
hearing aids as shown in Figure 4.9) or b) by subtracting the outputs from nondirectional 
microphones.  
 
 
 
 
Figure 4.9: A structure of the acoustic pressure difference sensor employed in hearing aids [5]. 
 
The miniaturised differential microphone constructed from pressure sensitive diaphragms 
is prone to noises: when the distance between the sensors decreases, the magnitude of 
output from the diaphragm (which is proportional to the difference in magnitude of the 
incident sound waves) becomes very small. Thus, it can be easily distorted by thermal and 
electric noises making it difficult to extract the gradient signal from noise floor. 
Alternatively, the pressure difference diaphragm can be constructed based on the coupled 
structure of the Ormia ears as shown in Figure 4.3.b. The innovation of such a novel 
structure leads to miniature pressure difference diaphragms with improved signal to noise 
ratio. 
 
Miles et.al [6] constructed a novel Ormia-inspired diaphragm with low-noise optical 
sensing. The Ormia-inspired diaphragm has overall dimensions of 1×2 mm2 and 1µm 
thickness. It was fabribated from polycrystalline silicon. The diaphragm is supported by  
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Figure 4.10: The structure of the Ormia-inspired miniaturise directional microphone by Miles et.al [6]. a) the 
microphone diaphragm. b) the optical readout units. 
 
stiffeners and a pivot to make it a rigid bar rotating around the pivot as can be seen in 
Figure 4.10.a. Optical sensing [7] (see Figure 4.10.b) is employed to overcome the 
sensitivity and stability constrains imposed by the biasing electrode in the conventional 
capacitive sensing microphones. The optical sensing consists of a light source (the vertical 
cavity surface emitting laser (VCSEL)), mirror (gold reflector) and light detectors 
(photodiodes). The deflection of the diaphragm results in the modulation of the light 
reflected from the gold reflector by a diffraction grating attached at the end of the 
diaphragm. Photodiodes detect the light reflected from the gold reflector via a diffraction 
grating and produce electrical signals that correspond to the movement of the diaphragm. 
The measured directivity pattern of the diaphragm is shown in figure 8 pattern and the 
input-referred noise floor was measured to be 36 dBs. 
 
Yoo et.al [8] constructed an Ormia-inspired directional microphone and differential 
microphone from polysilicon and parylene diaphragms (see Figures 4.11.a and b) whose 
sizes are 1mm × 2mm ×  1.2µm and 1mm ×  2mm ×  2.4mm, respectively. The 
diaphragms are constructed by corrugation, proof masses and stiffeners. The responses 
from these microphones are consistent with the responses from the Ormia ears in that 
they exhibited rocking and translating mode vibrations. The polysilicon and parylene 
diaphragms have the resonant frequency of the rocking and translating mode at 16kHz 
and 25kHz, and 33kHz and 38kHz, respectively. The diaphragm fabricated from 
polysilicon showed higher ILD than that from parylene. The Ormia-inspired diaphragm 
[9] shown in Figure 4.12 was constructed on CMOS MEM technology and its dimensions 
are 840 µm × 410 µm. It was constructed from metal 1 to metal 4 technology layers. The 
designed diaphragm has resonant frequencies of the rocking mode and translating mode 
at 8kHz and 13kHz, respectively. The directional sensitivity pattern of the diaphragm 
showed figure 8 pattern or bidirectional sensitivity pattern. 
b) a) 
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Figure 4.11: Ormia-inspired diaphragms used in miniaturise microphones by Yoo et.al [8]. a) a diaphragm 
for a differential microphone. b) a diaphragm for a directional microphone. 
 
 
 
Figure 4.12: An Ormia-inspired diaphragm for directional microphones by Sung et.al constructed in CMOS 
technology [9]. 
 
Saito et.al [10] invented an Ormia-inspired gimbals diaphragm (see Figure 4.13) where the 
pivot point of the mechanical model of the Ormia’s ears is realized by the centre-
supported structure of the diaphragm.  The fabrication of the diaphragm is achieved by 
etching 30µm-thickness phosphor bronze foils. The vibration of the diaphragm can be 
controlled and adjusted by the movement and the dimension of the ring respectively. 
 
Apart from miniaturised directional microphones, another application field of the Ormia 
hearing system is in analog and digital signal processing for sound localizations. The 
sound pressure gradient detection mechanism in the Ormia ears has inspired many 
researchers to invent sound localization algorithms which utilize the acoustic gradient 
information for sound localization tasks. 
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Figure 4.13: An Ormia-inspired gimbal diaphragm by Saito et.al [10]. 
 
 
 
 
Figure 4.14: The description of the acoustic receivers and a direction of sound source for a gradient flow 
method by Gert et.al [11]. 
 
The gradient flow technique [11] utilizes the acoustic gradient information in a similar way 
that the Ormia ears detect the difference in sound pressures. It was proposed by Gert et.al 
for blind source localization and separation using miniaturised microphone arrays. This 
technique performs sound localization task using the combination of spatial acoustic 
gradient information and the independent component analysis (ICA) technique. The 
circuit receives input sound waves from four acoustic sensors which are placed at  
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coordinates x01, x10, x-10 and x0-1 as shown in Figure 4.14. By assuming  
߬ଵ௜   and ߬ଶ௜  to be the ITD between the acoustic sensors at coordinates x10 and x01 and the 
sound wave from sound source si that reaches the centre of the sensor array, the relation 
between the acoustic gradient from sensors, the ITDs and the input signals can be 
codified as:  
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ݔ଴ିଵሻ while terms ν00, ν10 and ν01 represent “noises”. 
 
The relation in (4.4) is similar to the ICA problem where a vector on the left hand side is 
known and results from a mixture of signal sources (the second term on the right hand 
side) via mixing matrix (the first term on the right hand side) which contains the 
information of the ITDs for each sound source. The source signal vector and the mixing 
matrix are unknown. The principle of the ICA is to recover the original signals by 
reconstructing the estimated signal from the received mixed signals. The reconstructed 
signals must possess the minimum mutual information among them. Thus, the estimation 
of the mixture matrix or the direction matrix can also be found by applying the ICA 
technique. A micropower 3mm × 3mm, mixed-signal VLSI chip using 0.5μm CMOS 
technology was implemented by Milutin et.al [12] for sound localization task. The chip 
was exploiting the gradient flow technique. The fabricated circuit has a signal sampling 
rate of 16kHz and can resolve delays as small as 250ns by consuming 54µW power from a 
3V power supply. 
 
4.5 Detailed Study of the Delay Magnification Mechanism of 
the Ormia Ears 
 
It is clear from the previous sections that the coupled structure of the Ormia ears is the 
main reason behind an increase in ITD and ILD. In this section, the delay magnification 
of the Ormia ears is analyzed in detail. To the best of the author’s knowledge such a 
detailed study has not been reported before and constitutes one of the main contributions 
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of the Thesis. The ITD characteristic is presented to explain the effect of the system 
parameters on physical ITD values. From the dynamic equations of the two output 
responses at each ear membrane, the output responses can be found by (see Appendix 
A.1): 
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                   (4.5) 
The quantities Ht(s) and Hr(s) represent the rocking and translating mode transfer 
functions and can be expressed in term of natural frequency ω0 and quality factor Q as:  
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                   (4.6) 
The natural frequency and quality factor of the rocking mode ω0r and Qr,, the natural 
frequency and the quality factor of the translating mode ω0t and Qt, and the rocking and 
translating mode gain elements (1/kr and 1/kt , respectively) are shown in Table 4.1. 
 
Table 4.1: The parameters of the Ormia Ochracea (O2) system codified by equation (4.6). 
 
RM Filter TM Filter
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The solutions of (4.5) are similar to those derived by Miles. From (4.5) it can be seen that 
the output responses x1(t) and x2(t) are the results of the linear combination of outputs 
from the rocking and translating mode filters that respond to the difference (S1(t) - S2(t)) 
and the superposition (S1(t) + S2(t))  of the input forces applied at both ears, respectively. 
Alternatively, relation (4.5) can be expressed as the signal flowgraph illustrated in Figure 
4.15.a 
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Figure 4.15: a) The equivalent signal flowgraph of the Ormia system described by (4.5), and b) The 
equivalent signal flowgraph of Figure 4.15.a codified by (4.7). 
 
From the signal flowgraph, it can be seen that the delay magnification mechanism of the 
Ormia ears can be viewed as a combination of input and output arithmetic blocks, two 
gain elements (1/kr and 1/kt) and two second order filters the rocking and translating 
mode filters (RM (Hr(s)) and TM (Ht(s)) filters). For convenient, from this point of this 
thesis, the Ormia Ochracea is somtimes termed O2. The O2 system in Figure 4.15.a receives 
input signals s1 and s2 with the same amplitude and very small time delay τpd, and produces 
output signals x1 and x2 with time delay ITD and different amplitudes A1 and A2, 
respectively. To avoid confusion, the delay presented between the two ear inputs and the 
delay appearing between the two outputs x1 and x2 of the O2 system shown in Figure 4.15.a 
will be referred to as the physical delay (τpd) and ITD, respectively. It should be pointed out 
that the role of the input arithmetic blocks is to extract the information of the physical 
delay and modulate the magnitude of the input signals of the RM and TM filters. The RM 
and TM filters amplify the physical delay by means of their magnitude gains. Finally, the 
amplified physical delay is included back into the phase terms of the output signals by 
means of the output arithmetic blocks. The delay characteristic of the Ormia’s ear 
membranes can be derived and explained from this signal flow graph. The characteristic of 
the ITD as a function of frequencies and τpd can be seen in Figure 4.16. Figure 4.16 is 
b)
a)
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produced by varying the frequency and the τpd of the inputs s1 and s2 in Figure 4.15.a which 
are assumed to be pure sinusoids of the same amplitude (A) and frequency but delayed by 
τpd. The frequency and τpd vary from 0 to 25kHz and from 2.5 to 12µs, respectively. The 
system parameters used for the production of Figure 4.16 are the same as the system 
parameters shown in [2]: k = 0.576 N/m, k3 = 0.18 N/m, c = 1.15×10-5 N s/m, c3 = 
2.88×10-5 N s/m and m = 2.88×10-10 kg. From Figure 4.16, it can be seen for example, that 
for τpd = 2.5 µs and a frequency around 1kHz, the ITD is around 50 µs which is 20 times 
the physical delay. At low frequencies the ITD is approximately a linear function of the 
physical delay. The frequency where the maximum ITD occurs is around 7kHz which 
corresponds to the resonant frequency of a rocking mode filter, and is close to the carrier 
frequency of the cricket calling song. The ITD values start to decrease towards zero ITD 
which corresponds to the delay for a pure translating mode when the input frequency is 
higher and approaches the resonant frequency of a translating mode filter. 
Figure 4.16: The ITD of the O2 hearing system as a function of the frequency and the physical delay. The 
parameters of the O2 hearing system are: k = 0.576 N/m, k3 = 0.18 N/m, c = 1.15×10-5 N s/m, c3 = 
2.88×10-5 N s/m and m = 2.88×10-10 kg as used in [2]. 
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The characteristic of the ITD shown in Figure 3.16 can be derived from the signal 
flowgraph in Figure 4.15.a by assuming S1 and S2 to be sinusoidal incident sound waves of 
frequency ω rad/s with the same amplitudes (A) and with a physical delay τpd. The ITD can 
be computed from the phase response of x1 and x2 as (see Appendix A.2): 
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                   (4.7) 
In (4.7) λ(ω, τpd) = |C(ω, τpd)|/|D(ω, τpd)| with |C(ω, τpd)| and |D(ω, τpd)| representing the 
amplitudes of the output signals from the RM and TM filters of Figure 4.15.a. It should be 
noted here that the symbol λ should not be confused with wavelength. Thus, the ITD can 
be internally controlled by the gains and phases of the RM and TM filters, respectively. The 
quantity φ corresponds to the difference in phase provided by the RM and TM filters at 
their outputs. A useful feature to be noted from (4.7) is that for a given frequency ω, the 
ITD depends on φ and λ only.  
 
The relation in (4.7) allows for the systematic analysis of the ITD. Let us consider for 
example the effect of term λ on the ITD. When term lambda is very large the ITD can be 
approximated by π/ω which is equivalent to 180° phase delay. This corresponds to pure 
rocking mode and will dominate the responses when the frequency of the input signal is 
close to the natural frequency of the rocking mode filter. In contrast, when lambda 
approaches zero the ITD will close to zero or the outputs will move in phase. This 
corresponds to the pure translating mode and will dominate the response when the 
frequency of the input signal is close to the natural frequency of the translating mode filter. 
 
It is worth noting in terms of the ITD value that since the ITD value depends on φ and λ, 
the signal flowgraph of Figure 4.15.a can be expressed in Figure 14.5.b. Figure 14.5.b is 
achieved by “pushing” a gain element 1/kt and the TM transfer function to the rocking 
mode path, and replacing the translating mode path with the unit gain. By considering the 
magnitude and phase responses of the modified signal flowgraph, it can be shown that the 
same characteristic of φ and λ can be achieved. This alternative signal flowgraph can 
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provide the same characteristic of the ITD value as the system of Figure 4.16. Since the 
term kt/kr is the normalization of the transferfunction of the filter, Hr(s)/Ht(s) plays an 
important role in the characterization of the ITD value. Thus we term the transfer function 
of Hr(s)/Ht(s) as the delay gain transfer function (Hd(s)).  
 
Let us assume from Figure 4.15.b that the gain element kt/kr is equivalent to a unit gain 
and that Hd(s) = K1K2s / (s2 + (ω0/Q)s + ω02) where K1 = ω0, and K2 is a real positive number 
ranging from 20 to 1000. The characteristics of the ITD value as a function of the resonant 
frequency ω0 and the quality factor Q can be shown in Figures 4.17, 4.18 and 4.19. The 
ITD value is calculated by substituting the magnitude and phase identity of Hd(s) into (4.7). 
Figures 4.17, 4.18 and 4.19 are obtained by varying the input frequency ω from 0Hz to 
25kHz given fixed values of τpd and K1 (0.2µs and 1000, 2.5µs and 100, and 10.5µs and 20 
for Figures 4.17, 4.18 and 4.19, respectively). Q and ω0 values vary from 1 to 9.112 and 
from 5kHz to 38kHz, respectively.  The effect of tuning ω0 value on the ITD value can be 
seen from the Figures 4.17.a, 4.18.a and 4.19.a: the peak location moves towards higher 
frequency and the peak delay gain decreases as ω0 increases. For a particular ω0 the peak 
location is barely affected by increasing Q values. The increasing Q value results in 
increasing in peak delay gain (see Figures 4.17.b, 4.18.b and 4.19.b). The ITD tuning 
characteristic as a function of the Q and ω0 = K2 values exhibits similar behavior for τpd 
values of 0.2 μs, 2.5 μs and 10.5 μs. 
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Figure 4.17: The effect of ω0 (a) and Q (b) tuning on the ITD value for Hd(s) = K1K2s / (s2 + (ω0/Q)s + ω02) 
and τpd = 0.2us. The Q and ω0 values vary from 1 to 9.112 and from 30000 to 230000 rad/s, respectively. 
The value of K1 is set to 1000. 
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Figure 4.18: The effect of ω0 (a)  and Q (b)  tuning on the ITD value for Hd(s) = K1K2s / (s2 + (ω0/Q)s + ω02) 
and τpd = 2.5us. The Q and ω0 values vary from 1 to 9.112 and from 30000 to 230000 rad/s, respectively. 
The value of K1 is set to 100. 
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Figure 4.19: The effect of ω0 (a)  and Q (b)  tunning on the ITD value for Hd(s) = K1K2s / (s2 + (ω0/Q)s + 
ω02) and τpd = 10.5us. The Q and ω0 values vary from 1 to 9.112 and from 30000 to 230000 rad/s, 
respectively. The value of K1 is set to 20. 
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Figure 4.20: The effect of ωz tuning on the ITD value for Hd(s) = K1K2(s + ωz) / (s2 + (ω0/Q)s + ω02), τpd = 
0.2µs (a) and 10.5µs (b).The ωz value varies from 12560 rad/s to 2000 Hz respectively. The values of Q, ω0 
and K1 are set to 9.12, 6280 rad/s, 1000 (a) and 20 (b), respectively. 
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Figure 4.21: The effect of ω0 tuning on the ITD value for Hd(s) = K1K2(s + ωz) / (s2 + (ω0/Q)s + ω02), τpd = 
0.2µs (a) and 10.5µs (b). The ω0 varies from 30000 to 230000 rad/s, respectively. The values of Q, ωz and K1 
are set to 9.112, 6280 rad/s, 1000 (a) and 20 (b), respectively. 
 
Let us consider another example of the delay gain transfer function. By assuming Hd(s) = 
K1K2(s + ωz)/(s2 + (ω0/Q)s + ω02) instead of the Hd(s) used in the previous example, the 
tuning characteristic of the ITD as a function of the zero ωz, ω0 and Q  for τpd = 0.2µs and 
10.5µs can be evaluated as shown on the left and right hand side of Figures 4.20, 4.21 and 
4.22, respectively. The tuning ranges of Q and ω0 values used in this example are the same 
as previously. The value of K1 is set to 1000 and 20 for τpd = 0.2us and 10.5µs, respectively. 
The ωz value is varies from 100Hz to 2kHz. From Figure 4.20, it can be seen that the 
introduction of zero frequency brings about nonzero delay gain at dc. An increasing ωz 
value results in higher delay gain at dc and a decrease in the peak delay gain. For particular 
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nonzero ωz and Q values, an increase in ω0 results in the peak location moving towards 
higher frequency and decreasing dc and peak delay gains as can be seen in Figure 4.21. For 
particular nonzero ωz and ω0, increasing in Q results in the increasing peak delay gain as it 
can be seen in Figure 4.22.  
Figure 4.22: The effect of Q tuning on the ITD value for Hd(s) = K1K2(s + ωz) / (s2 + (ω0/Q)s + ω02),  τpd = 
0.2µs (a)  and 10.5µs (b). The Q value varies from 1 to 9.112, respectively. The values of ω0, ωz and K1 are set 
to 230000 rad/s, 6280 rad/s, 1000 (a) and 20 (b), respectively. 
 
It is clear from these examples that the frequency-selective delay gain characteristic of the 
Ormia system can be achieved by employing a suitable delay gain transfer function. The 
peak location of the delay gain can vary with a resonant frequency ω0 while the peak gain 
can be controlled by the quality factor. The introduction of a zero-frequency in the 
frequency dependent delay gain leads to a nonzero delay gain at low frequencies.  
 
 
4.6 The Modified O2 System 
 
The previous section elucidated that the Ormia-system can be tuned to have a frequency-
selective characteristic of delay magnification by a suitable choice of a delay gain transfer 
function. In some applications, there is a need for the delay magnification to accommodate 
a wide range of frequency. This section investigates a delay gain transfer function that has a 
wide frequency range of delay magnification. 
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Let us consider the O2 signal flowgraph of Figure 4.23. Bearing in mind Figure 4.15.b, the 
kt/kr gain element reduce to a unity gain and the delay gain transfer function Hd(s) is now 
equal to a gain element β which is termed the delay gain β.  
 
 
Figure 4.23: A signal flowgraph of a “modified O2 system”. The RM and TM filters are reduced to simple 
gain elements (Bear in mind Figure 4.15.b) 
 
In what follows, the ITD expression for the modified O2 system is derived. First let us 
assume that S1(t) = sin(ωt), S2(t) = sin(ω(t- τpd)). The cross correlation between the outputs 
of the O2 system can be computed by:                                                
ܿሺ߬ሻ ൌ lim
்՜∞
1
2ܶ
න ݔଵሺݐሻݔଶሺݐ ൅ ߬ሻ݀ݐ
ା்
ି்
 
                   (4.8) 
The ITD value corresponds to the value of τ where the maximum value of the cross 
correlation occurs. From (4.8) a closed form expression for the ITD can be computed: 
                         
ܫܶܦ ൌ െሺ
1
߱
ሻሾݐܽ݊ିଵ ቆ
2ߚ sin൫߱߬௣ௗ൯
1 െ ߚଶ ൅ ሺ1 ൅ ߚଶሻ cos൫߱߬௣ௗ൯
ቇሿ 
                   (4.9) 
Relation (4.9) reveals a complex relation between the physical delay and ITD. To make the 
analysis simpler, we assume that S1(t) = s(t) and S2(t) = s(t+ τpd) are the received narrow 
band signals. Expanding s(t+ τpd) by means of a Taylor series around t, we have:                               
ݏ൫ݐ ൅ ߬௣ௗ൯ ൌ ݏሺݐሻ ൅ ߬௣ௗݏሶሺݐሻ ൅ ൬
1
2
൰ ߬௣ௗ
ଶ ݏሷሺݐሻ ൅ ڮ 
                   (4.10) 
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Since the term τ2pd on the right hand side of (4.10) is very small, higher terms in (4.10) are 
neglected. Replacing S2(t) with s(t+ τpd), applying the Laplace transform and rearranging 
S1(t) and S2(t), the relation (4.9) can be approximated by (see Appendix A.3): 
 
ܫܶܦ ൌ െሺ
1
߱
ሻݐܽ݊ିଵ ቆ
ߚ߱߬௣ௗ
1 ൅ ሺ߱߬௣ௗ/2ሻଶ െ ሺߚ߱߬௣ௗ/2ሻଶ
ቇ 
                   (4.11) 
The correctness of the approximation codified by (4.11) is verified by plotting the cross-
correlogram [13] of the outputs x1 and x2 of the signal flowgraph in Figure 4.23. The 
modified O2 system is assumed to receive input speech signals S1 and S2 from a male 
speaker corresponding to an input physical delay τpd = 5µs, and the delay gain β is set to 30. 
A cross-correlogram plot is shown in Figure 4.24. 
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Figure 4.24: A comparison between the ITD values of the modified O2 system simulated from a real speech 
signal recorded from a male speaker with the sampling frequency 44kHz signal and the result predicted by 
the ITD identity in (4.11). 
 
In Figure 4.24, red dots denote the ITD value of a real input speech as a function of 
frequency whereas the straight blue line is the ITD value computed by (4.11). Clearly the 
theoretical of ITD in (4.11) predicts satisfactorily the ITD of the real speech signal across 
frequency.         
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Figure 4.25: The effect of increasing the delay gain β value and the frequency ω/2π value on the ITD 
relation (4.11)  when  the input physical delay amounts to 5µs.  (a) the delay gain varies from 20 to 100. (b) 
the frequency varies from 0.1 to 2 kHz, and the physical delay amounts to 10µs. c) The delay gain varies 
from 20, 10 to 6.67 providing the same ITD for different physical delay values of 5, 10 and 15µs  
respectively. (d) With the physical delay set to 5µs, when the delay gain β varies from 20.18 to 20.7 and 21.6 
approximately the same ITD value of 100µs is achieved at different frequencies of 0.5, 1 and 1.5 kHz, 
respectively. 
 
Next, we analyze the effect of the β and ω values on the resulting ITD as expressed by 
(4.11). At low ω and β values where βωτpd << 1, the ITD in (4.11) can be simplified to 
ITD ≈ - βτpd (since tan-1(βωτpd) ≈ βωτpd when βωτpd << 1).This means that the ITD value is 
approximately equal to the physical delay τpd multiplied by the delay gain β. For given 
physical delay and β values, the ITD increases monotonically with ω as shown in Figure 
4.25.a. Figure 4.25.b illustrates the dependence of ITD upon β for various input 
frequencies. Bearing in mind (4.11) we investigate the tuning properties of the proposed 
system. Assuming that ωτpd  << 1 the term (ωτpd/2)2 can be neglected with respect to the 
term (βωτpd/2)2 and the ITD value depends exclusively on βωτpd. Consequently, so long as 
the product βωτpd preserves its value for different physical delay τpd values (this can be 
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achieved by varying the value of β accordingly) the same targeted ITD values should be 
attained. This is shown in Figure 4.25.c. Conversely, for a given τpd value the same targeted 
ITD value can be achieved at different frequencies of interest by varying the β value. This 
is shown in Figure 4.25.d.  
 
 
4.7 A Conventional Sound Localization with Cross-
Correlogram 
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Figure 4.26: A conventional cross-correlogram [13]. 
 
This section introduces the concept of the cross-correlogram as proposed in [13]. The 
cross-correlogram (see Figure 4.26) [13] is an analysis tool which employs spectrum 
analysis by cochlea filterbanks and  coincidence detection or cross correlation units (see 
Figure 4.27) to extract the ITD information from input speech signals. Its computation is 
equivalent to the coincidence detection model [17]. It consists of M identical channels for 
each of the left and right cochlea filterbanks and the correlator units. In this analysis the 
cochlea filters are modelled by means of Nth-order Differential All-Pole Gammatone 
Filters (DAPGF) [14] whose transfer function is given by:                                
 
 
                       
- 94 - 
 
ܪ஽஺௉ீிሺݏሻ ൌ
߱଴ଶேିଵݏ
ቂݏଶ ൅ ߱଴ܳ ݏ ൅ ߱଴
ଶቃ
ே 
                   (4.12)                
where ω0 and Q are the pole frequency and the quality factor of each consisting biquad 
respectively. At each mth channel frequency the output of the left and right cochlea filters (lm 
and rm respectively) become the inputs to a coincidence detection system or a cross-
correlator unit which consists of a pair of T stages of τ µs delay units emerging from the 
left and right cochlea side at the mth channel frequency. At the jth delay unit and tth time 
frame the cross correlation between signals coming from both left and right cochlea filters 
using K sampling data can be computed as: 
 
ܥሺݐ, ݉, ݆ሻ ൌ ෍ ݎ௠ሺ݇ െ ݆ሻ ൈ ݈௠ሺ݇ െ ሺܶ െ ݆ሻሻ
௧
௞ୀ௧ି௄
 
                   (4.13) 
 
 
Figure 4.27: A coincidence detection or cross-correlator unit. 
 
By summing the cross-correlation values across all frequency channels, the ITD can be 
approximated by the location of time lag along the T delay stages where the maximum 
value of the cross-correlation summation takes place. However, this method may not 
prove to be adequate for some applications which require “sharp peaks” of the cross-
correlation values. For example, when there are more than one peaks of the cross-
correlation values, tails of each peak can interfere with each other which in turn may lead 
to erroneous ITD interpretation. Thus, to make the extraction of the ITD more accurate, 
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the following method is applied. First, the input speech signals in this work are assumed to 
be stationary signals whose statistical properties are time invariant. Thus, it is reasonable to 
assume that the cross-correlation value is the same for all time frames or equivalently, the 
time index t can be discarded. From this assumption, the cross-correlation in (4.13) can be 
expressed as ܥሺ݉, ݆ሻ. Finally, the ITD value can be extracted by means of the following 
algorithm: 
 
1) Compute ܥሺ݉, ݆ሻ using (4.13) and outputs from the left and right microphones. 
  
2) For each coordinate ሺ݉, ݆ሻ, normalize ܥሺ݉, ݆ሻ according to: 
 
⎩⎨
⎧ +<<−>=
else 
jmCjmCjmC  and  jmC if  
jmCnormITD ,0
))1(,(),())1(,(0),(,1
),(  
 (4.14)                  
3) Compute ܥூ்஽ሺ݉, ݆ሻ for each frequency channel by the operation: 
ܥூ்஽ሺ݉, ݆ሻ ൌ ܥூ்஽௡௢௥௠ሺ݉, ݆ሻ۪Λሺ݆ሻ 
(4.15) 
where ۪ is a convolution operator, and Λሺ݆ሻ is a triangular waveform function to realize 
the lateral inhibition in the cross-correlogram. 
4) Sum ܥூ்஽ሺ݉, ݆ሻ over all frequency channels along time lag  j using: 
ܥூ்஽ሺ݆ሻ ൌ ෍ ܥூ்஽ሺ݉, ݆ሻ
஺௟௟ ఠ
 
(4.16) 
5) Compute the ITD as 
ܫܶܦ ൌ ሾ2 ൈ ݆௠௔௫ െ ܶሿ ൈ ߬  where ܥூ்஽ሺ݆௠௔௫ሻ ൌ ݉ܽݔ ܥூ்஽ 
 (4.17) 
It should be noted that a plot of ܥூ்஽ሺ݉, ݆ሻ in (4.15) along time lag and natural frequency 
coordinates is equivalent to “a cross-correlogram plot”, while a plot of ܥூ்஽ሺ݆ሻ in (4.16) 
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along time lag is equivalent to “pooled cross-correlogram”. The ITD value which 
corresponds to an input physical delay can be extracted from a pooled cross-correlogram 
using (4.17). 
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Figure 4.28: Transient responses of signals used for cross-correlogram computation. a) and b) Waveforms of 
input speech signals from a male speaker received from the left and right microphone (blue and red) with 
time resolution of 0.5µs and τpd value of -200µs. c) and d) Waveforms of the left and right cochlea filter 
outputs for an ITD value of -200µs at a centre frequency of 3.9kHz. 
 
To illustrate the concept of the cross-correlogram, a real input speech signal from a male 
speaker is recorded from a microphone with a sampling rate of 44kHz. This signal is 
assumed to be received from the first acoustic sensor. The second acoustic sensor is 
assumed to receive a delayed version of the same signal. This second signal is delayed by 
the physical delay τpd. In this example we set τpd = -200µs. Signals from the right and left 
sensors are windowed using 45.5ms rectangular window. These windowed signals are also 
interpolated using Matlab® spline functions in order to generate an input signal with 
enough time resolution; time resolution is set to 0.5µs. The interpolated signals are then 
passed to the left and right cochlea filterbanks where the total number and the order of 
DAPGFs (M and N) at each side are set to 200 and 6, respectively. The center frequency 
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of each cochlea filter ranges from 80Hz to 5000Hz and is equally spaced on the ERB scale 
[15]. The cross-correlation between the output of the right and left DAPGF are computed 
independently for each frequency channel using (4.13) where the total number of delay 
stages T is 60 and each delay unit τ is equivalent to 10µs delay. All signal waveforms in the 
system and the resulting cross-correlogram computed by means of Matlab® (see Appendix 
B.1) are shown in Figures 4.28 and 4.29, respectively.     
 
From Figure 4.28 it can be seen that the physical delay value is preserved in the ITD value 
between the left and right cochlea filter outputs (see Figures 4.28.b and 4.28.d). 
Furthermore the computed ITDs or the main peaks where the maximum of the cross-
correlation occurs (highlighted in red color in Figure 4.23) take place at -200µs which 
corresponds to its input physical delay (Figure 4.29, top). Besides the main peak, 
“ambiguous” peaks also appear on the left and right of the main peak. This phenomenon is 
known to be caused by phase ambiguity of high frequency signal [16]. The maximum peak 
of a pooled cross-correlogram occurs around -200µs which is close to the physical delay 
value (Figure 4.29, bottom). Other peaks in a pooled cross-correlogram result from 
ambiguous peaks of a cross-correlogram. 
 
 
Figure 4.29: The cross correlogram of a single sound source (top) and its poolded cross-correlogam 
(bottom) with -200µs physical delay. The left and right filterbanks are composed of 200 6th-order DAPGF 
each. Each correlator consists of a pair of 60 delay stages of 10 µs delay each. 
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In practice, delays of less than 10µs are difficult to resolve due to the restriction posed by 
the resolution of delay units. When the physical delay is less than the resolution of the delay unit, it 
will not be possible to extract the desired ITD from the cross-correlogram. From the analysis in the 
previous section, it should be clear that an O2-inspired system with simple delay gain 
elements can magnify a physical delay of less than 10µs to the range of hundreds of 
microseconds. In what follows we study the cross-correlogram of a novel system which 
incorporates the O2 unit. 
 
4.8 The Cross-Correlogram with a Modified O2-Inspired 
System 
 
Now, consider the system shown in Figure 4.30 where we include the proposed O2 
inspired system of Figure 4.23 as a preprocessing stage for the cross-correlgram. In Figure 
4.30, the modified O2 system, as shown in previous sections, receives the outputs from 
both microphones and produces a pair of signals with a magnified physical delay. 
Subsequently, these signals are filtered by both the left and right cochlea filters. Pairs of 
outputs from same frequency left and right cochlea filters are cross-correlated in the 
coincidence detection model. Given that this cross-correlation corresponds to magnified 
delays the resulting cross-correlogram has to be mapped back to the “correct” (i.e. non-
magnified) one by using remapping algorithm. 
 
The remapping algorithm remaps the cross-correlogram of the output of the O2 system in 
order to be able to extract the approximated physical delay. The approximated physical 
delay τ′pd can be extracted by means of the following algorithm: 
1) Compute ܥሺ݉, ݆ሻ using (4.13) and the outputs from the left and right cochlea 
filters. 
2) For each coordinate ሺ݉, ݆ሻ, normalize ܥሺ݉, ݆ሻ according to 
⎩⎨
⎧ +<<−>=
else 
jmCjmCjmC  and  jmC if  
jmCnormITD ,0
))1(,(),())1(,(0),(,1
),(
 
(4.18) 
            and compute,  
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ܫܶܦሺ݉, ݆ሻ ൌ ሾ2 ൈ ݆ െ ܶሿ ൈ ߬ ൈ ܥூ்஽௡௢௥௠ሺ݉, ݆ሻ 
 
 (4.19) 
3) For nonzero ܫܶܦሺ݉, ݆ሻ, compute ߱ఏ and ߙ  using: 
ߙሺ݉, ݆ሻ ൌ tanሺ߱ ൈ ܫܶܦሺ݉, ݆ሻሻ/2 
 (4.20) 
and  
߱ఏሺ݉, ݆ሻ ൌ
ߨ
2 ൈ ܫܶܦሺ݉, ݆ሻ
 
 (4.21) 
 
4) For each frequency channel, compare ߱ఏ with its natural frequency ߱ which 
corresponds to the channel index ݉, and compute ҧ߬௣ௗሺ݉, ݆ሻ by (Appendix A.4): 
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ە
ۖ
۔
ۖ
ۓߚ െ ඥߚ
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, ߱ ൏ ߱ఏሺ݉, ݆ሻ
ߚ ൅ ඥߚଶ െ ߙଶሺ߱, ݆ሻሺ1 െ ߚଶሻ
ߙሺ݉, ݆ሻ߱ሺ1 െ ߚଶሻ
, ߱ ൐ ߱ఏሺ݉, ݆ሻ
 
 (4.22) 
        where ߬ҧ௣ௗሺ݉, ݆ሻ ൌ 0 for zero ܫܶܦሺ݉, ݆ሻ 
5) Define a new time lag axis for the remapped cross-correlogram  
െܮߜ߬ҧ௣ௗ, … , െ݈ሺߜ߬ҧ௣ௗሻ, … , െ1ሺߜ߬ҧ௣ௗሻ,0, ൅1ሺߜ߬ҧ௣ௗሻ, … , ൅݈ሺߜ߬ҧ௣ௗሻ, … , ൅ܮߜ߬ҧ௣ௗ 
with time step ߜ ҧ߬௣ௗ where  
ߪ ൌ
2 ൈ ܶ ൈ ߬
ߚ
ൌ ܮߜ߬ҧ௣ௗ  
 (4.23) 
      and index h = 1,2,3,…,(2L+1) corresponds to  l = -L,…,-1,0,+1,…,+L. 
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Figure 4.30: The proposed O2-inspired sound localization system resulting from the combination of the 
coincidence detection model and the modified O2 system. 
6) Relocate ҧ߬௣ௗሺ݉, ݆ሻ onto a new coordinate on a new time lag axis as: 
ҧ߬௣ௗሺ݉, ݄ ሻ where ݈ ൌ ݎ݋ݑ݊݀ሺ
ఙାఛത೛೏ሺ௠,௝ሻ
ఋఛതതതത೛೏
ሻ 
   (4.24) 
7) For each coordinate ሺ݉, ݄ሻ, assign   ܥఛ೛೏′
௡௢௥௠ሺ݉, ݄ሻ setting:                                                                              
ܥఛ೛೏′
௡௢௥௠ሺ݉, ݄ሻ ൌ ൜
1, ݂݅ ߬ҧ௣ௗሺ݉, ݄ሻ ݅ݏ ݊݋ݐ ݖ݁ݎ݋
0, ݈݁ݏ݁                                     
 
(4.25) 
8) Compute ܥఛ೛೏′ ሺ݉, ݄ሻ for each frequency channel by computing:                                                    
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ܥఛ೛೏′ ሺ݉, ݄ሻ ൌ ܥఛ೛೏′
௡௢௥௠ሺ݉, ݄ሻ۪Λሺ݄ሻ 
                   (4.26) 
      where ۪ is a convolution operator, and Λሺ݄ሻ is a triangular waveform function. 
9) Sum ܥఛ೛೏′ ሺ݉, ݄ሻ  over all frequency channels along time lag h using:                                                            
ܥఛ೛೏′ ሺ݄ሻ ൌ ෍ ܥఛ೛೏′ ሺ݉, ݄ሻ
஺௟௟ ௠
 
                   (4.27) 
10) Compute an approximated physical delay ߬௣ௗ′   by:                           
߬௣ௗ
′ ൌ ሺ݄௠௔௫ െ ܰ െ 1ሻ ൈ ߜ߬ҧ௣ௗ   where  ܥఛ೛೏′ ሺ݄௠௔௫ሻ ൌ ݉ܽݔܥఛ೛೏′  
                    (4.28) 
To demonstrate the effect of the O2 system upon a conventional cross-correlogram, we 
assume an input speech signal from a male speaker, the same as the one used in a previous 
example with the physical delay τpd set to -4µs which is less than the resolution of the delay unit in 
the cross-correlator which is 10μs. The delay gain is set to 40 and the rest of the parameters are 
the same as in the previous example. All signal waveforms in the system and the resulting 
cross-correlogram along with the remapped cross-correlogram are illustrated in Figures 
4.31, 4.32 and 4.33 respectively.  
 
Figure 4.31 shows that the input speech signals from the microphones have almost the 
same amplitudes and no ITD (see Figures 4.31.a and b). The ILD and the ITD values are 
significantly improved when examining the modified O2 system outputs (see Figures 4.31.c 
and d). Finally, the ITD value is clearly increased from -4µs at input to around -100µs  at  
the cochlea filter outputs (see Figures 4.31.e and f for the centre frequency value of 
3.9kHz) which corresponds to the ITD value from the modified O2 system with delay gain 
and physical delay values of 40 and -4µs at input frequency 3.9kHz. From Figure 4.32, it is 
clear that the incorporation of the O2 system allows for the production of a cross-correlogram even though the 
delay of the correlator units is longer than the physical delay. However the cross-correlogram of the 
system including the O2 system has a “modified” shape compared to the original cross- 
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Figure 4.31: Transient responses of signals in the process of the cross-correlogram computation. a) and b) 
waveforms of input speech signals from a male speaker received from the left and right microphone (blue 
and red) with time resolution of 0.5µs and τpd value of -4µs. c) and d) waveforms of output signals from the 
modified O2 system with a delay gain value of 40. e) and f) waveforms of the left and right cochlea filter 
outputs with the ITD value around -100µs at a centre frequency of 3.9kHz. 
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Figure 4.32: The cross-correlogram including the modified O2 system for the same sound source as the 
previous example with a physical delay of -4µs and delay gain of 40 at low frequencies. The cross-correlation 
is composed of 32 stages of 10µs of delay each. 
 
 
Figure 4.33: Re-mapped cross-correlogram of Figure 4.32 (top) and its pooled cross-correlogram(bottom) 
using the remapping algorithm codified by (4.18) – (4.27) 
 
correlogram without the O2 system. Bearing in mind Figure 4.29 it can be seen that at low 
frequencies the ITD in Figure 4.32 is approximately equal to the product of the physical 
delay by the delay gain while the main peak bends towards zeros at high frequencies. This 
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anticipated behavior reflects the gain-frequency characteristic of the O2 system as predicted 
by (4.11) and Figure 4.25.a.      
 
From Figure 4.33, it can be observed that the main peak of the “corrected” cross-
correlogram occurs around -4µs which coincides with the correct physical delay value (see 
Figure 4.33, top). The location of the maximum peak of the pooled cross-correlogram also 
occurs around -4µs (see Figure 4.33, bottom). 
 
However, there is a limitation when applying (4.20)-(4.22). From Figure 4.32 the correct 
and “ambiguous” peaks of the ITD bend towards zero as the frequency becomes higher. 
When using the inverse relation both the correct and some ambiguous peaks are mapped 
back. However, some ambiguous peaks may not satisfy (4.22). This is due to the limitation 
of the ITD values the O2 system can produce at high frequencies. Due to the nonlinear 
relationship between the physical delay and the ITD, at higher frequencies and fixed 
physical delay, the ITD barely increases and reaches a limited maximum value. Thus, when 
certain ambiguous peaks with values above this maximum ITD value that can be produced 
by the O2 system are mapped back using (4.22), these ambiguous peaks will not be able to 
be mapped back to their correct location in the cross-correlogram. Instead, they will be 
mapped back to ‘‘wrong’’ locations in the cross-correlogram adding errors in the 
interpretation of ITD. This implies that a suitable delay gain must be carefully chosen for a 
range of physical delay values in order to minimize the ambiguous peaks falling outside the 
allowable values and to prevent the errors on the ITD caused by ambiguous peaks. 
 
4.9 Localization of Two Sound Sources with the Proposed O2-
Inspired System 
 
In real life situations a sound source of interest is practically always interfered by other 
competing signals. This will affect its localization. The conventional cross-correlogram can 
locate more than one sound sources when the overlap between the two input spectrums is 
so small that there are enough frequency channels dominated by each one of the sound 
sources. In such a case the ITD computed by a correlator at each channel frequency 
corresponds to the physical delay of the stronger source according to the study in [16].   
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To explain the idea let us consider the situation where the cross-correlogram tries to 
localize two sound sources. The parameters of the cross-correlogram are set similarly to 
that of the previous example except that now there are two input speech signals coming 
from a female and a male speakers near the left and right microphones corresponding to 
the physical delay values of -10µs and 4µs, respectively. The number of 0.5µs delay units is 
32. A cross-correlogram of the signals from the microphones can be seen in Figure 4.34. 
 
 
Figure 4.34: The conventional cross-correlogram and its pooled cross-correlogram for a mixture of female 
and male speech signals with physical delays of -10µs and 4µs, respectively. The cross-correlation is 
composed of 32 stages of 0.5µs delay each. 
 
It can be seen that at low frequency channels (0.08-1.5 kHz) the spectrum from the male 
speaker (which dominates the frequency channels in this range) results in the ITD that 
corresponds to its physical delay. Similar comments hold for the high frequency channels 
(1.5-5.0kHz) which are dominated by the female speaker. The physical delays 
corresponding to both sources can be extracted by summing each cross-correlation result  
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Figure 4.35: Transient responses of signals in the process of the cross-correlogram computation. a) and b) 
waveforms of the mixed input speech signals from the male and the female speaker received from the left 
and right microphone (blue and red) with time resolution of 0.5µs and τpd value of -10µs and 4µs for the 
female and the male speaker respectively. c) and d) waveforms of output signals from the modified O2 
system with delay gain value of 12. e) and f) waveforms of the left and right cochlea filter outputs at a centre 
frequency of 3.9kHz. 
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across all frequency channels. The bottom panel of Figure 4.34 shows the result of the 
pooled cross-correlogram from which it can be seen that the locations of the maximum 
activity of the ITD are around -10 and 4 µs which correspond indeed to the input physical 
delays. However, in practice, the resolution of the delay unit will be higher than 0.5µs and 
the conventional cross-correlogram will not be able to distinguish the locations of both 
sound sources.  
 
Next the same example is studied by means of the correlogram corresponding to the O2 
incorporating system. We employ 32 stages of 5µs delay units and a delay gain of 12. All 
transient signals in the system and the resulting cross-correlogram after re-mapping are 
shown in Figures 4.35 and 4.36, respectively.  
 
 
Figure 4.36: The cross-correlogram including the modified O2 system and its pooled cross-correlogram for 
the mixture of a female and a male speech signal with physical delays of -10µs and 4µs, and delay gain of 12 
at low frequencies. The cross-correlation is composed of 32 stages of 5µs of delay each. 
 
It can be seen that the signals received from microphones are slightly different in both 
amplitude and phase (see Figures 4.35.a and b)). The differences in amplitude and phase 
are noticeably increased at the outputs of the modified O2 system and the cochlea filters 
outputs (see Figures 4.35.c, d, e and f). Figure 4.36 shows both the re-mapped cross-
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correlogram and the pooled cross-correlogram. It can be seen that the introduction of the 
O2 system to a conventional cross-correlogram preserves the information on the location 
of a sound source of interest even in the presence of a competing sound source and even 
when the delay units introduce a delay (5µs) higher than the minimum anticipated delay 
(4µs). 
 
4.10 Mismatch-Induced Errors of the O2-Inspired System 
 
In this section, we analyze the errors that may have an impact upon the performance of the 
proposed system. Mismatches between cochlea filters of the same frequency introduce 
errors in the computation of ITD values. Ideally the two signals produced by the O2 
system will be first filtered by a pair of cochlea filters at each side (see Figure 4.30) before 
processed by the coincidence detection blocks to extract the modified ITD value produced 
by the O2 system. However, in practice, there are mismatches in both ω0 and Q values 
between each pair of cochlea filters. These mismatches can lead to phase delay errors 
which add to the magnified ITD produced by O2 system. As mentioned earlier, the ITD at 
each frequency channel results from the signals with the stronger power. Now suppose 
that at a certain frequency channel the stronger signal that dominates the ITD is filtered by 
its cochlea filter with pole frequency and quality factor values equal to ω0 and Q 
respectively, while its pair (on the other side) will be filtered by a cochlea filter with slightly 
different pole frequency and quality factor values, ω0 + eω0 and Q + eQ respectively. The 
quantities eω0 and eQ represent natural frequency and quality factor mismatches which can 
be of either negative or positive value. From the phase response expression for the 
DAPGF filter [14], the phase delay error function fe evaluated at the frequency ω0 and 
quality factor Q can be expressed in terms of the mismatches as (see Appendix A.5):      
                   
௘݂ ൌ ൬
ܰ
߱଴
൰ ݐܽ݊ିଵ ቆ
ߙொܳሺߙఠ଴ଶ െ 1ሻ
ߙఠ଴
ቇ 
                   (4.29) 
with  ߙொ ൌ 1 ൅ ሺ݁ொ ܳ⁄ ሻ, ߙఠ଴ ൌ 1 ൅ ሺ݁ఠ଴/߱଴ሻ and N denoting the order of the DAPGF 
cochlea filter. 
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To clarify the problem, the order of cochlea filter N is fixed to 6. By setting the maximum 
acceptable phase delay error equal to the resolution of the delay unit of the cross correlator 
(10μs) and using (4.29), the boundaries where phase delay errors become less than 10μs are 
illustrated in Figure 4.37. 
 
Figures 4.37.a and 4.37.b show regions of ω0 and Q mismatches at each pole frequency ω0 
and quality factor Q where phase delay errors are less than 10μs, respectively. These 
regions are contained within the boundary lines for a particular natural frequency. For 
example, at the natural frequency of 2kHz, a quality factor value of 10 and a quality factor 
mismatch 10% less than 10μs ITD error can be achieved if the natural frequency mismatch 
is less than 0.1% (see Figure 4.37.a). It can be seen that the phase delay errors due to 
mismatches are almost symmetrical around zero natural frequency mismatches. The 
allowable range of mismatches is narrower for higher quality factors and wider for higher 
frequencies (see Figure 4.37.a and b, respectively). It should be stressed that the sensitivity 
of the ITD to the natural frequency mismatch is higher than to the quality factor mismatch 
due to the very sharp frequency response of the 6th-order DAPGF cochlea filter employed 
in the system [14]. 
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Figure 4.37: The boundary where less than 10μs ITD error can be achieved in the presence of natural 
frequency and quality factor mismatches. a) The effect of increasing Q on ITD error curve. The natural 
frequency and the quality factor mismatches are set to range from -0.3% to +0.3% and from -30% to 
+30%, respectively. The input frequency is fixed at 2kHz and Q varies from 5 to 10. b) The effect of 
decreasing input frequency on ITD error curve. The natural frequency and the quality factor mismatches are 
set to range from -0.2% to +0.2% and from -30% to +30%, respectively. The quality factor is fixed at 10 
and the input frequency varies from 3kHz to 640 Hz, respectively. 
 
a) b)
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Figure 4.38: The boundary where less than 10μs can be achieved in the presence amplitude mismatch α  at 
the modified O2 input. a) effect of increasing β on ITD error curve. The quantity α ranges from 0.7 to 1.3. 
The input frequency is fixed at 2kHz and β varies from 15 to 45. b) effect of decreasing frequency on the 
ITD error curve. The quantity α ranges from 0.9 to 1.2. The delay gain is fixed at 30 and the input frequency 
varies from 3kHz to 640Hz. 
 
Other sources of ITD errors are input amplitude mismatches of the O2 system itself. 
Relation (4.7) is derived by assuming a pair of same input amplitudes. However, in practice 
there might be mismatches that need to be taken into account. Supposing that the input 
amplitudes ( ଵܵሺݐሻ and ܵଶሺݐሻ)  of the O2 system used to derive (4.7) differs by a factor ߙ i.e. 
ଵܵሺݐሻ ൌ ߙܵଶሺݐሻ, the ITD in (4.7) can be rewritten as (see Appendix A.3):   
                    
ܫܶܦఈ ൌ െሺ
1
߱଴
ሻݐܽ݊ିଵሺ
4ߚߙ߱଴߬௣ௗ
ሺ1 ൅ ߙሻଶ െ ߚଶሺ1 െ ߙሻଶ ൅ ߱଴
ଶ߬௣ௗ
ଶ ሺ1 െ ߚଶሻ
ሻ 
                  (4.30) 
The ITD error caused by the amplitude mismatch  ݃௘ሺ߱଴, ߚ, ߬௣ௗ, ߙሻ can be determined by 
subtracting (4.30) from (4.5). Setting the delay gain β equal to 10 and the maximum ITD 
error to 10μs, the boundaries where phase delay errors of less than 10μs are achieved are 
shown in Figure 4.38. It can be seen that the allowable amplitude mismatch is larger when 
either the natural frequency or the physical delay is higher. For example, at a natural 
frequency of 2kHz and a physical delay of 6μs the modified O2 system with a delay gain 
value of 15 can tolerate a relative amplitude error of 10% and still achieve an ITD error of 
less than 10μs. It is clear from the result that the allowable input amplitude mismatch 
region for high physical delay value (i.e. τpd > 6 μs) is narrower when the delay gain 
increases. In contrast, the allowable input amplitude mismatch region for low physical 
a) b)
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delay value (i.e. τpd < 6 μs) is wider when the delay gain increases. The allowable input 
amplitude mismatch region is wider for higher input frequencies (see Figure 4.38.b). 
 
4.11 Cross-Correlogram-Based Analysis of Cochlea Filter 
Bandwidth Impact upon the Sound Localization Performance 
for the O2-Inspired System 
 
In this section, we analyze the effect of the cochlea filter bandwidth upon the sound 
localization performance of the cross-correlogram and the cross-correlogram with an O2 
system. The analysis proceeds following the steps detailed in [16]. 
 
4.11.1 A Single Sound Source with a Conventional Cross-Correlogram 
 
For the single sound source case, the ITD computed from a cross-correlogram without 
the modififed O2 system is not affected by the accuracy of the bandwidth of the cochlea 
filters. In contrast, the ITD computed from a cross-correlogram with the modified O2 
system deviates from its ideal value, i.e. the ITD computed by a cross-correlogram with 
the modified O2 system for a pure tone input signal. To visualize this, let us consider the 
scenario where there is only one single sound source causing sound waves to arrive at 
both ears with physical delay τpd = d. Also let us assume that the spectrum of an input 
sound source is distributed as depicted in Figure 4.39. In Figure 4.39, at a channel 
frequency whose center frequency is fCF, the input line spectrum is assumed to be filtered 
by the cochlea filter with the quality factor Q1 providing a very narrow bandwidth. As a 
result, it can be assumed that only the spectrum content of the input at the center 
frequency ω2 with its magnitude A2 will remain at the filter’s output. In this case, the 
output from each side of cochlea filter will be pure tone with frequency ω2=2πf2 and 
physical delay d. Consequently, the ITD computed by a cross-correlator is clearly equal to 
d. From the general relation between the bandwidth ΔfB, the quality factor Q and the 
center frequency fCF of the cochlea filter [14]: 
 
Δ ஻݂ ൌ ஼݂ி ܳ⁄  
               (4.31) 
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if the quality factor is tuned to Q2 which is lower than Q1, the result will be the wider 
bandwidth shown with dashed lines in Figure 4.39. Thus, the input spectrum content at 
frequencies ω1=2πf1 and ω2=2πf2 with their magnitude A1 and A2 and physical delay d will 
appear at the filter’s output. By assuming that a phase lag between these two pure tones at 
each side is φ whose value is random uniformly within the range [-π,+π], the inputs of the 
left and right sides of the cross-correlator (l(t) and r(t)) can be described as: 
 
݈ሺݐሻ ൌ ܣଵ ൈ sinሺ߱ଵݐሻ ൅ ܣଶ ൈ sinሺ߱ଶݐ ൅ ߮ሻ 
   (4.32)    
CFω1ω 2ω
 
Figure 4.39: An illustration of the effect of filters’ bandwidths (Q1 and Q2) on the spectrum contents of a 
single sound source input. 
 
ݎሺݐሻ ൌ ܣଵ ൈ sinሺ߱ଵሺݐ ൅ ݀ሻሻ ൅ ܣଶ ൈ sinሺ߱ଶሺݐ ൅ ݀ሻ ൅ ߮ሻ 
               (4.33) 
To evaluate the impact of the relative strength R= A1/( A1+ A2) on the ITD, (4.32) and 
(4.33) are modified as: 
 
݈ோ଴ሺݐሻ ൌ ܴ ൈ sinሺ߱ଵݐሻ ൅ ሺ1 െ ܴሻ ൈ sinሺ߱ଶݐ ൅ ߮ሻ 
               (4.34)                               
ݎோ଴ሺݐሻ ൌ ܴ ൈ sinሺ߱ଵሺݐ ൅ ݀ሻሻ ൅ ሺ1 െ ܴሻ ൈ sinሺ߱ଶሺݐ ൅ ݀ሻ ൅ ߮ሻ 
               (4.35) 
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where lRo(t) and rRo(t) are the normalized inputs which are equal to l(t)/( A1+ A2) and r(t)/ 
(A1+ A2), respectively. The computation of the cross-correlator will be carried out using 
the inputs from (4.34) and (4.35) instead. This will not affect the computation of the ITD. 
The cross correlation function c(τ) can be expressed using (4.34), (4.35) and (4.8) as: 
                                    
ܿሺ߬ሻ ൌ ܴଶ ൈ cosሺ߱ଵሺ߬ െ ݀ሻሻ ൅ ሺ1 െ ܴሻଶ ൈ cosሺ߱ଶሺ߬ െ ݀ሻሻ 
               (4.36) 
 
It should be obvious from (4.36) that the value of the ITD or τ that causes the maximum 
value of c(τ) is equal to d. Thus, it is clear that the computation of the ITD will not be 
affected by the increase in bandwidth or the relative strength of the spectrum R since the 
computed ITD value is the same whatever the value of bandwidth and R.  
 
From the analysis above it is clear that when the ITD of a single sound source is 
computed by a cross-correlogram, the filter’s bandwidth and the relative strength of the 
input spectrum will not affect the value of the ITD. However, this is not the case if the 
cross-correlogram with the O2 system is employed. 
 
4.11.2 A Single Sound Source with a Cross-Correlogram with O2 System 
 
To analyze the effect of the cochlea filter bandwidth and the relative strength of the input 
spectrum upon the computation of the ITD from a single sound source using the cross-
correlogram with the O2 system, we assume that the output of the cochlea filter is 
composed of two pure tones with frequencies f1 and f2 and amplitudes A1 and A2 
respectively. The frequencies f1 and f2 are assumed to be located away from the center 
frequency of the cochlea filter fCF  and within the filter’s bandwidth ΔfB  in such a manner 
that f1 = fCF - ΔfB/2 and f2 = fCF + ΔfB/2. By substituting f1 and f2 in (4.34) and (4.35), and 
treating (4.34) and (4.35) as the inputs to the O2-inspired system, the cross correlation 
function co2(τ) of the outputs of the O2 system can be derived from (4.8). However, co2(τ) is 
a very complex function and cannot be used to analyze the ITD. To alleviate the analysis, 
an approximate value of co2(τ) is calculated by substituting the second order Taylor series 
approximation of sine(x)=1-(x2)/2 and cos(x)= x-(x2)/6 (with x << 1) in the co2(τ) 
expression. From the approximation of co2(τ), an expression for the ITD can be derived  in  
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Figure 4.40: Variation of the ITD value the O2-inspired system versus the relative strength of input signals. 
The graphs are parameterised for the filter bandwidth. The filter’s bandwidth ΔfB varies from 0Hz to 200Hz, 
the centre frequency is set to 1kHz while the input physical delay is fixed at 2μs. 
 
Appendix B.2. Based on this approximated expression for the ITD, the effect of the 
filter’s bandwidth and of the relative strength of the input spectrum upon ITD can be 
evaluated, as illustrated in Figure 4.40. 
 
The results of Figure 4.40 correspond to the result from the approximated ITD identity 
from Appendix B.2 where  fCF = 1kHz, d=2μs a delay gain of β = 100 and varying ΔfB and 
R from 0 to 200Hz and from 0 to 1, respectively. It can be seen from Figure 4.40 that, for 
ΔfB=0, the computed ITD value is constant over the range of R and equal to the ITD 
value from a single sound source with fCF = 1kHz and d = 2μs. The ITD for ΔfB=0 is the 
desired ITD value. When ΔfB≠0  the ITD value splits from the straight line yielding the 
different ITD values at R = 1 and R = 0. For example, for ΔfB = 100Hz and at R = 1 and 
0, the ITD values correspond to the ITDs from pure tones with frequencies 900Hz and 
1100Hz, respectively. The ITD value at R=0 decreases to the ITD value at R = 1 when 
the value of R increases. The wider the value of ΔfB the wider the variation range of ITD 
values: the variation range of the ITD value for ΔfB = 200 is 17 μs whereas the variation 
range of the ITD value for ΔfB = 50Hz is approximately 5 μs.  
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Figure 4.41: The standard deviation of the ITD values of the O2-inspired system versus the relative strength 
of input signals. The results are parameterised with respect to the filter bandwidth ΔfB . The filter bandwidth 
ΔfB varies from 0Hz to 200Hz. The frequencies f1 and f2 are set to be uniformly random around the center 
frequency fCF = 1kHz are placed within the filter’s bandwidth. The phase lag φ is set to be randomly 
uniform within [-π,+π ]and the input physical delay is fixed at 2μs. 
 
Now, let us evaluate the variation range of the ITD values as a function of ΔfB and R by 
considering the standard deviation of the ITD as shown Figure 4.41. Figure 4.41 is 
achieved by assuming the same parameters as in the previous example except from the 
fact that ω1 and ω2 are assumed to be uniformly random within the range [fCF - ΔfB/2, fCF + 
ΔfB/2]. The standard deviation for each ΔfB value is computed by treating the ΔfB=0 ITD 
curve as the mean ITD. It can be seen from Figure 4.41 that the error due to ΔfB variation 
is highest when there is only one frequency component which predominates in the 
bandwidth i.e. for all ΔfB values the standard deviations are at their highest when either R 
= 0 or R = 1. The standard deviation drops to its minimum value when the relative 
strength of both components is comparable i.e. when R is around 0.5. The ITD error 
increases when ΔfB  increases. For example, the overall ITD error for ΔfB = 200Hz is 
higher than the ITD error for ΔfB = 100Hz. The standard deviation is a symmetric 
function around R = 0.5. 
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It can be seen from the above result that the ITD value of the cross-correlogram for the 
O2-inspired system is affected by ΔfB despite the single sound source input. This can be 
explained by considering the ITD-frequency characteristic of the O2-inspired system. 
From the analysis in section 4.4, it is shown that for fixed physical delay the ITD value of 
the outputs of the O2-inspired system varies as a function of the frequency. Thus, when 
the input of the O2-inspired system is not a pure sinusoidal tone but consists of more than 
one fundamental frequency components, the ITD value will not be constant but will 
depend on the bandwidth of the cochlea filter and the relative strength of the input 
spectrum. The wider the bandwidth the more the ITD deviate from its ideal value. The 
lowest variation in the ITD occurs around an equal relative strength. An asymmetry of the 
ITD in Figure 4.40 occurs even though f1 and f2 is located away from the centre frequency 
by the same amount. This is due to the nonlinear relation between ITD and frequency for 
an O2-inspired system (see Figure 4.25.a).  
 
From the previous subsection, it should be clear that the sound localization performance 
of an O2-inspired system for a single sound source is affected by ΔfB which in turn means 
that it is affected by the Q value of the cochlea filter. Our original analysis shows that 
although our novel O2-inspired system can offer sound localization even when the 
resolution of the delay line is large than the physical ITD, this very important benefit 
occurs at the expense of narrow band cochlea filters. Despite the fact that this 
requirement is challenging highly selective (i.e. high Q) biomimetric responses consuming 
only a couple of μWs of power have been reported [14]. In the next sections, we 
demonstrate that the sound localization performance for two sound sources is also 
affected by ΔfB both for a cross-correlogram and the cross-correlogram with the O2 
system. 
 
4.11.3 Two Sound Sources with a Conventional Cross-Correlgram 
 
Let us consider the spectrum of two sound sources with the physical delays d1 and d2 as 
shown in Figure 4.42. In Figure 4.42 we assume that the frequency components which are 
left at the output of the cochlea filter are spectral components only at frequencies  f1 and f2 
from the first and the second sound sources, respectively. Frequencies f1 and f2 are 
assumed to be uniformly random within the narrow bandwidth range of the cochlea filter 
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[fCF - ΔfB/2, fCF + ΔfB/2]. Based on these assumptions, the outputs of the left and right 
cochlea filters can be expressed as: 
 
݈ோ௧ሺݐሻ ൌ ܴ ൈ sinሺ߱ଵݐሻ ൅ ሺ1 െ ܴሻ ൈ sinሺ߱ଶݐ ൅ ߮ሻ 
               (4.37) 
ݎோ௧ሺݐሻ ൌ ܴ ൈ sinሺ߱ଵሺݐ ൅ ݀ଵሻሻ ൅ ሺ1 െ ܴሻ ൈ sinሺ߱ଶሺݐ ൅ ݀ଶሻ ൅ ߮ሻ 
               (4.38) 
where φ is a phase lag between the fundamental components from each sound source at 
the ipsilateral acoustic sensor which is assumed to be uniformly random within [-π,+π]. 
 
 
CFω1ω 2ω
 
Figure 4.42: An illustration of the effect of filters’ bandwidth upon the spectrum content of a mixture of 
two sound sources. 
 
For sound localization using only a cross-correlogram, the ITD value is computed from 
the cross correlation function c(τ) using input expressions in (4.37), (4.38) and (4.8). The 
expression for c(τ) can be found as: 
 
ܿሺ߬ሻ ൌ ܴଶ ൈ cosሺ߱ଵሺ߬ െ ݀ଵሻሻ ൅ ሺ1 െ ܴሻଶ ൈ cos൫߱ଶሺ߬ െ ݀ଶሻ൯ 
               (4.39) 
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The result in (4.39) is the same as the result from the analysis in [16] where it is suggested 
that there is no close form for the ITD value or τ = τmax where the maximum of c(τ) 
occurs. However, also from the study in [16], the ITD value can be approximated as: 
 
߬௠௔௫ ൌ ൝
݀ଵ                      , ܴ ൏ 0.5
ሺ݀ଵ ൅ ݀ଶሻ/2   , ܴ ൌ 0.5
݀ଶ                     , ܴ ൐ 0.5
, 
                  (4.40)                
and    
߬௠௔௫ ൌ
݀ଵ ൅ ݀ଶ
2
൅
1
߱஼ி
൬arctan ൤൬
2ܴ െ 1
2ܴଶ െ 2ܴ ൅ 1
൰ ݐܽ݊ߚ൨ ൅ ݇ߨ൰ , k Ԗ ሾ0 േ 1ሿ 
                  (4.41) 
where ߚ ൌ ߱ሾሺ݀ଵ െ ݀ଶሻ/2ሿ for zero bandwidth (see(4.40)) and nonzero bandwidth 
(see(4.41)) cases, respectively.  
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Figure 4.43: The mean ITD values of the mixture of two sinusoidal signals versus the relative strength of 
input signals. The filter bandwidth ΔfB plays the role of a parameter. The bandwidth ΔfB varies from 0Hz to 
200Hz, the centre frequencies f1 and f2 are considered to be uniformly random within filter’s bandwidth, the 
phase lag φ is considered to be uniformly random within [-π, +π] and the input physical delays d1 and d2 are 
fixed at -80μs and-150μs respectively. 
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Now let us consider the ITD value computed from a cross-correlogram as a function of 
the filter bandwidth and the relative strength R as shown in Figure 4.43. 
 
Figure 4.43 is produced by computing the mean ITD value between the inputs using 
identities (4.37) and (4.38) where fCF = 1kHz, d1=80μs, d2=150μs, ΔfB varies from 0 to 200 
Hz, f1 and f2 are uniformly random within the narrow range [fCF - ΔfB/2, fCF + ΔfB/2], R 
varies from 0 to 1, and φ is uniformly distributed within [-π,+π]. The resolution of the 
input signals, the number of the delay units and the delay unit used to compute the ITD 
are set to 1 μs, 44 and 5 μs, respectively. 
 
From Figure 4.43 it can be seen that the ITD is a symmetric function of R and reaches 
the value of 80μs and 150μs when R approaches 0 and 1 respectively. For zero or very 
narrow bandwidth (ΔfB=0), the computed mean ITD value is well matched by the 
approximation in (4.40) where the ITD is very sensitive to the R value around the value 
R=0.5, and is less sensitive to the R value when R has a higher or lower than 0.5 value. In 
contrast, as the bandwidth widens, the ITD becomes less sensitive to the R value around 
R=0.5, and becomes more sensitive to the R value. The relation (4.41) becomes a better 
approximation for the ITD when the filter bandwidth is wider. 
 
From this result, it is clear that the ITD value tends to be close to the physical delay of the 
dominant relative strength regardless of the bandwidth. For example the R value close to 
1, the ITD value is close to 80μs which corresponds to the physical delay of the first 
sound source. Besides the relative strength, the variation in the ITD value also depends 
on the bandwidth variation of the cochlea filter: for nonzero bandwidth the ITD deviates 
more from the ideal value (the ITD from zero bandwidth case) when the bandwidth 
increases. To gain further insight into the effect of the bandwidth upon the ITD variation, 
let us consider the standard deviation characteristic of the ITD as a function of R and 
bandwidth as shown in Figure 4.44. 
 
Figure 4.44 is produced uniformly random using the same parameters as for Figure 4.43. 
The standard deviation for each filter bandwidth is computed using the mean ITD value 
from (4.40). From Figure 4.44, it can be seen that the variation in the ITD value is 
maximum around equal relative strength. The variation in the ITD for narrow bandwidth 
is higher than that for wider bandwidth. It is worth noting here that even though the 
- 120 - 
 
variation in the bandwidth is higher for the narrower bandwidth, the mean ITD for the 
narrower bandwidth is closer to the ideal ITD than the ITD for the wider bandwidth. It 
would be useful to stress here that the above results are in broad agreement with the 
results from [16]. 
 
4.11.4 Two Sound Sources with a Conventional Cross-Correlgram with 
an O2-Inspire System 
 
In this subsection, we analyze the effect of the cochlea filter bandwidth upon the ITD 
value computed from a conventional cross-correlogram with the modified O2 system 
using the same strategy as in section 4.11.3. For very small and large bandwidth cases, it 
can be shown in Appendix B.3 that the ITD value can be approximated by:  
                                
߬௠௔௫ ൌ ቐ
 ݀ଵ′                       , ܴ ൏ 0.5
ሺ݀ଵ′ ൅ ݀ଶ′ ሻ/2    , ܴ ൌ 0.5
 ݀ଶ′                      , ܴ ൐ 0.5
, 
                  (4.42) 
0 0.2 0.4 0.6 0.8 1
0
1
2
3
4
5
6
7
8
9 x 10
-5
 
 
data1
data2
data3
data4
 
Figure 4.44: The standard deviation of the ITD value of the mixture of two sinusoidal signals versus the 
relative strength of the input signals. The filter bandwidth ΔfB plays the role of a parameter. The bandwidth 
ΔfB varies from 0Hz to 200Hz, the centre frequencies f1 and f2 are considered to be uniformly random within 
the filter’s bandwidth, the phase lag φ is considered to be uniformly random within [-π,+π] and the input 
physical delays d1 and d2 are fixed at -80μs and-150μs respectively. 
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where                                                 
߬௠௔௫ ൌ
߱ଵଶ݀ଵ′ ሺ1 െ ܴଶሻ ൅ ߱ଶଶ݀ଶ′ ܴଶ
߱ଵ
ଶሺ1 െ ܴଶሻ ൅ ߱ଶ
ଶܴଶ
 
(4.43) 
and 
݀௜
′ ൌ െ
1
߱஼ி
൭ܽݎܿݐܽ݊ ൬
ߚ߱஼ி݀௜
1 ൅ ሺ߱஼ி݀௜/2ሻଶ െ ሺߚ߱஼ி݀௜/2ሻଶ
൰൱ , ݅ ൌ 1,2 
                  (4.44) 
respectively. The relation (4.43) is computed by Taylor series expression sine(x)=1-(x2)/2 
and cos(x)= x-(x2)/6 where x << 1  to c(τ) in (4.39), solving for τ = τmax where the 
maximum of c(τ) occurs and finally substituting ݀ଵ′  and ݀ଶ′  which are calculated from the 
ITD expression at centre frequency fCF using (4.11). 
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Figure 4.45: The mean ITD values of the O2-inspired system outputs in response to a mixture of two 
sinusoidal signals versus the relative strength of input signals. The filter bandwidth ΔfB plays the role of a 
parameter. The filter bandwidth ΔfB varies from 0Hz to 200Hz, the centre frequencies f1 and f2 are 
considered to be uniformly random within the filter’s bandwidth, phase lag φ is set to be uniformly random 
within [-π,+π] and the input physical delays d1 and d2 are fixed at -8μs and +8μs, respectively. The delay gain 
is set to 12. 
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Figure 4.46: The standard deviation of the ITD value of O2-inspired system output in response to a mixture 
of two sinusoidal signals versus the relative strength of input signals. The filter bandwidth ΔfB plays the role 
of a parameter. The filter bandwidth ΔfB varies from 0Hz to 200Hz, the centre frequencies f1 and f2 are 
considered to be uniformly random  within the filter’s bandwidth, the phase lag φ is considered to be 
uniformly random within [-π,+π] and the input physical delays d1 and d2 are fixed at -8μs and +8μs 
respectively. The delay gain is set to 12. 
 
Now let us consider the characteristic of the ITD computed from a cross-correlogram 
with an O2 system as a function of the filter bandwidth and the relative strength R. The 
result is shown in Figure 4.45. The mean ITD value in Figure 4.45 is computed by 
averaging the ITD between the outputs of the O2 system where the inputs to the O2 
system are given by (4.37) and (4.38). All parameters are the same as in the previous 
example except for the input physical delays d1=-8μs and d2=+8μs. The delay gain is set to 
12. 
 
The overall characteristic of the mean ITD from a cross-correlogrm with an O2-inspired 
system is similar to the result from a normal cross-correlogram. The ITD is still a 
symmetric function of R and reaches the values around -90μs and 90μs when R 
approaches 0 and 1, which corresponds to the input physical delays of the O2 system. For 
zero or very narrow bandwidth (ΔfB=0), the computed mean ITD value is well matched 
by the approximation in (4.42) whereas when the bandwidth widens, (4.43) becomes a 
better approximation for the ITD. 
- 123 - 
 
 
The standard deviation for each filter bandwidth is computed using the mean ITD by 
(4.42), and can be seen in Figure. The characteristic of the standard deviation of the ITD 
for the O2-inspired system is similar to that from the conventional cross-correlogram. The 
variation in the ITD value is at maximum around equal relative strength. The variation in 
the ITD for the narrow bandwidth is higher than for the wider bandwidth.  
 
4.12 Conclusion  
 
This chapter studied the Ormia, delay magnification mechanism based upon the Ormia’s 
ears’ dynamic response derived by Miles. From the study, we derived an equivalent signal 
flowgraph of the dynamic response of the Ormia’s ears. The O2 signal flowgraph consists 
of the RM and TM second order filters along with the addition and the subtraction 
blocks. The physical delay-frequency characteristic of the ITD from the O2 system was 
revealed by substituting in the signal flowgraph the system parameters and varying the 
input frequency. The ITD characteristic of the O2 system has been successfully explained 
by the Ormia’s ITD expression which was derived from the O2 signal flowgraph. From 
the derived ITD expression, it has been shown that the magnified ITD between the 
responses of the Ormia ears membrane are actually determined by three variables: the 
frequency of input sound waves, the magnitude ratio and the phase difference of the second 
order rocking mode (RM) and translating mode (TM). A system with the RM and TM filters 
replaced by any filter that can provide the same magnitude ratio and phase difference (or 
the same “delay gain transfer function”) as the original lowpass RM and TM filter do, will 
provide the same ITD as the original system. Inspired by the O2 system, we have 
proposed our O2-inspired delay magnification system which replaces the RM and TM 
filters by simple gain elements. An expression which shows the relation between the ITD 
of the proposed system and the input frequency, the physical delay and the gain ratio or 
“the theoretical delay gain” has been derived by Taylor approximation. The proposed 
system has a simpler structure than the original O2 system and provides comparable ITD 
values. We showed that by using the proposed system to magnify a small physical delay 
prior to the ITD computation by means of a cross-correlogram with delay unit value 
higher than the physical delay value, the ITD value corresponding to the physical delay 
was preserved and was able to be extracted. Based on this result, we continued by 
proposing a new sound localization system which consists of the proposed delay 
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magnification system, cochlea filter banks and a proposed remapping algorithm. The 
proposed system was tested for localization tasks for single and multiple sound sources. 
The results showed that the proposed system was able to locate both single and multiple 
sound sources with acceptable accuracy. In the final part of this chapter we analyzed the 
effects of mismatch and cochlea filter bandwidth on the performance of the proposed 
sound localization system. It has been found that, in the presence of input amplitude 
mismatch, an increase in the delay gain and a decrease in the input frequency results in a 
narrower range for the allowable input amplitude mismatch. Also, it has been found that 
the bandwidth of the cochlea filters will affect the ITD computation by the proposed 
system for the case of a single sound source. Finally, we showed that for a two sound 
source localization task, the performance of the proposed sound localization system was 
comparable to the performance of the conventional cross-correlogram when its delay unit 
was made unusually small. 
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Chapter 5  
Analog VLSI Implementations of Delay Magnification 
Systems Inspired by the Ormia  Ochracea 
  
5.1 Introduction  
 
In the previous chapter, the Ormia delay magnification mechanism has been studied 
aiming at addressing the problem of coincidence detection-based sound localization in 
applications with small ITD values. Based on the study, we have derived an equivalent 
signal flowgraph for the dynamic response of the Ormia’s ears. This signal flowgraph can 
be used as a generic model for either a mechanical or an electrical system which can 
mimic the dynamic behavior of the Ormia’s ear membranes. By comparing aspects and 
parameters of the mechanical and electrical systems it becomes clear that the electrical 
system provides practicality in parameter tuning and implementation and also requires less 
area, whereas the mechanical system can preserve the information received by the sensors 
with less distortion. 
 
Motivated by the potential of the proposed delay magnification system (which can be 
incorporated in our proposed sound localization system which has the potential to 
localize competing sound sources with very small ITDs), and advantages of the electrical 
system over the mechanical system, this chapter, studies the feasibility and practicality of 
morphing of the O2 system and our O2 inspired system in analog circuits. 
 
This chapter is divided into three main parts. The first part which includes section 5.2 to 
5.4 provides the background of current mode analog circuits: gm-C and log-domain filters. 
We proceed by synthesizing, simulating and comparing the performance of the gm-C and 
log-domain O2 morphing circuits in section 5.5. The final part of this chapter (section 5.6) 
deals with the synthesis and simulation of our proposed O2-inpired system. 
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5.2 Current-Input Current-Output Mode Signal Processing, 
Weak Inversion Operation and Translinear Loops 
 
Let us consider an NMOS device with its gate and n-type drain terminals tied to the 
positive voltage VG and VD respectively, whereas the n-type source and p-type bulk 
terminals are connected to ground. Let us assume that the voltage VG is less than the 
threshold voltage by a few hundreds of millivolts. As a result of this configuration, the 
positive potential at the gate terminal will increase the surface potential between oxide-
silicon and bulk. As a result electrons will be attracted from the source and the drain to 
the channel causing increasing the electron concentration around the source and drain 
ends. Since the drain end has higher potential than the source end, the electron 
concentration at the source end will be higher than that at the drain end. However, this 
difference in charge concentration between source and drain ends is so small that it 
cannot create a sufficient potential gradient to produce the electric field that forces 
electrons to flow from source to drain which is equivalent to the drift current in the 
strong inversion region. Due to the difference in charge concentration, electrons start to 
diffuse from the source to the drain terminal causing a “diffusion current” to flow from 
the drain end to the source end. This mode of operation is termed “weak inversion” or 
“subthreshold” region. It is compared to the strong inversion region in Figure 5.1.a. It can 
be seen that the weak inversion region occurs when VGS is less than VTH from 100mV to 
300mV. In the weak inversion region, there is also the saturation region, and the drain 
current ID in weak inversion is given by: 
 
ܫ஽ ൌ ൬
ܹ
ܮ
൰ ܫ௢௦ exp ൬
ܸீ ௌ െ ்ܸ ு
்ܸ݊
൰ ሾ1 െ exp ൬െ ஽ܸௌ
்ܸ
൰ሿ 
                   (5.1) 
where W and L are the width and the length of a transistor, VT is the thermal voltage 
(approximately 26mV), n is the slope constant and I0S is the drain current when VGS = 
VTH, W/L = 1 and VDS is much higher than VT. If the drain-source voltage VDS is much 
higher than VT i.e. transistor in saturation mode, (5.1) can be reduced to: 
 
ܫ஽ ൌ ൬
ܹ
ܮ
൰ ܫ௢௦ exp ൬
ܸீ ௌ െ ்ܸ ு
்ܸ݊
൰ ൌ ܫ஽଴ ൬
ܹ
ܮ
൰ expሺ
ܸீ ௌ
்ܸ݊
ሻ 
                   (5.2) 
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Figure 5.1: a) Subthreshold and above threshold characteristic of ID vs. VDS [1]. b) Subthreshold and above 
threshold saturation characteristic of ID vs. VGS on a log scale [2]. 
 
It can be seen from (5.2) that in the subtreshold region the drain current is an exponential 
function of gate-source voltage. Unlike in weak inversion region, the drain current in the 
strong inversion region obeys a square-law relation. This can be seen from Figure 5.1.a 
b)
a)
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where a log scale of ID is plotted as a function of VGS. It can be seen that for VGS values 
less than VTH (0.4-0.6 V) the linear relation between the drain current on the log scale and 
VGS reflects an exponential relation as derived by (5.2). For VGS values higher than VTH 
the relation between ID current on log scale becomes a nonlinear function of VGS since 
the expression tends to become for ID square-law in strong inversion. In the following 
section, the relation (5.2) will be exploited to form useful building blocks namely complete 
translinear loops, log-domain filters and gm-C filters. 
 
The translinear loop (TL) [3] is formed by interconnecting BJT or weakly inverted MOS 
transistors in such a way that the number of VBE or VGS junctions facing clockwise is 
balanced by an equal number of junctions facing anticlockwise. Let us consider for 
example the translinear loop of Figure 5.2 which is formed by 4 NMOS transistors with 2 
of those facing clockwise and the other two anticlockwise. Observe that the sources of M0 
and M3 are both held to ground which completes the TL loop formed by M0 M1 M2 M3. 
 
 
Figure 5.2: Static translinear circuit implemented by 4 NMOS transistors. 
 
By applying KVL around the complete loop M0M1M2M3: 
 
௚ܸ௦଴ ൅ ௚ܸ௦ଵ ൌ ௚ܸ௦ଶ ൅ ௚ܸ௦ଷ 
                   (5.3) 
Since Vgs0 to Vgs3 are the gate-source voltages of the transistors M0 to M3, respectively 
substituting gate-source voltages for the corresponding drain currents using: (5.2) and 
assuming that all transistors have the same threshold voltage VTH yields 
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ሻሿ 
                   (5.4) 
or  
ܫூேܫଵ
ߣଵߣଶ
ൌ
ܫை௎்ܫଶ
ߣଷߣସ
 
                   (5.5) 
For the translinear loop which consists of n transistors, (5.5) can be generalized to 
 
ෑ
ܫ௡
ߣ௡௡א஼ௐ
ൌ ෑ
ܫ௡
ߣ௡௡א஼஼ௐ
 
                   (5.6) 
where λn = (W/L)n denotes the aspect ratio of the nth transistor, and  CW and CCW are 
the clock-wise and counter-clock-wise facing transistors. The relation (5.6) codifies the 
translinear principle (TLP) for weakly-inverted MOS devices. From (5.6) if the device 
dimensions of all transistors are exactly the same and all transistors have the same VTH, 
the product of the drain currents corresponding to the clockwise gate-source voltages will 
equal to the product of the drain currents corresponding to the counter clockwise gate-
source voltages. It is this relation that can be exploited to form useful mathematic 
operations by means of non-linear circuits: i.e. multiplication, division and square root etc. 
It should be noted that in practice, there will be some device mismatch. Hence, the 
translinear loop will deviate from the ideal case described by (5.6). If the VBS voltage of 
each transistor is not equal to zero e.g. NMOS transistors with their bulk terminal tied to 
the lowest voltage instead of the source terminal, there will be a variation in VTH which 
will affect (5.6). This problem can be alleviated by incorporating in the formation of the 
TL loop PMOS transistors with their bulk terminals tied to source terminals.  
 
5.3 Log-domain Filtering 
 
Log-domain processing is an example of instantaneous companding processing [4-6] 
where the non-linear input compression and output expansion are used in such a manner 
that the overall input-output operation is still linear despite the nonlinearity in the internal 
process. The Log-domain processing paradigm [7] differs from other companding 
processings in that it is a genuine current-mode signal processing. Since there is no active 
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element (e.g. op-amp) in the log-domain circuit, the overhead power supply constrain is 
alleviated. Only relatively low-power supply levels are needed which is suitable for low-
power applications. Besides, wide tuning range can also be achieved. Instead of utilizing 
the small signal model of a transistor, the log-domain paradigm exploits the large signal 
exponential behaviour of a BJT or weakly-inverted MOS. The current input is 
logarithmically compressed into a small voltage signal so that large variations in current at 
the input result in very small value variations. At the output the compressed voltages are 
expanded exponentially. The fact that log-domain allows for the transistors to operate in 
accordance with the non-linear exponential law without resorting to linearisation means 
that log-domain circuit can handle large signals which in turn means that they are 
characterised by high dynamic range. 
 
                  
av(.)
av(.)x
c(v) v
i
f(.) y = f(v)x
 
Figure 5.3: The block diagram of the companding capacitive integrator [4]. 
 
An example of a current mode log-domain integrator based on the instantaneous 
companding concept can be shown in Figure 5.3 [4]. The voltage v across the capacitor is 
expanded to the value f(v) thanks to the block f (which in general is non-linear) At the 
same time the compressed capacitor voltage v updates the value av(v) of the non-linear 
input block which compressed the input x, where x and y are input and output signals, 
and av(.) and f(.) are nonlinear functions which are used to compress the input signal and 
expand the internal signal for the output. In order for a block diagram in Figure 5.3 to 
work input-output as an integrator i.e. dy/dt = kx, the nonlinear functions av(.) and f(.) 
must satisfy the following condition: 
ܽ௩ሺݒሻ ൌ
݇ܥ
݂ ′ሺݒሻ
 
                   (5.7) 
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Figure 5.4: The current-mode log-domain integrator circuit. 
 
For a log-domain circuit integrator (or filter in general) the input and output signals are 
currents and the nonlinear functions are: 
 
݂ሺ. ሻ ൌ expሺ. ሻ  ܽ݊݀  ܽ௩ሺ. ሻ ൌ ݇ܥ/ expሺ. ሻ 
                   (5.8) 
The nonlinear functions in (5.8) can be realised by the typical log domain integrator circuit 
shown in Figure 5.4. In Figure 5.4, an input current IIN is compressed logarithmically into 
the gate-source voltage signal of transistor M0. This input gate-source voltage signal is 
then shifted by the constant gate-source voltage of M1 so that the biasing current I1 
corresponds to a constant k in (5.8). The nonlinear function av(.) in (5.8) is realised thanks 
to the exponential relation between the drain current and gate-source voltage of transistor 
M2, and feed back voltage v. The constant current source I2 is added to allow discharge of 
the capacitor which will result in a lossy integrator. The capacitor C is used to implement 
an integrating function. Finally, at the integrating capacitor node the voltage signal v is 
expanded to the current signal Iout via gate-source voltage-current exponential relation of 
the output transistor M3, which corresponds to f(.). The transfer function of the lossy 
integrator circuit shown in Figure 5.4 can be derived applying the TL principle to the loop 
M0 to M3 as follows: 
 
ܫଵܫூே ൌ ܫௗܫை௎் ݋ݎ ܫௗ ൌ  ܫଵܫூே/ܫை௎்  
                   (5.9) 
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Using (5.9) and applying the KVL at the capacitor node yields 
 
ܫଵܫூே
ܫை௎்
െܫଶ ൌ ܥ
݀ݒ
݀ݐ
 
                   (5.10) 
Exploiting (5.2): 
݀ݒ
݀ݐ
ൌ
்ܸ݊
ܫை௎்
݀ܫை௎்
݀ݐ
 
                   (5.11) 
Substituting (5.11) in (5.10), taking Laplace transform and rearranging terms yields 
 
ܫை௎்ሺݏሻ
ܫூேሺݏሻ
ൌ
ܫଵ/݊ܥ்ܸ
ݏ ൅ ሺܫଶ/݊ܥ்ܸ ሻ
 
                   (5.12) 
Confirm that the transfer function (5.12) corresponding to a dc gain of I1/I2 and a pole 
frequency of I2/nCVT has been derived without resorting to the small-signal concepts of 
transconductance. 
 
5.4 gm-C Filtering 
 
gm-C filtering [8] is one of the important methodologies for realising continuous time high 
frequency filters. The main advantage of gm-C filters is that they can implement high Q 
values without the need for a resistor and an inductor which are very expensive to build in 
an integrated circuit. In addition, gm-C filters can be tuned electronically. The basic 
building block of gm-C filters is the transconductance amplifier. The transconductance 
amplifier (Figure 5.5.a) is a voltage-controlled current-source which accepts differential 
voltages as input and produces an output current which is a linear function of the 
difference between small input voltages that is 
 
݅ை௎் ൌ ݃௠ሺݒା െ ݒିሻ 
                   (5.13) 
where gm is the transconductance of the transconductance amplifier which is controlled by 
a tail biasing current, while v+ and v- are the input voltages. A gm-C integrator can be  
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Figure 5.5: (a) a simple transconductance amplifier implemented by means of a simple differential circuit (b) 
block diagram of the gm-C integrator [8]. 
 
realised by connecting multiple transconductance amplifier with a capacitor. The natural 
frequency is determined by gm/C. The gm-C filters can be either single end or differential 
depending on whether single end or differential transconductance amplifiers are utilized. 
The advantage of differential gm-C filters is that it exhibits a certain level of immunity to 
noise. Figure 5.5.b shows an example of single end low-pass gm-C filter whose transfer 
function can be derived as follows. 
 
Applying KCL at the capacitor node and using (5.13) yields: 
 
݃௠ሺݒூே െ ݒை௎்ሻ ൌ ܥ
݀ݒை௎்
݀ݐ
 
                   (5.14) 
By taking Laplace transform and rearranging (5.14), the transfer function of Figure 5.5.b 
can be found as: 
 
ݒை௎்ሺݏሻ
ݒூேሺݏሻ
ൌ
݃௠/ܥ
ݏ ൅ ሺ݃௠/ܥሻ
 
                   (5.15) 
The transconductance of a simple differential pair in Figure 5.5.a where transistors 
operate in weak inversion region can be found by substituting gate-source voltages from 
the drain current identity (5.2) in (5.13), and finding the derivative of the output current 
with respect to the input voltage  v = v+-v- : 
 
a)                                    b)
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∂ݒ
ൌ
∂
∂ݒ
ܫ௕tanh ቆ
ߢ௦ሺݒା െ ݒିሻ
2்ܸ
ቇ ൌ
ߢ௦ܫ௕
2்ܸ
ൌ
ܫ௕
2்ܸ݊
 
                   (5.16) 
where κs = 1/n. 
 
The performance of the simple transconductor circuit in Figure 5.5.a is limited by the 
output voltage swing and the small linear range of the transconductance which limits the 
input dynamic range. Several topologies have been proposed to improve the dynamic and 
linear range of the transconductor. Mirrored current mirror transconductance amplifiers 
[9] have been proposed to increase the output voltage swing. Source degeneration [10] 
and WLR [11] topologies employing techniques which reduce the κs value have been 
proposed; reduced κs values lead to reduced gm values and thus to an increase of the 
allowable input linear range. Multi-tanh technique use cross-coupled transconductors 
where the superposition of the transconductance of each transconductor results in a wide 
flat range for the overall transconductance [12]. 
 
Since the operation of the transconductor involves both voltage and current signals, gm-C 
continuous time filters can be implemented in either voltage-mode or current-mode. The 
current-mode gm-C filter topology [13] where the input and the output are current signals 
can be easily derived by an equivalent voltage-mode topology. Figure 5.6 shows a simple 
current-mode gm-C lowpass filter circuit where the transfer function is 
 
ܫை௎்ሺݏሻ
ܫூேሺݏሻ
ൌ
݃௠ଶ/ܥ
ݏ ൅ ሺ݃௠ଵ/ܥሻ
 
                   (5.17) 
 
 
Figure 5.6: A block diagram of the current-mode gm-C low-pass filter [14]. 
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The performance comparison between the voltage-mode and current-mode gm-C filter 
were studied in [14-15], and concluded that their linearity and distortion performance are 
comparable. However, under same circumstance the dynamic range of the voltage mode 
gm-C filter is better than that of the current mode gm-C filter.  
 
5.5 Analog VLSI Morphing of the O2 System 
 
It is clear from the previous chapter that the mechanical O2 system provides a 
magnification of the physical delay, and the dynamic response of the Ormia ear 
membranes can be expressed as a block diagram which consists of input-output 
arithmetic blocks and two second order filter blocks. Without loss of generality, these 
building blocks are common and can be also implemented as an electrical system. The 
mechanical O2 system has parameters (e.g. mass, spring constant, damper constant) which 
control the functionality of the system. At the same manner, the electrical O2 system has 
the electrical parameters (e.g. biasing current and capacitor values) which control its 
functionality. By contrast, the electrical parameters can be easily tuned electronically 
whereas the property of the mechanical system is rather fixed. Hence, an electrical O2 
system can provide increased tuning flexibility. In this section, we try to mimic the O2 
system using an electrical system to achieve the useful features which the mechanical O2 
system has while introducing the flexibility of parameter tuning in an electronic manner. 
In this chapter, the analog VLSI designs morphing the O2 system are shown and the 
performance of the electrical O2 system is compared with the mechanical O2 system. 
 
The electrical O2 system can be implemented using either analog or digital signal 
processing. In this work, analog signal processing is chosen owing to its low power 
consumption and small chip area requirements. In the current-mode domain it is simple 
to perform arithmetic operations. An ideal voltage mode addition and subtraction requires 
floating sources. In practice, a floating voltage source is difficult to be realised. One of its 
terminals is always connected to the reference voltage or a ground. When this is the case, 
the subtraction and addition operations can be performed by the combination of resistors 
and operational amplifiers. However, in practice, op-amps usually introduce an input 
offset voltage at their inputs. This can alter the voltage input signals which can lead to 
large error at the output when the offset voltage is large compared to the input signals. By 
contrast, KCL can be directly applied in current-mode: The addition and subtraction 
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operations in current-mode reduce to simply connecting two conductors creating a node. 
Hence, since the main parts of the O2 system involve subtraction and addition operations, 
the current mode signal processing becomes the preferred choice over voltage-mode for 
the implementation of the O2 system which includes other arithmetic blocks as well. The 
other integral parts of the O2 system are the second order filters. As introduced in the 
previous section, two common current mode signal processing methodologies can be 
exploited to realize log-domain or gm-C filters. The performance of these two topologies 
is comparable although the log-domain paradigm has been shown to make better use of 
the available power for low power supplies and given Figure of Merit (FOM) criteria. 
These filters can be easily implemented and provide tuning flexibility. Thus, they are 
preferred choices than other filter topologies for the implementation of the second order 
O2 system filters. In the next section we present the design and performance comparison 
between the log-domain and the gm-C O2 filters and systems. 
 
In this section we show designs of analog O2 circuits which are constructed from log-
domain and gm-C filters. The log-domain and gm-C O2 systems in our design use input-
output arithmetic blocks and gain elements which are realized by means of current 
mirrors and translinear loops respectively. The only difference between the two designs is 
the choice of the second order filters realising the RM and TM filters. In the log-domain 
O2 system the RM and TM filter blocks are substituted by second order log-domain filters 
whereas in the gm-C O2 system the RM and TM filter blocks are substituted by second 
order current-mode gm-C filters.  
 
5.5.1  Input-Output Arithmetic and Gain Element Circuits 
 
From the signal flowgraph of the mechanical O2 system shown in Figure 4.15.a in Chapter 
4, input and output arithmetic blocks are substituted by the input-output subtraction 
circuit shown in Figure 5.7. The group of transistors M1, M2 and M3 perform the addition 
operation of input currents whereas the transistors M4, M5 and M6 realize the subtraction 
operation of input currents. Gain elements 1/kr and 1/kt are constructed by means of 
simple translinear circuits as shown in Figure 5.2. The input current for 1/kr gain element 
circuit stems from the subtraction circuits whereas the input current for 1/kt gain element 
circuit stems from the addition circuit. The translinear loop biasing current ratios I1/I2 
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correspond to 1/kr or 1/kt for the RM and TM gain elements respectively. The outputs of 
the RM and TM translinear loops are input to the RM and TM filters respectively.                                      
 
 
Figure 5.7: The input-output arithmetic circuit implemented by means of current mirrors. 
 
 
5.5.2 Second Order Log-domain and gm-C Filters 
 
The RM and TM filters are implemented by means of second order log-domain and gm-C 
filters. It is clear from section 4.5 Chapter 4 that the parameters that distinguish and 
characterize the RM and TM filters are the quality factor (Q) and the natural frequency 
(ω0). In log-domain and gm-C filter circuits, these two quantities correspond to the biasing 
currents which will be the only difference between RM and TM filter circuits.  The 
transfer function of the second order filter circuit must match with the transfer function 
of RM and TM filters in (5.6) Chapter 4. In the followings, we show the synthesis of the 
second order filter circuit in both log-domain and gm-C topologies. 
 
5.5.2.1 Synthesis of the Second Order Log-Domain Filter 
 
The log-domain filter can be synthesised using its high level description i.e. state space 
equations or signal flowgraph. In this work, the log-domain filter was synthesized based 
on the state space equations of the second order filter and the transistor level building 
block termed Bernoulli Cell (BC) [16]. The BC can be viewed as a basic building block for 
log-domain circuits and is shown in Figure 5.8. It consists of a bipolar of weakly-inverted 
transistor which is driven at the gate terminal via a logarithmically compressed current IIN 
which generates the voltage VG. The drain current IC1 = 1/T1 is drawn by the current iC 
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through the capacitor and by the current u1(t). This configuration of BC forms the first 
order differential equation: 
 
݊ܥ்ܸ ሶܹ ଵ ൅ ݑଵ ଵܹ ൌ ܫூே 
                   (5.18) 
where W1 = T1IIN. 
 
To formulate the second order state space, the interconnection of two BCs which form 
the translinear loop shown in Figure 5.9 is employed. The translinear loop in Figure 5.9 
can be implemented using either “alternating” or “balancing” topologies [3]. In this work, 
a PMOS balancing topology is used. 
 
 
 
Figure 5.8: The structure of a Bernoulli Cell implemented by means of a weakly inverted MOS transistor 
and a capacitor [11]. 
              
Now besides the state space relation (5.18), the circuit shown in Figure 5.9 is governed by 
an additional state space equation 
 
݊ܥ்ܸ ሶܹ ଶ ൅ ݑଶ ଶܹ ൌ ଵܹ 
                   (5.19) 
where W2 = T2T1IIN = T2 W1. Also, from the translinear loop M1M2M3M4M5M6, for the 
output current IOUT  holds: 
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Figure 5.9: The interconnection of two Bernoulli cells [16]. 
 
ܫை௎் ൌ ଵܶܫூேܫ଴ ଶܶܫ଴ ൌ ܫ଴ଶ ଶܹ 
                   (5.20) 
The second order transfer function can be written in state space form as: 
 
ݍሶଵ ൌ െ߱଴ݍଶ ൅ ߱଴ܫூே 
                   (5.21) 
and 
ݍሶଶ ൌ ߱଴ݍଵ െ ሺ
߱଴
ܳ
ሻݍଶ 
                   (5.22) 
where Iout = -q2. 
 
By assigning q2 = aq1, (5.21) and (5.22) can be written as: 
 
ݍሶଵ ൅ ܽ߱଴ݍଵ ൌ ߱଴ܫூே 
                   (5.23) 
and 
ݍሶଶ ൅ ൬
߱଴
ܳ
൰ ݍଶ ൌ ߱଴ݍଵ 
                   (5.24) 
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Our objective is to match (5.23) and (5.24) with the transistor-level state space relations 
(5.18) and (5.19) of the second order log-domain circuit. This can be done by rearranging 
(5.23) and (5.24) and assigning q1 = W1/b and q2 = W2/c. which leads (5.23) and (5.24) to: 
 
ሶܹ ଵ
ܾ߱଴
൅ ቀ
ܽ
ܾ
ቁ ଵܹ ൌ ܫூே 
                   (5.25) 
and 
ܾ ሶܹ ଶ
ܿ߱଴
൅ ൬
ܾ
ܳܿ
൰ ଶܹ ൌ ଵܹ 
                   (5.26) 
It can be seen that the state space equations (5.25) and (5.26) are similar to the log-domain 
state space equations (5.18) and (5.19). Hence, the biasing currents of the log-domain 
filter can be determined by direct comparison between (5.25), (5.26), and (5.18), (5.19). 
First, comparing the first term of (5.25) with that of (5.18) yields: 
 
1
ܾ߱଴
ൌ ݊ܥ்ܸ    ݋ݎ   ߱଴ ൌ
ሺ1/ܾሻ
݊ܥ்ܸ
 
                   (5.27) 
It is known that the relation between the natural frequency of a log-domain filter and the 
biasing current and the capacitor is of the form I/nCVT. Thus, a constant term (1/b) is 
assigned to equal the current I0. Next, by comparing the first term of (5.25) and (5.26) 
with the first terms of (5.18) and (19), and the second term of (5.19) with that of (5.26) we 
have: 
 
1
ܾ
ൌ
ܾ
ܿ
   ݋ݎ   ܿ ൌ ܾଶ 
                   (5.28) 
and 
ܾ
ܳܿ
ൌ ݑଵ 
                   (5.29) 
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By substituting c from (5.28) and bearing in mind that from (27) b = 1/I0, (5.29) can be 
expressed as: 
ܳ ൌ
ܫ଴
ݑଶ
 
                   (5.30) 
It is known that the quality factor Q is dimensionless. Hence, u2 is assigned to be an 
arbitrary current IQ i.e. u2= IQ. To find the current u1, we equate q2 = aq1 using q1 = W1/b 
and q2 = W2/c: 
ଶܹ
ܿ
ൌ
ܽ
ܾ ଵܹ
 
                   (5.31) 
Comparing the second term of (5.25) and that of (5.18) yields: 
ݑଵ ൌ
ܽ
ܾ
 
                   (5.32) 
Substituting into (5.32), c = b2 and b = 1/I0 yields: 
 
ܫ଴ଶ ଶܹ ൌ ݑଵ ଵܹ 
                   (5.33) 
Substituting W2 = T2W1 in (5.33) yields: 
ܫ଴ଶ ଶܶ ଵܹ ൌ ݑଵ ଵܹ   ݋ݎ   ݑଵ ൬
1
ଶܶ
൰ ൌ ܫ଴ଶ 
                   (5.34) 
From (5.34), it can be noticed that the current u1 of (5.34) can be formed by means of 
translinear loop relation between the current (1/T2) and I0. Hence from the above analysis 
the PMOS second order log-domain circuit of Figure 5.10 is synthesised and its transfer 
function can be expressed in terms of capacitor and biasing current values by substituting 
ω0 and Q for the capacitor and the biasing current relations derived above. The resulting 
lowpass transfer function: (5.35).  
 
ܫை௎்ሺݏሻ
ܫூேሺݏሻ
ൌ
ሺܫ଴/݊ܥ்ܸ ሻଶ
ݏଶ ൅ ሺܫ଴/݊ܥ்ܸ ሻሺܫ଴/ܫொሻ
ݏ ൅ ሺܫ଴/݊ܥ்ܸ ሻଶ
 
                   (5.35) 
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with the pole frequency given by :  
߱଴ ൌ
ܫ଴
݊ܥ்ܸ
 
                   (5.36) 
and the quality factor Q given by :  
ܳ ൌ
ܫ଴
ܫொ
 
                   (5.37) 
 
 
 
 
Figure 5.10: The complete circuit of the PMOS second order log-domain filter. 
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5.5.2.2 Synthesis of the Second Order gm-C Filter 
 
Next we proceed with the design of the current mode gm-C filter which is used to 
implement RM and TM filters. First, the second order transfer function is re-expressed in 
state space form as in (5.38): 
 
൤
ݍሶଵ
ݍሶଶ
൨ ൌ ൥
െ
߱଴
ܳ
െ߱଴
߱଴ 0
൩ ቂ
ݍଵ
ݍଶ
ቃ ൅ ቂܫூே
0
ቃ 
                   (5.38) 
where Iout = -ω0q2. 
 
Based on the dynamic response (5.38), the signal flow graph of the second order system 
can be derived as shown in Figure 5.11. 
 
 
 
Figure 5.11: The signal flowgraph of the current mode gm-C filter described by (5.38). 
 
In order to realize the signal flowgraph using the current-mode gm-C filter, the parameters 
ω0 and Q must be expressed in term of transconductance and capacitor values. Since it is 
known that the natural frequency ω0 of the gm-C filter has the form gm/C where gm and C 
are the transconductance of the transconductor block and the capacitor value, 
respectively, by assigning ω0 and Q equal to gm0/C and gm0/ gmQ, the second order current-
mode gm-C filter can be constructed based on the signal flowgraph illustrated in Figure 
5.11 as shown in Figure 5.12 
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Figure 5.12: Block representation of the second order current mode gm-C filter circuit corresponding to the 
SFG of Figure 5.11. 
 
The second order gm-C filter shown in Figure 5.12 is similar to that in [14]. It consists of 3 
transconductance amplifiers with transconductance gm1= gm2= gm4=gm0 and biasing current 
I1=I2=I4=I0, and one transconductance amplifier with transconductane gm3=gmQ and 
biasing current I3=IQ. Its input and output currents are IIN and IOUT, respectively. By 
substituting the identity of gm in weak inversion where gm = Ibias/2nVT with the biasing 
currents I0 and IQ for gm0 and gmQ, and setting ω0 = gm0/C and Q = gm0/gmQ, the second 
order transfer function can be expressed in terms of biasing current and capacitor value 
as: 
ܫை௎்ሺݏሻ
ܫூேሺݏሻ
ൌ
ሺܫ଴/2݊ܥ்ܸ ሻଶ
ݏଶ ൅ ሺܫ଴/2݊ܥ்ܸ ሻሺܫ଴/ܫொሻ
ݏ ൅ ሺܫ଴/2݊ܥ்ܸ ሻଶ
 
                   (5.39) 
It can be seen that the transfer function of the gm-C filter in (5.39) is similar to the log-
domain filter transfer function in (5.35). The transfer functions in (5.35) and (5.39) have 
the same unity dc gain and their natural frequencies are determined by I0 and C whereas 
their quality factors are determined by the ratio between I0 and IQ. To achieve the same 
quality factor and natural frequency given the same biasing currents, a gm-C filter employs 
half the log-domain filter capacitor value. This is an advantage for a gm-C filter over the 
log-domain filter since most of the chip area is dedicated to the area of the capacitor. 
Alternatively, for same capacitor values and common natural frequency value, the gm-C 
filter would need twice the current consumption of the log-domain filter. Moreover, for  
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Table 5.1: Parameters of current mode second order Log-domain filter for rocking and translating mode. 
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Table 5.2: Parameters of current mode second order gm-C filter for rocking and translating mode. 
 
Parameter Rocking mode filter Translating mode filter
QI  QrI  QtI  
0I  c
kmI
I Qrr =0  )2(
)2(
3
3
0 cc
mkkI
I Qtt +
+=  
C  
T
Qr
r ncU
mI
C
2
=  
T
Qt
t Uccn
mI
C
)2(2 3 +
=  
 
 
common capacitor, current and natural frequency values, the log is twice as fast than the 
gm-C filter. After the synthesis of second order circuits, the biasing currents and the 
capacitor values of the second order filters in O2 circuits must be chosen so that they 
correspond to the parameters of the RM and TM filters in the original O2 system. This 
can be achieved by comparing the log-domain and gm-C transfer functions given by (5.35) 
and (5.39) with the transfer function of the mechanical O2 system from Table 4.1 in 
Chapter 4 bearing in mind that the RM and TM filters’ biasing currents I0r and IQr and I0r 
and IQt, respectively can be arbitrarily set dc currents whose values should be in the range 
of weak inversion operation of the MOSFET. Following comparison, the parameters for 
the RM and TM filters implemented using log-domain and gm-C filters are shown in 
Tables 5.1 and 5.2 respectively. 
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From Tables 5.1 and 5.2, it can be seen that the log-domain O2 and gm-C O2 system can 
have the same biasing currents, but the gm-C O2 system uses only half the capacitor values 
the log-domain O2 system does. The level of biasing current IQ can be chosen arbitrarily 
whereas the values of I0 and C are determined by the mechanical parameters 
corresponding to the original O2 system. 
 
5.5.2.3 Simulation and performances of the log-domain and gm-C 
RM and TM filters 
 
From the previous section it can be seen that the realisation of the O2 system using weak-
inversion analog VLSI circuits is possible: First, the capacitors values of RM and TM 
filters, in both log-domain and gm-C filters, are chosen to have the same value. In this 
example, 1pF capacitor was used for both the log-domain and gm-C filters, respectively. In 
our work, the transconductance amplifier block was realized by means of a simple 
differential pair. Second, by substituting in Tables 5.1 and 5.2 the mechanical parameters 
determined from the original system in Chapter 4 where k = 0.576 N/m, k3 = 0.18 N/m, 
c = 1.15×10-5 N s/m, c3 = 2.88×10-5 N s/m and m = 2.88×10-10 kg, the values of IQt and 
IQr are chosen so that IQr, IQt, I0r and I0t remain in the MOSFET weak inversion region:  for 
the second order log-domain RM filter, we set IQ = 15.5nA, I0 = 17.4nA and C = 1pF 
whereas the TM filter has IQ = 93.5nA, I0 = 75.9nA and C = 1pF. For the second order 
gm-C RM filter, IQ = 30.6nA, I0 = 34.1nA and C = 1pF whereas the TM filters has IQ = 
187.1nA, I0 = 152nA and C = 1pF. 
 
Using the capacitor and the biasing values assigned above, the second order log-domain 
and gm-C filter circuits shown in Figures 5.10 and 5.12 are simulated using Cadence® 
Design Framework and the 0.35μm AMS CMOS process parameters. The RM log-
domain filters are implemented using PMOS and NMOS devices whose the dimensions 
are set to 60μm/5μm and 10μm/0.35μm respectively, whereas the TM log-domain filters 
are implemented using PMOS and NMOS devices whose the dimensions are set to 
80μm/5μm and 10μm/0.35μm, respectively. For gm-C filters both RM and TM filters 
have the same dimension of PMOS and NMOS devices. The PMOS and NMOS 
dimension for the gm-C filters are set to 60/5 and 20/5 respectively. The voltage power 
supply is set to 2V for both the log-domain and gm-C filters. The input dc currents for 
log-domain RM and TM filters are set to 10nA and 30nA whereas the input dc currents 
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for gm-C RM and TM filters are set to 17.5nA and 75nA, respectively. An ac current 
magnitude of 1nA for all log-domain and gm-C filters is applied. Figure 5.13 illustrates the 
simulated magnitude and phase responses of the log-domain filter and gm-C RM filters 
whereas Figure 5.14 illustrates the simulated magnitude and phase responses of the log-
domain and gm-C TM filters. The performance summary of the log-domain and gm-C RM 
and TM filters in both log-domain and gm-C are listed in Tables 5.3 and 5.4 respectively. 
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Figure 5.13: Magnitude (a) and phase response (b) of the second order log-domain and gm-C RM filters. 
a)
b)
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Figure 5.14: Magnitude (a) and phase response (b) of the second order log-domain and gm-C TM filters. 
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Table 5.3: Performance summary of log-domain and gm-C RM filters. 
 
 Log-domain RM filter gm-C RM filter 
Technology 0.35µm CMOS 0.35µm CMOS 
Max. Power 
Consumption 
332 nW 760nW 
Total Capacitance(pF) 2 2 
Transistor count 16 30 
Max.input Signal 
(for 1% THD at the 
output) @ 500Hz 
62nA 73nA 
Input referred noise 
floor (1kHz bandwidth) 
10.45pA 11.2pA 
Power Supply(V) 2 2 
Dynamic range (dB) 75.5 76.3 
 
 
Table 5.4: Performance summary of log-domain and gm-C TM filters. 
 
 Log-domain TM filter gm-C TM filter 
Technology 0.35µm CMOS 0.35µm CMOS 
Max. Power 
Consumption 
1.47uW 3.03uW 
Total Capacitance(pF) 2 2 
Transistor count 16 30 
Max.input Signal 
(for 1% THD at the 
output) @ 500Hz 
60nA 75nA 
Input referred noise floor 
(1 kHz bandwidth) 
9.6pA 11pA 
Power Supply(V) 2 2 
Dynamic range (dB) 76 76.7 
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Let us consider morphing results of the RM filter in Figure 5.13. In Figure 5.13.a, it can 
be seen that the magnitude responses of both log-domain and gm-C RM filters (blue and 
red colour) correspond to the theoretical magnitude response (green colour) over a wide 
range of frequency (1Hz to 1MHz). The gm-C RM filter has slightly higher dc gain than 
the log-domain RM filter. The peak magnitudes of both log-domain and gm-C RM filters 
occur at around 5kHz. In Figure 5.13.b, the phase response of the log-domain and gm-C 
RM filters match well with the theoretical result for the frequencies lower than 5kHz. For 
frequencies less than 20kHz, the phase response of log-domain filter is closer to the 
theoretical results than the gm-C RM filter. There is significant error between the 
theoretical desired phase response and the phase responses of the log-domain and gm-C 
RM filters for frequencies higher than 20kHz which should be attributed to high 
frequency parasitics. The gm-C TM filter has a higher dc gain than the log-domain TM 
filter as shown in Figure 5.14.a. The log-domain and gm-C TM filters have magnitude 
responses which correspond to the theoretically desired result. In Figure 5.14.b, for the 
frequencies below 20kHz, the phase delays of the log-domain and gm-C TM filters are 
similar, and start to be higher than the theoretical phase delay for the frequencies above 
10kHz. At high frequencies (above 20kHz), the phase responses of the log-domain and 
the gm-C TM filters differ more significantly which should be attributed to high-frequency 
parasitics. 
 
The performance of continuous time circuits can be evaluated by examining their total 
harmonic distortion (THD), input referred noise floor and dynamic range. The THD is a 
measure of the linearity of a signal. The O2 circuit with high THD can result in significant 
ITD errors. Since if the signals in an O2 circuit are not sufficiently pure sinusoids, the 
output ITD will deviate from the theoretical results predicted by the ITD identity (5.11) in 
Chapter 4 where pure sinusoidal inputs are assumed. The THD can be computed by the 
spectrum of the transient signal by comparing the strength of unwanted frequency 
components (Ai) with the strength of the fundamental frequency (A0) which can be 
computed by [17]: 
 
%ܶܪܦ ൌ ሺ෍ ܣ௜
ଶ
ே
௜ୀଵ
ሻ/ሺܣ଴ଶሻ ൈ 100% 
                   (5.40) 
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Noise at the input stage of an O2 circuit can significantly affect the performance of the 
system. In the case of the O2 circuit, the critical part is a subtraction circuit. Since the 
input signals to the O2 circuit are similar but delayed by just a few microseconds, the   
magnitude of the output of the subtraction circuit will be very small. If the amplitude of 
the noise signals is comparable to the output amplitude of a subtraction circuit, this noise 
will also be amplified, and can cause significant errors. To measure the strength of the 
input noise, the input referred noise floor is computed. The RMS value of noise (RMSVnoise) 
can be computed from the power spectral density or PSD (Vnoise(f)) of noise over the 
passband frequency of the filters (fL to fH) as shown in (41) [17]: 
 
௡ܸ௢௜௦௘
ோெௌ ൌ ඨන ௡ܸ௢௜௦௘
ଶ
௙ಹ
௙ಽ
ሺ݂ሻ ൈ ݂݀ 
                   (5.41) 
From the previous chapter, all of the frequency components of the output of the O2 
circuits have to be analysed by filterbanks to extract the ITD information in every 
frequency channel. Hence, the O2 circuit must properly magnify the physical delays for all 
input frequency components. Since the inputs signals of the O2 circuit consist of the 
frequency components with different strength, it has to be ensured that the O2 circuit can 
perform properly for a wide range of input signal strength. The input dynamic range (DR) 
reflects the range of input amplitudes where the circuit preserves linearity for given levels 
of derivation from identity. It is computed by the ratio between the maximum input signal 
that is allowed for the output signal to be characterised by n% THD over the input 
referred noise floor [17] or: 
 
ܫ݊݌ݑݐ ܦܴ ൌ 20 logሺ
ܯܽݔ݅݉ݑ݉ ݅݊݌ݑݐ @ ݊%ܶܪܦ
ܫ݊݌ݑݐ ݎ݂݁݁ݎݎ݁݀ ݊݋݅ݏ݁ ݂݈݋݋ݎ
ሻ 
                   (5.42) 
Clearly the exact value of n% THD depends on the specific application in hand. The 
performance comparison of the log-domain and gm-C RM filters in Table 5.3 and 5.4 
show that the log-domain RM circuit consumes less power than the gm-C RM circuit with 
a few transistors used. The distortion in gm-C RM circuit is slightly lower compared to that 
in log-domain RM circuit whereas the noise floor is comparable. Similar trends are hold 
for the pair of log-domain and gm-C TM filters. 
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5.5.3 Simulation and performances of the Complete Log-Domain and 
gm-C O
2 Circuits 
 
It can be seen from the previous section that the integral parts of the analog O2 circuit, its 
second order filters, can be successfully realized by means of the second order gm-C and 
log-domain filters. In this section, the design of the complete O2 circuit based on the log-
domain and gm-C filters are simulated and results are compared with the theory. The 
complete design of the O2 circuit is designed based on a block diagram of the original O2 
system as shown in Figure 4.23 in Chapter 4 where the input-output arithmetic blocks are 
substituted by addition and subtraction circuits (shown in Figure 5.7), the gain elements 
are substituted by simple translinear loops (shown in Figure 5.2) and both the RM and 
TM blocks are substituted by the second order log-domain and gm-C O2 filters explained 
in the previous section (Figure 5.10 and Figure 5.12, respectively). 
 
The O2 system circuit is synthesized and simulated using Cadence® Design Framework 
and the 0.35μm AMS CMOS process parameters. To simulate the O2 circuit, the 
dimension of the translinear loop PMOS and NMOS are set to 60/5 and 10/0.35 
respectively. PMOS and NMOS devices employed in the addition and subtraction circuits 
of the log-domain O2 circuit have the dimensions of 60/5 and 20/5 respectively, whereas 
PMOS and NMOS devices employed in the addition and subtraction circuits in the gm-C 
O2 circuit have dimensions of 60/5 and 10/0.35 respectively. The power supply level is 
set to 2V for both the log-domain and gm-C O2 circuits. The biasing currents of the 
translinear loops I1 and I2 are set to 11.52nA and 10nA for a gain element 1/kr, and 
18.72nA and 10nA for a gain element 1/kt. The input signals to the O2 circuits are pure 
sinusoids with an input amplitude of 1nA superimposed on a dc current of 10nA. Figures 
5.15 and 5.16 illustrate the simulated results of the ITD frequency responses and the ITD 
as a function of the physical delay for the gm-C O2 circuit whereas Figures 5.17 and 5.18 
illustrate the simulated results of the ITD frequency responses and ITD as a function of 
the physical delay for the log-domain O2 circuits. Figures 5.15 and 5.17 are produced by 
computing the ITD of the transient outputs of the O2 circuit given that the physical delay 
varies from 2.5μs to 8.5μs and by using the biasing currents as shown previously for the 
second order log-domain and gm-C filters. Figures 5.16 and 5.18 are produced by varying 
the physical delay and the frequency from 0μs to 15μs and from 1kHz to 8kHz, 
respectively. Table 5.5 summarises the log-domain and gm-C O2 circuit performance. 
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Figure 5.15: The ITD characteristic of the gm-C O2 system as a function of the frequency where the physical 
delay varies from 2.5μs to 4μs, 6μs and 8.5μs (blue, yellow, green and red, respectively). 
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Figure 5.16: The ITD characteristic of the gm-C O2 system as a function of the physical delay where the 
frequency varies from 1kHz to 3kHz, 6kHz, 7kHz and 8kHz (red, green, blue, purple and yellow, 
respectively). 
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Figure 5.17: The ITD characteristic of  the log-domain O2 system as a function of the frequency where the 
physical delay varies from 2.5μs to 4μs, 6μs and 8.5μs (blue, yellow, green and red, respectively). 
4 6 8 10 12 14
x 10
-6
0
0.5
1
1.5
2
2.5
x 10
-4
 
 
1.0
3.0
6.5
7.0
8.0
 
Figure 5.18: The ITD characteristic of the log-domain O2 system as a function of the physical delay where 
the frequency varies from 1kHz to 3kHz, 6kHz, 7kHz and 8kHz (red, green, blue, purple and yellow, 
respectively). 
 
Comparing the Figure 5.15 to 5.18, we can see that the ITD results for the log-domain 
case are similar to that for gm-C one. First, let us consider the frequency response of the 
physical delay. In Figures 5.15 and 5.17, before 7kHz the ITD is higher for high physical 
delay than that for low physical delay. In contrast, after 7kHz the ITD is lower for high  
- 156 - 
 
physical delay than that for low physical delay. For the physical delay value of 2.5µs which 
is the value that the experimental data from the original paper [13] used, the ITD appears 
to be constant for the frequency below 6kHz and the peak ITD occurs around 8kHz. 
After this frequency the ITD starts to decrease. The peak ITD is clearly seen for the low 
physical delay, but for high physical delay the ITD becomes a more monotonically 
decreasing function of the frequency. 
 
Figures 5.16 and 5.18 show the characteristic of the ITD as a function of the physical 
delay. Before 4µs the ITD is higher for low frequencies than that for high frequencies, In 
contrast, after 4µs, the ITD is lower for high frequency than that for low frequency. For 
frequencies higher than 6.5kHz, the ITD decreases as the physical delay becomes higher 
and saturates after 4µs physical delay value whereas for frequencies lower than 6.5kHz the 
ITD increases as the physical delay increases. 
 
The comparison of the ITD characteristic and performance of the log-domain and gm-C 
O2 systems are shown in Figure 5.19 and Table 5.5 respectively. From Figure 5.19, it can 
be seen that the characteristics of the ITD from both the log-domain and gm-C cases are 
similar to the ITD characteristic from the theoretical O2 system in that there is one 
resonant frequency where the maximum ITD value occurs. The ITD value is fairly 
constant before this resonant frequency and decreases after the peak value. Compared to 
the theoretical ITD characteristic, the ITD characteristics of the log-domain and gm-C O2 
circuits begin to increase at 6kHz earlier than the theoretical results (8kHz), and peak at 
around 7kHz before that of the theoretical ITD (9kHz). The log-domain O2 system has 
higher resonant frequency and lower peak ITD than the gm-C O2 system. Hence, the 
result from the log-domain O2 system is closer to the theoretical result than that from the 
gm-C O2 system. At low and high ranges of frequency (0.1kHz to 5kHz and more than 
13kHz) the ITD from both the log-domain and gm-C O2 circuits match well with the 
theoretical results. 
 
As we can see from the above results, even though magnitude, phase response and the 
overall characteristic of the ITD from the log-domain and gm-C O2 circuits are similar to 
those corresponding to theory, the resonant frequencies and the peak ITD values differ 
from the theoretical results. These deviations could be attributed to the subtraction and 
the arithmetic blocks implemented by means of PMOS and NMOS non-ideal current  
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Figure 5.19: The ITD characteristic comparison between the log-domain and gm-C O2 systems (blue and 
red) for a given physical delay value of 2.5μs. The theoretical ITD characteristic is shown in green. 
 
 Table 5.5: Log-domain and gm-C O2 system performance comparison  
 
 
 
Log-domain O2  
morphing System 
gmC O2 
morphing System 
Technology 0.35µm CMOS 0.35µm CMOS
Max. Power Consumption 2.19µW 2.56µW 
Total Capacitance(pF) 4 4 
Transistor count 174 182 
Max.input Signal
(for 1% THD at the output)@700Hz 
53nA 60nA 
Input referred noise floor(1kHz 
bandwidth) 
11.02pA 12.3pA 
Power Supply(V) 2 2 
Dynamic range(dB) 73.6 73.8 
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mirrors. Even though the inputs of input subtraction current mirrors have ideal inputs i.e. 
inputs of the same frequency and amplitude with a physical delay value of τpd, the signals 
that are actually subtracted will differ from the original input signals that are input to the 
circuit. This is due to the fact that there is asymmetry between the two input paths prior 
to the subtraction node which can be seen from the NMOS and PMOS transistors M4 
and M5 in Figure 5.7. It is known that PMOS and NMOS transistors have different 
mobility and different dimensions. The output signals of PMOS and NMOS current 
mirrors will be distorted and will differ from their primary signal, i.e. the output of the 
PMOS current mirror will be an attenuated and delayed version of its input. As a result, 
the signals from the PMOS and NMOS current mirrors which are realising the 
subtraction at the interconnection node will no longer have the equal amplitude and 
physical delay value of τpd as the primary inputs does. It should be noted that this deviation 
from ideality depends on input frequency, amplitude, physical delay, device dimensions 
and mismatches. Hence, the output magnitude and phase from the subtraction circuits 
will deviate from the theoretical result resulting in the errors in the output ITD. In 
contrast, the addition circuit employs only NMOS current mirrors which ideally introduce 
no asymmetry between the signals. Hence, no error is introduced by an addition circuits in 
the absence of mismatch. 
 
Besides the fact that the simulated ITD characteristic from the log-domain O2 circuit is 
closer to theory, from Table 5.5 it can also be seen that the power performance of the log-
domain O2 circuit is better than the gm-C O2 circuit.  
 
5.6 An O2-Inspired Analog Delay Magnification Circuit 
 
From the preceding discussion, it should be clear that the O2 circuit is realizable by means 
of analog current mode circuits. In this section we present simulation results from an 
analog delay magnification circuit which is inspired by the O2 system.  
 
A comparison of the delay gain introduced by incorporating simple gain elements (as 
explained in section 4.6 in Chapter 4) with the delay gain introduced by the original 
natural system with the second order filters in [18] would reveal that the system with gain 
elements results in comparable delay gains with a much simpler structure. The new O2-
inspired circuit replaces the biquadratic RM and TM filters by simple RM and TM gain 
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elements: Furthermore, the blocks 1/kr and 1/kt are removed. The input and output 
arithmetic blocks are implemented by means of cascaded current mirrors similar to those 
in the previous section. 
   
A gain element can be implemented by means of a tunable current mirror, an OTA or a 
translinear loop. In most of the proposed tunable current mirrors [19-23], MOSFET 
device must operate in the strong inversion region. Most of the tunable current mirrors 
can achieve a very large bandwidth. However, generally, their controlling signal is a 
voltage signal making it less flexible to tune. Also, the structure of the tunable current 
mirror is quite complicated. The OTA current amplifier has a structure similar to the first 
order current-mode gm-C filter in weak inversion region where the pole capacitor is 
removed (see Figure 5.6). Its current gain can be easily controlled by the ratio of biasing 
currents of OTAs. However, as we can see from the previous section, the input dc 
current is limited by a biasing current of the input OTA due to a feed back loop at the 
input OTA. In our work, the translinear loop-based gain element is chosen due to its 
tunability, simple structure and flexibility of dc input current. Although a simple 
translinear loop can only provide a constant dc gain within a small bandwidth (less than 
3kHz), the frequency response of a simple translinear loop proves to be able to cover the 
frequency range of the targeted operating frequency (0.1 kHz to 3 kHz). The translinear 
loop behaves as a gain element within its passband. For frequencies not deep in the 
passband the gain drops due to the high frequency parasitic MOSFET capacitors and a 
certain phase should be taken into consideration. This phase is determined by the parasitic 
capacitor at the frequency of interest. From section 5.2, the dc gain of the translinear loop 
equals I0/Id. 
 
In accordance with the analysis in section 4.6 in Chapter 4, denoting as RMI0, RMId, TMI0 and 
TMId the I1 and I2 biasing currents of the RM and TM translinear loops, respectively, the 
theoretically predicted delay gain value obtained by the system deep in the filters’ 
passband equals TMIdRMI0/RMIdTMI0. The input and output arithmetic blocks needed for the 
realization of additions and subtractions are implemented by means of cascaded current 
mirrors similar to those in the previous section. 
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5.6.1 Simulation Results 
 
The O2-inspired system circuit is synthesized and simulated using Cadence® Design 
Framework and the 0.35μm AMS CMOS process parameters. The RM and TM 
translinear loops are implemented using PMOS devices whose dimensions are 
200μm/10μm. All NMOS and PMOS devices employed in current mirrors of translinear 
loops have dimensions 100μm/15μm. The device dimensions of PMOS and NMOS for 
the input subtraction circuit are 20/7 and 100/15, respectively, whereas the device 
dimensions of PMOS and NMOS for the input addition circuit are 200/20 and 100/15, 
respectively. The device dimensions of PMOS and NMOS for the output subtraction 
circuit are 20/10 and 100/15, respectively, whereas the device dimensions of PMOS for 
the output addition circuit are 100/15. In this simulation, the delay gain is made tunable 
by means of the dc gain of the RM translinear loop by tuning RMI0 whereas the dc gain of 
the TM translinear loop is fixed. This can be achieved by the following setting:  TMId, TMI0 
and RMId are set to 50nA, 10nA and 10nA, respectively. RMI0 is tunable from 10nA to 30nA. 
Hence, the theoretical dc gain ratio between the RM and TM translinear loops are 5 and 
10 to 15 respectively. These gain ratios correspond to an ideal delay gain. The power 
supply is set to 2V. Pure sinusoids with the same amplitude of 20nA, superimposed on a 
dc current of 150nA, frequency ω, and physical delay τpd are the inputs of our O2-inspired 
circuit. The simulation results of the frequency responses of the RM and TM translinear 
loops are shown in Figure 5.20 where the biasing currents TMId, TMI0, RMId and RMI0 are set 
to 50nA, 10nA, 10nA and 20nA respectively. The simulated delay gain and its tuning 
characteristic are shown in Figures 5.21 and 5.22, respectively. The theoretical delay gain 
in Figure 5.21 is achieved by dividing the magnitude response of the RM translinear loop 
by that of the TM translinear loop as shown in Figure 5.20. The tuning of the delay gain 
in Figure 5.22 is achieved by setting the bias currents TMId, TMI0, RMId to 50nA, 10nA and 
10nA, respectively, and by tuning RMI0 from 10nA to 20nA and 30nA. The resulting ITD 
characteristic and its tuning are shown in Figures 5.23 and 5.24, respectively.  
 
Figure 5.23.a is produced by setting τpd to 10μs, with the delay gain varying by RMI0 as used 
in Figure 5.22. In contrast Figure 4.23.b illustrates the ITD results as a function of τpd for a 
given fixed input frequency of 500Hz by varying RMI0 as in Figure 5.22. Figure 5.24.a is 
produced by measuring the ITD of the transient output signals of the O2-inspired circuits  
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Figure 5.20: The magnitude (a) and phase response (b) of the RM and TM gain elements (blue and red, 
respectively) for TMId, TMI0 and RMId  set to 50nA, 10nA and 10nA respectively, while RMI0 is set to 20nA. 
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Figure 5.21: The magnitude and phase response of the theoretically predicted delay gain for the totality of 
the O2-inspired system for TMId, TMI0 and RMId set to 50nA, 10nA and 10nA respectively, while RMI0 is set to 
20nA. 
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Figure 5.22: The tuning characteristic of the theoretically predicted delay gain by means of RMI0 for TMId, TMI0 
and RMId set to 50nA, 10nA and 10nA respectively, while RMI0 varies from 10nA to 20nA and 30nA 
respectively (blue, green and red, respectively). a) The magnitude response. b) The phase response. 
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Figure 5.23: The ITD characteristic for a fixed physical delay of 10µs and when the theoretically predicted 
delay gain varies from 3.95 to 7.26 and 13.34 (blue, green and red, respectively) by setting TMId TMI0 and  RMId 
to value of 50nA, 10nA, 10nA respectively, while RMI0 varies from 10nA to 20nA and 30nA a) as a function 
of the frequency. b) as a function of the physical delay for a frequency 500Hz. 
a)
b)
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Figure 5.24: The ITD characteristic for a fixed delay gain by setting TMId, TMI0, RMId and RMI0 to 50nA, 10nA, 
10nA and 20nA respectively, a) as a function of the frequency by varying the physical delay from 5µs to 
10us, 15µs and 20µs (purple, blue, green and red, respectively). b) as a function of the physical delay by 
varying the frequency from 0.4kHz to 2kHz and to 3kHz (red, green and blue, respectively). 
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Table 5.6: Summary of the complete O2-inspired circuit 
 
O2-inspired circuit
Technology 0.35µm CMOS
Max.  Power 
Consumption 
13.1µW 
Transistor count 178
Max.input Signal
(for 1% THD at 1kHz ) 
101nA 
Input referred noise 
floor(3kHz bandwidth) 
11.5pA 
Power Supply(V) 2
Dynamic range (dBs) 79
 
 
using the “delay” function built in the Cadence® calculator when the delay gain is fixed 
by the biasing current settings used for Figure 5.20, and τpd varies from 5μs to 10μs, 15μs 
and 20μs. Figure 5.24.b shows the ITD results as a function of the τpd for fixed delay gain 
setting as in Figure 5.24.a when the input frequency varies from 0.4kHz to 1kHz, 2kHz 
and 3kHz. The performance summary of the complete O2- inspired system is tabulated in 
Table 5.6. 
 
From Figure 5.20.a, it can be seen that the RM and the TM translinear loops have dc gain 
values of 1.85 and 0.25 respectively, which differ from the theoretically predicted dc gain 
values which are 2 and 0.2. The TM translinear loop has a cutoff frequency of 10kHz 
which is higher than the cutoff frequency of the RM translinear loop (2kHz). These cutoff 
frequencies are determined by the biasing current and the parasitic capacitors which 
depend on the MOSFETs dimensions. In Figure 5.20.b, the phase of the RM and TM 
translinear loops are similar and very small and their values depend on the parasitic 
capacitors of translinear loops. It can be seen from Figure 5.21.a that at low frequency the 
delay gain is approximately 7.2 which differs from the theoretical value 10.  This 
difference depends on the sizes of the transistors used. The cutoff frequency of the delay 
gain corresponds to the cutoff frequency of the RM translinear loop. The phase difference 
of the TM and RM translinear loops as shown in Figure 5.21.b is very small (close to zero 
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phase for frequencies below 1kHz) since the phase responses of the RM and TM 
translinear loops are quite similar. This phase difference will not have much effect on the 
ITD value since its value is very small. It can be seen in Figure 5.22 that the equivalent 
delay gain from the O2-inspired circuit can be tuned by biasing current RMI0. Figure 5.23.a 
shows the tuning effect of the delay gain or RMI0 on ITD. It can be seen that the ITD value 
for low frequencies is consistent with the analysis in section 4.6 Chapter 4. That is the 
ITD value varies with the delay gain or RMI0 in such a manner that the value of the ITD at 
low frequencies is approximately equal to the actual delay gain multiplied by τpd value i.e. 
for τpd = 10μs and actual delay gain value of 3.95, the ITD is 42 μs. For higher delay gain 
value, the ITD starts to drop faster than at lower delay gain.  Figure 5.23.b shows the ITD 
value as a function of the τpd for a fixed frequency of 500Hz for different delay gains. It 
can be seen that the relation between the ITD value and the physical delay is linear and 
that the slope of the ITD value varies with the delay gain, i.e. for the delay gain value of 
7.26, the slope of the ITD is 7. It should be noted that when the physical delay is zero the 
ITD values for all delay gains are not zero, but there exist some offsets which depend on 
the delay gain used  e.g. for delay gain values of 3.95 and 7.26, the ITD offset at zero 
physical delay become 5μs and 10μs respectively. Figure 5.24.a shows the effect of 
different physical delays on the ITD value given that delay gain is 7.26. The result is 
consistent with the analysis where at low frequencies the ITD value is approximately equal 
to the physical delay value multiplied by the set delay gain. It should be noted that the 
ITD value corresponding to a high physical delay starts to drop at lower frequency than 
the ITD value corresponding to a low physical delay. In Figure 5.24.b, the ITD value is 
shown as a function of τpd for a fixed delay gain value of 7.26 at different operating 
frequencies. It can be seen that the relation between the ITD value and the physical delay 
is linear at low frequency (below 400Hz) and deviates from linearity for higher 
frequencies. There is also the ITD offset at zero physical delay, which is independent of 
an operating frequency i.e. the offset values are equal to 10μs for all operating frequencies. 
The performance in Table 5.6 shows that the simplified O2-inspired circuit consumes less 
power and employs fewer transistors than the log-domain and gm-C (biquad-based) O2 
circuits. 
 
To evaluate the ITDs from the proposed O2-inspired circuit, a cross-correlogram and a 
remapping algorithm which used to extract the physical delay information as in section 4.8 
in Chapter 4 are applied to the output of the O2-inspired circuit. This can be achieved as 
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follows: First the waveforms of a single sound source and the mixture of male and female 
sound sources used in section 4.7 in Chapter 4 are imported from Matlab® to the 
Cadence simulation environment using the built-in “piece-wise current source or ipwl” 
function, and the O2-inspired circuit is simulated using these inputs. The output transient 
signals of the O2-inspired circuit are then imported to Matlab® for processing using 
cross-correlogram M-files and a remapping algorithm as explained in the analysis of 
section 4.9 in Chapter 4. In this example, the biasing current RMI0 is tuned such that the 
actual delay gain is equal to 5. The physical delay value for a single sound source is set to 
4μs, and -5μs and 5μs for the male and the female speaker respectively. The parameters of 
the cross-correlogram and the remapping algorithm are set to the same values as in 
section 4.9 in Chapter 4 where the cross-correlation is composed of 32 stages of 5µs delay 
each. 
 
Figures 5.25 and 5.26 shows the remapping cross-correlogram and the pooled remapping 
cross-correlogram of the output of the O2-inspired circuits given a single and mixtures of 
two sound sources, respectively. It can be seen that the O2 inspired circuit is able to 
preserve the physical delay information which is enough for the cross-correlogram and 
the remapping algorithm to process and distinguish very small physical delay values. For a 
single sound source (Figure 5.25) the peak of the remapped cross correlogram can be seen 
at around 4.34µs which corresponds to the physical delay despite a minor peak ITD from 
ambiguous peaks.  For a mixture of two sound sources (Figure 5.26), at low frequency 
channels (0.08kHz-1.5 kHz) the spectrum from the male speaker dominates the frequency 
channels and  results in the ITD that corresponds to the physical delay of male speaker (-
5us). Similar comments hold for the high frequency channels (1.5kHz-4.0kHz) which are 
dominated by the female speaker. The bottom panel of Figure 5.26 shows the result of 
the pooled cross-correlogram from which it can be seen that the approximated ITD 
values are around -5µs and 5µs which correspond to the input physical delays. 
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Figure 5.25: The remapped and pooled remapped cross-correlogram of the output of the O2-inspired circuit 
given a single sound source with physical delay of 4µs and fixed theoretical delay gain value of 5 by setting 
TMId, TMI0, RMId and RMI0 to 50nA, 10nA, 10nA and 10nA respectively. The cross-correlogram uses 32 stages 
of 5 µs delay each. 
 
 
Figure 5.26: The remapped and pooled remapped cross-correlogram of the output of the O2-inspired circuit 
given the mixture of a male and a female sound source with the physical delays of -5µs and 5µs, and a fixed 
theoretical delay gain value of 5 by setting TMId, TMI0, RMId and RMI0 to 50nA, 10nA, 10nA and 10nA  
respectively. The cross-correlogram uses 32 stages of 5 µs delay each. 
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5.6.2 Monte Carlo Simulation of the O2-Inspired Circuit 
 
Process variations and mismatch can cause transistors to have a variation in the threshold 
voltage (VTH) value. Since the O2-inspired circuit is composed of MOS devices working in 
the weak inversion region, the performance of the circuit relies heavily on the matching of 
the devices. Moreover, mismatching of transistors in subtraction and addition circuits may 
add delay errors to both the physical delay and the ITD. As a result the performance of 
the O2-inspired circuit might be degraded by the process variations and mismatches. 
Hence, the robustness of the O2-inspired circuit must be tested in the presence of process 
variation and mismatches. This can take place by means of Monte Carlo simulations. The 
Monte Carlo is the statistical tool that shows the effect of the process variations on a 
desired outcome. During Monte-Carlo simulations the device models corresponding to 
the process variations and mismatches of the specific technology are used. In this 
example, the Monte Carlo simulation was performed to evaluate the performance of the 
O2-inspired system for the device dimensions (W/L) stated in the previous section.  
During the simulation, the frequency, the physical delay and the delay gain were set to 
200Hz and 500Hz, 10µs, and 4 and 7, respectively. The number of simulation runs is 200. 
In each simulation run, the width (W) and length (L) are varied among transistors to 
simulate effects of the mismatch and process variation on the dimension of the device. 
The Monte Carlo simulations of the ITD results are shown in Figures 5.27 and 5.28. 
 
It can be seen from the Monte Carlo simulation results in Figures 5.27 and 5.28 that the 
ITD values have normal distributions with an acceptable standard deviation and their 
means are consistent with the expected results. Given the same physical delay and delay 
gain, the standard deviation of the ITD at high frequencies is less sensitive to the process 
variation and mismatches than at low frequencies which can be seen from Figures 5.27.a 
and 5.28.a, and 5.27.b and 5.28.b. From Figures 5.27 and 5.28, given the same physical 
delay and frequency, the variation of the ITD values for high delay gain is higher than that 
at low delay gain. 
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Figure 5.27: Monte Carlo simulation of the O2-inspired circuit for 200 runs for a physical delay value of 
10µs, 200Hz input frequency, and a theoretical delay gain value of a)  4 and  b) 7 by setting TMId, TMI0, RMId 
to 50nA, 10nA, 10nA, respectively, and RMI0 to 10nA and 20nA, for delay gain value of 4 and 7, respectively. 
The RM and TM translinear loops are implemented using PMOS devices whose dimensions are 
200μm/10μm. All NMOS and PMOS devices employed in the current mirrors of translinear loops have 
dimensions 100μm/15μm. The device dimensions of PMOS and NMOS for the input subtraction circuit 
are 20/7 and 100/15, respectively, whereas the device dimensions of PMOS and NMOS for the input 
addition circuit are 200/20 and 100/15, respectively. The device dimensions of the PMOS and NMOS for 
the output subtraction circuit are 20/10 and 100/15, respectively, whereas the device dimensions of the 
PMOS for the output addition circuit are 100/15. The theoretical ITD values for the above circuit 
parameters are 47 µs and 84 µs, for the theoretical delay gain value of 4 and 7, respectively. 
 
a)
b)
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Figure 5.28: Monte Carlo simulation of the O2-inspired circuit for 200 runs for a physical delay value of 
10µs, 500Hz input frequency, and a theoretical delay gain value of a)  4 and  b) 7 by setting TMId, TMI0, RMId 
to 50nA, 10nA, 10nA, respectively, and RMI0 to 10nA and 20nA, for delay gain value of 4 and 7, 
respectively.. The RM and TM translinear loops are implemented using PMOS devices whose dimensions 
are 200μm/10μm. All NMOS and PMOS devices employed in current mirrors of translinear loops have 
dimensions 100μm/15μm. The device dimensions of PMOS and NMOS for the input subtraction circuit 
are 20/7 and 100/15, respectively, whereas the device dimensions of PMOS and NMOS for the input 
addition circuit are 200/20 and 100/15, respectively. The device dimensions of the PMOS and NMOS for 
the output subtraction circuit are 20/10 and 100/15, respectively, whereas the device dimensions of the 
PMOS for the output addition circuit are 100/15. The theoretical ITD values for the above circuit 
parameters are 44 µs and 79 µs, for the theoretical delay gain value of 4 and 7, respectively. 
a)
b)
- 173 - 
 
5.7 Conclusion  
 
This chapter elaborated the design and simulation of O2-morphing circuits using current-
mode log-domain and gm-C filters. The simulation results showed that it is possible to 
mimic the operation of the mechanical O2 system by means of low-power analog circuits. 
The ITD characteristic from the O2 circuit was consistent with the results from the 
theoretical analysis of the O2 circuit. The O2 log-domain circuit performed slightly better 
than its gm-C O2 equivalent with less power consumption, smaller chip area requirement 
and a comparable dynamic range. 
 
In addition, a new O2-inspired delay magnification circuit which employs simple 
translinear loops as gain elements has been presented and simulated. Simulation results 
showed that the O2-inspired circuit can be tuned electrically and is able to magnify the 
physical delay with fewer transistors and consuming less power than the log-domain and 
gm-C O2 circuits. Our O2-inspired circuit can also preserve the physical delay information 
which can be extracted using a cross-correlogram. The robustness of our O2-inspired 
circuit in the presence of process variation and mismatch can be addressed by opting for 
suitable device dimensions. The simulations suggest that such low power circuits can be 
incorporated as “delay multipliers” in cochlea filterbanks and coincidence-detection VLSI 
architectures when the interaural-time-difference values are anticipated to be minute. 
 
5.8 References 
 
[1] R. Sarpeshkar, "Ultra Low Power Bioelectronics: Fundamentals, Biomedical 
Application, and Bio Inspired System,", Cambridge University Press, 1st  edition, 
2010. 
 
[2] P.R. Grey, "Analog and Design of Integrated Circuits,", Willey, 5st  edition, 2009. 
 
[3] E. Seenvinck, and R.J. Wiegerink, "Generalized translinear circuit principle," 
IEEE J. Solid-State Circuits., vol. 26, pp. 1098-1102, 1991. 
 
[4] Y. Tsividis, "Externally linear, time-invariant systems and their application to 
companding signal processors,"IEEE Trans. Circuits Systems II: Analog Digit. Signal 
Process., vol. 44, pp. 65-85, 1997. 
 
[5] D. R. Frey, "Exponential state space filters: a generic current mode-design 
strategy," Circuits and Systems I: Fundamental Theory and Applications, IEEE 
Transactions on, vol. 43, no. 1, pp. 34-42, 1996. 
 
- 174 - 
 
[6] Y. Tsividis, "On linear integrators and differentiators using instantaneous 
companding," Circuits and Systems II: Analog and Digital Signal Processing, 
IEEE Transactions on, vol. 42, no. 8, pp. 561-564, 1995. 
 
[7] D. R. Frey, "Log-domain filtering: an approach to current-mode filtering," 
Circuits, Devices and Systems, IEE Proceedings G, vol. 140, no. 6, pp. 406-416, 
1993. 
 
[8] Y. P. Tsividis, “Integrated continuous-time filter design—An overview,”IEEE J. 
Solid-State Circuits, vol. 29, pp. 166–176, Mar. 1994. 
 
[9] C.A. Mead, "Analog VLSI and Neural Systems,", Addison Wesley, 1989. 
 
[10] L. Watts, D.A. Kerns, R.F. Lyon, and C.A. Mead, "Improved implementation of 
the silicon coclhea,"IEEE J. Solid-State Circuits., vol. 27, no. 5, pp. 692-700, 1992. 
 
[11] R. Sarpeshkar, R. F. Lyon, and C.A. Mead, "Analog VLSI cochlea with new 
transconductance amplifiers and nonlinear gain control,"IEEE ICAS., 1996. 
 
[12] A.P. Ryan, and O. McCarthy, "A novel pole-zero compensation scheme using 
unbalanced differential pairs,"IEEE Trans. Circuits Syst. I. Reg. Papers, vol. 51, no. 2, 
pp. 309-318, 2004. 
 
[13] J. Ramirez-Angulo, M. Robinson, and E. Sanchez-Sinencio, “Currentmode 
continuous-time filters: Two design approaches,” IEEE Trans. Circuits Syst.—II, 
vol. 39, pp. 337–341, June 1992. 
 
[14] J. Mahattanakul, and C. Toumazou, "Current-mode versus voltage-mode Gm-C 
biquad filters: What the theory says,"IEEE Trans. Circuits Syst. II. Reg. Papers, vol. 
45, pp. 173-186, 1998. 
 
[15] S. Koziel, and S. Szczepanski, "Dynamic range comparison of voltage mode and 
current mode state Gm-C biquad filters in reciprocal structures,"IEEE Trans. 
Circuits Syst. I Findam. Theory Appl., vol. 50, no. 10, pp. 1245-1255, 2003. 
 
[16] E.M. Drakakis, J. Payne, and C. Toumazou, "Log-domain filtering and Bernoulli 
cell,", IEEE Trans. Circuits Syst. I.vol. 46, no. 5, pp. 559-571, 1999. 
 
[17] B. Razavi, "Design of Analog CMOS Integrated circuits,", McGraw-Hill, 1st  
edition, 2000. 
 
[18] R.N. Miles, T.D. Robert, and R.R. Hoy, "A mechanical analysis of the novel ear of 
the parasitoid fly Ormia Ochracea,", in Proceedings: Diversity in Auditory Mechanics, 
edited by E.R. Lewis, G. R. Long, R.F. Lion, P.M. Narins, C.R. Steele, and E. 
Hecht-Poina, World Scientific, Singapore, pp. 18-24, 1997. 
 
[19] Klumperink, E.A.M., and Seevinck, E. ‘MOS current gain cells with electronically 
variable gain and constant bandwidth’, IEEE J. Solid-State Circuits, 1989, 24, (5), 
pp. 1465–1468. 
 
- 175 - 
 
[20] Gupta, A.K., Haslett, J.W., and Trofimenkoff, F.N.: ‘A wide dynamic range 
continuously adjustable CMOS current mirror’, IEEE J. Solid-State Circuits, 1996, 
31, (8), pp. 1208–1213. 
 
[21] T. Serrano-Gotarredona, B. Linares-Barranco, and A.G. Andreou, “Very wide 
range tunable CMOS/Bipolar current mirrors with voltage clamped input,” IEEE 
Trans. Circuits Systems – I, 1999, vol. 46, pp. 1398–1407. 
 
[22] C. Durbha, J. Ramirez-Angulo, A.J. Lopez-Martin, and R.G.Carvajal, “Novel 
architectures of class AB CMOS mirrors with programmable gain,” in Proc. ISCAS 
2004 IEEE Int.Symp. Circuits and Systems, May 2004, vol. 4, pp. 760–763. 
 
[23] M. Somdunyakanok, T. Pattanatadapong, and P. Prommee, "Accurate tunable 
current mirrors and its applications", IEEE ISCIT, pp. 56-61, 2008. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
- 176 - 
 
Chapter 6  
Design, Fabrication and Testing of the O2-Inspired 
Delay Magnification System 
 
6.1  Introduction  
 
The characteristics and the feasibility study of our O2-inspired delay magnification system 
have been demonstrated through simulations in Chapter 4 and circuit simulations in 
Chapter 5, respectively. These studies show that the proposed O2-inspired delay 
magnification circuit has the potential to be used as a preprocessing stage providing 
physical delay magnification for a sound localization circuit. Moreover, based on the 
Monte Carlo results of the proposed circuit (presented in the previous chapter) it can be 
concluded that the variation of the ITD value in the presence of mismatch and process 
variations is small and acceptable. Hence, this result shows that it should be possible for 
the proposed circuit to be fabricated as an analog VLSI circuit. 
 
Motivated by the above benefit and realization possibility of the proposed O2-inspired 
delay magnification circuit, this chapter deals with its design, fabrication and testing. The 
main aims of this chapter are to show the design layout of the proposed circuit with good 
matching and low parasitics, and to evaluate its performance. 
 
This chapter is divided into two main parts. The useful layout techniques used which 
improve transistor matching and minimize parasitics and interfering noises will be 
introduced in the first part of the chapter (section 6.2). Also in the first part, the 
description of the layout of the proposed circuit will be provided. In the final part of this 
chapter (section 6.3), we will present the performance evaluation of the proposed delay 
magnification circuit through measurements from a fabricated chip in the 3-metal 2-poly 
Austria Micro Systems 0.35 μm CMOS C35B3C3 3.3V 2P/3M technology. 
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6.2 Integrated Circuit (IC) Layout 
 
A CMOS integrated circuit is built on a silicon wafer which is doped by either acceptor (n-
type) or donor (p-type) atoms. A well-known process for fabrication of CMOS IC is the 
n-well process where the wafer or substrate is doped with donor or p-type atoms, and the 
“n-well” is built on the p-type substrate. To form circuit components i.e. capacitor, 
resistor and transistor, etc., a variety of layers of material are patterned and etched on the 
surface of the substrate. For example, a resistor can be simply built by implanting two n+ 
layers (equivalent to active region with n-select or n+ dopant) into the n-well where the 
resistor value is determined by the distance between the dopant layer. The capacitor is 
formed by inserting the poly1 layer beneath the poly2 layer with both of them residing in 
an insulator. The dimension and design of the layout must comply with “design rules” to 
ensure that the stucture of the layout is manufacturable with the minimum error due to 
process technology limitations. Examples of design rules are the requirement of the 
minimum width, spacing between n-well, metal layer, contacts, p/n-select, etc. The 
designs rules only ensures that the layout design can be fabricated. However, the 
fabricated design may not function correctly due to improper layout designs. Improper 
designs suffer from the parasitics at critical circuit node, and the unwanted signals. 
Eventually these unwanted parasitics or signals might lead to malfunctioning of the 
circuit. Hence, to avoid these problems, in our layout design, the following layout 
techniques [1] were used: 
 
1) To reduce the nonideal voltage drop arcoss “via” or “contact” layers, which are 
used as connection between metal layers and between  “metal1” layer and poly 
layer or active region, respectively, the via or contact should be filled within the 
metal layer area or the active region as much as possible. Vias and contacts have 
resistance which can cause voltage drop over them. Many vias or contacts 
introduce parallel resistors which will reduce the resisatance values, hence the 
associated voltage drop decreases. 
 
2) Used substrate contacts as much over the chip as possible to “attract” the 
interfering charges from inside and outside the circuit to ground or VDD, and to 
prevent the forward biasing current from the parasitic diode which can be formed 
between the active region and the substrate. 
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3) Minnimised the area of the metal layer as much as possible to avoid the “antenna 
effect” caused by flowing current on the surface of the  large metal sheet. The 
antenna effect can generate interfering signals. 
 
The core layout of a single MOS transistor is composed of p-substrate or n-well substrate, 
gate oxide, n+/p+ dopant active region and polysilicon or poly layer. The NMOS 
transitor is built from the p-type substrate. The following steps will explain in brief single 
NMOS transistor fabrication process. The fabrication of an NMOS transistor starts by 
slightly doping the p-substrate with the p+ dopant to impose the treshold voltage. Next, 
the polysilicon layer or poly layer (which is a conductive material) is placed on the gate 
oxide layer, which is grown on the surface of a p-substrate, between the location of the 
source and drain juntions. The n+dopant atoms are implanted on the surface of the 
substrate to form source and drain junctions while the other parts of the substrate are 
masked. The regions where source and drain implant, are also called the active region with 
n-select (or the active region with p-select in case of a PMOS transistor). Finally, the metal 
layers are placed on top and connected to the poly gate layer, and source and drain 
n+active region using contact layer to form gate, source and drain terminals respectively. 
Next to a core layout of an NMOS transistor is the substrate or bulk terminal. It is 
formed by implanted p+ dopant on the substate, and this implanted layer is connected to 
the metal1 layer via contact layer to form the body or bulk terminal. A similar process is 
used for PMOS transistors built on n-substrate surface of the n-well, and the active 
regions for the transistor and the substrate are covered with p+ dopant (p-select) and n+ 
dopant (n-select), respectively. The typical layout design of a single NMOS transistor used 
in this work is shown in Figure 6.1. 
 
It can be seen from Figure 6.1 that a single NMOS layout consists of the layers described 
above. The width (W) and length (L) of a transistor are detemined by the vertical length 
of the n+active region and the horizontal length of the poly layer, respectively. The 
dimension and the spacing distance of each layer must follow coresponding minimum 
values dictated by the design rule. The structure of a single transistor layout shown in 
Figure 6.1 was employed as the basic building block for our whole layout design.  
 
It should be noted that a transistor core layout is surrounded by a substrate layout. In 
general, the substrate contact terminal takes the form of a single rectangular placed near  
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Figure 6.1: The layout of a single NMOS transistor used in this work. It is composed of the core NMOS 
transistor built on the p-substrate and surrounded by a rounded p-substrate guard ring. 
 
the side of the core transistor layout. The reason that, in this work, the substrate 
connection was used is to protect the operation of the transistor component from  
parasitics and unwanted signals [2]. The rectangularly-shaped substrate connection 
sometime termed “guard ring” can be used as a “shield” of the component laid out inside, 
such as resistor, capacitor or transisor. In general, guard rings are used in the design to 
prevent “unwanted signals” from inside and outside the circuit to interfere with the 
components inside the guard ring by “attracting” interfering charges to a dc power supply 
(ground or VDD). One of the most important benefits of guarding is to prevent the 
occurrence of “latch-up”. Latch-up is the phenomenon connected with the formation of 
unintended parasitic positive feedback loops of bipolar (BJT) transistors. To understand 
the mechanism which causes “latch-up”, let us consider as an example the crossectional 
layout of the inverter shown in Figure 6.2. 
 
As it can be seen from Figure 6.2, the inverter consists of a single NMOS and a single 
PMOS transistors. When those two layout structures are put close enough to each other,  
parasitc BJTs and resistors will be formed. The first parastitic BJT is an npn transistor 
formed by the n+source region of the NMOS trasistor, p-substrate and the n-well. The 
second parasitic BJT is of pnp type formed by p-substrate, n-well and p+source region of  
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Figure 6.2: Crossectional of an inverter layout showing the parasitic “latch-up” feedback loop which is 
formed by the parastic BJTs and resistors (Adapted from [1]). 
 
the PMOS transistor. The p-substrate and n-well parasitic resistors originate by the long 
distances in the substrate and n-well. These parasitic components form the positive 
feedback loop circuit as illustrated by the schematic in Figure 6.2. Under normal 
circumstances there is no current flow in this parasitic circuit. However, when there is an 
accidental surge of the current into the parasitc circuit, the voltage across the n-well 
parasitic resistor will be high. If this voltage is high enough, it will turn on the pnp 
parasitic transistor causing the high current drawn from the power supply to flow through 
the parasitic p-substrate resistor. Again, if the voltage across this parasitic resistor is high 
enough the parasitic npn transistor will turn on causing the higher current to flow through 
the n-well. This positive feedback scheme can result into the excessive current drawn into 
the circuit which may finally lead to the permanent damage of the circuit. 
 
There are many layout techniques to prevent this positive feedback loop to happen. For 
example, the parasitic resistance values can be reduced to prevent high voltages across the 
resistors that cause the parasitic resistor to turn on by reducing the distance between the 
layout components. Another practical approach is to draw the current out of the feedback 
loop to prevent the parasitic transistor to turn on. This can be achieved by surrounding 
the component with the substrate connection of a guard ring: When the current in the 
positive feedback loop starts to flow, it will be drawn to ground or VDD by the substrate 
connection, hence, prevent the parasitic transistor to turn on. This is the reason why the 
substrate connection as shown in Figure 6.1 is employed in our design. 
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Figure 6.3: The process gradient varies as a function of position along the wafer die (a), and the improved 
layout designs of devices A and B by b) “interdigitisation” and c) “common-centroid” layout techniques [2]. 
 
Each wafer is characterized by the process gradient: the substrate property is not uniform 
over the wafer i.e. the dopant concentration differs from location to location (see Figure 
6.3.a). As a result, even when “same” devices are placed at very close locations with the 
same orientation, the devices are slightly different, hence mismatch occurs. One simple 
technique used to overcome this problem is termed “interdigitisation” illustrated in Figure 
6.3.b [1]. To understand how the interdigitated technique can alleviate the problem, let us 
assume that two devices A and B need to be matched. Each device is “broken” into 
smaller dimension devices. The elementary components of each “broken” device are then 
interleaved using an ABAB pattern as shown in Figure 6.3.b. Individual component are 
routed in such a way that the effective dimension of the resulting device is equal the 
original intended device dimension. Since the process gradient varies from left to right, A 
and B components placed close to each other will experience approximately the same 
amount of the process variation. As a result, in average, the devices A and B are affected 
by a similar amount of process variation and hence matching between A and B devices is 
improved. The layout patterns for 3 devices (or more) becomes …ABC…ABC,…etc. . 
However, the effectiveness of the intedigitisation layout technique will significantly 
decrease when the process gradient is high. The interdigitisation technique can be 
improved by the “common centroid” layout technique shown in Figure 6.3.c where the 
a)
c)b)
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primary components of the devices follow the pattern BAAB. This technique is quite 
similar to the interdigitisation technique, but device components are now placed in such a 
way so that the symmetrical with respect to the centre layout can be achieved. Hence, 
overall, the devices will experience decreased process gradient with this technique. The 
pattern …CBAABC… is used for 3 or more devices. The common-centroid technique 
will be employed in this work for the layout of the current mirrors and log-domain filters.   
 
A current mirror is a basic building block for performing the subtraction and addition 
operation in the O2-inspired integrated circuit. It is required that the current mirrors 
deliver the signals as close as their input signals to circuit nodes where the arithmetic 
operations take place. Hence, good matching for the current mirrors is very important. 
The accuracy of the current mirror decreases when the size of the transistor is small due 
to channel length modulation. Good matching of small size transistors is difficult to 
achieve in the presence of mismatch and process variation. Hence, to achieve good 
accuracy and to overcome the process variation and mismatch problem the size of the 
current mirrors is increased. However, large devices are prone to parasitics. Hence, to 
mitigate the problem of parasitics the layout of a large sized device needs to be 
reorganized in its equivalent smaller sized ones. Also, in order to achieve good matching 
between devices, the “common-centroid” layout technique was employed in our layout 
design. Let us consider the cascaded current mirror layout shown in Figure 6.4 which 
employed the common-centroid technique. 
 
The schematic and the layout of the cascaded current mirror which is needed are shown 
at the bottom and top of Figure 6.4 respectively. The current mirror consists 4 NMOS 
transistors labelled as A, B, C and D whose dimensions (W and L) are large and are 
assumed to be the same. Let us consider a single current mirror for example the 
transistors A and B. To achieve a good matching between these devices, each transistor is 
broken into a smaller transistor with dimensions W/2 and L. Each of the smaller size 
transistor were placed using the common-centroid technique with pattern BAAB. Gate, 
source and drain terminal of the first primary layout of A transistor are connected to gate, 
source and drain terminal of the other primary layout of A transistor via metal1 and 
metal2 layers to achieve the effective dimension as the original transistor (W/L). Similar 
procedure was applied for the B transistors. Gate of A transistor was shorted to its drain 
terminal via metal1 layer, and connected to gate of B transistor via metal1 and metal2 
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layers. The layout of the other current mirror formed by C and D transistors is realized 
using the same procedure. The source terminals of A and B transistors were connected to 
the drain terminals of C and D transistors via metal1 and metal2 layers. Finally, the bulk 
terminals of A, B, C and D transistors, and source terminals of C and D transistors are 
tied to the substrate connection terminal by the interconnection of their guard ring, and 
the combination of metal1 and metal2, respectively. 
 
In our design 3 and 4 cascaded current mirrors were also employed. A similar approach 
was used with their layouts organized as CBAABC and DCBAABCD.  PMOS cascaded 
current mirrors share the same layout structure as NMOS cascaded current mirrors but 
their substrate was tied to VDD. 
 
Typically translinear circuits consisted of PMOS/NMOS cascaded current mirrors for the 
biasing currents and 4 PMOS transistors that form the translinear loop. The layouts of the 
current mirrors described above were used for the biasing currents. The layout and the 
schematic of the 4 PMOS transistors of a typical translinear loop are shown in Figure 6.5 
top and bottom, respectively. Similarly to the cascaded current mirror layout, the 
common-centroid technique was applied to achieve good matching.  
 
Each of the 4 PMOS transistors were broken into 2 identical primary layouts with 
dimensions (W/2)/L. Eight primary layouts were organized using the pattern 
DCBAABCD. Each PMOS transistor resides within a different (i.e. individual) n-substrate 
or n-well. The reason for which each transistor was put in a different n-well has to do 
with the fact that the body terminal of each PMOS transistor had to be connected to its 
source terminal to minimize the body effect causing threshold voltage variation. 
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Figure 6.4: The common-centroid layout of the cascaded current mirror (top), and its equivalent schematic 
(bottom). 
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Figure 6.5: The common-centroid layout of the 4 PMOS transistor translinear loop (top), and its equivalent schematic (bottom). 
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The layouts of the addition and subtraction circuits were produced by interconnecting the 
primary cascaded PMOS and NMOS current mirror layout as shown in Figure 6.4 
whereas the layout of translinear loop circuits was produced by combining the layout of 
both NMOS and PMOS cascaded current mirrors and the four translinear loop PMOS 
transistors as shown in Figure 6.5. Finally, the core layout design of the O2-inspired 
integrated circuit was achieved by combining these primary layouts together in a way that 
the symmetry of the circuit is maximized while the overall chip area is minimized. In order 
for the circuit layout to receive and send the input and output from and to the outside 
world, pads are included around the core layout where the bonding wires from the 
package are connected. In general the pad is made of the metal2 and metal1 layers. In our 
layout, pads from the Cadence library are used. There are three types of pads that were 
employed in the layout depending on the types of signals that they deal with: pads for 
current signals, pads for dc voltage supplies, and pads for ground or the lowest supply 
voltage.  In practice the circuit can be permanently damaged by the ESD-related incident 
[2]. ESD (Electro Static Discharge) phenomena relates to static charges which can be 
passed on to the circuit. Such electric charges can damage the circuit component, e.g. the 
oxide layer can be permanently damaged. To prevent such damages each pad that was 
employed in this work also included an ESD protection circuit. To understand the 
mechanism of the ESD protection circuit, let us consider the simple ESD protection 
circuit shown in Figure 6.6. 
 
The ESD protection circuit is included between the bonding pad and the core circuit. It 
consists of two diodes D1 and D2. The anode terminals of D1 and D2 are connected to 
ground and pad, respectively, whereas the cathode terminals of D1 and D2 are connected 
to pad and VDD respectively. When there is an accidental surcharge current coming 
through the pad causing the voltage of pad to excess VDD, the diode D2 will be cutoff due 
to reverse bias voltage whereas the diode D1 will turn on, and the gate voltage of the 
transistor will be clamped to prevent the excessive gate voltage. On the other hand, when 
the voltage of the bonding pad is lower than ground the diode D2 will turn off and D1 will 
turn. Hence, the core circuit will experience minimal effects. 
 
Normally small rectangular metal2 sheets are attached to pads prior to the smaller metal2 
wires which are used to connect pads with the core layout. It should be noted that pads 
also introduce parasitic capacitors which can cause errors to the circuit. Prior to finalising 
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the Monte Carlo simulations including pads should be performed. The complete layout of 
the O2-inspired integrated circuit including pads was verified by means of the Calibre tool 
in the Cadence Virtuso layout environment by running the “Design Rule Check” or 
(“DRC”) verification to confirm that layout complies with the specific technology design 
rules. Finally, the “Layout versus Schematic” or “LVS” verification was run to extract 
netlist from the layout and compare it with the prototype circuit schematic. This is to 
ensure that the final layout matches the prototype schematic. The complete layout of the 
O2-inspired circuit is illustrated in Figure. 5.7. 
 
 
 
 
Figure 6.6: The bonding pad with a simple ESD protection circuit formed by two diodes to protect the 
transistor from ESD damage [2]. 
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Figure 6.7 The complete layout of the O2-inspired integrated circuit. Technology AMS 0.35 μm. 
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6.3 O2-Inspired Integrated Circuit (IC): Testing and 
Measured Results 
 
The GDS file of the complete layout of the O2-inspired circuit shown in Figure 6.7 was 
extracted, and sent for fabrication to Europractice under mini@ run schedule using 
Austria Micro System 0.35μm CMOS C35B3C3 technology. The total sizes of the O2-
inspired integrated circuit are 2472μm×1680μm=4.15 mm2 and 1600μm×800μm=1.27 
mm2 for with and without pads, respectively. The microphotograph of the complete O2-
inspired integrated circuit packaged within a pin grid array 100 socket (PGA100) is shown 
in Figure 6.8. The O2-integrated circuit was tested with the experiment set up as shown in 
Figure 6.9. The following instruments were used: 
 
1. A special PCB test board (Figure 6.9 bottom) which was developed by the Bio-
inspired VLSI group, Department of Bioengineering, Imperial College London. 
2. Standard voltage sources.  
3. Digital storage Oscilloscope - GWINSTEK GDS-1000A series. 
4. Function generator - Agilent 33210A 10MHz Function/Arbitrary Waveform 
Generator. 
5. DC, and DC and AC current sources - Keithley 6620 and 6621, respectively. 
6. Transimpedance amplifiers (Figure 6.10). 
7. Signal Analyzer – Standford Research System SR75 Dynamic Signal Analyzer. 
 
The overall instrument setup is shown in Figure 6.9. The O2-inspired integrated circuit 
was tested on the special PCB testing board. The testing board was composed of a 
PGA100 socket connected by SMA connectors where the placed O2-inspired integrated 
circuit received biasing voltages and currents. Since the outputs of the Keithleys and the 
inputs of the Oscilloscope are connected by means of triaxial cables, all cables from these 
instruments need to be connected to the triaxial to SMA adaptor prior to connecting to 
the integrated circuit on the PCB testing board. DC supply voltages of 3V and 2V were 
connected to the integrated circuit.  
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Figure 6.8: Microphotograph of the O2-inspired integrated circuit.
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Figure 6.9: Overall test setup which consists of current input signal generators, biasing current supplies, 
transimpedance amplifiers, trigger pulse generator, osciloscope, laptop and circuit under test. 
 
The ipsilateral and contralateral outputs from the O2-inspired integrated circuit are current 
signals and need to be connected to two transimpedance amplifiers in order to be 
converted from current signals to voltages which are readable by the scope. The 
transimpedance amplifiers which can be seen in Figure 6.10 were constructed from 3 
Femtoampere (3fA) input bias current amplifiers made by National Semiconductor, 
coupling capacitors, and 20MΩ ceramic resistors on prototype boards. The 
transimpedance amplifier IC which is packaged in a SOIC 8 package was manually 
soldered on a small SOIC8 to DIP adaptor PCB so that it can be put and tested on the 
prototype board. In the transimpedance amplifier, the negative input received input 
current signal from the output of O2-inspired integrated circuit, and the positive input was 
connected to ground. The positive and negative power supplies attached by decoupling 
capacitors were connected to dc voltages of +2.5V and -2.5V supplied by standard 
voltages sources. The output voltage signals of the transimpedance amplifiers which 
correspond to outputs of the O2-inspired integrated circuit were then connected to two 
input channels of the GDS-1000A digital oscilloscope.  
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Figure 6.10: The transimpedance amplifier constructed by a National Semiconductor 3fA input bias current 
precision amplifier LMP7721MA, coupling capacitors and a 20MΩ ceramic resistor a) actual test setup b) 
schematic diagram. 
 
For noise reduction purposes, coupling capacitors were used to filter out high frequency 
signals appearing at the dc supply voltages. Transimpedance amplifiers  characterized by a 
3 Femtoampere (3fA)  input bias current amplifier were chosen. The requirement for such 
low input bias current is dictated by the fact that the very small ITD output signals from 
the transimpedance amplifiers are almost of the same magnitude and can be easily 
distorted by the leakage currents which can eventually result in errors added to the ITD at 
the outputs of the transimpedance amplifier. Finally, the transimpedance amplifiers were 
placed in two separated boxes sealed with grounded aluminium foils to prevent electronic 
noises from the instrument interfere with the signals sensed by the transimpedance 
amplifiers. 
 
Two sinusoidal current input signals were generated from Keithley 6621 DC and AC 
current sources with the same frequency and amplitude and a programmable physical 
delay. The generation of two sinusoidal signals with a programmable physical delay was 
achieved by programming two Keithley current sources via a GPIB cable using Keithley 
programming language written in Matlab M-files which can be found in Appendix B.4.  
The sinusoidal signals were of the same amplitude and frequency and were characterized 
by Matlab® controlled constant physical delay. These amplitude data together with 
Keithley instruction sets were programmed into 6621 DC and AC current sources via a 
GPIB cable. Once the current sources were programmed a trigger pulse signal from a 
function generator is needed to trigger the current sources to function and generate the 
programmed output signals. The Agilent 33210A 10MHz Function/arbitrary waveform  
a)                                                                             b) 
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Figure 6.11: The overall integrated circuit test setup including voltage and biasing current supplies, input 
current generators, transimpedance amplifiers and testing board (top), and the close up view of the O2 - 
inspired integrated circuit which was tested on the PCB testing board (bottom). 
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generator is used as a function generator. It was set to generate a periodic pulse with 
100ms pulse width and frequency 100Hz where the rising edge of the pulse was used as a 
trigger signal for the synchronised current sources.  
 
Seven dc current sources from 6620 and 6621 Keithley were fed to the testing board via 
triaxial and SMA cables as biasing currents for the O2-inspired integrated circuit. Six of 
the biasing currents were fixed and used to bias input-output subtraction circuits and RM 
and TM translinear loops. The biasing current from one dc current source which 
corresponds to RMI0 for the RM translinear loop was made tunable in order to tune the 
equivalent delay gain. Finally, the time-domain output signals from the transimpedance 
amplifiers were recorded and subsequently analyzed using Matlab®. The O2-inspired 
integrated circuit was tested with respect to the following aspects: linearity of the O2-
inspired integrated circuit, RM and TM gain element frequency responses, input noises, 
ITD response and its tuning using the measurement setup explained above. 
             
6.3.1 Measured Frequency Response of the Delay Gain and Its Tuning 
 
The frequency response of the delay gain was achieved by dividing the frequency 
responses of the RM gain by that of the TM gain element. The measurement of the 
frequency responses of the RM and TM gain elements was carried out using the following 
instrument settings. First, the ipsilateral input pin was left floating whereas the 
contralateral input pin was fed with a pure sinusoidal varying current signal with a dc level 
of current 150nA, an amplitude of 20nA frequency from 0.1kHz to 3.5kHz such that the 
input currents of the RM and TM gain elements have the same input amplitude and 
frequency except phases which differ by 180 degree due to the subtraction and addition 
circuits. The dc gain of the TM gain element was fixed by setting TMI0 = 10nA and TMId = 
50nA where as the dc gain of the RM gain element was made tuneable by setting TMId = 
10nA and varying TMI0 from 10nA to 20nA and 30nA. The frequency response of the RM 
gain element was computed point by point at each frequency from the amplitude of the 
transient response from the RM gain element output pins divided by the amplitude of the 
transient response from the RM gain element inputs. The same procedure was used for 
the measurement of the TM gain element. It was observed that the transient signals of 
both RM and TM gain element outputs were affected by interfering unwanted signals. To  
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Figure 6.12: Typical measured transient responses of the RM and TM outputs (green and red, respectively), 
and their smoothed transient responses (yellow and blue, respectively) for the bias current setting: TMI0 = 
10nA, TMId = 50nA, RMId = 10nA and RMI0 =10nA. The operating frequency is set at 300Hz. The resolution 
of the sampling data is 40μs. 
 
filter out noises in the measured transient signals, the measured output transient signals 
were Matlab® processed, and smoothed. Typical measured transient responses from the 
RM and TM gain elements for TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 =10nA of 
an operating frequency 300Hz are shown in Figure 6.12 in green and red respectively. The 
reduced-noise transient responses for RM and TM gain elements are in yellow and blue 
colour, respectively. The sampling frequency of the data measured from the oscilloscope 
is 40μs. It should be noted here that the sampling frequency of the data used for the 
measurement of the frequency response is less accurate than that used for the 
measurement of the ITD values since here only the amplitude of the signal is of interest. 
 
The smoothed amplitudes were used to determine the frequency responses. The delay 
gain frequency response of the circuit set as above can be seen in Figure 6.13 where the 
approximated polynomial trend lines in grey colour were added to illustrate trend of the 
measured data. From Figure 6.13 it becomes clear that the delay gain starts to drop slowly 
after the 2 kHz point. The measured dc delay gains are close to the results predicted from 
Cadence quantiative example. It is confirmed that the delay gain is tuneable by means of 
the biasing current RMI0.  
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Figure 6.13: The frequency responses of the delay gains and their tuning given that the dc gain of the TM 
gain element was fixed by TMI0 = 10nA and TMId = 50nA, and the dc gain of the RM gain element was made 
tuneable by setting RMId = 10nA while RMI0 was varied from 10nA to 20nA and 30nA (blue, red and green, 
respectively). 
 
6.3.2 Measurement and Tuning of the Offset Delay and the ITD 
  
The ITD characteristic was measured as a function of the input physical delay by varying 
the delay gain provided and for different operating frequencies. The measurement of the 
ITD characteristic was carried out as follows: First the ipsilateral and contralateral pins 
were fed with pure sinusoidal current signals of the same frequency and amplitude and 
with a physical delay which is programmable via Matlab. The input dc current and the 
amplitudes of the input sine waves are set to 150nA and 20nA respectively. The dc gain of 
the TM gain element was fixed by TMI0 = 10nA and TMId = 50nA whereas the dc gain of 
the RM gain element was made tuneable by setting RMId = 10nA while RMI0 was tuned from 
10nA to 20nA and 30nA. The ITD characteristic was measured at different input 
frequencies namely 0.5kHz, 1.5kHz and 2.5kHz.  
 
It was observed that the existence of noise and mismatches introduced by the testing 
setup can result into delay errors at both inputs and outputs of the circuit. For example, 
even when the input currents from the dc and ac current sources are triggered to give out 
waveforms at the same time due to mismatched paths of the instrument setup, the actual 
current signals that reach input pins of the integrated circuit will have a physical delay 
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which differs from the programmed (intended) physical delay at the current sources. As a 
result the integrated O2-inspired circuit will magnify the physical delay with an added-on 
error instead of the intentional physical delay. Furthermore, noises from the instruments 
can distort the output transient signals and lead to a significant error of the computed 
ITD value. By taking these sources of errors into account the measured ITD value can be 
approximately expressed in term of input and output delay errors as: 
 
ܫܶܦ൫߬௣ௗ, ݂൯ ൎ ߚሺ݂ሻ ൈ ൫߬௣ௗ ൅ ߬௘௜௡൯ ൅ ߬௘௢௨௧ 
                   (6.1) 
or, 
ܫܶܦ൫߬௣ௗ, ݂൯ ൎ ߚሺ݂ሻ ൈ ߬௣ௗ ൅ ܱሺ݂, ߚሻ 
                   (6.2) 
where β(f) is the effective delay gain value at the operating frequency f, τpd is the 
programmed (input) physical delay whereas the terms τein and τeout represent the delay 
errors which are presented at the input and output pins of the O2-inspired integrated 
circuit. The quantity O(f,β) is the offset at a given delay gain and frequency. 
 
It can be seen from (6.2) that the measured ITD value can be approximated by the correct 
ITD (the first term of the right hand side of (6.2)) plus the delay offset term O(f,β). Hence, 
to measure the correct value of the ITD offset term O(f,β) must be found and cancelled 
out. Based on our observation, the offset term strongly depends on the operating 
frequency and the delay gain used. In other words, when the input physical delay changes 
the value of the offset term is fairly constant unless the delay gain value or the operating 
frequency changes. Hence, the offset term should be evaluated at particular delay gain and 
frequency values and used as the offset value for all input physical delay. The delay offset 
value can be approximated by measuring the ITD value by feeding the input signals with 
zero programmed physical delay. This can be illustrated by substituting (6.2) with τpd = 0 
μs where the offset term can be exposed.  
 
The measurement of the ITD at given frequencies and with specific delay gain values was 
carried out by importing the transient output data from the digital oscilloscope into  
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Figure 6.14: a) The measured transient responses of the ipsilateral (red) and the contralateral (blue), and b) 
Their filtered transient responses for TMI0 = 10nA, TMId = 50nA, RMId = 10nA,  RMI0 =10nA and an 
operating frequency of 500Hz while the physical delay value was set to 20μs. Each 3rd-order DAPGF filter 
had the natural frequencies set to 500Hz with a quality factor Q = 9. 
 
Matlab® where the ITD was extracted from the data using the DAPGF filter banks and 
the cross-correlogram as used in section 4.9 of Chapter 4. An example of the measured  
transient responses from the ipsilateral (red) and contralateral (blue) outputs and their 
filtered versions can be shown in Figure 6.14.a and Figure 6.14.b, respectively. 
 
The measured transient responses in Figure 6.14.a resulted from feeding the ipsilateral and 
contralateral inputs with pure sinusoidal waves with an input amplitude of 20nA, dc level 
of 150nA at a frequency of 500Hz while the physical delay was set to 20μs. Figure 6.14.a 
illustrates the effect of collective interference. Figure 6.14.b shows the transient responses  
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Figure 6.15: The measured delay offset over frequency for different delay gain settings (RMI0 = 10nA (blue), 
20nA (red) and 30nA (green)).  
 
corresponding to the transient responses in Figure 6.14.a filtered by DAPGF filters of 
500Hz with a quality factor Q = 9. It can be seen that the filtered transient responses are 
more “clean”. The ITD value was then extracted from the filtered transient responses 
using the cross-correlogram with 30 taps of 5μs delay units. It should be noted that the 
effect of noise on the ITD value is reduced by this method since only the interesting 
frequency components are computed whereas other frequency component including 
noises are filtered out by the high Q DAPGF filters. The extracted ITD values still 
contain the delay offset component, which need to be taken into account. The measured 
delay offset as a function of the delay gain biasing current and the frequency is shown in 
Figure 6.15. 
                        
The delay offset value shown in Figure 6.15 illustrated the measured offset value at the 
output pins of the O2-integrated circuit given that the inputs of the O2-integrated circuit 
were fed with the sinusoidal signal signals of zero physical delay while the operating 
frequency varied from 0.3kHz to 3.5kHz and the delay gain varied according to the bias 
currents shown in Figure 6.13. It can be seen that the value of the delay offset is positive 
at low frequency, but starts to drop when the frequency increases. The delay offset 
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reaches zero value and becomes more negative (or the leading output signal turns to be 
the lagging output signal) when the frequency exceeds the axis crossing frequency. A 
similar trend holds for higher delay gains. 
 
To measure the ITD characteristic by avoiding the error due to the delay offset, the ITD 
value was evaluated at fixed operating frequency and delay gain values, for different input 
physical delays varying from 0μs to 20μs with a step size of 0.5μs. The actual ITD value 
was achieved by subtracting all the measured ITD values that have non-zero physical 
delay inputs by the measured ITD value at 0μs physical delay. The approximated ITD 
after accounting for the offset can be expressed as a function of the physical delay by 
varying the delay gain using the biasing current settings used for Figure 6.13. Figures 
6.16.a, 6.16.b and 6.16.c illustrate the measured offset-compensated ITDs as a function of 
the physical delay at 0.5, 1.5 and 2.5kHz, respectively. 
 
Let us consider the measured ITD characteristic at 0.5kHz as shown in Figure 6.16.a. At 
0.5kHz which can be considered as the low operating frequency for the O2-integrated 
circuit, the measured ITD can be approximated by the product of the physical delay and 
the delay gain. This is confirmed by the linear relation between the measured ITD and the 
input physical delay as can be seen in Figure 6.16.a. The delay gain can be approximated 
from the slope of the ITD value as a function of the physical delay i.e. the approximated 
delay gain from the ITD measurement at frequency 0.5kHz given RMI0 = 10nA (green line)  
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Figure 6.16: The measured ITD values as a function of the physical delay by varying the delay gain by means 
of the biasing currents: TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 10nA, 20nA and 30nA (green, 
red and blue, respectively) at operating frequencies a) 0.5kHz, b) 1.5kHz and c) 2.5kHz.  
 
is around 3.5. This approximated delay gain value from the ITD measurement is very 
close to the theoretical delay gain which can be found from the gain element ratio for RMI0 
= 10nA (blue line in Figure 6.13). Similar results hold for RMI0 = 20nA and RMI0 = 30nA. 
The linear relation between the ITD values and the physical delay holds for frequencies 
up to 1.5kHz (Figure 6.16.b). However, the delay gain decreases at this frequency 
compared to at low frequency (0.5kHz) i.e. the slope of the ITD value for RMI0 = 10nA at 
1.5kHz operating frequency is less than that at 0.5kHz. The relation between the ITD and 
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the physical delay becomes noticeably nonlinear at frequency 2.5kHz especially at high 
delay gain which can be seen by the ITD for RMI0 = 10nA in Figure 6.16.c.  
 
The other characteristic of the ITD is the frequency response of the ITD value which can 
be seen by a plot of the ITD value as a function of the operating frequency at a given 
physical delay and delay gain. The practical measurement of the ITD values is similar to 
the previous ITD measurements and need to be compensated for the delay offset. First, 
the measurement was conducted using two delay gain settings by setting TMI0 = 10nA, TMId 
= 50nA, RMId = 10nA, and RMI0 = 10nA and 20nA for the first and the second delay gains, 
respectively. At each delay gain, the measurement was done at fixed operating frequencies 
varying from 0.3kHz to 3.5kHz with 50Hz frequency step size. It should be noted here 
that the minimum frequency that the measurement of the ITD is reliable, was found to be 
300Hz. For the frequency below 300Hz the transient signals were affected by noises in 
the experimental setup and the measurement was unreliable. At each operating frequency 
the ITD value was measured by feeding the input signals with physical delay values of 
0μs, 5μs, 10μs and 20μs. Three ITD values measured at 5μs, 10μs and 20μs were 
subtracted by the ITD value at zero physical delay to compensate for the delay offset as in 
previous measurement. The frequency response characteristic of the ITD value after delay 
offset compensation for RMI0 = 20nA and 30nA, can be seen in Figures 6.17.a and 6.17.b, 
respectively. 
 
From Figure 6.17.a and and 6.17.b, it can be seen that the frequency responses of the ITD 
for RMI0 = 20nA and 30nA are similar. From Figure 6.17.a, for RMI0 = 20nA at the physical 
delay value of 5μs and low frequency range from 0.3kHz to 0.6kHz, the measured ITD 
value is fairly constant, and can be approximated by the product of the physical delay and 
the measured delay gain which is predicted by the measurement in Figure 6.13. The 
frequency at which the measured ITD value starts to drop is lower for the higher physical 
delays 10μs, 15μs and 20μs (red, green and purple, respectively). This characteristic is 
similar to the case of higher delay gain (RMI0 = 30nA) of Figure 6.17.b. However, the cut 
off frequency for higher delay gain is lower compared to that for lower delay gain. 
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Figure 6.17: The measured ITD value as a function of the operating frequency by varying the physical delay 
from 5μs to 10μs, 15μs and 20μs (blue, red, green and purple, respectively) at different delay gain values 
which were set by setting: TMI0 = 10nA, TMId = 50nA, RMId = 10nA and a) RMI0 = 20nA and b) RMI0 = 30nA. 
Each step on the frequency axis is equivalent to 0.3kHz.  
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6.3.3 Mismatch Measurements 
 
It is known from the previous chapter that the performance of the O2-inspired integrated 
circuit can be significantly degraded by process variation and mismatch since the circuit 
contains the TL loops which require good matching to perform as intended. Also, the 
circuit requires symmetric signal paths in order to reduce the delay errors at input and 
output of the circuit. These problems are overcome using specific layout techniques at 
layout level. To see the effect of mismatch and process variation on the performance of 
the integrated circuit, the frequency responses of the delay gain, and the ITD 
characteristic as a function of the physical delay were measured from 20 chips. 
 
The frequency responses of the delay gains from 20 chips were measured using similar 
test setup and measurement as used in Figure 6.13 given that the delay gain of each chip is 
fixed by setting TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 20nA. The variation of 
the delay gain frequency response due to mismatch and process variation can be seen in 
Figure 6.18. 
          
Figure 6.18: The frequency responses of the delay gains as measured from 20 chips using the flollowing 
biasing current setting: TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 20nA. The averaged frequency 
response is shown in solid grey line.   
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From Figure 6.18 it can be seen that the distribution of the delay gain values are 
concentrated around the mean frequency response (solid grey line). The mean frequency 
response is close to the measured frequency response for RMI0 = 20nA in Figure 6.13. 
Hence, the result from Figure 6.18 confirms that the effect of the process variation and 
mismatch on frequency response of the delay gain is acceptable.   
 
The effect of the process variation and mismatch on the ITD value can be seen by 
measuring the characteristic of the ITD as a function of the physical delay from 20 chips. 
The measurement of the ITD characteristic from each chip was set by varying the 
physical delay value from 0μs to 20μs with 2μs step size given a fixed delay gain value by 
setting TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 10nA and the operating 
frequency 500Hz. The variation of the ITD characteristic as a function of the physical 
delay due to mismatch and process variation can be seen in Figure 6.19. 
 
 
 
IT
D
 (μ
s)
Physical Delay (μs)
 
Figure 6.19: The ITD characteristic as a function of the physical delay measured from 20 chips setting TMI0 
= 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 10nA and the operating frequency of 500Hz. The averaged 
ITD characteristic is shown in solid grey line. 
 
It can be seen from Figure 6.19 that the distribution of the measured ITD value from 
each chip is approximately a linear function of the physical delay, and is concentrated 
around the averaged ITD value (solid grey line). The slope of the averaged ITD value is 
approximately 3.5 which is very close to the measured delay gain value corresponding to 
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the current setting RMI0 = 10nA which is shown in Figure 6.13. To see the distribution of 
the delay gain for each chip, the delay gain can be approximated from the slope of the 
ITD value from each chip, and the histogram of the approximated delay gain is plotted as 
shown in Figure 6.20. It can be seen from Figure 6.20 that the distribution of the delay 
gain is similar to the normal curve distribution with the standard deviation of 0.23, and 
mean delay gain of 3.58 which is very close to the measured delay gain value for the 
current setting RMI0 = 10nA which is shown in Figure 6.13.  
 
It can be concluded from the measured results of Figures 6.18, 6.19 and 6.20 that even 
though the presence of the process variations and mismatch effect, the prototype of the 
O2-inspired integrated circuit was still able to perform the intended delay magnification 
with tolerable errors. 
   
     
Figure 6.20: The histogram distribution of the delay gain as measured from slopes of the ITD characteristics 
from 20 chips by setting TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 10nA, and at operating 
frequency 500Hz. The approximated distribution curve is shown by solid orange line. 
 
6.3.4 Linearity 
 
The linearity of the system has significant effect on the performance of the O2-inspired 
integrated circuit. The theoretical analysis of the circuit assumes that the O2-integrated 
circuit is linear otherwise the output ITD will deviate significantly from the theoretical 
result. Since the O2-integrated circuit has to process signals of wide frequency and 
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amplitude range, the linearity of the O2-integrated circuit has to be tested to ensure that 
the circuit functions correctly. The nonlinearity of the circuit can be tested by measuring 
the THD of the output signals from the circuit. 
 
The THD is plotted as a function of the input amplitude. The testing frequencies were set 
to 0.1kHz, 0.5kHz, 1kHz, 2kHz and 3kHz. The biasing currents for the RM and TM gain 
elements were TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 20nA. The input 
amplitude varied from 5nA to 50nA using a 5nA step size. The measurement of THD was 
done using the Standford Research System SR75 dynamic signal analyzer. In the 
experiment, the ipsilateral pad/pin was fed with the sinusoidal signal with the input 
amplitudes and frequencies mentioned above. Those can be adjusted by the signal 
generator whereas the output from the RM or TM gain elements of the O2-inspired 
integrated circuit was fed to the input of the spectrum analyzer. The Discrete Time 
Fourier Transform (DFT) of the input signal was calculated. The first ten (strongest) 
harmonics were compared with the strength of the fundamental to calculate the THD. 
The characteristic of the THD of the RM and TM gain element outputs as a function of 
the input strength are shown in Figures 6.21.a and 6.21.b, respectively.  
 
It can be seen from Figures 6.21.a and 6.21.b that the RM gain element has better linearity 
than the TM gain elements. In Figure 6.21.a, for input amplitude less than 40nA, the 
THDs for all input frequencies is less than 5%. It also appears that the RM gain element 
exhibits good linearity for low frequency input signals. The THD of the RM gain 
increases with frequency. The same trend holds for the THD results of the TM gain 
element. However, the TM gain element is characterised by higher nonlinearity than the 
RM gain element for the same input amplitude and frequency. The amplitude at which the 
THD for all input frequencies is less than 5% for the TM gain element is 25nA which is 
less than that of the RM gain element.  
 
The other parts of the circuit that need to be tested with respect to the nonlinearity are 
the outputs of the circuit. We used a test setup similar to that for Figure 6.21 and fed the 
ipsilateral and contralateral inputs with sinusoidal signals of 2.5μs physical delay. The 
THD of the signal from the ipsilateral and contraleteral outputs were measured. The 
THD characteristic for the ipsilateral and contralateral outputs are shown in Figure 6.22.a 
and 22.b, respectively. In general, the THD at high frequencies is higher than the THD  
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Figure 6.21: Measured THD as a function of the input amplitude evaluated at frequencies of 0.1kHz, 
0.5kHz, 1kHz, 2kHz and 3kHz (dark blue, red, green, light blue and purple, respectively) for the outputs of 
a) the RM gain element, and b) the TM gain element. The biasing currents for the RM and TM gain 
elements are TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 20nA whereas the input amplitude was 
varied from 5nA to 50nA using a 5nA step size. 
 
for lower frequencies signal except for signals around 1kHz (green line) where the THD is 
higher than or comparable to the THD at frequencies 2kHz and 3kHz. The overall THD 
of the ipsilateral output is higher than that of the contralateral output. 
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Figure 6.22: The THD characteristic as a function of the input amplitude evaluated at 0.1kHz, 0.5kHz, 
1kHz, 2kHz and 3kHz (dark blue, red, green, light blue and purple, respectively) for the outputs of a) the 
ipsilateral output, and b) the contralateral output. The biasing currents for the RM and TM gain elements 
are TMI0 = 10nA, TMId = 50nA, RMId = 10nA and RMI0 = 20nA, the physical delay value is 2.5μs while the 
input amplitude varies from 5nA to 50nA using 5nA step size. 
 
The amplitudes at which the circuit outputs have THD values less than 4% for all 
operating frequencies are around 20nA and 25nA for the ipsilateral and contralateral 
output, respectively. It should be noted again that for the 20nA input amplitude with the 
THD value of less than 4% for the interested frequency range (0.3kHz to 3.5kHz), the 
circuit still functions with small errors. 
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6.3.5 Noise Floor 
 
In general, noise in the circuit can be measured at the output of the circuit and referred 
back to the input noise by dividing the output noise by the circuit gain. The output noise 
floor can be evaluated at either the output pins of the O2-inspired integrated circuit or the 
output of the transimpedance amplifier. From our experiment the output noise floors 
from both outputs are comparable. In this experiment noise was measured at the output 
of the transimpedance amplifier. 
 
To see only the effect of noise at the output, the circuit was set such that the ipsilateral 
and contralateral input pins were fed with zero amplitudes and constant dc input current 
of 150nA while the biasing current was still fed in using the setting as in Figure 6.22. The 
power spectrum density of noise was evaluated using the spectrum analyzer. The noise 
spectrum density can be shown in Figure 6.23. From Figure 6.23.a it can be seen that the 
strength of noise is highest around the frequency less than 260Hz. This is the main reason 
why the measured ITD value at frequency lower than 300Hz is unreliable. Let us consider 
the close up view of noise in Figure 6.23.b. The spectrum density of noise is high from 
the frequency 0.3kHz to 1.5kHz, and starts to fluctuate around some constant value. The 
current noise floor value was calculated using (5.41) in Chapter 5 where the noise 
spectrum density within the frequency range of the passband of the delay gain element 
(0.3kHz to 3kHz) was taken into account. Since the calculated rms value of the noise floor 
in the voltage unit, this rms value needs to be divided by the output impedance of the 
transimpedance amplifier circuit which is equivalent to 20MΩ shunt resistor of the 
transimpedance amplifier, to achieve the current noise floor. It should be noted that if 
noise is evaluated at the ipsilateral output pin of the O2-inspired circuit, the noise rms 
value in voltage must be divided by the output impedance of the O2-inspired circuit at the 
ipsilateral pin. The calculated output noise floor is around 112pA which is higher than 
noise floor calculated from Cadence simulation. From our observation, the minimum 
output amplitude is around 2nA given the working values of biasing current TMI0 = 10nA, 
TMId = 50nA, RMId = 10nA and RMI0 = 10nA to 30nA, the input amplitude 20nA, and the 
working physical delay range from 2.5μs to 20μs.  
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Figure 6.23: The noise power spectrum density of the ipsilateral input given the input signals of the O2-
inspired integrated circuit were fed with zero amplitude and constant dc input current of 150nA and the 
same biasing current as used in Figure 6.11 (a), and its close up view (b). 
 
To find the input noise floor, the output noise has to be divided by the input-output gain 
of the circuit. Since the O2-inspired integrated circuit is a cross-coupling system where 
two gain elements and input output arithmetic blocks are involved, the equivalent input-
output gain needs to be found. It can be assumes that noises at the ipsilateral and 
contralateral inputs are similar. As a result, noise the output of the input subtraction 
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circuit can be assumed very small or approximately zero, and the noise intensity at the 
output of the input addition circuit is approximately two times higher than at the input.  
  
Since noise intensity at the output of the input subtraction circuit is around zero, noises at 
the output of the ipsilateral and contralateral output, which can be approximate by the 
noise intensity of the input subtraction circuit output multiplied by dc gain of the TM gain 
element circuit, can be assumed to have the same intensity. Thus, from these assumptions, 
the input referred noise can be approximated by the output noise intensity divided by two 
and the dc gain of the TM gain element. As a result the approximated input noise floor is 
280pA which is higher than the output noise floor. The input dynamic range evaluated at 
4%THD input amplitude which is 20nA (see Figure 6.11) is 37dBs. 
 
6.4 Conclusion  
 
In this chapter, a novel 2-input-2-output tunable delay magnification integrated circuit 
(IC) has been designed, fabricated in the Austria Micro Systems (AMS) 0.35 μm CMOS 
C35B3C3 3.3V 2P/3M technology using the device dimensions chosen in Chapter 5, 
packaged in a 100 pin grid arrays (PGA) package and tested.  
 
The chip was tested on a specific testing board developed by the Bio-inpired VLSI CAS 
Group of the Department of Bioengineering, Imperial College London. Synthesized pure 
sinusoidal inputs, whose frequency and physical dealy were made tunable have been used. 
The synthesized inputs were achieved by programming the signal generators (Keithley 
6221) by Matlab® programming via GPIB cables. An output transimpedance amplifier 
employed the low leakage current LMP7721-MA op-amps, while a 20MΩ resistor was 
used to convert the input voltage from the signal generator into input current signals for 
the fabricated test chip. The outputs of the fabricated chip have been analyzed by means 
of Matlab® programming which employed the high Q DAPGA filter to filter out noise 
from the measured outputs prior to the ITD computation which took place by means of 
cross-correlation computation. The input dc current, the input amplitude and the power 
supply were set to 150nA, 20nA and 2 V respectively. 
 
The fabricated chip exhibited a static power consumption of approximately 13.12 μW and 
a dynamic range of 37 dBs at 4% of total harmonic distortion (THD). The delay gain of 
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the fabricated chip: a) is tunable from approximately 3 to 9 by means of tuning the biasing 
current of the rocking mode gain element RMI0 from 10nA to 30nA, and b) is characterized 
by an operating frequency range from 0.3 to 3kHz. The fabricated chip operated with the 
physical delay ranging form 2.5 to 20 μs. During the ITD measuring process, there was a 
delay gain offset, which depends on the operating frequency and the delay gain. This delay 
offset value increases when the delay gain increases. Hence, the actual ITD value was 
computed by subtracting this delay offset from the measured ITD value. The measured 
ITD-physical delay characteristic and the measured ITD-frequency characteristics agree 
well with the theoretical analysis. The measured results across 20 chips have been 
compared confirming the small variation across the chips. 
 
 
6.5 References 
 
[1] A. Hastings, "Art of Analog Layout,", Prentice Hall, 2st  edition, 2005. 
 
[2] R.J. Baker, "CMOS: Circuit Design, Layout, and Simulation,", IEEE Press, 2st  
edition, 2008. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
- 214 - 
 
Chapter 7  
Conclusions - Future Work 
 
7.1 Contributions  
 
In this work, we have presented a novel, very low-power, 2-input-2-output tunable delay 
magnification system, which has been inspired by the in depth study of the delay 
magnification mechanism in the Ormia Ochracea ears. This preprocessing system is able to 
provide increased resolution to sound localization systems employing the delay line 
structure in applications where the ITD value is very small. We have also demonstrated a 
novel sound localization system where our novel delay magnification system is employed. 
Our proposed sound localization system is suitable for sound localization applications 
which require the use of miniature acoustic sensors (e.g. microrobots) where the resulting 
ITD is very small. 
 
From the study to understand how the remarkable ears of the Ormia Ochracea magnify the 
very small ITD imposed by the distance between its ears, we have learnt that the 
magnitude ratio and phase difference of the second order rocking mode (RM) and 
translating mode (TM) filters, which are the integral parts of the ITD processing 
mechanism in the Ormia, are the pivotal parameters behind the ITD magnification. We 
have derived from the dynamic equations of the Ormia’s ears its ITD expression and a 
signal flow graph for the Ormia’s ITD processing, which can successfully explain the 
characteristic of ITD magnification. Inspired by our signal flowgraph of the Ormia’s ITD 
processing, we have proposed a novel 2-input-2-output tunable delay magnification 
system which replaces the RM and TM filters with simple gain elements.  
 
In practice, the coincidence detector cannot resolve the physical delay if the minimum 
resolution of its delay unit is higher than the very small physical delay value. In such 
circumstances we have shown that, it is still possible to use a coincidence detector to 
measure the ITD corresponding to a very small physical delay even though the physical 
delay value is less than the minimum allowable resolution dictated by the delay unit 
employed in the coincidence detector. This can be achieved by using our proposed delay 
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magnification system to magnify a very small physical delay prior to the coincidence 
detector. Also, we have derived the expression to convert the measured ITD back to the 
corresponding physical delay. Subsequently, we have developed a sound localization 
system, which incorporates our proposed delay magnification system, a cross-correlogram 
and our remapping algorithm and which is suitable for very small ITD applications. We 
have tested the sound localization performance of proposed overall system by simulating 
with single and multiple sound sources.  The results showed that our system still preserves 
the small value physical delay information despite the physical delay value being less than 
the delay unit employed in the cross-correlator and can successfully reconstruct the cross-
correlogram map which corresponds to the minute physical delay. Moreover, we have 
analyzed the non-ideality effects caused by variation in the bandwidth of the cochlea 
filters and by cochlea filter mismatch for single and multiple sound source scenarios. The 
analysis revealed that in the case of a single sound source, the ITD computation by the 
proposed system varies with the bandwidth and the relative strength of the spectral 
components. In the case of two sound sources, the proposed system exhibited 
performance close to that of a single cross-correlogram. 
 
To the best of our knowledge, we are the first research group to morph the dynamic 
model of the Ormia’s ears in analog CMOS circuits by means of gm-C and log-domain 
second order filters for the RM and TM filters and current mirror-based arithmetic 
blocks. Although there is some deviation from identity, the results from these circuits, 
(with the log-domain realization providing the slightly better performance than the gm-C 
one), are still consistent with the results obtained from the original Ormia system. The 
proposed delay magnification system was implemented by using simple translinear loop 
circuits as gain elements. A prototype of the proposed delay magnification circuit has 
been designed, fabricated and tested in Austria Micro Systems (AMS) 0.35 μm CMOS 
C35B3C3 3.3V 2P/3M technology. The prototype IC can operate within the low 
frequency range from 0.3 to 3 kHz and can provide a tunable delay gain value from 3 to 9 
with the physical delay ranging form 2.5 to 20 μs. It consumes approximately 13.1 μW of 
power and has a dynamic range of 37 dBs at 4% of total harmonic distortion (THD). To 
the best of our knowledge this work is the first report of an analog IC chip inspired by the 
dynamic model of the Ormia’ears. 
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7.3  Future Work  
 
Even though this work has demonstrated the suitability of the proposed sound 
localization system for small ITD applications, further topics can and should be 
investigated.  
 
In this work, we only studied the temporal magnification by the Ormia’s ears. As 
mentioned in the review of the Ormia’ears, the ILD and its neural processing are also 
used to encode physical delay information. It is clear that the mammalian and avian 
auditory pathways integrate these pieces of information to produce “a map of sound 
localization”. Thus, this type of processing should be studied in more detail since it might 
be possible to incorporate “a system inspired by the Ormia’s ILD neural processing” with 
our proposed delay magnification system to produce an even more accurate sound 
localization system. 
 
Our analysis has shown that the sound localization performance of the proposed system 
relies heavily on the degree of quality factor and natural frequency mismatch and the 
bandwidth of the cochlea filter. Good matching of cochlea filters can be achieved by 
using the parallel structure of the filter bank (as used in this work) and choosing a circuit 
topology for the cochlea filter that facilitates good matching e.g. switched-capacitor 
circuits. The tradeoff between “good matching” and power consumption should be 
considered since even though they can provide matching, mixed-signal and digital circuits 
can consume high power which is an undesired feature for miniature sensor involving 
applications usually powered-up by low capacity batteries. Moreover, cochlea filters which 
can achieve robust and high quality factor values should be used to minimize the impact 
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of bandwidth variation on the sound localization and separation performance of the 
system. 
 
From our measured results it can be seen that there is an input-output delay offset 
presented at the input and output of our delay magnification circuit. This input-output 
delay error depends on the selected delay gain value, the operating frequency and the 
interfering noise may lead to significant errors in sound localization for the proposed 
system. Hence, a delay offset compensation system should be included in the proposed 
system. More research needs to be undertaken on this particular issue. 
 
It is also clear from our analysis that amplitude and phase delay errors caused by the 
arithmetic blocks or the gain blocks may lead to deviations of the measured results from 
ideality. Nonlinearities and mismatch in the subtraction circuits lead to output amplitude 
distortion and phase errors. Similar comments hold for the addition and gain element 
circuits. Hence, the accuracy of these circuits should be as close to theory as possible so 
that the overall result is still acceptable and reliable. This problem will be mitigated by 
careful layout of the critical signal paths aiming at very good matching. 
 
In our work we opted to use as a simple structure of gain element (a translinear loop 
circuit) as possible. This circuit topology, which is similar to a first order filter, might not 
be able to achieve a very wide range of dc gain tuning and very large bandwidth. This can 
be improved by using “a more complicated circuit topology” that yields the high dc gain 
and large bandwidth most probably however at the expense of power consumption, chip 
area and offset requirements. 
 
In this work we have investigated and demonstrated the overall performance of our 
proposed system by means of the computer simulations except for the delay 
magnification circuit which has been designed, fabricated and tested. In order to be more 
realistic and for the performance of the proposed system to be truly evaluated, the whole 
of the proposed system should be implemented in hardware, and tested with real speech 
signals in competing environments.  
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Appendix: A 
Mathematic Derivation of Identities 
A.1 Derivation of the Equivalent Signal Flowgraph for the O2 
System 
 
In this topic, we will derive both signal flowgraph and the transfer functions of the O2 
system from the state space equation of the O2 system by Miles in Chapter 4 [2]. From the 
dynamic response of the Ormia’s ears derived by Miles, we can write two dynamic 
equations as: 
݉ݔሷଵ ൅ ሺܿଷ ൅ ܿሻݔሶଵ ൅ ሺ݇ଷ ൅ ݇ሻݔଵ ൅ ܿଷݔሶଶ ൅ ݇ଷݔଶ ൌ ଵܵሺݐሻ 
                   (A.1.1) 
݉ݔሷଶ ൅ ሺܿଷ ൅ ܿሻݔሶଶ ൅ ሺ݇ଷ ൅ ݇ሻݔଶ ൅ ܿଷݔሶଵ ൅ ݇ଷݔଵ ൌ ܵଶሺݐሻ 
                   (A.1.2) 
By taking Laplace transform of equation (A.1.1) and (A.1.2), we have: 
 
ଵܺሺݏሻሾ݉ݏଶ ൅ ሺܿଷ ൅ ܿሻݏ ൅ ሺ݇ଷ ൅ ݇ሻሿ ൅ ܺଶሺݏሻሺܿଷݏ ൅ ݇ଷሻ ൌ ଵܵሺݏሻ 
                   (A.1.3) 
ܺଶሺݏሻሾ݉ݏଶ ൅ ሺܿଷ ൅ ܿሻݏ ൅ ሺ݇ଷ ൅ ݇ሻሿ ൅ ଵܺሺݏሻሺܿଷݏ ൅ ݇ଷሻ ൌ ܵଶሺݏሻ 
                   (A.1.4) 
Subtracting and adding (A.1.3) from (A.1.4) yield, 
 
ሺ ଵܺሺݏሻ െ ܺଶሺݏሻሻ/ሺ ଵܵሺݏሻ െ ܵଶሺݏሻሻ ൌ 1/ሺ݉ݏଶ ൅ ܿݏ ൅ ݇ሻ 
                  (A.1.5)        
ሺ ଵܺሺݏሻ ൅ ܺଶሺݏሻሻ/ሺ ଵܵሺݏሻ ൅ ܵଶሺݏሻሻ ൌ 1/ሺ݉ݏଶ ൅ ሺ2ܿଷ ൅ ܿሻݏ ൅ ሺ2݇ଷ ൅ ݇ሻሻ 
                  (A.1.6)                        
The relation between inputs and outputs in (A.1.5) and (A.1.6) forms the signal flowgraph 
of the O2 system as can be shown in Figure 4.15.a in Chapter 4. By neglecting scaling 
factor m, and comparing the input and output transfer functions in (A.1.5) and (A.1.6) 
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with the transfer function of the second order filter, the right hand sides terms of (A.1.5) 
and (A.1.6) can be expressed in terms of the second order transfer function as: 
ܪ௥ ௢௥ ௧ሺݏሻ ൌ
߱଴௥ ௢௥ ଴௧ଶ
ݏଶ ൅ ሺ߱଴௥ ௢௥ ଴௧/ܳ௥ ௢௥ ௧ሻݏ ൅ ߱଴௥ ௢௥ ଴௧
ଶ  
                   (A.1.3) 
where Hr and Ht denote the rocking mode and translating mode transfer functions, 
respectively, and the expression for the rocking mode and the translating mode natural 
frequencies and quality factors, ω0r and ω0t, and Qr and Qt, can be found in Table 4.1 in 
Chapter 4. 
A.2 The ITD identity for the O2 system 
 
 
In this topic we will derive the identity of the output ITD of the O2 system. First, let us 
consider the signal flowgarph of the O2 system in Figure 4.15.a in Chapter 4. By assuming 
that the inputs of the O2 system are pure sinusoidal waves with the operating frequency ω 
and the physical delay τ (sin(ωt) and sin(ω(t-τ))), the output of the subtraction and the 
addition blocks are 
ݕଵሺݐሻ ൌ sinሺ߱ݐሻ െ sin ሺ߱ሺݐ െ ߬ሻሻ 
                  (A.2.1) 
ݕଷሺݐሻ ൌ sinሺ߱ݐሻ ൅ sin ሺ߱ሺݐ െ ߬ሻሻ 
                  (A.2.2) 
By applying the trigonometric identity: 
sinሺܣሻ െ sinሺܤሻ ൌ 2 cosሺሺܣ ൅ ܤሻ/2ሻsin ሺሺܣ െ ܤሻ/2ሻ 
                  (A.2.3) 
The outputs of the subtraction and addition block can be shown as: 
ݕଵሺݐሻ ൌ 2sin ሺωτ/2ሻsin ሺω൫t െ ሺτ/2ሻ൯ ൅ ሺπ/2ሻሻ 
                  (A.2.4) 
ݕଷሺݐሻ ൌ 2cos ሺωτ/2ሻsin ሺω൫t െ ሺτ/2ሻ൯ሻ 
                  (A.2.5) 
By using (A.2.4) and (A.2.5), and applying a phasor technique the outputs of the RM and 
TM filters can be expressed as: 
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ݕଶሺݐሻ ൌ Rሺωሻsin ሺωሺt െ ሺτ/2ሻ െ τ୰′ ሻ ൅ ሺπ/2ሻሻ 
                  (A.2.6) 
ݕସሺݐሻ ൌ Tሺωሻsin ሺω൫t െ ሺτ/2ሻ െ τ୲′ ൯ሻ 
                  (A.2.7) 
where  
ܴሺ߱ሻ ൌ 2 sinሺ߱߬/2ሻ |ܪ௥ሺ߱ሻ| 
                  (A.2.8) 
ܶሺ߱ሻ ൌ 2 cosሺ߱߬/2ሻ |ܪ௧ሺ߱ሻ| 
                  (A.2.9) 
߬௥′ ൌ ሺ1/߱ሻסܪ௥ሺ߱ሻ 
                  (A.2.10) 
߬௧′ ൌ ሺ1/߱ሻסܪ௧ሺ߱ሻ 
                  (A.2.11) 
The outputs of the output subtraction and addition blocks can be computed using (A.2.6) 
and (A.2.7) as: 
ݔଵሺݐሻ ൌ Rሺωሻ sin ቀωሺt െ ሺτ/2ሻ െ τ୰′ ሻ ൅ ሺπ/2ሻቁ ൅ Tሺωሻsin ሺω൫t െ ሺτ/2ሻ െ τ୲′ ൯ሻ 
                  (A.2.12) 
ݔଶሺݐሻ ൌ Rሺωሻ sin ቀωሺt െ ሺτ/2ሻ െ τ୰′ ሻ ൅ ሺπ/2ሻቁ െ Tሺωሻsin ሺω൫t െ ሺτ/2ሻ െ τ୲′ ൯ሻ 
                  (A.2.13) 
Changing a time coordinate in (A.2.12) and (A.2.13) by  
ݐ ′ ൌ ݐ െ ߬௧′ ൅ ሺߨ/2߱ሻ െ ሺ߬/2ሻ 
                  (A.2.14) 
(A.2.12) and (A.2.13) reduce to simpler forms: 
ݔଵሺݐ ′ሻ ൌ ൅Rሺωሻ sin൫ωt ′ െ ωሺτ୰′ െ τ୲′ ሻ൯ ൅ Tሺωሻsin ሺωt ′ െ ሺπ/2ሻሻ 
                  (A.2.15) 
ݔଶሺݐ ′ሻ ൌ െRሺωሻ sin൫ωt ′ െ ωሺτ୰′ െ τ୲′ ሻ൯ ൅ Tሺωሻsin ሺωt ′ െ ሺπ/2ሻሻ 
                  (A.2.16) 
Let us assume that 
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ݔା/ିሺݐ ′ሻ ൌ Aሺωሻ sinሺωሺt ′ െ τଵሻሻ േ Bሺωሻsin ሺωሺt ′ െ τଶሻሻሻ 
                  (A.2.17) 
 
From the trigonometric identity (A.2.17) can be expressed as: 
ݔା/ିሺݐ ′ሻ ൌ Rା/ିsin ሺωt ′ ൅ Ԅା/ିሻ 
(A.2.18) 
where 
ܴା/ି ൌ ඥሺܣሺ߱ሻଶ ൅ ܤሺ߱ሻଶ േ 2ܣሺ߱ሻܤሺ߱ሻ cosሺ߱ሺ߬ଵ െ ߬ଶሻሻሻ 
                  (A.2.19) 
߶ା/ି ൌ ܿ݋ݏିଵሺ
ܣሺ߱ሻ cosሺ߱߬ଵሻ ൅ ܤሺ߱ሻcos ሺ߱߬ଶሻ
ܴା/ି
ሻ 
                  (A.2.20) 
By comparing (A.2.15) and (A.2.16) with the identities from (A.2.17) to (A.2.20), phase 
identities of the output of the output subtraction and addition blocks can be expressed as: 
߶ି′ ൌ ܿ݋ݏିଵሺ
െܴሺ߱ሻ cos ቀ߱൫߬௥′ െ ߬௧′ ൯ቁ
ටܴሺ߱ሻଶ ൅ ܶሺ߱ሻଶ െ 2ܴሺ߱ሻܶሺ߱ሻ cosሺ߱൫߬௥′ െ ߬௧
′ ൯ െ ሺߨ/2ሻሻ
ሻ 
                  (A.2.21) 
߶ା′ ൌ ܿ݋ݏିଵሺ
ܴሺ߱ሻ cos ቀ߱൫߬௥′ െ ߬௧′ ൯ቁ
ටܴሺ߱ሻଶ ൅ ܶሺ߱ሻଶ ൅ 2ܴሺ߱ሻܶሺ߱ሻ cosሺ߱൫߬௥′ െ ߬௧
′ ൯ െ ሺߨ/2ሻሻ
ሻ 
                  (A.2.22) 
By denoting  
ߣሺ߱ሻ ൌ ܴሺ߱ሻ/ܶሺ߱ሻ 
                  (A.2.23) 
Δ߬ ൌ ߬௥′ െ ߬௧′  
                  (A.2.24) 
By substituting (A.2.23) and (A.2.24) in (A.2.21) and (A.2.22), (A.2.21) and (A.2.22) can be 
reduced to simple forms as: 
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߶ା′ ൌ ܿ݋ݏିଵሺ
ߣ cosሺ߱Δ߬ሻ
ඥߣଶ ൅ 1 ൅ 2ߣ sinሺ߱Δ߬ሻ
ሻ 
                  (A.2.25) 
߶ି′ ൌ ܿ݋ݏିଵሺ
െߣ cosሺ߱Δ߬ሻ
ඥߣଶ ൅ 1 െ 2ߣ sinሺ߱Δ߬ሻ
ሻ 
                  (A.2.26) 
The phase delay or the ITD between the outputs of the O2 system can be achieved by 
subtracting (A.2.25) from (A.2.26). By applying the trigonometric identity, the output ITD 
identity can be shown as: 
ܫܶܦ ൌ ൬
1
߱
൰ ሾߨ െ ܿ݋ݏିଵሺ
ߣଶ െ 1
ඥߣସ ൅ 2ߣଶ cos 2ሺ߱Δ߬ሻ ൅ 1
ሻሿ 
                  (A.2.27) 
The ITD identity in (A.5.27) is used to describe the ITD characteristic of the O2 system. It 
can be seen that the ITD value exclusively depends on the magnitude response ratio 
between RM and TM which determines the value of λ, the phase difference between RM 
and TM or ωΔτ, and the operating frequency ω. 
 
A.3 The ITD Identities for the O2-Inspired System  
 
 
In this topic, we will derive the output ITD identity for the O2-inspired system for 
amplitude mismatch and ideal case. First, let us consider the amplitude mismatch case. In 
the presence of the amplitude mismatch, let us assume that the input signal in Figure 4.23 
can be assumed as S1(t) = αs(t) and S2(t) = s(t+ τpd). Expanding s(t+ τpd) by means of a 
Taylor series around t, we have: 
ݏ൫ݐ ൅ ߬௣ௗ൯ ൌ ݏሺݐሻ ൅ ߬௣ௗݏሶሺݐሻ ൅ ൬
1
2
൰ ߬௣ௗ
ଶ ݏሷሺݐሻ ൅ ڮ 
                   (A.3.1) 
Since term τ2pd on the right hand side of (A.3.1) is very small, the third term of (A.3.1) can 
be neglected. By applying a result in (A.3.1) to S1(t) and S2(t)  and neglecting term τ2pd , the 
outputs of the addition and subtraction blocks can be approximately expressed as: 
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ݏ൫ݐ ൅ ߬௣ௗ൯ ൅ ߙݏሺݐሻ ൌ ሺ1 ൅ ߙሻݏሺݐሻ ൅ ߬௣ௗݏሶሺݐሻ 
                  (A.3.2) 
ݏ൫ݐ ൅ ߬௣ௗ൯ െ ߙݏሺݐሻ ൌ ሺ1 െ ߙሻݏሺݐሻ ൅ ߬௣ௗݏሶሺݐሻ 
                  (A.3.3) 
By using the Laplace transform of (A.3.2) and (A.3.3), the outputs of the O2-inspired 
system can be expressed as: 
 
ଵܺሺ݅߱ሻ ൌ ሾሺ1 ൅ ߙሻ ൅ ሺ1 െ ߙሻߚ ൅ ݅߱ሺ1 ൅ ߚሻሿܵሺ݅߱ሻ 
                  (A.3.4) 
ܺଶሺ݅߱ሻ ൌ ሾሺ1 ൅ ߙሻ െ ሺ1 െ ߙሻߚ ൅ ݅߱ሺ1 െ ߚሻሿܵሺ݅߱ሻ 
                  (A.3.5) 
By computing the phase difference between x1(iω) and x2(iω) from (A.3.4) and (A.3.5), and 
applying an identity 
ݐܽ݊ିଵሺݕሻ െ ݐܽ݊ିଵሺݔሻ ൌ െݐܽ݊ିଵሺሺݔ െ ݕሻ/ሺ1 ൅ ݔݕሻሻ 
                  (A.3.6) 
the phase delay can be expressed as: 
ܫܶܦఈ ൌ െሺ
1
߱
ሻݐܽ݊ିଵሺ
4ߚߙ߱߬
ሺ1 ൅ ߙሻଶ െ ߚଶሺ1 െ ߙሻଶ ൅ ߱ଶ߬ଶሺ1 െ ߚଶሻ
ሻ 
                  (A.3.7) 
In case of ideal inputs where s1(t) = s2(t) or α = 1, (A.3.7) will reduce to, 
ܫܶܦ ൌ െሺ
1
߱
ሻݐܽ݊ିଵሺ
ߚ߱߬
1 െ ሺ߱߬/2ሻଶ ൅ ሺߚ߱߬/2ሻଶ
ሻ 
                  (A.3.8) 
An identity in (A.3.7) is used to analyze the effect of the input amplitude mismatch of the 
O2-inspired system to the output ITD whereas an identity in (A.3.8) serves as the 
theoretical output ITD of the O2-inspired system. 
A.4 The Approximation Identity of the Physical Delay 
 
In this topic we will derive the approximation of the physical delay identity that is used to 
convert the output ITD of the O2-system to its corresponding physical delay. From the 
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output ITD identity of the O2-inspired system in (4.23) in Chapter 4 which can be shown 
as: 
ܫܶܦ ൌ െሺ
1
߱
ሻݐܽ݊ିଵ ቆ
ߚ߱߬௣ௗ
1 ൅ ሺ߱߬௣ௗ/2ሻଶ ൅ ሺߚ߱߬௣ௗ/2ሻଶ
ቇ 
                   (A.4.1) 
By taking an absolute value to both sides of the ITD identity in (A.3.1), and let us also 
assume that αi=tan(ω×|ITD|). (A.4.1) can be expressed as: 
 
ߙ௜ െ ߚ߱߬௣ௗ ൅ ሾߙ௜ሺ߱/2ሻଶ ൅ ߙ௜ሺߚ߱/2ሻଶሿ߬௣ௗ
ଶ ൌ 0 
                   (A.4.2) 
Solving (A.4.2) for τpd yields: 
߬௣ௗ
′ ൌ
2ߚ ൅/െ2ටߚଶ ൅ ߙ௜
ଶሺߚଶ െ 1ሻ
ߙ௜߱ሺ1 െ ߚଶሻ
 
                   (A.4.3) 
Let us consider a sign of each term in (A.4.3). First, the term (1-β2) in the denumerator is 
always negative since β>1. Since the term αi2 <<1, the term β2+αi2(β2-1) in the numerator 
of (A.4.3) can be approximated β2+αi2β2. As a result, the right term of in the numerator of 
(A.4.3) will be always higher than the left term. Thus, the sign of the numerator term will 
be positive and negative for the addition and subtraction, repectively. As a result, since the 
physical delay value must always be the same for all operating frequency, the solution of 
the physical delay in (A.4.3) is determined by a sign of αi. The tangent function will change 
its sign from positive to negative when its argument value is less and higher than π/2, 
respectively. Hence, by considering theses consideration into account, the approximation 
for the physical delay identity in (A.4.3) can be expressed as: 
߬௣ௗ
′ ൌ
ە
ۖۖ
۔
ۖۖ
ۓ2ߚ െ 2ටߚଶ ൅ ߙ௜
ଶሺߚଶ െ 1ሻ
ߙ௜߱ሺ1 െ ߚଶሻ
,    ߱ ൏ ߱ఏ
2ߚ ൅ 2ටߚଶ ൅ ߙ௜
ଶሺߚଶ െ 1ሻ
ߙ௜߱ሺ1 െ ߚଶሻ
,    ߱ ൐ ߱ఏ
 
                   (A.4.4) 
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where ωθ = π/(2×ITD). The identity in (A.4.4) can be used to convert the output ITD 
value of the O2-inspired system to its corresponding input physical delay given the delay 
gain β and the operating frequency ω. 
A.5 The Phase Delay Errors Due to the Filter Mismatch 
Identities 
 
 
In this topic we will show the derivation of the phase delay error at the output of the 
DAPGF introduced by the natural frequency and the quality factor mismatch. Now 
suppose that at a certain frequency channel the stronger signal that dominates the ITD is 
filtered by its cochlea filter with pole frequency and quality factor values equal to ω01=ω0 
and Q01=Q respectively, while its pair (on the other side) will be filtered by a cochlea filter 
with slightly different pole frequency and quality factor values, ω02=ω01 + eω0 and Q02=Q01 + 
eQ respectively. The quantities eω0 and eQ represent natural frequency and quality factor 
mismatches which can be of either negative or positive value.  
 
From a phase response identity of the DAPGF filter [14], the filter’s input-output phase 
delay evaluated at the operating frequency ω can be expressed in terms of the filter’s order 
(N), the quality factor (Q0) and the natural frequency (ω0) as: 
߬௉ு஺ௌா ൌ ൬
ܰ
߱
൰ ݐܽ݊ିଵሺ
߱଴߱
ܳ଴ሺ߱଴
ଶ െ ߱ଶሻ
ሻ 
                                        (A.5.1)           
 
The difference between phase delays or the phase delay error (fe) introduced by filters at 
both sides can be computed by subtracting phase delays introduced by filters at both sides 
using an identity in (A.5.1) as: 
௘݂ ൌ ൬
ܰ
߱
൰ ሾݐܽ݊ିଵ ቆ
߱଴ଵ߱
ܳ଴ଵሺ߱଴ଵ
ଶ െ ߱ଶሻ
ቇ െ ݐܽ݊ିଵ ቆ
߱଴ଶ߱
ܳ଴ଶሺ߱଴ଶ
ଶ െ ߱ଶሻ
ቇሿ 
               (A.5.2) 
By applying (A.3.6) to (A.5.2), we can write: 
௘݂ ൌ ൬
ܰ
߱
൰ ݐܽ݊ିଵ ቆ
߱଴ଵ߱ܳ଴ଶሺ߱଴ଶଶ െ ߱ଶሻ െ ߱଴ଵ߱ܳ଴ଵሺ߱଴ଵଶ െ ߱ଶሻ
ܳ଴ଵܳ଴ଶሺ߱଴ଵ
ଶ െ ߱ଶሻሺ߱଴ଶ
ଶ െ ߱ଶሻ ൅ ሺ߱଴ଵ߱଴ଶ߱ሻଶ
ቇ 
                   (A.5.3) 
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We are interested in the phase delay error occurring at the operating frequency ω. Since ω 
must lie very close to the natural frequencies ω01 and ω02, thus, we can approximate ω by ω 
≈ ω01. As a result, (A.5.3) reduces to, 
௘݂ ൌ ൬
ܰ
߱଴ଵ
൰ ݐܽ݊ିଵ ቆ
ܳ଴ଶሺ߱଴ଶଶ െ ߱଴ଵଶ ሻ
߱଴ଵ߱଴ଶ
ቇ 
                   (A.5.4) 
 
By denoting with αQ = (1+(eQ/Q)) and αω0 = (1+(eω0/ ω0)), (A.5.4) can be re-expressed as: 
௘݂ ൌ ൬
ܰ
߱଴ଵ
൰ ݐܽ݊ିଵ ቆ
ߙொܳ଴ଵሺߙఠ଴ଶ െ 1ሻ
ߙఠ଴
ቇ 
                   (A.5.5) 
The phase delay error identity in (A.5.5) shows the value of the phase delay error as a 
function the quality factor mismatch (αQ) and the natural frequency mismatch (αω0) for the 
cochlea filter with ideal natural frequency (ω01) and ideal quality factor (Q01) with the filter’s 
order Nth. 
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Appendix: B 
  Mablab Codes 
 
 
B.1 Matlab Codes for the Cross-Correlogram 
 
 
%%%% This source code is used to produce %%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% the cross-correlogram map of%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%% the cochlea filter outputs and the O2-inspired system outputs%%  
%%%%%% in the presence of single andmixture of sound sources%%%%%%%%% 
 
clear 
clc 
 
%Import input speech waveforms from male and female speakerintoMatlab 
 
[y_ip ,fs_ip,  nbits_ip]=wavread('female'); 
[y_con,fs_con,nbits_con]=wavread('male'); 
input_signal_ip =0*y_ip((11000:13000),1)'; 
input_signal_con=y_con((11000:13000),1)'; 
 
%%%%%%%%% Define the signal resolution%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
resolution = 0.5/1000000; 
 
%%%%% Set the physical delays for the first and the second sound%%%%% 
%%%%% sources. In case of a single sound source, one input is%%%%%%%% 
%%%%%%%%% multiplied by zero%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
desired_delay_near=0*4/1000000; 
desired_delay_far=200/1000000; 
max_delay=max(desired_delay_near,desired_delay_far); 
 
%%%%%%%%%%%%% Increase the resolution of the input signals using%%%%% 
%%%%%%%%%%%%% extrapolation technique%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
x_ip=(0:length(input_signal_ip))*(1/fs_ip); 
xx_ip=0:resolution:((1/fs_ip)*length(input_signal_ip)); 
y_ip=zeros(1,(1+length(input_signal_ip))); 
y_ip(1:length(input_signal_ip))=input_signal_ip; 
scaled_input_near = spline(x_ip,y_ip,xx_ip); 
x_con=(0:length(input_signal_con))*(1/fs_con); 
xx_con=0:resolution:((1/fs_con)*length(input_signal_con)); 
y_con=zeros(1,(1+length(input_signal_con))); 
y_con(1:length(input_signal_con))=input_signal_con; 
scaled_input_far = spline(x_con,y_con,xx_con); 
 
%%%%%%%%% Define the natural frequencies of the cochlea filter%%%%%%% 
 
temp=0; 
erb=33:2:450; 
f0=((erb/24.7)-1)*(1000/4.37); 
- 228 - 
 
index_w0=f0*(n*C*Ut*2*pi)/(10^-9); 
number_of_filter=length(index_w0); 
 
%%% Set the resolution of the delay unit and the total number of%%%%% 
%%%% the delay units%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
desired_delay_per_tap=5/1000000; 
number_of_tap=30; 
xxx=1:number_of_tap; 
itd_index=((2*xxx)-number_of_tap)*desired_delay_per_tap; 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% Delay the input signals%%%%%%%%%%%%% 
 
[ip_O2_input_near,con_O2_input_near,time_input,signal_near,signal_del
ayed_near,dim_signal_near,dim_signal_delayed_near] = 
delay_waveform_mixed(resolution,scaled_input_near,desired_delay_near,
max_delay); 
[con_O2_input_far,ip_O2_input_far,time_input,signal_far,signal_delaye
d_far,dim_signal_far,dim_signal_delayed_far] = 
delay_waveform_mixed(resolution,scaled_input_far,desired_delay_far,ma
x_delay); 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%% Mix the input signals for both side%%%%% 
 
ip_O2_input=ip_O2_input_near+ip_O2_input_far; 
con_O2_input=con_O2_input_near+con_O2_input_far; 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% Compute the outputs of the%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% O2-inspired system%%%%%%%%%%%%%%% 
 
[right_input,left_input,delay_gain] = 
core_O2_system(ip_O2_input,con_O2_input,time_input,delay_gain_); 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% Compute the cochlea filters%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% output%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
for index=1:number_of_filter, 
temp=temp+1;     
[O2_input_near,step,scaled_input_near,time_index,f0] = 
GTF_filter((1/resolution),right_input,index_w0(index) );%3 
[O2_input_far ,step,scaled_input_far,time_index,f0] = 
GTF_filter((1/resolution),left_input,index_w0(index) );%3 
 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% Compute the cross-correlation%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% value from the%%%%%%%%%%%%%%%%%%% 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% outputs of the cochlea filter%%%% 
 
[itd,tap,signal1,signal2,signal_delayed1,signal_delayed2,time,number_
of_tap,sum,loc_max,func1,func2,func] = 
temp_cross_correlation_delay_line(O2_input_near,O2_input_far,resoluti
on,desired_delay_per_tap,number_of_tap); 
 
%%%%%%%%%%%%%%%%%%%%% Find the ITD value from the cross-correlation%% 
%%%%%%%%%%%%%%%%%%%%% value%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
tap_(temp,:)=tap; 
peak_tap_(temp,:)=tap_(temp,:)/max(tap_(temp,:)); 
loc_max_tap(temp,:)=zeros(1,number_of_tap); 
 
no_max_tap=0; 
for k=2:((-1+length(tap))), 
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    if (tap(k-1)<tap(k))&(tap(k+1)<=tap(k)), 
        no_max_tap=no_max_tap+1; 
        max_tap(no_max_tap)=tap(k); 
        loc_max_tap(temp,k)=1; 
    end 
end 
f0_(temp)=f0; 
itd_(temp,:)=loc_max_tap(temp,:).*itd_index(1,:); 
temp 
end 
 
%%% This function is used to compute the cross-correlation value%%%%% 
% signal     signal_delayed(1,:)            signal_delayed(2,:) ....            
%signal2 
%        i------i       i------i           i------i       i------i 
% -------i z-1  i-------i z-1  i---....----i z-1  i-------i z-1  i---
----i 
%        i------i       i------i           i------i       i------i       
i 
 
%        i------i       i------i           i------i       i------i 
% -------i z-1  i-------i z-1  i---....----i z-1  i-------i z-1  i---
----i 
%        i------i       i------i           i------i       i------i       
i 
% signal1    signal_delayed1(1,:) signal_delayed1(2,:) ....  
% signal_delayed1(number_of_tap,:)  
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function 
[itd,tap,signal1,signal2,signal_delayed1,signal_delayed2,time,number_
of_tap,sum,loc_max,func1,func2,func] = 
temp_cross_correlation_delay_line(input1,input2,resolution,desired_de
lay_per_tap,number_of_tap) 
 
[signal1,signal_delayed1,time,number_of_tap,desired_delay_per_tap] = 
tap_delay(input1,resolution,desired_delay_per_tap,number_of_tap); 
[signal2,signal_delayed2,time,number_of_tap,desired_delay_per_tap] = 
tap_delay(input2,resolution,desired_delay_per_tap,number_of_tap); 
 
dim_1=size(signal_delayed1); 
dim_2=size(signal_delayed2); 
dim1=dim_1(1); 
dim2=dim_2(1); 
 
func1=((signal_delayed1(1,:).*signal_delayed1(1,:))); 
func2=((signal_delayed2(1,:).*signal_delayed2(1,:))); 
if max(func1)>max(func2), 
    func=func1; 
else 
    func=func2; 
end 
 
[temp_max_func,loc_max] = max(func); 
 
for index=1:(dim1-1), 
   sum((index),:)=signal_delayed1(index,:).*signal_delayed2( (dim1-
index),: ); 
   tap(index)=mean(sum((index),((loc_max-2000):(loc_max)))); 
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end 
 
for k=1:length(tap), 
   if tap(k)==max(tap), 
      maxloc=k;  
   end 
end 
 
itd=((2*maxloc)-number_of_tap)*desired_delay_per_tap; 
 
% This source code is used to generate the delayed signal from each%% 
%%%% tap in the delay line%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% (input) 
%        i------i       i------i           i------i       i------i 
% -------i z-1  i-------i z-1  i---....----i z-1  i-------i z-1  i---
----i 
%        i------i       i------i           i------i       i------i       
i 
% signal     signal_delayed(1,:) signal_delayed(2,:) ....   
signal_delayed(number_of_tap,:)  
%  
% z-1:=desired_delay_per_tap:=length_delay_per_tap 
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%% 
 
function 
[signal,signal_delayed,time,number_of_tap,desired_delay_per_tap] = 
tap_delay(input,resolution,desired_delay_per_tap,number_of_tap) 
 
length_delay_per_tap=round(desired_delay_per_tap/resolution); 
 
total_length_delay_line=number_of_tap*length_delay_per_tap; 
 
signal=input; 
signal((length(input)+1):(length(input)+total_length_delay_line))=0; 
 
for tap_index=1:number_of_tap, 
    signal_delayed(tap_index,:)=zeros(1,( 
length(input)+total_length_delay_line )); 
     
    for i=1:length(input), 
        signal_delayed( tap_index , 
(i+(length_delay_per_tap*tap_index)))=signal(i);  
    end 
end 
 
 i=1:( (length(input)+total_length_delay_line) ); 
 time=i*resolution; 
 
%%%%%%%%%%%%% This source code is used to delay waveform by the%%%%%% 
%%%%%%%%%%%% desired amount%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function 
[ip_O2_input,con_O2_input,time_O2,signal,signal_delayed,dim_signal,di
m_signal_delayed] = 
delay_waveform_mixed(resolution,scaled_O2_input,desired_delay,max_del
ay) 
 
length_delay=round(desired_delay/resolution); 
length_max_delay=round(max_delay/resolution); 
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total_length=length(scaled_O2_input)+length_max_delay; 
signal=zeros(1,total_length); 
signal_delayed=zeros(1,total_length); 
signal(1:length(scaled_O2_input))=scaled_O2_input(1:length(scaled_O2_
input)); 
 
signal_delayed((1+length_delay):(length(scaled_O2_input)+length_delay
))=signal(1:length(scaled_O2_input)); 
ip_O2_input=signal; 
con_O2_input=signal_delayed; 
 
i=1:length(signal_delayed); 
time=i*resolution; 
 
time_O2=time; 
 
dim_signal=size(signal); 
dim_signal_delayed=size(signal_delayed); 
 
 
%%%%%%%% This source is used to compute the output signals of the%%%% 
%%%%%%%% O2-inspired system%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
function [right_input,left_input,time,delay_gain] = 
core_O2_system(ip_O2_input,con_O2_input,time_O2,gain) 
 
time=time_O2; 
signal=ip_O2_input; 
signal_delayed=con_O2_input; 
 
n=1.5; 
Ut=26*(10^-3); 
C=1*(10^-12); 
 
I0_upper=100*(10^-9); 
Id_upper=100*(10^-9); 
 
I0_lower=4*(10^-9); 
Id_lower=200*(10^-9); 
 
delay_gain=gain; 
 
 w01=I0_upper/(n*C*Ut); 
 wd1=Id_upper/(n*C*Ut); 
 
 w02=I0_lower/(n*C*Ut); 
 wd2=Id_lower/(n*C*Ut); 
  
num1=[gain];%[w01]; 
den1=[1];%[1 wd1]; 
H1=tf(num1,den1); 
 
Y1=signal-signal_delayed; 
Y2=lsim(H1,Y1,time)'; 
 
 
num2=[1];%[w02]; 
den2=[1];%[1 wd2]; 
H2=tf(num2,den2); 
 
Y3=signal+signal_delayed; 
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Y4=lsim(H2,Y3,time)'; 
 
X1=Y4+Y2; 
X2=Y4-Y2; 
 
right_input=X1; 
left_input=X2; 
%%%%%%%%%This source code is used to convert the ITD value of the%%%% 
%%%%%%%%%O2-inspired system to its corresponding physical delay%%%%%% 
 
 
function [pd_]=mapping_ITD(beta,ITD,w)    
    if ITD~=0,    
        if ITD<0,     
            ITD=abs(ITD); 
            alpha=tan(w*ITD); 
            a=(alpha)*(1-(beta^2)); 
            b=-(2*beta); 
            c=alpha; 
            x_1=(-b-sqrt( (b.^2)  -   (4*a*c)  ))/(2*a); 
            tau_=-x_1; 
                if alpha<0, 
                    x_2=(-b+sqrt( (b.^2)  -   (4*a*c)  ))/(2*a); 
                    tau_=-x_2; 
                end 
        else    
            alpha=tan(w*ITD); 
            a=(alpha)*(1-(beta^2)); 
            b=-(2*beta); 
            c=alpha; 
            x_1=(-b-sqrt( (b.^2)  -   (4*a*c)  ))/(2*a); 
            tau_=x_1; 
                if alpha<0, 
                    x_2=(-b+sqrt( (b.^2)  -   (4*a*c)  ))/(2*a); 
                    tau_=x_2; 
                end 
        end 
    else 
    tau_=0; 
    end 
pd_=(2*tau_)/w; 
 
 
%%%%%%%%%%% This source is used to map the approximated physical%%%%% 
%%%%%%%%%%% delay from the ITD onto the delay axis%%%%%%%%%%%%%%%%%%% 
 
beta=delay_gain_; 
w=2*pi*f0_; 
 
for h=1:number_of_filter, 
    for j=1:number_of_tap, 
        temp=itd_(h,j); 
        [pd_]=mapping_ITD(beta,temp,w(h)); 
        pd(h,j)=pd_; 
    end 
end 
 
en_tau=2*(number_of_tap*desired_delay_per_tap/delay_gain_); 
bg_tau=(-en_tau); 
number_of_step=10*(number_of_tap-1); 
step_=((en_tau-bg_tau)/number_of_step); 
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index_tau=bg_tau:step_:en_tau; 
 
loc_itd=zeros(number_of_filter,number_of_step); 
 
for omega=1:number_of_filter, 
     
     
    for itd_index_=1:number_of_tap, 
        k=round(   ( -bg_tau+pd(omega,itd_index_) )     /step_  ); 
       
        if (1<=k)&(k<=number_of_step), 
        loc_itd(omega,k)=1; 
                k_min_1us=round(   ( -bg_tau+(-1/1000000) )     
/step_  ); 
                k_max_1us=round(   ( -bg_tau+(1/1000000) )     /step_  
); 
                if (k_min_1us<=k)&(k<=k_max_1us), 
                    loc_itd(omega,k)=0; 
                end 
        end 
    end 
end 
 
figure(1);mesh(index_tau(1:(length(index_tau)-1)),f0_,loc_itd) 
 
 
%%%%%%%% This source code is used to convolve the approximated%%%%%%% 
%%%%%%%% physical delay result with the triangular function to%%%%%%% 
%%%%%%%% produce the final cross-correlogram%%%%%%%%%%%%%%%%%%%%%%%%% 
 
clear mod_loc_itd 
clear mod_loc_itd_ 
 
temp=0 
for j=1:number_of_filter, 
    temp=temp+loc_max_tap(j,:); 
end 
 
sum_loc_max_tap=temp; 
figure(6);plot(itd_index,sum_loc_max_tap) 
 
smooth_curve=smooth([1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 17 
16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1]); 
shift_n=(length(smooth_curve)-1)/2; 
 
temp=0 
for j=1:number_of_filter, 
     
    mod_loc_itd(j,:)=conv(loc_itd(j,:),smooth_curve); 
     
    mod_loc_itd_(j,:)=circshift(mod_loc_itd(j,:),[1 (-shift_n+1)]); 
     
    temp=temp+mod_loc_itd_(j,:); 
     
end 
 
 sum_loc_itd=temp; 
 figure(7);plot(index_tau(1:(length(index_tau)-
1)),sum_loc_itd(1:(length(index_tau)-1))) 
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 figure(8);mesh(index_tau(1:(length(index_tau)-
1)),f0_,mod_loc_itd(:,(1:(length(index_tau)-1)))); 
 figure(9);mesh(index_tau(1:(length(index_tau)-
1)),f0_,mod_loc_itd_(:,(1:(length(index_tau)-1)))); 
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B.2: Matlab Codes for the Study of the Performance of the O2-
Inspired for Single Sound Source Source Localization in the 
Presence of Bandwidth Variation 
 
 
 
%%%% This source code is used to derive the ITD identity of the%%%%%% 
%%%% O2-inspired system in the presence of the bandwidth variation%%% 
%%%% with the single sound source stimulus%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% Define symbols%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% beta-thedelay gain of the O2-inspired system%%%%%%%%%%%%%%%%%%%% 
%%%% R----the relative strenght of the spectral components%%%%%%%%%%% 
%% w1---the frequency of the signal in the first component freuquency 
% w2---the frequency of the signal in the second component freuquency 
%%%% phi--the phase differenc between the frequency components%%%%%%% 
%%%% d----the physical delay%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% tau--the cross-correlation variable%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% T----the integral period of the the cross-correlation function%% 
 
syms beta R w1 w2 t phi d tau T 
 
%%%% The output of the subtraction and additon blocks%%%%%%%%%%%%%%%% 
 
r_t=(1+beta)*((1-R)*sin(w1*(t))+ (R)*sin(w2*(t)+phi))+(1-beta)*((1-
R)*sin(w1*(t+d))+ (R)*sin(w2*(t+d)+phi)); 
l_t=(1-beta)*((1-R)*sin(w1*(t))+ (R)*sin(w2*(t)+phi))+(1+beta)*((1-
R)*sin(w1*(t+d))+ (R)*sin(w2*(t+d)+phi)); 
 
%%% Calculate the cross-correlation function.TheTaylor approximation 
%%%of sin(x)=x-(x^3)/6 and cos(x)=1-(x^2)/2%%%%%%%%%%%%%%%%%%%%%%%%%% 
%% are applied to the cross-correlation inegral which result in the%% 
%%%%% approximate cross-correlation function "c_tau"%%%%%%%%%%%%%%%%% 
 
l_t_tau=(1-beta)*((1-
R)*sin(w1*(t+tau))+(R)*sin(w2*(t+tau)+phi))+(1+beta)*((1-
R)*sin(w1*(t+tau+d))+ (R)*sin(w2*(t+tau+d)+phi));     
rtlt_tau=r_t*l_t_tau; 
int_rtlt_tau=(1/(2*T))*int(rtlt_tau,t,-T,T); 
lim_int_rtlt_tau=simple(limit(int_rtlt_tau,T,inf)); 
c_tau=-(1-(((w1*tau)^2)/2))*beta^2+(1-(((w1*tau)^2)/2))*(1-
(((w1*d)^2)/2))+ 
(1-(((w1*tau)^2)/2))*R^2+beta^2*(1-(((w1*d)^2)/2))*(1-
(((w1*tau)^2)/2))+(1- 
(((w1*tau)^2)/2))+R^2*(1-(((w2*tau)^2)/2))+R^2*(1-(((w2*d)^2)/2))*(1-
(((w2* 
tau)^2)/2))+beta^2*R^2*(1-(((w1*d)^2)/2))*(1-(((w1*tau)^2)/2))-(1-
(((w1*tau 
)^2)/2))*beta^2*R^2-2*R^2*beta*((w1*tau)-(((w1*tau)^3)/6))*((w1*d)-
(((w1*d) 
^3)/6))-2*beta*((w1*d)-(((w1*d)^3)/6))*((w1*tau)-(((w1*tau)^3)/6))-
2*beta^2 
*R*(1-(((w1*d)^2)/2))*(1-(((w1*tau)^2)/2))+2*(1-
(((w1*tau)^2)/2))*beta^2*R- 
2*(1-(((w1*tau)^2)/2))*R-2*R^2*beta*((w2*tau)-
(((w2*tau)^3)/6))*((w2*d)-((( 
w2*d)^3)/6))-R^2*(1-(((w2*tau)^2)/2))*beta^2+R^2*beta^2*(1-
(((w2*tau)^2)/2) 
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)*(1-(((w2*d)^2)/2))+4*beta*R*((w1*d)-(((w1*d)^3)/6))*((w1*tau)-
(((w1*tau)^ 
3)/6))-2*R*(1-(((w1*d)^2)/2))*(1-(((w1*tau)^2)/2))+R^2*(1-
(((w1*d)^2)/2))*( 
1-(((w1*tau)^2)/2)); 
 
%%%%%% Solve for c_tau for the ITD identity%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
diff_c_tau=simple(diff(c_tau,tau)) 
eq='(1/3*beta*R*d^3*tau^2-1/6*beta*d^3*tau^2-
1/6*R^2*beta*tau^2*d^3)*w1^6+( 
1/2*tau*d^2-beta^2*R*d^2*tau+1/2*R^2*d^2*tau+1/2*beta^2*d^2*tau-
2*beta*R*d* 
tau^2-
2/3*beta*R*d^3+beta*d*tau^2+1/3*beta*d^3+1/3*R^2*beta*d^3+R^2*beta*ta 
u^2*d-R*d^2*tau+1/2*beta^2*R^2*d^2*tau)*w1^4+(-2*tau+4*tau*R-
2*beta*d-2*tau 
*R^2-2*R^2*beta*d+4*beta*R*d)*w1^2-R^2*w2^2*tau-2*R^2*beta*(w2-
1/2*w2^3*tau 
^2)*(w2*d-1/6*w2^3*d^3)-R^2*(1-
1/2*w2^2*d^2)*w2^2*tau+beta^2*R^2*w2^2*tau-b 
eta^2*R^2*w2^2*tau*(1-1/2*w2^2*d^2)=0'; 
[tau]=solve(eq,tau) 
 
%%%% The derived ITD identity%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
ITD=1/2/(-2*w1^6*beta*R*d^3+w1^6*R^2*beta*d^3+12*w1^4*beta*R*d-
6*w1^4*R^2* 
beta*d-6*R^2*beta*w2^4*d+R^2*beta*w2^6*d^3+w1^6*beta*d^3-
6*w1^4*beta*d)*(-1 
2*w1^2*R^2+24*w1^2*R-12*R^2*w2^2+3*w1^4*d^2-
12*w1^2+3*R^2*w2^4*d^2+3*w1^4*R 
^2*d^2-6*w1^4*R*d^2+3*w1^4*beta^2*d^2+3*w1^4*beta^2*R^2*d^2-
6*w1^4*beta^2*R 
*d^2+3*beta^2*R^2*w2^4*d^2+(288*w1^6*R*d^2-
432*w1^6*R^2*d^2+864*w1^4*R^2-57 
6*w1^4*R+144*R^4*w2^4-72*w1^6*d^2+288*w1^2*R^4*w2^2+144*w1^4-
576*w1^4*R^3-4 
32*w1^2*R^3*beta^2*w2^4*d^2+288*R^2*w2^2*w1^2-
72*R^4*w2^6*d^2+54*w1^8*d^4*R 
^2-36*w1^8*d^4*R-72*R^2*w2^2*w1^4*d^2-
72*w1^6*R^4*d^2+216*w1^2*R^4*beta^2*w 
2^4*d^2-576*w1^2*R^3*w2^2+288*w1^6*R^3*d^2-
72*w1^2*R^4*w2^4*d^2+1296*w1^6*R 
^2*beta^2*d^2+216*w1^6*R^4*beta^2*d^2-
864*w1^6*R^3*beta^2*d^2+144*w1^2*R^3* 
w2^4*d^2-864*w1^6*R*beta^2*d^2+144*w1^4*R^4-
72*R^4*w2^2*w1^4*d^2+144*R^3*w2 
^2*w1^4*d^2+216*R^4*w2^6*beta^2*d^2+18*w1^4*d^4*R^2*w2^4+312*w1^8*d^4
*beta^ 
2*R-
72*w1^2*R^2*w2^4*d^2+9*w1^8*d^4+216*R^2*w2^2*w1^4*beta^2*d^2+216*R^4*
w2 
^2*w1^4*beta^2*d^2-432*R^3*w2^2*w1^4*beta^2*d^2-
78*w1^8*d^4*beta^2+216*w1^6 
*beta^2*d^2-468*w1^8*d^4*beta^2*R^2-
60*w1^4*d^4*beta^2*R^2*w2^4+18*R^4*w2^4 
*d^4*w1^4-36*R^3*w2^4*d^4*w1^4-
78*R^4*w2^8*d^4*beta^2+216*w1^2*beta^2*R^2*w 
2^4*d^2+9*R^4*w2^8*d^4+9*w1^8*R^4*d^4-36*w1^8*R^3*d^4-
60*R^4*w2^4*d^4*w1^4* 
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beta^2+120*R^3*w2^4*d^4*w1^4*beta^2-
78*w1^8*R^4*d^4*beta^2+312*w1^8*R^3*d^4 
*beta^2+9*w1^8*beta^4*d^4+8*w1^10*beta^2*d^6+54*w1^8*beta^4*d^4*R^2-
36*w1^8 
*beta^4*d^4*R+18*w1^4*beta^4*d^4*R^2*w2^4+9*w1^8*beta^4*R^4*d^4-
36*w1^8*bet 
a^4*R^3*d^4+18*w1^4*beta^4*R^4*d^4*w2^4+9*beta^4*R^4*w2^8*d^4-
32*w1^10*beta 
^2*R*d^6-36*w1^4*beta^4*R^3*d^4*w2^4-
32*w1^10*beta^2*R^3*d^6+48*w1^10*beta^ 
2*R^2*d^6-
16*w1^6*beta^2*R^3*d^6*w2^4+96*w1^6*beta^2*R^3*d^4*w2^2+8*w1^10*R 
^4*beta^2*d^6+8*w1^6*R^4*beta^2*d^6*w2^4-
48*w1^6*R^4*beta^2*d^4*w2^2+8*R^4* 
beta^2*w2^10*d^6-
48*R^2*beta^2*w2^6*d^4*w1^2+8*R^2*beta^2*w2^6*d^6*w1^4-48* 
R^4*beta^2*w2^6*d^4*w1^2+8*R^4*beta^2*w2^6*d^6*w1^4-
16*R^3*beta^2*w2^6*d^6* 
w1^4+96*R^3*beta^2*w2^6*d^4*w1^2+8*w1^6*beta^2*d^6*R^2*w2^4-
48*w1^6*beta^2* 
d^4*R^2*w2^2)^(1/2)) 
 
 
% This source code is used to simulate the mean and the variance of%% 
%%%%%%% the ITD of the O2-inspired system in the presence of the%%%%% 
%% bandwidth variation with the single sound source stimulus%%%%%%%%% 
 
clear 
clc 
 
beta=100;%%%%%% set the delay gain of the O2-inspred system%%%%%%%%%% 
%%%%%%%%%%%%%%% set the input physical delay%%%%%%%%%%%%%%%%%%%%%%%%% 
 
d1=2/1000000; 
d2=2/1000000; 
d=2/1000000; 
max_d=max(1/1000000,220/1000000); 
 
%%%%%%%%%%%%%%% generate the phase difference between spectral%%%%%%% 
%%%%%%%%%%%%%%% components%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
del_phi=pi; 
phi0=0; 
c=phi0-del_phi; 
d=phi0+del_phi; 
phi_ = c + (d-c).*rand(1,1); 
phi_ = phi_'; 
 
%%%%%%%%%%%%%%%%%%%%% set the frequency bandwidth%%%%%%%%%%%%%%%%%%%% 
 
del_f_=[0 70 100 150 200]; 
del_w_=2*pi*del_f_; 
 
%%%%%%%%%%% the frequency bandwidth loop to find mean and variance%%% 
%%%%%%%%%%%%%%% of the ITD with respect to the frequency bandwidth%%% 
 
temp_del_w=1; 
for index_del_w=1:length(del_w_), 
temp_del_w=temp_del_w+1; 
 
%%%%%%%%%%%%%% set the operating frequency range%%%%%%%%%%%%%%%%%%%%%     
- 238 - 
 
 
del_w=del_w_(index_del_w); 
f=1000; 
w=2*pi*f; 
a=w-del_w; 
b=w+del_w; 
w1_ = a + (b-a).*rand(15,1); 
w1_ = 2*pi*(1000)-del_w; 
w2_ = a + (b-a).*rand(15,1); 
w2_ = 2*pi*(1000)+del_w; 
 
%%%%%%%%%%%%%%% the phase different loop to find mean and variance%%% 
%%%%%%%%%%%%%%% of the ITD with respect to the phase difference%%%%%% 
 
    temp_phi=1; 
    for index_phi=1:length(phi_), 
        phi=phi_(index_phi); 
        temp_del_w 
        temp_phi=temp_phi+1 
 
%%%%%%%% the first component frequency loop to find mean and variance 
%%%%%%%%%%%% of the ITD with respect to the first component frequency  
        
        for index_w2=1:length(w2_),     
        w2=w2_(index_w2); 
 
%%%%%%% the second component frequency loop to find mean and variance 
%%%%%%%%%%%%%%% of the ITD with respect to the second component%%%%%% 
%%%%%%%%%%%%%%% frequency%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
            for index_w1=1:length(w1_), 
            w1=w1_(index_w1); 
 
%%%%%%%%%%%%%%% set the resolution of the delay unit and the number%% 
%%%%%%%%%%%%%%% of taps%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
            desired_delay_per_tap=2/1000000; 
            number_of_tap=round(max_d/desired_delay_per_tap); 
            resolution=1/1000000; 
            t=0:resolution:5*(1/f); 
 
%%%%%%%%%%%%%%% set the relative strenght of the spectral%%%%%%%%%%%% 
%%%%%%%%%%%%%%% components%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
                index_R=1; 
                R__=0:0.109:1; 
                for R_=0:0.109:1; 
                R=R_; 
                d=2/1000000; 
 
%%The ITD identity of the O2-inspired system in the presence of the%% 
%%%% bandwidth variation with the single sound source%%%%%%%%%%%%%%%% 
 
itd=1/2/(-2*w1^6*beta*R*d^3+w1^6*R^2*beta*d^3+12*w1^4*beta*R*d-
6*w1^4*R^2*b 
eta*d-6*R^2*beta*w2^4*d+R^2*beta*w2^6*d^3+w1^6*beta*d^3-
6*w1^4*beta*d)*(-12 
*w1^2*R^2+24*w1^2*R-12*R^2*w2^2+3*w1^4*d^2-
12*w1^2+3*R^2*w2^4*d^2+3*w1^4*R^ 
2*d^2-6*w1^4*R*d^2+3*w1^4*beta^2*d^2+3*w1^4*beta^2*R^2*d^2-
6*w1^4*beta^2*R* 
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d^2+3*beta^2*R^2*w2^4*d^2+(288*w1^6*R*d^2-
432*w1^6*R^2*d^2+864*w1^4*R^2-576 
*w1^4*R+144*R^4*w2^4-72*w1^6*d^2+288*w1^2*R^4*w2^2+144*w1^4-
576*w1^4*R^3-43 
2*w1^2*R^3*beta^2*w2^4*d^2+288*R^2*w2^2*w1^2-
72*R^4*w2^6*d^2+54*w1^8*d^4*R^ 
2-36*w1^8*d^4*R-72*R^2*w2^2*w1^4*d^2-
72*w1^6*R^4*d^2+216*w1^2*R^4*beta^2*w2 
^4*d^2-576*w1^2*R^3*w2^2+288*w1^6*R^3*d^2-
72*w1^2*R^4*w2^4*d^2+1296*w1^6*R^ 
2*beta^2*d^2+216*w1^6*R^4*beta^2*d^2-
864*w1^6*R^3*beta^2*d^2+144*w1^2*R^3*w 
2^4*d^2-864*w1^6*R*beta^2*d^2+144*w1^4*R^4-
72*R^4*w2^2*w1^4*d^2+144*R^3*w2^ 
2*w1^4*d^2+216*R^4*w2^6*beta^2*d^2+18*w1^4*d^4*R^2*w2^4+312*w1^8*d^4*
beta^2 
*R-
72*w1^2*R^2*w2^4*d^2+9*w1^8*d^4+216*R^2*w2^2*w1^4*beta^2*d^2+216*R^4*
w2^ 
2*w1^4*beta^2*d^2-432*R^3*w2^2*w1^4*beta^2*d^2-
78*w1^8*d^4*beta^2+216*w1^6* 
beta^2*d^2-468*w1^8*d^4*beta^2*R^2-
60*w1^4*d^4*beta^2*R^2*w2^4+18*R^4*w2^4* 
d^4*w1^4-36*R^3*w2^4*d^4*w1^4-
78*R^4*w2^8*d^4*beta^2+216*w1^2*beta^2*R^2*w2 
^4*d^2+9*R^4*w2^8*d^4+9*w1^8*R^4*d^4-36*w1^8*R^3*d^4-
60*R^4*w2^4*d^4*w1^4*b 
eta^2+120*R^3*w2^4*d^4*w1^4*beta^2-
78*w1^8*R^4*d^4*beta^2+312*w1^8*R^3*d^4* 
beta^2+9*w1^8*beta^4*d^4+8*w1^10*beta^2*d^6+54*w1^8*beta^4*d^4*R^2-
36*w1^8* 
beta^4*d^4*R+18*w1^4*beta^4*d^4*R^2*w2^4+9*w1^8*beta^4*R^4*d^4-
36*w1^8*beta 
^4*R^3*d^4+18*w1^4*beta^4*R^4*d^4*w2^4+9*beta^4*R^4*w2^8*d^4-
32*w1^10*beta^ 
2*R*d^6-36*w1^4*beta^4*R^3*d^4*w2^4-
32*w1^10*beta^2*R^3*d^6+48*w1^10*beta^2 
*R^2*d^6-
16*w1^6*beta^2*R^3*d^6*w2^4+96*w1^6*beta^2*R^3*d^4*w2^2+8*w1^10*R^ 
4*beta^2*d^6+8*w1^6*R^4*beta^2*d^6*w2^4-
48*w1^6*R^4*beta^2*d^4*w2^2+8*R^4*b 
eta^2*w2^10*d^6-
48*R^2*beta^2*w2^6*d^4*w1^2+8*R^2*beta^2*w2^6*d^6*w1^4-48*R 
^4*beta^2*w2^6*d^4*w1^2+8*R^4*beta^2*w2^6*d^6*w1^4-
16*R^3*beta^2*w2^6*d^6*w 
1^4+96*R^3*beta^2*w2^6*d^4*w1^2+8*w1^6*beta^2*d^6*R^2*w2^4-
48*w1^6*beta^2*d 
^4*R^2*w2^2)^(1/2)) 
 
%%%%%%%%%%%%% Assign the caculated ITD value to the array location %% 
%%%%%%%%%%%%% with respect to the relative stregnth and the %%%%%%%%%  
%%%%%%%%%%%%% operating frequency of the left filter %%%%%%%%%%%%%%%%            
 
                itd_(index_R,index_w1)=itd; 
                index_R=index_R+1; 
                end  
            end 
            itd_mean=-161/1000000; 
 
%%%%%%%%%%% find the mean and the variance of the ITD value with%%%%%  
%respect to the operating frequency of the first component frequency% 
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          temp=0; 
            tempvariance=0; 
            for i=1:length(w1_); 
            sum_itd_w1=itd_(:,i)'+temp; 
            temp=sum_itd_w1; 
            sum_itd_w1variance=((  itd_(:,i) - itd_mean   ).*( 
itd_(:,i) - itd_mean   ))' + tempvariance ; 
            tempvariance=sum_itd_w1variance; 
            end 
        mean_itd_w1(index_w2,:)=temp/length(w1_); 
        variance_itd_w1(index_w2,:)=tempvariance/length(w1_); 
        end     
 
%%%%%%%%%%%%% find the mean and the variance of the ITD value 
with%%%%%  
%%respect to the operating frequency of the second component 
frequency%% 
 
        temp_=0; 
        temp_variance=0; 
        for j=1:length(w2_); 
        sum_itd_w1_w2=mean_itd_w1(j,:)+temp_; 
        temp_=sum_itd_w1_w2; 
        sum_itd_w1_w2variance=variance_itd_w1(j,:)+temp_variance; 
        temp_variance=sum_itd_w1_w2variance; 
        end 
    mean_itd_w1_w2(index_phi,:)=temp_/length(w2_); 
    variance_itd_w1_w2(index_phi,:)=temp_variance/length(w2_); 
    end 
 
%%%%%%%%%%% find the mean and the variance of the ITD value with%%%%%  
%%%%%%%%%%% respect to the phase difference%%%%%%%%%%%%%%%%%%%%%%%%%% 
     
    temp__=0; 
    temp__variance=0; 
    for l=1:length(phi_); 
    sum_itd_w1_w2_phi=mean_itd_w1_w2(l,:)+temp__; 
    temp__=sum_itd_w1_w2_phi; 
    sum_itd_w1_w2_phivariance=variance_itd_w1_w2(l,:)+temp__variance; 
    temp__variance=sum_itd_w1_w2_phivariance; 
    end 
mean_itd_w1_w2_phi(index_del_w,:)=temp__/length(phi_);   
variance_itd_w1_w2_phi(index_del_w,:)=sqrt(temp__variance/length(phi_
));  
end 
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B.3: Matlab Codes for the Study of the Performance of the O2-
Inspired for Two Sound Source Localization in the 
Presence of Bandwidth Variation 
 
 
 
%%%% This source code is used to derive the ITD identity of the%%%%%% 
%%%% O2-inspired system in the presence of the bandwidth variation%%% 
%%%% with the two sound source stimuli%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% Define symbols %%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%% beta-thedelay gain of the O2-inspired system%%%%%%%%%%%%%%%%%%%% 
%%%% R----the relative strenght of the spectral components%%%%%%%%%%% 
%% w1---the frequency of the signal in the first component freuquency 
% w2---the frequency of the signal in the second component freuquency 
% phi--the phase differenc between the frequency components%%%%%%%%%% 
% d----the physical delay%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% tau--the cross-correlation variable%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
% T----the integral period of the the cross-correlation function%%%%% 
 
syms beta R w1 w2 t phi d1 d2 tau T 
 
%%%% The output of the subtraction and additon blocks%%%%%%%%%%%%%%%% 
 
r_t=(1-R)*sin(w1*(t))+ (R)*sin(w2*(t)+phi); 
l_t=(1-R)*sin(w1*(t+d1))+ (R)*sin(w2*(t+d2)+phi); 
%%%%%%%%% Calculate the cross-correlation function. The Taylor 
appoximation of sin(x)=x-(x^3)/6 and cos(x)=1-(x^2)/2  
 
%%%% are applied to the cross-correlation inegral which result in the 
%%%% approximate cross-correlation function "c_tau"%%%%%%%%%%%%%%%%%%           
 
l_t_tau=(1-R)*sin(w1*(t+tau+d1))+ (R)*sin(w2*(t+tau+d2)+phi);;     
rtlt_tau=r_t*l_t_tau; 
int_rtlt_tau=(1/(2*T))*int(rtlt_tau,t,-T,T); 
lim_int_rtlt_tau=simple(limit(int_rtlt_tau,T,inf)); 
c_tau=1/2*R^2*(1+((dw/2)*w*((tau+d1)^2) 
))+1/2*(1+((dw/2)*w*((tau+d1)^2) ))+1/2*R^2*(1-((dw/2)*w*((tau+d2)^2) 
))-R*(1+((dw/2)*w*((tau+d1)^2) )); 
 
%%%%%%%%% Solve for c_tau for the ITD identity%%%%%%%%%%%%%%%%%%%%%%% 
 
diff_c_tau=simple(diff(c_tau,tau)) 
eq='1/2*dw*w*(R^2*d1+tau+d1-R^2*d2-2*R*tau-2*R*d1)=0'; 
[tau]=solve(eq,tau) 
 
%%%%%%%%% The derived ITD identity%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%     
               
ITD=-(w1^2*R^2*d1+w1^2*d1-2*w1^2*R*d1+R^2*w2^2*d2)/(-
2*w1^2*R+w1^2+w1^2*R^2+R^2*w2^2); 
 
% This source code is used to simulate the mean and the variance of%% 
% the ITD from the transient response of the coclhea filter outputs%% 
% and the O2-inspired system in the presence of the%%%%%%%%%%%%%%%%%% 
% bandwidth variation with the two sound source stimuli%%%%%%%%%%%%%% 
%%%%%% set the delay gain of the O2-inspred system%%%%%%%%%%%%%%%%%%% 
 
beta=12; 
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%%%%%%%%%%%%%%% set the input physical delay%%%%%%%%%%%%%%%%%%%%%%%%% 
 
d1=90/1000000; 
d2=-90/1000000; 
max_d=max(1/1000000,220/1000000); 
 
%%%%%%%%%%%%%%% generate the phase difference between spectral%%%%%%% 
%%%%%%%%%%%%%%% components%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
del_phi=pi; 
phi0=0; 
c=phi0-del_phi; 
d=phi0+del_phi; 
phi_ = c + (d-c).*rand(15,1); 
phi_ = phi_'; 
 
%%%%%%%%%%%%%%% set the frequency bandwidth%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
del_f_=[0 70 200 500]; 
del_w_=2*pi*del_f_; 
 
%%%%%%%%%%%%%% the frequency bandwidth loop to find mean and variance 
%%%%%%%%%%%%%%% of the ITD with respect to the frequency bandwidth%%% 
 
temp_del_w=1; 
for index_del_w=1:length(del_w_), 
temp_del_w=temp_del_w+1;  
del_w=del_w_(index_del_w); 
 
%%%%%%%%%%%%%%% the phase different loop to find mean and variance%%% 
%%%%%%%%%%%%%%% of the ITD with respect to the phase difference%%%%%% 
 
    temp_phi=1; 
    for index_phi=1:length(phi_), 
        f=1000; 
        w=2*pi*f; 
        a=w-del_w; 
        b=w+del_w; 
        w1_ = a + (b-a).*rand(2,1); 
        w1_ = w1_'; 
        w2_ = a + (b-a).*rand(2,1); 
        w2_ = w2_';      
        phi=phi_(index_phi); 
        temp_del_w 
        temp_phi=temp_phi+1 
 
%%%%%%%% the first component frequency loop to find mean and variance 
%%%%%%%%%%%% of the ITD with respect to the first component frequency   
             
        for index_w2=1:length(w2_),     
        w2=w2_(index_w2); 
 
%%%%%%% the second component frequency loop to find mean and variance 
%%%%%%%%%%% of the ITD with respect to the second component frequency 
 
            for index_w1=1:length(w1_), 
            w1=w1_(index_w1); 
 
%%%%%%%%%%%%%%% set the resolution of the delay unit and the number%% 
%%%%%%%%%%%%%%% of taps%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
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            desired_delay_per_tap=5/1000000; 
            number_of_tap=round(max_d/desired_delay_per_tap); 
            resolution=1/1000000; 
            t=0:resolution:5*(1/f); 
 
%%%%%%%%%%%%%%% set the relative strenght of the spectral%%%%%%%%%%%% 
%%%%%%%%%%%%%%% components%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
                index_R=1; 
                R__=0:0.109:1;   
                for R_=0:0.109:1; 
                R=R_; 
 
%%%%%%%%%%% define the transient outpus of the cohlea filter outputs% 
%%%%%%%%%%%%%%%%%%(uncommented argument) and the O2-inspired system%%  
%%%%%%%%%%%%%%%%%%%%%%%ouputs(commented argument)%%%%%%%%%%%%%%%%%%%% 
 
                r_m=(1-R)*sin(w1*(t))+ (R)*sin(w2*(t)+phi); 
                l_m=(1-R)*sin(w1*(t+d1))+ (R)*sin(w2*(t+d2)+phi);       
                input1=r_m;%(1+beta)*((1-R)*sin(w2*(t))+ 
(R)*sin(w1*(t)+phi))+(1-beta)*((1-R)*sin(w2*(t+d1))+ 
(R)*sin(w1*(t+d2)+phi)); 
                input2=l_m;%(1-beta)*((1-R)*sin(w2*(t))+ 
(R)*sin(w1*(t)+phi))+(1+beta)*((1-R)*sin(w2*(t+d1))+ 
(R)*sin(w1*(t+d2)+phi)); 
 
%%%%the computation of the ITD using the cross-correlation function%% 
                
[itd,tap,signal1,signal2,signal_delayed1,signal_delayed2,time,number_
of_tap,sum,loc_max,func1,func2,func] = 
temp_cross_correlation_delay_line(input1,input2,resolution,desired_de
lay_per_tap,number_of_tap); 
                itd_(index_R,index_w1)=itd; 
                index_R=index_R+1; 
                end  
            end 
 
%%%%%%%%%%%%%%% define the theoretical ITD value%%%%%%%%%%%%%%%%%%%%% 
 
            for index_r=1:length(R__), 
            if R__(index_r)<0.5, 
            f_R(index_r)=-90/1000000; 
            else 
            f_R(index_r)=90/1000000; 
            end  
            end 
 
%%%%%%%%%%%%% find the mean and the variance of the ITD value with%%%  
%%%%%%%%%%% respect to the operating frequency of the first%%%%%%%%%% 
%%%%%%%%%%% component frequency%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
            temp=0; 
            tempvariance=0; 
            for i=1:length(w1_); 
            sum_itd_w1=itd_(:,i)'+temp; 
            temp=sum_itd_w1; 
            sum_itd_w1variance=((  itd_(:,i) - f_R'   ).*( itd_(:,i) 
- f_R'   ))' + tempvariance ; 
            tempvariance=sum_itd_w1variance; 
            end 
        mean_itd_w1(index_w2,:)=temp/length(w1_); 
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        variance_itd_w1(index_w2,:)=tempvariance/length(w1_); 
        end     
 
%%%%%%%%%%%%% find the mean and the variance of the ITD value with%%%  
%%%%%%%%%%% respect to the operating frequency of the second%%%%%%%%% 
%%%%%%%%%%% component frequency%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
        temp_=0; 
        temp_variance=0; 
        for j=1:length(w2_); 
        sum_itd_w1_w2=mean_itd_w1(j,:)+temp_; 
        temp_=sum_itd_w1_w2;    
        sum_itd_w1_w2variance=variance_itd_w1(j,:)+temp_variance; 
        temp_variance=sum_itd_w1_w2variance; 
        end 
    mean_itd_w1_w2(index_phi,:)=temp_/length(w2_); 
    variance_itd_w1_w2(index_phi,:)=temp_variance/length(w2_); 
    end 
 
%%%%%%%%%%% find the mean and the variance of the ITD value with%%%%% 
%%%%%%%%%%% respect to the phase difference%%%%%%%%%%%%%%%%%%%%%%%%%% 
      
    temp__=0; 
    temp__variance=0; 
    for l=1:length(phi_); 
    sum_itd_w1_w2_phi=mean_itd_w1_w2(l,:)+temp__; 
    temp__=sum_itd_w1_w2_phi; 
    sum_itd_w1_w2_phivariance=variance_itd_w1_w2(l,:)+temp__variance; 
    temp__variance=sum_itd_w1_w2_phivariance; 
    end 
mean_itd_w1_w2_phi(index_del_w,:)=temp__/length(phi_);   
variance_itd_w1_w2_phi(index_del_w,:)=sqrt(temp__variance/length(phi_
));  
end 
 
%%This source code is used to simulate the mean and the variance of%% 
%%the ITD from the identities of the cochlea filter outputs and the%% 
%%%O2-inspired system in the presence of the%%%%%%%%%%%%%%%%%%%%%%%%% 
%%%%%%%bandwidth variation with the two sound source stimuli%%%%%%%%% 
%%%%%%%%%%% set the delay gain of the O2-inspred system%%%%%%%%%%%%%% 
 
beta=100; 
 
%%%%%%%%%%%%%%%%%%%% set the input physical delay%%%%%%%%%%%%%%%%%%%% 
 
d1=2/1000000; 
d2=2/1000000; 
d=2/1000000; 
max_d=max(1/1000000,220/1000000); 
 
%%%%%%%%%%%%%%%%%%%% generate the phase difference between spectral%% 
%%%%%%%%%%%%%%% components%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
del_phi=pi; 
phi0=0; 
c=phi0-del_phi; 
d=phi0+del_phi; 
phi_ = c + (d-c).*rand(1,1); 
phi_ = phi_'; 
 
%%%%%%%%%%%%%%%%%%%% set the frequency bandwidth%%%%%%%%%%%%%%%%%%%%% 
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del_f_=[0 40 100]; 
del_w_=2*pi*del_f_; 
 
%%%%%%%%%%%%% the frequency bandwidth loop to find mean and variance% 
%%%%%%%%%%%%%%% of the ITD with respect to the frequency bandwidth%%% 
 
temp_del_w=1; 
for index_del_w=1:length(del_w_), 
temp_del_w=temp_del_w+1; 
del_w=del_w_(index_del_w); 
f=500; 
w=2*pi*f; 
a=w-del_w; 
b=w+del_w; 
w1_ = a + (b-a).*rand(100,1); 
w1_ = w1_'; 
w2_ = a + (b-a).*rand(100,1); 
w2_ = w2_'; 
 
%%%%%%%%%%%%%%% the phase different loop to find mean and variance%%% 
%%%%%%%%%%%%%%% of the ITD with respect to the phase difference%%%%%% 
 
    temp_phi=1; 
    for index_phi=1:length(phi_), 
        phi=phi_(index_phi); 
        temp_del_w 
        temp_phi=temp_phi+1 
 
%%%%%%%% the first component frequency loop to find mean and variance 
%%%%%%%%%%%% of the ITD with respect to the first component frequency  
        
        for index_w2=1:length(w2_),     
        w2=w2_(index_w2); 
 
%%%%%%% the second component frequency loop to find mean and variance 
%%%%%%%%%%% of the ITD with respect to the second component frequency 
 
            for index_w1=1:length(w1_), 
            w1=w1_(index_w1); 
 
%%%%%%%%%%%%%%% set the resolution of the delay unit and the number%% 
%%%%%%%%%%%%%%% of taps%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
            desired_delay_per_tap=2/1000000; 
            number_of_tap=round(max_d/desired_delay_per_tap); 
            resolution=1/1000000; 
            t=0:resolution:5*(1/f); 
 
%%%%%%%% set the relative strenght of the spectral component%%%%%%%%% 
 
                index_R=1; 
                R__=0:0.109:1; 
                for R_=0:0.109:1; 
                R=R_; 
                d1=90/1000000; 
                d2=-90/1000000; 
 
%%%%%%%%%%%%%%% the computation of the ITD using the ITD identity%%%% 
%%%%% for the O2-inspired system (uncommented) and the outputs of the 
%%%%%%%%%%%%%%% cochlea filters (commented)%%%%%%%%%%%%%%%%%%%%%%%%%% 
- 246 - 
 
 
                itd=-(w1^2*R^2*d1+w1^2*d1-2*w1^2*R*d1+R^2*w2^2*d2)/(-
2*w1^2*R+w1^2+w1^2*R^2+R^2*w2^2); 
                itd_(index_R,index_w1)=itd; 
                index_R=index_R+1; 
 
                end  
            end 
            itd_mean=-176/1000000;%%%%%% 
 
%%%%%%%%%%%%% find the mean and the variance of the ITD value with%%%  
%%%%%%%%%%% respect to the operating frequency of the first%%%%%%%%%% 
%%%%%%%%%%%%%% component frequency%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%              
             
temp=0; 
            tempvariance=0; 
            for i=1:length(w1_); 
            sum_itd_w1=itd_(:,i)'+temp; 
            temp=sum_itd_w1; 
            sum_itd_w1variance=((  itd_(:,i) - itd_mean   ).*( 
itd_(:,i) - itd_mean   ))' + tempvariance ; 
            tempvariance=sum_itd_w1variance; 
            end 
        mean_itd_w1(index_w2,:)=temp/length(w1_); 
        variance_itd_w1(index_w2,:)=tempvariance/length(w1_); 
        end     
 
%%%%%%%%%%%%% find the mean and the variance of the ITD value with%%%  
%%%%%%%%%%%%%% respect to the operating frequency of the second%%%%%% 
%%%%%%%%%%%%%% component frequency%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%% 
 
        temp_=0; 
        temp_variance=0; 
        for j=1:length(w2_); 
        sum_itd_w1_w2=mean_itd_w1(j,:)+temp_; 
        temp_=sum_itd_w1_w2; 
        sum_itd_w1_w2variance=variance_itd_w1(j,:)+temp_variance; 
        temp_variance=sum_itd_w1_w2variance; 
        end 
    mean_itd_w1_w2(index_phi,:)=temp_/length(w2_); 
    variance_itd_w1_w2(index_phi,:)=temp_variance/length(w2_); 
    end 
 
%%%%%%%%%%%%% find the mean and the variance of the ITD value with%%%  
%%%%%%%%%%%%% respect to the phase difference%%%%%%%%%%%%%%%%%%%%%%%%       
 
    temp__=0; 
    temp__variance=0; 
    for l=1:length(phi_); 
    sum_itd_w1_w2_phi=mean_itd_w1_w2(l,:)+temp__; 
    temp__=sum_itd_w1_w2_phi; 
    sum_itd_w1_w2_phivariance=variance_itd_w1_w2(l,:)+temp__variance; 
    temp__variance=sum_itd_w1_w2_phivariance; 
    end 
mean_itd_w1_w2_phi(index_del_w,:)=temp__/length(phi_);   
variance_itd_w1_w2_phi(index_del_w,:)=sqrt(temp__variance/length(phi_
));  
end 
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B.4: Matlab Codes for Keithley Programming 
 
 
%%%%%%%%%%%%%%%Code for programming the Keithley 6221%%%%%%%%%%%%%%%%  
%%%%%%%%%%%%%%%to generate the input signals for the chip%%%%%%%%%%%% 
%%%%%%%%%%%%%%%through GPIB cable using Matlab M-File%%%%%%%%%%%%%%%% 
 
close all 
clear all 
%delete(instrfind) 
%create an instrument object 
sinewave1 = gpib('keithley', 0 , 12); 
sinewave2 = gpib('keithley', 0 , 13); 
 
waveform 
%data 
sinewave1.OutputBufferSize = 1e12 ; 
sinewave2.OutputBufferSize = 1e12 ; 
 
fopen(sinewave1) 
fopen(sinewave2) 
 
rs=0.5/1000000;   
f_desired=100; 
Nmin=round(1/(100*f_desired*rs)); 
N=Nmin 
 
offset_delay=0/1000000; 
desired_delay=+20/1000000+offset_delay; 
phase_delay=2*pi*f_desired*desired_delay; 
 
phi1=0*pi/4; 
phi2=phase_delay; 
 
for index_portion=1:N, 
     
    if sin((index_portion-1)*(2*pi/N)+phi1) < 0 
         w1=num2str(['-',num2str(abs(sin((index_portion-
1)*(2*pi/N)+phi1)),'%2.10f')]); 
    else sin((index_portion-1)*(2*pi/N)+phi1) > 0 
         w1=num2str(['+',num2str(abs(sin((index_portion-
1)*(2*pi/N)+phi1)),'%2.10f')]); 
    end 
    if sin((index_portion-1)*(2*pi/N)+phi2) < 0 
         w2=num2str(['-',num2str(abs(sin((index_portion-
1)*(2*pi/N)+phi2)),'%2.10f')]); 
    else sin((index_portion-1)*(2*pi/N)+phi2) > 0 
         w2=num2str(['+',num2str(abs(sin((index_portion-
1)*(2*pi/N)+phi2)),'%2.10f')]); 
    end 
     
    value_w1=sin((index_portion-1)*(2*pi/N)+phi1); 
    value_w2=sin((index_portion-1)*(2*pi/N)+phi2); 
   
     
    for j=2:100 
        w1_value(index_portion,j) =  +(  sin(((2*pi/(99*N))*(j-
1))+((2*pi/N)*(index_portion-1))  +phi1)  ); %%%%%% positive half 
values with sign c compensation         
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        w2_value(index_portion,j) =  +(  sin(((2*pi/(99*N))*(j-
1))+((2*pi/N)*(index_portion-1))  +phi2)  ); %%%%%% positive half 
values with sign c compensation         
 
         
        if w1_value(index_portion,j)<0, 
        w1=cat(2,w1,',-
',num2str(abs(w1_value(index_portion,j)),'%2.10f') );%%%%%%%%%%%%% 
concatenate 3 strings----  old string , sign , new string 
        else w1_value(index_portion,j)>0, 
        
w1=cat(2,w1,',+',num2str(abs(w1_value(index_portion,j)),'%2.10f') 
);%%%%%%%%%%%%% concatenate 3 strings             
        end 
         
        if w2_value(index_portion,j)<0, 
        w2=cat(2,w2,',-
',num2str(abs(w2_value(index_portion,j)),'%2.10f') );%%%%%%%%%%%%% 
concatenate 3 strings----  old string , sign , new string 
        else w2_value(index_portion,j)>0, 
        
w2=cat(2,w2,',+',num2str(abs(w2_value(index_portion,j)),'%2.10f') 
);%%%%%%%%%%%%% concatenate 3 strings             
        end 
         
         
        value_w1=[value_w1, w1_value(index_portion,j)]; 
        value_w2=[value_w2, w2_value(index_portion,j)];  
 
    end; 
     
   Vector_value_w1(index_portion,:)=value_w1; 
   
Waveform1(index_portion,:)=w1;%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%***
* String outputs***** assign to each portion 
   Vector_value_w2(index_portion,:)=value_w2; 
   
Waveform2(index_portion,:)=w2;%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%***
* String outputs***** assign to each portion 
 
     
    clear w1_value w1 value_w1; 
    clear w2_value w2 value_w2; 
     
     
    index=(((index_portion-1)*100+1)):(((index_portion-1)*100+100)); 
    figure(1);plot(index,Vector_value_w1(index_portion,:),'y');  
    index=(((index_portion-1)*100+1)):(((index_portion-1)*100+100)); 
    figure(1);plot(index,Vector_value_w2(index_portion,:),'b');  
end 
 
 
 
fprintf(sinewave1,'*RST');  %reset (or zero) the 1st Keithley 
settings 
fprintf(sinewave2,'*RST');  %reset (or zero) the 2nd Keithley 
settings 
 
fprintf(sinewave1,'OUTP:LTE ON'); %set triax setting 
fprintf(sinewave2,'OUTP:LTE ON'); %set triax setting 
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fprintf(sinewave1,'OUTP OFF'); 
fprintf(sinewave1,'OUTP:ISH GUAR'); 
fprintf(sinewave2,'OUTP OFF'); 
fprintf(sinewave2,'OUTP:ISH GUAR'); 
 
fprintf(sinewave1,'SOUR:CURR:COMP 3');  
fprintf(sinewave2,'SOUR:CURR:COMP 3');  
 
Wave1string  = cat(2,'SOUR:WAVE:ARB:DATA ', (Waveform1(1,:))); 
Wave2string  = cat(2,'SOUR:WAVE:ARB:DATA ', (Waveform2(1,:))); 
fprintf(sinewave1, Wave1string); 
fprintf(sinewave2, Wave2string); 
 
for k=2:(N) 
Wave1string_  = cat(2,'SOUR:WAVE:ARB:APP ', (Waveform1(k,:))); 
Wave2string_  = cat(2,'SOUR:WAVE:ARB:APP ', (Waveform2(k,:))); 
fprintf(sinewave1,Wave1string_); 
fprintf(sinewave2,Wave2string_); 
end 
 
fprintf(sinewave1,'SOUR:WAVE:ARB:COPY 1'); %Copy points to location 1 
fprintf(sinewave2,'SOUR:WAVE:ARB:COPY 1'); %Copy points to location 1 
pause(10) 
 
fprintf(sinewave1,'SOUR:WAVE:FUNC ARB1'); %Select arb wave, location 
1 
fprintf(sinewave2,'SOUR:WAVE:FUNC ARB1'); %Select arb wave, location 
1 
 
freq=f_desired; 
str1=[ 'SOUR:WAVE:FREQ ' num2str(freq) ]; 
fprintf(sinewave1,str1); 
fprintf(sinewave2,str1); 
 
 
mmm=20; 
m1 = mmm; %Iip 
m2 = mmm; %Icon 
Io=1e-9; 
str1=[ 'SOUR:WAVE:AMPL ' num2str(m1*Io) ]; 
str2=[ 'SOUR:WAVE:AMPL ' num2str(m2*Io) ]; 
fprintf(sinewave1,str1); 
fprintf(sinewave2,str2); 
 
 
fprintf(sinewave1,'SOUR:WAVE:OFFS 15e-8'); 
fprintf(sinewave2,'SOUR:WAVE:OFFS 15e-8'); 
 
fprintf(sinewave1,'SOUR:WAVE:PMAR:STAT OFF'); 
fprintf(sinewave2,'SOUR:WAVE:PMAR:STAT OFF'); 
 
fprintf(sinewave1,'SOUR:WAVE:DUR:TIME INF'); 
fprintf(sinewave2,'SOUR:WAVE:DUR:TIME INF'); 
 
fprintf(sinewave1,'SOUR:WAVE:RANG FIXED'); 
fprintf(sinewave1,'SOUR:CURR:RANG 2e-7'); 
fprintf(sinewave2,'SOUR:WAVE:RANG FIXED'); 
fprintf(sinewave2,'SOUR:CURR:RANG 2e-7'); 
 
 
fprintf(sinewave1,'SOUR:WAVE:EXTR:ENAB ON');   
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fprintf(sinewave2,'SOUR:WAVE:EXTR:ENAB ON');   
fprintf(sinewave1,'SOUR:WAVE:EXTR:ILIN 1');   
fprintf(sinewave2,'SOUR:WAVE:EXTR:ILIN 1');  
fprintf(sinewave1,'SOUR:WAVE:EXTR:IGN OFF');  
fprintf(sinewave2,'SOUR:WAVE:EXTR:IGN OFF');   
fprintf(sinewave1,'SOUR:WAVE:EXTR:IVAL 0.00');  
fprintf(sinewave2,'SOUR:WAVE:EXTR:IVAL 0.00'); 
fprintf(sinewave1,'SOUR:WAVE:ARM'); 
fprintf(sinewave2,'SOUR:WAVE:ARM'); 
 
pause(3) 
 
 
fprintf(sinewave1,'SOUR:WAVE:INIT'); 
fprintf(sinewave2,'SOUR:WAVE:INIT'); 
 
 
%Disconnect and clean up Keithleys 
fclose(sinewave1) 
fclose(sinewave2) 
 
delete(sinewave1) 
delete(sinewave2) 
 
clear sinewave1 
clear sinewave2 
 
 
 
 
 
 
 
 
 
