Abstract: The large-scale integration of photovoltaic generation (PVG) on distribution systems (DSs) preserving their technical constraints related to voltage fluctuations and active power (AP) flow is a challenging problem. Solar resources are accompanied by uncertainty regarding their estimation and its intrinsically variable nature. This paper presents a new probabilistic methodology based on quasi-static time-series analysis combined with the golden section search algorithm to integrate low and high levels of PVG into DSs to prevent AP flow in reverse direction. Based on the analysis of two illustrative case studies, it was concluded that the successful integration of PVG is not only related to the photovoltaic-cell manufacturing prices and conversion efficiency, but also with the manufacturing prices of power electronic devices required for reactive power control.
Introduction
Mass integration of photovoltaic generation (PVG) is currently a crucial and widely analyzed topic due to its importance for the sustainable development of human society. Incorporating renewable energies allows us to reduce our dependence on fossil fuel and consequently the negative impact of human activities on the ecosystem. However, the large-scale integration of PVG faces important problems related to voltage variations and active power (AP) flow in reverse direction, in addition to the increment of short-circuit levels and consequently the degradation of interrupting ratings of circuit breakers and fuses of the distribution system (DS) [1] , [2] . Moreover, optimal control of power electronic devices used as interconnection instruments between PVG and DS has been frequently proposed as a strategy to manage voltage fluctuations. However, this option is accompanied by a reduction in power factor, which means a decrement in the AP injected to the DS [3] .
Under this panorama, the exhaustive analysis of planning and operation of DS is required. In this sense, many computational tools and design methodologies have been proposed and illustrated in the literature. Computational tools like the Hybrid Optimization Model for Multiple Energy Resources (HOMER), improved Hybrid Optimization by Genetic Algorithms (iHOGA), and Hybrid2 [4] are frequently used to analyze micro-grids, while the integration of PVG and distributed generation (DG) in a determined DS could be analyzed with the Open Distribution System Simulator (OpenDSS) [5] or GridLAB-D [6] , among other programs commercially available. On the one hand, HOMER, iHOGA, and Hybrid2 are used to evaluate the performance of a microgrid under specific environmental conditions without taking into account the impact of DS. However, renewable energy resources can be represented by means of time series in hourly basis. On the other hand, OpenDSS and GridLAB-D are able to perform planning for DSs from a probabilistic perspective, including simulation of annual load and renewable generation. In addition, these tools can also incorporate information from the communication equipment employed by smart-grid infrastructure.
Planning studies for the integration of DG are highly related to the solution of the probabilistic power flow (PPF) problem, which has been addressed in many different manners in the technical literature. Some approaches frequently found are based on the application of GramCharlier, Cornish-Fisher, or Edgeworth expansions, the implementation of Monte Carlo simulation (MCS) approach using serial and parallel computing, applying the unscented transformation (UT), among other techniques.
Regarding the application of approximation expansions, the behavior of charging and discharging profiles of electric vehicles (EVs), observed from the perspective of DS, was analyzed in [7] by using a model based on queuing theory combined with a PPF technique. Queuing theory was employed to represent multiple types EVs and plug-in hybrid electric vehicle (PHEVs), while PPF was used to analyze the impact of their charging and discharging profiles on DS. PPF was based on the combination of point estimate and cumulant methods in order to calculate the mean, as well as the highorder characteristics of the voltages and branch powers of DS. In [8] , two point estimation method was improved in order to incorporate the correlation level frequently observed among the probabilistic variables that represent renewable power sources. In this way, PPF accuracy can be effectively enhanced. In [9] , Gaussian copula theory is used to describe the behavior of non-normal variables, while PPF is transformed to the independent standard normal space. Then, a univariate dimension reduction model combined with two quadrature rules (Gauss-logistic quadrature and ClenshawCurtis quadrature) were implemented in order to estimate the moments of the corresponding probabilistic variables obtained from the solution of PPF problem. In [10] , the impact of PVG on transmission system was evaluated by means of a PPF model based on cumulants. Specifically, the Gram-Charlier, Edgeworth, and Cornish-Fisher approximation expansions were considered. Then, a probabilistic model to estimate the probability density function (PDF) of PVG was developed. In [11] , the impact of PVG and load demand on transmission system operation was analyzed through the implementation of a PPF based on cumulant method. Applying the Gram-Charlier expansion, PDF of the main probabilistic variables were estimated. Then, a dispatch strategy able to consider the uncertainty related to the PVG was proposed and discussed. In [12] , the control of reactive power (RP) on DSs with DG was analyzed. A fast version of PPF, which considers the different sources of uncertainty since their expected values, was used in order to reduce the number of iterations and consequently the computational burden. Then, chaotic particle swarm optimization (PSO) was implemented to determine the optimal setting of generator voltages, transformer taps, and static compensators (STATCOMs), minimizing the real power losses. In [13] , the control of carbon emissions was analyzed taking into account the influence of stochastic power generation at regional level. The problem of emissions control was formulated as a multi-objective optimization problem based on PPF analysis, where the correlation of the probabilistic variables was included. The optimization technique is based on the combination of clonal selection algorithm and a fuzzy satisfying decision technique, while PPF is solved by means of Cornish-Fisher expansion.
With respect to the computational implementation of MCS approach to account for the uncertainty related to renewable generation, a mathematical model for sampling of random variables involved in PPF calculations was developed in [14] . The approach is based on the combination of Latin supercube sampling and MCS. In [15] , crisscross algorithm is combined with MCS technique to determine the optimal allocation of DG, including the variability in renewable energy generation. In [16] , a methodology was developed based on collecting detailed information related to PVG, to be later combined with MCS approach to create a useful benchmark for preliminary estimations of PVG capacity. In [17] was developed a PPF technique that uses a combination of the Johnson system and the improved Sobol's quasi-random number generation approach. Johnson system is used to simulate the PDFs behavior, while Sobol's method is employed to represent the low-discrepancy sample in MCS. In [18] , a technique to solve the probabilistic optimal power flow from the evaluation of a PPF was developed. The approach is able to include the correlation of wind speeds using copula theory, while the objectives to be optimized are the expectation and downside risk of fuel cost.
The evolution of computational systems has reduced the time required to solve complex problems in engineering and science. Following these initiative, state-of-the-art computing has been also applied to the planning of DS. In [19] , open computing language (OpenCL) was employed as a programming tool for the solution of PPF based on MCS approach. OpenCL was used to take advantage of graphics processing unit (GPU) in order to increase the computational resources available. In [20] , GPU has been used to solve PPF based on MCS in a very fast manner, reducing the computational time required to the analysis of a large-scale DS. In [21] , a computational tool based on OpenDSS and MATLAB was developed. The computational program is able to perform yearly simulations using parallel computing. In [22] , a hybrid simulation tool based on the combination of the electromagnetic transient (EMT) simulation program and OpenDSS has been developed and tested.
As previously mentioned, UT has been also incorporated to the solution of PPF. In [23] , a hybrid methodology to solve PPF based on a neural network combined with UT was presented. The methodology takes into account probabilistic and possibilistic information related to DG and PHEV operation, in order to obtain a reliable solution. In [24] was introduced a methodology based on UT, in order to consider several rank-correlated variables with different PDFs. A set of standard Gaussian distributions with Pearson correlation coefficients is created using the Gaussian copula theory. Then, UT is applied to choose the appropriate sample points from Gaussian distributions.
Alternatively, other methodologies have been presented in the literature. In [25] , a dimension reduction method to solve PPF is developed and discussed. Considering the independent standard normal space, Nataf transformation was used to evaluate PPF. Then, the generalized lambda PDF is used to represent the sources of uncertainty. In [26] , dimensionadaptive sparse grid interpolation (DASGI) was combined with copula theory to efficiently solve PPF. DASGI is particularly useful for high-dimensional probabilistic analysis, while copula theory is used to obtain nonlinear correlation between the different sources of uncertainty. In [27] , the stochastic response surface method was employed to solve PPF, in order to avoid using series expansions such as GramCharlier, Cornish-Fisher, and Edgeworth. In [28] , PPF results were estimated using Parzen window density estimator. Different sources of uncertainty such as wind generation, load demand, and PHEV operation during their connection to DS were considered. The presented method is particularly useful in those cases at which the available information is limited. In [29] , it was developed the basis-adaptive sparse polynomial chaos expansion to solve PPF. The method combines the hyperbolic scheme, the least angle regression technique, and the copula theory. As the most important advantage of the presented methodology, it is able to deal with large-scale uncertainty sources and non-linear correlation between them, as well as the reduction on the computational burden. In [30] , the influence of tidal power sources on DS was studied by means of a PPF technique based on the implementation of kmeans clustering algorithm and a non-parametric kernel density estimation approach. The clustering technique aforementioned is used to represent the regularity of the tidal power generation, while the kernel density estimation is used to model its randomness. In [31] , probabilistic collocation method was used to represent the correlation of wind speed, and consequently the wind generation, in order to improve the results obtained from PPF. The method processes historical information of wind speed to study the spatial correlation of the power generation observed on neighboring wind farms. In [32] , curtailing PVG injection to prevent overvoltage conditions at connection points was proposed; when using this operational strategy, information on solar radiation (SR) for one year is used to determine the proper amount of PVG capacity to be installed, while also taking economic parameters into account. In [33] , an analytical model was proposed to determine the integration level of PVG that considers different types of time-varying voltage-dependent load models, using a multi-objective index based on AP and RP losses, as well as voltage fluctuations. In [34] , an optimization model based on mixed-integer linear programming (MILP) for planning the integration of wind energy and PVG was presented. Mathematical models to represent AP and RP flows are linearized, while operational limitations related to voltage fluctuations, feeder ampacities, and substation capacity are included as constraints. Quasistatic time series (QSTS) allows us to incorporate relevant information contained in an historical time series of SR or wind speed, into the planning of DSs. In this sense, the power quality score, which is evaluated through QSTS method, has been introduced in [35] in order to rank the operation of a DS under specific conditions. As QSTS requires a considerable computational effort, a variable-time-step solver was developed in [36] based on backtrack method. Similarly, a technique based on QSTS was developed in [37] able to reduce the computational time spent on the study, implementing accurate mathematical models of control devices of DS.
As can be observed, the study of DS has undergone an important development motivated by the constant growth and adoption of renewable power sources. On the one hand, energy system (ES) analysis requires large amounts of data to be processed, which is related to renewable resources and load demand, typically for one year. On the other hand, the precision of DS analysis and the modeling of its components could impact the process of estimating PVG capacity. These aspects have been considered by combining OpenDSS with EMT or MATLAB and implementing the combination in parallel computational architectures. Besides this, the MILP approach has been suggested; however, the linearization process could influence RP estimation and consequently voltage behavior.
Following the latest trends in DS analysis, in this paper, experience with simulating micro-grids and isolated ESs on a yearly basis is used to study DSs from a probabilistic viewpoint. As a new contribution to earlier studies, QSTS combined with the golden section search algorithm (GSSA) is used in this paper to estimate PVG capacity to be installed in order to avoid reverse AP flow with a determined probability. Low and high penetration levels are considered, depending on the ambition of the system designer; low-penetration PVG systems are connected to DS without any RP support; on the contrary, high-level PVG systems consider the incorporation of RP control to preserve the correct operation of DS. The paper is organized as follows: Section 3 describes the probabilistic model of SR, ambient temperature, load demand, and wholesale prices on a yearly basis; section 4 describes the mathematical model of ES, section 5 explains the proposed methodology, which is described and illustrated in sections 6, 7, and 8. Two DSs of 27 and 84 nodes are studied under low and high integration levels of PVG. The final conclusions are presented in section 9.
Renewable Resources, Load Demand, and
Electricity Price Simulation In this section, the probabilistic representation of SR, load, ambient temperature, and wholesale electricity prices by means of MCS is described.
Solar Resource Simulation
SR is typically evaluated over the long term with the uncertainty considered on annual and hourly basis. From the National Aeronautics and Space Administration (NASA) database, an estimation of the clearness index (CI) including its minimum and maximum value can be obtained. In this paper, this information is used to represent CI by means of triangular PDF, so that those years with high and low potential are modeled by taking their corresponding limits into account, while hourly variability is considered by means of a first-order Markov process, as described by Graham and Hollands in [38] . The process required for generating a set of annual SR time series is briefly described in Algorithm I.
ALGORITHM I SYNTHETIC GENERATION OF SOLAR RADIATION TIME SERIES
Step 1: Define the location of the PVG system through latitude (ø), longitude ( ), tilt angle ( ), and azimuth ( ).
Step Step 5: Analyze the first MCS trial by assigning the counter to 1; or in other words, set ⃪1.
Step 6: Generate a uniformly random number in the interval [0,1]; then, evaluate this number on each triangular cumulative density function (CDF) defined by the parameters , , and for each month of the year. From this process, the CI for each month ( ) to be used during this MCS trial ( ) is determined.
Step 7: Using the information collected during Steps 1 and 6-specifically, ø, φ, β, γ, and , with = 1, … , -evaluate the simulation model proposed by Graham and Hollands [38] .
Step 8: Store the SR time series obtained in Step 7 with T elements in the corresponding column ( ) of the table previously created in Step 4.
Step 9: If ( < ), then set ⃪ + 1 and go to Step 6; else stop.
Ambient Temperature Simulation
The model presented in [39] could be used to estimate ambient temperature using data from NASA database, as explained in (1) and (2) 
Load and Electricity Price Simulation
Using a typical residential load profile ( Fig. 1) [40] combined with the capacity of each distribution transformer installed in the DS and the historical peak electricity price ( ), the model described in (3)- (9) and Algorithm II is used to synthetically generate load at each node and an electricity price time series of the wholesale market. Some computational programs such as HOMER [41] use this type of probabilistic model to support the design and optimization of ESs and micro-grids. 
= ; = 1, … , ; = 1, … , ; 
Energy System Model
The system under analysis is composed of a PVG system, a power converter, and a DS with or without a distribution STATCOM. The mathematical model of each component is described in the next sub-sections.
Photovoltaic Generator Model

PVG
is represented according to (10)- (13), in which the uncertainty regarding the cell temperature coefficient of power, nominal operating cell temperature (NOCT), and de-rating factor has been introduced using a triangular PDF. This model offers reasonable precision for PVG systems provided with maximum power point tracking [41] :
ALGORITHM II SYNTHETIC GENERATION OF LOAD AND PRICE TIME SERIES
Step 1: Define the number of years under analysis, this is defined by MCS experiments ( ).
Step
2: Create a table with T rows and columns, this table stores each MCS trial required by PPF analysis. As our analysis is carried out annually, the number of rows is set to T=8760 h, while is the number of MCS experiments (years) defined in Step 1.
Step 3: Analyze the first MCS trial by assigning the counter to 1. In other words, set ⃪1.
Step 4: Generate a normalized load and price time series (from a probabilistic perspective) evaluating (3) . The result is a vector with T elements and Gaussian PDF.
Step 5: Generate a normalized load and price time series (with respect to the magnitude of loads and prices) evaluating (4) , using the results previously obtained in Step 4. The result is a vector with T elements and non-Gaussian PDF.
Step 6: Finally, a normalized load and price time series with respect to the transformer and peak price is obtained by applying the probability transformation of (5)
-(7).
Step 7: Estimate the load-demand time series for each node ( ) evaluating (8) . In a similar way, estimate the electricity price time series by scaling the normalized time series according to (9) .
Step 8: Store the load and price time series, obtained in Step 7 with T elements, in the corresponding column ( ) of the table previously created in Step 2.
Step 9: If ( < ), then set ⃪ + 1 and go to Step 4; else stop. 
Power Converter Model
The efficiency of a power converter decreases as the power through it decreases; this phenomenon has been experimentally studied, leading to expression (14) [42] :
Distribution System Model
DS has only been modeled for three-phase configurations using the method presented in (15)- (19) , implemented according to Algorithm III [43] : 
The capacity of STATCOM is determined through the PDF of the RP at the installation point. This PDF is built by using the amount of RP required to maintain the voltage at the installation point at the nominal value ( ). The RP is estimated by following Algorithm IV [44] .
Proposed Approach
The novel probabilistic methodology proposed in this paper was developed to integrate PVG at low and high levels. Lowlevel integration assumes that no RP support is installed with the PVG system. Under these circumstances, the flow of AP at installation branch ( ) should be moderated to prevent the power from flowing in reverse. The scheme shown in Fig. 2 describes the conditions considered for the incorporation of PVG at low degree. As can be observed, only the local flow of AP is taken into account. 3 presents the elements considered for the massive incorporation of PVG. In order to preserve the voltage of DS within the acceptable limits, the installation of a distribution STATCOM at the connection point is assumed. On the other hand, high-level penetration is limited by the AP flow at the branch directly connected to the substation ( = 1).
Fig. 3. High-level PVG integration architecture.
As stated before, the methodology developed in this work pay special attention to avoid the flow of AP in reverse. Reverse power flow can affect the operation of the energy system as a whole. On the one hand, the inverse power flow can increase the operating costs of the bulk system related to the regulation, ramping generation, and unit commitment. On the other hand, reverse power flow can produce the erratic operation of the protection system, specifically when the reverse power flow is higher than the interruption rating of the corresponding protection device. Similarly, inverse power flow can produce the operation of the reverse power relay installed at the substation, which consequently result in loss of load, degrading the reliability of ES [45] . Fig. 4 illustrates the PDF of AP at the node of interest ( ) under very-high and very-low integration of PVG. When the integration level is very low, there is no risk related to the reverse power flow; however, the benefits offered by renewable generation would be very limited. On the contrary, when the integration level is very high, the operational risks related to reverse power flow become considerable. Such risk can be measured by estimating the probability of reverse power flow, shown in shaded region in Fig. 4 .
Fig. 4. Illustration of PDF of AP flow at branch g under verylow and very-high integration level.
The amount of PVG to be installed could be estimated so that the probability of reverse power flow (shaded region in Fig. 4 ) is negligible. This idea is mathematically expressed in (31):
At the substation, this reasoning is expressed in (32):
This idea (equation 32) is the base for the integration of PVG at high-level. PDF of AP flow shown in Fig. 4 can be estimated by means of MCS approach, while the expressions (31) and (32) can be evaluated using linear interpolation. In other words, the method proposed in this paper consists on finding PVG capacity so that the value of , < 0 is equal to the significance level . The factor , < 0 is found by means of the corresponding CDF evaluated at zero through a linear interpolation algorithm. In this work, the adoption of PVG is made by DS designer. The integration could start with the low-level integration, where a moderated amount of PVG is connected to DS. Then, high-level integration could be performed by increasing the capacity of PVG and by installing an appropriate RP compensation device, a distribution STATCOM. The next sub-sections clearly describe how is estimated the interval that contains the appropriate PVG capacity to be adopted, how the analysis for the moderated integration of PVG (low-level integration) is performed, and how the study for the massive integration of PVG (high-level integration) is carried out.
Preliminary PPF Analysis
In order to avoid reverse power flow in a specific branch ( ) of DS, power production obtained from PVG system should be equal to the load demanded by DS in that branch. This reasoning can be used to determine the minimum ( , ) and maximum ( , ) PVG capacity that should be considered. The load demanded at the branch under analysis ( ) can be probabilistically studied through the solution of PPF problem without considering the influence of any PVG integration. This is known in this paper as the preliminary PPF analysis, which results in the PDF of AP at the branch of interest. Fig. 5 presents an illustration of the PDF of AP flow at branch and at the substation ( =1).
Fig. 5. Illustration of PDF of AP flow at branch g without any integration of PVG.
Considering a determined significance level ( ), the limits for PVG integration can be determined from PDF and CDF of AP flow, as shown in Fig. 5 . In summary, a preliminary PPF is performed without considering the AP injection from the PVG system installed at the node of interest. A number of load-demand MCS trials are created to carry out this task, as explained in Algorithm II, and used later in PPF analysis. In case of low-level PVG integration, results obtained from PPF are used to estimate AP flow through branch ( ) and to determine its corresponding PDF ( , ). Similarly, for high-level PVG integration, PPF analysis is used to calculate AP flow from the substation ( ) and its PDF ( , ). Then, the required intervals for minimum ( , ) and maximum ( , ) PVG integration, for low and high integration levels, are determined by evaluating the inverse CDF of the AP at branch ( , ) and connected to substation ( , ), taking into account the significance level ( ).
Low Integration Level of PVG
The proposed method aims to find the rated capacity of PVG system ( ) within the interval , , , in order to obtain a probability of reverse power flow , < 0 close to a pre-defined significance level ( ). This problem can be solved by using GSSA [46] combined with a PPF based on MCS method. GSSA is an iterative optimization method, which requires the evaluation of several points of the interval , , , in order to minimize the factor , < 0 − . Let us consider the situation at which the performance of a determined PVG capacity ( ) is required to be estimated, this could be understood as the evaluation of a determined iteration of GSSA. To carry out this task, it is necessary to create a specific number ( ) of MCS time series of SR using the Algorithm I, as well as load demand and energy prices time series using Algorithm II. The next step consists on performing PPF by solving load flow (LF) problem at each hourly time step ( = 1, … , ) of each year represented as each MCS trial ( = 1, … , ). Then, using the results obtained, the PDF ( , ) and consequently the CDF ( , ) of AP flow at the branch of interest ( ) is built. At this point, the term , < 0 is calculated through the evaluation of the CDF of AP flow ( , ) at a power equal to zero. Finally, the error is determined by evaluating the factor , < 0 − . As the PVG system is directly connected to DS without any RP support (Fig. 2) , PPF can be solved through the application of Algorithm III at each time step and MCS trial.
ALGORITHM III DISTRIBUTED GENERATION MODELED AS CONSTANT POWER FACTOR
Step 
⃪ ). PVG is assumed to be injected on node (g). Step 2: Using data from the DS, build the matrices and
; useful information can be found in [43] .
Step 3: Considering the actual value of vector ( , ), calculate the current injection at each node ( , , ; = 1, … ) using (15) and (16) ; in this way, the vector ( , ) defined in (17) is fulfilled.
Step 4: Using the results obtained in steps (2) and (3), estimate the value of vector ( , ) for the next iteration ( + 1) using (18).
Step 5: Calculate the value of vector ( , ) for the next iteration ( + 1) using (19) .
Step 6: Estimate the current value of the LF calculation error as shown in (20) :
Step 7: If ( ) and (k< ), set ⃪ + 1 and go to Step 3; else stop.
High Integration Level of PVG
The study for high penetration of PVG has some similarities to the analysis for the integration at low level. The integration at high level uses the interval obtained from the preliminary analysis described in sub-section 5.1 to determine the rated PVG capacity to be installed, but this process is applied at the branch connected to the substation.
As in the case of low-level integration, GSSA and PPF techniques are combined to estimate the appropriate amount of PVG to be added to DS. However, GSSA is implemented considering the factor , < 0 − , while PPF is performed considering the effects of STATCOM installed at the connection point ( ). Distribution STATCOM injects or consumes RP in order to maintain the voltage at the connection point at the rating value of the system; this behavior is included by implementing the Algorithm IV during the solution of PPF. This procedure allows us to obtain the PDF of the RP compensation at the point ( ), which provides useful information related to the appropriate capacity of the compensation device to be installed. Fig. 6 illustrates the PDF of the RP compensation at the node of interest, the magnitudes of RP injected and consumed can be used to estimate the rating capacity of the device to be installed. The quantities of interest in Fig. 6 ( and ) can be calculated by evaluating the corresponding CDF inversely, at a determined significance level ( ). Once these variables have been calculated, the capacity of distribution STATCOM ( ) can obtained from the expression , | | .
Fig. 6.
Illustration of PDF of required reactive power at node g.
General Conditions of the Case Studies
The technique proposed in this work is illustrated through the study of two hypothetical systems. DS and PVG system are assumed to be located in Zaragoza, Spain (Ø = 41.65° N and = 0.833° W). Under these conditions, data on SR ( , , and ; = 1, … , ) and ambient temperature ( , , and ) were found on the NASA website on a monthly basis ( = 12); the respective models of hourly SR and temperature were later built by following the procedures of sub-sections 3.1 and 3.2.
The load and price time series were synthetically generated according to sub-section 3.3 by considering a peak-price of €0.15/kWh ( = €0.15/ ℎ ), and an autocorrelation coefficient of 0.9 ( = 0.9). Hourly-load uncertainty was modeled as = 0.15( ); ℎ = 1, … , . DS has a rated voltage of 11 kV ( =11 kV), while its maximum ( ) and minimum ( ) limits were assumed to be 105% and 95% of the nominal value, respectively. LF tolerance was adjusted to 0.00001 ( = 0.00001) and the maximum numbers of iterations were adjusted to ( = 25) and ( = 8).
PVG system was assumed to be installed with a tilt angle of 60º ( = 60°) and azimuth 0º ( = 0°); its production was probabilistically modeled according to sub-section 4.1, assuming NOCT values of = 45 °C , = 48 °C , and = 46° ; de-rating factors of = 0.105 , = 0.42, and = 0.15; and temperature coefficients of = −0.6 %/° , = −0.2%/° , and = −0.5%/° .
GSSA was implemented by assuming = 0.01 and = 0.01, while discretized PDFs of AP flow and RP flow were built using 250 intervals. Power converter was modeled by assuming = 0.0183 , = 0.0525 , and = 0.03768; the amount of photovoltaic cells ( ) and rated capacity of power converter ( ) were adjusted according to the PVG system capacity ( ) under evaluation by the GSSA at each iteration.
ALGORITHM IV DISTRIBUTED GENERATION MODELED AS CONSTANT VOLTAGE
Step 1: Set the maximum number of iterations ( ) to a reasonable value. Considering the node at which DG is installed ( ), calculate the corresponding reactance ( ), as shown in (21):
Set the initial value ( = 0) of RP to be added to DS to zero ( , , , ⃪0).
where (
, , ,
) and (
) are defined as in (23) and (24) , respectively:
, , ,
Step 4:
is determined by using the GSSA over the interval presented in (23) and (24) ; the function to be minimized ( ) is built according to (25) - (27) [44] : 
, ,
Step 5: Once 
If RP needs to be injected to DS, then the corresponding interval of values for ( , , ,
) is defined as in (29) and (30) , respectively.
, , , = 0.
Then, the estimation error ( ) is minimized as previously explained in (27).
Step 6: Perform a LF calculation according to Algorithm III, considering the value previously defined in (28).
Step 7: If ( < − 1); set ⃪ + 1 and go to Step 3; else go to Step 8.
Step 8: Finally, the RP to be injected or consumed at node is assigned as , ⃪ , , ,
; then, stop.
The photovoltaic cell used in our example was based on Si (Crystalline) technology with = 25.6 %, = 143.7 cm 2 , = 0.74 V, = 41.8 mA/cm 2 , and = 82.7% [47] .
Additionally, a techno-economic analysis based on net present cost (NPC) estimation is presented by assuming a nominal interest rate of 4%, inflation rate of 2%, project lifetime equal to 45 years, PVG system cost of €1.3/W with lifetime of 30 years, power converter cost of €500/kVA and lifetime of 30 years, and STATCOM capital cost of €50/kVAr with a lifetime of 30 years.
The results obtained from the low and high PVG integration studies are presented in the next sub-sections. The proposed model was implemented in MATLAB on a computer with an i7-3630QM CPU at 2.40 GHz, 8GB of RAM, and a 64-bit operating system.
Case A
In this section, the novel probabilistic methodology proposed in this paper for the integration of PVG into a DS is illustrated by analyzing the system shown in Fig. 7 with 27 nodes ( = 27) and the parameters presented in Table 1 [48] . As can be observed, PVG is expected to be installed on node 11 ( = 11). In this case, load demand time series were created by following the methodology presented in sub-section 3.3 using a general lagging power factor of 0.87.
PPF analysis was performed considering 25 MCS trials ( =25), which means 25 years of SR, ambient temperature, load demand, and energy prices. In addition, a per unit system with base power ( ) of 2100 kVA was used. The next sub-sections present the results obtained for low and high levels of PVG integration for this case study.
Fig. 7. Topology of the distribution system under analysis.
Results for Low Integration Level (Case A)
GSSA was evaluated to consider PVG capacities between 78.899 kW ( , = 78.899 kW) and 329.028 kW ( , = 329.028 kW), according to the results obtained from the preliminary PPF analysis explained in sub-section 5.1. The convergence of GSSA is shown in Fig. 8 ; this was evaluated through 26 iterations and it suggested the installation of 302 kW, which has a probability of generating reverse power flow in the corresponding branch ( = 11) of 0.011052. Table 2 presents the results of PPF analysis for recommended PVG integration; the reader can observe how the probability of power flowing in reverse slightly increases as a consequence of PVG but with a negligible probability, as = 0.01 was chosen. Regarding the techno-economic analysis, the amount of money spent on power purchasing from wholesale market was estimated at €576,920.568/year; while NPC was estimated at €17,879,234.717. The computational time required to design this system was 174.865 minutes. Additionally, at this integration level the voltages at all nodes were within the required operational limit, or in other words ≥ ≥ = 1 for ∈ 1,27 .
Results for High Integration Level (Case A)
In this case, GSSA was evaluated to consider PVG capacities between 343.911 kW ( , = 343.911 kW) and 1434.184 kW ( , = 1434.184 kW), because the main feeder connected to the substation can manage the highest amount of power in DS. 
Fig. 8. Convergence of the GSSA for low-level PVG integration (Case A).
The convergence of GSSA for this case is shown in Fig. 9 . As expected, at 1329 kW the GSSA establishes a probability of producing AP in reverse of 0.010975. It is predicted that €468,391.915/year will be spent on electricity to be imported from the wholesale market, while the expected value of NPC is estimated at €17,308,020.985. The computational time required to design this system was 362.027 minutes. presents the averaged performance for this design. It is important to observe how the probability of AP flow in reverse within the DS increases notably, while at the main feeder, this is maintained close to 0.01 according to our design requirements described in (32). In order to control the voltage behavior at the installation point ( = 11), the RP requirements are analyzed by means of its PDF, which is shown in Fig. 10 . As can be observed, the confidence interval for this distribution has negative and positive values, so that the maximum between the absolute values at extreme points is selected (Fig. 6 in sub-section 5.3) , which in our case was 2,349.82 kVAr. At this integration level, the probabilistic condition related to voltage limitations expressed as ≥ ≥ = 1 for ∈ 1,27 is also fulfilled.
When comparing the low-and high-integration models, a difference of 18.8% in the costs related to the energy imported from wholesale market is observed. However, a modest difference of NPC by only 3.2% is estimated. Based on these results, it is possible to conclude that the economic success of PVG integration at a high level not only depends on the increment of photovoltaic-cell efficiency and the reduction of its manufacturing costs but also on the costs related to the power electronic devices required to support and improve the voltage profile.
Another relevant result is the difference in the computational times required to analyze low and high integration levels.
As stated before in Algorithm IV, an additional procedure to determine the RP to be injected or consumed in order to maintain the voltage at the installation point at its nominal value is required; this process is carried out in a loop − 1 times, incrementing the computational burden of the mathematical problem. 
Case B
The proposed methodology is illustrated through the analysis of another DS of 84 nodes ( = 84). The parameters of the system are shown in Table 4 [49] . PVG system is supposed to be installed on node 26 ( = 26). As in the previous case, load demand time series were created by following the methodology presented in sub-section 3.3 using a general lagging power factor of 0.9.
PPF analysis was performed considering 5 MCS trials ( =5), and using a per unit system with base power ( ) of 3000 kVA. The next sub-sections present the results obtained for low and high levels of PVG integration for this case.
Results for Low Integration Level (Case B)
From the implementation of the preliminary PPF analysis explained in sub-section 5.1 for this case study, PVG capacity considered during the evaluation of GSSA is between 129.863 kW ( , = 129.863 kW) and 541.558 kW ( , = 541.558 kW). The convergence of GSSA is shown in Fig. 11 , which suggests the installation of a PVG system of 488 kW. The probability of reverse power flow at the branch 26 ( =26) is 0.007841, these results can be verified in the averaged performance presented in Table 5 . As in our previous case study, the probability of observing reverse power flow rapidly decreases, for those branches towards the main substation. Moreover, the amount of money spent on power purchasing from wholesale market was estimated at €720,692.751/year; while NPC was estimated in €22,603,477.236. The computational time required to design this system was 125.101 minutes.
Fig. 11. Convergence of the GSSA for low-level PVG integration (Case B).
Using the information obtained from the preliminary PPF study, GSSA was evaluated to consider PVG capacities between 435.457 kW ( , = kW) and 1815.951 kW ( , = kW), because the main feeder connected to the substation can manage the highest amount of power in the DS. The convergence of GSSA for this analysis is shown in Fig. 12 suggesting the installation of a PVG system of 1704 kW. As can be observed in Table 6 , at 1704 kW the probability of producing AP in reverse flow at the substation is 0.011559.
It is expected that €589,869.581/year will be spent on electricity to be imported from the wholesale market, while the expected value of NPC is estimated in €21,870,226.668. The computational time required to design this system was 313.112 minutes. In order to control the voltage behavior at the installation point ( = 26), the RP requirements are analyzed by means of its PDF, which is shown in Fig. 13 . As can be observed, the confidence interval for this distribution has negative and positive values, so that the maximum between the absolute values at extreme points is selected (Fig. 6 in sub-section 5. 3), which in this case was 2963.02 kVAr.
Results for High Integration Level (Case B)
With respect to the difference of NPC and annual costs of energy purchase, similar results to those obtained in Case A can be found, which reveals the importance of power electronic devices on the economic sustainability of PVG integration. On the one hand, the rated capacity of distribution STATCOM is similar in both case studies, specifically at high level integration. For Case A, a device of 2,349.82 kVAr was suggested, while for Case B the capacity found was 2963.02 kVAr. From Figs. 10 and 13, it is possible to observe that these values are directly related to the injection of RP, which highly depends on the load profile of Fig. 1 . On the other hand, incorporation of RP compensation device is not so evident in Case A, where the voltage at all nodes is within the required interval. However, in Case B this does not occur. Table 7 shows the probabilistic analysis of voltage at each node for both integration levels, at low-level integration there is a low probability of observing voltage variations out the required limits because there is no any RP control. On the contrary, incorporation of distribution STATCOM in the high-level option guarantee proper magnitudes of the voltage at each node. Another important topic is the effect of the number of MCS trials on the PVG capacity estimation and performance. In Case B only were considered 5 years ( =5) in order to reduce the computational time. However, the precision of method could be improved by incrementing the number of experiments, spending more computational time. Table 8 presents the value of some parameters such as PVG capacity, STATCOM capacity, probability of reverse power flow, expected value of NPC, and computational time when 10 years are considered on MCS method ( =10). As can be concluded, for this specific case, the results obtained for 10 MCS trials are very similar to those previously reported. 
Conclusions
In this paper, GSSA was combined with QSTS analysis as a new contribution to determine the proper amount of PVG needed to prevent AP flow in reverse. The novel probabilistic methodology could be implemented in two different stages: at a low level of integration, installing PVG at a moderated rate, and at a high level, by incrementing PVG at a massive rate accompanied with a distribution STATCOM device to guarantee optimal behavior of the voltage profile. The analysis of two illustrative case studies allowed concluding that the economic viability of massive PVG incorporation requires a considerable increase in cell efficiencies as well as decreased cell and STATCOM manufacturing costs and prices, which are required to operationally support high-level integration. Otherwise, the feeders' ampacity was not included in the proposed methodology study. However, if the probability of overload for a determined feeder is higher than , then the proposed algorithm could be applied again, assigning the low limit of the GSSA searching interval ( , ) to that obtained from the preliminary PPF and high limit of the GSSA searching interval for the PVG capacity that was recently found (
, ⃪
). In this way, the probability of reverse AP flow will be lower than , while the probability of overloading any feeder can be adjusted to a value close to . A similar reasoning can be applied to reduce the probability of over-voltage or under-voltage in any node of the DS. Reactive power (kVAr)
Frequency
The proposed methodology has very theoretical characteristics. However, it could be used to approximate the photovoltaic generation capacity from general information of the system of interest. For example, the load profile of Fig. 1 could be measured by means of a three-phase power logger installed at the substation. On the other hand, the implementation of the low-level integration and then the highpenetration design allows DS operator to overcome any technical issue, since the integration process starts by the minimum impact configuration, gradually. 
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