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a b s t r a c t
This paper deals with the problem of state estimation for fuzzy cellular neural networks
(FCNNs) with time delay in the leakage term, discrete and unbounded distributed delays.
In this paper, leakage delay in the leakage term is used to unstable the neuron states.
It is challenging to develop a delay dependent condition to estimate the unstable
neuron states through available output measurements such that the error-state system
is globally asymptotically stable. By constructing the Lyapunov–Krasovskii functional
which contains a triple-integral term, an improved delay-dependent stability criterion
is derived in terms of linear matrix inequalities (LMIs). However, by using the free-
weighting matrices method, a simple and efficient criterion is derived in terms of LMIs
for estimation. The restriction such as the time-varying delay which was required to be
differentiable or even its time-derivative which was assumed to be smaller than one, are
removed. Instead, the time-varying delay is only assumed to be bounded. Finally, numerical
examples and its simulations are given to demonstrate the effectiveness of the derived
results.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Cellular neural networks (CNNs), proposed by Chua and Yang in [1,2] have been extensively studied both in theory and
applications. Based on traditional CNN, the FCNNs are first introduced in 1996, proposed by Yang in [3,4]. The FCNN is a fuzzy
neural network which integrates fuzzy logic into the structure of traditional CNN. It is a very useful tool in image processing
and pattern recognition.
Delayed systems are frequently encountered in various areas realistically, and time delay is often a source of instability
and oscillations in the system. Therefore, dynamics in a neural network (NN) often have time delays due to many reasons,
such as the finite switching speed of amplifiers in electronic NNs or the finite signal propagation time in biological
networks. As a result, either delay-independent or delay-dependent, sufficient conditions have been proposed to verify
the asymptotical or exponential stability of delayed neural networks [5–7]. Recently, NNs and FCNNs with various types
of delay have been widely investigated by many authors; see [8–15]. However, so far, there has been very little existing
works on FCNNs with time delay in the leakage (or ‘‘forgetting’’) term [16–18]. This is due to some theoretical and technical
difficulties [19]. In fact, time delay in the leakage term also has great impact on the dynamics of FCNNs. As pointed out by
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Gopalsamy [20], time delay in the stabilizing negative feedback term has a tendency to destabilize a system. Moreover, the
effects of leakage delay on FCNNs cannot be ignored.
Recently, the triple integral forms of a Lyapunov–Krasovskii functional for stability of time-varying delay has been
proposed in [21]. On the other hand, since the neuron states are not often fully available in the network outputs in many
applications, the neuron state estimation problem is also important for many applications to utilize the estimated neuron
state [22]. The problem addressed is to estimate the neuron states through available output measurements such that the
dynamics of the estimation error is globally asymptotically or exponentially stable. Moreover, the state estimation problem
for neural networks has also attracted some attention in recent years; see [23–27].
To the best of the authors’ knowledge, there are no results on state estimation for FCNNs with time delay in the leakage
term, discrete and unbounded distributed delays. Motivated by the above discussion, in this paper, leakage delay in the
leakage term is used to unstable the neuron states. It is challenging to develop a delay dependent condition to estimate the
unstable neuron states through available output measurements such that the error-state system is globally asymptotically
stable. Based on the Lyapunov–Krasovskii functional which contains a triple-integral term, an improved delay-dependent
stability criterion is derived in terms of LMIs. However, using the free-weighting matrices method, a simple and efficient
criterion is derived in terms of LMIs for estimation. Numerical examples are given to demonstrate the effectiveness and
merits of the derived result.
Notations. Rn denotes the n-dimensional Euclidean space. For any matrix A = [aij]n×n, let AT and A−1 denote the
transpose and the inverse of A, respectively. |A| = [|aij|]n×n. Let A > 0 (A < 0) denote the positive-definite (negative-
definite) symmetric matrix, respectively. I denotes the identity matrix of appropriate dimension. Λ = {1, 2, . . . , n} and
Ξ = {1, 2, . . . ,m}. ∗ denotes the symmetric terms in a symmetric matrix.
2. Model formulation and preliminaries
Consider the following FCNN with leakage delay, discrete and unbounded distributed delays:
x˙i(t) = −aixi(t − σ)+
n−
j=1
b0ijgj(xj(t))+
n−
j=1
b1ijgj(xj(t − τ(t)))
+
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xj(s))ds+
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xj(s))ds, iϵΛ,
xi(s) = ui(s), s ∈ (−∞, 0],
(1)
whereui(·) ∈ C((−∞, 0],R);αij andβij are the elements of fuzzy feedbackMIN template and fuzzy feedbackMAX template,
respectively; b0ij and b1ij are the elements of feedback template;

,

denote the fuzzy AND and fuzzy OR operation,
respectively; xi denotes the state of the ith neuron; ai is a diagonal matrix, ai represents the rates with which the i-th neuron
will reset their potential to the resting state in isolation when disconnected from the networks and external inputs; gj
represents the neuron activation function; ki(s) ≥ 0 is the feedback kernel and satisfies∫ ∞
0
ki(s)ds = 1, iϵΛ. (2)
(A1) The transmission delay τ(t) is a time varying delay, and it satisfies 0 ≤ τ(t) ≤ τ , where τ is a positive constant.
(A2) The leakage delay satisfies σ ≥ 0.
It is assumed that the neuron activation function g(·) satisfies the following Lipschitz condition:
|g(x)− g(y)| ≤ |G(x− y)|, (3)
where G ∈ Rn×n is a known constant matrix.
Our aim in this paper is to investigate an efficient estimation algorithm in order to observe the neuron states from the
available network outputs. Therefore, the network measurements are assumed to satisfy
yk(t) = ckjxj(t)+ fk(t, xj(t)), k ∈ Ξ , j ∈ Λ, (4)
where yk ∈ Rm is the measurement output of the kth neuron and ckj is the element of a known constant matrix with
appropriate dimension. f is the neuron-dependent nonlinear disturbance on the network outputs and satisfies the following
Lipschitz condition:
|f (t, x)− f (t, y)| ≤ |F(x− y)|, (5)
where the constant matrix F ∈ Rn×n is also known.
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We construct the full order state estimation as follows:
˙ˆxi(t) = −aixˆi(t − σ)+
n−
j=1
b0ijgj(xˆj(t))+
n−
j=1
b1ijgj(xˆj(t − τ(t)))
+
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds+
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds
+ hik

yk(t)− ckjxˆj(t)− fk(t, xˆj(t))

, k ∈ Ξ , iϵΛ,
xˆi(s) = vi(s), s ∈ (−∞, 0],
(6)
where vi(·) ∈ C((−∞, 0],R); xˆi(t) is the estimation of the ith neuron state and hik is the element of an estimator gain
matrix to be designed.
Define the error ei(t) = xi(t)− xˆi(t), φj(t) = gj(xj(t))− gj(xˆj(t)) andψk(t) = fk(t, xj(t))− fk(t, xˆj(t)), i, j ∈ Λ, k ∈ Ξ ;
then it follows from (1), (4) and (6) that
e˙i(t) = −aiei(t − σ)− hikckjej(t)+
n−
j=1
b0ijφj(t)+
n−
j=1
b1ijφj(t − τ(t))
+
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xj(s))ds−
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds
+
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xj(s))ds−
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds− hikψk(t), i, j ∈ Λ, k ∈ Ξ ,
ei(s) = ui(s)− vi(s) = ϕi(s), s ∈ (−∞, 0].
(7)
Using a simple transformation, system (7) has an equivalent form as follows:
d
dt
[
ei(t)− ai
∫ t
t−σ
ei(s)ds
]
= −aiei(t)− hikckjei(t)+
n−
j=1
b0ijφj(t)+
n−
j=1
b1ijφj(t − τ(t))
+
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xj(s))ds−
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds
+
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xj(s))ds−
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds− hikψk(t), i, j ∈ Λ, k ∈ Ξ ,
ei(s) = ϕi(s), s ∈ (−∞, 0].
(8)
It is clear from (3) and (5) that
φT (t)φ(t) = |g(x(t))− g(xˆ(t))|2 ≤ |Le(t)|2
= eT (t)LT Le(t) (9)
and
ψT (t)ψ(t) = |f (t, x(t))− f (t, xˆ(t))|2 ≤ |L1e(t)|2
= eT (t)LT1L1e(t). (10)
Now we state the following few lemmas which will be used in the sequel.
Lemma 2.1 (Schur Complement [28]). The LMI

Q (x) S(x)
ST (x) R(x)

> 0, where Q (x) = Q T (x), R(x) = RT (x), is equivalent to
R(x) > 0 and Q (x)− S(x)R−1(x)ST (x) > 0.
Lemma 2.2 ([29]). For any x, y ∈ Rn, ϵ > 0 and positive definite matrix Q ∈ Rn×n, the following matrix inequality holds:
2xTy ≤ ϵxTQx+ ϵ−1yTQ−1y.
Lemma 2.3 ([30]). Let z, z ′ be two states of system (1); then we have n
j=1
αijfj(z)−
n
j=1
αijfj(z ′)
 ≤ n−
j=1
|αij| |fj(z)− fj(z ′)|, n
j=1
βijfj(z)−
n
j=1
βijfj(z ′)
 ≤ n−
j=1
|βij| |fj(z)− fj(z ′)|.
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Lemma 2.4 ([31]). For any x ∈ Rn, any constant matrix A = [aij]n×n with aij ≥ 0, the following matrix inequality holds:
xTATAx ≤ nxTATs Asx,
where As = diag
∑n
i=1 ai1,
∑n
i=1 ai2, . . . ,
∑n
i=1 ain

.
Lemma 2.5 ([32]). Given any real matrix M = MT > 0 of appropriate dimension, a scalar η > 0, and a vector function
ω(·) : [a, b] → Rn, such that the integrations concerned are well defined, then[∫ b
a
ω(s)ds
]T
M
[∫ b
a
ω(s)ds
]
≤ (b− a)
∫ b
a
ωT (s)Mω(s)ds.
3. Main results
Theorem 3.1. Assume that assumptions (A1)–(A2) and the Lipschitz conditions (3) and (5) hold. The error dynamical system (7) is
globally asymptotically stable, if there exist n×n positive diagonal matrices P,Q , some n×n positive definite symmetric matrices
R,W ,N,M, four scalars µ > 0, ϵ1 > 0, ϵ2 > 0, ϵ3 > 0, and a 2n× 2n matrix

T11 T12∗ T22

> 0 such that the following LMI has
feasible solution:
Ω =
[
Ωi,j Γ
T
∗ −µn−1I
]
< 0, (11)
where i, j = 1, 2, . . . , 11 with
Ω1,1 = −2PA− 2RC + P + σ 2N +W − 2M + ϵ1LT L+ ϵ3LT1L1, Ω1,2 = 0, Ω1,3 = T T12,
Ω1,4 = −CTRT , Ω1,5 = ATPA+ CTRTA, Ω1,6 = 2
τ
M, Ω1,7 = 2
τ
M, Ω1,8 = PB0, Ω1,9 = PB1,
Ω1,10 = −R, Ω1,11 = 0, Ω2,2 = −W , Ω2,3 = 0, Ω2,4 = −ATPT , Ω2,5 = 0,
Ω2,6 = 0, Ω2,7 = 0,
Ω2,8 = 0, Ω2,9 = 0, Ω2,10 = 0, Ω2,11 = 0, Ω3,3 = τT11 − 2T T12 + ϵ2LT L,
Ω3,4 = 0, Ω3,5 = 0,
Ω3,6 = 0, Ω3,7 = 0, Ω3,8 = 0, Ω3,9 = 0, Ω3,10 = 0, Ω3,11 = 0,
Ω4,4 = −2P + τT22 + τ
2
2
M,
Ω4,5 = 0, Ω4,6 = 0, Ω4,7 = 0, Ω4,8 = PB0, Ω4,9 = PB1,
Ω4,10 = −R, Ω4,11 = 0,
Ω5,5 = ATPA− N, Ω5,6 = 0, Ω5,7 = 0, Ω5,8 = −ATPB0,
Ω5,9 = −ATPB1, Ω5,10 = ATR,
Ω5,11 = 0, Ω6,6 = − 2
τ 2
M, Ω6,7 = − 2
τ 2
M, Ω6,8 = 0, Ω6,9 = 0,
Ω6,10 = 0, Ω6,11 = 0,
Ω7,7 = − 2
τ 2
M, Ω7,8 = 0, Ω7,9 = 0, Ω7,10 = 0, Ω7,11 = 0, Ω8,8 = Q − ϵ1,
Ω8,9 = 0, Ω8,10 = 0,
Ω8,11 = 0, Ω9,9 = −ϵ2, Ω9,10 = 0, Ω9,11 = 0, Ω10,10 = −ϵ3,
Ω10,11 = 0, Ω11,11 = 2nSTPS + µI − Q ,
|α|s = diag

n−
i=1
|αi1|,
n−
i=1
|αi2|, . . . ,
n−
i=1
|αin|

, |β|s = diag

n−
i=1
|βi1|,
n−
i=1
|βi2|, . . . ,
n−
i=1
|βin|

,
S = |α|s + |β|s, Γ T =

0 0 0 (PS)T 0 0 0 0 0 0 0
T
.
Moreover, the estimation gain is H = P−1R.
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Proof. Consider the following Lyapunov–Krasovskii functional
V (t) =
7−
i=1
Vi(t), (12)
where
V1(t) =

e(t)− A
∫ t
t−σ
e(s)ds
T
P

e(t)− A
∫ t
t−σ
e(s)ds

=
n−
i=1
pi

ei(t)− ai
∫ t
t−σ
ei(s)ds
2
,
V2(t) =
∫ t
t−σ
eT (s)We(s)ds,
V3(t) = σ
∫ t
t−σ
∫ t
θ
eT (s)Ne(s)dsdθ,
V4(t) =
n−
j=1
qj
∫ ∞
0
kj(θ)
∫ t
t−θ
φ2j (s)dsdθ,
V5(t) =
∫ t
0
∫ θ
θ−τ(θ)
[
e(θ − τ(θ))
e˙(s)
]T [
T11 T12
∗ T22
] [
e(θ − τ(θ))
e˙(s)
]
dsdθ,
V6(t) =
∫ 0
−τ
∫ t
t+θ
e˙T (s)T22e˙(s)dsdθ,
V7(t) =
∫ 0
−τ
∫ 0
θ
∫ t
t+λ
e˙T (s)Me˙(s)dsdλdθ.
From Lemma 2.3, we obtain n
j=1
αij
∫ t
−∞
kj(t − s)gj(xj(s))ds−
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds
 ≤ n−
j=1
|αij|
∫ t−∞ kj(t − s)(gj(xj(s))− gj(xˆj(s)))ds

=
n−
j=1
|αij|
∫ t−∞ kj(t − s)φj(s)ds
 .
By calculating the time derivation of Vi(t) along the trajectory of system (8), we obtain
V˙1(t) = 2
n−
i=1
pi

ei(t)− ai
∫ t
t−σ
ei(s)ds

−(ai + hikckj)ei(t)+
n−
j=1
b0ijφj(t)
+
n−
j=1
b1ijφj(t − τ(t))+
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xj(s))ds−
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds
+
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xj(s))ds−
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds− hikψk(t)

≤ 2

e(t)− A
∫ t
t−σ
e(s)ds
T
P

−(A+ HC)e(t)+ B0φ(t)+ B1φ(t − τ(t))− Hψ(t)

+ 2
e(t)− A ∫ t
t−σ
e(s)ds
T P(|α| + |β|) ∫ t−∞ K(t − s)φ(s)ds

≤ −2eT (t) P(A+ HC)e(t)+ 2eT (t)PB0 φ(t)+ 2eT (t) PB1 φ(t − τ(t))− 2eT (t)PHψ(t)
+ 2eT (t)(A+ HC)TPA
∫ t
t−σ
e(s)ds− 2
∫ t
t−σ
eT (s)dsATPB0φ(t)− 2
∫ t
t−σ
eT (s)ds
× ATPB1φ(t − τ(t))+ 2
∫ t
t−σ
eT (s)dsATPHψ(t)+ eT (t)Pe(t)+
∫ t
t−σ
eT (s)dsATPA
×
∫ t
t−σ
e(s)ds+ 2n
∫ t
−∞
K(t − s)φT (s)ds(|α|s + |β|s)TP(|α|s + |β|s)
×
∫ t
−∞
K(t − s)φ(s)ds+ 2e˙T (t)P

−e˙(t)+ e˙(t)

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≤ −2eT (t) PAe(t)− 2eT (t) RCe(t)+ 2eT (t) PB0φ(t)+ 2eT (t)PB1φ(t − τ(t))
− 2eT (t)Rψ(t)+ 2eT (t)

ATPA+ CTRTA
 ∫ t
t−σ
e(s)ds− 2
∫ t
t−σ
eT (s)dsATPB0φ(t)
− 2
∫ t
t−σ
eT (s)dsATPB1φ(t − τ(t))+ 2
∫ t
t−σ
eT (s)dsATRψ(t)+ eT (t)Pe(t)
+
∫ t
t−σ
eT (s)ds ATPA
∫ t
t−σ
e(s)ds+ 2n
∫ t
−∞
K(t − s)φT (s)ds(|α|s + |β|s)TP(|α|s + |β|s)
×
∫ t
−∞
K(t − s)φ(s)ds− 2e˙T (t)Pe˙(t)− 2e˙T (t)PAe(t − σ)− 2e˙T (t)RCe(t)
+ 2e˙T (t)PB0φ(t)+ 2e˙T (t) PB1φ(t − τ(t))− 2e˙T (t)Rψ(t)
+µ−1n e˙T (t)P(|α|s + |β|s)(|α|s + |β|s)TPT e˙(t)+ µ
∫ t
−∞
K(t − s)φT (s)ds
∫ t
−∞
K(t − s)φ(s)ds

, (13)
V˙2(t) = eT (t)We(t)− eT (t − σ)We(t − σ), (14)
V˙3(t) = σ 2eT (t)Ne(t)− σ
∫ t
t−σ
eT (s)Ne(s)ds
≤ σ 2eT (t)Ne(t)−
∫ t
t−σ
eT (s)dsN
∫ t
t−σ
e(s)ds, (15)
V˙4(t) =
n−
j=1
qj
∫ ∞
0
kj(θ)φ2j (t)dθ −
n−
j=1
qj
∫ ∞
0
kj(θ)φ2j (t − θ)dθ
= φT (t)Qφ(t)−
n−
j=1
qj
∫ ∞
0
kj(θ)dθ
∫ ∞
0
kj(θ)φ2j (t − θ)dθ
≤ φT (t)Qφ(t)−
∫ t
−∞
K(t − s)φ(s)ds
T
Q
∫ t
−∞
K(t − s)φ(s)ds

, (16)
V˙5(t) =
∫ t
t−τ(t)
[
e(t − τ(t))
e˙(s)
]T [
T11 T12
∗ T22
] [
e(t − τ(t))
e˙(s)
]
ds
= τ(t)eT (t − τ(t)) T11e(t − τ(t))+ 2eT (t)T T12e(t − τ(t))− 2eT (t − τ(t)) T T12 e(t − τ(t))
+
∫ t
t−τ(t)
e˙T (s)T22e˙(s)ds
≤ eT (t − τ(t))

τT11 − 2T T12

e(t − τ(t))+ 2eT (t) T T12 e(t − τ(t))+
∫ t
t−τ
e˙T (s)T22e˙(s)ds, (17)
V˙6(t) = τ e˙T (t)T22e˙(t)−
∫ 0
−τ
e˙T (t + θ)T22e˙(t + θ)dθ
= τ e˙T (t)T22e˙(t)−
∫ t
t−τ
e˙T (s)T22e˙(s)ds, (18)
V˙7(t) = τ
2
2
e˙T (t)Me˙(t)−
∫ 0
−τ
∫ t
t+θ
e˙T (s)Me˙(s)dsdθ
≤ τ
2
2
e˙T (t)Me˙(t)− 2
τ 2
∫ 0
−τ
∫ t
t+θ
e˙(s)dsdθ
T
M
∫ 0
−τ
∫ t
t+θ
e˙(s)dsdθ

= τ
2
2
e˙T (t)Me˙(t)− 2
τ 2

τe(t)−
∫ t
t−τ
e(s)ds
T
M

τe(t)−
∫ t
t−τ
e(s)ds

= τ
2
2
e˙T (t)Me˙(t)− 2
τ 2

τe(t)−
∫ t
t−τ(t)
e(s)ds−
∫ t−τ(t)
t−τ
e(s)ds
T
M
×

τe(t)−
∫ t
t−τ(t)
e(s)ds−
∫ t−τ(t)
t−τ
e(s)ds

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= τ
2
2
e˙T (t)Me˙(t)− 2eT (t)Me(t)+ 2
τ
eT (t)M
∫ t
t−τ(t)
e(s)ds
+ 2
τ
eT (t)M
∫ t−τ(t)
t−τ
e(s)ds+ 2
τ
∫ t
t−τ(t)
eT (s)dsMe(t)− 2
τ 2
∫ t
t−τ(t)
eT (s)dsM
×
∫ t
t−τ(t)
e(s)ds− 2
τ 2
∫ t
t−τ(t)
eT (s)dsM
∫ t−τ(t)
t−τ
e(s)ds+ 2
τ
∫ t−τ(t)
t−τ
eT (s)dsMe(t)
− 2
τ 2
∫ t−τ(t)
t−τ
eT (s)dsM
∫ t
t−τ(t)
e(s)ds− 2
τ 2
∫ t−τ(t)
t−τ
eT (s)dsM
∫ t−τ(t)
t−τ
e(s)ds. (19)
On the other hand, it is clear from (9) and (10) that the following is true for ϵj > 0, j = 1, 2, 3
0 ≤ ϵ1

eT (t)LT Le(t)− φT (t)φ(t)

, (20)
0 ≤ ϵ2

eT (t − τ(t))LT Le(t − τ(t))− φT (t − τ(t))φ(t − τ(t))

, (21)
0 ≤ ϵ3

eT (t)LT1L1e(t)− ψT (t)ψ(t)

. (22)
Hence, from (12)–(22) we have
V˙ (t) ≤ ξ T (t)[Ωi,j + Γ Tµ−1nΓ ]ξ(t)
= ξ T (t)Ωξ(t), (23)
where
ξ(t) =

eT (t), eT (t − σ), eT (t − τ(t)), e˙T (t),
∫ t
t−σ
eT (s)ds,
∫ t
t−τ(t)
eT (s)ds,
∫ t−τ(t)
t−τ
eT (s)ds,
φT (t), φT (t − τ(t)), ψT (t),
∫ t
−∞
K(t − s)φT (s)ds
T
,
Ω = Ωi,j + Γ Tµ−11 nΓ .
By (11), it yields
V˙ (t) ≤ −ξ T (t)Ω⋆ξ(t), t > 0,
whereΩ⋆ = −Ω > 0.
Thus, it can be deduced that
V (t)+
∫ t
0
ξ T (s)Ω⋆ξ(s)ds ≤ V (0) <∞, t ≥ 0, (24)
where
V (0) ≤

e(0)− A
∫ 0
−σ
e(s)ds
T
P

e(0)− A
∫ 0
−σ
e(s)ds

+
∫ 0
−σ
eT (s)We(s)ds
+ σ
∫ 0
−σ
∫ 0
θ
eT (s)Ne(s)dsdθ +
n−
j=1
qj
∫ ∞
0
kj(θ)
∫ 0
−θ
φ2j (s)dsdθ
+
∫ 0
−τ
∫ 0
θ
e˙T (s)T22e˙(s)dsdθ +
∫ 0
−τ
∫ 0
θ
∫ 0
λ
e˙T (s)Me˙(s)dsdλdθ
≤

2λmax(P) (1+ σ 2 max
i∈Λ
ai)+ σλmax(W )+ σ 3λmax(N)
+
n−
j=1
qjkj max
j∈Λ
l2j
∫ ∞
0
θkj(θ)dθ + τ 2λmax(T22)+ τ 3λmax(M)

‖ϕe‖2 <∞.
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From the definition of V2(t) and Lemma 2.5, we have∫ t
t−σ
e(s)ds
2 = [∫ t
t−σ
e(s)ds
]T [∫ t
t−σ
e(s)ds
]
≤ σ
∫ t
t−σ
eT (s)e(s)ds
≤ σ
λmin(W )
∫ t
t−σ
eT (s)We(s)ds
≤ σ
λmin(W )
V (t) ≤ σ
λmin(W )
V (0),
which together with the definition of V1(t) yields
‖e(t)‖ ≤
A ∫ t
t−σ
e(s)ds
+

V1(t)
λmin(P)
≤
A ∫ t
t−σ
e(s)ds
+

V (0)
λmin(P)
≤

 n−
i=1
ai
σ
λmin(W )
+

1
λmin(P)
V (0).
This implies that the equilibrium point of model (7) is locally stable. Next we shall prove that ‖e(t)‖ → 0 as t →∞.
First, for any constant θ ∈ [0, 1], it follows from (12) and Lemma 2.5 that
‖e(t + θ)− e(t)‖2 =
[∫ t+θ
t
e˙(s)ds
]T [∫ t+θ
t
e˙(s)ds
]
≤ θ
∫ t+θ
t
e˙T (s)e˙(s)ds
≤
∫ t+1
t
e˙T (s)e˙(s)ds
≤ 1
λmin(Ω⋆)
∫ t+1
t
ξ T (s)Ω⋆ξ(s)ds → 0 as t →∞,
which implies that for any ϵ > 0, θ ∈ [0, 1], there exists a T1 = T1(ϵ) > 0 such that
‖e(t + θ)− e(t)‖ < ϵ
2
, t > T1. (25)
On the other hand, from (12) we have∫ t+1
t
e(s)ds
2 = [∫ t+1
t
e(s)ds
]T [∫ t+1
t
e(s)ds
]
≤
∫ t+1
t
eT (s)e(s)ds
≤ 1
λmin(Ω⋆)
∫ t+1
t
ξ T (s)Ω⋆ξ(s)ds → 0 as t →∞,
which implies that for any ϵ > 0, there exists a T2 = T2(ϵ) > 0 such that∫ t+1
t
e(s)ds
 < ϵ2 , t > T2.
Note that e(s) is continuous on [t, t + 1], t > 0. Applying the integral mean value theorem, there exists a vector
δt = (δt1, δt2, . . . , δtn)T ∈ Rn, δtj ∈ [t, t + 1], such that
‖e(δt)‖ =
∫ t+1
t
e(s)ds
 < ϵ2 , t > T2. (26)
By (25) and (26), we obtain that for any ϵ > 0, there exists a T = max{T1, T2} > 0 such that t > T implies
‖e(t)‖ ≤ ‖e(t)− e(δt)‖ + ‖e(δt)‖ ≤ ϵ2 +
ϵ
2
= ϵ.
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Fig. 1. (a) The true state x1(t) and the estimate state xˆ1(t) when σ = 0; (b) the true state x2(t) and the estimate state xˆ2(t) when σ = 0; (c) the error
trajectories of system (27) with estimator gain matrix (32).
This proves that ‖e(t)‖ → 0 as t → ∞. Therefore, we can conclude that the error dynamical system (7) is globally
asymptotically stable. As a result, the full order state estimation FCNN with time delay in the leakage term, discrete and
unbounded distributed delays (6) is globally estimated with the FCNN (1). This completes the proof. 
Remark 3.1. For the state estimation problem, normally the periodic type constant vector is used for getting the unstable
behavior in the system. Without having such constant vector the given system must be stable; see for example [23–27]. In
this regard, there is no meaningful idea behind for designing the estimator gain matrix H . Motivating this reason, in this
paper, leakage delay in the leakage term is used to unstable the neuron states without constant vector. However, a delay
dependent condition is developed to estimate the unstable neuron states through available output measurements such
that the error-state system is globally asymptotically stable. Numerical examples and its simulations are given in a very
understandable way. In Fig. 1(a–b), the true state xi(t) is stable when σ = 0 and its estimated state is xˆi(t), i = 1, 2.
In Fig. 2(a–b), the true state xi(t) is unstable when σ = 0.7 and its estimated state is xˆi(t), i = 1, 2. In Fig. 3(a–c),
the true state xi(t) is stable when σ = 0 and its estimated state is xˆi(t), i = 1, 2, 3. In Fig. 4(a–c), the true state xi(t)
is unstable when σ = 0.15 and its estimated state is xˆi(t), i = 1, 2, 3. Moreover, the error trajectories of Figs. 1–4
converges to 0.
Remark 3.2. The time delay σ which is called leakage delay exists in the negative feedback term of system (1), which is
different from the time-varying delays in other terms. It has been shown in [19,20] that the time delay in the leakage
term has great impact on the dynamics of neural networks and often has a quick tendency to destabilize a system. This
motivates to consider the leakage delay effects on the state estimation of FCNNs with time-varying delays and continuously
distributed delays. However, this paper deals for the constant leakage delay; to improve and extend the results for
time-varying leakage delay may lead a challenging problem. In the near future, we will do some further research on
this topic.
When there is no time delay in the leakage term, that is σ = 0, the error dynamical FCNN (7) becomes the following:
e˙i(t) = −aiei(t)− hikckjej(t)+
n−
j=1
b0ijφj(t)+
n−
j=1
b1ijφj(t − τ(t))
+
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xj(s))ds−
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds
+
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xj(s))ds−
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds− hikψk(t), i, j ∈ Λ, k ∈ Ξ ,
ei(s) = ui(s)− vi(s), s ∈ (−∞, 0].
(27)
In the following corollary, we will discuss the global asymptotic stability criteria for error dynamical FCNN (27).
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b
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Fig. 2. (a) The true state x1(t) and the estimate state xˆ1(t)when σ = 0.7; (b) the true state x2(t) and the estimate state xˆ2(t)when σ = 0.7; (c) the error
trajectories of system (7) with estimator gain matrix (32).
a b
c d
Fig. 3. (a) The true state x1(t) and the estimate state xˆ1(t)when σ = 0; (b) the true state x2(t) and the estimate state xˆ2(t)when σ = 0; (c) the true state
x3(t) and the estimate state xˆ3(t)when σ = 0; (d) the error trajectories of system (27) with estimator gain matrix (33).
Corollary 3.1. Assume that assumptions (A1)–(A2) and the Lipschitz conditions (3) and (5) hold. The error dynamical
system (27) is globally asymptotically stable, if there exist n × n positive diagonal matrices P,Q , some n × n positive definite
symmetric matrices R,M, four scalars µ > 0, ϵ1 > 0, ϵ2 > 0, ϵ3 > 0, and a 2n × 2n matrix

T11 T12∗ T22

> 0 such that the
following LMI has feasible solution:
Ω =
[
Ωi,j Γ
T
∗ −µn−1I
]
< 0, (28)
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Fig. 4. (a) The true state x1(t) and the estimate state xˆ1(t) when σ = 0.15; (b) the true state x2(t) and the estimate state xˆ2(t) when σ = 0.15; (c) the
true state x3(t) and the estimate state xˆ3(t)when σ = 0.15; (d) the error trajectories of system (7) with estimator gain matrix (33).
where i, j = 1, 2, . . . , 9 with
Ω1,1 = −2PA− 2RC + P − 2M + ϵ1LT L+ ϵ3LT1L1, Ω1,2 = T T12, Ω1,3 = −ATPT − CTRT ,
Ω1,4 = 2
τ
M, Ω1,5 = 2
τ
M, Ω1,6 = PB0, Ω1,7 = PB1, Ω1,8 = −R, Ω1,9 = 0,
Ω2,2 = τT11 − 2T T12 + ϵ2LT L, Ω2,3 = 0, Ω2,4 = 0, Ω2,5 = 0, Ω2,6 = 0,
Ω2,7 = 0, Ω2,8 = 0,
Ω2,9 = 0, Ω3,3 = −2P + τT22 + τ
2
2
M, Ω3,4 = 0, Ω3,5 = 0, Ω3,6 = PB0, Ω3,7 = PB1,
Ω3,8 = −R, Ω3,9 = 0, Ω4,4 = − 2
τ 2
M, Ω4,5 = − 2
τ 2
M, Ω4,6 = 0,
Ω4,7 = 0, Ω4,8 = 0, Ω4,9 = 0,
Ω5,5 = − 2
τ 2
M, Ω5,6 = 0, Ω5,7 = 0, Ω5,8 = 0, Ω5,9 = 0, Ω6,6 = Q − ϵ1,
Ω6,7 = 0, Ω6,8 = 0,
Ω6,9 = 0, Ω7,7 = −ϵ2, Ω7,8 = 0, Ω7,9 = 0, Ω8,8 = −ϵ3, Ω8,9 = 0,
Ω9,9 = nSTPS + µI − Q ,
|α|s = diag

n−
i=1
|αi1|,
n−
i=1
|αi2|, . . . ,
n−
i=1
|αin|

, |β|s = diag

n−
i=1
|βi1|,
n−
i=1
|βi2|, . . . ,
n−
i=1
|βin|

,
S = |α|s + |β|s, Γ T =

0 0 (PS)T 0 0 0 0 0 0
T
.
Moreover, the estimation gain is H = P−1R.
Proof. Consider the following Lyapunov–Krasovskii functional
V (t) =
5−
i=1
Vi(t), (29)
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where
V1(t) = eT (t)Pe(t) =
n−
i=1
pie2i (t),
V2(t) =
n−
j=1
qj
∫ ∞
0
kj(θ)
∫ t
t−θ
φ2j (s)dsdθ,
V3(t) =
∫ t
0
∫ θ
θ−τ(θ)
[
e(θ − τ(θ))
e˙(s)
]T [
T11 T12
∗ T22
] [
e(θ − τ(θ))
e˙(s)
]
dsdθ,
V4(t) =
∫ 0
−τ
∫ t
t+θ
e˙T (s)T22e˙(s)dsdθ,
V5(t) =
∫ 0
−τ
∫ 0
θ
∫ t
t+λ
e˙T (s)Me˙(s)dsdλdθ.
The proof of this corollary is immediately follows from Theorem 3.1. 
Remark 3.3. In this paper, delay rate independent stability conditions have beenderivedwithout involving the time-varying
delay τ(t) in the Lyapunov–Krasovskii functionals. Also the conditions that the time-varying delay is differentiable and the
derivative is bounded or smaller than one are not required.
4. Numerical examples
Example 4.1. Consider the following simple two-dimensional FCNNwith leakage delay, discrete andunboundeddistributed
delays:
x˙i(t) = −aixi(t − σ)+
n−
j=1
b0ijgj(xj(t))+
n−
j=1
b1ijgj(xj(t − τ(t)))
+
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xj(s))ds+
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xj(s))ds, iϵΛ,
xi(s) = ui(s), s ∈ (−∞, 0],
(30)
with parameters defined as σ = 0.7, τ (t) = 0.01| sin(t)|, u(s) = (5,−2)T , s ∈ (−∞, 0], and gj(xj) = fj(xj) =
1
2

|xj + 1| − |xj − 1|

, j = 1, 2, which satisfy the Lipschitz conditions (3) and (5), we get L = L1 = I ,
A =
[
1 0
0 1
]
, B0 =
[
2 −0.1
−5.7 3.9
]
, B1 =
[ −1.7 −0.12
−0.21 −2.5
]
,
α =
[
0.51 0.51
0.51 0.51
]
, β =
[
0.51 0.51
0.51 0.51
]
, C =
[
3 0
0 3
]
.
The corresponding full order state estimation is defined as follows:
˙ˆxi(t) = −aixˆi(t − σ)+
n−
j=1
b0ijgj(xˆj(t))+
n−
j=1
b1ijgj(xˆj(t − τ(t)))
+
n
j=1
αij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds+
n
j=1
βij
∫ t
−∞
kj(t − s)gj(xˆj(s))ds
+ hik

yk(t)− ckjxˆj(t)− fk(t, xˆj(t))

, k ∈ Ξ , iϵΛ,
xˆi(s) = vi(s), s ∈ (−∞, 0],
(31)
where yk(t) is given by (4) and the initial condition is
v(s) = (−6, 4)T , s ∈ (−∞, 0].
By using theMatlab LMI toolbox to solve the LMI (11) in Theorem3.1, it can be found that the LMI is feasible and thematrices
are
P =
[
0.4239 0
0 0.5938
]
, Q =
[
38.5822 0
0 41.5099
]
,
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N =
[
18.6580 2.7005
2.7005 12.5338
]
, W =
[
11.7022 0.7630
0.7630 11.1440
]
,
R =
[
0.0946 0.0068
0.0068 0.1344
]
, M =
[
130.2176 1.7862
1.7862 126.2555
]
,
T11 =
[
92.5768 3.0217
3.0217 76.3052
]
, T12 =
[
12.9967 0.4053
0.3993 10.8196
]
,
T22 =
[
2.1249 0.1076
0.1076 1.5461
]
, µ = 31.4385, ϵ1 = 121.0851, ϵ2 = 10.7378, ϵ3 = 2.5468.
Consequently, the estimator gain matrix H is designed as follows:
H = P−1R =
[
0.2231 0.0160
0.0114 0.2264
]
. (32)
By Theorem 3.1, models (30) and (31) are asymptotically estimated. The simulation results are illustrated in Fig. 2(a–c) in
which the estimator designed in (32) is applied. In the simulations of Example 4.1, the time step size h = 0.1, and time
segment T = 100 for Fig. 2(a–c) are chosen.
Example 4.2. Consider a three-dimensional system (30) and the observed system (31) with the following parameters:
A =
6 0 0
0 6 0
0 0 6

, B0 =
1.25 −0.2 −1.2
−2.2 1.1 −2.4
−1.2 2.4 1

, B1 =
 0.3 −1.5 −3
−3 1.2 −2.5
−0.2 1.5 −2.3

,
α = β =
1/27 1/27 1/27
1/27 1/27 1/27
1/27 1/27 1/27

, C =
4 0 0
0 4 0
0 0 4

.
σ = 0.15, τ (t) = 0.01| sin(t)|, and gj(xj) = fj(xj) = 12
|xj+1|−|xj−1|, j = 1, 2, 3, which satisfy the Lipschitz conditions
(3) and (5), we get L = L1 = I .
By using the Matlab LMI toolbox to solve the LMI (11) in Theorem 3.1, it can be found that the LMI is feasible and the
matrices are
P =
0.0493 0 0
0 0.0492 0
0 0 0.0492

, Q =
0.4737 0 0
0 0.4739 0
0 0 0.4758

,
N =
56.5764 −6.1258 −3.5936
−6.1258 42.0559 −10.5389
−3.5936 −10.5389 54.1537

, W =
4.4103 0.6723 0.3972
0.6723 5.9495 1.1712
0.3972 1.1712 4.6217

,
R =
 0.0109 −0.0014 −0.0009
−0.0014 0.0077 −0.0028
−0.0009 −0.0028 0.0110

, M =
11.2168 0.5651 0.3334
0.5651 12.5307 0.9843
0.3334 0.9843 11.4163

,
T11 =
20.3505 −0.1730 −0.0585
−0.1730 20.0933 −0.2741
−0.0585 −0.2741 20.3875

, T12 =
 2.6617 −0.1171 −0.0652
−0.1133 2.4103 −0.2159
−0.0623 −0.2154 2.6543

,
T22 =
 0.4142 −0.0433 −0.0253
−0.0433 0.3184 −0.0850
−0.0253 −0.0850 0.4153

, µ = 0.4472, ϵ1 = 4.5309, ϵ2 = 2.2417, ϵ3 = 0.1397.
Consequently, the estimator gain matrix H is designed as follows:
H = P−1R =
 0.2211 −0.0291 −0.0176
−0.0292 0.1569 −0.0578
−0.0176 −0.0577 0.2230

. (33)
By Theorem 3.1, models (30) and (31) are asymptotically estimated. The simulation results are illustrated in Fig. 4(a–d) in
which the estimator designed in (33) is applied. In the simulations of Example 4.2, the initial values (1,−1,−1.5)T and
(−4.5, 3.5, 5)T are chosen for systems (30) and (31), respectively. Also, the time step size h = 0.1, time segments T = 10
for Fig. 4(a–c) and T = 200 for Fig. 4(d) are chosen.
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5. Conclusion
In this paper, state estimation for FCNNs with time delay in the leakage term, discrete and unbounded distributed delays
is considered. In this paper, leakage delay in the leakage term is used to unstable the neuron states. Moreover, a delay
dependent condition is developed to estimate the unstable neuron states through available output measurements such that
the error-state system is globally asymptotically stable. By constructing the Lyapunov–Krasovskii functional which contains
a triple-integral term and the free-weighting matrices method, a simple and efficient criterion is derived in terms of LMIs
for estimation. Further, the differentiability of the time-varying delay τ(t) is not required in this paper. Numerical examples
and its simulations are presented to illustrate the effectiveness of the derived result.
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