In this article, we propose to learn shared semantic space with correlation alignment (S 3 CA) for multimodal data representations, which aligns nonlinear correlations of multimodal data distributions in deep neural networks designed for heterogeneous data. In the context of cross-modal (event) retrieval, we design a neural network with convolutional layers and fully connected layers to extract features for images, including images on Flickr-like social media. Simultaneously, we exploit a fully connected neural network to extract semantic features for text documents, including news articles from news media. In particular, nonlinear correlations of layer activations in the two neural networks are aligned with correlation alignment during the joint training of the networks. Furthermore, we project the multimodal data into a shared semantic space for cross-modal (event) retrieval, where the distances between heterogeneous data samples can be measured directly. In addition, we contribute a Wiki-Flickr Event dataset, where the multimodal data samples are not describing each other in pairs like the existing paired datasets, but all of them are describing semantic events. Extensive experiments conducted on both paired and unpaired datasets manifest the effectiveness of S 3 CA, outperforming the state-of-the-art methods.
Shared Semantic Space with Correlation Alignment 9:3 The corresponding text is the exact description of an image in the strongly aligned data pairs. In contrast, the weakly aligned textual content does not describe an image exactly, but they share the same event label. Note that the images are collected from social media, whereas the news articles are collected from different news media in (b). and usually introduce some constraints on the hidden units of multimodal DNNs during training processes. Overall, deep learning models have achieved significant improvements on performance, showing a thriving trend in cross-model retrieval. However, the aforementioned models focus on paired datasets [2] [3] [4] , which have limitations of expressing complicated semantic concepts such as events. For an image (or a sentence), it only describes specific aspects of events partially, such as when, where, who, and how. The existing cross-modal retrieval methods have not taken into account the unpaired data.
This article extends the work of Situ et al. [1] by proposing to learn shared semantic space with correlation alignment for multimodal data fusion, denoted as S 3 CA. As an extension, S 3 CA improves their work [1] mainly in four aspects. First, instead of learning modality-specific data representations without interactions between the networks, S 3 CA achieves a shared semantic space by modeling the "coherence" between modality-specific networks in an interactive manner. Second, numerous interactive regularization terms from the perspectives of minimizing the "distance" of data distributions or maximizing the "correlation" between feature maps have been introduced and investigated during the joint training of the neural networks, which align the distributions of multi-domain and multimodal data with nonlinear transformations. Third, the Wiki-Flickr Event dataset has been enlarged by five times. The collected weakly aligned datasets are publicly available at https://github.com/zhengyang5/Wiki-Flickr-Event-Dataset and https://github.com/zhengyang5/MMED400. In addition, public strongly aligned datasets have been included. Fourth, extensive experiments conducted on both weakly unpaired and strongly paired settings show that S 3 CA achieves significant improvement in performance compared to noninteraction network architectures and state-of-the-art methods.
The main contributions of this article are summarized as follows:
• We advocate the problem of cross-modal event retrieval on weakly aligned unpaired data, breaking through the limitations of cross-modal retrieval focusing on strongly aligned data pairs alone. • We propose to learn shared semantic space for heterogeneous data with correlation alignment, which aligns nonlinear correlations of layer activations in modality-specific neural networks in an interactive joint training manner. • We investigate numerous interactive regularization terms on multimodal data alignment that can be adopted by modality-specific neural networks, which manifests the effectiveness of correlation alignment in the context of cross-modal (event) retrieval. • We collect real-world datasets for research on cross-modal event retrieval, consisting of both images shared by amateur social media users and news articles contributed by journalists from various news media sites. The datasets have been released to the public, which can hopefully be used to promote the research on this topic and advance related applications.
The rest of this article is organized as follows. Section 2 reviews the related work on cross-modal retrieval. Section 3 introduces the preliminaries. Section 4 presents the proposed S 3 CA, followed by the experiments and analyses in Section 5. Finally, Section 6 offers some concluding remarks.
RELATED WORK
We investigate several popular cross-modal retrieval models from the categories of statistical correlation models, ranking models, and DNN-based models, respectively.
Statistical Correlation Models
Statistical correlation models are designed to learn a subspace where cross-modal data are aligned from the perspective of statistics. Canonical correlation analysis (CCA) [5] is a representative work, which projects two sets of data to a common subspace where their correlations are maximized. Similar to CCA, cross-modal factor analysis (CFA) [6] minimized the Frobenius norm between the transformed cross-modal data. Kernel-CCA [5] introduced kernel functions for nonlinear correlations, which is the kernel extension of CCA. Rasiwasia et al. [7] learned a semantic space using CCA representation and semantic category information for cross-modal retrieval tasks. Sharma et al. [8] proposed a generalized multiview analysis (GMA) as a supervised extension of CCA. Multiview CCA [9] extended CCA by incorporating the high-level image semantic keywords as the third view. Multilabel CCA [10] took the multilabel annotations to establish correspondences, without relying on the pairwise modalities like CCA. Yu et al. [11] devised deep CCA for music retrieval. As pointed out by Tran et al. [12] , using CCA directly may lead to coarse subspace, and the relationships between real data are too complicated to be captured by linear projections.
Ranking Models
The intuition of ranking models is to make the pairs in the retrieved results that are correct rank higher than the irrelevant ones [13] . Recently, neural networks combined with ranking loss became popular in the context of cross-modal retrieval. Wang et al. [14] designed a two-branch neural network with multiple layers of linear projections followed by nonlinearities, and learned the joint embeddings for images and texts with a large margin objective that combines ranking constraints and neighborhood structure preserving constraints. Salvador et al. [15] introduced a large-scale recipe dataset, and jointly learned the embeddings of images and recipes in a common space by maximizing the cosine similarity between positive recipe-image pairs and minimizing the similarity between negative pairs. Zhang et al. [16] designed a sampling strategy and define discriminative ranking loss on two heterogeneous networks to obtain discriminative embeddings for cross-modal retrieval. However, the training of ranking loss relies on high-quality and unambiguous data pairs, which may not be appropriate for unpaired datasets, like our Wiki-Flickr Event datasets.
DNN-Based Models
DNN-based models exploit neural networks to extract nonlinear features, which can also be combined with the previous strategies, such as deep-CCA [17] . Feng et al. [18] proposed the correspondence autoencoder (Corr-AE) by conducting two uni-modal autoencoders by learning representation and correlation. Peng et al. [19] proposed the cross-media multiple deep network (CMDN) to learn cross-modal shared representation by a hierarchical architecture with networks. Cross-modal correlation learning (CCL) [20] learned modality-specific representation first and then leveraged the intra-modality semantic constraint and inter-modality pairwise constraint. He et al. [21] adopted two convolutional networks to learn a common space, where the likelihoods of all matched pairs were maximized in an end-to-end manner. Zhang et al. [16] fine tuned the ResNet and LSTM networks to encode images and texts, respectively, and optimized the network with a discriminant ranking loss. Wei et al. [3] proposed a deep semantic matching method (deep-SM) to transform the problem of common space learning to classification. Fan et al. [22] used LSTM to generate language descriptions of images, and mapped images and texts to a semantic space. Wang et al. [23] used adversarial learning to produce modality-invariant and discriminative representations. SSAH [4] used two adversarial networks to force the modality-specific features consistent with the semantic features. Zhang et al. [24] introduced the attention mechanism and adopt GANs to generate the attention distributions and learn the binary codes. The DNNbased models are becoming the mainstream, benefitting from the superior ability of neural networks for feature learning, which motivates us to explore the deep models for cross-modal event retrieval. The first fully connected layer after convolutional layers in the image network f c1
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PRELIMINARIES AND PROBLEM STATEMENT
Given a set of n samples in an image database D I and m samples in a text database D T , which are related to a number of K real-world events, the images and texts can be collected from different data domains, such as images from Flickr-like social media and textual articles from news media (e.g., BBC News, Yahoo News). In particular, the images and texts can be unpaired-for instance, they are not trying to describe each other but are describing high-level semantic concepts like events together. The raw features of an image I and a text T can be denoted as R I and R T , respectively. The main notations are described in Table 1 . A more formal definition of the current problem is illustrated as follows. Problem 1 (cross-modal event retrieval). Cross-modal event retrieval aims to obtain a latent space by learning transformations φ and Ψ for images and texts, which map R I and R T to semantic embeddings S I and S T (i.e., S I = Ψ(R I ), and S T = Ψ(R T )), respectively. In the new space, taking S I as a query to rank the text samples in D T by using a predefined distance measurement dist on the cross-model embeddings, it can obtain a ranking list of all of the text samples. Ideally, for the total number of texts with the same event label as the query image, denoted as K I , the top K I samples in the list are with the same event label. Similarly, the query can also be a text sample.
METHODOLOGIES
In this section, the framework of the proposed S 3 CA for cross-modal (event) retrieval is shown in Figure 2 , which uses the convolutional network and fully connected network to learn the shared semantic space for social media images and news media articles.
Learning Image Semantics with Knowledge Transfer
Inspired by the outstanding performance of the convolutional neural network (CNN) on various recognition tasks, we propose to extract image semantics based on a pretrained VGG network [25] on ImageNet. More specifically, we fine tune the pretrained CNN model on our target datasets to extract task-related visual features for images. As shown in Figure 3 , we first replace the last two fully connected layers in VGG (i.e., f c6 and f c7) with two randomly initialized fully connected layers (i.e., f c1 and f c2). Furthermore, we set the number of hidden units in the last fully connected layer O I to be the same as the number of categories in the target dataset. Taking our preliminary For images, we use a convolutional neural network to transfer semantic knowledge from ImageNet (in Section 4.1). For texts, we design a two-layer neural network to extract text semantics (in Section 4.2). We introduce correlation alignment to align the distributions of activation layers in the modality-specific neural networks (in Section 4.3). Finally, the multimodal data is embedded into shared semantic space for cross-modal retrieval (in Section 4.4). Wiki-Flickr Event dataset as an example, there are 82 real-world events in total (refer to Section 5.2). Finally, a softmax function is exploited to obtain semantic embedding S I ∈ R K for image I by normalizing the predicted probability values corresponding to each event class as follows:
where (S I ) j is the j-th element in S I , (O I ) j denotes the predicted probability for I belonging to the j-th event class, and K denotes the number of classes.
In terms of the loss terms of the CNN model for the current tasks, we utilize the cross-entropy loss for training. Therefore, the cost function for image semantic learning is defined as follows: where y is the groundtruth label, and 1(y = j) is an indicator, which is equal to 1 if y = j, and otherwise it is 0.
Learning Text Semantics by a Fully Connected Neural Network
For text, we apply term frequency-inverse document frequency (TF-IDF) to construct textual representations. As shown in Figure 4 , we first obtain the raw text features by TF-IDF, before which stop words have been removed. The dimension of the vectors is equal to the number of tokens in the corpus. Furthermore, we utilize a fully connected network consisting of f c1 , f c2 , and O T to learn the hidden semantics underlying the documents, which is defined as follows:
where f (x) represents the rectified linear unit (ReLU) function (i.e., the activation function), W is the weight matrix, b is the bias term, and O T represents the output of the last fully connected layer. Finally, O T is fed to a K-way softmax, which obtains semantic embedding S T ∈ R K for a text T. The text semantic embedding S T is defined as follows:
where (S T ) j is the j-th element in S T and (O T ) j denotes the predicted probability for T belonging to the j-th event class. In terms of the loss terms of the fully connected neural network to learn semantic embeddings for text, we also utilize the cross-entropy loss function in the following form:
Deep Correlation Alignment
Correlation alignment (CORAL). In the work of Situ et al. [1] , the modality-specific neural networks are trained independently, which do not take into account the inter-modality relationships. Therefore, we introduce an interactive regularization term to align the distributions between data representations achieved for texts and images, which is critical for cross-modal retrieval. We propose to minimize the difference in second-order statistics between the feature activations of the neural networks for texts and images by using CORAL [26] , aiming to model the correlation relation between the heterogeneous data modalities. As shown in Figure 2 , we introduce the CORAL constraint to align the distributions of the feature activations in the fully connected layers of the neural networks. Without loss of generality, assume that I i j and T i j denote the j-th dimension of the i-th image and the j-th dimension of the i-th text, respectively. The CORAL loss can be defined as follows:
where d is the dimension of the input layer, C I and C T denote the feature covariance matrices, and . 2 F denotes the squared matrix of Frobenius norm. C I and C T can be obtained as follows:
where 1 n denotes an n × n matrix with all elements equal to 1. The gradient for the input features can be calculated by the chain rule:
∂Loss
Discussions. Cross-model retrieval aims to model the "coherence" between the data modalities, which can be achieved from the perspective of the "distance" of data distributions (e.g., adversarial constraint in GANs [23] and maximum mean discrepancy (MMD) [27] ) and the "correlation" (e.g., CORAL) between the feature maps on the modality-specific networks.
In terms of the adversarial methods [28] , they usually introduce a modality classifier acting as a "discriminator" to distinguish that the feature activations are from either the network trained on the image domain or the network trained on the text domain. The adversarial methods aim to fool the discriminators to make them unable to distinguish the aforementioned two cases, which indicate that the feature activations are in the same data distribution. However, some recent works [28, 29] reveal the high risk of failure from which these methods are suffering. Arora et al. [30, 31] have pointed out that there are no theoretical guarantees that two domain-specific distributions of feature activations are becoming identical-even the discriminator is fully confused. In contrast, CORAL measures the difference between the feature activations in statistics directly.
In terms of MMD, it uses a polynomial kernel to transform images and texts (or data in source and target domains) into a common space, which can express arbitrary statistics of the data. On one hand, no previous work has proposed a closed-form solution for MMD, whereas we can find the optimal solution for CORAL [26] . On the other hand, the transformation of MMD is symmetric for both source and target domains, whereas CORAL transforms the feature activations for images and texts in an asymmetric manner, which is more flexible and usually yields better performance on aligning the modality-specific distributions.
In addition, ranking-based methods, such as triplet loss [32] , rely on high-quality positive and negative data pairs, making it being limited to paired data. In contrast, CORAL can be used to align multimodal data for both paired data and unpaired data. For comparisons in practice, we will investigate the performance of introducing the aforementioned interactive regularization terms in 
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addition to CORAL in our experiments (refer to Section 5.7) for the cross-modal (event) retrieval tasks.
Objective of S 3 CA
Consequently, combining the classification loss terms for semantic alignment in Sections 4.1 and 4.2 with the CORAL loss in Section 4.3, the objective function of S 3 CA is specified next:
where m is the number of training samples, and the superscripts f c2 ∼ f c2 and O I ∼ O T denote CORAL constraint on the fully connected layers that are expected to be aligned. To solve the objective function of S 3 CA, stochastic gradient descent (SGD) can be used for optimizations as follows:
where λ represents the learning rate, and θ I and θ T denote the parameters of the neural networks designed for images and texts, respectively. For completeness, the training process of our proposed S 3 CA is summarized in Algorithm 1.
Semantic Matching in the Shared Semantic Space
Given the optimized S 3 CA model, we can obtain a shared semantic space for both images and texts by outputting the last fully connected layers of the modality-specific neural networks, which take into account both intra-modality semantic information and inter-modality underlying relationships. For cross-modal (event) retrieval, distance metrics, such as Euclidean distance, cosine distance, Kullback-Leibler (KL)-divergence, and normalized correlation, can be used to measure the distances between the instances of different modalities in the shared semantic space directly.
In the experiments (refer to Section 5.7), we will investigate the influence of using various distance metrics in the context of cross-modal (event) retrieval.
EXPERIMENTS
In this section, we evaluate the performance of our proposed approaches on both paired and unpaired datasets, and compare them to several state-of-the-art algorithms.
Strongly Aligned Paired Datasets
In the context of cross-modal retrieval, the Wikipedia dataset [7] and Pascal Sentence dataset [33] are representative datasets, where the images and texts are paired. The details of the datasets are specified as follows:
• Wikipedia dataset [7] : This dataset contains 2,866 image-text pairs of 10 categories, which is widely used for cross-modal retrieval. By following Feng et al. [18] and Peng et al. [19] , we randomly split it into three parts: 2,173 pairs as the training set, 231 pairs as the validation set, and 462 pairs as the testing set. • Pascal Sentence dataset [33] : This dataset contains 1,000 images from 20 categories, and each image has five corresponding sentences as exact descriptions. For each category, we randomly select 40 image-description pairs as the training set, five image-description pairs as the validation set, and five image-description pairs as the testing set by following Feng et al. [18] and Peng et al. [19] .
Weakly Aligned Unpaired Data Collection
Focusing on strongly aligned paired data alone suffers from two limitations. On one hand, the methodologies heavily rely on high-quality image-text pairs in the training stage to obtain common feature space between images and texts. On the other hand, most of the data in the real world may not be strongly aligned. For example, for a social media post (or a news article) and a news article (or a social post) related to the same event, they do not describe each other, but both of them describe the event. The strongly aligned data pairs cannot support the exploration on such real-world relations crossing data domains and instances. To this end, we collect weakly aligned unpaired datasets related to real-world events, following the principles [34] of high relevance in supporting the application needs, wide range of event types, nonambiguity of the event labels, imbalance of the event clusters, difficulty in discriminating the event labels, and so forth. In terms of event types, the event labels in our dataset cover a wide range of event categories such as emergency, natural disaster, sport, ceremony, election, protest, military intervention, and economic crisis. Collecting news articles from news media. Two challenging problems need to be addressed. The first one is the dispersibility of the data. For instance, news articles reporting the same events may be reported by any news media sites in the world, and thus it is laborious and even impossible to collect the data by accessing individual sites for annotation. In addition, most news media sites do not provide effective and convenient interface for retrieval. The second problem is the quality of the data, such as authority and credibility. We have to ensure that the news articles are publicly accepted, and avoid rumors, fake news, or inaccurate news stories as much as possible. Therefore, we resort to Wikipedia in a top-down manner. More specifically, we manually look up the Wikipedia entries about recent events and check the crowdsourced articles describing real-world events, which have cited quite a few news articles in the references as shown in Figure 5 (a). These articles contributed by different news media sites characterize events on different aspects or hold different viewpoints and are quite high in terms of quality and authority. Furthermore, we crawl the original news articles by accessing their links. As a result, the names of the Wikipedia entries about events (i.e., event labels) are well accepted by the public, as they are edited in a crowdsourcing manner, and there is no ambiguity in terms of event labels. In addition, Wikipedia provides quite a few portals to access similar events in terms of event types, regions, and so forth, which help us collect similar events in certain aspects to ensure the difficulty of discriminating the event labels.
Collecting image posts from social media. The social media data are collected from Flickr. Given the event names obtained previously (i.e., the Wikipedia entries), we retrieve the related data by using different queries (i.e., keywords) manually. Strategies like filtering by time and removing the replicated ones have been used for data processing. On one hand, we annotate the image posts to verify whether the samples are related to the query events and crawl the responding data samples. On the other hand, we further access the Flickr albums of these image posts as shown in Figure 5(b) . The datasets are detailed as follows:
• Preliminary Wiki-Flickr Event dataset: For cross-modal event retrieval, we collect 28, 825 images from social media's Flickr and 11,960 text articles from hundreds of news media, such as BBC News, the New York Times, Yahoo News, and Google News. The images and texts are not paired with each other, but they are related to 82 real-world events, such as "2014 Hong Kong protests," "Tianjin Explosion," "Israeli legislative election, 2015," and "Shooting of Michael Brown." Some examples are shown in Figure 1 . The dataset has been released on GitHub (https://github.com/zhengyang5/Wiki-Flickr-Event-Dataset).
• Enlarged Wiki-Flickr Event dataset: Furthermore, we enlarge the preliminary dataset and collect 25,052 textual news articles from hundreds of news media sites, and 75,884 image posts shared on Flickr, which are related to 410 events. The dataset has been released on GitHub (https://github.com/zhengyang5/MMED400).
For illustrations, some examples in our datasets are shown in Figure 1 , and the statistics of datasets are shown in Figure 6 . For data partitions, 60% of the data samples are used as the training set, 15% of the data samples are used as the validation set, and the remaining 25% are used as the testing set. Table 2 summarizes the statistics of the datasets.
Evaluation Metric
In our experiments, we conduct two cross-modal retrieval tasks-image as query to retrieval texts, and vice versa-which are denoted as Image→Text (I2T) and Text→Image (T2I), respectively. By following Wei et al. [3] , we evaluate the ranking list by mean average precision (MAP), which is the mean value of average precision (AP) scores of all queries, and AP is computed as
where R denotes the total number of relevant items in the test set, R k denotes the number of relevant items in the top-k results, and rel k means whether the k-th result is relevant.
Baselines
For comparisons on paired datasets, such as the Wikipedia dataset and Pascal Sentence dataset, we include 10 state-of-the-art methods: CCA [35] , CFA [6] , KCCA [36] , Corr-AE [18] , DCCA [37] , CMDN [19] , Deep-SM [3] , ACMR [23] , CCL [20] , and DSS [1] . The last seven approaches are representative deep learning models for cross-modal retrieval. All of these approaches have reported their performance on these datasets, and thus we summarize the best results in these works for fair comparisons. For unpaired Wiki-Flickr Event datasets, we implement a number of baselines for comparisons, including CCA [35] , Deep-SM [3] , ACMR [23] , and DSS [1] . In terms of the implementations, the network structures being adopted may have an influence on the performance. For fairness, we utilize the same VGG19 to extract the 4,096-d features as the image features and 3,000 dimensional bag-of-words (BoW) vectors as text features. In terms of textual features, Word2Vec and LDA are applicable. As BoW is more effective in our experiments, we do not adopt them consequently. Distance metric has an influence on the performance. To be consistent with the baselines, we use cosine distance as the distance metric for fairness.
Implementation Details
In the experiments, we use fully connected networks to project the visual and textual features nonlinearly into a common subspace-for instance, R I →1,000→100 for an image and R T →1,000→100 for a text followed by layers with the number of hidden units being the same as the number of (event) classes. During training, we crop and horizontally flip the images randomly with a given probability of 0.5 for data augmentation. The images are resized to 224 ×224 and normalized with mean and standard deviation. The batch size is set as 64, and we use SGD with the momentum as 0.9 and learning rate as 0.01 to optimize parameters. Table 3 summarizes the best performance of the baselines reported in their works on the Wikipedia and Pascal Sentence datasets. From the table, we can draw the following observations. First, the approaches exploiting deep learning models, such as CMDN, Deep-SM, ACMR, CCL, and DSS, outperform the classical correlation-based models, such as CCA, CFA, and KCCA. The experimental results demonstrate the effectiveness of the deep learning models for cross-modal retrieval, benefitting from their abilities of learning and extracting discriminative features. Second, our S 3 CA achieves significant improvement in performance compared to both traditional and deep learning methods, benefitting from the joint training of the modality-specific neural networks with CORAL alignment. In particular, ACMR is a seminal work using GANs for cross-modal retrieval, which aligns the distributions between visual and textual features by adopting adversarial learning. As mentioned previously, it still needs further study on the relationships between "indistinguishable by discriminators" and "obeying the same data distribution" in the context of cross-modal retrieval. In Section 5.7.3, we further investigate the adversarial loss and CORAL alignment. Table 4 summarizes the performance of the baselines on our unpaired Wiki-Flickr Event datasets. From the table, we can observe that our S 3 CA achieves quite robust performance on unpaired datasets, outperforming the baselines obviously.
Performance on Cross-Modal (Event) Retrieval
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More specifically, we visualize the MAP performance corresponding to each event and the specific event names in the preliminary Wiki-Flickr Event dataset in Figure 7 , from which we can observe that the performance varies in terms of different events. Furthermore, we scrutinize the event names with low performance and find some interesting observations. As the event names are contributed by volunteer users in a crowdsourcing manner on Wikipedia, there exist some "synonym" events (i.e., different event names refer to the same events), such as "2014 Hong Kong protests"↔"Umbrella Movement," "Euromaidan"↔"2013 Ukraine pro-European Union protests," "Death of Freddie Gray"↔"2015 Baltimore protests," "Shooting of Michael Brown"↔"Ferguson unrest," and "2003 invasion of Iraq"↔"Protests against the Iraq War"↔"Iraq War," as shown in the doublesided arrows in Figure 7 (b). In addition, some events belong to other events (i.e., subevent relationship), such as "Taliban insurgency"→"War in Afghanistan (2015-present)" and "Turkish general election, June 2015"→"Kurdish-Turkish conflict (2015-present)," as shown in the one-way arrows in Figure 7 (b). If we regard the event pairs as the same events accordingly, the performance of S 3 CA on I2T can be improved from 0.608 to 0.612, and can be improved from 0.611 to 0.638 on T2I, respectively.
Further
Analyses on S 3 CA 5.7.1 Convergence in Practice. We visualize the objective function of S 3 CA in Equation (14) with the increasing number of interactions in Figure 8 . From the figure, we can see that the objective function of S 3 CA converges on both paired and unpaired datasets after training for a few epochs.
Evaluation on Distance Metrics.
We evaluate the different metrics that can be used for cross-modal event retrieval. The performances are summarized in Table 5 , from which we can observe that normalized correlation and cosine distance perform better than Euclidean distance and KL-divergence. For the rest of experiments on the analyses of our S 3 CA, we will use normalized correlation as the distance metric accordingly.
Evaluation on the Effectiveness of Interactive Regularization Terms.
As mentioned in Section 4.3, there exist several interactive regularization terms in addition to CORAL that are available for the joint training of the modality-specific neural networks. Consequently, we implement four variants of our S 3 CA by using four different interactive regularization terms, respectively, including triplet loss, adversarial loss, MMD loss, and CORAL. The experimental results on both paired and unpaired datasets are summarized in Table 6 , where "N.A." denotes no interactive regularization terms being used. From the table, we can conclude two observations. First, most approaches adopting interactive regularization terms achieve improvement in performance. In particular, the triplet loss not only relies on high-quality data pairs for training but also needs to select appropriate strategies for choosing positive and negative samples. We have tried a few different strategies on selecting positive and negative data pairs for triplet loss, such as selecting all of the positive and negative data pairs in a batch, or selecting the close data pairs in terms of distance, or selecting the data pairs randomly. The experimental results on the Wiki-Flickr Event datasets do not make much difference in performance. Second, S 3 CA with correlation alignment (CORAL) achieves the best performance on both paired datasets and unpaired datasets. Table 7 summarizes the performance of S 3 CA adopting CORAL loss on different layers of feature maps in the networks. From the table, we have some observations. First, in terms of using CORAL on the single layers, the last layer is most effective on the final retrieval task. Second, S 3 CA achieves the best performance by using CORAL on the last two layers jointly, yet using CORAL on more layers may not be any more helpful. The reasons may be twofold. First, many replicated constraints on layers may not be expected to make big breakthroughs. Second, the scales of CORAL loss on different layers are different, as shown in Figure 9 . Although the loss decreases consistently, the latter layers lead to large loss values that need to be optimized during the training stage, whereas the earlier layers contribute less to the final retrieval task. 
Ablation Study on CORAL Loss.
Evaluation on the Effectiveness of CORAL Loss.
For illustrations, we take the preliminary Wiki-Flickr Event dataset as an example to show the CORAL distance when training modalityspecific neural networks with or without CORAL, which is shown in Figure 10(a) . We can find that the CORAL distance between the activation features of the modality-specific neural networks increases dramatically after training a few epochs without CORAL. In contrast, S 3 CA with CORAL achieves more similar layer activations on neural networks trained on texts and images. In addition, we show the MAP performance of S 3 CA without or with CORAL on the validation set in Figure 10 (b). From the figure, we can observe that S 3 CA with CORAL tends to achieve better performance. The experimental results manifest the significance of introducing CORAL for shared semantic space learning in the context of cross-modal (event) retrieval.
The "coherence" between data modalities in weakly paired settings can be modeled from the perspective of minimizing the "distance" of data distributions (e.g., adversarial loss, MMD) or maximizing the "correlation" (e.g., CORAL) between the feature maps on the modality-specific networks. Adversarial loss can be seen as minimizing the KL-divergence. In particular, we record the loss on KL-divergence and MMD when using CORAL only, as shown in Figure 11 . From the figure, we can observe that using CORAL merely can decrease the loss on KL-divergence and MMD dramatically, even without these two loss terms being introduced explicitly. Consequently, CORAL has the effects of both minimizing the "distance" of data distributions and maximizing the "correlation" between the feature maps on the modality-specific networks simultaneously.
Evaluation on New Events in the Test Set.
Multimodal data fusion is a critical issue, beyond which real-world events are expected to be retrieved crossing different data domains. In reality, a special case may be that the query from a test set is about a new event that has never appeared in the training and validation sets, which can be called new event retrieval. Therefore, we evaluate S 3 CA by removing all of the data samples related to some events from the training and validation sets, whereas the samples with these event labels in the test set are still used as queries (i.e., there are new events in the test set). The performance of S 3 CA on new event retrieval is shown in Figure 12 . From the figure, we can observe that unknown event labels in the testing set may decrease the performance of S 3 CA, which needs to be improved further.
Failure Examples
Intuitively, we take text retrieving images as an example to visualize and analyze some failure examples of S 3 CA on the preliminary Wiki-Flickr Event dataset in Figure 13 . The top-10 images corresponding to text queries are shown in the figure, where the event labels are marked at the lower right corner. Red boxes indicate the falsely retrieved results, whereas green boxes indicate the correct results. Our S 3 CA returns two and five falsely retrieved images in the first and second examples, respectively. In the first example, "2013 Savar building collapse" and "Shooting of Michael Brown" share visually similar images of injured people, whereas "2013 Savar building collapse" and "Deepwater Horizon oil spill" share the topic of disaster. In the second example, "2014 Hong Kong protests" and "Umbrella Movement" can be seen as the same event, although they have different entries in Wikipedia resulting in different event labels. "Sunflower Student Movement" in Taiwan shares similar topics and time of occurrence with "2014 Hong Kong protests," whereas "2010 Pakistan floods" is also an emergency event. The overlap on event elements between the real-world events may distract the retrieval model.
CONCLUSION
In this article, cross-modal (event) retrieval tasks on unpaired data have been investigated. To this end, we propose to learn shared semantic space with correlation alignment (CORAL), which aligns the distributions between layer activations in the modality-specific networks. In particular, we contribute weakly aligned Wiki-Flickr Event datasets, which hopefully can boost the research on related topics.
