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Abstract
We prove global stability for the Charge-Scalar Field system on a background metric which is close to
1+3-dimensional Minkowski space. In particular, we consider a class of background metrics which satisfy
certain estimates consistent with the behavior of small-data solutions to Einstein’s Vacuum Equations
in harmonic coordinates. Our results are analogous to results obtained in Minkowski space by Lindblad
and Sterbenz in [17]. The proof relies on a single-parameter modification of the standard Lorentz fields
which depends on the mass associated with the metric.
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1 Introduction
In this paper we prove stability and decay rates for solutions of the massless Einstein-Charge Scalar Field
system, also called the massless Einstein-Maxwell-Klein-Gordon system, on an asymptotically flat metric
close to Minkowski space.
First, given a background spacetime (M, g) and a real one-form A, one can define the complex covariant
derivative
Dα = ∇α + iAα, (1.1)
where ∇ is the Levi-Civita connection on g. Then, for the two-form F = dA and a complex scalar function
φ, the massless Charge-Scalar Field system is defined as follows:
DαDαφ = 0, (1.2a)
∇βFαβ = I
(
φDαφ
)
, (1.2b)
∇β(∗F )αβ = 0. (1.2c)
Here and in what follows, R, I denote the real and imaginary parts of a quantity respectively.
Given this system along with suitable initial conditions on F and φ, one has some freedom in the choice
of the potential A which it is not necessary to resolve: specifically, if we define the quantities Â = A + dψ
and φ̂ = e−iψφ, then we note that a solution (φ, F ) in the A-potential corresponds with a solution (φ̂, F ) in
the Â-potential. As a note, the fields F are the same, as their difference is dÂ− dA = d2ψ = 0.
These quantities are tied together by the commutator relation
[Dα, Dβ]φ = iFαβφ, (1.3)
as well as (1.2b); A appears only implicitly here, and is not a physical quantity.
The right hand side of (1.2b) is the current vector, Jα, and was selected as such in order to make the
combined energy-momentum tensor,
Qαβ [φ, F ] = R
(
DαφDβφ−
1
2
gαβDγφDγφ
)
+ FαγF
γ
β −
1
4
gαβFγδF
γδ, (1.4)
divergence free. We separate this tensor into its scalar and field quantities, respectively
Qαβ[φ] = R
(
DαφDβφ−
1
2
gαβDγφDγφ
)
, (1.5a)
Qαβ [F ] = FαγF
γ
β −
1
4
gαβFγδF
γδ. (1.5b)
These satisfy the identities
∇βQαβ [φ] = FαγJ
γ , ∇βQαβ[F ] = −FαγJ
γ , (1.6)
which follow from the commutator identity (1.3) along with the identity
∇α(φψ) = Dαφψ + φDαψ (1.7)
in the scalar term, and antisymmetry along with
∇αFβγ +∇βFγα +∇γFαβ = 0 (1.8)
in the electromagnetic term. Though Q[F ] and Q[ψ] are no longer divergence free, we still have the nice
property that Q[F ] is trace free.
We consider spacetimes (M, g) close to Minkowski, in the sense that g satisfies certain L2 and L∞
estimates consistent with small-data solutions to Einstein’s Vacuum Equations in harmonic gauge. We in
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particular assume certain energy norms consistent with the stability result [16], combined with nicer L∞
estimates on certain components of the metric shown in [14], for a metric with small initial data.
There is a natural way to frame these L∞ results, which comes from the mass corresponding to the
metric. We assume the metric is of the form
gαβ = mαβ +
(
Mχ
r
)
δαβ + hαβ , (1.9)
where M is a small constant corresponding to the ADM mass, h is a small (0, 2)-tensor, and χ is a smooth
cutoff function equal to 1 for rt+2 ≥
3
4 and 0 for
r
t+2 ≤
1
2 , such that ∂χ decays like t
−1. Our precise bounds
on h and M are as follows, for a small parameter ǫg corresponding to the size of the initial data.
M < ǫg, (1.10a)
|LIXh| < ǫgτ
−1+δ
+ , (1.10b)
|LIXh|LT < ǫgτ
γ′
0 τ
−1+δ
+ , (1.10c)
for a multiindex I, |I| ≤ k− 7, τ+, τ−, τ0 as defined in (1.16), and X ∈ {∂˜α, Ω˜αβ, S˜} as defined in (2.1), and∥∥∥|∂LIXh|w1/2γ ∥∥∥
L2(R3)
+
∥∥∥τ−1− |LIXh|w1/2γ ∥∥∥
L2(R3)
≤ ǫg(1 + t)
δ/2, (1.11a)∥∥∥τ−1/2− (|∂LIXh|L˜L˜ + |∂LIXh|)w1/2γ ∥∥∥
L2([0,T ]×R3)
+
∥∥∥τ−3/2− |LIXh|L˜L˜w1/2γ ∥∥∥
L2([0,T ]×R3)
≤ ǫg(1 + T )
δ/2, (1.11b)
for |I| ≤ k, a given constant δ > 0 ,and
wγ =
{
1 r∗ ≤ t,
1 + (r∗ − t)1+2γ r∗ ≥ t,
(1.12)
where r∗ is defined in (1.14) and depends only on t, r,M .
This metric corresponds to small-data solutions of the Einstein Vacuum Equations, as well as a range of
coupled Einstein-field systems. In particular, it is our hope that the stability results here can be used as a
priori estimates which can prove the stability of the massless Einstein-Charge Scalar Field system, which in
harmonic coordinates can be written as the system (1.2) in a metric satisfying the system
ggµν = Pµν(g)(∂g, ∂g) + C(Qµν −
1
2
gµνtrg(Q)), (1.13)
where Q is the energy-momentum tensor defined in (1.4), and P is quadratic in derivatives of g and behaves
nicely in the null decomposition.
We can think of small-data solutions of the MKG equations as solutions for the Einstein-Field Equations
with small C, so that for at least a long time the background metric of the joined system approximates
the background metric of solutions to the vacuum equations. Our goal is to show global existence, which
should follow from estimates on Q obtained here, combined with the fact that we have nicer energy and
decay estimates for this tensor than for corresponding terms Pµν which come from the metric.
We note that in the wave zone t ≈ r and in the exterior, our metric behaves similarly to Schwarzschild,
which, in order to recover the conformal Morawetz estimate, requires some additional geometric consideration
even in the far exterior r > 2t. Here, we draw geometric inspiration from analysis of solutions to wave
equations in Schwarzschild carried out by Blue and Sterbenz in [3], where they take the conformal Morawetz
estimate with r, ∂r replaced by the tortoise coordinate and derivative r
∗ and ∂r∗ . We can consider the
approximate optical functions u∗ = t+ r∗, u∗ = t− r∗.
In our case, we cannot hope to recover the full conformal Morawetz estimate using only the geometric
structure of these approximate optical functions, due to insufficient decay in perturbations of the metric.
However, we can establish a fractional Morawetz estimate, analogous to that in [17], for certain fractional
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weights u∗2s, u∗2s which depend on the initial ADM mass of the metric. We show the base estimate, along
with a discussion on why the fractional estimate and curved fields are necessary, in section 2.6.
Our primary tool here is a null decomposition and a set of vector fields which are defined only in terms
of the parameter M , and which behave nicely with respect to the metric m˜ = m+Mχ/(1+ r)δ. This set of
Lorentz fields was used in [14] to establish nicer asymptotic behavior for certain components of the metric.
The null decomposition we use is a natural extension of these fields, and allows us to establish nicer estimates
on certain derivatives of φ and components of F than the corresponding null fields in Minkowski would.
In order to define these fields, we define the adapted tortoise coordinate,
r∗ = r +Mχ ln(r), (1.14)
such that χ = χ˜
(
r
2+t
)
, where χ˜ is a smooth increasing function satisfying
χ˜(y) =
{
1 y ≥ 3/4
0 y ≤ 1/2
.
It follows that r∗ = r in the far interior r < t/2 and r∗ = r +M ln(r) in the extended exterior region. In
particular, if t ≥ 12, r∗ = r +M ln(r) whenever r > 7t/8. We can use this quantity to define the modified
coordinates
u∗ = t− r∗, u∗ = t+ r∗, t˜ = t∗ = t, x˜i = ωir∗. (1.15)
The quantities u∗ and u∗ are not quite optical functions of the metric, in the sense that gαβ∂αu
∗∂βu
∗ 6= 0.
However, u∗ can be seen as a nice approximation in that gαβ∂αu
∗∂βu
∗ decays like t−1−γ
′+δ along the light
cone (where γ′ − δ > 0), an improvement over the naïve approximation u = t − r. Additionally, we can
define the optical weights
τ2+ = (1 + u
∗2) τ2− = (1 + u
∗2) τ0 = τ−/τ+. (1.16)
Taking ∂r = ω
i∂i and /∂i = ∂i − ωi∂r, we can define
∂r∗ =
1
∂r(r∗)
∂r, ∂t∗ = ∂˜0 = ∂t − ∂t(r
∗)∂r∗ , ∂˜i = ωi∂r∗ +
r
r∗
/∂i. (1.17)
We write
/˜∂i =
r
r∗
/∂i,
a quantity which will often come up naturally later when calculating commutators.
This choice of fields lends itself to a natural null frame,
L˜ = ∂t∗ + ∂r∗ , L˜ = ∂t∗ − ∂r∗ , S˜i =
r
r∗
Si, (1.18)
where Si = {S1, S2} are piecewise defined fields forming an orthonormal frame tangent to the sphere (in
the Minkowski metric). From a geometric perspective, our use of S˜i is not strictly necessary, as they are of
course proportional to Si with a scalar factor close to 1; however, their use elucidates several cancellations
which are necessary in handling Lie derivatives of the EM field, and which are not at all obvious using Si
alone. We define the sets
L = {L˜}, T = {L˜, S˜1, S˜2}, U = {L˜, L˜, S˜1, S˜2}, (1.19)
and use the following notation for partial norms
|T |XY = sup
X∈X ,Y∈Y
|TXY |.
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For norms of tensors where vector fields are not specified, we use the full null frame U , e.g., for (0, 2)-tensors
T , we have
|T | = |T |UU
This correspondence between our frames and fields have two advantages: First, they correspond well with
estimates on the metric, for which one has the nice component estimate
|g|LT .
ǫτγ
′
−
τ1+γ
′−δ
+
,
where γ′ and δ are defined as in (2.14) and (2.15). This makes it possible to achieve nicer estimates on the
deformation tensor LZg without a proper null foliation. This first comes into play in our energy estimates,
where we must bound terms roughly behaving like∫ T
0
∫
Σt
|(LKs0
g)(L˜, L˜)||DL˜φ|
2w dxdt,
where
K
s
0 =
1
2
(1 + u∗2s)L˜+
1
2
(1 + |u∗|2s)L˜.
In order for this to be bounded by our energy, we need LKs0
g(L˜, L˜) to be bounded roughly by ǫτ2s− τ
−1−α
+ ,
for some small constant α > 0. This estimate is in particular not possible when we replace L˜ by its Minkowski
analogue ∂t + ∂r due to the behavior of the part of the metric like [Mχ/(1 + r)]δαβ . In the latter case, we
would get decay like τ2s−2+ which gives growth in the energy for s ≥ 1/2.
Additionally, this null frame commutes well with the modified Lorentz fields used in [14], which again
seem to be necessary in order to get the desired decay of metric terms. This follows from the fact that
we would hopefully expect Lie derivatives of components of F in our relativistic metric to satisfy similar
estimates to Lie derivatives of F in the Minkowski metric. Using the standard null frame in Minkowski
spacetime, the best decay we would be able to expect for components like |(LIZF )LSj | would be τ
−2
+ τ
1/2−s
− ,
as opposed to the analogous term in [17], for which we would get the improved decay rate τ
−3/2−s
+ .
We contrast this to [16], which required less delicate peeling estimates, and consequently for which the
standard null frame for Minkowski space sufficed.
We define the adapted null decomposition of F as follows:
αi = FL˜S˜i αi = FL˜S˜i (1.20a)
ρ =
1
2
FL˜L˜ σ =
1
2
FS˜1S˜2 (1.20b)
Since the tangential terms are not uniquely defined, the following terms often show up in our calculations.
| /˜Dφ|2 = |DS˜1φ|
2 + |DS˜2φ|
2 |α|2 = |α1|
2 + |α2|
2 |α|2 = |α1|
2 + |α2|
2.
We additionally define the electromagnetic decomposition
Ei = F0i, Bi = (∗F )0i, (1.21)
where ∗F is the Hodge dual of F . We can break E up into its divergence-free and curl-free components, Edf
and Ecf respectively.
Before stating our result, we define the norms governing our initial conditions. For a (0, k)-tensor T , we
define:
‖T ‖
2
Hk,s0 (R3) =
∑
|I|≤k
∑
αk∈(0,3)
∫
R3
(1 + r2)s0+|I||∇IT (∂˜α1 , ...∂˜αk)|
2 dx, (1.22)
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where I is a multiindex. Here, ∇ and D are the covariant derivatives restricted to time slices.
Likewise, for a complex scalar field, we have the corresponding quantity
‖φ‖
2
Hk,s0 (R3) =
∑
|I|≤k
∫
R3
(1 + r2)s0+|I||DIφ|2 dx. (1.23)
Theorem 1.1. Take constants s, s0, γ
′, γ such that 12 < s < 1 < s0 < 3/2, 2s − 1 < γ
′ < γ < 1, γ > 1/2,
and δ > 0 such that the difference between any two of the previous quantities is at least 4δ. Additionally,
take an integer k0 ≥ 13.
There exists a constant ǫ0 > 0, with ǫ0 ≪ δ, such that if the metric, in the decomposition (1.9), satisfies
(1.10) and (1.11) for ǫg < ǫ0, and if we take initial conditions E0, B0, φ0, φ˙0 for F and φ satisfying
‖E0df‖Hk0 ,s0(R3) + ‖B0‖Hk0 ,s0(R3) + ‖Dφ0‖Hk0 ,s0(R3) +
∥∥∥φ˙0∥∥∥
Hk0 ,s0(R3)
< ǫ (1.24)
at time t = 0 for ǫ < ǫ0, then solutions to (1.2) exist for all time and satisfy the bounds
|α|+
∣∣∣∣ 1r∗DL˜(r∗φ)
∣∣∣∣χr>((t+2)/2) + |DL˜φ|χr<((t+2)/2) . ǫτ−s−3/2+ , (1.25a)
|α|+ |DL˜φ| . ǫτ
−1
+ τ
−1/2−s
− , (1.25b)
|σ| . ǫτ−1−s+ τ
−1/2
− , (1.25c)
| /Dφ| . ǫτ−2+ τ
1/2−s
− , (1.25d)
|ρ| . ǫ
(
τ−1−s+ τ
−1/2
− χr∗<t + τ
−2
+ χr∗≥t
)
, (1.25e)
|φ| . ǫτ−1+ τ
1/2−s
− , (1.25f)
for τ± as defined in equation (1.16).
Remark 1.2. More precise bounds on derivatives of F are given in (2.49) and (5.18), with F = F + F˜ .
More precise bounds on derivatives of φ are given in (6.51).
As a consequence of the weights we use, we get better results in the far exterior, especially for φ, in the
sense that we can include in the right hand side a weight w = 〈t− r∗〉
2(s−s0) whenever r∗ > t. Additionally,
as a consequence of the proof we get higher order energy bounds, which we outline here.
Remark 1.3. For all t, we have the energy bounds on derivatives of φ as follows:
Ek[φ](t) =
∑
|I|≤k
E0[D
I
Xφ](t) + S0[D
I
Xφ](t) ≤ Cǫ
2, (1.26)
where
E0[ψ](T ) = sup
0≤t≤T
∫
Σt
(
τ2s+
(∣∣∣∣DL˜(r∗ψ)r∗
∣∣∣∣2 + | /Dψ|2 + ∣∣∣∣ ψr∗
∣∣∣∣2
)
+ τ2s− |DL˜ψ|
2
)
w dx
and
S0[ψ](T ) =
∫ T
0
∫
Σt
(
τ2s+
∣∣∣∣DL˜(r∗ψ)r∗
∣∣∣∣2 + τ1+2δ0
(
τ2s+
(
| /Dψ|2
)
+ τ2s−
(
|DL˜ψ|
2 +
∣∣∣∣ ψr∗
∣∣∣∣2
)))
w′ dx dt.
Here, I is a multiindex of the Lorentz fields X ∈ L, as defined in (2.1), and w and w′ are weight quantities
defined in (3.3). We have analogous bounds on the field F : we have
Ek[F˜ ](t) =
∑
|I|≤k
E0[L
I
X F˜ ](t) + S0[L
I
X F˜ ](t) ≤ Cǫ
2, (1.27)
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where F˜ is the field F after a term describing the charge in the exterior is subtracted off,
E0[F ](T ) = sup
0≤t≤T
∫
Σt
(
τ2s+
(
|α[F ]|2 + |ρ[F ]|2 + |σ[F ]|2
)
+ τ2s− |α[F ]|
)
w dx,
and
S0[F ](T ) =
∫ T
0
∫
Σt
(
τ2s+ |α|
2 + τ1+2δ0
(
τ2s+
(
|ρ[F ]|2 + |σ[F ]|2
)
+ τ2s−
(
|α[F ]|2
)))
w′ dx dt.
The proof of Theorem 1.1 structurally follows the space-time energy approach of [17], taking advantage
of fractional Morawetz estimates used in that paper. The main conceptual difference is in our development
and use of the mass-corrected null frame and commutator fields. Additionally, in the energy and commutator
estimates there are significant error terms coming from the metric, which means that the required estimates
are significantly more involved. Fortunately, the techniques used to deal with them are fairly straightforward.
Definitions and certain properties of the modified null frame and fields are outlined in section 2.
The last portion of section 2 includes several Morawetz estimates which provide motivation for the
frameworks we use, including the fractional Morawetz estimate, the modified null frame, and the weight w.
This estimate has at the end a discussion on certain issues adapting the full conformal Morawetz estimate to
a general relativistic metric, and will hopefully cast light on our reasons for the fractional Morawetz estimate
and the modified null frame and vector fields we use.
In sections 3 and 4, we first establish a fractional Morawetz estimate for the electromagnetic and scalar
fields respectively. In the electromagnetic case, the proof is roughly straightforwardly adapted from [17], in
which we consider the fractional acceleration field
K
s
0 =
1
2
(
(1 + u∗2s)L˜+ (1 + |u∗|2s)L˜
)
for some constant s ∈ (1/2, 1/2+ γ′/2). The deformation tensor of this field satisfies certain positivity prop-
erties which were shown in [17], with error terms coming from the metric which we bound straightforwardly.
Additionally, we subtract off a charge quantity F and analyzing the remainder tensor F − F , as analyzing
F on its own would result in field terms with insufficient decay in space.
For the scalar field, slightly more work is required, as the energy-momentum tensor is no longer trace-free.
Therefore, we cannot rely on only the quasi-conformal killing structure of K
s
0. We instead take a conformal
transformation of the metric and apply the energy estimate to solutions of the wave equation on this new
metric. We then augment this conformal energy estimate using a weighted Poincaré-type inequality, loosely
adapted from a similar estimate in [8].
Sections 5 and 6 establish L∞ estimates on field quantities. These are conceptually straightforward
weighted Klainerman-Sobolev estimates, with some additional care taken to account for the contribution of
the charge and certain error terms which follow from the fact that we are not taking the estimate along a
“true" light cone. Our estimates are Theorems 5.6 and 6.6.
In sections 7 and 8 we bound commutator terms coming from taking the energy estimate on Lie and
complex covariant derivatives of F and φ respectively. This is achieved through a combination of the bilinear
estimates used in [17] and a set of energies defined on the metric, which are bounded for a class of small-data
solutions to the Einstein vacuum equations. In section 7.1 we also show that certain norms relating to initial
data are equivalent or bounded by the initial data norms used in the main theorem.
Section 9 ties everything together: this will in particular establish that the right hand side of the earlier
energy estimates can be easily bounded by the left hand side times a constant scaling with the size of the
initial data. It follows that, for sufficiently small initial data, the energy is bounded. In particular, all parts of
Theorem 1.1 follow directly from Theorem 9.1. Additionally, Section 9 contains the proof of certain bounds
on the energy-momentum tensor which will be useful in coupling the theorem with the Einstein-Maxwell-
Klein-Gordon system.
Section 10 is an appendix which contains some weighted Poincare- and Sobolev-type estimates which are
of use in our proof.
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1.1 Comparison to Previous Works
This work can be seen as a expansion on results found by Lindblad and Sterbenz in [17], who establish
analogous estimates in Minkowski space. It is also worth mentioning results by [2] in which they establish
similar results for Minkowski space in a way that can more readily be generalized into a gauge-free geometric
setting, and which could potentially provide better understanding of the precise asymptotic behavior in a
relativistic metric. Further analysis by Shiwu Yang in [26] and [27] has expanded on these results, showing
stability even when the electromagnetic field F has large initial data. This approach uses the r-weighted
energy decay method of [6] instead of the Morawetz estimate. This energy method was generalized to a
broader class of metrics in [19], and in [22]. Additionally, decay results for the massive Maxwell-Klein-
Gordon system were found in [10], though due to the “true" Klein-Gordon behavior of this system, results
will be more difficult to generalize to a relativistic setting.
From the relativistic viewpoint, I must first mention the landmark work of Christodoulou and Klainerman
in [5], which established stability of the Minkowski spacetime solution to the Einstein equations, along with
the dissertation of Zipser, [28], which uses their framework to establish stability results for the Einstein-
Maxwell system. However, my analysis more closely follows the analagous result of Lindblad and Rodnianski
in [16], [15] in which the authors establish stability in the harmonic gauge, as well as subsequent works by
Loizelet and Speck in [18] and [24]. The dissertation of Loizelet extends the result of Lindblad and Rodnianski
to solutions of the Einstein-Maxwell system in harmonic coordinates and Lorenz gauge, which unfortunately
does not generalize well to a charged scalar field.
The analysis of Speck more closely follows our methods, in that he also looks only at the physical quantity
F instead of A. However, this analysis does not use our modified null frame, which seems to be necessary
in order to establish the necessary L∞ estimates for the charged scalar field. This correction was originally
inspired by considering exterior behavior for a conformal Morawetz estimate on the Schwarzschild metric
carried out by Blue and Sterbenz in [3]. Similar work concerning Morawetz estimates on Schwarzschild for
Maxwell’s equations have been carried out by Anderson and Blue in [1] and Sterbenz and Tataru in [25], as
well as for certain quasilinear equations by Lindblad and Tohaneanu in [13]. Additionally, we mention the
use of a fractional Morawetz estimate in a metric which was used by Lindblad and Schlue in [11].
The modified null frame and fields have also been used independently by Oliver in [21], and later by Ster-
benz and Oliver in [20]. The authors assume weaker conditions than we have here, only assuming boundedness
of certain norms corresponding to certain perturbations of Minkowski space, instead of smallness, and derive
certain estimates on solutions of linear and some nonlinear wave equations in these backgrounds.
In the sense of analysis of the Charge-Scalar Field system in Minkowski space, in addition to the papers
by Lindblad-Sterbenz and Bieri-Miao-Shashahani ([17] and [2] respectively), I mention an earlier paper by
Klainerman and Machedon, [9], which establishes existence and uniqueness for solutions using the Coulomb
gauge, and one by Eardley and Moncrief, [7]. However, these papers offer little insight on asymptotics.
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2 Notation and Preliminary Identities
2.1 General Notation
We mention notation regarding the metric here. As usual, we use Einstein summation notation, and the
Greek indices α, β, etc. take values from 0 to 3 and are raised and lowered according to the metric g, with
several exceptions, which we outline as follows:
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First, in the estimate in section 2.6, everything is raised and lowered with respect to the Minkowski
metric.
Additionally, the metric m̂αβ is the inverse metric of m̂αβ, and m
∗αβ of m∗αβ, both of which we will define
later.
The last major exception is the analysis leading up to the first L2 estimate in Section 4, in which we
construct a metric that preserves the geometric structure of our modified null fields while avoiding issues
with singular behavior at the origin.
Given a covector ωα and a vector X with components X
α, we say
ωX = ω(X) = X
αωα.
We can extend this to (k, 0)-tensors, so that we use FXY and F (X,Y ) interchangeably. Additionally,
we define the contraction operator iX such that for a (0, 2)-tensor G, (iXG)(Y ) = G(X,Y ). Given a frame
{Xi}, and a vector Y
α, we determine the components Y XI of the raised decomposition using the formula
Y α =
∑
i
Y XiXαi .
We can decompose in more than one or all indices using the partial decomposition
Tαβ =
∑
i
TXiβXαi .
One important consequence of this is that we have the identity
UαVα =
∑
i
UXiVXi ,
etc. We have the rough identifications F L˜S˜j = − 12FL˜S˜j + O(|h|)|F |, and analogous relations for other
components, when the metric is close to Minkowski.
In order to avoid confusion, we will try to avoid the upper frame decomposition wherever possible;
however, in some cases, such as calculations on the contraction FαβF
αβ , it is difficult to avoid.
Unless otherwise specified, English indices i, j, etc. range either from 1 to 3 or, with some abuse of
notation, from 1 to 2 when we add quantities involving vectors S˜i which are tangent to the sphere.
English indices are generally raised and lowered according to the Euclidean metric; this most naturally
comes up when we say
ωi = ωi.
We take a . b to mean
a ≤ Cs,s0,δ,γ′,γ,kb,
, and similarly, a ≈ b to mean
C−1s,s0,δ,γ′,γ,kb ≤ a ≤ Cs,s0,δ,γ′,γ,kb,
where s, s0, and δ are parameters corresponding to weights on our scalar fields, γ and γ
′ governs the decay of
the metric, and k is the maximum number of derivatives we work with. Intuitively, the constant C depends
on the various decay rates of our quantities but not on the size of our initial conditions or the deviation of
our metric from Minkowski, other than requiring that it falls under some fixed threshold.
In general, norms with a numerical subscript p will denote the spacetime norm:
‖φ‖p = ‖φ‖Lp([0,T ]×R3) .
Norms on other domains will be unambiguously denoted. Norms on a time slice Σt are in the time range
t ∈ [0, T ] when we need to bound these quantities by our energy norms.
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2.2 Vector Fields
The modified Lorentz fields can be defined as follows:
L = {∂˜α, Ω˜ij = x˜
i∂˜j − x˜
j ∂˜i = Ωij , Ω˜0j = t˜∂˜j + x˜
j ∂˜0, S˜ = t˜∂˜0 + x˜
i∂˜i}. (2.1)
We can define all other possible values of Ω˜αβ by assuming Ω˜αβ = −Ω˜βα. Given this set of fields, we can
define the constants
cX =
{
2 X = S˜,
0 X = ∂˜α or X = Ω˜αβ .
(2.2)
These constants correspond with the conformal Killing and Killing behavior of the analogous Lorentz fields
in Minkowski space. For motivation, we can say for now that the quantity LXg − cXg, while nonzero, has
nice decay properties. Given a collection of Lorentz fields X and a multiindex I, we define cIX to be the
product of cX for each X indexed by I.
Additionally, we have the radial Lorentz boost field
Ω˜0r =
∑
i
ωiΩ˜0i = t
∗∂r∗ + r
∗∂t∗ =
1
2
(u∗(∂t∗ + ∂r∗)− u
∗(∂t∗ − ∂r∗)) .
Using this we can write
Ω˜0j = ωjΩ˜0r + t /˜∂j , (2.3)
which will simplify later commutator estimates.
We can now look at commutators, with the note that they generally behave identically to their unmodified
equivalents. First, the commutators of two Lorentz fields:
[∂˜α, ∂˜β ] = 0, [∂˜α, Ω˜ij ] = δα[i∂˜j], [∂˜α, S˜] = ∂˜α (2.4a)
[S˜, Ω˜αβ ] = 0, [∂˜α, Ω˜0β ] = δα(0∂˜β), [Ω˜0i, Ω˜jk] = δijΩ˜0k − δikΩ˜0j (2.4b)
[Ω˜0i, Ω˜0j ] = Ω˜ij , [Ω˜ij , Ω˜kl] = −δikΩ˜jl + δilΩ˜jk + δjkΩ˜il − δjlΩ˜ik. (2.4c)
Importantly, the commutator of any two of our modified Lorentz fields is a sum of modified Lorentz fields
with constant coefficients. Now we look at the commutators between Lorentz fields and our modified null
frame:
[L˜, ∂˜0] = 0, [L˜, ∂˜0] = 0, [S˜j , ∂˜0] = 0, (2.5a)
[L˜, ∂˜i] = −
1
r∗
/˜∂i, [L˜, ∂˜i] =
1
r∗
/˜∂i, [S˜j , ∂˜i] =
1
r∗
akij(ω)S˜k + S˜j(ωi)∂r∗ , (2.5b)
[L˜, S˜] = L˜, [L˜, S˜] = L˜, [S˜j , S˜] = S˜j , (2.5c)
[L˜, Ω˜ij ] = 0, [L˜, Ω˜ij ] = 0, [S˜k, Ω˜ij ] = b
l
ijk(ω)S˜l, (2.5d)
[L˜, Ω˜0i] = ωiL˜+
r∗ − t
r∗
/˜∂i, [L˜, Ω˜0i] = −ωiL˜+
r∗ + t
r∗
/˜∂i, [S˜j , Ω˜0i] = S˜j(ωi)Ω˜0r +
t
r∗
clij(ω)S˜l. (2.5e)
Here, a, b, and c are homogeneous functions of degree 0 in r which satisfy the conditions
a1i1 = a
2
i2 = b
1
ij1 = b
2
ij2 = c
1
i1 = c
2
i2 = 0, (2.6a)
a2i1 + a
1
i2 = b
2
ij1 + b
1
ij2 = c
2
i1 + c
1
i2 = 0. (2.6b)
We recall the Lie derivative formulas for one- and two-forms respectively:
(LXω)Y = X(ωY )− ω([X,Y ]), (2.7)
(LXF )Y Z = X(FY Z)− F ([X,Y ], Z)− F (Y, [X,Z]). (2.8)
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Remark 2.1. One useful conequence is that in the extended exterior, r > t/2, "nicer" components of Lie
derivatives consist of derivatives of nicer components plus "worse" components multiplied by a scalar function
decreasing like (or faster than)
τ−
τ
+
; i.e., we get better decay of the bad component terms along the light cone.
For instance, for a one-form Tα, we have
(LΩ˜0iT )L˜ = Ω˜0i(TL˜)− ωiTL˜ +
u∗
r∗
T
/˜∂i
.
We can write this in the following way, which will be useful when looking at the L∞ estimates. We first
define the following classes of functions: for any integer k ≥ 0, we say a function ψ is in ΨK,Nu if it can be
written in the form ∑
k+l+m≤n≤N
l+m≤n−K
fk,l,m,n(ω)
u∗ku∗ltm
r∗n
. (2.9)
Intuitively, this means that the function is bounded as you go to spatial infinity, with decay like τ−K+ along
the light cone. This comes into play when we take our null decomposition, so we can disregard the behavior
in the spatial interior. Additionally, N is only a limiting constant, so we can disregard it in our geometric
interpretation.
Additionally, the following is true:
Lemma 2.2. For all vector fields X ∈ L, and for any functions ψ ∈ ΨK,Nu , it follows that Xψ ∈ Ψ
K,N+1
u .
Additionally, if f1 ∈ Ψ
K1,N1
u and f2 ∈ Ψ
K2,N2
u , then f1f2 ∈ Ψ
K1+K2,N1+N2
u
Proof. This is straightforward but tedious to prove. If X = ∂˜α, it is easy to see that differentiating lowers
the power of k, l or m by one and multiplying by an angular function (which may be identically 0) if the
derivative lands on u∗, u∗ or t respectively, and increases n by 1, multiplying by an angular function again,
if the derivative lands on f or r∗. Other derivatives behave similarly, and will be left as an exercise to the
reader.
The product relation is easy to prove, and follows from expanding the product and verifying that the
product terms satisfy the resulting bounds.
Given this, and the Lie derivative formula (2.8), we have the following lemma:
Lemma 2.3. For a given 2-form F , a field X ∈ L, a function g in ΨK,Nu , and the corresponding null
decomposition of F {α, α, ρ, σ}, we can rewrite
gαi[LXF ]−X(gαi[F ]) = f
j
1αj [F ] + f2ρ[F ] + f3σ[F ], (2.10a)
where f1 ∈ Ψ
K,N+1
u , and f2, f3 ∈ Ψ
K+1,N+1
u . Additionally,
gρ[LXF ]−X(gρ[F ]) = f
j
1αj [F ] + f2ρ[F ] + f3σ[F ] + f
j
4αj [F ], (2.10b)
gσ[LXF ]−X(gσ[F ]) = f
j
1αj [F ] + f2ρ[F ] + f3σ[F ] + f
j
4αj [F ], (2.10c)
where f1, f2, f3 ∈ Ψ
K,N+1
u , and f4 ∈ Ψ
K+1,N+1
u , and
gαi[LXF ]−X(gαi[F ]) = f
j
1αj [F ] + f2ρ[F ] + f3σ[F ] + f
j
4αj [F ], (2.10d)
where f1, f2, f3, f4 ∈ Ψ
K,N+1
u .
Proof. These follow straightforwardly from (2.5). We prove the first estimate here, others are similar: We
first have the expansion
αi[gLXF ] = gX(αi[F ])− gF ([X, L˜], S˜i)− gF (L˜, [X, S˜i])
= X(gαi[F ])−X(g)αi[F ]− gF ([X, L˜], S˜i)− gF (L˜, [X, S˜i]).
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The first term is subtracted off. The second term is treated using properties of X(g) coming from the first
part of Lemma 2.2. The other terms are slightly more involved and use equation (2.5) and the product
properties in Lemma 2.2.
We have from (2.5) that [X, L˜] = f1L˜ + f
i
2S˜i, where f1 ∈ Ψ
0,1
u and f
i
2 ∈ Ψ
1,1
u . Likewise, [X, S˜i] =
f1L˜+ f
i
2S˜i + f3L˜, where f1, f
i
2 ∈ Ψ
0,1
u and f3 ∈ Ψ
1,1
u . Applying the product relation in Lemma 2.2 gives us
the desired properties.
This formula has as a consequence nice inductive properties for higher numbers of Lie derivatives.
Corollary 2.4. Given a two-form F , and τ0 = τ−/τ+, we have that if X
I is a multiindex of fields in L, it
follows that in the region r∗ ≥ t/2 + 1/2,
XI(αi[F ]) .
∑
|J|≤|I|
Y ∈L
|α[LJY F ]|+ |τ0ρ[L
J
Y F ]|+ |τ0σ[L
J
Y F ]|+ τ
2
0 |α[L
J
Y F ]|, (2.11a)
XI(ρ[F ]) .
∑
|J|≤|I|
Y ∈L
|α[LJY F ]|+ |ρ[L
J
Y F ]|+ |σ[L
J
Y F ]|+ τ0|α[L
J
Y F ]|, (2.11b)
XI(σ[F ]) .
∑
|J|≤|I|
Y ∈L
|α[LJY F ]|+ |ρ[L
J
Y F ]|+ |σ[L
J
Y F ]|+ τ0|α[L
J
Y F ]|, (2.11c)
XI(αi[F ]) .
∑
|J|≤|I|
Y ∈L
|α[LJY F ]|+ |ρ[L
J
Y F ]|+ |σ[L
J
Y F ]|+ |α[L
J
Y F ]|. (2.11d)
Proof. This follows from repeated iteration of Lemma 2.3 from the inside out, combined with the estimate
that if ψ is contained in ΨK,Nj , it satisfies the estimate
ψ .N
(1 + |u∗|)K
r∗K
.N τ
K
0
whenever r∗ ≥ t/2 + 1/2.
Next, we discuss a lemma which will be useful when commuting derivatives with Lie derivatives:
Lemma 2.5. For all vector fields X ∈ L, the following estimates hold for all multiindices α:
∂IαX
β .|I|
{
1, |I| = 1,
M ln(τ+)τ+
−|I|, |I| ≥ 2.
(2.12)
2.3 Assumptions on the Metric
One advantage of the null frame of the previous section over the standard null frame in Minkowski space is
that we can for the most part treat the sum of the Minkowski and ADM parts of the metric as a unified
quantity, which models the background geometry. This is in contrast to [16], which treated the ADM part
as an error term.
We split gαβ = m˜αβ + hαβ , g
αβ = (m˜−1)αβ +Hαβ, where
m˜αβ = mαβ +
Mχ
r
δαβ . (2.13)
with all other components equal to 0. We define (m˜−1) to be the inverse metric of m˜, and note that
hαβ = −Hαβ +O(|h|
2). We state the following bounds:
|LIXm˜|LT .Mτ−τ
−2+δ
+ , |L
I
Xm˜− c
I
Xm|UU .Mτ
−1+δ
+ .
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Now we look at H . Since we are for now treating this as a modular estimate for the full EMKG system,
we assume L∞ estimates on low derivatives of H and L2 estimates on high derivatives of H as follows: We
first consider γ′ < γ < 1. Then, we define the class Gǫg,γ′,γ,k to be the set of metrics g with M ≤ ǫg (where
M is the multiplier corresponding to the ADM part of the metric) satisfying the L∞ norms
M < ǫg, (2.14a)
|LIXh| < ǫgτ
−1+δ
+ < ǫgτ
−1/2−γ′/2+δ/2
+ , (2.14b)
|LIXh|LT < ǫgτ
γ′
0 τ
−1+δ
+ , (2.14c)
for a multiindex I, |I| ≤ k − 6, and X ∈ L, and∥∥∥|∂LIXh|w1/2g ∥∥∥
L2(R3)
+
∥∥∥τ−1− |LIXh|w1/2g ∥∥∥
L2(R3)
≤ ǫg(1 + t)
δ/2,
(2.15a)∥∥∥τ−1/2−δ/2− (|∂LIXh|L˜L˜ + |∂LIXh|)w1/2g ∥∥∥
L2([0,T ]×R3)
+
∥∥∥τ−3/2−δ/2− |LIXh|L˜L˜w1/2g ∥∥∥
L2([0,T ]×R3)
≤ ǫg(1 + T )
δ/2,
(2.15b)
for |I| ≤ k, some small constant δ > 0 ,and
wg =
{
1 r∗ ≤ t,
1 + (r∗ − t)1+2γ r∗ ≥ t.
(2.16)
For the L∞ estimate (2.14b), we note that the first inequality is stricter; however, the second suffices in most
cases and makes notation easier. We note that in equations (2.15a) and (2.15b), the bound for the second
norm on the left follows from (10.28a) and (10.28b). As a note, the required weight is higher than in [16],
and thus we require more initial decay; this is consistent with the additional L∞ decay required near the
light cone.
In general, k ≥ 13, and 1/2 + 4δ < γ′ < γ − 4δ < γ < 1 − 4δ. Finally, we assume the initial conditions
that at time t = 0, we have a split metric, with
g00 = −
(
1−
Mχ
r
)
, g0i = 0 (2.17)
In the spacetime integrals the value of τ− on the left is that corresponding to the integrated time variable
τ . These are consistent with estimates established in [16] and [14], where we use the weak null condition for
the spacetime estimates on the L˜L˜ terms. These will in particular be useful when taking commutators.
We have analogous estimates on components of the raised metric. In particular, if we write out the matrix
gXiXj , where Xi, Xj are elements in our null frame, and then take the inverse by adjoints, we see that every
error term appearing in gL˜L˜, gL˜S˜ contains a term decaying like τγ
′
− τ
−1−γ′+δ
+ or τ
−1−γ′+δ
+ . We therefore have
the estimates
|gL˜L˜|+ |gL˜S˜ | . ǫgτ
γ′
− τ
−1−γ′+δ
+ , (2.18a)∣∣∣∣gL˜L˜ + 12
∣∣∣∣+ ∣∣∣gS˜iS˜i − 1∣∣∣ . ǫgτ−1/2−γ′/2+δ/2+ , (2.18b)
|gL˜L˜|+ |gS˜1S˜2 |+ |gL˜S˜i | . ǫgτ
−1/2−γ′/2+δ/2
+ . (2.18c)
We can therefore prove the following lemma:
Lemma 2.6. Given a two-tensor Tαβ, we can define the following norms:
|T | = |T |UU , |/T | = |T |T T + |T |LU + |T |UL, (2.19)
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where we recall L = {L˜}, T = {L˜, {S˜i}},U = {L˜, L˜, {S˜i}} and each norm denotes the sum of the norms for
each field in the sets L,U , T . Then, we have the following estimates on the raised components TXY :∣∣∣∣T L˜L˜ − 14TL˜L˜
∣∣∣∣ . ǫg (τ−1/2−γ′/2+δ/2+ |TLL|+ τγ−τ−1−γ′+δ+ |/T |+ τ2γ′− τ−2−2γ′+2δ+ |T |) ,
(2.20a)∣∣∣∣T L˜S˜j + 12TL˜S˜j
∣∣∣∣+ ∣∣∣∣T S˜jL˜ + 12TS˜jL˜
∣∣∣∣ . ǫg (τ−1/2−γ′/2+δ/2+ (|TLT |+ |TT L|) + τγ′− τ−1−γ′+δ+ |T |) , (2.20b)∣∣∣∣T L˜L˜ − 14TL˜L˜
∣∣∣∣ + ∣∣∣∣T L˜L˜ − 14TL˜L˜
∣∣∣∣ . ǫg (τ−1/2−γ′/2+δ/2+ |/T |+ τγ′− τ−1−γ′+δ+ |T |) , (2.20c)∣∣∣T S˜iS˜j − TS˜iS˜j ∣∣∣ . ǫg (τ−1/2−γ′/2+δ/2+ |/T |+ τγ′− τ−1−γ′+δ+ |T |) , (2.20d)∣∣∣∣T L˜S˜j + 12TL˜S˜j
∣∣∣∣+ ∣∣∣∣T S˜jL˜ + 12TS˜jL˜
∣∣∣∣ . ǫgτ−1/2−γ′/2+δ/2+ |T |, (2.20e)∣∣∣∣T L˜L˜ − 14TL˜L˜
∣∣∣∣ . ǫgτ+τ−1/2−γ′/2+δ/2+ |T | (2.20f)
Proof. This almost entirely follows from equation (2.18). As an example, we prove our result for the first
term on the left hand side of equation (2.20b). We first rewrite
T L˜S˜j =
∑
X,Y ∈U
gL˜XTXY g
Y S˜j (2.21)
If X = L˜ and Y = S˜j , we have the term which is subtracted off plus an error term which is directly bounded
by the first term on the right hand side. If X = L˜ and Y = L˜ or S˜i, we likewise have something bounded
by the first term on the right. If X = L˜ and Y = L˜, we have a term like gL˜S˜j , which has our better decay
norm. If X 6= L˜, we likewise have either gL˜L˜ or gL˜S˜i , both of which have our better decay norms. Other
component estimates follow similarly.
Now we define a vector which will be useful in the energy estimate:
L∗ = −∇u∗, (2.22)
the normal vector to surfaces of constant u∗ (with an implicit raised index on the right). We note that L∗
is very close to L˜, in the sense that
gL∗L˜, gL∗S˜j = 0, gL∗L˜ = −2
which is a restatement of the relations L˜(u∗), S˜j(u
∗) = 0, L˜(u∗) = 2. We know that the L˜ component of L∗
in the modified null decomposition is bounded by a constant times ǫτγ
′
− τ
−1−γ′
+ . This will be useful later,
as we can bound error terms from the metric using an integrated L∞ estimate, at the expense of requiring
more derivatives of the function in the energy.
2.4 Lie Derivatives and Commutators
We recall the definition of the deformation tensor
(X)π = LXg = 2 · symm(∇X), (2.23)
where the last identity is a straightforward calculation. It follows that if X is Killing or conformal Killing,
(X)π is 0 or a scalar multiple of the metric respectively. In general, we cannot assume any Killing or conformal
Killing fields. However, if g is close to Minkowski, we can still establish useful estimates on (X)π.
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We first take a notational tool defined for the Lorentz fields L, L˜X , such that
L˜X(T
αβ) = (LXT )
αβ + cXT
αβ, (2.24a)
L˜X(Tαβ) = (LXT )αβ − cXTαβ, (2.24b)
where the cX are the Killing coefficients defined in (2.2). We can generalize this to all vector fields and
(r, s)-tensors using the definition
L˜Z(T
α1...αr
β1...βs
) = (LZT )
α1...αr
β1...βs
+
r − s
4
(∂˜γZ
γ)Tα1...αrβ1...βs . (2.25)
As direct consequences of this definition, the modified Lie derivative obeys the Leibniz rule, and L˜Zφ = Z(φ).
This was used in a slightly different setting in [12], and is not particularly useful unless Z ∈ L. The primary
advantage of this is that we can easily reduce deformation tensors into their error terms. In each case, we
define the iterated reduced deformation tensors
((X
I )π˜)αβ = (L˜
I
Xg)αβ , (2.26a)
((X
I )π˜†)αβ = (L˜IXg
†)αβ . (2.26b)
We have nice decomposition properties. In particular, we write (X
I )π˜ = L˜IXm˜ + L˜
I
Xh, and bound the two
terms on the right using (2.14) and (2.15). Additionally, for a single vector field X , we have the formulas
(X)π˜
αβ
= −(X)π˜†
αβ
, (X
I )π˜
αβ
= −(X
I)π˜†
αβ
+O(|(X
I )π˜†|2UU ) (2.27a)
where indices on the left hand side are raised with respect to g. These follow from taking the modified Lie
derivative on the identity
gαβ = gαγg
γδgδβ
once and multiple times respectively.
Additionally, we have the useful estimate∣∣Y (LIX(∇ ·X1))∣∣ . ∑
|I1|+|I2|≤|I|+1
X∈L
∣∣∣Y (gαβ(XI2)π˜αβ)∣∣∣+ ∣∣∣∣Y ((XI1)π˜†αβ(XI2 )π˜αβ)∣∣∣∣ . (2.28)
This follows from taking the trace of the identity (2.23), subtracting off the constant term cXtr(g), and
expanding the Lie derivatives using (2.24).
These quantities are of course 0 in the Minkowski case, as these vectors have constant divergence. We
now show that these quantities also satisfy analogous estimates to (2.14). These properties will be necessary
when commuting derivatives through various operators.
Proposition 2.7. Given the inequalities (2.14), and XI a set of Lorentz fields, we can get the following
analogous results on our reduced deformation tensors:
|(X
I )π˜| . ǫgτ
−1+δ
+ , (2.29a)
|((X
I )π˜LT | . ǫgτ
γ′
− τ
−γ′−1+δ
+ , (2.29b)
for |I| ≤ k − 6, and
|L˜IXm˜| . ǫgτ
−1+δ
+ , (2.30a)
|L˜IXm˜|LT . ǫgτ
γ′
− τ
−γ′−1+δ
+ , (2.30b)
for all I, where the constant in . depends on I. The same estimates hold true for the tensor (X
I)π˜† and the
raised metric m˜−1.
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Proof. We note that (2.29) follows immediately from (2.30) and (2.14), so it suffices to prove (2.30). We
prove this for the standard metric; the corresponding inequalities for the inverse metric can be proven in a
similar fashion. In all cases it suffices to prove this with all modified Lie derivatives after the first replaced
with regular Lie derivatives, as we can expand L˜X .
First, we take the decomposition
m˜(L˜, L˜) =
(
−1 +
Mχ
r
)
+
(
1− ∂t(r
∗)
∂r(r∗)
)2(
1 +
Mχ
r
)
, (2.31a)
m˜(L˜, L˜) =
(
−1 +
Mχ
r
)
+
(
−1− ∂t(r
∗)
∂r(r∗)
)2(
1 +
Mχ
r
)
, (2.31b)
m˜(L˜, L˜) = m˜(L˜, L˜) =
(
−1 +
Mχ
r
)
+
(
(1 − ∂t(r
∗))2
(∂r(r∗))2
)(
1 +
Mχ
r
)
(2.31c)
m˜(S˜i, S˜i) =
( r
r∗
)2(
1 +
Mχ
r
)
, (2.31d)
with other components equal to 0. These can be thought of as the corresponding constant in the Minkowski
metric, plus terms with better decay (roughly like Mτ−1+ ln(τ+) for the angular components and better for
the other components).
For X = ∂˜0, S˜, Ω˜ij , we have the formula coming from (2.5) and the identity (2.8)
(LXm˜)Y1Y2 = X(m˜Y1Y2) + cXm˜Y1Y2 ,
i.e. (L˜Xm˜)(Y1, Y2) = X(m˜(Y1, Y2)).
For X = ∂˜i, we have the same thing in all but the mixed components like m˜(L˜, S˜i), m˜(L˜, S˜i). For the
first, we have
(L∂˜im˜)L˜S˜j =
1
r∗
m˜( /˜∂i, S˜j)− S˜j(ωi)m˜(L˜, ∂r∗). (2.32)
With similar calculations for other terms. Noting the relation S˜j(ωi) =
1
r S˜
i
j , where the S˜
i
j denotes the ith
component of S˜j , we see that these cancel out up to order Mτ
−2
+ ln(τ+), and are 0 in the interior.
The most difficult calculations come from the Lorentz boosts Ω˜0i. We see here that the m˜L˜L˜ component
satisfies
LΩ˜0im˜L˜L˜ = Ω˜0i(m˜L˜L˜)− 2ωim˜L˜L˜
which satisfies our estimate, as well as
LΩ˜0im˜L˜S˜j =
r∗ − t
r∗
m˜( /˜∂i, S˜j) + S˜j(ωi)
(
u∗(m˜(L˜, L˜) + u∗(m˜(L˜, L˜)))
)
.
Importantly, the worst decay we have here is again Mτ−τ
−2
+ ln(τ+).
First, we have the uniform estimate, for all X ∈ L |I| ≤ k, Y ∈ {L˜, L˜, S˜j}:
|XI(m˜Y1Y2)| .Mτ
−1
+ ln(τ+), |∂X
I(m˜Y1Y2)| .Mτ
−2
+ ln(τ+).
We can get similar Lie derivative estimates without issue. Finally, we look at the estimate on the undiffer-
entiated nice component. We recall the estimate
m˜L˜L˜ .M ln(τ+)τ
−2
+ ,
which holds for all derivatives as well. We consider the commutator part of the Lie derivative which gives us
|(LIXh)LL| .Mτ−τ
−2
+ ln(τ+). (2.33)
The final estimate follows from direct integration.
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Next, we look at standard and covariant derivatives commuted through the metric. First, for standard
derivatives ∂γ , and for tensors T
α1α2...αm
β1β2...βn
, we have that
[∂γ ,LX ]T = −(∂γ∂δX
α1)T δα2...αmβ1β2...βn − ...− (∂γ∂δX
αm)Tα1α2...δβ1β2...βn+ (2.34)
+ (∂γ∂β1X
δ)Tα1α2...αmδβ2...βn + ...+ (∂γ∂βnX
δ)Tα1α2...αmβ1β2...δ .
We have an analogous result for the covariant derivative:
[∇γ ,LX ]T = −(∇γ∇δX
α1)T δα2...αmβ1β2...βn − ...− (∇γ∇δX
αm)Tα1α2...δβ1β2...βn+ (2.35)
+ (∇γ∇β1X
δ)Tα1α2...αmδβ2...βn + ...+ (∇γ∇βnX
δ)Tα1α2...αmβ1β2...δ .
In each case, if T is a scalar, the corresponding commutator is 0.
In the Minkowski case, these are again 0 whenever X is a Lorentz field, as Xα is constant or linear in
the standard frame.
For all vector fields X and all antisymmetric (2, 0)-tensors F , we have the identity
[∇β ,LX ]F
αβ = −(∇δ∇βX
β)Fαδ. (2.36)
This is straightforward to prove:
[∇β ,LX ]F
αβ = ∇β
(
Xδ∇δF
αβ − (∇δX
α)F δβ − (∇δX
β)Fαδ
)
−Xδ∇δ∇βF
αβ + (∇δX
α)∇βF
δβ−
= Xδ[∇β ,∇δ]F
αβ − (∇β∇δX
α)F δβ − (∇β∇δX
β)Fαδ.
Expanding the first term using the Riemann curvature tensor, symmetrizing the derivatives in the middle
term and commuting the derivatives in the last term, then taking advantage of the antisymmetry of F and
the Bianchi identity
Rαβγδ +R
α
γδβ +R
α
δβγ = 0
gives us the desired identity.
Likewise, we can define the complex Lie derivative
LCX = LX + iAX . (2.37)
This can of course be seen as an analogue to the standard Lie derivative which works well with the complex
covariant derivative. We can write the commutators
[Dβ,L
C
X ]ψ = iFβXψ, (2.38a)
[Dα,LCX ]ψ = ig
αβFβXψ +
(X)παβDβψ, (2.38b)
[Dα, Dβ]η
α = −Rαγαβη
γ + iFαβη
α (2.38c)
Xβ[Dα, Dβ ]η
α − ηβ [∇α,∇β ]X
α = iFαβη
αXβ (2.38d)
[Dα,L
C
X ]η
α = iFαβη
αXβ − (∇β∇αX
α)ηβ . (2.38e)
The identity (2.38a) follows from expanding and using the identity [Dα, Dβ]φ = iFαβφ and is a direct
analogue of the Cartan formula, (2.38b) follows from writing Dα = gαβDβ , then applying (2.38a) and
(2.27a), (2.38c) comes from rewriting Dα = ∇α + iAα and expanding the commutator, (2.38d) follows
from the interchange symmetry of the Riemann curvature tensor, and (2.38e) follows from (2.38d) and
straightforward calculation. Combining (2.38b) and (2.38e) gives us
[Cg , DX ]ψ = [DαD
α,LCX ]ψ = iD
β(FβXψ) +Dα(
(X)παβDβψ) + iFαXD
αψ −∇β(∇ ·X)D
βψ (2.39)
We now look into iterating these commutators. First, however, we mention an important L∞ estimate:
First, from equation (2.12), we know that
[∂γ ,LX ]T .γ′ Mτ+
−1−γ′ |T |. (2.40)
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Additionally, we know that ∇δX
α = ∂δX
α + ΓαδX , and likewise,
∇γ∇δX
α = ∂γ (∂δX
α + ΓαδX) + Γ
β
γδ
(
∂βX
α + ΓαβX
)
− Γαγβ
(
∂δX
β + ΓβδX
)
.
We note that Γ satisfies the following abstract estimates: in the extended exterior, if L˜ = X1, S˜j = X0,
L˜ = X−1, then
ΓXaXbXc .
{
ǫτ−1−γ
′+δ
+ τ
−1+γ′
− a+ b+ c ≥ 0
ǫτ−1+δ+ τ
−1
− otherwise.
(2.41)
We can raise and lower indices according to the metric m˜ without jeopardizing our estimates. The best that
we can assume here without component estimates is
|∇2X | . ǫτ−γ
′
+ .
2.5 The Charge Contribution
Before we begin our full analysis on the electromagnetic terms, we must first look at the contribution of the
charge. This section can in general be seen as an extension of the treatment of the charge in [17] to a metric
satisfying our criteria.
First, for any divergence-free quantity J , we have the definition (where we integrate with respect to the
Euclidean metric on R3)
q(t) =
∫
Σt
−
√
|g|J0. (2.42)
Since J is divergence-free, we can drop the dependence on time.
Likewise,
∂α
(√
|g|F 0α
)
=
√
|g|J0, (2.43)
which follows from the antisymmetry of F . Since F 00 = 0, we can write this as a spatial divergence on time
slices with respect to the Euclidean metric. We can take the Hodge decomposition into√
|g|F 0i = E˜idf + E˜
i
cf , (2.44)
the (Euclidean) divergence-free and curl-free parts respectively. We take a potential function Φ for the
curl-free part, writing
E˜icf = ∂
iΦ,
secondary where again indices are raised according to the Euclidean metric. It follows that Φ satisfies the
Laplace equation
∆Φ =
√
|g|J0
It follows from elliptic consideration that ∂Φ cannot decay faster than r−2 unless the space integral of the
right hand side integrates to 0.
We define the charge 1-form as follows:
A =
(∫ r
0
q
4π
χ(s∗ − t− 2)∂s(s
∗)
s∗2
ds
)
dt, (2.45)
where s∗ is defined to be analogous with r∗; i.e. s∗ = s+Mχ ln(s). Additionally, χ is a smooth increasing
function satisfying
χ(y) =
{
1 y > 1,
0 y < 0,
(2.46)
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We can now define F = dA, or
F 0i = ω
i
(
q
4π
χ(r∗ − t− 2)∂r(r
∗)
r∗2
)
. (2.47)
It is easy to see that this has the same decay as E˜icf , up to terms decaying like Mr
−3 ln(r). We now look
at the null decomposition. Straightforward calculation gives us
1
2
FL˜L˜ =
(
q
4π
χ(r∗ − t− 2)
r∗2
)
, (2.48a)
α(F ) = α(F ) = σ(F ) = 0. (2.48b)
We can use this to establish component estimates on all Lie derivatives of F . Fortunately our choice of
F makes this process relatively straightforward. We have in particular the estimates
|α[LIZF ]| . |q|τ−τ
−3
+ , (2.49a)
|ρ[LIZF ]| . |q|τ
−2
+ , (2.49b)
|σ[LIZF ]| . |q|τ
−2
+ , (2.49c)
|α[LIZF ]| . |q|τ
−2
+ . (2.49d)
These follow from the commutator terms (2.5), using an analogous argument to Lemma (2.3).
We put off discussion of the associated charge until later, noting for now that, as in the Minkowski case,
the worst decaying part of this occurs along the region τ− ≈ 1.
2.6 A Model Morawetz Inequality
Here we prove a model Morawetz inequality, which will hopeful cast light on the reasoning for the modifica-
tions we make. Here we consider solutions to the equation
∂α(g
αγ∂γφ) = 0
in Minkowski space. This is approximately the reduced wave operator applied to φ, as the difference is
comprised of first derivatives of the metric multiplied by first derivatives of φ, and exhibits a nice null
structure.
We take the null frame {L = ∂t + ∂r, L = ∂t − ∂r, Sj}, where Sj are piecewise defined orthonormal fields
tangent to spheres of fixed radius. Additionally, we have the optical weights in Minkowski space
τ2+ = 1 + (t+ r)
2 τ2− = 1 + (t− r)
2, τ20 = τ
2
−/τ
2
+.
These are consistent with our modified null decomposition and optical weights for M = 0.
We state our estimate as follows.
Theorem 2.8. There exists a constant ǫ > 0 such that for a smooth function φ with compact support, and
the quantity Hαβ = gαβ −mαβ satisfying
τ+|L(HLL)|+ τ−|L(HLL)|+ |HLL| ≤ ǫτ
2
0 , (2.50a)
τ+|L(HTU )|+ τ−|L(HTU )|+ |HTU | ≤ ǫτ0, T ∈ {L, S1, S2}, U ∈ {L, S1, S2, L} (2.50b)
τ+|L(HLL)|+ τ−|L(HLL)|+ |HLL| ≤ ǫ, (2.50c)
where indices are raised and lowered according to the Minkowski metric, as well as the energy
E(t) =
∫
Σt
τ2+
4
(
L(rφ)
r
)2
+
τ2−
4
(
L(rφ)
r
)2
+
τ2+ + τ
2
−
4
∑
j
|Sjφ|
2
 dx (2.51)
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we have the estimate
E(T ) . E(0) + ǫ
∫ T
0
E(t)
1 + t
+
∫ T
0
∫
Σt
∣∣∣∣K0(rφ)r ∂α(gαγ∂γφ)
∣∣∣∣ (2.52)
This is a slight improvement over a similar argument in [8], in that we require less decay on certain
components of the metric. However, we have two drawbacks. First, we have slowly growing energy, on the
order of tCǫ, which follows directly from Gronwall’s lemma. Second, if we have worse decay for HL˜L˜, for
example like τ−2+δ0 , Gronwall’s lemma gives exponentially growing energy. In analysis of the Maxwell-Klein-
Gordon case, both of these are issues which need to be dealt with.
It follows from Lemma 10.6 that E(t) is equivalent to the term∫
Σt
τ2+
∣∣∣∣L(rφ)r
∣∣∣∣2 + τ2−|Lφ|2 +∑
j
τ2+|Sjφ|
2 + τ2+
∣∣∣∣φr
∣∣∣∣2 dx, (2.53)
where we first bound the far right term by the energy and use that to bound the other terms. In general we
use these interchangeably.
Proof. We first take the vector field
K0 =
1
2
(τ2+)(∂t + ∂r) +
1
2
(τ2−)(∂t − ∂r) = (1 + t
2 + r2)∂t + 2tr∂r. (2.54)
We note that K0 is conformal Killing (but not Killing) with respect to the Minkowski metric.
Our main tool is the divergence theorem applied to the quantity
Pα = −
(
K0(rφ)
r
gαγ∂γφ−
1
2
Kα0 g
γδ∂γφ∂δφ+
1
2
(Lα + Lα)φ2
)
. (2.55)
Integrating along time slices, with α = 0, gives us the quantity
E(t) =
∫
Σt
P 0 =
∫
Σt
(
K0(rφ)
r
∂tφ+
τ2+ + τ
2
−
4
(−LφLφ+ |Sjφ|
2)− φ2
)
(2.56)
+
(
−
K0(rφ)
r
(HLγ∂γφ+H
Lγ∂γφ) +
1
4
(τ2+ + τ
2
−)H
γδ∂γφ∂δφ
)
,
We therefore have
E(T )− E(0) =
∫ T
0
∫
Σt
∂αP
α dx dt. (2.57)
We must therefore show that the quantities E(0), E(T ) are equivalent to the energies E(0), E(T ), and
that the integral on the right hand side is bounded by the right hand side of (2.52).
We can write
∂tφ =
1
2
(
L(rφ)
r
+
L(rφ)
r
)
, −LφLφ = −
(
L(rφ)
r
)(
L(rφ)
r
)
−
2∂r(rφ)
r
φ
r
+
(
φ
r
)2
which lets us rewrite the Minkowski part of E(t) (the first line of (2.56)) as
∫
Σt
τ2+
4
(
L(rφ)
r
)
+
τ2−
4
(
L(rφ)
r
)
+
τ2+ + τ
2
−
4
∑
j
|Sjφ|
2 −
2∂r(rφ)
r
φ
r
+
(
φ
r
)2− r2 (φ
r
)2 . (2.58)
We have the identity
∂i
[(
τ2+ + τ
2
−
4
ωiφ
2
r
)]
=
τ2+ + τ
2
−
4
φ2
r2
+
τ2+ + τ
2
−
4
2φ∂rφ
r
+ φ2 +
(
τ2+ + τ
2
−
4
φ2
r2
)
. (2.59)
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By the divergence theorem we have that the integral of this over space is 0 as long as φ has sufficient decay
at spatial infinity. We can therefore add this integral to the Minkowski part of E(t) without consequence.
Noting cancellations, the Minkowski part of E(t) is equal to
∫
Σt
τ2+
4
(
L(rφ)
r
)
+
τ2−
4
(
L(rφ)
r
)
+
∑
j
τ2+ + τ
2
−
4
|Sjφ|
2
 , (2.60)
which is precisely our energy E(t).
Now we consider the error terms (the second line of (2.56)). We recall the estimates
|HLL| . ǫτ
−2
0 , (2.61)
|HT U | . ǫτ
−1
0 , (2.62)
|HLL|, |HLSi | . ǫ. (2.63)
It suffices to show that the error terms can be bounded uniformly by 12E(t). We show this for the terms
containing Hγδ∂γφ∂δφ. Other terms follow similarly.
We have the inequality
|Hγδ∂γφ∂δφ| . ǫτ
2
0 |Lφ|
2 + ǫτ0|Lφ||∂φ|+ ǫ|∂φ|
2 . ǫτ20 |Lφ|
2 + ǫ|∂φ|2, (2.64)
recalling the notation
|∂φ|2 = |Lφ|2 +
∑
j
|Sjφ|
2.
It follows that ∫
Σt
1
4
(τ2− + τ
2
+)|H
γδ∂γφ∂δφ| .
∫
Σt
ǫτ20 τ
2
+|Lφ|
2 + ǫτ2+|∂φ|
2,
. ǫ
∫
Σt
τ2+|∂φ|
2 + τ2−|Lφ|
2,
. ǫE(t).
The constant inherent in . is independent of ǫ; therefore, by choosing ǫ small enough we can bound the
quantity on the right by an arbitrarily small constant times E(t). We note that the requirement on HLL
comes from the term like τ2+H
γδ∂γφ∂δφ, as we need the terms like τ
2
+HLL|Lφ|
2 to behave like ǫτ2−|Lφ|
2 in
order to be contained in our initial energy. This turns out to be the limiting term that derives many of the
modifications we use.
We now look at the spacetime integral of the divergence ∂αP
α:
∂αP
α =
[
∂α
(
−
(
K0(rφ)
r
gαγ∂γφ−
1
2
Kα0 g
γδ∂γφ∂δφ+
1
2
(Lα + Lα)φ2
))
+
K0(rφ)
r
∂α(g
αγ∂γφ)
]
− (2.65)
−
[
K0(rφ)
r
∂α(g
αγ∂γφ)
]
(2.66)
where gαβ = mαβ +Hαβ, mαβ is the inverse Minkowski metric.
The second term on the right shows up on the right hand side of (2.52). We now focus on the first term
on the right, where we first take
∂α
(
K0(rφ)
r
)
= ∂α(2tφ) +K
β
0 ∂β∂αφ+ 2t∂αφ+ 2x
jδjα∂tφ+ 2x
jδ0α∂jφ (2.67)
This follows from the identity
∂αK
β
0 = 2tδ
β
α +
∑
j
2xj(δ0αδ
β
j + δ
j
αδ
β
0 ).
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Additionally, we have
−
1
2
∂α
(
Kα0 g
γδ∂γφ∂δφ
)
= −4tgγδ∂γφ∂δφ−
1
2
K0(g
γδ)∂γφ∂δφ−K
α
0 g
γδ∂γφ∂δ∂αφ. (2.68)
Next, we have
∂α
(
1
2
(Lα + Lα)φ2
)
= 2φ∂tφ. (2.69)
Therefore, we have
∂αP
α +
K0(rφ)
r
∂α(g
αγ∂γφ) =
1
2
K0(g
γδ)∂γφ∂δφ− 2x
j(δjα∂tφ+ δ
0
α∂jφ) + 2H
0γφ∂γφ. (2.70)
Our goal is to bound the spacetime integrals on these quantities in magnitude. We consider the region
r > t2 + 1, as the far interior is easier, as we do not need to distinguish weights or derivatives. We consider
the first term. We can decompose g in our null frame and take the vectors outside the derivative, as in
general the error terms satisfy the same or nicer estimates. By our metric decomposition we have
|K0(g
γδ∂γφ∂δφ)| . ǫ
(
|K0(HLL)||Lφ|
2 + |K0(HT U )||∂φ||∂φ|+ |K0(HUU)|||Lφ|
2
)
,
where
|∂φ|2 = |Lφ|2 + |/∂φ|2.
Using our bounds on H , we can bound this by
ǫ
(
τ2−τ
−1
+ |∂φ|
2 + τ−|∂φ||∂φ|+ τ+|∂φ|
2
)
.
We can ignore the middle term, as we can bound it using the two other terms. The integral of these in space
is easily bounded in magnitude by
ǫτ−1+ E(t),
so the spacetime integral is on the right hand side of (2.52). Now we look at
2gαγφ∂γφ∂α(t)− 2φ∂tφ = H
αγφ∂γφ∂αt.
It suffices to bound the spacetime norm of
HLγφ∂γφ,
as the other term has nicer decay in H . We need to bound
|HLL||φ||Lφ|+ |HT U ||φ||∂φ|.
We write
φ = τ+
∣∣∣∣ φτ+
∣∣∣∣ ,
and take the bounds
|HLL||φ||Lφ| . ǫτ+
(∣∣∣∣ φτ+
∣∣∣∣2 + |∂φ|2
)
(2.71a)
|HT U ||φ||∂φ| . ǫτ+
∣∣∣∣ φτ+
∣∣∣∣2 + τ2−τ−1+ |∂φ|2 (2.71b)
These are similarly bounded in magnitude by the right hand side of (2.52).
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This estimate in itself is not particularly useful, in that applying Gronwall’s inequality gives slowly
growing energy, which is not sufficient for our needs, and even the estimates required on H are unrealistic.
In particular, in order to achieve bounded energy, we would need HLL to decay like τ
−2−δ′
+ along the light
cone for some δ′ > 0, but due to the mass, the best decay we can expect is τ−1+ .
The sharp decay necessary for HLL comes from the fact that in the geometric estimate in Minkowski
space, we have an error term like
(LK0g)
αβ∂αφ∂βφ.
We can use a conformal transformation of the metric in order to replace g with its error terms H . However,
we would still need τ2+HLL . ǫτ
2
− for slowly growing energy, or even better decay in time for bounded energy.
We approach this problem from both sides. First, we use the fractional Morawetz estimate used by
Lindblad and Sterbenz in [17]. Given this estimate, we would only need decay like τ2s0 τ
−δ′
+ for some δ
′ > 0,
and analogous terms for other metric components, in order to be able to apply Gronwall’s Lemma to get
bounded energy. Next, we use a modified null frame which gives us this decay.
One method would be a "true" null foliation, selecting a vector L such that gLL = 0, which would establish
our estimate at the cost of having to establish estimates on many consequent terms (see for instance [4]).
A computationally simpler approach would be to select a vector which is null, or sufficiently close, with
respect to the first-order metric m˜. The estimates in [14] in particular give us the decay we need, as long as
we select a modified vector L˜ such that the contribution of the quantity m + (Mχ/(1 + r))δ to the terms
coming from the deformation tensor is sufficiently small. We now consider our modified fields L˜, along with
the decomposition gαβ = m˜αβ + h
1
αβ . We first have the estimate
m˜L˜L˜ .Mτ
1+ι
− τ
−2
+ . (2.72)
This is a consequence of (2.31), noting that close to the light cone, we have the estimates
m
(
L˜, L˜
)
= −1 +
(
1−
Mχ
1 + r
)2
+M · O(τ−2+ )
Mχ
1 + r
δ(L˜, L˜) = 2
Mχ
1 + r
+M ·O(τ−2+ ). (2.73)
Therefore, the sum is of order M · O(τ−2+ ). We have worse decay in the far interior, of order M ·
O(τ−1+ ln(τ+)); however, we can compensate for this with a "free" factor of τ0, which is bounded below in
this region.
(LKs0
g)L˜L˜ = LKs0
(gL˜L˜)− 2g([K
s
0, L˜], L˜),
. ǫτγ
′
− τ
2s−2−γ′
+ ,
. ǫτ2s0 τ
−ǫ
+ .
This follows from the fact that these estimates are true for both m˜, since we have chosen L˜ precisely so that
m˜L˜L˜ satisfies certain decay estimates, and h
1, by estimates in [14], and is precisely the decay we desire in
the fractional Morawetz estimate for these components. Therefore, the modified frame is generally suitable
for these kinds of estimates in relativistic metrics.
We briefly sketch such an improved estimate as follows. This is mostly a simplified version of the future
estimate (4.2), so we can streamline our proof and leave proofs of certain minor details for the future estimate.
Lemma 2.9. Given the metric m˜, and the energy
E0[φ](T ) =
∫
Σt
τ2+
(∣∣∣∣DL˜(r∗φ)r∗
∣∣∣∣2 + | /Dφ|2
)
+ τ2−
∣∣∣∣∣DL˜(r
∗φ)
r∗
∣∣∣∣∣
2
 dx.
as defined in (4.3) for s = 1, given a function φ, we have the estimate
E0[φ](T )− E0[φ](0) .M
∫ T
0
E0[φ](t) ln(1 + t)
1 + t
+
∫ T
0
∫
Σt
∣∣∣∣K∗0 (r∗φ)r∗ m˜φ
∣∣∣∣ . (2.74)
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Alternatively, we can write
E0[φ](T )− E0[φ](0) .M
∫ T
0
E0[φ](t)
1 + t
+M
∫ T
0
∫
Σt
τ−2− τ
2
+|L˜φ|
2 +
∫ T
0
∫
Σt
∣∣∣∣K∗0 (r∗φ)r∗ m˜φ
∣∣∣∣ . (2.75)
Neither of these are useful in themselves. For (2.74) an application of Gronwall’s Lemma gives us
(1 + t)M ln(1+t) growth of the energy. However, any additional polynomial decay in the error terms (i.e.
replacing the factor (ln(1 + t)/(1 + t)) with (ln(1 + t)/(1 + t)1+ǫ) gives us bounded energy.
In (2.75), we have more slowly growing energy coming from the first term on the right (like (1+ t)CM for
some constant C); however, we do not easily have bounds on the weighted spacetime integral of |L˜φ|2. This
integral, however, can be bounded by introducing a weight which is bounded in the interior and growing like
1 + (r − t)γ in the exterior. This is analogous to the spacetime integral method used in [17], as well as in
[16].
We will show that this additional decay follows from the use of the fractional Morawetz estimate.
Proof. Here all geometric expressions, including ∇, will be with respect to the metric m˜.
We take the geometric divergence estimate on the momentum density tensor
−
1
r∗2
Q[r∗φ]αβK
∗β
0 , (2.76)
where
K∗0 = (1 + (t+ r
∗)2)L˜+ (1 + (t− r∗)2)L˜. (2.77)
The time-slice energy is equal to
−
1
r∗2
√
|m˜|m˜0γQ[r∗φ]γβK
∗β
0 ,
which is equivalent to the quantity E0[φ](T ). This equivalency follows from expanding everything out,
combined with Lemma 10.7. Therefore, we have the estimate
E0[φ](T )− E0[φ](0) .
∫ T
0
∫
Σt
∣∣∣∣∇α( 1r∗2Q[r∗φ]αβK∗β0
)√
|m˜|
∣∣∣∣ dx dt. (2.78)
In general we can leave out the volume element as it is close to 1.
We take the divergence
∇α
(
1
r∗2
Q[r∗φ]αβK
∗β
0
)
= −
2∇α(r∗)
r∗3
Q[r∗φ]αβK
∗β
0 +
1
r∗
m˜(r
∗φ)
K∗0 (r
∗φ)
r∗
+
1
r∗2
(∇αK∗β0 )Q[r
∗φ]αβ . (2.79)
We use equation (4.1) to rewrite
1
r∗
m˜(r
∗φ)
K∗0 (r
∗φ)
r∗
=
(
m˜φ+ r
∗φm˜
1
r∗
− 2∇α
(
1
r∗
)
∇α(r
∗φ)
)(
K∗0 (r
∗φ)
r∗
)
.
We note that the term with m˜φ appears on the right hand side of (2.74). The term containing m˜
(
1
r∗
)
can be ignored, as we can establish nice bounds for this term without trouble. Finally, the term with ∇α
(
1
r∗
)
cancels out
−
2∇α(r∗)
r∗3
∂α(r
∗φ)∂β(r
∗φ)K∗β0
in the first term on the right hand side of (2.79). The only terms we haven’t dealt with are
−
2∇α(r∗)
r∗3
m˜αβm˜
γδ∂γ(r
∗φ)∂δ(r
∗φ)K∗β0 +
1
r∗2
(∇αK∗β0 )Q[r
∗φ]αβ .
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For the first term, we can immediately establish
−
2∇α(r∗)
r∗3
m˜αβK
∗β
0 =
2
r∗3
K∗0 (r
∗) = −
4t
r∗2
.
It suffices to bound
1
r∗2
(
−4tm˜γδ∂γ(r
∗φ)∂δ(r
∗φ) + (∇αK∗β0 )Q[r
∗φ]αβ
)
.
We establish estimates on the latter term. We have in particular the commutator identities
[K∗0 , L˜] = −2u
∗L˜, (2.80a)
[K∗0 , L˜] = −2u
∗L˜, (2.80b)
[K∗0 , S˜j ] = −2tS˜j. (2.80c)
It follows that for X,Y ∈ {L˜, L˜, S˜j},
(LK∗
0
m˜)XY = K
∗
0 (m˜XY ) + 4tm˜XY . (2.81)
Therefore, recalling the identity (2.23), we have the decomposition
1
r∗2
(
−4tm˜γδ∂γ(r
∗φ)∂δ(r
∗φ) + (∇αK∗β0 )Q[r
∗φ]αβ
)
= K∗0 (m˜XY )Q[φ]
XY . (2.82)
When X,Y ∈ {L˜, L˜} (not necessarily equal), we have that
|K∗0 (m˜XY )| .Mτ
−1
+ τ− ln(1 + τ−),
and when X = Y = S˜j , we have that
|K∗0 (m˜XY )| .M ln(1 + τ+),
with all other terms equal to 0. These follow from (2.31), with the note that in the L˜, L˜ components we have
our worst decay in the far interior, which comes from the fact that ∂t(r
∗) decays like τ−1+ ln(t) and has no
other term to cancel it out.
Expanding the components of Q gives us the bound
|K∗0 (m˜XY )Q[φ]
XY | .M
(
τ−1+ ln(τ+)τ
2
−|∂φ|
2 + τ+ ln(τ+)|∂φ|
2
)
,
which establishes (2.74), or
|K∗0 (m˜XY )Q[φ]
XY | .M
(
τ−1+ τ
2
−|∂φ|
2 + τ+|∂φ|
2 + τ2+τ
−2
− ln(1 + τ+)
2|L˜φ|2
)
,
which establishes (2.75).
This follows from the fact that
|K∗0 (m˜L˜L˜)Q[φ]
L˜L˜| .Mτ−1+ τ
1+ι
− |∂φ|
2,
along with
|K∗0 (m˜S˜j S˜j )Q[φ]
S˜j S˜j | .M ln(τ+)
(∑
i
|S˜iφ|
2 + |L˜φ||L˜φ|+ error terms.
)
.
The latter formula follows from writing QS˜j S˜j = m˜S˜jαQαβm˜
βS˜j and expanding the terms containing the
inverse metric m˜ in our null frame, which gives us |QS˜jS˜j | . |QS˜j S˜j |.
We can additionally write
M ln(τ+)
(
|L˜φ||L˜φ|
)
.M ln(τ+)
2τ+τ
−1
− |L
∗φ|2 + τ−1+ τ
1
−|L˜φ|
2
(2.74) and (2.75) both follow.
25
In order to achieve bounded energy we must make two changes: first, we must account for the bad decay
of terms like K∗0 (m˜(L˜, L˜))|L˜φ|
2, and second, we must deal with the bad angular terms. In each case, we get
significant improvement by using the fractional Morawetz estimate, as we have the estimates
|K
s
0(m˜L˜L˜)| .Mτ
2s−3
+ τ
1+ι
− ,
as well as
|K
s
0(m˜S˜j S˜j )| .M ln(τ+)τ
2s−2
+ ,
both of which lead to greater decay and therefore boundedness of the energy in the range s < 1. (see for
instance the inequality (4.11e) in the latter case).
We have one last estimate, which shows the use of the energy (2.75).
Lemma 2.10. Given the metric m˜, and the energy
Ew[φ](T ) =
∫
ΣT
τ2+
(∣∣∣∣DL˜(r∗φ)r∗
∣∣∣∣2 + | /Dφ|2
)
+ τ2−
∣∣∣∣∣DL˜(r
∗φ)
r∗
∣∣∣∣∣
2
w dx,
along with the interior spacetime energy
Sw[φ](T ) =
∫ T
0
∫
Σt
τ2+|Lφ|2 + τ2−∑
j
|Sjφ|
2
w′ dx dt,
where
w =
{
1 + (1 + (t− r∗))−ι r∗ < t,
1 + (1 + (t+ r∗))δ r∗ > t,
w′ =
{
(1 + (t− r∗))−1−ι r∗ < t,
1 + (1 + (t+ r∗))δ−1 r∗ > t,
for some constants ι, δ > 0, we have the estimate
Ew[φ](T ) + Sw[φ](T ) .ι,δ Ew[φ](0) +M
∫ T
0
Ew[φ](t)
1 + t
+
∫ T
0
∫
Σt
∣∣∣∣K∗0 (r∗φ)r∗ m˜φw
∣∣∣∣ . (2.83)
Proof. This almost exactly follows the proof of the estimate (2.75), where we instead take the divergence
−∇α
(
1
r∗2
Q[r∗φ]αβK
∗β
0 w
)
=
2∇α(r∗)
r∗3
Q[r∗φ]αβK
∗β
0 w −
1
r∗
m˜(r
∗φ)
K∗0 (r
∗φ)
r∗
w− (2.84)
−
1
r∗2
(∇αK∗β0 )Q[r
∗φ]αβw −
1
r∗2
Q[r∗φ]αβK
∗β
0 ∇
αw.
We can bound the first three terms on the right identically to (2.75). For the fourth terms, we need to look
at estimates on w. We have that
∇α(w) = m˜αL˜L˜(w) =
(
−
1
2
L˜α +M ·O(τ− ln(τ−)τ
−2
+ )L˜
α +M ·O(τ− ln(τ−)τ
−2
+ )L˜
α
)
L˜(w),
since all other derivatives of w are equal to 0. Taking the estimate L˜(w) ≈ −w′, in the sense that C−1w′ ≤
−L˜(w) ≤ Cw′ for some positive C, we see that the first term contributes∫ T
0
∫
Σt
−
1
2
1
r∗2
Q[r∗φ](L˜,K∗0 )w
′ dx dt (2.85)
to the integral of the divergence. This is a signed quantity equivalent to −Sw[φ](T ) modulo error terms
which can be bounded without issue. We can therefore add it to the left hand side without issue.
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Given this, to close the argument, we need to show that the extra spacetime integral on the right hand
side of (2.75) can be subtracted off from Sw[φ](T ) without issue, for sufficiently small M . It suffices to show
that there exists an M small enough that
Sw[φ](T )− CM
∫ T
0
∫
Σt
τ−2− τ
2
+|L˜φ|
2 ≥
1
2
Sw[φ](T ),
where C is the constant implicit in the . in (2.75) times the one implicit in the comparison of −Sw[φ](T )
to the spacetime integral (2.85).. This follows from expanding Sw[φ](T ) out and using the relation wτ
−2
− ≤
w′.
3 L2 Estimates for F
We now establish an energy estimate on the electromagnetic field F . Our basic approach here follows the
fractional Morawetz estimate used in [17], with the substitution of the modified vector fields, for the reasons
mentioned previously, and with additional calculations taken in order to bound the error terms.
Our method is fundamentally based on the conformal Morawetz inequality, suitably adapted to the decay
of the initial data and to our metric. We first construct the warped vector field
K
s
0 =
1
2
(
(1 + u∗2s)L˜+ (1 + |u∗|2s)L˜
)
(3.1)
for 1/2 < s < (γ′ + 1)/2 < 1, which can be seen as an interpolation between the fields Z = 12
(
u∗L˜+ u∗L˜
)
(inside the light cone) andK0 =
1
2
(
u∗2L˜+ u∗2L˜
)
, which correspond to conformal Killing fields in Minkowski
space. We add the field ∂t∗ in order to ensure that we have a timelike field close to the light cone.
As usual, we contract this with our energy-momentum tensor on F and take the divergence theorem, first
on time slabs to get a time-slice energy, then on regions of time slabs exterior to some forward light cone
u∗ = c, which will give us an additional term. We note that this additional term, coming from the integral
along the light cone, is not necessarily positive definite; however, we can bound it below in a meaningful
way. Additionally, we introduce a weight which will allow us to take certain spacetime estimates for terms
coming from the scalar field which are sharp in radial decay.
We can treat certain terms coming from the metric as error terms. Importantly, in contrast with [16]
and other analysis which uses the null condition, from a geometric standpoint we cannot treat the part of
the metric coming from the mass (called h0 in [16]) as purely an error term. This is because we require the
nice component, (K
s
0)πL˜L˜, to decay better than t
−1. This is in particular not possible with the standard null
frame and Lorentz fields in Minkowski, as for these terms we have fixed decay scaling like Mt−1 or worse.
We will start with a "naive" estimate. This does not apply directly to our field F , since the right hand
side is finite only if the charge is 0. However, the charge decomposition, combined with certain elliptic
estimates, will allow us to extend this estimate to the case with nonzero charge, at the cost of some extra
terms.
Before we arrive at the statement for the basic estimate, we mention (and recall) some notational tools.
First, we take the optical weight
τ0 = τ−/τ+. (3.2)
Additionally, we define the weights
w = τ
2(s0−s)
− χ(r
∗ − t) + (1− χ(r∗ − t)), (3.3a)
w˜ = (1 + (2− u∗)2(s0−s))χ(−u∗) + (1 + (2 + u∗)−2δ)(1− χ(u∗))+ (3.3b)
+ (1 + u∗)−2δ
(
(2 − u∗)2(s0−s)+2δχ(−u∗) + 1− χ(−u∗)
)
,
wδ = τ
2(s0−s)
− χ(r
∗ − t) + τ2δ− (1− χ(r
∗ − t)), (3.3c)
w′ = τ
2(s0−s)−1
+ χ(r − t) + τ
−1−2δ
− (1 − χ(r
∗ − t)). (3.3d)
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We recall the assumption that s0 < 3/2, and 0 < 2δ < s− 1/2. Here χ is the same as in equation (2.46).
We briefly discuss the meaning of these four weights, which can be found in a similar form in [17]. Here,
w is our basic exterior weight. We can think of it as auxiliary to the "peeling" weights τ2s+ and τ
2s
− . w˜
is a weight which is equivalent to w, which behaves more nicely with respect to derivatives at the cost of
increased complexity in the following sense:
w˜ ≈ w, (3.4a)
−
1
2
L˜(w˜) ≈ w′, (3.4b)
−
1
2
L˜(w˜) ≈ τ1+2ι0 w
′. (3.4c)
These relations are straightforward to show.
w′ approximates derivatives of w˜ as shown above, and wδ will be of use when we take L
2 estimates on
the commutators, due to the relation
τ−w
′wδ ≈ w
2.
For the most part we will be able to use the relation
wδ . τ
2δ
− w,
except when dealing with certain terms coming from the charge. We additionally define the derivative
quantity
τw =
{
τ1+2δ− r
∗ ≤ t,
τ− r
∗ > t.
We can motivate this by noting the approximation
τ−1w ≈
w′
w
,
as well as the inequality
τ−1−2δ− ≤ τ
−1
w ≤ τ
−1
− .
Finally, we recall the modified null decomposition on two-forms Gαβ as follows:
αj [G] = GL˜S˜j , αj [G] = GL˜S˜j , (3.5a)
ρ[G] =
1
2
GL˜L˜, σ[G] = GS˜1S˜2 . (3.5b)
As a notational convenience, we use the shorthand
|/G|2 = |α[G]|2 + |ρ[G]|2 + |σ[G]|2, (3.6)
|G|2 = |α[G]|2 + |ρ[G]|2 + |σ[G]|2 + |α[G]|2, (3.7)
where |α[G]|2 = |α1[G]|
2 + |α2[G]|
2, and |α[G]| is defined similarly..
In the case where there is no ambiguity we drop the explicit dependence on G. Likewise, we can define
the current on G,
J [G]α = ∇
βGαβ , (3.8)
and finally, the spacetime weighted current L2 norm
‖J‖L2[w] =
∥∥∥τs+τ−1/2−δ0 τ1/2− JL˜w1/2δ ∥∥∥
2
+
∥∥∥τs+τ1/2− |JS˜i |w1/2δ ∥∥∥2 + ∥∥∥τs−1/2−δ0 τs+1/2− |JL˜|w1/2δ ∥∥∥2 . (3.9)
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Theorem 3.1. For any two-form Fαβ defined on [0, T ]× R
3, we define the time-slice energy
E0[F ](T ) = sup
0≤t≤T
∫
Σt
(
τ2s+
(
|α|2 + |ρ|2 + |σ|2
)
+ τ2s− |α|
2
)
w dx, (3.10)
the spacetime energy
S0[F ](T ) =
∫ T
0
∫
Σt
(
τ2s+ |α|
2 + τ1+2ι0
(
τ2s+ (|ρ|
2 + |σ|2) + τ2s− |α|
2
))
w′ dx dt, (3.11)
and the conical energy
C0[F ](T ) = sup
u∗
∫
{C(u∗)}∩{t∈[0,T ]}
(
1
2
τ2s+ QL∗L˜ +
1
2
τ2s− QL∗L˜
)
w dV C(u∗), (3.12)
where Q is the energy-momentum tensor
Q[F ]αβ = FαγF
γ
β −
1
4
gαβFγδF
γδ, (3.13)
L∗α = ∇αu∗, and C(u∗) is the forward light cone u∗ = constant.
Then, we have the inequality
E0[F ](T ) + S0[F ](T ) + C0[F ](T ) + |q|
2 . E0[F ](0) + |q|
2 + ‖J [F ]‖
2
L2[w] . (3.14)
We also take the opportunity to define the energy
E0[F ](T ) = E0[F ](T ) + S0[F ](T ) + C0[F ](T ), (3.15)
as well as the iterated energy
Ek[F ](T ) =
∑
|I|≤k
X∈L
E0[L
I
XF ](T ). (3.16)
Remark 3.2. The most substantiative difference between the energy in Minkowski space and the energy in
our relativistic space is in the behavior of C0[F ](T ). In particular, we must consider the possibility that,
because L∗ is not necessarily causal, α terms show up with the wrong sign. One approach would be to
take exact optical functions and null frames, at the cost of increased calculation. We instead integrate L∞
estimates coming from weighted Klainerman-Sobolev-type inequalities applied to the energy E0. As a remark,
by considering the case u∗ = T , we know that C0[F ](T ) is nonnegative.
Proof. This is a standard energy estimate based on the fractional Morawetz field used in [17], with the
necessary modifications in order to adapt to the modified vector fields and to account for error terms. Our
analysis in particular centers around application of the divergence theorem to the momentum density tensor
P [F ]α = −Q[F ]αβK
s
0
β
w˜. (3.17)
We have the divergence identity
∇αP [F ]α = FβγK
s
0
β
Jγw˜ −Q[F ]αβK
s
0
β;α
w˜ −Q[F ]αβK
s
0
β
∇α(w˜). (3.18)
We use the divergence theorem on regions like [0, T ]× R3 to get∫
ΣT
−
√
|g|P [F ]0+
∫
Σ0
√
|g|P [F ]0 =
∫ T
0
∫
Σt
√
|g|
(
F (K
s
0, J)w˜ −Q[F ]αβK
s
0
β;α
w˜ −Q[F ]αβK
s
0
β
∇α(w˜)
)
dx dt.
(3.19)
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We also take the integral along light cones in order to get our conical energy term.
From here we need to show that this gives us what we need. In the interior, we need to show that we
have a spacetime integral with a definite sign, along with terms which either have the right sign or are small
enough in magnitude that we can subtract them off without issue. Additionally, we need to show that the
replacement of F (K
s
0, J) with the current norm is valid, which we do via Hölder’s inequality. Additionally,
we need to show that the time-slice integrals are equivalent to our time-slice energy E0.
We first recall the deformation tensor identity
2(symm)(∇K
s
0) =
(
LKs0
g
)
. (3.20)
Additionally, we consider the commutators
[K
s
0, L˜] = −
1
2
L˜(u∗2s)L˜ (3.21a)
[K
s
0, L˜] = −
1
2
L˜(|u∗|2s)L˜ (3.21b)
[K
s
0, S˜j] = −
1
2
u∗2s − |u∗|2s
r∗
S˜j . (3.21c)
Taking the null decomposition of LKs0g, and applying the identity (2.8), we get
(LKs0
g)L˜L˜ = K
s
0(gL˜L˜) + L˜(u
∗2s)gL˜L˜, (3.22a)
(LKs0g)L˜L˜ = K
s
0(gL˜L˜) + L˜(u
∗2s)gL˜L˜, (3.22b)
(LKs0
g)L˜L˜ = K
s
0(gL˜L˜) + 2s(u
∗2s−1 + sgn(u∗)|u∗|2s−1)(gL˜L˜), (3.22c)
(LKs0
g)L˜S˜j = K
s
0(gL˜S˜j ) +
(
2su∗2s−1 +
1
2
u∗2s − |u∗|2s
r∗
)
gL˜S˜j , (3.22d)
(LKs0
g)L˜S˜j = K
s
0(gL˜S˜j ) +
(
2s · sgn(u∗)|u∗|2s−1 +
1
2
u∗2s − |u∗|2s
r∗
)
gL˜S˜j , (3.22e)
(LKs0
g)S˜iS˜j = K
s
0(gS˜iS˜j ) +
u∗2s − |u∗|2s
r∗
gS˜iS˜j , (3.22f)
where we have the other terms from symmetry. We write
u∗2s − |u∗|2s
r∗
= t2s−1
(1 + r∗/t)2s − |1− r∗/t|2s
r∗/t
= r∗2s−1((1 + t/r∗)2s − |1 − t/r∗|2s), (3.23)
and take the t2s−1 and r∗2s−1 terms for r∗/t→ 0, t/r∗ → 0 respectively, which gives us
1
2
u∗2s − |u∗|2s
r∗
. τ2s−1+
We take the following auxiliary estimates, which follow from our L∞ assumptions on the metric:
(LKs0
g)LT . ǫτ
2s−2−γ′+δ
+ τ
γ′
− , (3.24a)
. ǫτ2s− τ
−1−δ
+ (3.24b)
(LKs0
g)UU . τ
2s−1
+ . (3.24c)
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We can use the decay estimates on the metric to recast (3.22) as∣∣∣(LKs0g)L˜L˜∣∣∣ . ǫτ2s−2−γ′+δ+ τγ′− (3.25a)∣∣∣(LKs0g)L˜L˜∣∣∣ . ǫτ2s−3/2−γ′/2+δ/2+ , (3.25b)∣∣∣(LKs0g)L˜L˜ + 2 (2s(u∗2s−1 + sgn(u∗)|u∗|2s−1))∣∣∣ . ǫτ2s−3/2−γ′/2+δ/2+ , (3.25c)∣∣∣(LKs0g)L˜S˜j ∣∣∣ . ǫτ2s−2−γ′+δ+ τγ′− (3.25d)∣∣∣(LKs0g)L˜S˜j ∣∣∣ . ǫτ2s−3/2−γ′/2+δ/2+ , (3.25e)∣∣∣∣(LKs0g)S˜iS˜j − δij u∗2s − |u∗|2sr∗
∣∣∣∣ . ǫτ2s−3/2−γ′/2+δ/2+ , (3.25f)
Raising according to the metric g and applying Lemma 2.6 gives us the component estimates
∣∣∣(symm)(∇Ks0)L˜L˜∣∣∣ . ǫg τγ′−
τ1+δ+
, (3.26a)∣∣∣∣(symm)(∇Ks0)L˜L˜ + 14 (2su∗2s−1 + 2s sgn(u∗)|u∗|2s−1)
∣∣∣∣ . ǫgτ2s−3/2−γ′/2+δ/2+ , (3.26b)∣∣∣(symm)(∇Ks0)L˜L˜∣∣∣ . ǫgτ2s−3/2−γ′/2+δ/2− , (3.26c)∣∣∣(symm)(∇Ks0)L˜S˜j ∣∣∣ . ǫg τγ′−
τ1+δ+
, (3.26d)∣∣∣(symm)(∇Ks0)L˜S˜j ∣∣∣ . ǫgτ2s−3/2−γ′/2+δ/2+ , (3.26e)∣∣∣∣(symm)(∇Ks0)S˜iS˜j − 12δij u∗2s − |u∗|2sr∗
∣∣∣∣ . ǫgτ2s−3/2−γ′/2+δ/2+ . (3.26f)
In general, for the components which are 0 in the Minkowski spacetime, we can use(3.24). Additionally, for
the nice components we use the inequalities γ′ < 1, 2s + 2δ < 1 + γ′. This strong decay in τ+ turns out
to be necessary when we contract this quantity with the EM tensor, and in particular is one of the main
reasons we need our bounds on the nice components of the metric. We show some intermediate estimates
on Q. First, we have the estimates∣∣∣∣F L˜S˜j + 12αj
∣∣∣∣ . ǫg(τ−1/2−γ′/2+δ/2+ |α|+ τγ′− τ−1−γ′+δ+ |F |), (3.27a)∣∣∣∣F L˜S˜j + 12αj
∣∣∣∣ . ǫg(τ−1/2−γ′/2+δ/2+ |F |), (3.27b)∣∣∣F S˜1S˜2 − σ∣∣∣ . ǫg(τ−1/2−γ′/2+δ/2+ |/F |+ τγ′− τ−1−γ′+δ+ |F |), (3.27c)∣∣∣∣F L˜L˜ − 12ρ
∣∣∣∣ . ǫg(τ−1/2−γ′/2+δ/2+ |/F |+ τγ′− τ−1−γ′+δ+ |F |), (3.27d)
all of which directly follow from Lemma (2.6).
Similar reasoning gives us the preliminary estimate∣∣FγδF γδ − 2|σ|2 + 2|ρ|2 + 2α · α∣∣ . ǫg(τ−1/2−γ′/2+δ/2+ |α||F |+ τγ′− τ−1−γ′+δ+ |F |2, (3.28)
where α · α =
∑
i αiαi,
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as well as the subsequent estimates∣∣QL˜L˜[F ]− |α|2∣∣ . ǫg(τ−1/2−γ′/2+δ/2+ |α|2 + τγ′− τ−1−γ′+δ+ |/F |2 + τ2γ′− τ−2−2γ′+2δ+ |F |2), (3.29a)∣∣∣QL˜L˜[F ]− (|σ|2 + |ρ|2)∣∣∣ . ǫg(τ−1/2−γ′/2+δ/2+ |F ||/F |+ τγ′− τ−1−γ′+δ+ |F |2), (3.29b)∣∣∣QL˜L˜[F ]− |α|2∣∣∣ . ǫg(τ−1/2−γ′/2+δ/2+ |F |2), (3.29c)∣∣∣∣∣∣
∑
j
QS˜jS˜j − (|σ|
2 + |ρ|2)
∣∣∣∣∣∣ . ǫg(τ−1/2−γ′/2+δ/2+ (|α||F |+ |/F |2) + τγ′− τ−1−γ′+δ+ |F |2), (3.29d)∣∣∣QS˜j S˜j ∣∣∣ . |/F |2 + |α||F |+ ǫg(τγ′− τ−1−γ′+δ+ |F |2), (3.29e)∣∣∣QS˜1S˜2 ∣∣∣ . |α||F |+ ǫg(τ−1/2−γ′/2+δ/2+ /F |2 + τγ′− τ−1−γ′+δ+ |F |2), (3.29f)∣∣∣QL˜S˜j ∣∣∣ . |α||/F |+ ǫg(τγ′− τ−1−γ′+δ+ |F ||/F |+ τ2γ′− τ−2−2γ′+2δ+ |F |2), (3.29g)∣∣∣QL˜S˜j ∣∣∣ . |F ||/F |+ ǫg(τ−1/2−γ′/2+δ/2+ |F |2). (3.29h)
We can now analyze the contribution of the quantity
∇αK
s
0
β
Qαβ .
This can be decomposed into a quantity with a definite sign plus a quantity small in magnitude.
Lemma 3.3. For a given symmetric (0,2)-tensor Q, for the vector field K
s
0, and a metric g satisfying the
metric estimates (2.14), we can write (∇αK
s
0
β
)Qαβ as follows:
∇αK
s
0
β
Qαβ =
1
4
(
u∗2s − |u∗|2s
r∗
−
(
2su∗2s−1 + 2s sgn(u∗)|u∗|2s−1
))
QL˜L˜+ (3.30)
+
1
2
u∗2s − |u∗|2s
r∗
gαβQαβ +R1[Q](t, x).
We have the positivity property
1
4
(
u∗2s − |u∗|2s
r∗
−
(
2su∗2s−1 + 2s sgn(u∗)|u∗|2s−1
))
≥ 0. (3.31)
Additionally, the remainder quantity R1[Q] satisfies the following bounds:
|R1[Q]| .
ǫτ−
τ1+2δ+
QL˜L˜ + ǫτ
2s−2+δ
+ |Q|T U . (3.32)
If Q is the energy-momentum tensor for some 2-form F , we can bound R1[Q](t, x) pointwise by
|R1[Q](t, x)| .
ǫ
τ1+2δ+
(
τ2s+ (|α[F ]|
2 + |ρ[F ]|2 + |σ[F ]|2) + τ2s− |α[F ]|
2
)
. (3.33)
Proof. This is by and large a straightforward result of (3.26) and (3.29).
First, note that in this case we can rewrite the bound (3.33) for R1[Q] as equivalent to
|R1[Q](t, x)| .
ǫ
τ1+2δ+
(τ2s+ |/F |
2 + τ2s− |F |
2).
Integrating this in spacetime gives us the bound∣∣∣∣∣
∫ T
0
∫
Σt
R1[Q](t, x)w˜ dx dt
∣∣∣∣∣ . ǫE0[F ](T ). (3.34)
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We first consider the first two terms on the right hand side of (3.30) (those other than R1[Q]). These
almost trivially follow from the terms on the left hand side of (3.26), with a slight note that error terms
coming from the inverse metric g can be treated as follows: first, we define m̂ such that
m̂L˜L˜ = m̂L˜L˜ = −
1
2
, m̂S˜j S˜k = δjk,
with all other terms in the null decomposition equal to 0. We note that if we replace g with m̂ in (3.30),
this is simply a restatement of (3.26).
Next, we note that the null decomposition of (g − m̂)αβ satisfies
u∗2s − |u∗|2s
r∗
(g − m̂)XY . r.h.s.(3.26), (3.35)
in the sense that corresponding components satisfy the estimates. We can fold our remaining analysis into
our bounds on remaining error terms coming from the right hand side of (3.26).
The positivity property (3.31) is equivalent to Lemma 3.2 in [17], by making the appropriate coordinate
substitution.
We now look at the error terms. We look at the error terms coming from the deformation tensor,
corresponding to the right hand sign of (3.26). These are easy to deal with, mostly using the decomposition
ǫτ2s−2+δ+ |F ||/F | . ǫ
(
τ2s−1−2δ+ |/F |
2 + τ2s−3+4δ+ |F |
2
)
, (3.36)
and noting that 2s− 3 + 4δ < −1− 2δ under the condition that s+ 4δ < 1.
In all terms worse than this (containing |F |2), we have either an extra power τ−1+2δ− or extra decay in
τ+ coming from the metric, both of which are easily contained in the right hand side of (3.33). Now we
consider error terms appearing on the right hand side of (3.29) We note that we only care when these are
paired with terms on the left hand side of (3.26). We have uniform bounds like
ǫτ2s−2+δ+ |F ||/F |, (3.37)
which can be treated in the same way.
Now we look at the terms where the derivative falls on the metric. We decompose
∇α(w) = gαL˜L˜(w˜) + gαL˜L˜(w˜). (3.38)
We can use the estimates (3.4) to find decompose this as follows:
∇α(w) = −
1
2
L˜(w˜)L˜α −
1
2
L˜(w˜)L˜
α
+RL˜2 L˜
α +R
S˜j
2 S˜
α
j +R
L˜
2 L˜
α
, (3.39)
where R2 can be thought of as a remainder tensor which depends on the deviation of the metric from
Minkowski. This follows from the remaining null decomposition of g. We first note that
−QKs0α
(
−
1
2
L˜(w˜)L˜α −
1
2
L˜(w˜)L˜
α
)
≤ −cS0[F ](T ), (3.40)
for some positive constant c depending only on the decay constants δ, δ.
In order for this to meaningful we must establish bounds on the remainder tensor Rα2 , or equivalently its
components RX2 . Taking the null decomposition of g gives us:
|RL˜2 | . ǫτ
−1+δ
+ w
′, |R
L˜
2 |+ |R
S˜j
2 | . ǫτ
γ′
− τ
−1−γ′+δ
+ w
′ (3.41)
Therefore, the total set of remainder terms corresponding to R2 can be bounded pointwise by
ǫ
(
τ−1+δ+ |QKs0L˜
|+ τγ
′
− τ
−1−γ′+δ
+ (|QKs0S˜j
|+ |QKs0L˜
|)
)
w′. (3.42)
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Using the estimates (3.29) as well as the identities
ǫ−1|H |2 + | /H| . ǫτ2s0 ≤ ǫτ
1+2δ
0
gives us ∫ T
0
∫
Σt
|Q[F ]Ks0R
| dx dt . ǫS0[F ](T ). (3.43)
We now turn our attention to the boundary conditions. It suffices to show that∫
Σt
−
√
|g|g0αP [F ]α ≈ E0[F ](t). (3.44)
For this we only need the pointwise estimate
| − g0αP [F ]α − P [F ]0| . ǫ|P [F ]0|,
as we can make
√
|g| arbitrarily close to 1.
This is fortunately straightforward to show, as all of the worst components of −g0αP [F ]α are already in
P [F ]0. We can define the decomposition −g
0α = δα0 +
tHα, where components in the null decomposition of
tH satisfy
tHX . ǫτ−1+δ+ .
The L˜ and L˜ components of P [F ]α
tHα are easy to bound by P [F ]0, as the null decomposition can be written
as a linear combination of these terms. Likewise, expanding P [F ]Bj out using (3.29) easily gives us the rest
of our bound. (3.44) therefore holds.
We next consider the terms on the light cone. Again, we note that we do not have the nice positivity
property in this term. However, we note that we have the integral∫
C(u∗)
−∇α(u∗)
√
|g|P [F ]α dV (C), (3.45)
which we can approximate in a similar fashion to the weight. Note here that dV (C) is the area element with
respect to the Minkowski metric. We have, in particular,∣∣∣∣−∇α(u∗)P [F ]α − 12P [F ]L˜
∣∣∣∣ . ǫτ−1+δ+ P [F ]L˜ + τγ′− τ−1−γ′+δ+ (|PS˜1 |+ |PS˜2 |+ |PL˜|) . (3.46)
The first term on the right appears in our light cone energy. However, even this contains a bad component
of F . We can instead take a component estimate∣∣∣∣−∇α(u∗)P [F ]α − 12P [F ]L˜
∣∣∣∣ . ǫ(τ2s−1+δ+ |α|2 + τ2s− τ−1+δ+ |/F |2 + τ2s+γ′− τ−1−γ′+δ+ |F |2) w˜. (3.47)
The first two appear with a definite sign in P [F ]L˜, while we need to deal with the last term in a different
way. We will essentially establish an improved energy
C∗0 [F ](T ) = sup
u∗
∫
{C(u∗)}∩{t∈[0,T ]}
(
τ2s+ |α|
2 + τ2s− (|σ|
2 + |ρ|2)
)
w dV C(u∗), (3.48)
and we will show the estimate
|C∗0 [F ](T )| . |C0[F ](T )|+ |E2[F ](T )|. (3.49)
We note that we do not have a definite sign for error terms on the right (or even in bad components of
P [F ]L˜); in particular, in this integral, terms like α only appear as error terms. This will be handled later by
integrating certain L∞ estimates which depend only on our time-slice and interior energies.
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We are now able to put everything together. We first apply the divergence theorem (in Minkowski space)
on the quantity −
√
|g|P [F ]α, over the time slab [0, T ]× R3. We recall
∫
ΣT
−
√
|g|P [F ]0+
∫
Σ0
√
|g|P [F ]0 =
∫ T
0
∫
Σt
√
|g|
(
F (K
s
0, J)w˜ −Q[F ]αβK
s
0
β;α
w˜ −Q[F ]αβK
s
0
β
∇α(w˜)
)
dx dt.
Applying , Lemma 3.3, as well as equations (3.44), (3.39), and (3.43), moving all negative definite terms
coming from (3.39) to the left, and disregarding those from Lemma 3.3 gives us
E0[F ](T ) + S0[F ](T ) . E0[F ](0) +
∫ T
0
∫
Σt
(∣∣∣F (Ks0, J)∣∣∣w + ǫS0[F ](T )) dx dt. (3.50)
We note that we can move the last term on the right over to the left without losing anything. We now
consider the remaining term on the right hand side, containing the current. We have the inequalities
|JLg
LβFKs0β
| . JL
(
τ2s+ |/F |+ τ
2s
− |H ||F |
)
(3.51a)
|JS˜jg
S˜jβFKs0β
| . JS˜j
(
τ2s+ |α|+ τ
2s
− |F |
)
(3.51b)
|JL˜g
L˜βFKs0β | . JL˜
(
τ2s− |/F |+ τ
2s
− | /H ||F |
)
(3.51c)
Application of Hölder’s inequality, keeping in mind the current norm (3.9), gives us∫ T
0
∫
Σt
|F (K
s
0, J)|w dxdt . S0[F ](T )
1/2 ‖J‖L2[w] . (3.52)
By Cauchy-Schwarz, we have that this can be bounded by
C−1S0[F ](T ) + C ‖J‖
2
L2[w] .
For some C independent of ǫ, we can move the S0[F ](T ) term over to the left hand side.
Finally, in order to include the conical energy, we repeat the divergence theorem on regions of the form
([0, T ]× R2) ∩ {t− r∗ ≤ c}.
The maximum integral over the reduced light cone gives us our conical energy.
We must be careful here, since this theorem is not useful for general electromagnetic fields. In particular,
we require initial decay faster than r−2, which is not possible in the presence of a charge, due to elliptic
considerations of the initial data. Our solution here is to divide the field F into two parts: F , an explicitly
defined quantity coming from the charge whose behavior is straightforwardly bounded, and the remainder
quantity F˜ , which has better spatial decay. We will more clearly define these quantities when we look at the
commutators.
4 L2 Estimates for φ
Now we consider the L2 estimate for φ. We can again consider this an analogue to the conformal Morawetz
estimate on the Schwarzschild exterior, as the one by Blue and Sterbenz in [3].
Before proceeding, we give some geometric motivation. In the Minkowski metric, we consider the con-
formal Killing field
K0 = u
2(∂t + ∂r) + u
2(∂t − ∂r).
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In the case of a trace-free energy-momentum tensor, for instance Q[F ], one can easily construct an energy
estimate using this field. However, in general, we have a term containing the trace of the energy-momentum
tensor, which has no sign. One method to deal with this is to take analysis on the metric
Im =
1
r2
m,
in which K0 is indeed Killing away from the spatial origin. This has in [17] been augmented with the estimate
IIm =
1
(uu)2
m;
however, this is more difficult to adapt to a general metric, due to its singular behavior along the light cones
(as compared with Im, which is singular in the deep interior, where we can more easily model g by the
Minkowski metric). Instead, we use a Hardy-type estimate which gives us almost the same results, requiring
slightly more decay in φ.
In any Lorentzian metric we have the commutator
1
r∗
[
Cg , r
∗·
]
φ =
r∗φ
r∗2
g(r
∗) +
2
r∗2
∇α(r∗)Dα(r
∗φ)−
2
r∗2
∇α(r∗)∇α(r
∗)φ (4.1)
= r∗φg
(
1
r∗
)
− 2∇α
(
1
r∗
)
Dα(r
∗φ).
The singular behavior near the spatial origin is of concern, as in a general metric we can no longer
consider 1r∗ as a solution of the wave equation for general metrics. One solution is to base our geometric
analysis on some first-order reduced metric m∗, which is equal to m near the spatial origin and behaves like
our exterior Schwarzschild metric in the extended exterior. We define the metric
m∗ = −
(
1−
Mχ
1 + r +M
)
dt2 +
(
1−
Mχ
1 + r +M
)−1
dr2 +
(
1−
Mχ
1 + r +M
)−1
r2dS2. (4.2)
This is of course equal to the Minkowski metric in the interior. In the exterior, this is equal to
−
(
1−
M
1 + r +M
)
dt2 +
(
1 +
M
1 + r
)
dr2 +
(
1 +
M
1 + r
)
r2 dS2.
It is therefore close to m˜, in the sense that they have the same exterior decay up to order Mτ−2+ .
In this metric, we define the time-slice energy
E0[φ](T ) = sup
0≤t≤T
∫
Σt
(
τ2s+
(∣∣∣∣DL˜(r∗φ)r∗
∣∣∣∣2 + | /Dφ|2 + ∣∣∣∣ φr∗
∣∣∣∣2
)
+ τ2s− |DL˜φ|
2
)
w dx. (4.3)
It follows from Lemma 10.7 that this energy is equivalent to
sup
0≤t≤T
∫
Σt
τ2s+
(∣∣∣∣DL˜(r∗φ)r∗
∣∣∣∣2 + | /Dφ|2
)
+ τ2s−
∣∣∣∣∣DL˜(r
∗φ)
r∗
∣∣∣∣∣
2
w dx.
Likewise, we have the interior spacetime energy
S0[φ](T ) =
∫ T
0
∫
Σt
(
τ2s+
∣∣∣∣DL˜(r∗φ)r∗
∣∣∣∣2 + τ1+2δ0
(
τ2s+
(
| /Dφ|2 +
∣∣∣∣ φr∗
∣∣∣∣2
)
+ τ2s−
(
|DL˜φ|
2
)))
w′ dx dt. (4.4)
Remark 4.1. Here the requirement s0 > 1 comes into play, as the method used in [17] to bound the φ/r
term cannot be easily generalized, so instead we employ a Hardy-type inequality. Note that this condition only
comes from the charged portion of the field, and as such, in the charge-free case we have only the condition
s0 > 1/2. This follows from the use of (4.11c), which provides the exact same decay along the light cone as
the estimate in [17], with a slightly worse weight in the far exterior.
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Finally, we have the light-cone energy
C0[φ](T ) = sup
u∗
∫
C(u∗)
Q(∇αm∗u
∗,K
s
0)w dC(u
∗), (4.5)
where Q is defined in equation (4.15) and ∇m∗ is the covariant derivative with respect to the modified metric
m∗ as defined in equation (4.2). In the rest of this subsection all analysis will be conducted with respect to
the metric m∗.
Again C0 is not positive definite on φ, though it is nonnegative. However, for fewer derivatives of φ it
is indeed positive definite up to a small quantity scaling with energies on higher numbers of derivatives,
combined with integrated L∞. We define the positive definite conical energy
C∗0 [φ](T ) = sup
u∗
∫
C(u∗)
(∣∣∣∣τ2s+ DL˜(r∗φ)r∗
∣∣∣∣2 + τ2s− ∑
i
∣∣∣DS˜iφ∣∣∣2 + τ2s+ τ20
∣∣∣∣ φr∗
∣∣∣∣2
)
w dV C(u∗).
We take the combined energy
E0[φ](T ) = E0[φ](T ) + S0[φ](T ) + C0[φ](T ) (4.6)
In general, we define
Ek[φ](T ) =
∑
|I|≤k
X∈L
E0[D
I
Xφ](T ). (4.7)
We can define the analogous quantities Ek[φ](T ), Sk[φ](T ), Ck[φ](T ) similarly. With this notation we
state a useful estimate which we will prove later: We will show later the inequality
|C∗0 [φ](T )| . |C0[φ](T )|+ ǫ|E2[φ](T )|.
We assume small energy; in particular E0[φ](T )
m ≤ E0[φ](T ) for m ≥ 1.
We take the opportunity here to define the full energy
Ek(T ) = Ek[φ] + Ek[F˜ ] + |q|
2, (4.8)
where F˜ is the charge-free portion of the energy F . When there is no ambiguity we write Ek.
We can now state the main theorem:
Theorem 4.2. For a given function φ with sufficient decay, we have
E0[φ](T ) . E [φ](0) +
(
|q|+
∥∥∥F˜∥∥∥red
L∞[w]
)
E0[φ](T ) +
∥∥∥τs+τ1/2− (Cgφ)w1/2δ ∥∥∥2
2
, (4.9)
where we define the reduced weighted L∞ norm∥∥∥F˜∥∥∥red
L∞[w]
= sup
[0,T ]×R3
τ+τ
1/2+s
− α[F˜ ]w
1/2 + τ1+s+ τ
1/2
− (|ρ[F˜ ]|+ |σ[F˜ ]|)w
1/2 + τ
3/2+s
+ |α[F˜ ]|w
1/2. (4.10)
Proof. We deal with this in two parts: first, we use the estimate (4.27), which adapts the estimate in the
Minkowski case to our first-order modified metric. We then handle the error terms in the metric using Lemma
4.4. The second term on the right hand side follows from Hölder’s inequality using estimate (4.11f).
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We note the following inequalities which will be used many times in the future:∥∥∥τ−1/2−δ+ τs−|Dφ|w1/2∥∥∥2
2
. E0[φ](T ) (4.11a)∥∥∥τs−1−γ′/2+δ/2+ τγ′/2− |Dφ|w1/2∥∥∥2
2
. E0[φ](T ) (4.11b)∥∥∥τs−3/2−δ+ |φ|w1/2∥∥∥2
2
. E0[φ](T ) (4.11c)∥∥∥τs−1/2−δ+ |Dφ|w1/2∥∥∥2
2
. E0[φ](T ) (4.11d)∥∥τ2s−2+δ+ |Dφ||Dφ|w∥∥1 . E0[φ](T ) (4.11e)∥∥∥∥∥τ−s+ DKs0(r
∗φ)
r∗
(w′)1/2
∥∥∥∥∥
2
2
. S0[φ](T ). (4.11f)
The inequalities (4.11a)-(4.11e) follow from the inequality, for δ > 0,∫ T
0
E0[φ](t)
(1 + t)1+2δ
dt .δ E0[φ](T ). (4.12)
Additionally, for (4.11b), we use s − 1 − γ′/2 + δ < − 12 − δ, γ
′/2 < 1/2 < s, and (4.11e) follows from an
application of Hölder’s inequality, combined with the inequality s− 3/2+ 2δ ≤ −1/2− δ. Inequality (4.11f)
comes from our spacetime energy norm. In all cases we can alternatively replace E0(t) with S0(t) on the
right hand side with no issue, using the identity w . τ1+2δ− w
′. These will in general be useful when we need
less precise estimates.
It follows from (4.11b) and (4.11e) that∥∥τ2s−1+ HγδDγφDδφw∥∥1 . ǫE0[φ](T ), (4.13)
which will be used many times later.
We recall that by the harmonic gauge condition,
∇αgDαφ = g
αβ∂αDβφ. (4.14)
For the sake of convenience we define
R =
(
1−
Mχ
1 + r +M
)
∂r.
It is easy to see that R = ∂r∗ in the region where χ
′ = 0, and can be bounded by
R(r∗)− 1 .Mτ−1+δ+
in the region where χ′ 6= 0.
Thus, the difference between this and the metric m˜ scales withM and and decays like τ−2+ in the extended
exterior.
We consider the energy-momentum tensor
Q∗[φ]αβ =
1
r∗2
R
(
Dα(r
∗φ)Dβ(r∗φ) −
1
2
m∗αβm
∗γδDγ(r
∗φ)Dδ(r∗φ)
)
. (4.15)
It follows that
∇αQ∗[φ]αβ = −
2∇α(r∗)
r∗
Q∗[φ]αβ +
1
r∗2
R
(
Cm∗(r
∗φ)Dβ(r∗φ)
)
+
1
r∗2
I
(
r∗φDα(r∗φ)
)
Fαβ . (4.16)
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We use formula (4.1) to replace the second term with
1
r∗2
R
((
r∗Cm∗φ+ r
∗2φm∗
(
1
r∗
)
+
2∇α(r∗)
r∗
Dα(r
∗φ)
)
Dβ(r∗φ)
)
.
Combining these and taking the necessary cancellations gives us
∇αQ∗[φ]αβ =
∇α(r∗)
r∗3
m∗αβDγ(r
∗φ)Dγ(r∗φ)+ (4.17)
+R
((
Cm∗φ+ r
∗φm∗
(
1
r∗
))
Dβ(r∗φ)
r∗
)
+ I
(
φ
Dα(r∗φ)
r∗
)
Fαβ .
= P 1β + P
2
β + P
3
β .
We note that P 2 consists of two terms, one of which will be handled when we consider the metric perturbation
H , along with commutators, and the other of which is small. In particular, we have the estimate
m∗
(
1
r∗
)
.Mτ−4+δ+ . (4.18)
This is 0 in the Minkowski case, so we can think of this as the set of error terms coming from the metric (of
order Mτ−1+δ+ ) multiplied by a second derivative which decays like τ
−3
+ . It follows that∥∥∥∥|r∗φm∗ ( 1r∗
)
DKs0
(r∗φ)w
∥∥∥∥
1
.M
∥∥∥∥τ−3/2+s+2δ+ φτ+w1/2
∥∥∥∥
2
∥∥∥∥∥τ−s−1/2−δ+ DKs0(r
∗φ)
r∗
w1/2
∥∥∥∥∥
2
. (4.19)
.ME0[φ](T ).
We have obtained the last line from the inequalities (4.11c) and (4.11f).
For P 3, we split F into its charge and remainder terms. First, for the charge terms, we have the estimate∥∥∥∥∥φDα(r∗φ)r∗ FαβKs0βw
∥∥∥∥∥
1
.
∥∥∥τs−2+ τ−φ(w′)1/2∥∥∥
2
∥∥∥∥τ2−s+ Dα(r∗φ)r∗ FαβKs0β(w′)1/2
∥∥∥∥
2
, (4.20)
where we use Cauchy-Schwartz along with the identity w ≤ τ−w
′ in the exterior, where F is supported. The
first term is bounded by ∥∥∥τ−1+ τs−φ(w′)1/2∥∥∥
2
,
which is contained in our norm, using the exterior version of Lemma 10.9 along with the inequality s+δ > 1.
We can expand to get the estimate∣∣∣∣Dα(r∗φ)r∗ FαβKs0β
∣∣∣∣ . |q|
(∣∣∣∣τ2s−2+ DL˜(r∗φ)r∗
∣∣∣∣+ ǫ ∣∣∣∣τ2s− τ−3+δ+ /D(r∗φ)r∗
∣∣∣∣+
∣∣∣∣∣τ2s− τ−2+ DL˜(r
∗φ)
r∗
∣∣∣∣∣
)
(4.21)
We can plug these in to (4.20) to see that∥∥∥∥∥φDα(r∗φ)r∗ FαβKs0βw
∥∥∥∥∥
1
. |q|E0[φ](T ). (4.22)
Note that we have some room along the light cone with this estimate, but we require very sharp spatial
decay.
Now we consider the remainder terms, where we have less room along the light cone, but better spatial
decay. We take the estimate∥∥∥∥∥φDα(r∗φ)r∗ F˜αβKs0βw
∥∥∥∥∥
1
.
∥∥∥τs−3/2−δ+ φw1/2∥∥∥
2
∥∥∥∥τ3/2+δ−s+ Dα(r∗φ)r∗ F˜αβKs0βw1/2
∥∥∥∥
2
. (4.23)
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We have the bound∣∣∣∣Dα(r∗φ)r∗ F˜αβKs0β
∣∣∣∣ . ∥∥∥F˜∥∥∥redL∞[w]
(∣∣∣∣τ−1+s+ τ−1/2− DL˜(r∗φ)r∗
∣∣∣∣+ ∣∣∣∣τs−3/2+ /D(r∗φ)r∗
∣∣∣∣+
∣∣∣∣∣τ−1−s+ τ2s−1/2− DL˜(r
∗φ)
r∗
∣∣∣∣∣
)
(4.24)
We note that the terms coming from the error in the metric can be disregarded, as they decay quickly enough
that they do not introduce any new decay requirements. We can plug each of these into (4.23), and by the
inequality 1/2 + 2δ < s, it is easy to see that these fall within our desired bounds.
Next we look at the deformation tensor with respect to the metric m∗. This fortunately satisfies the
same estimates as (3.26), and Lemma 3.3 follows. Thus,
(∇αK
s
0
β
)Q∗[φ]αβ =
1
2
(
u∗2s − |u∗|2s
r∗
)
(tr Q) +R1[Q
∗](t, x) + f(t, x)Q∗
L˜L˜
, = P 4 + P 5 + P 6. (4.25)
We note that F is positive up to terms which can be controlled in magnitude, similarly to P 5. We consider
P 1 + P 4. We have
m∗αβ∇
α(r∗)K
s
0
β
−
1
2
(
u∗2s − |u∗|2s
r∗
)
=M · O(τ2s−2+δ+ ), (4.26)
which follows as usual from the fact that we can regard the difference as error terms scaling with the metric
and which vanish for r < t2 . It follows that the quantity P
1+P 4 satisfies the same estimates as R1[Q
∗]. We
are now ready to show the first part of our energy estimate.
Lemma 4.3. Given a function φ, for sufficiently small M we have the inequality
E0[φ](T ) . E0[φ](0) +
(
|q|+
∥∥∥F˜∥∥∥red
L∞[w]
)
E0[φ](T ) +
∣∣∣∣∣
∫
[0,T ]×Σt
Cm∗φ
DKs0
(r∗φ)
r∗
w
∣∣∣∣∣+ (4.27)
+
∣∣∣∣∣
∫
[0,T ]×Σt\{Cmax}
Cm∗φ
DKs0
(r∗φ)
r∗
w
∣∣∣∣∣
The domain of the last integral, containing {Cmax}, is the integral outside the light cone corresponding
to our C0 energy.
It is important that we use the absolute value in our last two integrals instead of the L1 norm as it is
necessary for certain bounds later on.
Proof. This follows from an application of the divergence theorem over time slabs (and over the reduced
slabs [0, T ]× {u∗ ≤ C}.) We have that
−∇α
(
Q∗[φ]αβK
s
0
β
w˜
)
= −P 1
K
s
0
w˜ − P 2
K
s
0
w˜ − P 3
K
s
0
w˜ − P 4w˜ − P 5w˜ − P 6w˜ −Q∗[φ](∇w˜,K
s
0). (4.28)
We recall that
|P 1
K
s
0
+ P 4|+ |P 5| .Mτ2s−2−δ+ tr(Q
∗).
Similarly,
−P 6w˜ .Mτ2s−2−δ+ tr((Q
∗).
Note that this is not true in magnitude. We combine these to get∫ T
0
∫
Σt
(−P 1
K
s
0
w˜ − P4w˜ − P5w˜ − P6w˜) .ME0[φ](T ). (4.29)
Again, this is true in sign, not in magnitude.
Next, P 2
K
s
0
and P 3
K
s
0
are the terms appearing on the right hand side of (4.27), up to a term which is also
bounded by the energy (by magnitude).
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When the derivative falls on w˜, we need to show that this is equivalent to S0[φ]. We have the null
decomposition
∇α(w˜) = L˜αm∗L˜L˜L˜(w˜) + L˜
α
m∗L˜L˜L˜(w˜) + L˜αm∗L˜L˜L˜(w˜) + L˜
α
m∗L˜L˜L˜(w˜) (4.30)
The first term is equivalent to L˜αw′, and the second term is equivalent to L˜
α
τ1+2δ0 w
′. The final two terms
are supported in the region where τ+ ≈ τ−. We look at the corresponding terms:
Q∗[φ](L˜,K
s
0)w
′ +Q∗[φ](L˜,K
s
0)τ
1+2δ
0 w
′ ≥ C−1
(
τ2s+ Q
∗
L˜L˜
+ τ1+2δ0 τ
2s
+ QL˜L˜ + τ
1+2δ
0 τ
2s
− QL˜L˜
)
.
for some positive C. Expanding, integrating in spacetime, and taking our Hardy estimate (10.7) on time
slices, this is equivalent to S0[φ]. The remainder terms are easily bounded by MS0[φ](T ).
Now we look at the boundary. We need to show that
∫
Σt
− (∇αt)Q∗[φ]αKs0
w˜ ≈
∫
Σt
τ2s+
(∣∣∣∣DL˜(r∗φ)r∗
∣∣∣∣2 + | /Dφ|2
)
+ τ2s−
∣∣∣∣∣DL˜(r
∗φ)
r∗
∣∣∣∣∣
2
w dx. (4.31)
The integrand on the left is equivalent to
Q∗[φ](∂t,K
s
0)w,
so we take our analysis on that quantity. We can replace ∂t with ∂t∗ , noting that their difference is in
the direction of ∂r∗ and decays like Mτ
2s
0 τ
−1+δ
+ , so in particular we can bound the terms coming from the
difference by ME0[φ]. Therefore, we can take the null decomposition
1
4
∫
Σt
(1 + u∗2s)Q∗
L˜L˜
+ (2 + u∗2s + |u∗|2s)Q∗
L˜L˜
+ (1 + |u∗|2s)Q∗
L˜L˜
dx. (4.32)
By our usual estimates on Q∗ this is equivalent to
∫
Σt
τ2s+
(∣∣∣∣DL˜(r∗φ)r∗
∣∣∣∣2 + | /Dφ|2
)
+ τ2s−
∣∣∣∣∣DL˜(r
∗φ)
r∗
∣∣∣∣∣
2
w dx. (4.33)
Finally, we look at the C0 norm. We note that
|(∇u∗)L˜ − 1| .Mτ−2+
|(∇u∗)L˜| .Mτ−2+
where the latter term is supported where τ+ ≈ τ−. Therefore, the C0 energy can be written as
C0[φ] ≈ sup
u∗
∫
C(u∗)
(
τ2s+
∣∣∣∣DL˜(r∗φ)r∗
∣∣∣∣2 + τ2s− | /Dφ|2
)
w + τs+O(Mτ
−2
+ )
∣∣∣∣∣DL˜(r
∗φ)
r∗
∣∣∣∣∣
2
w dC(u∗). (4.34)
The last term is supported away from the origin, so we can bound it above by∣∣∣|DL˜φ∣∣∣ + ∣∣∣∣ φτ+
∣∣∣∣
without issue.
Lemma 4.4. Defining
Cerr[φ] = sup
u∗
∫
Cu∗
∂β(u
∗)Q˜[φ]β
K
s
0
w, (4.35)
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where ∂β(u
∗)Q˜[φ]β
K
s
0
is defined in (4.45), The following inequality holds for any function φ:∣∣∣∣∣
∫
[0,T ]×Σt
R
((
Cgφ−
C
m∗φ
) DKs0(r∗φ)
r∗
w
)
dx dt
∣∣∣∣∣+ (4.36)∣∣∣∣∣
∫
[0,T ]×Σt\{Cmax}
R
((
Cgφ−
C
m∗φ
) DKs0(r∗φ)
r∗
w
)
dx dt
∣∣∣∣∣ . ǫE[φ](1 + ‖F‖L∞[w]) + Cerr[φ]. (4.37)
Proof. We now consider the reduced derivative
D˜α = ∂α + iAα.
Under the harmonic gauge, we have
Cgφ−
C
m∗φ =
(
Hαβ + (m˜−1 −m∗−1)αβ
)
D˜αD˜βφ+ (m
∗αβD˜αD˜βφ−
C
m∗φ). (4.38)
Defining
H˜αβ = Hαβ + (m˜−1 −m∗−1)αβ , (4.39)
it is clear that H˜ and ∂H˜ satisfy the same L∞ bounds in equation (2.14) as the corresponding quantities for
H .
Given this, we have
m∗αβD˜αD˜βφ−
C
m∗φ = −
1√
|m∗|
∂α(m
∗αβ
√
|m∗|)Dβφ. (4.40)
Thus, we have the bound ∣∣∣m∗αβD˜αD˜βφ−Cm∗φ∣∣∣ .Mτ−2+ |Dφ|. (4.41)
Therefore, using Hölder’s inequality and the inequality s+ 2δ < 1,∥∥∥∥∥(m∗αβD˜αD˜βφ−Cm∗φ) DKs0(r∗φ)r∗ w
∥∥∥∥∥
1
.M
∥∥∥τ−1/2−δ+ Dφw1/2∥∥∥
2
∥∥∥∥∥τ−s+ τ−1/2−δ− DKs0(r
∗φ)
r∗
w1/2
∥∥∥∥∥
2
. (4.42)
Therefore, by the inequalities M < ǫ, and (4.11a) and (4.11f), we have∥∥∥∥∥(m∗αβD˜αD˜βφ−Cm∗φ) DKs0(r∗φ)r∗ w
∥∥∥∥∥
1
. ǫE[φ] (4.43)
Next we want to bound the quantity∫ T
0
∫
Σt
H˜αβD˜αD˜βφ
DKs0(r
∗φ)
r∗
w dxdt (4.44)
We define the remainder momentum density tensor
Q˜[φ]β
K
s
0
= R
(
DKs0
(r∗φ)
r∗
H˜βγDγφ−
1
2
K
s
0
β
H˜γδDγφDδφ
)
. (4.45)
and apply the divergence theorem to this quantity in Euclidean space, in which we can ignore the distinction
between D and D˜. As usual, we conduct our analysis in the extended exterior r > t2 , as we can use uniform
estimates for the interior. We have by the divergence theorem∫ T
0
∫
Σt
∂β
(
Q˜[φ]β
K
s
0
w˜
)
dx dt =
∫
ΣT
Q˜[φ]0
K
s
0
w˜ dx−
∫
Σ0
Q˜[φ]0
K
s
0
.w˜ dx (4.46)
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Our goal here is to isolate the desired quantity, (4.44), on the left hand side and move the rest, including
the time-slice integrals, over to the right hand side, where we bound these quantities using the energy.
When the derivative falls on φ or Dφ, we get
R
(
DKs0
(r∗φ)
r∗
H˜βγDβDγφ
)
+
K
s
0(r
∗)
r∗
H˜βγDγφDβφ+R
(
FβKs0
φHβγDγφ
)
.
The first term is precisely what we are looking for, and the second term can be bounded in the L1 spacetime
norm using (4.13). We now look at the third term. We note that
|FL˜Ks0
| . τ−1+s+ τ
−1+s
− ‖F‖L∞[w] , (4.47a)
|FS˜jKs0
| . τ
−3/2+s
+ τ
−1/2+s
− ‖F‖L∞[w] , (4.47b)
|FL˜Ks0
| . τ−1−s+ τ
−1+3s
− ‖F‖L∞[w] . (4.47c)
Expanding in the null frame and combining this with the bounds
ǫ
∥∥∥τ−1/2+s− τ−3/2+s−1+δ+ φDφw∥∥∥
1
. ǫ
∥∥∥τ−1+ φw1/2∥∥∥
2
∥∥∥τ−1/2−δ+ τs−Dφw1/2∥∥∥
2
, (4.48a)
ǫ
∥∥τ−1+s− τ−1+s−1+δ+ φDφw∥∥1 . ǫ ∥∥∥τ−1+ φw1/2∥∥∥2
∥∥∥τs−1+δ+ Dφw1/2∥∥∥
2
, (4.48b)
ǫ
∥∥∥τ−1+s+γ′− τ−1+s−1−γ′+δ+ φDφw∥∥∥
1
. ǫ
∥∥∥τ−1+ φw1/2∥∥∥
2
∥∥∥τ−1−δ+ τs−Dφw1/2∥∥∥
2
, (4.48c)
gives us the uniform bound ∣∣∣R(FβKs0φHβγDγφ)∣∣∣ . ǫE[φ](‖F‖L∞[w]).
Now we look at when the derivative falls on metric terms of (4.45). We have the estimates∣∣∣(∂βH˜βγ)Dγφ∣∣∣ . ǫ(τ−1−γ′+δ+ τγ′−1− |Dφ|+ τ−1+δ+ τ−1− |Dφ|) (4.49a)∣∣∣Ks0(H˜γδ)DγφDδφ∣∣∣ . ǫ(τ2s−2−γ′+δ+ τγ′− |Dφ|2 + τ2s−2+δ+ |Dφ||Dφ|) (4.49b)
from which follow∥∥∥∥∥DK
s
0
(r∗φ)
r∗
(∂βH˜
βγ)Dγφw
∥∥∥∥∥
1
. ǫ
∥∥∥∥∥τ−s+ τ−1/2−δ− DK
s
0
(r∗φ)
r∗
w
1/2
∥∥∥∥∥
2
(∥∥∥τ−1−δ+ τ 1/2− |Dφ|w1/2∥∥∥
2
+
∥∥∥τ s−1/2−δ+ |Dφ|w1/2∥∥∥
2
)
(4.50a)∥∥∥Ks0(Hγδ)DγφDδφw∥∥∥
1
. ǫ
(∥∥∥τ−1/2−δ+ τ s−|Dφ|w1/2∥∥∥2
2
+
∥∥∥τ 2s−1/2−δ+ |Dφ|∥∥∥
2
∥∥∥τ−1/2−δ+ |Dφ|w1/2∥∥∥
2
)
(4.50b)
where the last estimate comes from Hölder’s inequality and the condition s − 4δ > 1/2. The inequality
follows.
Next, we consider the case where the derivative falls on K
s
0. This is fortunately more straightforward,
since for most terms which appear we do not need to differentiate derivatives. We have the terms
R
(
H˜βγ∂β
(
K
s
0(r
∗)
r∗
)
φDγφ−
1
2
(∂βK
s
0
β
)HγδDγφDδφ+ (∂βK
s
0
α
)DαφH˜
αβDβφ
)
. (4.51)
We can bound the first two terms on the right by∥∥∥∥∥H˜βγ∂β
(
K
s
0(r
∗)
r∗
)
φDγφw
∥∥∥∥∥
1
. ǫ
∥∥τ2s−3+δ+ |φ||Dφ|w∥∥1 , (4.52a)
. ǫ
∥∥∥τs−3/2−δ+ |φ|w1/2∥∥∥
2
∥∥∥τs−3/2+2δ+ |Dφ|w1/2∥∥∥
2
,∥∥∥(∂βKs0β)HγδDγφDδφw∥∥∥
1
. ǫ
(∥∥τ2s−2+δ+ |Dφ||Dφ|w∥∥1 + ∥∥∥τ2s−2−γ′+δ+ τγ′− |Dφ|2w∥∥∥1) . (4.52b)
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Both of these fit in our energy norm as a direct consequence of (4.11). For the third term, in the exterior
we have the terms
|Bj(K
s
0
α
)Dαφ| . |τ
2s−1
+ DBjφ|, (4.53a)
|L˜(K
s
0
α
)Dαφ| . |τ
2s−1
+ DL˜φ|+ |τ
2s
− τ
−1
+ DL˜φ|, (4.53b)
|L˜(K
s
0
α
)Dαφ| . τ
2s−1
+ |Dφ|. (4.53c)
Thus, ∣∣∣∂βKs0α)DαφH˜αβDβφ∣∣∣ . ǫ(τ2s−2+δ+ |Dφ||Dφ|+ τ2s− τ−2+δ+ |Dφ|2 + τγ′− τ2s−2−γ′+δ+ |Dφ|2) . (4.54)
The L1 norms corresponding to these terms are therefore contained in our energy norm.
Finally, we look at the case when the derivative falls on w˜. We don’t have any nice sign condition, so we
use the pointwise estimates
∥∥∥Q˜[φ]β
K
s
0
∂βw
∥∥∥ . ǫ
∥∥∥∥∥τ−s+ τ−1/2−δ− DK
s
0
(r∗φ)
r∗
w
1/2
∥∥∥∥∥
2
(∥∥∥τ s−1−γ′+δ+ τ 1/2+δ− |Dφ|w1/2∥∥∥
2
+
∥∥∥τ s−1+δ+ τ 1/2+δ−1− |Dφ|w1/2∥∥∥
2
)
+
+ ǫ
∥∥∥τ 2s−2+δ+ |Dφ||Dφ|w∥∥∥
1
+ ǫ
∥∥∥τ 2s−2−γ′+δ+ τγ′− |Dφ|2w∥∥∥
1
. (4.55)
By the norms in (4.11), the right hand side can be bounded by ǫE[φ](T ).
5 L∞ Estimates for F
We now establish L∞ estimates on the charge-modified field F˜ . This for the most part runs analagously to
similar computations in [17], modulo our modified frame, along with some additional computations in the
end to establish our pure L∞ estimate on nice components. In particular, our primary tools are Lemma 10.5
using equation (2.8) combined with (2.5) to commute the Lorentz fields through our frame. First, we take
an estimate which holds for bad components in the extended exterior.
Lemma 5.1. We have the following uniform estimate on all components of F˜ :
τ+τ
s+1/2
− |χF˜ |w
1/2 . E
1/2
2 [F˜ ] (5.1)
Proof. We look at the extended exterior, r∗ > t/2. This follows from (10.13) with δ+ = 0 and δ− = s, using
the inequality
|τ−∂r∗φ| . |S˜φ|+ |Ω˜0rφ|+ |∂r∗φ|,
then expanding each of these with respect to the Lorentz fields. We have in particular the estimate∥∥∥τ+τ1/2+s− χ|F˜ (∂˜α, ∂˜β)|w1/2∥∥∥
L∞(R3)
.
∑
|I|≤2
X∈L
∥∥∥τs−XI(χF˜ (∂˜α, ∂˜β))w1/2∥∥∥
L2(R3)
. (5.2)
Since we have the estimate ∂αχ . τ
−|α|
+ , we can ignore it in our calculations. We use the commutator
estimates (2.4) combined with repeated application of the identity (2.8) which gives our result.
Lemma 5.2. For all components of F˜ , we have the following estimate:
τ
s+3/2
+ |(1 − χ)F˜ |w
1/2 . E
1/2
2 [F˜ ]. (5.3)
The proof for this is virtually identical, using the estimate (10.15) and noting that τ− ≈ τ+ in the support
of (1−χ). We can use this to extend the result of Lemma 5.1 to the far interior (i.e., remove the χ from the
left hand side). Now we consider the behavior of the nicer components.
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Lemma 5.3. For the nice components α, ρ, σ of F˜ we have the estimate
τs+1+ τ
1/2
− | /˜F |w
1/2 . E
1/2
2 [F˜ ]. (5.4)
Proof. Here we need to look at Lemma 2.3. For any component σ, ρ, α, we first have the Sobolev estimate
τs+1+ τ
1/2
− | /˜F |w
1/2 .
∑
|I|≤2
X∈L
∥∥∥τs+XI(χ /˜F )w1/2∥∥∥
L2(R3)
. (5.5)
We can ignore the χ term on the right hand side. Repeated application of Lemma 2.3 gives us our desired
estimate.
We now look at the L2(L∞) estimate for α. We use a slightly simpler method than in [17] here, using
Lemma 2.3. In particular, we do not need to exploit the radial boost field. We state this as following:
Lemma 5.4. For α, we have ∥∥∥τs+1+ τ1/2− α[F˜ ](w′)1/2∥∥∥
L2(t)L∞(x)
. S2[F˜ ](T ). (5.6)
Proof. We as usual take our Sobolev estimate in the extended exterior∥∥∥τs+1+ τ1/2− χα[F˜ ](w′)1/2∥∥∥2
L∞(x)
.
∑
|I|≤2
X∈L
∥∥∥τs+XI(χα[F˜ ])(w′)1/2∥∥∥2
L2(x)
. (5.7)
We can use the usual expansion in terms of Lie derivatives, followed by the commutator estimate 2.3, and it
follows that this is contained in S2[F ](T ). We combine this with the interior estimate∥∥∥τ3/2+s+ |F˜αβ |(w′)1/2∥∥∥
L∞(x)
.
∑
X∈L.|I|≤2
∥∥∥τs+XI((1 − χ)F˜αβ)(w′)1/2∥∥∥
L2(x)
(5.8)
coming from (10.15), to get the full inequality.
We can combine these estimates as follows:
Lemma 5.5. For any two-form F˜ with zero charge and sufficient decay, the following estimate holds:
τ+τ
s+1/2
− |α[F˜ ]|+ τ
s+1
+ τ
1/2
− (|α[F˜ ]|+ |ρ[F˜ ]|+ |σ[F˜ ]|) +
∥∥∥τs+1+ τ1/2− α[F˜ ](w′)1/2∥∥∥
L2(t)L∞(x)
. E2[F˜ ](T ). (5.9)
In general we use this estimate on F˜ and Lie derivatives of this quantity.
Before we proceed, we mention one auxiliary estimate which will give us more precise bounds for the
component α. We recall the conical energy
C0[F ](T ) = sup
u∗
∫
{C(u∗)}∩{t∈[0,T ]}
(
1
2
τ2s+ QL∗L˜ +
1
2
τ2s− QL∗L˜
)
w dV C(u∗).
We have the formula
(L∗ − L˜)L˜ . H L˜L˜ (L∗ − L˜)L˜ . gL˜L˜ (L∗ − L˜)S
∗
j . gL˜S
∗
j . (5.10)
We can combine this with the estimates (3.29) to get the bounds∣∣QL∗L˜ − |α|2∣∣ . ǫ|α|2 + ǫgτ−1−γ′+δ+ τγ′− |/F |2 + ǫ2gτ2γ− τ−2−2γ+2δ+ |F |2, (5.11a)∣∣∣QL˜L˜ − (|ρ|2 + |σ|2)∣∣∣ . ǫg|/F |2 + ǫτγ′− τ−1−γ′+δ+ |F |2. (5.11b)
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Therefore, it follows that for sufficiently small ǫg, and for some C independent of ǫg,
1
2
τ2s+ QL∗L˜ +
1
2
τ2s− QL∗L˜ ≥ 1/2(τ
2s
+ |α|
2 + τ2s− (|ρ|
2 + |σ|2))− Cǫτ2s+γ
′
− τ
−1−γ′+δ
+ |F |
2. (5.12)
The last term is not a part of our conical energy. However, we can bound the last term by
ǫgτ
2s+γ′
− τ
−1−γ′+δ
+ |G|
2 . ǫgτ
γ′−1
− τ
−3−γ′+δ
+ E2[G](T ). (5.13)
It follows that
sup
u∗
∫
{C(u∗)}∩{t∈[0,T ]}
ǫgτ
2s+γ′
− τ
−1−γ′+δ
+ |G|
2 . ǫgE2[G](T ). (5.14)
The estimate (3.49) follows.
Letting G be any of the field quantities appearing in E2[F ](T ) and applying the equation (10.14) gives
us the following:∥∥∥τ3/2+s+ α[F˜ ]w∥∥∥
L∞(Cu∗ )
.
∑
|I|,|J|≤1
X∈{u∗L˜,O},Y ∈O
∥∥∥τ2s+ (α[LIXLJY F˜ ] + τ2s+ τ0 (ρ[LIXLJY F˜ ] + σ[LIXLJY F˜ ]))w∥∥∥
L2(Cu∗)
.
(5.15)
Applying equation (5.12) gives us the estimate
|τ
3/2+s
+ α[F˜ ]w
1/2| . E
1/2
4 [F˜ ](T ). (5.16)
We can combine these to get the following:
Theorem 5.6. For any two-form F˜ with zero associated charge and sufficient decay, the following estimates
hold:
τ+τ
s+1/2
− |α[F˜ ]|+ τ
s+1
+ τ
1/2
− (|α[F˜ ]|+ |ρ[F˜ ]|+ |σ[F˜ ]|) +
∥∥∥τs+1+ τ1/2− α[F˜ ](w′)1/2∥∥∥
L2(t)L∞(x)
. E
1/2
2 [F˜ ](T ),
(5.17a)
|τ
3/2+s
+ α[F˜ ]w
1/2| . E
1/2
4 [F˜ ](T ).
(5.17b)
We have the L∞ estimates on derivatives:
τ+τ
s+1/2
− |α[L
I
X F˜ ]|+ τ
s+1
+ τ
1/2
− (|ρ[L
I
X F˜ ]|+ |σ[L
I
X F˜ ]|) + |τ
3/2+s
+ α[L
I
X F˜ ]w
1/2| . E
1/2
|I|+4[F˜ ](T ) (5.18)
6 L∞ Estimates for φ
We now establish analogous L∞ estimates on φ. Our analysis once again revolves around theorem 10.5, with
some more terms to consider. We start out with the boundτ2+τ2s+1− |Dφ|2 + τ2+τ2s+1− ∑
|I|≤1
X∈L
∣∣∣∣DXφτ+
∣∣∣∣2
w . ∑
|I|≤2
X∈L
∥∥∥τs−DIXDφw1/2∥∥∥2
L2(x)
+
∑
|I|≤3
X∈L
∥∥∥τs−τ−1+ DIXφw1/2∥∥∥2
L2(x)
.
(6.1)
The second term is almost immediately contained in E2[φ](T ), so we only need to deal with the first term.
Im particular, we bound this by commuting D through DIX , as we have the bound∑
|I|≤2
X∈L
∥∥∥τs−DDIXφw1/2∥∥∥
L2(x)
. (E2[φ](T ))
1/2.
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We look at the case |I| = 2, as other cases are easier. First, we have the identity
[DX1DX2 , D˜α]φ = DX1(iF (X2, ∂˜α)φ) +DX1D[X2,∂˜α]φ+ iF (X1, ∂˜α)DX2φ+D[X1,∂˜α]DX2φ. (6.2)
We take two simplifications: first, we use the identity (2.8) to rewrite
DX1(iF (X2, ∂˜α)φ) = iF (X2, ∂˜α)DX1φ+ i(LX1F )(X2, ∂˜α)φ + iF ([X1, X2], ∂˜α)φ+ iF (X2, [X1, ∂˜α])φ. (6.3)
Using the estimate ∥∥τ+τ−F∥∥L∞(x) . ‖F‖L∞[w] , (6.4)
and our usual commmutator relations, we can write
|DX1(iF (X2, ∂˜α)φ)| . τ+
∑
|I|≤1
X∈L
|LXF |
∑
|I|≤1
Y ∈L
|DY φ|, (6.5)
and therefore∑
Xi∈L
∥∥∥τs−DX1(iF (X2, ∂˜α)φ)w1/2∥∥∥
L2(x)
.
∑
|I|≤1
X∈L
‖LXF‖L∞[w]
∑
|I|≤1
Y ∈L
∥∥∥τs−1− DY φw1/2∥∥∥
L2(x)
. (6.6)
An application of Lemma 10.9 with p = 2s− 2, q = 0 gives us∥∥∥τs−1− DY φw1/2∥∥∥
L2(x)
. (E1[φ](T ))
1/2. (6.7)
Now we look at DX1D[X2,∂˜α]φ. We once again commute
DX1D[X2,∂˜α]φ = D[X2,∂˜α]DX1φ+ iF (X1, [X2, ∂˜α])φ+D[X1,[X2,∂˜α]]φ. (6.8)
The first and third terms on the right hand side can be bounded by |DDX1φ|+|Dφ| and bounded by E1[φ](T )
in the usual way, and the second term can be dealt with using the bound
|iF (X1, [X2, ∂˜α])φ| . τ+|F ||φ|, (6.9)
after which we can treat it like (6.3). The last two terms on the right hand side of (6.2) can be dealt with
in a similar way. Likewise, the terms where |I| ≤ 1 are more straightforward.
We therefore have our first estimate:
Lemma 6.1. For a function φ defined on [0, T ]× Σt with suitable decay at spatial infinity,
τ+τ
s+1/2
−
|Dφ|+ ∑
|I|≤1
X∈L
∣∣∣∣DXφτ+
∣∣∣∣
w1/2 .
1 + ∑
|I|≤1
X∈L
‖LXF‖L∞[w]
 (E2[φ](T ))1/2. (6.10)
The estimate on |Dφ|, of course, mainly serves to bound the worst derivative in our null decomposition,
DL˜φ. The estimate with our Lorentz fields comes up in our commutators in a natural way. We now take a
look at our better derivatives. First, we consider angular derivatives DS∗ . Note that here we only care about
the region r∗ ≥ t/2, as the interior case has nominally better estimates coming from the relation τ− ≈ τ+.
As usual, we start off with the identity∥∥τ2+2s+ τ1−|DS∗i φ|2w∥∥L∞(x) . ∑
|I|≤2
X∈L
∥∥∥τs+DIXDS∗i φw1/2∥∥∥2L2(x) . (6.11)
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It is clear that, in order for the right hand side to be bounded, we cannot have a derivative like DL˜φ
come out (or an equivalent term like α) without some additional decay appearing.
We again can absorb the terms whereDS∗i commutes through into our energy, and look at the commutator.
We take an analogous identity to (6.2):
[DX1DX2 , DS∗i ]φ = DX1(iF (X2, S
∗
i )φ) +DX1D[X2,S∗i ]φ+ iF (X1, S
∗
i )DX2φ+D[X1,DS∗
i
]DX2φ, (6.12)
and
DX1(iF (X2, DS∗i )φ) = iF (X2, S
∗
i )DX1φ+i(LX1F )(X2, S
∗
i )φ+iF ([X1, X2], S
∗
i )φ+iF (X2, [X1, S
∗
i ])φ. (6.13)
Between the commutator identities (2.4) and (2.5), we can bound this in magnitude by
|DX1(iF (X2, DS∗i )φ)| .
∑
|I|≤1
X∈L
(
τ+(|α(LXF )|+ |ρ(LXF )|+ |σ(LXF ))|+ τ−|α(LXF )|
) ∑
|I|≤1
Y ∈L
|DY φ| (6.14)
We have the inequality
τs+τ
1−s
−
(
τ+(|α(LXF )|+ |ρ(LXF )|+ |σ(LXF ))|+ τ−|α(LXF )|
)
. ‖LXF‖L∞(x) . (6.15)
It follows that
∑
|I|≤2
X∈L
∥∥∥τs+DX1(iF (X2, DS∗i )φw1/2∥∥∥2L2(x) .
1 + ∑
|I|≤1
X∈L
‖LXF‖
2
L∞[w]
 ∑
|I|≤1
Y ∈L
∥∥∥τs−1− DY φw1/2∥∥∥2 . (6.16)
We deal with all other terms in the same manner as the corresponding terms in (6.2), which, along with
Lemma 10.9, gives us our second estimate:
Lemma 6.2. For a function φ defined on [0, T ]× Σt with suitable decay at spatial infinity,
τs+1+ τ
1/2
− |DS∗i φ|w
1/2 .
1 + ∑
|I|≤1
X∈L
‖LXF‖L∞[w]
 (E2[φ](T ))1/2. (6.17)
We can now take a nicer estimate on φ. Our time-slice Sobolev estimate, (10.16), gives us
τ+τ
s−1/2
− |φ|w
1/2 .
∑
|I|≤1
X∈L
∥∥∥τs−1− DIXφw1/2∥∥∥
L2(x)
. (6.18)
Again, we apply Lemma 10.9 to get the identity
Lemma 6.3. For a function φ defined on [0, T ]× Σt with suitable decay at spatial infinity,
τ+τ
s−1/2
− |φ|w
1/2 . E
1/2
2 [φ](T ). (6.19)
We now take an L2(t)L∞(x) estimate for the nice component r∗−1DL˜(r
∗φ) in the extended exterior
region r∗ > t/2. square our basic Sobolev estimate and integrate in time to get∥∥∥∥τs+1+ τ1/2− DL˜(r∗φ)r∗ (w′)1/2
∥∥∥∥
L2(t)L∞(x)
.
∑
|I|,|J|≤1
X∈{∂r∗ ,Ω˜0r∗ ,Z
∗}∪O,Y ∈O
∥∥∥∥τs+DXDY (DL˜(r∗φ)r∗ (w′)1/2
)∥∥∥∥
2
. (6.20)
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Here we have established greater restrictions on X,Y . Note that we have replaced τ−∂r∗ with ∂r∗ , Ω˜0r∗ , Z
∗,
as
|τ−∂r∗φ| . |∂r∗φ|+ |Ω˜0r∗φ|+ |Z
∗φ|.
We start with the commutator relation[
DX ,
1
r∗
DL˜(r
∗·)
]
φ = D[X,L˜]φ+ iF (X, L˜)φ+X
(
1
r∗
)
φ (6.21)
from which it follows that[
DX1DX2 ,
1
r∗
DL˜(r
∗·)
]
φ = DX1
(
D[X2,L˜]φ+ iF (X2, L˜)φ+X2
(
1
r∗
)
φ
)
+ (6.22)
+D[X1,L˜]DX2φ+ i(F (X1, L˜)DX2φ) +X1
(
1
r∗
)
DX2φ.
We must take our restricted set of vector fieldsX2 ∈ {Ω˜ij}, X1 ∈ {∂r∗ , Z
∗, Ω˜0r∗ , Ω˜ij}. Recalling the identities
(2.5), we have that this can be simplified to[
D∂r∗DΩ˜ij ,
1
r∗
DL˜(r
∗·)
]
φ = iD∂r∗ (F (Ω˜ij , L˜)φ) + iF (∂r∗ , L˜)DΩ˜ijφ−
1
r∗2
DΩ˜ijφ. (6.23)
We lok at the first term on the right, which we can first simplify to
D∂r∗ (F (Ω˜ij , L˜)φ) = (L∂r∗F )(Ω˜ij , L˜)φ+ F (Ω˜ij , L˜)D∂r∗φ. (6.24)
Using the identity
LfXF (Y, Z) = f · (LXF )(Y, Z) + (Y f)F (X,Z) + (Zf)F (Y,X), (6.25)
where f is a function, and decomposing ∂r∗ , we have
(L∂r∗F )(Ω˜ij , L˜) = ω
k(L∂˜kF )(Ω˜ij , L˜) +
1
r∗
F (Ω˜ij , L˜). (6.26)
We next have[
DΩ˜0r∗DΩ˜ij ,
1
r∗
DL˜(r
∗·)
]
φ = DΩ˜0r∗
(
iF (Ω˜ij , L˜)φ
)
−
DL˜(r
∗DΩ˜ijφ)
r∗
+ iF (Ω˜0r∗ , L˜)DΩ˜ijφ+
r∗ − t
r∗2
DΩ˜ijφ.
(6.27)
We can again rewrite the first term as
DΩ˜0r∗
(
iF (Ω˜ij , L˜)φ
)
= i(LΩ˜0r∗F )(Ω˜ij , L˜)φ − iF (Ω˜ij , L
∗)φ + iF (Ω˜ij , L
∗)DΩ˜0r∗φ (6.28)
and decompose further
(LΩ˜0r∗F )(Ω˜ij , L˜) = ω
k(LΩ˜0kF )(Ω˜ij , L˜) +
t
r∗
F (Ω˜ij , L˜). (6.29)
Next, we have [
DΩ˜klDΩ˜ij ,
1
r∗
DL˜(r
∗·)
]
φ = iDΩ˜kl(F (Ω˜ij , L˜)φ) + iF (Ω˜kl, L˜)DΩ˜ijφ. (6.30)
Once again, we can rewrite the first term as
DΩ˜kl(iF (Ω˜ij , L˜)φ) = i(LΩ˜klF )(Ω˜ij , L˜) + iF ([Ω˜kl, Ω˜ij ], L˜)φ + iF (Ω˜ij , L˜)DΩ˜klφ. (6.31)
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Finally, we look at the scaling field Z∗. As usual, we have[
DZ∗DΩ˜ij ,
1
r∗
DL˜(r
∗·)
]
φ = DZ∗(iF (Ω˜ij , L˜)φ)−
DL˜(r
∗DΩ˜ijφ)
r∗
+ iF (Z∗, L˜)DΩ˜ijφ (6.32)
along with
DZ∗(iF (Ω˜ij , L˜)φ) = i(LZ∗F )(Ω˜ij , L˜)φ− iF (Ω˜ij , L˜)φ+ iF (Ω˜ij , L˜)DZ∗φ. (6.33)
Combining the identities appearing in (6.23)-(6.33) gives us the exterior estimate∑
|I|,|J|≤1
X∈{∂r∗ ,Ω˜0r∗ ,Z
∗}∪O,Y ∈O
∣∣∣∣DXDY (DL˜(r∗φ)r∗
)∣∣∣∣ . ∑
|I|≤2
X∈L
∣∣∣∣(DL˜(r∗DIXφ)r∗
)∣∣∣∣+ ∑
|I|≤1
X∈L
τ0
∣∣∣∣DIXφr∗
∣∣∣∣+ (6.34)
+
∑
|I|+|J|≤2
X,Y ∈L
τ+|α(LXF )||DY φ|+
∑
|I|+|J|≤2
X,Y ∈L
τ−|ρ(LXF )||DY φ|.
It suffices to show that all terms appearing on the right hand side of (6.34) can be bounded by the energy
when inserted into (6.20). Due to the energy considerations coming from the metric, we focus on bounding
them by E5[φ](T ), rather than E2, which makes calculations significantly easier. The first term on the right
appears in E2[φ](T ).
The term with τs+τ0|D
I
Xφ/r(w
′)1/2| is similarly easy to bound, as it appears in E3 using the bound
1/2 + δ ≤ 1.
In order to bound τ+|α(LXF )||DY φ| we take the following:∥∥∥τs+1+ |α(LX F˜ )||DY φ|(w′)1/2∥∥∥
2
. |τ+DY φ|
∥∥∥τs+α(LX F˜ )(w′)1/2∥∥∥
2
, (6.35a)
. E3[φ](T )E1[F ](T ),∥∥∥τs+1+ |α(LXF )||DY φ|(w′)1/2∥∥∥
2
. q
∥∥∥∥τ0τs+ ∣∣∣∣DY φr∗
∣∣∣∣ (w′)1/2∥∥∥∥
2
, (6.35b)
. qE2[φ](T ).
Finally, we look at the term τ−|ρ(LXF )||DY φ| Again we take the decomposition∥∥∥τs+τ−|ρ(LX F˜ )||DY φ|(w′)1/2∥∥∥
2
. |τ+DY φ|
∥∥∥τs+τ0ρ(LX F˜ )(w′)1/2∥∥∥
2
(6.36a)
. E3[φ](T )E1[F ](T ),∥∥∥τs+τ−|ρ(LXF )||DY φ|(w′)1/2∥∥∥
2
. q
∥∥∥∥τ0τs+ ∣∣∣∣DY φr∗
∣∣∣∣ (w′)1/2∥∥∥∥
2
, (6.36b)
. qE2[φ](T ).
We therefore have the estimate∥∥∥∥τs+1+ τ1/2− DL˜(r∗φ)r∗ (w′)1/2
∥∥∥∥
L2(t)L∞(x)
. (1 + |q|+ E1[F ](T ))E3[φ](T ). (6.37)
This is not an optimal number of derivatives. However, this is not of concern as the metric term dominates
the number of derivatives needed.
We now consider the interior terms. Note that here we can expect all derivatives to satisfy similar decay,
so we can estimate, by our interior time-slice estimate (10.18)∥∥τs+1−δ+ |Dφ|∥∥2L2(t)L∞(x){r>t/2} . ∑
|I|≤2
X∈L
∥∥∥τs−1/2−δ+ DIXDφ∥∥∥2
L2(t)L2(x){r<3t/4}
.
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We can commute D through DIX , noting that commutators look like DDY , where Y is one of our Lorentz
fields, and, noting that τ+ ≈ τ− and τ0 ≈ 1, we can conclude∥∥τs+1−δ+ |Dφ|∥∥L2(t)L∞(x){r>t/2} . (E2[φ](T ))1/2. (6.38)
We can combine these to get our main results:
Lemma 6.4. For a function φ with sufficient decay, we have the estimate∥∥∥∥τs+1+ τ1/2− (DL˜(r∗φ)r∗ χ{r∗≥t/2} + L˜(φ)χ{r∗≤t/2}
)
(w′)1/2
∥∥∥∥
L2(t)L∞(x)
. (1+E1[F ](T )+|q|)(E3[φ](T )). (6.39)
Finally, we turn our attention to the pure L∞ bound on the nice terms. Our analysis is fundamentally
based on the estimate (10.17). We first take the reduced light cone energy
C∗0 [φ] =
∥∥∥∥(τs+ ∣∣∣∣DL˜(rφ)r∗
∣∣∣∣+ τs+ ∣∣τ−τ−2+ φ∣∣+ τs−τ0|DL˜φ|+ τs−| /Dφ|)w∥∥∥∥2
L2(Cu∗ )
. (6.40)
Recalling the estimate (4.34), we see that the difference between this and C0[φ] can be bounded by the
integrated second-order energy. In particular, we are integrating a quantity decaying like ME
1/2
2 τ
−4
+ τ−w
(for the L˜ derivative) and like τ2s−6+ τ
3/2−s
− E2[φ]w (in the undifferentiated case) over the light cone, so this is
indeed bounded. We can therefore say:
C∗l [φ] . El+2[φ]. (6.41)
We can reduce this further by changing the domain of integration and set of null frames in both this and
the estimate on F ; however, it is not necessary, as the number of derivatives required on the metric for our
L∞ estimates is still the bottleneck.
We start with the conical estimate∥∥∥∥τ3/2+s+ χDL˜(r∗φ)r∗ w1/2
∥∥∥∥2
L∞(Cu∗)
.
∑
|I|,|J|.1
X∈{u∗L˜,O,Y ∈O}
∥∥∥∥τs+DIXDJY (χDL˜(r∗φ)r∗
)
w1/2
∥∥∥∥2
L2(Cu∗)
. (6.42)
We can move χ outside the derivatives on the right hand side with no issue, as when derivatives fall on it
we get a uniformly bounded quantity. We can rewrite
u∗L˜ = Z∗ + Ω˜0r,
and therefore bound by our Lorentz fields.
We again take the commutator estimate (6.34):
∑
|I|,|J|≤1
X∈{u∗L˜}∪O,Y ∈O
∣∣∣∣DXDY (DL˜(r∗φ)r∗
)∣∣∣∣ . ∑
|I|≤2
X∈L
∣∣∣∣(DL˜(r∗DIXφ)r∗
)∣∣∣∣+ ∑
|I|≤1
X∈L
τ0
∣∣∣∣DIXφr∗
∣∣∣∣+
+
∑
|I|+|J|≤1
X,Y ∈L
τ+|α(L
I
XF )||D
J
Y φ|+
∑
|I|+|J|≤1
X,Y ∈L
τ−|ρ(L
I
XF )||D
J
Y φ|.
We can bound this term-by-term. The first term on the right appears in the energy. For the second term
on the right, we take the L∞ estimate
τs+τ0χ
∣∣∣∣DIXφr∗
∣∣∣∣w1/2 . τs−3+ τ3/2−s− E2[φ]1/2. (6.43)
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We can take the L2 norm of the right hand side by direct integration. In particular we have∑
|I|.1
X∈L
∥∥∥τs−3+ τ3/2−s− E2[DIXφ]1/2∥∥∥2
L2(Cu∗ )
. E3[φ]. (6.44)
For the third term on the right we use∑
|I|+|J|≤1
X,Y ∈L
∥∥∥τs+1+ |α(LIXF )||DJY φ|w1/2∥∥∥
L2(Cu∗)
. E
1/2
3 [φ]
∥∥∥τs+τ1/2−s− |α(LIXF )|∥∥∥
L2(Cu∗ )
. (6.45)
The latter term is easily bounded by our energy. For our fourth term, we first subtract off the charge part,
noting that the term containing the charge part is bounded by the second term times the magnitude of the
charge. For the remainder, we once again use the integrated L∞ terms. We have the estimate∑
|I|+|J|≤1
X,Y ∈L
∥∥∥τs+τ−|ρ˜(LIXF )||DJY φ|w1/2∥∥∥
L2(Cu∗)
. E
1/2
3 [φ]E
1/2
3 [F˜ ]
∥∥τ−2+ τ1−s− ∥∥L2(Cu∗ ) . (6.46)
The remaining L2 norm on the right is directly bounded.
Note that this result is significantly easier to show than the corresponding result in [17] since we have
extra room in the number of derivatives. We state our result as follows:
Proposition 6.5. For any function φ with sufficient decay, given the estimates E4[F ], |q| ≤ 1, we have the
bound ∣∣∣∣τ3/2+s+ ∣∣∣∣χDL˜(r∗φ)r∗
∣∣∣∣w1/2∣∣∣∣ . E1/24 [φ]. (6.47)
This follows from the fact that we only need to use the conical energy in the first term on the right. We
can combine these estimates as follows.
Theorem 6.6. Given a function φ, and a two-form F satisfying (1.3), with |q[F ]|, E3[F˜ ] ≤ 1, we have the
estimates(
τ+τ
s−1/2
− |φ|+ τ+τ
1/2+s
− |DL˜φ|+ τ
s+1
+ τ
1/2
− (|DS∗φ|+ |DL˜φ|)
)
w1/2 . E
1/2
2 (T ), (6.48)∥∥∥∥τs+1+ τ1/2− (DL˜(r∗φ)r∗ χ{r∗≥t/2} +DL˜(φ)χ{r∗≤t/2}
)
(w′)1/2
∥∥∥∥
L2(t)L∞(x)
. (1 + E1[F ](T ) + |q|)(E3[φ](T )).
(6.49)
τ
s+3/2
+
∣∣∣∣χDL˜(r∗φ)r∗
∣∣∣∣w1/2 . E1/24 (T ). (6.50)
Additionally, we have the following estimate on higher derivatives:∑
|I|≤k
(
τ+τ
s−1/2
− |D
I
Xφ|+ τ+τ
1/2+s
− |DL˜D
I
Xφ|+ τ
s+1
+ τ
1/2
− (| /DD
I
Xφ|+ |DL˜D
I
Xφ|)
)
w1/2 . E
1/2
k+4(T ) (6.51)
7 Commutator Estimates for F
We can now combine our energy estimates for derivatives of F and φ. Recalling the energy norms
E0[F ](T ) = E0[F ](T ) + S0[F ](T ) + C0[F ](T ),
E0[φ](T ) = E0[φ](T ) + S0[φ](T ) + C0[φ](T ),
Ek(T ) = Ek[F, φ](T ) =
∑
|I|≤k,X∈L
E0[L
I
X F˜ ](T ) + E0[D
I
Xφ] + |q[F ]|
2,
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and the initial estimate Ek[F ](T ) ≤ 1, we can combine Theorems 3.1 and 4.2, using Theorem 5.6 (which
requires k ≥ 5) to bound the quantity ‖F˜‖redL∞[w].
Theorem 7.1. Given (φ, F ) solving the MKG system on (M, g) for time [0, T ] such that Ek(T ) ≤ 1, k ≥ 5,
we have the following:
Ek(T ) . Ek(0) +
∑
|I|≤k
X∈L
∥∥∥J [LIX F˜ ]∥∥∥2
L2[w]
+
∑
|I|≤k
X∈L
∥∥∥(CgDIXφ)τs+τ1/2− w1/2δ ∥∥∥2
2
. (7.1)
Therefore, the problem of global existence for small initial date reduces to two steps: first, we must show
that the spacetime norms on derivatives of J, φ can be strongly bounded by the energy, in the sense that we
can subtract the corresponding terms off from Ek(T ) and retain a positive quantity. Second, we must also
show that Ek(0) is bounded above by the initial norms on the left hand side of (1.24). In this section we will
bound the current terms, but first, we show some useful energy and decay estimates.
7.1 Pointwise and Energy bounds
We take some bounds which will help us later. First, we take the generic bound∥∥∥τ−3/2−δ+ τ−1/2− ∥∥∥
L2([0,∞)×R3)
.δ 1,
which we can see by integrating over dyadic shells of the form 〈t− r∗〉 ≈ 2k. Next, for X ∈ L and for an
arbitrary two-form G we can expand X in our null frame to get the uniform bounds
|G(X, L˜)| . τ+|α[G]|+ τ−|ρ[G]|, (7.2a)
|G(X, S˜i)| . τ+(|α[G]|+ |σ[G]|) + τ−|α[G]|, (7.2b)
|G(X, L˜)| . τ+(|ρ[G]|+ |α[G]|). (7.2c)
We can use the commutator relation (2.38a) to get
|(LIXDφ)α| . |DαD
I
Xφ|+
∑
|I1|+|I2|+1≤|I|
|DI1Xφ||(L
I2
XF )(α,X1)|. (7.3)
We now wish to establish L2(t)L2(x) and L∞(t)L∞(x) estimates on components of LIXDφ, as these crop
up naturally in the current norm. The ideal estimates would be those matching established estimates on
|DαD
I
Xφ|. We first focus on the L
2 estimates; for these, we split F into F˜ and F . If k−5 or fewer derivatives
fall on F˜ , or if any number of derivatives fall on F , we use the L∞ estimate∑
|I|≤k
|α[LIXF ]|+
∑
|J|≤k−5
|α[LJX F˜ ]| . Ek(T )
1/2τ
−3/2−s
+ 〈(r
∗ − t)+〉
1/2−s
(7.4a)
∑
|I|≤k
(|ρ[LIXF ]|+ |σ[L
I
XF ]|) +
∑
|J|≤k−5
(|ρ[LJX F˜ ]|+ |σ[L
J
X F˜ ]|) . Ek(T )
1/2τ−1−s+ τ
−1/2
− 〈(r
∗ − t)+〉
1/2−s
(7.4b)
∑
|I|≤k
|α[LIXF ]|+
∑
|J|≤k−5
|α[LIX F˜ ]| . Ek(T )
1/2τ−1+ τ
−1
− 〈(r
∗ − t)+〉
1/2−s (7.4c)
We combine these estimates with the estimates (7.2) to get the L∞ estimates∑
|I|≤k−1
|(LIXF )X1L˜|+
∑
|J|≤k−5
|(LJX F˜ )X1L˜| . Ek(T )
1/2τ
−1/2−s
+ 〈(r
∗ − t)+〉
1/2−s (7.5a)
∑
|I|≤k−1
|(LIXF )X1S˜i |+
∑
|J|≤k−5
(LJX F˜ )X1S˜i | . Ek(T )
1/2τ−s+ τ
−1/2
− 〈(r
∗ − t)+〉
1/2−s
(7.5b)
∑
|I|≤k−1
|(LIXF )X1L˜|+
∑
|J|≤k−5
|(LJX F˜ )X1L˜| . Ek(T )
1/2τ
−1/2−s
− 〈(r
∗ − t)+〉
1/2−s
(7.5c)
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For the L∞ estimate, we recall (6.51), which gives us∑
|I1|≤k−5
|DI1Xφ| . Ek(T )
1/2τ−1+ τ
1/2−s
− w
−1/2.
It follows almost immediately that∑
|I1|+|I2|≤k−5
|DI1Xφ||(L
I2
XF )X1L˜| . Ek(T )τ
−3/2−s
+ 〈(r
∗ − t)−〉
1/2−sw−1/2 (7.6a)
∑
|I1|+|I2|≤k−5
|DI1Xφ||(L
I2
XF )X1S˜i | . Ek(T )τ
−1−s
+ τ
−1/2
− 〈(r
∗ − t)−〉
1/2−s
w−1/2 (7.6b)
∑
|I1|+|I2|≤k−5
|DI1Xφ||(L
I2
XF )X1L˜| . Ek(T )τ
−1
+ τ
−1/2−s
− 〈(r
∗ − t)−〉
1/2−s
w−1/2 (7.6c)
We note the useful property w
1/2
δ ≤ w
1/2〈(r∗ − t)−〉
s−1/2
, which will be of use in bounding our commutator
terms. We see that the commutator terms in LIXDφ satisfy the same L
∞ estimates as the corresponding
components of DLIXφ (with slightly better interior decay). Now we find L
2(t)L2(x) estimates. We note
that for the L˜ component, we must be more careful with our L∞ estimates on F , decomposing as usual into
F˜ + F . Using (7.2) on (2.49) and applying that to the DIXφ term in S0[D
I
Xφ] gives us∑
|I1|+|I2|+1≤k
∥∥∥τs+1+ τ1/2+δ0 τ−1− DI1Xφ(LI2XF )XL˜(w′)1/2∥∥∥
2
. Ek(T ), (7.7a)
∑
|I1|+|I2|+1≤k
∥∥∥τs+τ1/2+δ0 DI1Xφ(LI2XF )XS˜i(w′)1/2∥∥∥2 . Ek(T ), (7.7b)∑
|I1|+|I2|+1≤k
∥∥∥τs+τ1/2+δ0 DI1Xφ(LI2XF )XL˜(w′)1/2∥∥∥
2
. Ek(T ). (7.7c)
We now consider the estimates on F˜ . We prove this thoroughly for the L˜ component; others follow in the
same way. ∑
|I1|+|I2|+1≤k
|I2|≤k−5
∥∥∥τ2s−1/2+ τ1/2+δ0 DI1Xφ(LI2X F˜ )XL˜w1/2(w′)1/2∥∥∥
2
. ǫ2, (7.8a)
∑
|I1|+|I2|+1≤k
|I1|≤k−5
∥∥∥τ2s−1+ τ1/2− DI1Xφ(LI2X F˜ )XL˜w1/2(w′)1/2∥∥∥
2
. ǫ2, (7.8b)
where we take the usual L2(t)L2(x)−L∞(t)L∞(x) type estimates for (7.8a) and the ρ component of (7.8b),
and the L2(t)L∞(x)− L∞(t)L2(x) decomposition for the α component of (7.8b). We combine these to get∑
|I1|+|I2|+1≤k
∥∥∥τ2s−1/2+ τ1/2+δ0 DI1Xφ(LI2X F˜ )XL˜w1/2(w′)1/2∥∥∥
2
. Ek(T ), (7.9a)
∑
|I1|+|I2|+1≤k
∥∥∥τ2s−1+ τ1/2+δ0 τ1/2− DI1Xφ(LI2X F˜ )XS˜iw1/2(w′)1/2∥∥∥2 . Ek(T ), (7.9b)∑
|I1|+|I2|+1≤k
∥∥∥τs−1+ τ1/2+δ0 τs+1/2− DI1Xφ(LI2X F˜ )XL˜w1/2(w′)1/2∥∥∥
2
. Ek(T ), (7.9c)
∑
|I1|+|I2|+2≤k
∥∥∥τ2s−1/2− τ1/2+δ0 DI1Xφ(LI2X F˜ )XL˜w1/2(w′)1/2∥∥∥
2
. Ek(T ). (7.9d)
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The last estimate comes from the fact that we can necessarily use (6.1) to bound DI1Xφ in L
∞. Combining
(7.7) and (7.9), and recalling the spacetime norms of derivatives of φ appearing in Ek(T ) gives us the estimates
∑
|I1|+|I2|+1≤k
|I3|≤k
∥∥∥∥∥τs+τ1−s+δ0
(
|DI1Xφ||(L
I2
XF )XL˜|+
∣∣∣∣∣DL˜DI3X (r∗φ)r∗
∣∣∣∣∣
)
(w′)1/2
∥∥∥∥∥
2
. Ek(T )
1/2, (7.10a)
∑
|I1|+|I2|+1≤k
|I3|≤k
∥∥∥τs+τ3/2−s+δ0 (|DI1Xφ||(LI2XF )XS˜i |+ ∣∣∣DS˜iDI3Xφ∣∣∣) (w′)1/2∥∥∥2 . Ek(T )1/2, (7.10b)
∑
|I1|+|I2|+1≤k
|I3|≤k
∥∥∥τs−τ3/2−s+δ0 (|DI1Xφ||(LI2XF )XL˜|+ ∣∣∣DL˜DI3Xφ∣∣∣) (w′)1/2∥∥∥
2
. Ek(T )
1/2, (7.10c)
∑
|I1|+|I2|+1≤k
|I1|≤k−2
|I3|≤k
U∈U
∥∥∥τs−τ1/2+δ0 (|DI1Xφ||(LI2XF )XU |+ ∣∣∣DUDI3Xφ∣∣∣) (w′)1/2∥∥∥
2
. Ek(T )
1/2. (7.10d)
We give the estimate containing L˜ derivatives and components; the rest follow through similar means.
We first consider the three estimates
τs+τ
1−s+δ
0 ≤ τ
s
+τ
−1/2+δ
0 = τ
s+1
+ τ
1/2+δ
0 τ
−1
− ,
τs+τ
1−s+δ
0 ≤ τ
s
+τ
1−s+δ
0 τ
s−1/2
− w
1/2 = τ
2s−1/2
+ τ
1/2+δ
0 w
1/2,
τs+τ
1−s+δ
0 ≤ τ
s
+.
W bound the terms in (7.10) containing DI1Xφ(L
I2
XF )XL˜, D
I1
Xφ(L
I2
X F˜ )XL˜, and
DL˜D
I3
X (r
∗φ)
r∗ using these three
estimates, as well as (7.7), (7.9), and the definition of S0[D
I
Xφ](T ), respectively in each case.
Next, we establish estimates on the metric. First, we have the L∞ estimates∑
|I|≤k−8
∣∣(LIX(∇(gβγLXgβγ))L˜∣∣ . ǫgτ−3/2−γ′/2+ , (7.11a)∑
|I|≤k−8
∣∣∣(LIX(∇(gβγLXgβγ))S˜i∣∣∣ . ǫgτ−3/2−γ′/2+ , (7.11b)∑
|I|≤k−8
∣∣∣(LIX(∇(gβγLXgβγ))L˜∣∣∣ . ǫgτ−1− τ−1/2−γ′/2+ , (7.11c)
Additionally, we have the L2(L2) estimates∑
|I|≤k−1
∥∥∥τ−1/2−δ− (LIX(∇(HβγLXgβγ))L˜ 〈(r∗ − t)+〉1+2γ∥∥∥2 . ǫg, (7.12a)∑
|I|≤k−1
∥∥∥τ−1/2−δ− (LIX(∇(HβγLXgβγ))S˜i 〈(r∗ − t)+〉1+2γ∥∥∥2 . ǫg, (7.12b)∑
|I|≤k−1
∥∥∥τ−1/2−δ+ (LIX(∇(HβγLXgβγ))L˜ 〈(r∗ − t)+〉1+2γ∥∥∥2 . ǫg, (7.12c)
with identical estimates for terms containing gβγLXhβγ . We note that we cannot retrieve similar energy
estimates on the full gβγLXgβγ due to difficulties establishing energies on the asymptotically Schwarzschild
part of the metric; however, for these terms we can take L∞ estimates on the remainder for any number of
derivatives which satisfy the same (and better) bounds as (7.11).
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7.2 Bounding the Current Norm
We recall the current norm
‖J‖L2[w] =
∥∥∥τs+τ−1/2−δ0 τ1/2− |JL˜|w1/2δ ∥∥∥
2
+
∥∥∥τs−1/2−δ0 τs+1/2− |JL˜|w1/2δ ∥∥∥
2
+
∥∥∥τs+τ1/2− |JS˜ |w1/2δ ∥∥∥
2
, (7.13)
which we can immediately rewrite as
‖J‖L2[w] =
∥∥∥τs+τ−1/2−δ0 τ1/2− |gL˜αJα|w1/2δ ∥∥∥
2
+
∥∥∥τs−1/2−δ0 τs+1/2− |gL˜αJα|w1/2δ ∥∥∥
2
+
∥∥∥τs+τ1/2− |gS˜αJα|w1/2δ ∥∥∥
2
,
(7.14)
Raising the index in J in particular simplifies certain commutator terms. If we write J = J [F ], where F is
a two-form, and F and F˜ are the charged and charge-free part of F respectively, then we define
J = J [F ], J˜ = J [F˜ ].
Theorem 7.2. If (F, φ) are solutions to the Maxwell-Klein-Gordon system on [0, T ]×R3, with corresponding
current J on derivatives of F , then for Ek(T ) < 1, with k ≥ 11, we have the estimate∑
|I|≤k
X∈L
∥∥∥J [LIX F˜ ]∥∥∥
L2[w]
. Ek(T ) + ǫgEk(T )
1/2. (7.15)
The square of this quantity can be controlled by Ek(T )
2 + ǫ2gEk(T ). Therefore, for any arbitrarily small
constant c, we can find an upper bound for Ek(T ) and ǫg such that the right hand side of (7.15) is bounded
above by cEk(T ).
Remark 7.3. We are again the modified vector fields L instead of the standard fields in Minkowski space.
We recall that if we use the standard null frame, the decay norm ‖F˜‖redL∞[w] would grow in time due to the
worse decay of α. Additionally, if we commute Z = t∂t + r∂r with L˜, and take the corresponding term
like α[LZF ], we get an error term behaving roughly like
M
t α[F ] along the light cone. This in general is not
compatible with the energy estimates we require, so the curved fields L seem to be necessary here, in addition
to the the nicer decay estimates they provide for Lie derivatives of g.
Proof. We recall the identity (2.36), which we iterate and use (2.23) to get
J [LIX F˜ ]
α = (LIX J˜)
α +
∑
{XI1 ,X1,XI2}=XI
−
1
2
LI1X
(
∇β(g
γδ(LXg)γδ)(L
I2.
X (F
†))αβ
)
, (7.16)
where
F †αβ = F˜αβ ,
that is, we raise indices before applying Lie derivatives. For clarity, we define
(LIXJ [G])α = gαβ(L
I
XJ [G])
β .
On the right hand side of equation (7.16) we can replace (LXg)γδ with
(X)π˜γδ, since the difference
contains the term
∇β(g
γδcXgγδ) = 0.
The null structure here is apparent in the different weights required on different components of J ; in
particular, components like JL˜, when they showed up on our original energy estimate, are paired with nicer
components of derivatives of F˜ (which are able to “absorb" powers of τ+ so that these weights aren’t required
in our current norm), and vice-versa. We first look at (LIX J˜)
α. We write
(LIX J˜)
α = (LIXJ)
α − (LIXJ)
α. (7.17)
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It suffices to bound the corresponding current norms for both quantities on the right.
We can expand the first term out as
(LIXJ)
α = LIX
(
gαβI
(
φDβφ
))
. (7.18)
When derivatives fall on g, at each step we write (LXg)
αβ = (L˜Xg)
αβ − cXg
αβ . Using (1.7) and (2.38a)
LX(φDψ)α = DXφDαψ + φDαDXψ + iFXα(φψ). (7.19)
Iterating and symmetrizing this gives us, for any vector U ,∣∣(LIX(φDφ))U ∣∣ . ∑
|I1|+|I2|≤|I|
Xi∈L
∣∣∣I(DI1XφDUDI2Xφ+DI2XφDUDI1Xφ)∣∣∣+ (7.20)
+
∑
|I1|+|I2|+|I3|+1≤|I|−1
∣∣∣DI1XφDI2Xφ|(LI3XF )XU ∣∣∣ .
The first term on the right can be fortunately improved in the nice component due to our symmetrization,
as for r > (t+1)/2 we can replace DL˜ψ with
DL˜(r
∗ψ)
r∗ , The difference is the imaginary part of a real quantity
and is therefore 0.
We now take L2 and L∞ quantities on this. The L∞ estimates are necessary in order to control the metric
energy, and are not necessary in the Minkowski case. We combine (6.51) and (7.6) to get, for |I| ≤ k − 5,
|LIXI
(
φDφ
)
L˜
| . Ek(T )τ
−5/2−s
+ τ
1/2−s
− w
−1, (7.21a)
|LIXI
(
φDφ
)
S˜i
| . Ek(T )τ
−2−s
+ τ
−s
− w
−1, (7.21b)
|LIXI
(
φDφ
)
L˜
| . Ek(T )τ
−2
+ τ
−2s
− w
−1. (7.21c)
We recall the decomposition of Lie derivatives of the inverse metric, LXg
−1 = L˜Xg
−1 − cXg
−1, as well as
the term (X
I )π˜† = L˜IXg
−1. We can then take the pointwise estimate
(LIXJ)
α =
∑
XI1+XI2=XI
(−1)|I1|cI1Xg
αβ(LI2Z I(φDφ))β +
∑
XI1+XI2+XI3=XI
(−1)|I1|cI1X
(I2)π˜†
αβ
(LI3Z I(φDφ))β ,
(7.22)
where the sum implies that I can be partitioned into the (possibly empty) sets I1, I2, etc.∑
|I1|+|I2|≤|I|
|I1|≤k−6
∥∥∥|LI1XJ ||(XI2)π˜†|τs+1/2+δ+ τ−δ− w1/2δ ∥∥∥
2
. Ek(T )
1/2
∥∥∥τs+1/2−δ−2+ τ2δ−2s− (XI)π˜†∥∥∥
2
. (7.23)
Using s+ 1/2− δ − 2 < −1/2− 2δ, 2δ − 2s < −1− 2δ, we can easily bound this by Ek(T )
1/2ǫg.
In the case where we have L∞ estimates on the metric, we can lower indices easily to require bilinear
estimates analogous to those proven in [17], as all error terms correspond with metric terms with decay
faster than τ2s0 , the difference in weights between the highest and lowest weights in the norm (7.13). We
first consider the inequality
w
1/2
δ . τ
1/2+2δ
− (w
′)1/2,
which we combine with (7.13) to get
‖J‖L2[w] .
∥∥∥τs+1/2+δ+ τ1/2+δ− |JL˜|(w′)1/2∥∥∥
2
+
∥∥∥τs−1/2−δ0 τs+1+2δ− |JL˜|(w′)1/2∥∥∥
2
+
∥∥∥τs+τ1+2δ− |JS˜i |(w′)1/2∥∥∥2 .
We then combine the identity (7.20) with the L2 norm (7.10) and the LIXφ term in the L
2 norm S0[D
I
Xφ](T )
as well as the L∞ norms (7.6) and (6.51) to get our desired estimate. Note that for each component estimate
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we use the inequalities w−1/2 . 1, 1/2 + 2δ − s < 0, τδ− ≤ τ
δ
+, τ
s−1/2
− ≤ τ
s−1/2
+ . We take the S˜i
components as an example; other cases follow similarly. We first take, for |I| ≤ k,∑
|I|≤k
∥∥∥τs+τ1+2δ− |(LIXJ)S˜i |(w′)1/2∥∥∥2 . (7.24)
.
∑
|I1|≤k−5
∥∥∥τ+τs−1/2− DI1Xφ∥∥∥
∞
∥∥∥τs−1+ τ3/2−s+2δ− (LI2XDφ)S˜i(w′)1/2∥∥∥2+
+
∑
|I2|≤k−5
∥∥∥τ−1+ τ1/2+2δ− DI1Xφ(w′)1/2∥∥∥
2
∥∥∥τ1+s+ τ1/2− (LI2XDφ)S˜i(w′)1/2∥∥∥∞
.
∑
|J|≤k
Ek(T )
1/2
(∥∥∥τs−1+ τ3/2−s+2δ− (LJXDφ)S˜i(w′)1/2∥∥∥2 +
∥∥∥τ−1+ τ1/2+2δ− DJXφ(w′)1/2∥∥∥
2
)
.
∑
|J|≤k
Ek(T )
1/2
(∥∥∥τs+τ1/2+δ0 (LJXDφ)S˜i(w′)1/2∥∥∥2 + ∥∥∥τs−1+ τ1/2+δ0 DJXφ(w′)1/2∥∥∥2) ,
. Ek(T ),
where in the second to last line we rewrote our optical weight terms using
τs−1+ τ
3/2−s+2δ
− = τ
s
+τ0τ
1/2+2δ−s
− ≤ τ
s
+τ
1/2+δ
0
and
τ−1+ τ
1/2+2δ
− = τ
s−1
+ τ
1/2+δ
0 τ
δ
−τ
1/2+δ−s
+ ≤ τ
s−1
+ τ
1/2+δ
0 .
We consider the J
α
term. We have the preliminary identity
∇βF
αβ
=
1
2
∂β(ln |g|)F
αβ
+ ∂βF
αβ
(7.25)
which follows from expanding the left hand side and using the identities
Γββγ =
1
2
∂β ln |g|, Γ
α
βγF
βγ
= 0.
We expand ∂β
(
XI11 ln(|g|)
)
.
∑
|I1|≤k−7
L˜
(
XI11 ln(|g|)
)
+
∑
|I2|≤k
L˜
(
XI21 ln(|m
0|)
)
. ǫτ
−3/2−γ′/2
+ , (7.26a)
∑
|I1|≤k−7
S˜j
(
XI11 ln(|g|)
)
+
∑
|I2|≤k
S˜j
(
XI21 ln(|m
0|)
)
. ǫτ
−3/2−γ′/2
+ , (7.26b)
∑
|I1|≤k−7
L˜
(
XI11 ln(|g|)
)
+
∑
|I2|≤k
L˜
(
XI21 ln(|m
0|)
)
. ǫτ
−1/2−γ′/2
+ τ
−1
− . (7.26c)
When |I| ≤ k, we restate the estimates (2.15) to get∥∥∥τ−1/2− τ−δ+ L˜(XI11 (ln |g| − ln |m0|))wγ∥∥∥
2
. ǫ (7.27a)∥∥∥τ−1/2− τ−δ+ S˜i (XI11 (ln |g| − ln |m0|))wγ∥∥∥
2
. ǫ (7.27b)∥∥∥τ−1/2−δ+ L˜(XI11 (ln |g| − ln |m0|))wγ∥∥∥
2
. ǫ (7.27c)
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These come from the identity |g| ≤ |m˜| + |O(h)|. Now we look at Lie derivatives on F
αβ
. When k − 7 or
fewer derivatives fall on F we use (2.49) and (2.20) to get
|(LI2X2F )
L˜S˜j | . qτ−2+ χ, (7.28a)
|(LI2X2F )
S˜iS˜j | . qτ−2+ χ, (7.28b)
|(LI2X2F )
L˜L˜| . qτ−2+ χ, (7.28c)
|(LI2X2F )
L˜S˜j | . qτ−3+ τ−χ. (7.28d)
When up to k derivatives fall on F , we break up the Lie derivatives falling on g using the modified Lie
derivative L. In the case where fewer than k − 7 modified Lie derivatives fall on both metric terms, we can
use our L∞ estimates on F
αβ
as well as our energy estimates on other metric terms.
We can establish the necessary estimates. First, we look at the J L˜ terms in the current norm, which
intuitively requires the most decay. We have the estimate for |I2| ≤ k − 7:∑
|I1|+|I2|≤k
Xi∈L
∥∥∥τs+τ−1/2−δ0 τ1/2− ∣∣∣∂βXI11 ln(|g|)LI2X2Fαβ∣∣∣w1/2δ ∥∥∥2 . |q| ∥∥∥τ−1/2−δ+ 〈(r∗ − t)+〉1/2∂XI11 ln(|g|)∥∥∥2 .
(7.29)
This follows from the inequalities 1 ≤ τ1−s−2δ+ τ
s+2δ−1
− , s0+ δ− 1 ≤ 1/2. We bound the portion coming from
m˜ by integrating the L∞ norm, and the part coming from h by (2.15).
When most Lie derivatives falls on a g term in F , we decompose using the modified Lie derivative
LX = L˜X − cX . For terms where no modified Lie derivatives fall on F
αβ
(i.e., with only cIXg terms), we use
our L∞ norm on this quantity and bound the quantity ∂XI11 ln(|g|) in L
2 as before. For terms containing
modified Lie derivatives, we have∑
|I1|+|I2|+|I3|+|I4|≤k
|I1|,|I3|,|I4|≤k−7
∥∥∥τs+τ−1/2−δ0 τ1/2− ∣∣∣|∂XI11 ln(|g|)||(XI2 )π˜†||LI3XF ||(XI4)π†|∣∣∣w1/2δ ∥∥∥
2
. (7.30)
. |q||ǫg|
∑
|I|≤k
∥∥∥τs+δ−2−γ′/2+ τ−δ−1− |(XI)π˜†|w1/2δ ∥∥∥
2
. (7.31)
When the derivative passes through
√
|g|, we decompose
F
αβ
= (mαγ0 +H
αγ)(mβδ0 +H
βδ)F γδ.
We expand and consider two cases: first, when a factor of H appears, and second, when H does not appear.
We deal with the latter first, as it is well-defined and is analogous to a term appearing in the Minkowski
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case [17], and which we will call JA:
∂β
(
m˜0γm˜βδF γδ
)
=
∑
k
∂k
((
1−
(
Mχ
1 + r
)2)
F 0k
)
(7.32a)
=
(
1−
(
Mχ
1 + r
)2)[(
r∗
r
− ∂r(r
∗)
)(
q
2π
χ(r∗ − t− 2)
r∗3
)
+
q
4π
χ′(r∗ − t− 2)∂r(r
∗)
r∗2
]
−
− ∂r
(
Mχ
1 + r
)2
q
4π
χ(r∗ − t− 2)
r∗2
,
∂β
(
m˜jγm˜βδF γδ
)
= ∂0
((
1−
(
Mχ
1 + r
)2)
F j0
)
(7.32b)
=
(
−1 +
(
Mχ
1 + r
)2)
(∂t(r
∗))
[
−ωjq
2π
χ(r∗ − t− 2)
r∗3
+
qωj
4π
χ′(r∗ − t− 2)
r∗2
]
−
−
(
−1 +
(
Mχ
1 + r
)2)
qωj
4π
χ′(r∗ − t− 2)
r∗2
+ ∂t
((
Mχ
1 + r
)2)
qωi
4π
χ(r∗ − t− 2)
r∗2
.
We can simplify the ∂t terms greatly, as the support of ∂tχ, ∂t(r
∗) are both disjoint to the support of χ. In
general, we can replace
∂β
(
m˜αγm˜βδF γδ
)
=
(
1−
(
M
1 + r
)2)(
1 +
M
1 + r
)
q
4π
χ′(r∗ − t− 2)
r∗2
L˜α+ (7.33)
+
q
4π
[(
1−
(
Mχ
1 + r
)2)(
r∗
r
− ∂r(r
∗)
)(
2
r∗3
)
− ∂r
(
Mχ
1 + r
)2
1
r∗2
]
χ(r∗ − t− 2)∂αt∗ .,
Note that the first term, containing Lα, has support in τ− ≈ 1, and the second term, which does not appear
in the Minkowski case, decays like τ−4+ ln(τ+). We now establish estimates on Lie derivatives: In this region,
we have that
∂kr∗(r) =
{
O(1) k = 1,
O(r−k) k > 1.
(7.34)
Therefore, for any number of Lie derivatives of JA, we have the null decomposition
J
L˜
A . qτ
−2
+ χ{2≤r∗−t≤3} + qMτ
−4+ι
+ χ, (7.35a)
J
S˜i
A . qτ
−3
+ χ{2≤r∗−t≤3} + qMτ
−4+ι
+ χ, (7.35b)
J
L˜
A . qτ
−4
+ χ{2≤r∗−t≤3} + qMτ
−4+ι
+ χ, (7.35c)
where χ{2≤r∗−t≤3} is the characteristic function of the support of χ
′. Note that in this region τ− . 1. It is first
easy to see that the current norm of the error terms qMτ−4+ι+ χ is bounded above by a constant (determined
by s, δ, ι) times qM , which follows from expanding and taking the weight consideration s+ δ+2ι < 3/2. For
all other terms, we likewise have the nice bounds∥∥JA∥∥2L2[w] . |q|2. (7.36)
Now we look at the terms in our decomposition of F
αβ
containing H . We fortunately can take L∞
estimates on m˜ and F , leaving us with energy estimates on H . We can commute everything back through
again using (2.36), with ∂β substituted for ∇β, as the remainder tensor
FαβR = F
αβ
− m˜αγm˜βδF γδ
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is also antisymmetric. Therefore, we can say
|
(
LIX(∂βR
αβ)
)
| . |∂β(LZR)
αβ |+ |∂β(Z
I1(∂γZ
γ))(LI2Z2R)
αβ |. (7.37)
We take the uniform estimate
|
(
LIX(∂βR
αβ)
)
| . |q|
(
|∂H |τ−2+ + |H |(τ
−2
+ τ
−1
− + τ
−3+ι
+ )
)
(7.38)
This follows from straightforward expansion, examining what the derivative falls on, and noting that
|∂β(Z
I1(∂γZ
γ))| < ǫτ−1+ι+ .
This concludes the treatment of the J
α
terms.
For the commutator term on the right of equation (7.16), we first recall the identity
∇β(g
γδ(LXg)γδ) = ∇β(g
γδ(L˜Xg)γδ).
It follows that
LXI∇β(g
γδ(L˜Xg)γδ) .
∑
|J|≤|I|+1
X∈L
∇β(g
γδ(L˜JXg)γδ) +
∑
|J|+|K|≤|I|+1
X∈L
∇β((L˜
J
Xg)
γδ(L˜KXg)γδ). (7.39)
Therefore, we have the following estimates: first, if |I| + 1 ≤ k − 6, and if the energy corresponding to the
metric is < ǫ,
|L˜αLIX∇α(g
γδ(L˜Xg)γδ)| . ǫτ
−2+ι
+ , (7.40a)
|S˜αi L
I
X∇α(g
γδ(L˜Xg)γδ)| . ǫτ
−2+ι
+ , (7.40b)
|L˜
α
LIX∇α(g
γδ(L˜Xg)γδ)| . ǫτ
−1
− τ
−1+ι
+ . (7.40c)
If |I|+ 1 ≤ k, we have the additional energy estimates∥∥∥τ−ι+ τ−1/2− L˜αLIX∇α(gγδ(L˜Xg)γδ)∥∥∥
2
. ǫ, (7.41a)∥∥∥τ−ι+ τ−1/2− S˜αi LIX∇α(gγδ(L˜Xg)γδ)∥∥∥
2
. ǫ, (7.41b)∥∥∥τ−1/2−ι+ L˜αLIX∇α(gγδ(L˜Xg)γδ)∥∥∥
2
. ǫ. (7.41c)
A similar case happens for the terms where Lie derivatives fall on both terms, noting that we must consider
the case where the derivative falls on the g term with most modified Lie derivatives or not. Intuitively, by
our Hardy estimates (10.28a)-(10.28b), this does not change anything, as we have an extra power of τ−1+ in
the L∞ weight to compensate for the lost derivative.
Now we look at the case when Lie derivatives fall on F †. First, if k − 6 or fewer derivatives fall on F †,
we have the following: ∑
|J|≤k−6
X∈L
(LJXF
†)L˜L˜ . τ−s−1+ τ
−1/2+ι
− w
−1/2
ι (Ek + ǫ), (7.42a)
∑
|J|≤k−6
X∈L
(LJXF
†)L˜S˜ . τ−1+ τ
−1/2−s+ι
− w
−1/2
ι (Ek + ǫ), (7.42b)
∑
|J|≤k−6
X∈L
(LJXF
†)L˜S˜ . τ
−3/2−s
+ τ
ι
−w
−1/2
ι (Ek + ǫ), (7.42c)
∑
|J|≤k−6
X∈L
(LJXF
†)S˜1S˜2 . τ−s−1+ τ
1/2+ι
− w
−1/2
ι (Ek + ǫ), (7.42d)
(7.42e)
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that is, the same L∞ estimates as the original (unraised) remainder field. This follows from the estimate
w−1/2 . τ ι−w
−1/2
ι
combined with our L∞ derivatives.
We must be slightly more careful with the energy, as we must deal with the case where most derivatives
fall on the metric. We first expand the Lie derivatives in g in the format of our modified Lie derivatives, L˜X .
Then we have ∑
|J|≤k
X∈L
∥∥∥τs+τ1/2+ι0 τ−1/2−2ι− (LJXF †)L˜L˜w1/2ι ∥∥∥
2
. Ek + ǫ, (7.43a)
∑
|J|≤k
X∈L
∥∥∥τs−1/2−2ι− τ1/2+ι0 (LJXF †)L˜S˜iw1/2ι ∥∥∥
2
. Ek + ǫ, (7.43b)
∑
|J|≤k
X∈L
∥∥∥τs+τ1/2+ι0 τ−1/2−2ι− (LJXF †)S˜1S˜2w1/2ι ∥∥∥ . Ek + ǫ, (7.43c)
∑
|J|≤k
X∈L
∥∥∥τs+τ−1/2−2ι− (LJXF †)L˜S˜iw1/2ι ∥∥∥
2
. Ek + ǫ. (7.43d)
Intuitively, these match the energy norms for the lower indices, with some extra negative power in τ− to
control the weight. This holds because when we expand †Fαβ = gαγgβδF˜γδ, when we take the error terms
coming from the modified Lie derivatives acting on g, we have two small terms (i.e., one term like F˜ and
one error term h in the metric), while when they act on F , we have one small term. We are now ready to
bound the current norm. If we expand the commutator terms in our null frame, we have nothing to worry
about. Here I bound the terms corresponding to the “bad" component J L˜; the rest follow similarly. First
we take the null decomposition of terms appearing in the commutator, which can be bounded by∑
|J|≤k−6
X∈L
|(LJXF
†)L˜L˜|
∑
|J|+|K|≤k
X∈L
L˜((L˜JXg)
γδ(L˜KXg)γδ) +
∑
|J|≤k−6
X∈L
|(LJXF
†)L˜S˜ |
∑
|J|+|K|≤k
X∈L
S˜((L˜JXg)
γδ(L˜KXg)γδ)+
∑
|J|≤k
X∈L
|(LJXF
†)L˜L˜|
∑
|J|+|K|≤k−6
X∈L
L˜((L˜JXg)
γδ(L˜KXg)γδ) +
∑
|J|≤k
X∈L
|(LJXF
†)L˜S˜ |
∑
|J|+|K|≤k−6
X∈L
S˜((L˜JXg)
γδ(L˜KXg)γδ).
The weights appearing in the J L˜ current norm can be bounded above by τ2s− w
1/2. We have room to
spare, so this simplifies our calculations: in particular, in the first two terms we can bound the F term by
the L∞ norm
|LJXF |w
1/2 . E
1/2
k τ
−s−1/2
− τ
−1
+ ,
which we can substitute to get ∥∥∥τs−1/2− τ−1+ ∂((L˜JXg)γδ(L˜KXg)γδ)∥∥∥ . E1/2k ǫ.
We can write the first term like τ
s−1/2
0 τ
−3/2+s
+ , after which our energy bound follows. For the terms where
most derivatives fall on the F˜ terms, we have the (non-decomposed) bounds
|∂((L˜JXg)
γδ(L˜KXg)γδ)| . ǫτ
−1+ι
+ τ
−1
− .
We can combine this with the inequality∥∥∥τ2s−1− τ−1+ι+ |LJX F˜ |w1/2∥∥∥
2
.
∥∥∥τs−τ−1/2−ι+ |LJX F˜ |w1/2∥∥∥
2
, (7.44)
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which gives us the desired energy norm.
We now take the J S˜j norm. We can think of this in our decomposition as |α||∂g|+ |F ||/∂g|. The current
norm weights are τs+τ
1/2
− s
1/2
ι . Straightforward application gives us our desired results, again with close to a
power of τ+ to spare.
Finally, we take the J L˜ terms, which we can decompose as |/F ||/∂g| (with appropriate modified Lie deriva-
tives taken). We again bound it using the simpler weight τ2s+ w
1/2
ι , from which our results follow.
7.3 The Initial Conditions
Before we conclude this, we must show that the initial conditions for our energy estimates are compatible
with our initial conditions. To be precise, we need to show the estimate
Ek(0) . ‖E0df‖
2
Hk,s0 (R3) + ‖B0‖
2
Hk,s0 (R3) + ‖Dφ0‖
2
Hk,s0 (R3) +
∥∥∥φ˙0∥∥∥2
Hk,s0 (R3)
+ ǫ2. (7.45)
This largely follows the proof in the Minkowski case, with some adaptations made to account for the
metric. It is important to note that B0 is unaffected by the subtraction of the curl-free part of E0, even
when we raise and lower indices. This follows from the fact that the metric is initially split; i.e. g0i = 0.
We first have the charge estimate
|q| ≤
∥∥(1 + r∗)s+δJ0∥∥
L6/5(x)
, (7.46)
which follows from the definition of q along with Hölder’s inequality, as (1 + r∗)−s−δ is bounded in L6(x).
Additionally, we wish to show the estimate∫
Σ0
(|E[F ]− Ecf |(1 + r
∗)s+δ)2 . |q|2. (7.47)
This proceeds virtually identically to the case in Minkowski space. We first cite Lemma 10.1 in [17],
which gives the inequality∫
R3
r2δ
∣∣∣∇(∆−1(√|g|J0)− q
4πr
)∣∣∣2 dx . ∥∥∥rδ(√|g|J0)∥∥∥2
L6/5(x)
, (7.48)
where 1/2 < δ < 3/2 and q is the charge associated with ψ. We set ψ =
√
|g|J0. We have the consequent
inequality∑
|I|≤k
∫
R3
r2δ+2|I|
∣∣∣∇∇Ix (∆−1(√|g|J0)− q4πr)∣∣∣2 dx . ∑
|I|≤k
∥∥∥rδ+|I|∇Ix(√|g|J0)∥∥∥2
L6/5(x)
. (7.49)
These estimates are direct consequences of elliptic estimates which can be found in for instance [17] and
we do not include them here. We note that the charge q is associated to the quantity −(
√
|g|J0), which
accounts for the sign change from the previous paper.
In brief, the first estimate is a modified Sobolev embedding where the term with the worst decay is
subtracted off, and the second is a consequent inequality.
Note that we can replace r with r∗ using the inequality∣∣∣∇( q
4πr
−
q
4πr∗
)∣∣∣ . |q|(1 + r∗)−3+ι, (7.50)
for any ι > 0, and higher derivatives follow similarly. We can similarly add the ∂r(r
∗) factor. and the χ
terms.
63
Here we use the estimate −3 + ι+ s+ δ < −3/2, and in all cases we can consequently directly integrate
in space. We can rewrite this as∥∥rδ (Eicf [F ]− F 0i)∥∥L2(x) . ∥∥∥rδ(√|g|J0)∥∥∥L6/5(x) , (7.51a)∥∥rδ (Eicf [∇IxF ]−∇IxF 0i)∥∥L2(x) . ∥∥∥rδ∇Ix(√|g|J0)∥∥∥L6/5(x) . (7.51b)
Therefore, these quantities satisfy the same charge bounds, so we can for the most part replace them in each
case when they occur.
We can use fixed-time estimates in order to recover equation (7.47). It follows that∫
Σ0
|E[F˜ ]|2(1 + r∗)2(s+δ) dx .
∫
Σ0
|Edf |
2(1 + r∗)2(s+δ) dx+
∥∥(1 + r∗)s+δJ0∥∥2
L6/5(x)
. (7.52)
We now show a similar result for electric and magnetic components of LIXF . First, at time 0, we can
replace ∂α with ∂˜α, with equivalent norms (note that this is because ∂t = ∂t∗ at time 0). It follows that we
can use the nicer commutation relations between our Lorentz fields and the ∂˜α. We can write in particular∑
|I|≤k,X∈L
|(LIX F˜ )(∂˜α, ∂˜β)| .
∑
|I|≤k
(1 + r∗)|I|∇Ix,t(F˜ ). (7.53)
Furthermore, this is equivalent to the same quantity with all ∂˜α replaced with ∂α.
Now we must get rid of time derivatives in F . Our two main tools for this are the Bianchi identity
∂αFβγ + ∂βFγα + ∂γFαβ = 0
when the derivative falls on the magnetic field, as well as
gαγ
(
∂αFβγ + Γ
δ
αβFδγ
)
= Jβ
when the derivative falls on the electric field. The latter equation can be simplified as follows. We are only
considering this when we have the term
g00∂0Fi0 + Γ
δ
0iFδ0 = Ji,
as other terms are either 0 or not of interest for another reason. We move all time derivatives to the far
right, and have the identity
(1 + r∗)δ+|I|∂I−1∂tFi0 = (1 + r
∗)δ+|I|∂I−1
(
−
(
1−
Mχ
1 + r∗
)
(g∂gF + Ji)
)
. (7.54)
After letting derivatives fall, we note that we can safely ignore the term like (1 −Mχ/(1 + r∗))−1, as any
term where it is differentiated behaves very nicely (in particular, if n derivatives fall on it, we have decay
like (1 + r∗)−n−1, so we have a mere reduction of order. We get similar behavior if the derivatives fall on
m∗, We now look at the metric term, h∂gF . If most derivatives fall on F , or on the ∂m˜ part of ∂g, we can
use our L∞ estimates on ∂g. Finally, if the most derivatives fall on ∂h, we deal with this as follows: first,
we note the estimate ∥∥∥(1 + r∗)|I1|+1/2∂I1+1g∥∥∥
L2(x)
. ǫ.
We can use our usual L2, L∞ estimate, combined with a standard Sobolev estimate on F to deal with the
remaining F terms (adding two spatial derivatives). We in fact have a power of (1 + r∗) to spare. Dealing
with J is more complicated, so we write what we have so far:∑
|I|≤k,X∈L
∫
Σ0
|(LIX F˜ )(∂˜α, ∂˜β)|
2 .
∑
|I|≤k
(1 + r∗)|I|∇Ix(F˜ ) +
∑
|I|≤k−1
∥∥∥|(1 + r∗)δ+|I|+1∇It,xJ˜(0)∥∥∥2
2
. (7.55)
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The |I| ≤ k − 1 estimate comes from the fact that in order for J˜ to appear, at least one derivative must fall
on F . We now deal with each of these terms. First, for the J˜(0) term, we separate into J(0)−J(0) and then
take our usual estimates in J(0) in order to bound the corresponding term by |q|2. We now look to the J(0)
term. This is also treated similarly to [17] with some extra care taken to account for the metric. We need
to bound the quantity ∑
|I|≤k−1
∥∥∥|(1 + r∗)δ+|I|+1∇It,xJ(0)∥∥∥2
2
.
In order to do this, we write J(0) as φDφ. It suffices to bound∑
|I1|+|I2|≤k−1
∥∥∥|(1 + r∗)δ+|I|+1DI1φDI2Dφ∥∥∥2
2
.
In order to take care of this, we first take our time-slice Sobolev estimate∑
X1∈{∂˜α}
|(1 + r∗)1+|I1|DI1X1φ| .
∑
|I2|≤2
X2∈{∂˜i},X1∈{∂˜α}
∥∥∥(1 + r)δ−1+|I1|+|I2|DI2X2DI1X1φ∥∥∥2 , (7.56)
which follows from the estimate δ > 1/2. This is almost equal to our initial norm; however, we must
remove all (except possibly one) time derivatives with space derivatives. Our method for doing this involves
commuting all time derivatives to the right, then using Cgφ = 0, recast as
D2tφ = −
(
1−
Mχ
1 + r
)
gijDiDjφ. (7.57)
We now look at terms containing this. We have the estimate∑
|I|≤k−2
(1 + r∗)δ+1+|I||DIXD
2
tφ| =
∑
|I|≤k−2
(1 + r∗)δ+1+|I|
∣∣∣∣DIX (−(1− Mχ1 + r
)
gijDiDjφ
)∣∣∣∣ (7.58)
This is fortunately easy to deal with, as we can take the following L∞ estimate on g:∣∣∣∣∂I1 (−(1− Mχ1 + r
)
gij
)∣∣∣∣ . ǫ(1 + t)−|I|−1+ι.
This follows from the standard weighted time-slice Sobolev estimate here since at most k− 2 derivatives fall
on g. Therefore, the corresponding error terms can be ignored.
When we commute time derivatives, we use the identity∣∣DI1 [Dt∗ , Dx∗i]DI2x φ∣∣ = ∣∣∣DI1F (∂t, ∂˜i)DI2x φ∣∣∣ .
We use the Sobolev estimate (7.56) and our usual splitting of derivatives of F to bound the corresponding
terms.
Finally, we consider the estimate∥∥∥(1 + r)s+γ+|I|∇IX(√|g|J0)(0)∥∥∥2
L6/5(x)
. Ek(0) + ǫ
2. (7.59)
The proof for this is almost identical to the proof used in [17], where we again decompose when a derivative
lands on the metric term. We can fortunately commute ∇IX through
√
|g|gαβ and use the fact that g is split
at time 0 along with the estimate
√
|g|g00 ≈ 1. In particular, we have the estimate∥∥∥(1 + r)s+γ+|I|∇IX(√|g|J0)(0)∥∥∥2
L6/5(x)
.
∑
|I1|+|I2|≤|I|
∥∥∥(1 + r)s+γ+|I|DI1φ0DI2 φ˙0∥∥∥2
L6/5(x)
.
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We split this up using the L2 = L3 Hölder’s inequality, bounding the term with most derivatives with the
L2 norm. For the L3 norm we use the L∞ estimates
(1 + r)1/2+δ+|J||DJxφ0| .
∑
|I|≤1
∥∥∥(1 + r)δ+|I|+|J|DIxDxDJxφ0∥∥∥
L2(x)
, (7.60a)
(1 + r)3/2+δ+|J||DJx φ˙0| .
∑
|I|≤2
∥∥∥(1 + r)δ+|I|+|J|DIxDJx φ˙0∥∥∥
L2(x)
, (7.60b)
and then directly integrate. We show for the case when most derivatives fall on φ0; the other case follows
similarly. ∑
|I1|+|I2|≤|I|
|I1|≥|I2|
∥∥∥(1 + r)δ+|I|∇I1φ0∇I2 φ˙0∥∥∥
L6/5(x)
.
∑
|I1|+|I2|≤|I|
|I1|≥|I2|
∥∥∥(1 + r)δ+|I1|−1DI1φ0∥∥∥
L2(x)
∥∥∥(1 + r)|I2|+1DI2 φ˙0∥∥∥
L3(x)
.
For the second term, we leave a factor of (1 + r)−1/2−δ in the L3 norm, and bound the rest in L∞. Since
δ + 1/2 > 1,his is therefore bounded by our initial norm. It follows that
Ek(0)
1/2 . ‖E0df‖Hk0 ,s0(R3) + ‖B0‖Hk0,s0 (R3) + ‖Dφ0‖Hk0 ,s0(R3) +
∥∥∥φ˙0∥∥∥
Hk0 ,s0(R3)
as long as the right hand side is sufficiently small.
8 Commutator Estimates for φ
We attempt to establish the bound∑
|I|≤k
∥∥∥(CgLCXIφ) τs+τ1/2− w1/2δ ∥∥∥
2
. Ek(T ) + ǫgEk(T )
1/2, (8.1a)
where we recall the approximation
wδ ≈
{
τ2δ− r
∗ ≤ t,
τ
2(s0−s)
− r
∗ ≥ t.
Here LCX and DX are functionally equivalent; we use the former notation to emphasize how it commutes.
For the sake of notational simplicity we use the notation∑
≤k
T [XI1 , . . . , XIm , Y1, . . . , Yn] =
∑
|I1|+...+|Im|+n≤k
T [XI1 , . . .XIm , Y1, . . . , Yn],
where all X,Y ∈ {∂˜α, Ω˜αβ, S˜}. We can for the most part use the bound wδ . τ
2δ
− w, with the caveat that
for certain terms containing F (which is supported in the region r∗ ≥ t), we must use the approximation
wδ ≈ w. For φ satisfying 
C
gφ = 0, we can reduce this to the commutator estimate∥∥∥τs+τ1/2− ([Cg ,LCXI]φ)w1/2δ ∥∥∥
2
. Ek(T ) + ǫgEk(T )
1/2. (8.1b)
We recall the formula (2.39), which we can write as
[Cg , DY ]φ = −D
αφ∇α(∇ · Y ) +Dα
(
(Y )παβDβφ
)
− i(∇αFY αφ+ 2FY αD
αφ). (8.2)
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Iterating and taking absolute values gives us∣∣[Cg , DIX ]φ∣∣ . ∑
|I1|+|I2|=|I|−1
X1,X2,Y ∈L
∣∣∣LCXI1 (DαDI2Xφ∇α(∇ · Y ))∣∣∣+ ∣∣∣LCXI1 (Dα ((Y )παβDβDI2Xφ))∣∣∣+ (8.3)
+
∣∣∣LCX1I1 (i(∇αFY αDI2Xφ+ 2FY αDαDI2Xφ))∣∣∣ .
We can replace (Y )π with (Y )π˜† in the second term on the right at the minor cost of replacing the sum
over |I1|+ |I2| = |I| − 1 with |I1|+ |I2| ≤ |I| − 1, as the difference of the corresponding terms in (8.3) is
cY L
C
X
I1
CgD
I2
Xφ = cY L
C
X
I1
[Cg , D
I2
X ]φ
This is bounded by the right hand of (8.3), with |I| − 1 replaced by |I| − 2 in the sum. We look at the first
term on the right of (8.3) first. We commute the Lie derivative through as follows:∑
≤k
∣∣∣LI1X1 (−DαDI2X2φ∇α(∇ · Y ))∣∣∣ .∑
≤k
∣∣∣gαβDαDI1X1φ∇βLI2X2 (gγδ(L˜Y g)γδ)∣∣∣+ (8.4)
∑
≤k
∣∣∣∣(XI11 )π˜†αβDαDI2X2φ∇βLI3X3(gγδ(L˜Y g)γδ)∣∣∣∣+
∑
≤k
∣∣∣∣(XI11 )π†αβ(LI2X2F )Y1αDI3X3φ∇βLI4X4(gγδ(L˜Y2g)γδ)∣∣∣∣ .
The first two terms on the right come from when the Lie derivative commutes through D, where at each
step we decompose into LX(g
−1) = L˜X(g
−1) + cXg
−1 terms, and move the reduced Lie derivative to the
second line. The third term on the right comes from the commutator [L˜X , D], with no need to decompose
the iterated deformation tensor.
We bound this term by term. This is 0 in the Minkowski case, so for the most part we expect to have extra
room (in the sense of time decay) in our estimates compared to terms which are nonzero in the Minkowski
case. We look at the first term on the right hand side. The terms coming from the divergence of Y can be
handled using the energy norms (7.40) and (7.41). We take the null decomposition, for which we have∑
≤k
∣∣∣gαβDαDI1Xφ∇βLI2X (gγδ(L˜Y g)γδ)∣∣∣ .∑
≤k
|DDI1Xφ||∂L˜
I2
X g|+ |DD
I1
Xφ||∂L˜
I2
Xg|+ |g
L˜L˜||DDI1Xφ||∂L˜
I2
Xg|,
where |Dψ| = |DL˜ψ|+ |DS˜1ψ|+ |DS˜2ψ|, |∂ψ| = |L˜ψ|+ |S˜1ψ|+ |S˜2ψ|.
We can take our first weighted estimate. If |I1| ≤ k − 7, we use (6.51) and (2.18) to get∑
≤k
|I1|≤k−6
∥∥∥τs+τ1/2− gαβDαDI1X1φ∇βLI2X2(gγδ(L˜Y g)γδ)w1/2δ ∥∥∥2 . (8.5)
. E
1/2
k
∑
≤k
∥∥∥(τs−1+ τ−s− |∂LI2X2g|+ τ−1+ |∂LI2X2g|)(wδ/w)1/2∥∥∥2 ,
which is bounded by ǫgE
1/2
k . If |I2| ≤ k − 7, this can be bounded by
ǫ
∑
≤k
|I2|≤k−6
∥∥∥(τs−1/2−γ′/2+ τ−1/2− |DDI1Xφ|+ τs−3/2−γ′/2+ τ1/2− |DDI1Xφ|)w1/2δ ∥∥∥
2
(8.6)
We can use τ
s−1/2−γ′/2
+ < τ
s−1/2−δ
+ , τ
−1/2
− w
1/2
δ ≤ τ
1/2+δ
− (w
′)1/2, τ
s−3/2−γ′/2
+ ≤ τ
−1/2−δ
+ , τ
1/2
− w
1/2
δ .
τ
s+1/2+δ
− (w
′)1/2 to bound this by S0[D
I1
X ](T ).
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Now we look at the second term in (8.4). We can note that we only care about terms where |I1| > k− 7,
terms for which we can use our L∞ estimates for(X
I1)π˜† easily satisfy the same bounds as the first term, as
(XI1)π˜† satisfies the same (or better) L∞ as than g. We can take our worst L∞ estimates on the Dφ and
∂∇ · Y terms. The remaining quantities in the second term are therefore bounded by∑
≤k
E
1/2
k ǫg
∥∥∥τs−3/2−γ′/2+ τ−1−s− |(XI1 )π˜†|w1/2δ ∥∥∥
2
, (8.7)
which is easily bounded by E
1/2
k ǫg. We note that we have more room in this estimate because two error
terms in g appear.
We now look at the third term in (8.4). We first note that if k − 7 vector fields or fewer appear in
(LI2X2F )Y1αD
I3
X3
φ
we have the same L∞ bounds or better compared to Dαφ, as per (7.6). With this in mind, when most
derivatives fall on (X
I1
1
)π˜†
αβ
, we split it as usual into its constant and error parts. The constant part we
deal with in the same way as corresponding terms the first line on the right of (8.4), and the error terms we
deal with in the same way as the second line. Next, when most derivatives fall on ∇βL
I4
X (g
γδ(L˜Y2g)γδ), we
note that the remaining terms satisfy the same bounds as the corresponding terms in first line on the right
of (8.4).
When the most derivatives fall on FY1αφ, we can use a derivation similar to that of (8.6), using the
sharper inequality in (2.14b), to bound the corresponding term by
ǫ
∑
≤k
∥∥∥(τs−1+δ+ τ−1/2− |✟✟✟LI1XF ||DI2Xφ|+ τs−2+δ+ τ1/2− |LI1XF ||DI2Xφ|)w1/2δ ∥∥∥
2
. (8.8)
We then use (7.10), along with the estimatesτs−1+δ+ τ
−1/2
− = τ
s
+τ
1−δ
0 τ
−3/2+δ
− , τ
s−2+δ
+ τ
1/2
− ≤ τ
2−s−δ
0 τ
s−3/2+δ
− ,
and τ
−3/2+δ
− w
1/2
δ ≤ (w
′)1/2, to bound this by E
1/2
k ǫg We can state our first subresult:∑
≤k
∥∥∥τs+τ1/2− LI1X1 (−DαDI2X2φ∇α(∇ · Y ))w1/2δ ∥∥∥2 . E1/2k ǫ (8.9)
The Second Term. We now turn our attention to the second term of (8.3). We recall the reduction of
(Y )π† to its reduced form, so in particular we need to bound∑
≤k
∥∥∥τs+τ1/2− LCXI1 (Dα ((Y )π˜†αβDβDI2Xφ))w1/2δ ∥∥∥
2
. (8.10)
This is again 0 in the Minkowski metric.
We recall the commutator identity
[LCY , Dα]T
α = iFY αT
α −∇β(∇ · Y )T
β (8.11)
We commute the complex covariant derivative through the Lie derivatives using the formula∣∣∣[LCXI1 , Dα]((Y )π˜†αβDβDI2Xφ)∣∣∣ . ∑
|I3|+1+|I4|=|I1|
∣∣∣LCXI3 [LCY1 , Dα]LCXI4 ((X2)π˜†αβDβDI2Z φ)∣∣∣ .
We first look at the term where all derivatives commute through. We wish to bound the quantity∑
≤k
|I1|≥1
∥∥∥∥τs+τ1/2− Dα((XI1 )π˜†αβLCXI2 (DDI3X3φ)β)w1/2δ ∥∥∥∥
2
.
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by the energy. We do this for r∗ > (t+ 1)/2, since as usual the far interior is simpler in that we don’t have
to consider the null decomposition. First, we take the null decomposition in β and consider two cases: first,
where β = L˜, and second, when β ∈ T . In each case, we split again depending on what Dα falls on, so we
have a sum like ∑
≤k
|I1|≥1
∥∥∥∥τs+τ1/2− Dα((XI1 )π˜†αβLCXI2 (DDI3X3φ)β)w1/2δ ∥∥∥∥
2
.
.
∑
≤k
|I1|≥1
∥∥∥∥τs+τ1/2− ∇α((XI1 )π˜†αL˜)LCXI2 (DDI3X3φ)L˜w1/2δ ∥∥∥∥
2
+ (8.12a)
+
∑
≤k
|I1|≥1
∥∥∥∥τs+τ1/2− ∇α((XI1 )π˜†αT )LCXI2 (DDI3X3φ)T w1/2δ ∥∥∥∥
2
+ (8.12b)
+
∑
≤k
|I1|≥1
∥∥∥∥τs+τ1/2− (XI1)π˜†αL˜Dα (LCXI2 (DDI3X3φ)L˜)w1/2δ ∥∥∥∥
2
+ (8.12c)
+
∑
≤k
|I1|≥1
∥∥∥∥τs+τ1/2− (XI1)π˜†αTDα (LCXI2 (DDI3X3φ)T )w1/2δ ∥∥∥∥
2
(8.12d)
We first focus on (8.12a) and (8.12b), as they are more similar to previous cases. We first consider the
case when most derivatives appear in π. For these, we have∑
≤k
|I2|+|I3|≤k−7
∥∥∥∥τs+τ1/2− ∇α(XI1 )π˜†αT LI2X (DDI3Xφ)T w1/2δ ∥∥∥∥
2
. Ek(T )
1/2
∑
≤k
∥∥∥∥τ−1+ τδ−∇α(XI1)π˜†αT ∥∥∥∥
2
, (8.13a)
∑
≤k
|I2|+|I3|≤k−7
∥∥∥∥τs+τ1/2− ∇α(XI1)π˜†αL˜LI2X (DDI3Xφ)L˜w1/2δ ∥∥∥∥
2
. Ek(T )
1/2
∑
≤k
∥∥∥∥τs−1+ τδ−s− ∇α(XI1)π˜†αL˜∥∥∥∥
2
. (8.13b)
All of these are bounded by ǫgEk(T )
1/2. When most derivatives fall on the F, φ terms we must use (7.10).
We use the L∞ estimates on the metric to get∑
≤k
1≤|I1|≤k−7
∥∥∥∥τs+τ1/2+δ− ∇α(XI1 )π˜†αT LI2X (DDI3Xφ)T w1/2∥∥∥∥
2
.
∑
≤k
∥∥∥τs−1+δ+ τ−1/2+δ− LI2X (DDI3Xφ)T w1/2∥∥∥
2
,
∑
≤k
1≤|I1|≤k−7
∥∥∥∥τs+τ1/2+δ− ∇α(XI1 )π˜†αL˜LI2X (DDI3Xφ)L˜w1/2∥∥∥∥
2
.
∑
|I2|+|I3|≤k−1
∥∥∥τs0 τs−3/2+2δ− LI2X (DDI3Xφ)L˜w1/2∥∥∥
2
.
Both of these are bounded by ǫgEk(T )
1/2, using (7.10). along with the bound s < 1/2 + γ′/2. This covers
all terms where the derivative falls on (X3)π˜†.
When Lie derivatives commute through Dα and the Dα falls on Dφ or F , we must handle this slightly
differently. We write out the quantity∑
≤k
|I1|≥1
∑
U∈{L˜,L˜,S˜1,S˜2}
∥∥∥∥τs+τ1/2− ((XI1 )π˜†αUDαLCXI2 (DDI3Xφ)U)w1/2δ ∥∥∥∥
2
. (8.14)
First, we consider the case where the derivative falls on F . We recall the decompositions
|L˜(ψ)|+
∑
i
|S˜i(ψ)| . τ
−1
+
∑
|I|=1
|ZIψ|, |L˜(ψ)| . τ−1−
∑
|I|=1
|ZIψ|.
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We combine this with (2.5) to get∑
|I|≤k−2
|U((LIXF )XU )| .
∑
|J|≤k−1
τ+τ
−1
− |L
J
XF | (8.15a)∑
|I|≤k−2
T ((LIXF )XU) .
∑
|J|≤k−1
|LJXF | (8.15b)∑
|I|≤k−2
U((LIXF )XT ) .
∑
|J|≤k−1
|LJXF |+ τ+τ
−1
− (|α[L
J
XF ]|+ |ρ[L
J
XF ]|+ |σ[L
J
XF ]|) (8.15c)
When the derivative falls on φ, we use the estimates∑
|I|≤k−1
|DL˜DTD
I
Xφ| .
∑
|J|≤k
∣∣τ−1+ DL∗DJXφ∣∣+ ∣∣τ−2+ DJXφ∣∣ (8.16a)
∑
|I|≤k−1
|DS˜jDTD
I
Xφ| .
∑
|J|≤k
∣∣∣τ−1+ DB∗jDJXφ∣∣∣+ ∣∣τ−2+ DJXφ∣∣ (8.16b)∑
|I|≤k−1
|DL˜DTD
I
Xφ| .
∑
|J|≤k
∣∣∣τ−1+ DL˜DJXφ∣∣∣+ ∣∣τ−2+ DJXφ∣∣ (8.16c)∑
|I|≤k−1
|DL˜DL˜D
I
Xφ| .
∑
|J|≤k
U∈U
∣∣τ−1− DUDJXφ∣∣+ ∑
|J|≤k
∣∣τ−1− FXUDJXφ∣∣ (8.16d)
For the D2
L˜
term of (8.16), and for the remaining combinations of derivatives, we use the identity
DTDL˜ψ = DL˜DT ψ +D[T ,L˜]ψ + iFT L˜ψ.
The middle (commutator) term on the right corresponds to either 0 or 1r∗ S˜j. We combine these to get the
estimates∑
|I|≤k−1
T∈T
U∈U
|DTDUD
I
Xφ|+ |DUDTD
I
Xφ| .
∑
|J|≤k
τ−1+ (|DD
J
Xφ|+ τ
−1
+ |D
J
Xφ|+
∑
|J′|≤k−1
U∈U
τ−1+ |FXUD
J′
X φ|, (8.17a)
∑
|I|≤k−1
U,V ∈U
|DUDVD
I
Xφ| .
∑
|J|≤k
τ−1− (|DD
J
Xφ|+
∑
|J′|≤k−1
U∈U
τ−1− |FXUD
J′
X φ|. (8.17b)
We now put everything together. In the cases where we can bound |(X
I)π˜†| in L∞ our estimates follow
straightforwardly from those estimates and (7.10d). Otherwise we use the bounds (7.6) and (6.51) which
give us ∑
≤k
|I2|+|I3|≤k−7
∥∥∥∥τs+τ1/2− ((XI1 )π˜†αUDαLCXI2 (DDI3X3φ)U)w1/2δ ∥∥∥∥
2
.
.
∑
|I|≤k
∥∥τs−2+ τ−s− |LIXH |∥∥2 + ∑
|I|≤k
∥∥∥τs−1+ τ−s−1− |(LIXH)L˜L˜|∥∥∥
2
.
These can be bounded by (2.15a) and (2.15b) without issue.
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Finally, we look at the commutator terms [LCZ , Dα]. We have four types of terms we need to bound here:∥∥∥∥τs+τ1/2− (LI1XF )Y1α(LI2XF )Y2β(XI3)π˜†αβDI4Xφwδ∥∥∥∥
2
(8.18a)∥∥∥∥τs+τ1/2− (LI1XF )Y1α(XI3 )π˜†αβDβDI4Xφwδ∥∥∥∥
2
(8.18b)∥∥∥∥τs+τ1/2− ∇α(XI(∇ · Y ))(LI2XF )Y2β(XI3)π˜†αβDI4Xφwδ∥∥∥∥
2
(8.18c)∥∥∥∥τs+τ1/2− ∇α(XI(∇ · Y ))(XI3 )π˜†αβDβDI4Xφwδ∥∥∥∥
2
(8.18d)
(8.18e)
The first two terms can be bounded using identical estimates to the previous sections. We deal with (8.18a),
but we replace (X
I3 )π˜† with (X
I3)π†, which we will be able to use later. In all cases we can use our L∞ norm
in DI4X phi, since |I4| ≤ k − 2. Then, we split up F = F + F˜ . In the case where we have (L
J
XF )(L
K
XF ), we
have the estimate
|τs+τ
1/2
− (L
I1
XF )Y1α(L
I2
XF )Y2βD
I
Xφwδ| ≤ max
(
|τs−2+ τ
1/2
− D
I4
Xφw|, |τ
s−3
+ τ
1−s
− |
)
. (8.19)
Then, decomposing (X
I3 )π˜† at each Lie derivative, we have∑
≤k
∥∥∥∥τs+τ1/2− (LI1XF )Y1α(LI2XF )Y2β(XI3)π†αβDI4Xφwδ∥∥∥∥
2
. Ek
∑
|J|≤k
∥∥∥τs−2+ τ1/2− DJXφw∥∥∥+ ∥∥∥τs−3+ τ1−s− (XJ )π˜†∥∥∥ .
(8.20)
This is easily bounded by our energy. Next, if we have LJX F˜L
K
XF or L
J
X F˜L
K
X F˜ , we take L
∞ norms on
either F , F˜Y L˜ when it appears, using (5.17a) and the fact that two vector fields appear in our F terms, and
the factor F˜ with the fewest Lie derivatives otherwise. We can combine these into the initial estimate∑
≤k
|I1|≤k−7
∥∥∥∥τs+τ1/2− (LI1XF )Y1α(LI2X F˜ )Y2β(XI3)π†αβDI4Xφwδ∥∥∥∥
2
.
. Ek
∑
≤k
(∥∥∥τ−1+ τ−1− L˜I1XH∥∥∥
2
+
∥∥∥τs−1+ τ−s−1− L˜I1XH L˜L˜∥∥∥
2
)
+
+ E
1/2
k
∑
≤k
(∥∥∥τs−1+ τ−s− (LIX F˜ )Y L˜∥∥∥
2
+
∥∥∥τ−1+ (LIX F˜ )Y S˜i∥∥∥2 +
∥∥∥τs−3+ τ2−s− (LIX F˜ )Y L˜∥∥∥
2
)
.
All of these terms are bounded by our energy. We can bound (8.18b) in a similar fashion, which we leave as
an exercise for the reader.
We bound the final two terms similarly to corresponding terms in (8.4).
The Final Term: We now look at our last set of terms. We mention that the primary concern here lies
in the fact that we have potential terms like (LI1X1F )Y L˜DL˜D
I2
X2
φ. In particular, the best estimate we can
hope for for is DL˜D
I2
Xφ . Ek(T )
1/2τ−2+ τ
1/2−s
− , which does not provide enough decay in time along the light
cone. We therefore need additional cancellation. The commutator terms take the form:∑
≤k
− iLCXI1
(
∇β(g
αβ(FY1α))D
I2
Xφ+ 2FY1αg
αβDβ(D
I2
Xφ)
)
. (8.21)
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We can bound these terms using the pointwise estimate∑
≤k
∣∣∣LCXI1 (∇β(gαβ(FY1α))DI2Xφ+ 2FY1αDβ(gαβDI2Xφ))∣∣∣ . (8.22)
.
∑
≤k
∣∣∣[LI1X ,∇β ](gαβFY1α)DI2Xφ∣∣∣+∑
≤k
∣∣∣(LI1X (iY F ))β [LCXI2 , Dβ]DI3X3φ∣∣∣+
+
∑
≤k
∣∣∣∣∇β (LI1X (g−1iY1F ))β DI2Xφ+ 2(LI1X (g−1iY1F ))βDβDI2Xφ∣∣∣∣ ,
. A+B + C.
We look at the three terms on the right. A and B are bounded in the same way as (8.4) and (8.18a)
respectively, so we focus on C. For this, we require special cancellation, due to the behavior of DαD
I3
Xφ. In
particular, the nice component in our null decomposition behaves the same as the angular components, which
provides insufficient decay. We fortunately have nice cancellation properties, used in [17] (and noted earlier
in [23]). We as usual consider the region r∗ > (t+1)/2, as the interior follows from a simpler argument. We
first write
DαD
I3
Z φ =
1
r∗
Dα(r
∗DI3Z φ)−
∂α(r
∗)
r∗
DI3Z φ. (8.23)
Therefore, we can write
C =
(
∇α
(
LI1X (g
−1iY1F )
)α
− 2
∂α(r
∗)
r∗
(
LI1X (g
−1iY1F )
)α)
DI2Xφ+ 2
(
LI1X (g
−1iY1F )
)α( 1
r∗
Dα
(
r∗DI2Xφ
))
.
(8.24)
We first consider the second term on the right, for which we need to bound∥∥∥∥τs+τ1/2− (LI1X (g−1iY1F ))α( 1r∗Dα (r∗DI2Xφ)
)
w
1/2
δ
∥∥∥∥
2
. (8.25)
In the case where we require energy bounds on LIXH , we obtain the necessary estimate in a similar method
to (8.18a). Otherwise, in almost all cases it suffices to directly apply the L∞(L∞) bounds (5.18), (6.51),
and (2.49) to the whichever term has fewer derivatives, or F when it appears, and our L2(L2) estimates to
the other term. The exceptions are terms in our null decomposition where k − 7 or fewer derivatives fall on(
1
r∗DL˜
(
r∗DIXφ
))
or LIX (iY1F ))L˜, paired with L˜ components in our corresponding terms. In these cases, we
use the L2(L∞) estimates in (5.18) and (6.51), and the time-slice energy norm for the L˜ component. We
prove the first of these cases, the second follows similarly. We have∥∥∥∥∥∥τs+τ1/2−
(
LI1X (iY1F )
)
L˜
DL˜
(
r∗DI2Xφ
)
r∗
χw
1/2
δ
∥∥∥∥∥∥
2
. Ek(T )
1/2
∥∥∥∥∥∥τ−1+
DL˜
(
r∗DI2Xφ
)
r∗
χ(wδ/w
′)1/2
∥∥∥∥∥∥
L∞(t)L2(x)
(8.26)
We now look at the first term on the right of (8.24). It is first worth decomposing all terms where the
Lie derivative falls on the raised metric g in our usual way. Thus, we have error terms like
∇α
(
(X1)π˜†
αZ
(LI2X2F )Y1Z
)
DI3X3φ+ |
(X1)π˜†||LI2X2F ||D
I3
X3
φ|.
This can be bounded similarly to our estimates on (8.14).
We can therefore pass the Lie derivative through the metric, so it suffices to bound∑
≤k
∥∥∥∥τs+τ1/2− gαβ (∇α(LI1X1F )Y1β)− 2∂α(r∗)r∗ (LI1X1F )Y1β)
)
DI2X2φw
1/2
δ
∥∥∥∥
2
(8.27)
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We can divide the first term up into
gαβ∇α(L
I1
X1
F )Y1β = J [L
I1
X1
F ]Y1D
I2
X2
φ+ (∇αY β1 )(L
I1
X1
F )βαD
I2
X2
φ. (8.28)
For the current term, we note that if any Lie derivatives fall on F , we can use our L∞ norm on φ, which
allows us to nicely bound this with our current norm as follows:∥∥∥τs+τ1/2− J [LI1X1F ]Y1DI2X2φw1/2δ ∥∥∥2 . E1/2k
∥∥∥τs−1+ τ1−s− J [LI1X1F ]Y1w1/2δ ∥∥∥2 . (8.29)
Decomposing Y1 in terms of null vectors and using the relation 1− s < 1/2 allows us to bound this quantity
by ∥∥∥J [LI1X1F ]∥∥∥L2[w] .
This we have bounded in the previous section.
If no Lie derivatives fall on F , we can use our L∞ norm
|JY1 | . Ekτ
−1−s
+ τ
−s
− ,
and bound the DI2X2φ term in the energy. We now consider the remaining term,(
(∇αY β1 )−
2∇α(r∗)
r∗
Y β1
)
(LI1X1F )βαD
I2
X2
φ,
where Y1 is any Lorentz vector field.
We lower the indices and consider the null decomposition. For most terms it suffices to show that(
(∇αY1β)−
2∇α(r
∗)
r∗
Y1β
)
Zα1 Z
β
2 . 1,
for Z1, Z2 in our null frame and apply our usual L
2(L2) and L∞(L∞) estimates, with the exception of the
F L˜S˜j components, for which we need more precise bounds. In particular, we wish to show the auxiliary
estimate (
∇αY1β −∇βY1α −
2∂α(r
∗)
r∗
Y1β
)
L˜αS˜βi . τ
1−δ
0 . (8.30)
The terms containing Christoffel symbols on the left satisfy our estimate, so we can replace ∇α with ∂α.
Likewise, in the first term, we can pass Sβ1 through the derivative. When we pass L˜ through the derivative,
we get an additional factor of r∗−1S˜αi . We can now write this as
L˜(Y1S˜i)− S˜i(Y1L˜) +
1
r∗
Y1S˜i −
2
r∗
Y1S˜i . ǫgτ
1−δ
0 (8.31)
We prove this for the Lorentz boost field, as other fields are easier. First, we expand as
L˜(gΩ˜0j S˜i)− S˜i(gΩ˜0j L˜)−
1
r∗
gΩ˜0j S˜i . (8.32)
We can again ignore error terms coming from the metric as we are dealing with only nice derivatives.
Expanding everything out gives us purely these error terms, thus, our bound. We note that we have
similar estimates with the Christoffel symbols corresponding to |σ|, |ρ| components, and slightly worse ones
corresponding to |α|. In particular, we have slight growth along the light cone of order τδ+τ
−1
− coming from
there. Therefore, we have(
∇αY1β −∇βY1α −
2∂α(r
∗)
r∗
Y1β
)
Fαβ . τ−1+δ+ |α|+ |ρ|+ |σ|+ τ
δ
+τ
−δ
− |α|. (8.33)
Our estimate follows.
We can combine everything:
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Theorem 8.1. If φ solves Cgφ = 0, and the estimate
Ek[φ, F ] ≤ 1,
then we have the estimate ∑
≤k
∥∥∥(CgLIXφ) τs+τ1/2− w1/2δ ∥∥∥
2
. (E
1/2
k + ǫg)E
1/2
k (8.34)
9 The Bootstrap Estimate
We can now put everything together. We have the following iterated energy estimates, following from (3.14)
and (4.2): When Ek(T ) + ǫ
2 ≤ 1, we have the estimates
Ek[F˜ ](T ) . Ek[F˜ ](0) + |q|
2 +
∑
|I|≤11
X∈L
∥∥∥J [LIX F˜ ]∥∥∥2
L2[w]
, (9.1)
Ek[φ](T ) . Ek[φ](0) + ‖F‖L∞[w] Ek[φ](T ) +
∑
|I|≤11
X∈L
∥∥∥τs+τ1/2− Cg (DIXφ)w1/2ι ∥∥∥2
L2[w]
. (9.2)
It suffices to bound the right hand side by the initial condition energy norms plus something that can be
moved over to the left.
By (8.34), we have that for sufficiently small Ek+ ǫ
2, where the maximum value depends on the constant
implicit in ., we can move ∑
|I|≤11
X∈L
∥∥∥τs+τ1/2− Cg (DIXφ)w1/2ι ∥∥∥2
L2[w]
over to the left. Similarly, due to (7.15), we can move∑
|I|≤11
X∈L
∥∥∥J [LIX F˜ ]∥∥∥2
L2[w]
to the left. We can do the same with ‖F‖L∞[w] Ek[φ](T ) as long as ‖F‖L∞[w] is sufficiently small. We can
now state our main theorem:
Theorem 9.1. There exists an ǫ0 > 0 such that if ǫg, ǫ < ǫ0, and the estimates (2.14) and (2.15) hold, and
F, φ satisfy the initial data norms
‖E0df‖Hk0,s0 (R3) + ‖B0‖Hk0 ,s0(R3) + ‖Dφ0‖Hk0,s0 (R3) +
∥∥∥φ˙0∥∥∥
Hk0,s0 (R3)
< ǫ,
then there exists a constant C depending on ǫ0 such that the energy Ek[F, φ](t) is bounded by Cǫ for all time.
Theorem 1.1 follows from this. In particular, the L∞ estimates follow directly from our L∞ estimates
Theorem 6.6 and 5.6, as well as the auxiliary L∞ estimate (2.49). In each case, the worst decay occurs for
L˜ along the light cone.
10 Appendix: Inequalities
As a preliminary step, we state Kato’s diamagnetic inequality, which will be useful in the estimates to follow.
Given a complex scalar field φ and a vector field Z, we have the inequality
|Z(|φ|)| ≤ |DZφ|. (10.1)
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The proof of this is straightforward and can be found in, e.g., [17]. In all Sobolev-type estimates to follow,
we can therefore replace all cases of Z(φ) with DZ(φ) on the right hand side. We state our first Sobolev
inequality:
Lemma 10.1. For any q > 2, and for any function φ with sufficient regularity, we have the following
inequality on the sphere S2r of radius r, as long as r > t/2, r > 1/2:
sup
S2r
|χφ| .q τ
−2/q
+
 ∑
|I|≤,Z∈O
‖Z(χφ)‖Lq(S2r )
 (10.2)
Proof. This is a straightforward consequence of Morrey’s inequality applied to two charts on the unit sphere,
and scaling to the sphere of radius r (and introducing a factor of r−2/q). The presence of the cutoff χ allows
us to use the estimate r−2/q . τ
−2/q
+ .
Lemma 10.2. For 2 ≤ q < 4, if r > t/4 and t > 1, we have
‖χφ‖L∞(r∗)Lq(S2r) .q τ
−1+2/q
+ τ
−1/2
−
∥∥τ−∂r∗(χφ)∥∥L2(x) + ∑
|I|≤1,Z∈O
‖Z(χφ)‖L2(x)
 . (10.3)
Proof. This follows from the Sobolev estimate on a cylinder, rescaled to a dyadic region. We first define the
dyadic decomposition {I±i } for a given time slice Σt as follows:
Ui =
{
x : r∗ > t/2, 2i ≤ |u∗|+ 1 ≤ 2i+1
}
. (10.4)
We subdivide these as follows:
U+i =
{
x : r∗ > t/2, 2i ≤ |u∗|+ 1 ≤ 2i+1, u∗ > 0
}
, U−i =
{
x : r∗ > t/2, 2i ≤ |u∗|+ 1 ≤ 2i+1, u∗ < 0
}
.
(10.5)
Thus, U+ are supported in the interior, and U− are supported in the exterior. Additionally, for any given
time slice, U+i is empty for sufficiently large i. We can construct a partition of unity {χU±i
} such that
the support of each is in the region {x : 2i−1 ≤ |u∗| ≤ 2i+2, r∗ > t/4} and derivatives satisfy the bound
∂r∗(χU±i
) . 2−i for some constant independent of i.
We now define the cylindrical region
(r˜, ω) ∈ A = [1/4, 4]× S2. (10.6)
We take maps from our cylinder to the region U±i as follows:
(r˜, ω)→ (t, t± 2ir˜ω), (10.7)
with an appropriate cutoff (recall that t is fixed). Here we scale the radial variable by approximately τ− and
the spherical variables by τ+. Then we take the fractional Sobolev estimates on the region A
‖χφ‖L∞(R) . ‖χφ‖H1/2+2ǫ1 , (10.8a)
‖χφ‖Lq(R2) . ‖χφ‖H1−2/q+2ǫ2 , (10.8b)
which hold for all ǫi > 0, 2 ≤ q < 4. Since the inequality
(1 + |ξx|
2)1/4+ǫ1(1 + |ξy|
2)1/2−1/q+ǫ2 . (1 + |ξx|
2 + |ξy|
2)1/2 (10.9)
holds in the phase space for sufficiently small ǫi (depending on q), taking charts gives us the inclusion
inequality
‖χφ‖L∞(r∗)Lq(S2) . ‖χφ‖H1(A) . (10.10)
We can take our change of variables, noting scaling, to get the estimate (10.3).
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This covers our estimates for the extended exterior. We now look at the far interior.
Lemma 10.3. If t ≥ 1, r < 3/4t, we have the following estimates for compactly supported functions f :
‖f‖L∞(R3) . t
−1/2
∑
X∈{S˜,Ω˜0i}
|I|≤1
∥∥XIf∥∥
L6(R3)
(10.11a)
‖f‖L6(R3) . t
−1
∑
X∈{S˜,Ω˜0i}
|I|≤1
∥∥XIf∥∥
L2(R3)
(10.11b)
Proof. This follows from a rescaling to the unit ball, noting that
t ‖∇f‖Lp .
∑
X∈{S˜,Ω˜0i}
|I|≤1
∥∥XI(f)∥∥
Lp
.
This follows almost identically from the proof in [17], noting that |∂φ| and |∂˜φ| are equivalent.
Finally, we consider the light cone estimate. As in [17], this is not strictly necessary in closing our
estimate, as we can get our full results using an L2(t)L∞(x) estimate following from the time slice Sobolev
estimates. However, this estimate gives us more precise control over the asymptotic behavior:
Lemma 10.4. For 2 ≤ q < 4, we have the global estimate
‖χφ‖L∞(u∗)Lq(S2r) . τ
−3/2−2/q
+
∑
X∈{u∗L˜,O}
|I|≤1
∥∥XI(χφ)∥∥
L2(C(u∗))
. (10.12)
Proof. This is similar to the proof of inequality (10.3), with two differences. First, due to boundary consid-
erations along the light cone, we need to take a Sobolev extension function across the endpoints of the time
slab t ∈ [1, T ]. Second, we take our dyadic decomposition in u∗ instead of u∗. This introduces a factor of τ+
instead of τ− in the analogue to the radial derivative ∂r˜ in the cylinder. However, this is paired with L˜, a
nicer behaving directional derivative.
We can now put everything together:
Theorem 10.5. Given a smooth test function φ, we have the following estimates:∥∥∥τ1+δ++ τ1/2+δ−− χφw1/2∥∥∥
L∞(R3)
.
∑
|I|,|J|≤1
X∈{τ−∂r∗}∪O,Y ∈O
∥∥∥τδ++ τδ−− XIY J(χφ)w1/2∥∥∥
L2(R3)
(10.13)
∥∥∥τ3/2+δ++ χφw1/2∥∥∥
L∞(Cu∗)
.
∑
|I|,|J|≤1
X∈{u∗L˜,O},Y ∈O
∥∥∥τδ++ XIY J(χφ)w1/2∥∥∥
L2(Cu∗ )
(10.14)
∥∥∥τ3/2+δ++ (1 − χ)φw1/2∥∥∥
L∞(R3)
.
∑
|J|≤2
Z∈{S˜,Ω˜0i}
∥∥∥τδ++ ZI((1 − χ)φ)w1/2∥∥∥
L2(R3)
(10.15)
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as well as their complex covariant equivalents∥∥∥τ1+δ++ τ1/2+δ−− χφ∥∥∥
L∞(R3)
.
∑
|I|,|J|≤1
X∈{τ−∂r∗}∪O,Y ∈O
∥∥∥τδ++ τδ−− DIXDJY (χφ)∥∥∥
L2(R3)
, (10.16)
∥∥∥τ3/2+δ++ χφ∥∥∥
L∞(Cu∗ )
.
∑
|I|,|J|≤1
X∈{u∗L˜,O},Y ∈O
∥∥∥τδ++ DIXDJY (χφ)∥∥∥
L2(Cu∗ )
, (10.17)
∥∥∥τ3/2+δ++ (1− χ)φ∥∥∥
L∞(R3)
.
∑
|J|≤2
Z∈{S˜,Ω˜0i}
∥∥∥τδ++ DIZ((1 − χ)φ)∥∥∥
L2(R3)
. (10.18)
Proof. This straightforwardly follows from (10.2)-(10.12), with powers of w and δ± added during the dyadic
decomposition.
We first look at a model inequality in 1+3 dimensions. The proof of this is adapted from an intermediate
result found in [8], and can be readily generalized to results which will be useful in our L2 and L∞ estimates.
We go through it in detail,
Lemma 10.6. For any function φ ∈ C∞0 , we have the inequality∫
Σt
(t+ r)2
∣∣∣∣ψr
∣∣∣∣2 dx . ∫
Σt
(r − t)2
∣∣∣∣∂r(rψ)r
∣∣∣∣2 dx. (10.19)
Proof. By transforming into spherical coordinates and noting that the integrating factor scales in r like r2,
we can reduce this problem to showing the inequality∫ ∞
0
(
t+ r
r
)2
(rψ)2 dr .
∫ ∞
0
(r − t)2∂r(rψ)
2 dr, (10.20)
where we have restricted ψ along lines of constant ω. To show that this is true, we first take the one-
dimensional inequality ∫ ∞
0
(Cf∂rΨ+ gΨ)
2
− ∂r(CfgΨ
2) dr ≥ 0, (10.21)
which holds as long as fgΨ2 is absolutely continuous and vanishes at 0 and at ∞. This is satisfied for
Ψ = rψ, where ψ is compactly supported. We can think of f and g as weight functions, and C is an
arbitrary constant. We can rewrite this as∫ ∞
0
(
C∂r(fg)− g
2
)
(rψ)2 .
∫ ∞
0
C2f2(∂r(rψ))
2 dr. (10.22)
As an aside, we note that if (C∂r(fg)−g
2) > ǫg2, for some ǫ depending on f, g, this is a meaningful inequality.
We select
f = r − t,
g =
r + t
r
.
Then,
∂r(fg) =
r2 + t2
r2
.
Selecting C = 4 we see that (
C∂r(fg)− g
2
)
≥
(
r + t
r
)2
.
The inequality (10.20) follows.
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Lemma 10.7. For 12 < s ≤ 1, and for compactly supported f , we have the estimate∫
Σt
τ2s+
∣∣∣∣ψr
∣∣∣∣2 w dx . ∫
Σt
τ2s−
∣∣∣∣Dr∗(r∗ψ)r
∣∣∣∣2 w dx. (10.23)
Proof. It suffices to prove this if Dr∗ is replaced with ∂r∗ , due to Kato’s inequality. As in the previous
lemma, we reduce to the one-dimensional inequality∫ ∞
0
τ2s+ |ψ|
2w dr .
∫ ∞
0
τ2s− |∂r∗(r
∗ψ)|2w dr. (10.24)
Since dr and dr∗ are equivalent, we can replace the former with the latter without issue. We now take
inequality (10.22), with r∗ in place of r, and
f = |r∗ − t|ssgn(r∗ − t)w1/2, (10.25a)
g =
|r∗ + t|s
r∗
w1/2. (10.25b)
We have that in this case is equal to
∂∗r (fg) = sgn(r
∗ − t)
2r∗2s|r∗2 − t2|s−1sgn(r∗ − t)− |r∗2 − t2|s
r∗2
w +
∂r∗(w)
w
(fg).
The last term is strictly positive, as ∂r∗(w) is supported when r
∗ − t > 0. We can rewrite
∂∗r (fg) ≥
((2s− 1)r∗2 + t2)|r∗2 − t2|s−1
r∗2
w.
Choose C such that (2s− 1)C ≥ 4. Then, noting s− 1 ≤ 0, it follows that
C∂∗r (fg) ≥
4|r∗2 + t2|s
r∗2
w.
For s ≤ 1, we have
C∂∗r (fg)− g
2 ≥ g2.
This gives us the preliminary estimate∫
Σt
|r∗ + t|2s
∣∣∣∣ψr
∣∣∣∣2 w dx . ∫
Σt
|r∗ − t|2s
∣∣∣∣Dr∗(r∗ψ)r
∣∣∣∣w dx. (10.26)
We can add a time-shifted estimate replacing t with t+ 1 to get the full estimate.
Similar reasoning gives us the inequality∫
Σt
τ2s+ τ
1+2δ
0
∣∣∣∣ ψr∗
∣∣∣∣2 (w′) dx . τ2s− τ1+2δ0 ∣∣∣∣Dr∗(r∗ψ)r∗
∣∣∣∣2 (w′) dx, (10.27)
as long as we have the inequality s+ δ > 1.
Now we look at an estimate restated from [16] which is not strictly necessary under our assumptions, but
will elucidate the energy bounds we use.
Lemma 10.8. Let γ > 1/2 be a constant, and take the weight
wγ =
{
1 r∗ < t
(1 + (r∗ − t))1+2γ r∗ ≥ t
Then, when 1/2 + 2δ < γ, 0 ≤ κ ≤ 1, the following inequalities hold for ψ with sufficient decay at ∞:∥∥∥τ−3/2− ψw1/2γ ∥∥∥
L2([0,T ]×R3)
.
∥∥∥τ−1/2− ∂r∗ψw1/2γ ∥∥∥
L2([0,T ]×R3)
(10.28a)∥∥∥τ−1− ψw1/2γ ∥∥∥
L2(R3)
.
∥∥∥∂r∗ψw1/2γ ∥∥∥
L2(R3)
(10.28b)
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Proof. We note that in the first case it suffices to prove the inequality for L2(R3) at all times t ∈ [0, T ],
squaring the resulting inequality and integrating in time gives us precisely (10.28a). Both results follow from
Lemma 13.1 in [16]. However, we can use (10.22) to present a slightly simpler version. We prove inequality
(10.28a) here and leave (10.28b) as an exercise for the reader. We set:
f = (1 + |r∗ − t|)−1/2r∗w1/2γ
g = (1 + |r∗ − t|)−3/2r∗w1/2γ
Then,
∂r∗(fg) =
{
∂r∗
(
(1 + r∗ − t)2γ−1r∗2
)
r∗ > t,
∂r∗
(
(1 + t− r∗)−2r∗2
)
r∗ ≤ t.
For r∗ > t, we can write this derivative as
∂r∗(fg) =
(
2
r∗
+
2γ − 1
1 + r∗ − t
)
fg ≥ C−1γ g
2, (10.29)
where we have used 2− δ > 0, 2γ − 1− 2δ > 2δ. Likewise, for r∗ < t, we have
∂r∗(fg) =
(
2
r∗
+
2
1 + t− r∗
)
fg ≥ 2g2, (10.30)
which again satisfies our inequality.
We now prove an estimate along the same lines which is better suited to our conformal Morawetz estimate.
This is an alternate proof to a similar result in [17]
Lemma 10.9. For p, q such that p > −1, |q| < p+ 1, and for test functions φ, we have the inequality∫
Σt
τp−τ
q
+|ψ|
2w dx .
∫
Σt
τp+2− τ
q
+
∣∣∣∣Dr∗(r∗ψ)r∗
∣∣∣∣2 w dx. (10.31)
Proof. First, note that this is as usual equivalent to the one-dimensional inequality∫ ∞
0
τp−τ
q
+|r
∗ψ|2w dr∗ .
∫ ∞
0
τp+2− τ
q
+|∂r∗(r
∗ψ)|2w dr∗. (10.32)
Additionally, we can replace τ− and τ+ with 1 + |r
∗ − t| and 1 + r∗ + t respectively. We take as usual
f = (1 + |r∗ − t|)p/2+1sgn(r∗ − t)(1 + r∗ + t)q/2w1/2
g = (1 + |r∗ − t|)p/2(1 + r∗ + t)q/2w1/2
Then,
∂r∗(fg) =

(
p+1+2δ
1+|r∗−t| +
q
1+r∗+t
)
fg r∗ > t,(
p+1
1+|r∗−t| −
q
1+r∗+t
)
fg r∗ < t.
Since g2 = fg(1 + |r∗ − t|)−1 and 1 + |r∗ − t| < 1 + r∗ + t, it follows that
∂r∗(fg) ≥ (p+ 1− |q|)g
2.
The result follows.
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