A fundamental problem in network data analysis is to test Erdös-Rényi model G n, and community detection ([19]). Existing work has been focusing on growing-degree regime a, b → ∞ ([9, 16, 19, 6, 5, 13, 14]) while leaving the bounded-degree regime untreated. In this paper, we propose a likelihood-ratio (LR) type procedure based on regularization to test stochastic block models with bounded degrees. We derive the limit distributions as power Poisson laws under both null and alternative hypotheses, based on which the limit power of the test is carefully analyzed. We also examine a Monte-Carlo method that partly resolves the computational cost issue. The proposed procedures are examined by both simulated and real-world data. The proof depends on a contiguity theory developed by Janson [15] .
Introduction
In recent years, stochastic block model (SBM) has attracted increasing attention in statistics and machine learning. It provides the researchers a ground to study many important problems that arise in network data such as community detection or clustering ( [2, 3, 22, 26, 8, 30] ), goodness-of-fit of SBMs ( [9, 16, 19, 6, 5, 13, 14] ) or various phase transition phenomena ( [20, 21, 4] ).
See [1] for a comprehensive review about recent development in this field. A key assumption in most of the literature is that the expected degree of every node tends to infinity along with the number of nodes n. For instance, in community detection ( [8, 30] ), such a condition is needed for proving weak consistency of the detection methods; to prove strong consistency, the expected degree is further assumed to grow faster than log n. For goodness-of-fit test, the growing-degree condition is needed to derive various asymptotic distributions for the test statistics ( [9, 16, 6, 5, 13, 14] ).
Many real-world network data sets are highly sparse. For instance, the LinkedIn network, the real-world coauthorship networks, power transmission networks and web link networks all have small average degrees (see [17, 25] ). Therefore, it is reasonable to assume bounded degrees in such networks. There is a breakthrough recently made by [20, 21, 4] about the possibility of successfully detecting the community structures when the expected degree of SBM is bounded. Specifically, the signal-to-noise ratio (SNR) of the multi-community SBM is used in these work as a phase transition parameter to indicate the possibility of successful detection. Motivated by such a groundbreaking result, it is natural to ask whether one can propose successful testing methods for SBMs with bounded degrees. Progress in this field may help researchers better understand the roles played by the expected degrees of SBMs in hypothesis testing, as well as provide a substantially broader scope of network models in which a successful test is possible.
In this paper, we address this problem in the bisection SBM scenario. We propose a likelihoodratio (LR) type test statistic to distinguish an Erdös-Rényi model versus a bisection SBM whose expected degrees are finite constants, and investigate its asymptotic properties. In what follows, we describe the models and our contributions more explicitly.
Models and Our Contributions. Let us provide a brief review for Erdös-Rényi model and
bisection SBM. Throughout the whole paper, assume that a > b > 0 are fixed and known constants unless otherwise indicated. For n ∈ N, let G n, a n , b n denote the bisection stochastic block model of random ±-labeled graphs in which each vertex u ∈ [n] := {1, 2, . . . , n} is assigned, independently and uniformly at random, a label σ u ∈ {±}, and then each possible edge (u, v) is included with probability a/n if σ u = σ v and with probability b/n if σ u = σ v . Let A = [A uv ] n u,v=1 ∈ {0, 1} n×n denote the observed symmetric adjacency matrix in which A uu = 0 for all 1 ≤ u ≤ n, and for 1 ≤ u < v ≤ n, A uv = 1 indicates the inclusion of edge (u, v) and A uv = 0 otherwise. Conditional on σ = (σ 1 , . . . , σ n ), the variables A uv , 1 ≤ u < v ≤ n, are assumed to be independent which follow P (A uv = 1|σ) = p uv (σ) and P (A uv = 0|σ) = q uv (σ), (1) where p uv (σ) = a n , σ u = σ v b n , σ u = σ v , q uv (σ) = 1 − p uv (σ).
The Erdös-Rényi model G n,
has the same average degree as G n, a n , b n . It is interesting to decide which model an observed graph is generated from. Specifically, we are interested in the following hypothesis testing problem (2) H 0 : A ∼ G n, a + b 2n vs. H 1 : A ∼ G n, a n , b n .
To be more specific, we want to test whether the nodes on an observed random graph belong to the same community, or they belong to two equal-sized communities.
Let κ = (a−b) 2 2(a+b) denote the signal-to-noise ratio (SNR) associated with G n, a n , b n . It was conjectured by Decelle, Krzkala, Moore and Zdeborová ( [11] ) that successful community detection is possible when κ ≥ 1, and impossible when κ < 1. This conjecture was recently proved by Mossel, Neeman and Sly ( [20] ) through Janson's continuity theory ( [15] ). In the meantime, their result indicates that no test can be successful when κ < 1 (see [20, 19] ), and so we primarily focus on the high SNR scenario κ ≥ 1. Classic likelihood-ratio (LR) tests for (2) are not valid since the probability measures associated with H 0 and H 1 are asymptotically orthogonal as discovered by [20] .
The result of [20] also implies that counting the cycles of length log 1/4 n leads to an asymptotically valid test; see their Theorem 4. However, such test is unrealistic since n should be at least e 81 to make the length at least 3. In Section 2, we propose a regularized LR-type test for (2) to address these limitations. Our test does not suffer from the orthogonality issue of LR and is applicable for moderately large n. Our test involves a regularization parameter that can reduce the variability of the classic LR test so that it becomes valid. Based on a contiguity theory for random regular graphs developed by Janson [15] , we derive the asymptotic distributions as power Poisson laws under both H 0 and H 1 , which turn out to be infinite products of power Poisson variables (see Section 2.1).
Based on power Poisson laws, we rigorously analyze the asymptotic power of our test. In Section 2.2, we show that the test is powerful provided that κ approaches infinity, and the limit power is not sensitive to the choice of regularization parameter. Our test is practically useful in that the parameters a, b can be consistently estimated when κ > 1, and so the regularization parameter can be empirically selected. Our procedure is based on averaged likelihood-ratios whose computational cost scales exponentially with n. This computational issue is partly resolved in Section 2.3 via
Monte Carlo approximations, with the number of experiments suggested to guarantee the success of such approximations. Simulation examples are provided in Section 3.1 to demonstrate the finite sample performance of our methods. In particular, our method achieves desirable size and power, while the methods designed for denser graphs appear to be less powerful.
Related References.
The problem of testing (2) has been recently considered by [9, 16, 19, 6, 5, 13, 14] but only in the growing-degree regime, i.e., a, b → ∞. Specifically, [9, 19, 16] proposed spectral algorithms; [6, 5] proposed linear spectral statistics and LR test relating to signed cycles; [13, 14] proposed algorithms based subgraph counts. In particular, the LR test by [6] was proposed under low SNR which may not be directly applicable here. The growing-degree condition is necessary to guarantee the validity of all these methods which also result in different asymptotic laws than ours. As far as we know, an effective testing procedure that distinguishes SBMs with bounded degrees is still missing. As a side remark, the power Poisson law is unique in sparse network models with bounded degrees as demonstrated in [15] . In the end, we mention a few papers addressing different models or testing problems than ours: [12] proposed a test for examining dependence between network factors and nodal-level attributes; [18] proposed a variant of multivariate t-test for model diagnosis based on a collection of network samples.
LR-Type Test and Asymptotic Properties
The classic LR test requires the calculations of the marginal probability distributions of A uv 's under both H 0 and H 1 . By straightforward calculations, it can be shown that, under H 1 , the marginal distribution of A is
and under H 0 , the marginal distribution of A is
,
. The classic LR test for (2) is then given as follows:
where p uv (σ) and q uv (σ) are defined in (1). However, [20] shows that P 0 (·) and P 1 (·) are asymptotically orthogonal when κ ≥ 1. So with positive probability, Y n is asymptotically degenerate to either 0 or ∞. Here we provide a more heuristic understanding for such degenerateness phenomenon. Note that the probability ratio
a+b , depending on whether u, v belong to the same community. When κ ≥ 1, i.e., a − b is large compared with a + b, the two probability ratios considerably differ from each other which brings too much uncertainty into Y n .
We propose a regularized LR test, called as ε-LR test, to resolve the degenerateness issue. The idea is quite natural: incorporate a regularization parameter ε into Y n to reduce its uncertainty.
Our ε-LR test is defined as follows. Let κ ε = (aε−bε) 2 2(a+b) , where a ε = a − ε, b ε = b + ε. For any ε satisfying
In other words, we replace p uv (σ) and q uv (σ) in (3) by their counterparts p ε uv (σ) and q ε uv (σ). The new probability ratio 
Here, λ m = Theorem 2.1 shows that, under H 0 , Y ε n converges in distribution to an infinite product of power Poisson variables. Its proof is based on a contiguity theory for regular random graphs developed by [15] . Power Poisson law is unique in sparse network with bounded degree, e.g., the number of subgraphs, the number of perfect matchings and the number of edge colourings all follow such a law (see [15] ). This decidedly differs from the growing-degree regime. For instance, when the average degree is growing along with n, [9] proposed a spectral algorithm that follows Tracy-Widom law; [6, 5] examined the classic LR statistics under κ < 1 and linear spectral statistics relating to signed cycles that follow power Gaussian law; [13, 14] proposed subgraph-based algorithms that follow Gaussian distributions.
According to Theorem 2.1, we test (2) at significance level α based on the following rule:
where w ε α > 0 satisfies P (W ε 0 ≤ w ε α ) = 1 − α. The following theorem shows that, under H 1 , Y ε n asymptotically follows another power Poisson law.
as n → ∞, where We notice that W ε 1 differs from W ε 0 only in the Poisson powers, i.e., Z 1 m has larger means than Z 0 m . Intuitively, the power of Y ε n should increase when such differences become substantial.
Based on Theorems 2.1 and 2.2, we can derive the asymptotic power of Y ε n as stated in the corollary below. The power is an unexplicit function of (a, b, ε).
Remark 2.2. The value of ε can be empirically selected. Specifically, choose ε to satisfy (4) and
with a, b therein replaced by their consistent estimators. Existence of such consistent estimators is guaranteed by [20] when κ > 1.
2.2. Power Analysis. Corollary 2.3 derives an asymptotic power P (a, b, ε) for Y ε n . In this section, we further examine this power and demonstrate whether and when it can approach one. It is challenging to directly analyze P (a, b, ε) for fixed a, b due to the lack of explicit expression. Instead, we will consider the relatively easier growing-degree regime (a + b → ∞) and discuss its connection to existing work. Theorem 2.4 provides an explicit expression for the limit of P (a, b, ε). Let Φ(·) denote the cumulative distribution function of standard normal variable and z 1−α denote its 1 − α
where
We remark that the limit power Φ 
The above (6) − z 1−α approaches one. The power behavior merely relies on κ while being free of ε. Our result is closely relating to [6] who investigate the asymptotic power of the classic LR test which nonetheless requires 0 < κ < 1. [19] proposed an efficient method based on semidefinite program but their size and power are not explicitly quantifiable like ours.
2.3.
Monte-Carlo Approximation. Despite its theoretically nice properties, the test statistic Y ε n might be computationally infeasible. This can be easily seen from (5), i.e., Y ε n can be viewed as the average of the quantity g ε n (σ) over the entire space of configurations {±} n , where
The computational effort for the direct averages scales exponentially with n. So an accurate and computationally efficient approximation of Y ε n would be needed for practical use. In this section, we consider the classical Monte Carlo (MC) method which randomly chooses a set of M configurations σ [1] , . . . , σ[M ] from {±} n . The MC method works directly under the bounded-degree regime. The average Y ε n is naturally approximated by the sample mean of g ε n (σ[l])'s, which may substantially reduce computational cost if M ≪ 2 n . However, a small choice of M may result in inaccurate approximation. An interesting question is how small M can be to ensure valid approximation. More explicitly, we aim to find an order of M such that the following approximation becomes valid:
The following theorem shows that the validity of (7) is possible. (7) holds under H 1 .
According to Theorem 2.5, (7) becomes valid when only M ≫ exp nκε 2 configurations are used,
for a constant c > 0. When κ ε is close to zero, this may substantially
However, MC method still requires heavy computation. A more efficient method would be highly useful.
Numerical Studies
In this section, we examine the performance of the proposed testing procedure through simulation studies in Section 3.1, and through real-world data sets in Section 3.2.
3.1. Simulation. The empirical performance of our test statistic Y ε n is demonstrated through simulation studies. We also compared our method with the spectral method proposed by Bickel and Sarkar [9] and the subgraph count method proposed by Gao and Lafferty [13] . Throughout we assume that both a and b are known. We evaluated the size and power of various methods at significance level 0.05. For size, data were generated from G n, a+b 2n . For power, data were generated from G n, 
Real Data Analysis.
In this section, we applied our procedure to analyze the political book data ( [23] ) which has 105 political books (nodes). Two books are connected if they were frequently co-purchased on Amazon. This data was analyzed by [29] who detected three communities. We used R package igraph based on a spin-glass model and simulated annealing to recover their findings, and denote the three communities by C I , C II , C III which contain 20, 44, 41 nodes, respectively. Books within the same community are expected to demonstrate similar political tendencies. The aim of this study is to examine whether our method can detect the existence of the communities. Our ε-LR method was based on M = 10 7 e nδ MC samples with δ ≈ 0.01 and ε ≈â +b 2 , where a = 21.633, b = 1.139 are MLEs of a, b under H 1 . We first examined whether H 0 is rejected (at 0.05) over each community. Table 4 summarizes the results. We find that all three methods rejected H 0 over C I . This incorrect decision might be due to the small size of the first community. Moreover, ε-LR failed to reject H 0 over communities C II , C III ; BS rejected H 0 over C II , C III ; GL rejected H 0 over C III while failed to reject H 0 over C II .
Method P-value CI CII CIII ε-LR 0.000 1.000 1.000 BS 0.000 0.000 0.000 GL 0.000 0.465 0.039 Table 4 P-values of three methods over communities CI , CII , CIII for Political Book Data.
We then examined whether H 0 is rejected for a subnetwork with nodes from two different communities. In particular, we uniformly sampled 20 nodes out of C II without replacement, and combined it with C I . Therefore, the combined network has two communities of 20 nodes each. We also examined the combination regimes C I & C II and C II & C III with 20 nodes uniformly sampled from C II in the former and from both C II , C III in the latter (so each combination has 40 nodes in total). We repeated each combination regime 100 times and calculated the proportions that H 0 was rejected.
Results are summarized in Table 5 . It is observed that all three methods rejected H 0 100 times over C I & C II hence the success rates are 100%. The rejection rates of ε-LR over C I & C III and over C II & C III are 92% and 83% respectively. The success rates of BS 100%, and the success rates of GL are 98% and 100%, for both combination regimes.
Method
Rejection Proportion 100%  92%  83%  BS  100%  100%  100%  GL  100%  98%  100%  Table 5 Rejection proportions by three methods in different combination regimes for Political Book Data.
Discussions
The work of [11] implies that extension of the current work to multi-community setting is highly important but nontrivial. As far as we know, only a few works address such settings but mostly in community detection. For instance, [22] provides a sufficient condition for impossible detection; [4] presents an information-theoretic phase transition for the SNR to yield successful detection which strengthens the work of [22] .
The test statistic Y ε n can be viewed as a type of partition function over Gibbs field. Popular approximations of partition functions in statistical physics include MC approximations and meanfield approximations. This paper only considers the former while leaves the latter as a future topic. Mean-field approximation has proven to work well in dense magnetism such as Curie-Weiss model (see [24] ). Recently, validity of mean-field approximation was established by [7] in the sparser settings which satisfy the so-called "mean-field assumption," i.e., the trace of the squared adjacency matrix is o P (n). This assumption fails in our setting in that the trace becomes O P (n). Additional theory is needed to extend the results of [7] . 
i , as n → ∞, for some µ i ≥ 0 and every finite sequence j 1 , . . . , j k of non-negative integers;
Remark 5.1. Janson (1995) [15] showed that the infinite product defining W in Proposition 5.1 converges in L 2 a.s. with EW = 1 and
Before proofs, we need the following lemma. Proof of Lemma 5.2. The first part was well known (see [20] ). We only prove the second part.
Denote E 1 the expectation based on hypothesis H 1 . Let H be a graph on a subset of [n] with vertex set V(H) and edge set E(H). Use 1 H to denote the 0-1 random variable that is 1 when E(H) ⊆ E(G) and P (H) for the probability that 1 H = 1. For 3 ≤ m ≤ k, let H m1 , . . . , H mjm be a
where the sum ranges over all tuples of distinct cycles
is an m-cycle and all cycles are distinct. Let A be the set of all such tuples of cycles for which the cycles are vertex-disjoint and letĀ be its complement, i.e., any tuple ofĀ contains two cycles with at least one common vertex. Then
Since the number of m-cycles on a graph of s vertexes is 
Since τ is broken into disjoint and independent (τ mi ) 3≤m≤k,1≤i≤jm , the above is equal to
Then the first part of (8) becomes
On the other hand, for any (H mi ) ∈Ā, H := ∪H mi has at most M − 1 vertexes and M edges, and |E(H)| > |V(H)|. Since
and there are n
|V(H)| |V(H)|! graphs isomorphic to H, then
Since there are a bounded number of isomorphism classes, the second part of (8) tends to zero as
for any k ≥ 3 and integers j 3 , . . . , j k . It follows by [27, Lemma 2.8] that the desirable result holds.
Proofs in Section 2.1
Proof of Theorem 2.1. Let E 0 denote the expectations under hypotheses H 0 . We will use Proposition 5.1 to prove the result, for which we will check the Conditions A1 to A4 therein. Some of the details are rooted in [20] . To ease reading, we provide the detailed proofs. Obviously, 
and [n]\V(H). By direct examinations we have
Since σ is broken into σ 1 and σ 2 which are supported on V and its complement respectively, and p ε uv (σ), q ε uv (σ) only depend on σ 1 when (u, v) ∈ E(H), (9) is equal to the following
, the number of edges over H mi with distinct end points. Following the proof of [20, Lemma 3.3] ,
Hence,
Let A be the set of tuples (H mi ) 3≤m≤k,1≤i≤jm for which the cycles are vertex-disjoint and letĀ be its complement.
jm (see proof of Lemma 5.2) we get that
. Similar to (9) one gets that, for H ∈Ā,
where the last inequality follows from p ε uv (σ) ≤ a ε /n and P 0 (H) = p
. So
which leads to H∈Ā E 0 Y ε n 1 H → 0 using a similar argument as the proof of Lemma 5.2 Part 2. So as n → ∞,
which verifies Condition A2.
Condition A3 holds due to the following trivial fact:
In the end let us check Conditions A4. Let
It is easy to check that
Let ρ = 
This verifies Condition A4. The result of Theorem 2.1 follows from Proposition 5.1. 
where the sum in (12) ranges over H, the collection of all M -tuples of cycles (H mi ) 3≤m≤k,1≤i≤jm
with each H mi an m-cycle, and A in the sum of (13) is the set of such tuples for which the cycles are vertex-disjoint and letĀ = H\A, i.e.,Ā contains M -tuples of cycles (H mi ) 3≤m≤k,1≤i≤jm with at least one common vertex among those cycles. Let us look at the first part of (13) . Take τ uniformly distributed from {±} n . For any H = (H mi ) ∈ H, define τ 1 , τ 2 to be the restrictions of τ over V(H) and [n]\V(H) respectively.
One can check that, for any H ∈ H,
which leads to that
Here
We will show that W ε H (σ, τ ) is uniformly bounded over σ, τ, H, and that
To see this, observe that
We note that
where the O(n −1 ) term is uniform for u, v, σ, τ, H. The first product in (17) is therefore equal to
. We turn to the second product in (17) . For any v ∈ V, let
Then the second product in (17) equals to
In the above we have used the following trivial facts:
. Note that
So the second product in (17) equals to
where the o(1) term is uniform for u, v, σ, τ, H, thanks to N 1 , N 2 ≤ M n. By law of large number, 
By direct examinations we have
which is nonrandom tending to κ ε . By Hoeffding's inequality: for any
From (18) there exists a universal constant C 0 such that Z ε H (σ 2 , τ 2 ) ≤ C 0 exp(κ n Z 2 n /2), hence, it follows from (19) that for all C > 0,
Therefore, by (19) we have that
We can also show that, as n → ∞, (21) sup
To see this, let
Both left and right hand sides in the above are free of H and converge to χ 2 1 thanks to ρ 0 → 0, a.s. So
This, together with (18), prove (21) .
Next let us analyze X ε H (σ 1 , τ 1 ). Assume H = (H mi ) 3≤m≤k,1≤i≤jm ∈ A. For 3 ≤ m ≤ k and 1 ≤ i ≤ j m , let τ 1mi , σ 1mi be the restrictions of τ 1 , σ 1 over the vertexes of H mi . Since H mi are
v ), the number of edges over H mi with distinct end points. Following the proof of [20, Lemma 3.3] , we get that . Meanwhile, it is easy to see that n M X ε H (σ 1 , τ 1 ) is almost surely bounded and the bound is unrelated to the vertexes of H, i.e.,
By (16), (20) , (23) , and bounded convergence theorem, we can show that
More precisely, using |A| =
jm (see proof of Lemma 5.2), (24) follows from the following Hence, as n → ∞,
As for E 1 Y ε n , note that it is equal to
Similar to (21), i.e., taking H therein as empty graph, one gets that
This verifies Condition A2.
Check Condition A3. Since
, and by (4), we have
Check Condition A4. By direct examinations it can be checked that
where σ, η, τ in the above expectation are independent and uniformly distributed over {±} n . By Taylor expansion and straightforward (but exhaustive) calculations, it can be shown that
Define
and We note that ρ 7 is independent of (ρ 4 , ρ 5 , ρ 6 ), and the condition κ ε < κ ε ∈ (0, 1/3) leads to uniform integrability of exp , and ρ 4 , ρ 5 , ρ 6 , ρ 7 jointly converge in distribution to independent standard normal variables. Therefore, we have that
By (25) we get that This verifies Condition A4.
In the end, notice that by (25) , Proof completed.
It follows from direct examinations that
