Sir,

Inferential statistics is being used to make inferences from our data to more general conditions, while descriptive statistics is used simply to describe what is there in our data. With inferential statistics, we try to reach conclusions that extend beyond our immediate data alone. For instance, we use inferential statistics to try to infer from the sample data what the population might think. Hypothesis testing (using *P*-values) and point estimation (using confidence intervals) are two concepts of inferential statistics that help in making inference about population from samples.\[[@ref1]\]

Hypothesis testing is a method of inferential statistics. Research begins with a hypothesis about a population parameter called the null hypothesis. The null hypothesis states that there is no difference in the outcome between the intervention group and the control group. Data are then collected and viability of the null hypothesis is determined in light of the data. Rejecting the null hypothesis provides evidence that the treatment had an effect. Now, the aim of tests of significance is to calculate the "probability" that an observed outcome has merely happened by chance. This probability is known as the "*P*-value".\[[@ref2][@ref3]\] If the *P*-value is small (*P*\<0.05), then null hypothesis can be rejected and we can assert that findings are 'statistically significant'. Rejecting the null hypothesis means that the findings are unlikely to have arisen by chance and rejecting the idea that there is no difference between the two treatments.When *P*\<0.05, the degree of difference or association being tested would occur by chance only five times out of a hundred. When *P*\<0.01, the difference or association being observed would occur by chance only once in a hundred.\[[@ref2]--[@ref4]\] Hence,if our goal is to assess whether trial results are likely to have occurred simply through chance or they are real, assuming that there is no real difference between new intervention and old, then *P*-value calculation can be helpful.It should, however, be noted that non-significance does not mean 'no effect'. Small studies may often report non-significance even when there are important, real effects, which otherwise a large study could have detected. Moreover, statistical significance does not necessarily mean a clinically important observation. It is the size of the effect that determines the importance and not the statistical significance. Moreover, hypothesis testing cannot tell us how large or small the effect is. If we want an estimate of the actual effect, we need the confidence interval.\[[@ref2][@ref4]\]

Confidence interval (CI) is defined as 'a range of values for a variable of interest constructed so that this range has a specified probability of including the true value of the variable. The specified probability is called the confidence level, and the end points of the confidence interval are called the 'confidence limits'. By convention, the confidence level is usually set at 95%. The 95% CI is defined as "a range of values for a variable of interest constructed so that this range has a 95% probability of including the true value of the variable". In simple words, it means that we can be 95% sure that truth is somewhere between 95% confidence interval. Because we are only 95% confident, there is a 5% probability that we might be wrong i.e. 5% probability that the true value might lie either below or above the two confidence limits. Thus, the 95% CI corresponds to hypothesis testing with *P*\<0.05. Hypothesis testing produces a decision about any observed difference: either that the difference is 'statistically significant' or that it is 'statistically insignificant,' whereas confidence interval gives an idea about the range of the observed effect size.\[[@ref2]--[@ref4]\] Major advantage of confidence interval is that we can also assess significance from a confidence interval. If the confidence interval captures the value reflecting 'no effect', this represents a difference that is statistically nonsignificant. If the confidence interval does not enclose the value reflecting 'no effect', this represents a difference that is statistically significant. Thus, not only 'statistical significance' (*P*\<0.05) can be inferred from confidence intervals, -- but also these intervals show the largest and smallest effects that are likely to take place.\[[@ref2][@ref4]\]

For absolute risk reduction, the value of no effect is zero because if a specific intervention leads to zero risk reduction (i.e. risk in control group minus risk in intervention group = 0), this means that it has no effect compared with the control. For ratios such as relative risk and odds ratio, the value of no effect is one because if the ratio is equal to one this means that the incidence of outcome in the intervention group is equal to that in the control group or there is no difference in the outcome between the intervention group and the control group.\[[@ref2]\] Now let us consider an example described in [Table 1](#T1){ref-type="table"}. For the first outcome measure, the observed difference is statistically significant at the 5% level, because the interval does not include a relative risk of one. Similarly for second outcome measure, the observed difference is also statistically significant at the 5% level, because the interval does not include a relative risk of one. But for the third outcome measure which shows a slight increase in risk in the experimental intervention group, the observed difference is not statistically significant at the 5% level, because the interval does include a relative risk of one.\[[@ref2]\]
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Another advantage of confidence interval compared to hypothesis testing is the additional information that it provides. The upper and lower limits of the interval give us information on how big or small the true effect might plausibly be, and the width of the confidence interval also gives us useful information. As a rule of thumb, it can be assumed that the narrower is the CI the better it is. If the confidence interval is narrow, we can be quite confident that any effects far from this range have been ruled out by the study.\[[@ref2][@ref4]\] However, by definition, there will always be 5% risk to assume a significant difference when actually there is none. Thus, you may be misled by chance into believing in something that is not real (type I error). This is an unavoidable feature of statistical significance, whether it is assessed using confidence intervals or *P*-values.\[[@ref4]\]

Thus, it can be concluded, as suggested by Akobeng AK (2008), that confidence interval is more informative than *P*-value. The *P*-value can be derived from the confidence interval; it provides no information on clinical importance and it is less informative. Hence, the practice of reporting confidence interval by the authors of the research articles is highly recommended.\[[@ref5]\] However, it is not unusual to find both statistical measures to be reported in research articles. In fact, du Prel *et al*., have suggested that the two statistical concepts are complementary and not contradictory because if the size of the sample and the dispersion or a point estimate are known, confidence intervals can be calculated from *P*-values, and vice versa.\[[@ref3]\]
