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The dynamic nature of vehicles and pedestrians in urban environments poses a challenge for 
autonomous driving to safely make control decisions. We propose a reinforcement learning based 
motion-planning algorithm for the autonomous vehicle to interact with a partially observable 
environment where the states will be obtained by LSTM, to enable the autonomous vehicle’s ability to 
impute information from the environment with no direct sensing method. To verify this algorithm, we 
conduct parametric study and check the collision rate and time-to-complete (TTC), signifying the 
autonomous vehicle safely reaching the goal position without collision.  
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Many companies have begun testing autonomous driving technology on public roads, primarily focusing 
on highway environments. Urban settings, however, remain a challenge as there are fewer interactions 
with vulnerable road users like pedestrians. While there are perception algorithms for detecting 
pedestrians and other agents readily available (e.g., You Only Look Once (YOLO) [20], these methods are 
imperfect and downstream tasks (i.e., decision-making, planning, and control) often assume accurate 
detection. This uncertainty is very important for understanding interactions between agents. While 
vehicle-vehicle interaction has been well studied, [21] vehicle-pedestrian interaction requires further 
study. [15] Pedestrians present a unique challenge, as they are relatively small in size and exhibit 
unpredictable movement patterns. 
In the dynamic and unpredictable urban environments, the autonomous vehicle will encounter 
numerous scenario such as light reflection from surrounding buildings, rainy and foggy weather, and 
vision obstructions. Under these circumstances, the vehicle cannot detect the exact location of the 
pedestrian, hence introducing a partially observable environment to the autonomous vehicle’s 
viewpoint. The partial observability, in this thesis, is perceived as noise in the detection of the 
pedestrian’s location. Because the pedestrian behavior is unpredictable and the response time for the 
vehicle is small, the noise’s influence on decision-making of the autonomous vehicle needs to be studied 
to tackle vehicle-pedestrian interaction problem. 
There are two major challenges to the vehicle-pedestrian interaction problem, object detection and 
pedestrian motion prediction. Many of the recent studies only studies one challenge and assume ground 
truth preliminary of the other. [22] In the real-world situation, these two challenges are intertwined, 
thus yielding very complex and irreproducible situations separating the experiment and real world.  
It is necessary to understand how autonomous vehicle will behave in such scenarios. To conduct 
experiment with an autonomous vehicle, we use reinforcement learning agent trained with proximal 
policy optimization (PPO) [4] to represent the autonomous vehicle’s decision-making and control 
module. We use along short term memory (LSTM) architecture [13] to encode multiple states into one 
hidden state to include extra information about the pedestrian’s movement pattern for the agent to 




This approach combining reinforcement learning and recurrent neural network used in this thesis 
demonstrates successful extraction of extra information from the environment, increased accuracy in 




2. Literature Review 
The typical approach in solving vehicle-pedestrian interaction is to understand pedestrian’s behavioral 
response to the autonomous vehicle. Kabtoul et al. [14] introduces a quantitative time-varying function 
model to estimate the behavioral response of the pedestrian participating in intelligent transportation 
scenario. This paper provides cooperation-based pedestrian trajectory planning model useful in 
predicting pedestrian’s behaviors when the pedestrian encounters the vehicle crossing laterally and 
frontally. 
Another way to predict the behavioral response in a vehicle-pedestrian interaction described in the 
model Probabilistic Crowd GAN [15] further explores this scenario by incorporating uncertainty and 
multimodality into the consideration of the pedestrian motion. They combine Recurrent Neural 
Networks and Mixture Density Networks to predict multimodal pedestrian motion. To differentiate the 
pedestrian motions in scenario where the autonomous vehicle is present, they also use Graph Vehicle-
Pedestrian Attention Network. The hybrid approach proves increased accuracy in modelling the 
multimodality and uncertainty in a vehicle-pedestrian interaction directly. 
In order to drive past a pedestrian safely and smoothly, autonomous vehicle needs to tackle with 
uncertainties regarding pedestrian’s current location and future movement intentions in real-world 
situations. Bai et al. [16] discussed how autonomous vehicle make predictions under such uncertainty 
using partially observable Markov decision process (POMDP). They demonstrate that POMDP can be 
using as an effective tool for the vehicle to make predictions under uncertainty. Combining recurrent 
neural networks with reinforcement learning method in path planning is efficient. The relationship 
between the real-world crowd dynamics and the reinforcement learning motion planning through 
limited action space is studied. [19] The integration between RNN and reinforcement learning improves 
the crowd motion prediction and planning accuracy considerably.   
Reinforcement learning is used as an effective tool to make control decisions and plan motions for 
robots. Chen et al. [17] contends that solving path finding problem in an environment where each 
agent’s goal is unknow to each other, can be computationally impossible. With deep reinforcement 
learning, the computational complexity can be effectively decreased by transforming this problem to an 
offline learning procedure. The paper C. Chen et al. [18] proposed using deep reinforcement learning 
method to model Human-Robot with Human-Human interaction problems to generate a model that can 
predict pedestrian trajectory and navigate the robot through crowd with time-efficient motion plans.  
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To study this problem, we applied reinforcement learning method to make control-decisions for the 
autonomous vehicle, and we specially focused on applying LSTM to process data to handle the partially 
observable input state date to output encoded states which will be formulated as Markov decision 
process (MDP) and then fed into PPO. A similar approach Li et al. [6] uses to deal with partially 
observable states in their study in mailing campaign. Their combination of Q-networks with LSTM 



















3.1 Problem formulation 
Our partially observable MDP can be represented by (S, A, P, r, s0, γ). In our MDP, S represents a finite 
set of states. Each state is represented by discrete time state composes of autonomous vehicle location, 
autonomous vehicle velocity, and pedestrian location. The partial observability, in our case, the noise 
around the pedestrian location, is realized by adding arbitrary static gaussian noise to the pedestrian 
location. A is the action space for the car with finite number of actions. P is the transition probability 
distribution represented by car dynamics and pedestrian dynamics specifically, speed of the car and 
pedestrian, and start time of the car and pedestrian. The rest are composed of the reward function r, 
the starting state s0,  and the discount factor γ. 
We begin the experiment by constructing a fully observable environment with only the autonomous 
vehicle and the pedestrian. This aims to test the Proximal Policy Optimization (PPO) method’s viability 
on a fully observable environment, where the pedestrian location in S is the ground truth without the 
gaussian noise.  
We created the environment on generalized reinforcement learning pipeline structure which includes 
training process, rollout storage, parallel environment, actor-critic model, generalized advantage 
estimation, and advantage normalization. We encode the environment to be a state-based matrix.  The 
car starts at y=15m and will try to reach the crosswalk located at y=33m without colliding the pedestrian 
on the crosswalk. Figure 1 is a visualization of this problem. The blue dot is the pedestrian trying to cross 
the cross walk at y=33m horizontally. The Black dot with red rectangle is the autonomous vehicle trying 




Figure 1 Visualization of the problem. Black dot with red outer rectangle is the autonomous vehicle and the blue dot is the 
pedestrian. 
The action space for the autonomous car is {+2, +1, 0, -1, -2 m/s^2}. The pedestrian travels at a constant 
speed from rightmost coordinates to leftmost coordinates horizontally along the crosswalk with a 
random start time. To encourage the autonomous agent to pass the crosswalk with reasonable amount 
of time and have a decent exploration of the environment, we set a time limit of 100 seconds and a 
reward of 3 for passing the crosswalk without collision happening and a reward of -1 for collision or 
timeout for each training scenario demonstrated by equation 1. By using singular positive reward at the 
terminal state instead of using an increasing reward function equation 2 and function 1 depending on 
the distance between car and the crosswalk, we eliminate possible trapping situation where the agent 
gets stuck and never passes the crosswalk.  
𝑅(𝑠, 𝑎) = {
3, 𝑠 = 𝑠𝑢𝑐𝑐𝑒𝑠𝑠
−1, 𝑠 = 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛, 𝑡𝑖𝑚𝑒𝑜𝑢𝑡
 
Equation 1: Reward function for the scenario 
𝐟(𝐝) = ((−0.0001 ∗  𝑑 −  0.05 ∗ (log [(0.03 ∗ 𝑑2 + 0.00001)] + 1)) + 1)/30 
Function 1: Increasing reward calculation with respect to current car’s distance to the goal for the equation 2 
𝑅(s, a) = {
−𝟏, 𝑠 = 𝑐𝑜𝑙𝑙𝑖𝑠𝑖𝑜𝑛, 𝑡𝑖𝑚𝑒𝑜𝑢𝑡
𝐟(𝐜𝐚𝐫_𝐝𝐢𝐬𝐭𝐚𝐧𝐜𝐞_𝐭𝐨_𝐠𝐨𝐚𝐥), 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
Equation 2: Increasing reward function for the scenario 
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With these settings, we established basic training environment for the agent. We will evaluate 
performance of the environment on three important metrics: success rate, collision rate, and timeout 
rate. 
3.2 Training Actor-Critic and LSTM 
We formulate the hidden state by stacking n states in time-sequential order using LSTM and feed the 
hidden state to the PPO to generate policy shown in figure 1.A. 
 
Figure 1.A Visualization of training process 
The policy gradient method for reinforcement learning we use in this thesis is proximal policy 
optimization (PPO). This method enables a gradient to update with multiple epochs of minibatches 
instead of one update per data sample. Comparing to other online policy gradient methods, PPO is 
easier to implement and has the advantage over sample complexity. This can decrease the training time 














We conduct two experiments in total. First experiment modifies the pedestrian movement pattern from 
moving at a constant speed from right to left to a more complex and random pattern and adds noise as 
a factor to introduce obscurity into the fully observable environment. The first experiment aims to test 
how our model responds to partial observability. After parametric study of the first experiment, we 
utilize the result and performs the second experiment. The second experiment inherits the first 
experiment’s pedestrian model, and in order to improve the reinforcement learning model’s 
susceptibility to partial observability, we apply a layer of recurrent neural network layer to include more 
information in each world state before using these states for training.  
4.1 Experiment 1: Dynamic pedestrian pattern 
From parametric study in figure 2, we believe that our model can be used to reach sufficient efficacy in 
encouraging the autonomous vehicle to reach the terminal state without timeout or collision. But in real 
world cases, pedestrian does not usually follow a constant speed while crossing the crosswalk. People 
act in variant movement patterns and have different responses when they see a vehicle approaching 
their vicinity. To generate a more meaningful result from our experiment and discover the impact of 
partial observability into the environment, we decide to implement a dynamic and randomized 
pedestrian model. 
We simplify the pedestrian pattern so that the randomness of the pattern will not overload our model. 
At first, the pedestrian will wait for a random seconds before start moving at a constant speed from 
right to left, then when the distance between car and pedestrian reaches certain dangerous limit, the 
pedestrian will randomly perform {increase speed, stop, decrease speed} in response to the approaching 
vehicle. Furthermore, we add noise parameter to the pedestrian’s position in the environment to 
introduce partial observability to our model. The result is shown in Figure 2, 3 and Table 1about the 





Figure 2 Parameters from different scalar multiples of normal distribution noise (bottom row is the scale of noise) 
 
Noise Scale Success rate Front collision rate Side collision rate Timeout rate 
0-1 67.69% 31.34% 0.96% 0 
0-2 62.61% 35.73% 1.66% 0 
0-3 82.17% 17.03% 0.78% 0.02% 
0.001-1 30.32% 42.85% 3.53% 23.29% 
0.001-2 60.17% 36.83% 2.95% 0.05% 
0.001-3 29.21% 45.46% 4.17% 21.17% 
0.005-1 29.60% 42.96% 4.08% 23.25% 
0.005-2 28.12% 40.96% 3.92% 27% 
0.005-3 68.72% 30.13% 1.16% 0 
0.1-1 28.25% 38.83% 3.46% 29.46% 
0.1-2 68.96% 29.97% 1.07% 0 
0.1-3 32.87% 49.96% 4.13% 13.04% 
0.5-1 63.54% 33.66% 2.80% 0 
0.5-2 47.30% 48.39% 2.50% 1.81% 
0.5-3 13.16% 37.23% 5.25% 44.36% 
 






Figure 3 (a) is an example of front collision, (b) is an example of side collision 
As we can see, our model can reach reasonable success rate with the more complex pedestrian model 
with no noise but responds poorly once we introduce noise. The three evaluation parameters become 
unpredictable and unstable regardless of the magnitude of the noise. We can derive that our model 
cannot handle obscurity from parametric study. One possible explanation would be that when the agent 
uses single time-step information pertaining the position of the pedestrian is not enough. For example, 
the actor trains on S1, the state at t=1, and generates a policy 𝜋 1 from false pedestrian position, 
pedestrian position with noise, when the critic tries to evaluate and maximize the value function with 
incorrect policy 𝜋 1, it will generate an incorrect value function v1. At next training episode, when the 
model improves 𝜋 1 to 𝜋 1*, the error just persists, and the model eventually fails to generate meaningful 
policy. 
4.2 Experiment 2: LSTM information stacking 
Because we believe that using single time-step state information in single time-step scenario cannot 
enable the agent to learn more information from the environment, for example, the existence of the 
noise factor of pedestrian’s ground truth location, or the direction of where the pedestrian is moving to. 
we decide to use recurrent neural network, specifically LSTM, to stack multiple time-step states 
information in single time-step scenario hence providing scalarly more information into a single time-
step training.   
To pack multiple time-step information into one, we increase the dimension of our previous state space. 
Suppose we want to stack 5 time-step of environment information, at time-step 5, the agent will receive 
information from time-step 1 to time-step 5. To further clarify, at time-step 1 where there is no previous 
time-step, we just stack duplicate time-steps of the least recent state available to this time-step. Time-
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step 1 will have five copies of itself, where time-step 3 will have three copies of time-step 1, one copy of 
time-step 2, and itself. Shown in figure 4. 
 
Figure 4 Demonstration of stacking multiple time-step information into single one 
By using previous state information as history of pedestrian movement pattern, we can now experiment 
with various choice of stacking and how our model responds to partial observability with this LSTM 
layer. Figure 5 and Table 2 shows the parametric study of this method with different number of stacking 
for each time-step. 
 






Number of timestep stacked Success rate Front collision rate Side collision rate Timeout rate 
 5-1 83.25% 16.21% 0.54% 0 
 5-2 2.08% 10.37% 0.75% 86.79% 
 10-1 21.58% 32.83% 2.46% 43.13% 
 10-2 6.17% 16.33% 1.12% 76.38% 
 20-1 39.08% 53.96% 6.08% 0.88% 
 20-2 33.58% 44.54% 4.21% 17.67% 
 30-1 31.33% 41.25% 3.25% 24.17% 
 30-2 37.36% 31.17% 5.21% 26.26% 
 
Table 2 Parametric study data 
Performing parametric study with 1/10 as scale for noise factor, we can see that when we stack five and 
ten time-steps into one, the agent cannot learn sufficient information. The behavior is still unpredictable 
and unstable. Although having relatively low success rate, the model with higher number of stacking, 
which the stacking number reaches twenty to thirty, the result becomes stabilized, producing a pattern.  
We attribute this pattern with two main reasons. First, the model stabilizes with a greater number of 
time-steps stacked together. This means that at each time-step, our model indeed extracted more 
information about the pedestrian from stacking and noticed the existence of noise. Second, with the 
LSTM layer, our model cannot generate a “good” policy to complete the task. This is because when the 
information of each time-step is sufficient to recognize noise and some other information like direction 
of movement, the task becomes more difficult for the agent. The increasing amount of timeout rate 
shows that the agent does not know what to do in this scenario where the pedestrian is surrounded by 
noise. The current reward function does not drive the agent to explore the environment enough to be 










By using LSTM to stack multiple discrete states into single hidden state, then feeding the single hidden 
state into the PPO training network, we first show that in a state-based setting, partial observability and 
uncertainty can significantly affect the performance of a reinforcement learning agent’s ability to 
produce efficient motion planning regardless of the magnitude of the partial observability. Then we 
demonstrate that we can enable the RL agent to recognize and deal with partial observability, in our 
case, noise, by successfully extracting useful information from the LSTM inferred hidden states.  
Using our model, the stability of producing efficient motion planning from the RL agent increases, 
whereas the overall success rate decreases comparing to the result obtained from fully observable 
environment. This shows that with the effective method to obtain more information about the 
environment, the complexity of the task increases. With the accessibility to more information, the RL 
agent will need more functionalities to achieve a better success rate. 
Our experiment is conducted in a constrained setting where there is only one pedestrian and one 
autonomous vehicle. In the real-world scenario, there could be multiple pedestrians and multiple cars. 
Our pedestrian movement pattern is also less random than how a real pedestrian would behave in such 
situation. In the future, we will continue studying this problem in a more diverse and dynamic 
environment where there are multiple agents and a more unpredictable and “real” pedestrian model. 
Understanding how reinforcement learning agent will perform under partially observable environment 
is a huge step forward in the realization of autonomous driving deployment in urban and suburban 
areas. In this way, navigating through single or multiple pedestrians safely and efficiently in a crosswalk 
scenario, where most of the vehicle-pedestrian interaction happens, is a crucial problem to solve in 
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