Intelligent senors have attracted particular attention in the recent past. This paper argues that an "intelligent sensor" should be able to perform on-board signal processing within the sensor's software in order to produce the optimal signal output. A generic intelligent sensor software architecture is described which builds upon the basic requirements of related industry standards. In this framework, advanced signal processing analyses and algorithms need to be employed. As a case study, we present a novel approach for the analysis of the effect of phase noise in devices such as chemical SAW sensors, gyroscopes, biochemical acoustic wave resonator based sensors and accelerometers.
INTRODUCTION
A new generation of sensors, -intelligent sensors -have in recent years become the focus of much research. Advances in fabrication technology in the area of micro-electro-mechanical systems (MEMS) combined with high performance computational capabilities and advanced signal processing algorithms have risen expectations; intelligent sensors should be able to perform self-diagnosis and self-calibration during operation.
In order to identify the functionalities of an intelligent sensor, the IEEE introduced the IEEE 1451 family of standards [1] , [2] , [3] , [4] . IEEE 1451 provides a formal definition of the basic requirements of an intelligent (or smart) transducer. These standards define the fundamental element of intelligence as the ability to self-identify, and complement this with on board memory and a set of digital, analogue and mixed communication interfaces.
On the other hand, the Self-Validating (SEVA) [5] , [6] sensors approach addresses the issue of intelligence at a higher level suggesting that an intelligent sensor should be able to validate its output and associate with it an uncertainty value. Also SEVA proposes a list of pre-defined values that describe a spectrum of diverse sensor conditions that can be used to communicate sensor state information to a higher level. The SEVA approach recently became a British Standard (BS-7986) [7] and is already endorsed by parts of industry.
Following either approach, a central task in the intelligent sensor implementation is the reliable estimation of the noise variance and drift in the circuit output. To perform this tedious task, both parametric and non-parametric approaches can be employed, based either on a detailed physical model or exclusively on the collected data. We discuss in detail possible implementations based on the Kalman filter algorithm or probability density estimators in [8] .
The present paper aims are twofold. Firstly, to outline an intelligent sensor software architecture in accordance with existing standards and which provides enhanced flexibility to meet the requirements of adverse applications. Secondly, in order to illustrate possible advanced signal processing methods that could be employed in such a framework, we perform a case study of the effect of phase noise in sensory systems that include internal oscillators. Such systems are encountered in a variety of applications, ranging from accelerometers and gyroscopes [9] , to SAW chemical sensors [10] and biochemical sensors [11] . A novel parametric analysis for the estimation of drift and phase noise variance in such sensors is presented that lifts the theoretical discrepancies of earlier analyses.
The paper is organized as follows. In section 2 we outline the main functionalities of the intelligent sensor software architecture while in section 3 we describe the particular software modules. Section 4 includes background theory on recent advances in oscillator modeling while we estimate the drift and variance of a sensor that includes a noisy oscillator in section 5. This analysis is prerequisite for the parametric fault detection and drift estimation algorithms described in further detail in [8] . Finally, in section 6 we discuss the conclusions and possible future enhancements of this work.
INTELLIGENT SENSOR ARCHITECTURE
The intelligent sensor defined here comprises a system of individual sensors and software modules, addressed as a single entity. We propose a generic software architecture for intelligent sensors that is compatible with the requirements introduced by IEEE 1451 to incorporate the following functionalities:
. Real-time fault and drift detection, fault isolation and signal conditioning. . Communication of sensor condition to the sensor management level. . Adaptation to environmental changes. The architecture is intentionally generic enough to allow for a wide range of implementations, while achieving the functionalities outlined above and is illustrated in Fig. 1 . The key component of the design is an array of sensors measuring the primary measurand. By employing sensor arrays, the architecture actively advocates redundancy of information and makes use of such redundancy for self validation and reconfiguration. Nevertheless, the design is generic, and the array of primary measurand sensors can reduce (depending on the application) to a single sensor coupled with fault detection module without affecting the functionality, as will be explained later.
The operating environment is monitored by one or more arrays of sensors measuring various environmental attributes (temperature and humidity for the example of Fig. 1 ). The exact number and nature of the attributes observed is dependant on the type of the primary measurand sensors. Each participating sensor is individually monitored by a Fault Detection (FD) module. The outputs of the FD modules in each sensor array are combined by a common modality internal fusion (CMIF) module, which provides a single value and associated uncertainty for each of the measured attributes.
Information about the operating regime is subsequently used to enhance the fault detection process of the primary measurand. To this end, the Regime Change Detection (RCD) module makes use of environmental information to dictate which sensor model should be employed by the fault detection modules of the primary measurand sensors. In addition, the RCD module is able to take immediate action (i.e. shut down a sensor) to protect the sensing element or issue a warning signal.
Furthermore, knowledge of the environmental conditions is used by the Uncertainty Value Refinement (UVR) module to assess whether the sensor operates within the manufacturer's recommended conditions and weight the confidence on the measurement accordingly. Finally, the behavior of the intelligent sensor at a larger timescale is monitored by the LongTerm Drift Compensation (LTDC) module. The LTDC module identifies and compensates for long-term drift or bias effects typically associated with the ageing of the sensing element.
INTELLIGENT SENSOR SOFTWARE MODULES
A. Fault Detection Two parallel fault detection processes, namely novelty detection and residual based, run within the fault detection module. The former is a non-parametric fault detection approach while the latter is based on a parametric sensor model.
. Novelty detection determines whether the incoming data belongs to the same underlying process as data from a healthy sensor. The data-based model employed is a model of the probability density function for data collected from the sensor [12] . 
ANALYSIS OF THE EFFECT OF PHASE NOISE IN SENSORS -BACKGROUND ON PHASE NOISE MODELING
As mentioned in the previous section it is desirable to be able to implement both parametric and non-parametric algorithms in a fault detection and drift estimation context. Parametric models need to account for the actual physical processes in the device and as a result require extensive experimental and accompanying theoretical models. Whatever the case may be, it is imperative to characterize the main noise sources and their potential effect on the sensor output.
For a large number of sensors their operation is based on internal oscillators and as a result the analysis of their noise performance is translated to the analysis of the phase noise characteristics of noisy oscillatory systems. In this context, two approaches were mainly adopted in literature. The use of the "Allan variance" [15] and the empirical spectral model introduced by Leeson [16] . The "Allan's variance" characterizes the phase noise through the second order empirical moment estimates of first order phase differences. On the other hand, Leeson' s model suggests that the phase noise power spectral density (PSD) of a noisy oscillator is described as a sequence of power law regions of the type koe E {0, 1,2,3} (1) where f represents the deviation from the nominal oscillation frequency.
Both approaches are ambiguous in the matter of the effect of phase noise in the frequency region near the oscillation frequency, as the thus projected noise energy is infinite. This modeling discrepancy was the topic of vibrant discussions in the research community, especially in what concerns the effect of flicker noise sources in the oscillator loop.
Recently in [17] , the aforementioned theoretical problems were overcome using the correlation theory of frequency fluctuations. A novel enhanced oscillator spectral model was derived that accounts for all the main types of power law phase noise and whose parameters can be readily evaluated from trivial macroscopic spectral measurements. More specifically, the proposed model is based on the following observations:
i Phase noise can be efficiently approximated as the sum of power-law processes resulting from integration of frequency fluctuations. At relatively high frequencies where the "small angle approximation"' is valid the oscillator PSD coincides with the phase noise PSD. ii A band-limited white-like phase noise component is expected to generate a weak tone on the oscillator frequency added to a band-limited white-like noise region. Fig. 2 and assumes that the oscillator can be treated as a wide sense stationary random process and that flicker phase noise sources generate finite variance noise terms.
In the following section we will use the enhanced oscillator spectral model to provide estimates of the drift and noise variance in the output of a sensor whose operation is based on internal oscillators.
ESTIMATION OF DRIFT AND PHASE NOISE VARIANCE DUE TO PHASE NOISE
As discussed previously, real oscillators suffer from phase noise that distorts the system short-term and long-term stability. In subsection 5-A we derive in parametric form the amount of drift in the output of such a sensor, while in subsection 5-B we will demonstrate the evaluation of noise variance. Finally 'The small angle approximation states that e 1 + j / when X < 1 2Lorentzian is the shape of the power spectrum of a first order low-pass filter 3Also known as Doppler lineshape A. Drift Estimation In order to quantify the resulting drift effect, we begin with considering the complex valued oscillation: (2) where b(t) is an analytic version4 of a real oscillator at wOSC = 2wfosc assuming negligible amplitude noise. In [17] the correspondence in terms of mean and variance between a real valued oscillator and its complex valued counterpart (analytical representation) is provided. In (2) The spectral modeling of the noisy oscillator we presented in section 4 is based on macroscopic measurements of the output PSD at frequencies higher from the nominal oscillation frequency (reliable measurements cannot be taken very close to the oscillation frequency). In order to understand the generation mechanism of the near-carrier phase noise we start from the following observations: (i) in the oscillator internal loop noise components at frequencies close to the oscillation frequency (rule of thumb: lower than the half-rate frequency of the oscillation) will be frequency modulated. (ii) Noise components at higher frequencies will be phase modulated. region. The lower knee frequency of transition from the deep-intothe-carrier to the power law region can be readily evaluated using the above model and the oscillator one-sided PSD at a frequency offset f from the oscillation frequency is given in closed form below: 
In the following we provide an illustration of the use of the described spectral model for phase noise analysis.
C. Case Study: Biochemical Sensor Based on Acoustic Wave Resonators [11] In [11] , a biochemical sensor based on interface biochemistry using a film bulk acoustic wave resonator is presented. The sensor detects mass differences on a biochemically prepared surface that translates them into changes in the output oscillation frequency. A phase noise analysis of the sensor is performed and it was found that at a frequency offset in the region from 1 kHz to 10 MHz from the oscillation frequency, the PSD followed a k2 /f2 characteristic. Based on the information available, a Lorentzian region is enough to describe the given sensor PSD. From the measurements provided in Fig. 8 in [11] , we can estimate the PSD parameters. We have that at a frequency offset f = 1000 Hz, the phase noise level is -80 dBc/Hz. Therefore, the coefficient k2 characterizing the Lorentzian type PSD of the sensor is evaluated as: (7) 2 10 8 => k2 = 0.01
According to the provided measurements, the sensor output noise is generated from Brownian motion phase noise with PSD as given below: k2 rl-I 0.01 S(f) = 7w2k2 + f2 0.1 + f2 (8) The phase noise variance relative to the carrier power can be evaluated as the integral of (8) in the offset frequencies region of interest.
6. CONCLUSIONS The present paper presents an intelligent sensor software architecture and discusses a novel parametric approach for phase noise analysis in sensory systems. We show that it is possible to incorporate the requirements of existing standards in the area of intelligent transducers using a module based approach for the hardware implementation of the fundamental components of "intelligence" . Furthermore, we present an
