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（Rubin, 1987; Carpenter and Kenward, 2013）などのパラメトリックな手法であり，もう 1つは
逆確率重み付け法（inverse probability weighting; Robins et al., 1994; Seaman and White, 2011）
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Z1 = (Z11, . . . , Z1m), . . . ,Zn = (Zn1, . . . , Znm)(2.1)
を測定する状況を想定し，これらはある確率分布からのランダムサンプル（互いに独立で同一の
確率分布に従う確率ベクトル）であるとする．但し，これらのデータは必ずしも全て観測される
とは限らないとし，例えば，対象者 1 に対しては Z11から Z1mまでが観測されるが，対象者 n
に対しては Zn1と Zn2しか観測されないということが起こり得るとする． このとき，観測の指
示変数 Rij を，Zij が観測されれば 1, 欠測すれば 0の値を取る確率変数として定義し，対象者 i
に対する観測データ（Ziの各成分のうち，実際に観測される部分）を Ziと Ri1, . . . , Rimの関数
として O(Z i, Ri1, . . . , Rim)と表すことにすると，データの欠測メカニズムは以下のように分類
される（Rubin, 1976; Little and Rubin, 2002）．
•完全にランダムな欠測（Missing Completely At Random, MCAR）
∀r1 ∈ {0, 1}, . . . , ∀rm ∈ {0, 1},
P (Ri1 = r1, . . . , Rim = rm|Z i) = P (Ri1 = r1, . . . , Rim = rm)
•ランダムな欠測（Missing At Random, MAR)
∀r1 ∈ {0, 1}, . . . , ∀rm ∈ {0, 1},
P (Ri1 = r1, . . . , Rim = rm|Z i) = P (Ri1 = r1, . . . , Rim = rm|O(Z i, r1, . . . , rm))
•ランダムでない欠測（Not Missing At Random, NMAR)
∃r1 ∈ {0, 1}, . . . , ∃rm ∈ {0, 1} s.t.








正確に表すと上述のようになる．最も単純な場合として，m = 2で Zi1 の方は常に観測される
という状況を考えてみると，この場合，観測の指示変数は Ri2の方だけ考えればよく，MARは
P (Ri2 = r|Zi1, Zi2) = P (Ri2 = r|Zi1) (r = 0, 1)と表される．これはつまり，Zi2 が観測される
かどうかの傾向は（常に観測される）Zi1の値のみによって決まることを意味している．例えば，
ある集団に対する健康診断において血圧の値を（日を改めて）2回に分けて測定する場合，1回目













単一代入法といった単純な方法が用いられているが（Eekhout et al., 2012），これらは非常に限
られた状況でしか正当化されない．例えば，上述の血圧測定の例において（記号を見やすくする















際，大数の法則より（n →∞のとき）ˆμCC は E(Yi|Ri = 1)に確率収束し，漸近バイアス








{RiYi + (1−Ri)m(Xi; βˆ)}.(2.2)
ここで βˆ は，ある回帰モデル E(Yi|Xi) = m(Xi;β)（例えば線型回帰なら，m(Xi;β) =




的なバイアスは 0となる．しかしながら，推定の対象を例えば Yiの 2次モーメント ν = E(Y 2i )
に置き換えると，回帰代入法によるその推定量

















S = {p(z; θ) | θ ∈ Θ ⊂ Rq}
に属していると仮定し，Z i の各成分の（条件付き）同時観測確率もまた
P (Ri1 = r1, . . . , Rim = rm|Z i = z) = ω(r1, . . . , rm, z;ψ) (ψ ∈ Ψ ⊂ Rr)
と（パラメトリックに）モデル化されているとすると，全対象者の観測データ






p(Z i; θ)ω(Ri1, . . . , Rim,Zi;ψ)dZ
m
i
で与えられる．但し，Zmi は Z iにおける欠測部分を表す（つまり，Z
m
i = O(Z i, 1−Ri1, . . . , 1−
Rim)）．ここでもし，データの欠測メカニズムがMARであるとすると，ω(Ri1, . . . , Rim,Zi;ψ)








i ; θ)ω(Ri1, . . . , Rim,Zi;ψ), po(Z
o
































観測データから最尤法によって完全データZ i (i = 1, . . . , n)の分布に関する推測を行う際には，
上述の p(z; θ)のようにZ iの分布（確率密度関数）が完全にパラメトリックにモデル化されている
必要があるが，実際に推測の対象となる興味あるパラメータは，θの一部（あるいは多対一関数）
であることが多い．例えば，2.2節で触れた血圧測定の例で見てみると，興味あるパラメータは 2

















ここで e(Xi) は，Xi が与えられた下で Yi が観測される条件付き確率を表し（i.e. e(Xi) =
P (Ri = 1|Xi)），しばしば傾向スコア（propensity score）と呼ばれる．この推定量は，Complete-
Case（Ri = 1）の各対象者に対して，Yiの値をその観測確率（傾向スコア）の逆数倍することによっ
て欠測値を疑似的に復元し，それらについて標本平均を取るという考え方に基づいているが，こ




1 + exp(α0 + α1Xi)










き μˆIPW は MARの下で μの一致推定量になる．IPW推定量は直観的に分かりやすく，完全
データに対するモデル化も不要であるが，通常は傾向スコアに対するモデル化が必要となるの
でそれが誤特定されれば，（漸近的に）バイアスが生じる．また，そのモデルが正しく特定され



















ここで βˆ は，ある回帰モデル E(Yi|Xi) = m(Xi;β)に対して，β を観測データから（最小二乗）
推定したものである．推定量 μˆDR は，形式的には回帰代入法による推定量（2.2）において，Ri
を Ri/eˆ(Xi)に置き換えたものになっているが，MARの下で以下の性質を持つ．
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（1） 傾向スコア e(Xi)に対するモデル e(Xi;α)と条件付き期待値 E(Yi|Xi)に対するモデル
（回帰モデル）m(Xi;β)のうち，少なくともどちらか一方が正しく特定されていれば，DR
推定量 μˆDR は μ に対して一致性を持つ．
（2） どちらのモデルも正しく特定されていれば，DR推定量 μˆDRの漸近分散は IPW推定量
μˆIPW よりも小さくなり，さらにセミパラメトリック漸近有効となる．
























S = {p(z; θ, η) | θ ∈ Θ ⊂ Rr, η ∈ H}(3.1)




E(Y |X) = m(X ; θ)(3.2)
を考えたとき，Z = (Y,X)の確率密度関数は






η1(,x)d = 0 (∀x),
∫
η2(x)dx = 1













φ(Z i, θ, η) + op(1) (∀θ ∈ Θ, ∀η ∈ H).(3.3)
ここで，φ(z, θ, η)は
E{φ(Zi, θ, η)} = 0, E{‖φ(Z i, θ, η)‖2} < ∞ (∀θ ∈ Θ, ∀η ∈ H)
を満たすある r次元のベクトル値関数であり，推定量 θˆ の影響関数（inﬂuence function）と呼ば
れる（但し，op(1)は n →∞のときに 0に確率収束する項を表す）．式（3.3）を満たす推定量 θˆは




一致性：θˆ → θ（確率収束）, 漸近正規性：√n(θˆ − θ)→ N(0,Avar(θˆ))（分布収束）.
ここで，Avar(θˆ)は θˆの漸近分散共分散行列と呼ばれ，











= 0 (∀θ ∈ Θ, ∀η ∈ H)




u(Z i, θ) = 0
の解として得られる θ の推定量を θˆ とすると，ある適当な正則条件の下で θˆ は一致性を持ち，
また以下の関係式が成り立つ．
√











u(Z i, θ) + op（1) (∀θ ∈ Θ, ∀η ∈ H).





















































i=1 f(Z i)である． 推定関数（推定方程式）は，セミパラメトリックモデルの下でのパラメー
タ推定法としてよく用いられるものであり，次節で述べる欠測データに対するセミパラメトリッ
クな解析法においても重要な役割を果たすが，推定関数について詳しくは例えば，van der Vaart











定義 1.（パラメトリックサブモデル）セミパラメトリックモデル S の各点 p(z; θ, η)に対し
p(z; θ, η) ∈ Ssub ⊂ S(3.6)
を満たすパラメトリックモデル
Ssub = {p(z; θ,γ) | θ ∈ Θ ⊂ Rr,γ ∈ Γ ⊂ Rs} (sはある自然数)
を，p(z; θ, η)における S のパラメトリックサブモデルという．
定義 2.（局外接空間）セミパラメトリックモデル S の各点 p(z; θ, η)に対し，上記のパラメト
リックサブモデル Ssub の局外接空間を
TNθ,γ（Ssub) = {λT sγ(z, θ,γ) | λ ∈ Rs}
として定義する．ここで，γ は p(z; θ, η)に対応するもの（つまり p(z; θ, η) = p(z; θ,γ)）であり，








を，p(z; θ, η)における S の局外接空間（nuisance tangent space）という．但し，ここでパラメト
リックサブモデル Ssub の局外接空間 TNθ,γ（Ssub)は
< h1, h2 >θ,η= E{h1(Z)h2(Z)} (∀h1, h2 ∈ Hθ,η)
を内積とするヒルベルト空間
Hθ,η = {h | E{h(Z)} = 0, E[{h(Z)}2] < ∞}(3.8)
（Z は p(z; θ, η)を密度関数とする確率ベクトル，hは Z の値域で定義された実数値可測関数）








の RAL推定量 θˆの影響関数 φ(z, θ, η)は，必ず以下の条件を満たす．
φ(z, θ, η) ⊥ TNθ,η(S),(3.9)
E{φ(Z , θ, η)sθ(Z , θ, η)T } = Ir (r次の単位行列).(3.10)
ここで，（3.9）は影響関数 φ(z, θ, η)の各成分が（ヒルベルト空間Hθ,η の内積に関して）局外接空
間 TNθ,η(S)に直交していることを意味し，（3.10）における sθ(z, θ, η)は θに関するスコア関数を
表す．すなわち
sθ(z, θ, η) =
∂
∂θ












ラメータ θ の任意の RAL推定量 θˆ の漸近分散共分散行列 Avar(θˆ)に対し，以下の不等式が成
り立つ．
Avar(θˆ) ≥ [E{sEθ (Z , θ, η)sEθ (Z , θ, η)T }]−1.(3.11)
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φE(z, θ, η) = [E{sEθ (Z , θ, η)sEθ (Z , θ, η)T }]−1sEθ (z, θ, η)
で与えられるときに成立し，この φE(z, θ, η)を θに関する有効影響関数（eﬃcient inﬂuence func-

























SF = {p(z;β, η) | β ∈ B ⊂ Rp, η ∈ H}
に属しているとする．ここで，βは有限次元（p次元）の興味あるパラメータ，ηは無限次元の局
外パラメータである．Rij を Zij の観測指示変数（つまり Zij が観測されれば 1, 欠測すれば 0の
値を取る確率変数）とし，データの欠測メカニズムがMARであるとすると，2.3節と同様の議
論により，対象者 iに対する観測データ










p(z;β, η)dzm (z = (zo, zm)),(4.1)










SO = {q(zo, r;β, η) | β ∈ B ⊂ Rp, η ∈ H}
の局外接空間およびその直交補空間は，以下のように与えられる．
命題 3.（観測データ局外接空間とその直交補空間—データ観測確率が既知の場合—）完全デー
タモデル SF の（点 p(z;β, η)における）局外接空間を TNF，完全データヒルベルト空間
HF = {h | E{h(Z)} = 0, E[{h(Z)}2] < ∞}
における TNF の直交補空間を ΛF とし，また，観測データモデル SO の（点 q(zo, r;β, η)にお
ける）局外接空間を TNOη ，観測データヒルベルト空間
HO = {g | E{g(Zo,R)} = 0, E[{g(Zo,R)}2] < ∞}
における TNOη の直交補空間を Λ
O
η とする．このとき，HF からHO への線形作用素（線形写像）
LとHO からHF への線形作用素 L∗ をそれぞれ
L(h)(Zo,R) = E{h(Z)|Zo,R} (∀h ∈ HF )
L∗(g)(Z) = E{g(Zo,R)|Z} (∀g ∈ HO)
によって定義すると，
TNOη = L(TNF ) = {L(h) | h ∈ TNF }(4.3)
ΛOη =（L∗)−1(ΛF ) = {g ∈ HO | L∗(g) ∈ ΛF }(4.4)
が成り立つ．
式（4.4）は，ΛOη が線形方程式 L∗(g) = h（hは ΛF の任意の要素）の解集合を（h ∈ ΛF について）
全て併合したものであることを示しているが，I(R = r)をR = r であれば 1，そうでなければ
0の値を取る 2値の確率変数とし，1 = (1, . . . , 1)T ∈ Rm, また P (R = 1|Z) > 0と仮定すると
g(Zo,R) =
I(R = 1)h(Z)
P (R = 1|Z)




P (R = 1|Z) + Ker（L
∗)(4.5)







I(R = r)− I(R = 1)P (R = r|Z)











r = O(Z , r)
のある実数値関数を表す．式（4.6）の表現は一般にはこれ以上簡単にならないが，単純な場合と







但し，Rは Z（の全ての成分）が観測されれば 1, そうでなければ（つまりW が欠測すれば）0の
値を取る 2値の観測指示変数であり，e(V ) = P (R = 1|V ), また h(V )は V のある実数値関数
である．
4.3 観測データ局外接空間とその直交補空間 2 —データ観測確率が未知の場合—
さて，次にデータの観測確率（4.2）が未知の場合について考える．このときは，（4.2）を観測
データから推定する必要があるが，そのためにそれをパラメトリックにモデル化し，一般に
P (Ri = r|O(Z i, r) = zo) = ω(zo, r;α) (α ∈ A ⊂ Rq)
と表すことにすると，観測データモデル
SO = {q(zo, r;β,α, η) | β ∈ B ⊂ Rp,α ∈ A ⊂ Rq, η ∈ H}(4.8)
但し，q(zo, r;β,α, η) = po(zo;β, η)ω(zo, r;α)(4.9)
の局外接空間とその直交補空間は以下のように与えられる．
命題 4.（観測データ局外接空間とその直交補空間—データ観測確率が未知の場合—）観測デー
タモデル SOの（点 q(zo, r;β,α, η)における）局外接空間を TNO,観測データヒルベルト空間HO
における TNO の直交補空間を ΛO とすると，
TNO = TNOη ⊕ TNOα , TNOη ⊥ TNOα(4.10)
ΛO = {h−Π(h|TNOα ) | h ∈ ΛOη }(4.11)
が成り立つ．ここで，TNOα は SO の（有限次元の）局外パラメータ αに関する接空間，すなわち
















観測データに基づくパラメータ β の RAL推定量の影響関数（観測データ影響関数）は，一般に
次のように表されることが分かる．
φO(Zo,R,β,α, η) = φO (Z




I(R = 1)φF (Z ,β, η)
ω(Z ,1;α)
+ k(Zo,R,α)
であり，φF (Z ,β, η)は完全データに基づく β の RAL推定量の影響関数（但し，命題 1の（3.9）
と（3.10）を満たすという意味において），k(Zo,R,α) はその各成分が Ker（L∗)に属するRp 値
関数である．また（4.12）の右辺第 2項は，成分ごとに直交射影を取るものとする．
さて，RAL推定量の漸近分散共分散行列はその影響関数の分散共分散行列によって与えられ





























φO(Zo, R,β,α, η) =
RφF (Z ,β, η)
e(V ;α)
− R− e(V ;α)
e(V ;α)
E{φF (Z ,β, η)|V }.(4.14)
ここで，Z = (V T ,W T )T であり，V は常に観測され，W は観測されるか（全ての要素が）欠測
するかのどちらかである．また，Rは Z（の全ての成分）が観測されるかどうかを表す 2値の指
示変数で，e(V ;α)は傾向スコア P（R = 1|V )に対するパラメトリックモデル（ロジスティック
回帰モデル等）である．




する完全データ推定関数 uF (Z ,β)が与えられると，（推定方程式を通して得られる RAL推定
量の影響関数として）完全データ影響関数













− R− e(V ;α)
e(V ;α)
E{uF (Z ,β)|V }(4.16)
によって βに対する観測データ推定関数を与えると，これから得られる βの RAL推定量の影
響関数は
φOu (Z
o, R,β,α, η) =
RφFu (Z ,β, η)
e(V ;α)
− R− e(V ;α)
e(V ;α)
E{φFu (Z ,β, η)|V }(4.17)
となる． 但しこれは（4.16）において，（E{uF (Z ,β)|V }の部分の計算に必要な）V が与えられた
下でのW の条件付き分布とパラメータ αが既知であると仮定した場合のものである．しかし
ながら実際にはこれらは未知なので，推定関数（4.16）を用いるためにはこれらを観測データか
ら推定する必要があるが，そのために V が与えられた下でのW の条件付き分布（密度関数）に
対しても，何らかのパラメトリックモデル p(w|v; ξ) (ξ ∈ Ξ ⊂ Rd)を想定する． ここで，W は
常に観測されるとは限らないが，その欠測メカニズムはMARであると仮定しているので，W
と Rは V が与えられた下で条件付き独立であり，その結果，V が与えられた下でのW の条
件付き分布は V と R (R = 1)が与えられた下での条件付き分布と等しくなる．すなわち，パ
ラメータ ξは V とW がともに観測された場合（complete-case）のデータのみから推定可能であ








− Ri − e(V i; αˆ)
e(V i; αˆ)
E{uF (Z i,β)|V i; ξˆ}
]
= 0(4.18)
(但し E{uF (Z i,β)|V i; ξˆ} =
∫
uF (V i,w,β)p(w|V i; ξˆ)dw)
の解 βˆDR について，以下のことが成り立つ．
命題 6.（二重頑健推定量 —2水準の欠測の場合—）
（1） 傾向スコア P（R = 1|V )に対するモデル e(V ;α)と，V が与えられた下でのW の条件
付き分布に対するモデル p(w|v; ξ)のうち，少なくともどちらか一方が正しく特定され
ていれば，βˆDR は βに対する RAL推定量となる．
（2） どちらのモデルも正しく特定されていれば，βに対する RAL推定量 βˆDRの影響関数は
（4.17）で与えられる．









が得られるが，この解として定まる IPW推定量 βˆIPW の影響関数は，（傾向スコアに対するモ
デルが正しく特定されていれば）観測データ影響関数の一般形（4.12）において
φF (Z ,β, η) = φFu (Z ,β, η), k(Z
o,R,α) = 0
としたものになる． 但し，φFu (Z ,β, η) は（4.15）で与えられる，完全データ推定関数 u
F (Z ,β)
に対応する影響関数である． よって，命題 5と命題 6の（2）より，傾向スコアに対するモデル
と V が与えられた下でのW の条件付き分布に対するモデルのどちらも正しく特定されていれ
ば，DR 推定量 βˆDR の漸近分散共分散行列は（少なくとも）IPW推定量 βˆIPW の漸近分散共分
散行列よりも小さくなる．
第 3節でも述べたように，パラメータ β に対する（漸近的な）信頼領域などを得るためには，
DR推定量 βˆDR の漸近分散共分散行列とその推定量が必要となるが，推定方程式（4.18）におい
て，パラメータ α と ξ の推定の影響を考慮しながら DR 推定量 βˆDR の漸近分散共分散行列
Avar(βˆDR)を計算し，（それに対して）サンドイッチ推定量（3.5）を適用すれば，傾向スコアに対
するモデルと V が与えられた下でのW の条件付き分布に対するモデルのうち，少なくともど
ちらか一方が正しく特定されているという状況の下で，Avar(βˆDR) の一致推定量が得られる．
それについて詳しくは，Tsiatis（2006）の第 10章を参照されたい．
2.4節において，最も単純な 2水準の欠測問題の設定で IPW推定量と DR推定量を紹介した
















実数値を取る 2つの連続変数 X1, X2 を考え，これらについてロジスティック回帰モデル
logit{P (Y = 1|X1, X2)} = β0 + β1X1 + β2X2(4.20)
が成り立っているものとする． 但し，Y と X1 は常に観測されるが，X2 については観測され
るとは限らないという場合を想定し，X2 の観測指示変数を Rとして（つまりX2 が観測されれ
ば R = 1, 欠測すれば R = 0），その欠測メカニズムは MARであると仮定する． 完全データ
（Y,X1, X2）のランダムサンプルを（Y1, X11, X21), . . . ,（Yn, X1n, X2n)とすると，これらがもし全
て観測されたならば，（4.20）における回帰パラメータ β = (β0, β1, β2)T の最尤推定量は推定方
程式（スコア方程式）
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n∑
i=1
{Yi − eY (X i;β)}X i = 0(4.21)
の解として与えられる． 但し，X i = (X1i, X2i)T , X i = (1, X1i, X2i)T , eY (X i;β) = 1/{1 +









− Ri − eR(Yi, X1i; αˆ)
eR(Yi, X1i; αˆ)
E{uF (Yi,X i;β)|Yi, X1i; ξˆ}
]
= 0(4.22)
ここで，uF (Y,X ;β) = {Y − eY (X ;β)}X , eR(Y,X1;α)は傾向スコア P (R = 1|Y,X1)に対する
パラメトリックモデル（ロジスティック回帰モデル等）で，αˆはそのモデルにおけるパラメータ
αの最尤推定量である．また ξˆは，Y とX1が与えられた下でのX2の条件付き分布（密度関数）
に対するあるパラメトリックモデル p(x2|y, x1; ξ)におけるパラメータ ξの最尤推定量であり，
E{uF (Yi,X i;β)|Yi, X1i; ξˆ} =
∫
uF (Yi, X1i, x2;β)p(x2|Yi, X1i; ξˆ)dx2(4.23)
である．但しここで重要なのは，パラメトリックモデル p(x2|y, x1; ξ)は，完全データに対して
（元々）仮定されているロジスティック回帰モデル（4.20）と整合するように設定されなければな




p(x2|y, x1; ξ) = n(x2; ξ0 + ξ1x1 + ξ2y, ξσ2) (ξ = (ξ0, ξ1, ξ2, ξσ2)T ).(4.24)
但し，右辺は平均 ξ0 + ξ1x1 + ξ2y, 分散 ξσ2 の正規分布の密度関数を表すものとする． つまり，
二重頑健推定のための，Y と X1 が与えられた下での X2 の条件付き分布（密度関数）に対する
「作業モデル」として，例えば（4.24）のように設定しておけば，特に「Y = 0, Y = 1の下でのX
の条件付き分布が，それぞれ平均ベクトルは異なるが，分散共分散行列は共通の二変量正規分
布である」という場合には，元々のロジスティック回帰モデル（4.20）と両立し，矛盾がない． モ
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う用語は，もともとは因果推論の文脈で提案されたものである（Rosenbaum and Rubin, 1983）．
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Semiparametric Statistical Methods for Missing Data
Masayuki Henmi
The Institute of Statistical Mathematics
In observational studies such as cohort studies in epidemiology, results of statistical
analysis can be biased for various reasons such as missing data. There are two kinds of
statistical methods for missing data. One is a parametric method such as the maximum
likelihood method and multiple imputation. The other is a semiparametric method such as
inverse probability weighting and doubly robust estimation. This paper focuses on the lat-
ter, which has been rapidly developed in resent years especially in biostatistics. Although
there have been few applications of the semiparametric method in practice, it is expected
as a powerful method for missing data and its demand should increase in the future. Semi-
parametric statistical methods are widely used for various problems in biostatistics. The
argument in this paper is based on general theory of semiparametric inference in order to
help our theoretical understanding of other cases as well as missing data problems.
Key words: MAR, influence functions, estimating functions, nuisance tangent spaces, asymptotic ef-
ficiency.
