Abstract-A classical circuit can be represented by a circuit graph or equivalently by a Boolean expression. The advantage of a circuit graph is that it can help us to obtain an intuitive understanding of the circuit under consideration, whereas the advantage of a Boolean expression is that it is suited to various algebraic manipulations. In the literature, however, quantum circuits are mainly drawn as circuit graphs, and a formal language for quantum circuits that has a function similar to that of Boolean expressions for classical circuits is still missing. Certainly, quantum circuit graphs will become unmanageable when complicated quantum computing problems are encountered, and in particular, when they have to be solved by employing the distributed paradigm where complex quantum communication networks are involved. In this paper, we design an algebraic language for formally specifying quantum circuits in distributed quantum computing. Using this language, quantum circuits can be represented in a convenient and compact way, similar to the way in which we use Boolean expressions in dealing with classical circuits. Moreover, some fundamental algebraic laws for quantum circuits expressed in this language are established. These laws form a basis of rigorously reasoning about distributed quantum computing and quantum communication protocols.
INTRODUCTION
T HE studies of distributed quantum computing have a history of more than 10 years, with the earliest suggestions traced back to Grover [12] and Cleve and Buhrman [3] , among others. Various experiments toward physical implementation of distributed quantum computing have been frequently reported in recent years [19] . Also, some computer scientists begun to design architecture of distributed quantum hardware systems, for example, [21] . The current theoretical research on distributed quantum computing can be roughly classified into two categories:
. Find quantum algorithms for solving paradigmatic problems from classical distributed computing. For example, it was shown that no classical algorithms can solve exactly the leader election problem in anonymous networks [18] , but Tani et al. [20] and D'Hondt and Panangaden [5] found a quantum algorithm that can solve it for any network topology in polynomial communication/time complexity provided the involved parties are connected by quantum communication links (more precisely, entanglements).
. Use the physical resources of two or more smallcapacity quantum computers to simulate a largecapacity quantum computer. For example, Yimsiriwattana and Lomonaco, Jr. [26] presented a distributed implementation of Shor's quantum factoring algorithm; Cirac et al. [2] examined the performance of distributed quantum computing when quantum communication links between the parties are noisy, using the phase estimation problem as an illustrative example; van Meter et al. [22] analyzed the effect of various quantum error correction codes and the influence of teleportation failure in designing distributed quantum computing systems. Up to now, most efforts have been devoted to the second topic because practical quantum computers with large qubit capacity are very difficult to build, and one possible way to overcome this difficulty is to use the distributed paradigm in quantum computing.
Quantum algorithms and protocols are usually expressed in the form of quantum circuits, which are often drawn as circuit graphs in the literature. Obviously, if a quantum algorithm or protocol is very complicated, then its circuit graph would be too big to be drawn and manipulated. The situation becomes even worse in the case of distributed quantum computing where a large number of parties are involved and many communication links among them are present. Recall that in classical computing, a circuit can not only be drawn as a circuit graph but also be written as a Boolean expression. Boolean expressions are much more suitable for algebraic manipulations than circuit graphs. In particular, simplification of circuits can be carried out conveniently in the form of Boolean expressions. However, a language which has a function in quantum computing analogous to that of Boolean expressions in classical computing is still missing.
The purpose of this paper is to provide an algebraic language which can express distributed (and sequential) quantum algorithms and quantum communication protocols in a convenient and compact way. We shall carefully define formal semantics of this language. Some fundamental algebraic laws for quantum circuits expressed in this language will be established. This will provide us with convenient and solid mathematical techniques for rigorous reasoning about distributed quantum computing.
This paper is organized as follows: For convenience of the reader, we review some basic notions from quantum mechanics and quantum computing in Section 2, where we also fix some notation needed in the following sections. A single scheme of primitive actions in quantum circuits is isolated and its computational behavior is carefully examined in Section 3. In Section 4, formal definitions of a quantum circuit and its domain and codomain are presented. Then we define the notions of quantum resource and classical communication in a quantum circuit. In particular, we introduce the notion of partition of subsystems in order to describe distributed quantum computing. Section 5 is devoted to establishing various useful algebraic laws for quantum circuits. A normal form of quantum circuits with quantum resources explicitly displayed before primitive actions is then obtained by using these laws. In Section 6, we present some examples to illustrate the expressive power of the formal language developed in the present paper. We draw a brief conclusion and point out some topics for further studies in Section 7. The proofs of the main results are put into the Appendix.
PRELIMINARIES AND NOTATION

Qubits
The basic data unit in a quantum computer is a qubit, which can be physically realized by a two-level quantummechanical system, e.g., the horizontal and vertical polarizations of a photon, or the up and down spins of a single electron. Formally, the state space of qubits is the two-dimensional Hilbert space H 2 . A qubit is represented by a unit vector in H 2 of the form j i ¼ 0 j0i þ 1 j1i, where j0i and j1i are two basis states, and 0 and 1 are complex numbers with j 0 j 2 þ j 1 j 2 ¼ 1. More generally, we can introduce the notion of multiqubit which is used in quantum computing as a register. To do this, we need to fix a notation. In set theory, an ordinal number is defined to be the set of all ordinal numbers smaller than it. We adopt this idea in this paper; that is, we shall use n to denote the set of the first n nonnegative integers, n ¼ f0; 1; . . . ; n À 1g. In particular, 2 ¼ f0; 1g. For any finite set I, an jIj-qubit may be indexed by I, where jIj stands for the cardinality of I. An I-indexed jIj-qubit will be simply called an I-qubit. The state space of I-qubits is the tensor product H I 2 of I-indexed copies of H 2 according to a basic postulate of quantum mechanics. Thus, an I-qubit is represented by a unit vector in H I 2 , which can be written as j i ¼ P t22 I t jti, where 2 I is the power set of I, i.e., the set of mappings from I into 2, and all t are complex numbers and they are called amplitudes. It is required that t 's satisfy the normalization condition P t22 I j t j 2 ¼ 1. We often use the subscript I in j i I to indicate that j i is in H I 2 . More precisely, if jIj ¼ n and I ¼ fA 0 ; A 1 ; . . . ; A nÀ1 g, then for each t 2 2 I , jti I stands for jt 0 i A0 jt 1 i A1 . . . jt nÀ1 i AnÀ1 , where t i ¼ tðA i Þ ¼ 0 or 1 and the subscript A i is used to indicate the fact that the bit jt i i belongs to the A i -systems for all i ¼ 0; 1; . . . ; n À 1. For any j i 2 H I 2 , we define the domain of j i to be domðj iÞ ¼ I. The reason for introducing an abstract index set I is that one may use other symbols rather than nonnegative integers to name qubits in applications. We now turn to consider the special case where I is an initial segment of nonnegative integers. First, we shall identify H 2 with H 1 2 . More generally, for any positive integer n, each t 2 2 n can be written as an n-bit string tð0Þtð1Þ . . . tðn À 1Þ. So, an n-qubit is a superposition of n-bits, and it can be written in the following way: 
A convenient way of describing quantum systems whose states are not completely known is to introduce the notion of ensemble. We use the term ensemble when, roughly speaking, we are holding some classical information that tells us which of several possible quantum states the system is in. For example, this approach is used for quantum error correction, where the (classical) syndrome is paired with a quantum state, and the goal is to choose repair operations based on the syndrome that will coalesce the various ensemble members back to the desired quantum state. In Section 2.3, ensembles will be used to describe outcomes of quantum measurements. An easy way of formally manipulating ensembles is to treat them as multisets which are generalizations of a set. A member of a multiset can have more than one membership, while each member of a set has only one membership. We shall use fÁg to denote sets and use fj Á jg to denote multisets. A multiset E ¼ fjðp i ; j i iÞ : i ¼ 1; . . . ; njg is called an ensemble in H I 2 if 0 p i and j i i is a quantum state in H I 2 for each i, and P n i¼1 p i ¼ 1, where p i stands for the probability that the system is in state j i i. We write sðEÞ ¼ fj i i : i ¼ 1; . . . ; ng for the set of quantum states occurring in E. For each j i 2 sðEÞ, put pðj iÞ ¼ P fjp i : j i i ¼ j i; 1 i njg. Then we shall not distinguish the ensemble E from its reduction ensemble fðpðj iÞ; j iÞ : j i 2 sðEÞg, which is a set. Furthermore, we shall not distinguish a pure state j i from the singleton ensemble fð1; j iÞg in which the system is in state j i with probability 1. We say that the domain of E is I and write domðEÞ ¼ I if E is an ensemble in H I 2 . We introduce the empty ensemble in H I 2 , written ; I , which is not really an ensemble. This will allow us to define a so-called inactive circuit in a convenient way. It is reasonable to identify ; I with ; J for any two finite sets I and J. Thus, the subscript I of ; I will always be dropped.
Quantum Gates
A unitary transformation on H n 2 or an n-qubit gate is defined to be a 2 n Â 2 n -complex matrix such that UU y is the identity matrix, where U y stands for the Hermitian conjugate (or conjugate transpose) of U; that is, the ði; jÞ-entry of U y is the complex conjugate of ðj; iÞ-entry of U. The evolution of quantum states is described by a quantum gate. If j i ¼ ð 0 ; 1 ; . . . ; 2 n À1 Þ T is a quantum state in H n 2 , and U is an n-qubit gate, then the outcome of performing U on j i is defined to be the quantum state in H n 2 represented by the vector Uj i, where Uj i is given according to the usual matrix multiplication.
We now give some examples of quantum gate. The Pauli gates are single-qubit gates:
Another useful single-qubit gate is the Hadamard gate:
Thus,
and Hj1i ¼ 1 ffiffi 2 p ðj0i À j1iÞ. We shall need controlled gates in the following sections. Let U be a k-qubit gate. Then C n ðUÞ is defined to be an ðn þ kÞ-qubit gate, and with linearity it is uniquely determined by its action on the computational basis of the n-qubit subsystem and its action on the remaining k-qubit subsystem, i.e., the following equation 
Note that in the above example, the input jEi is an entangled state in the sense that it cannot be factored in the way of jEi ¼ j 1 ij 2 i with j 1 i; j 2 i 2 H 2 . On the other hand, the output is a product state because it can be written as 1 ffiffi 
Intuitively, h is a renaming function; that is, it changes a qubit indexed by i to a qubit indexed by hðiÞ. Moreover, if E is an ensemble, then we write hðEÞ ¼ fjðp; hðj iÞÞ : ðp; j iÞ 2 Ejg. In particular, we have hð;Þ ¼ ;. For any mapping f : X ! Y , we write domðfÞ and ranðfÞ for the domain and range of h, respectively; that is, domðfÞ ¼ X and ranðfÞ ¼ ffðxÞ : x 2 Xg. Suppose that U is an n-qubit gate and h is a one-to-one mapping with domðhÞ ¼ n and ranðhÞ ¼ I. Then we can use U and h to define a unitary transformation U h on H I 2 . Intuitively, U h acts on the I-qubits according to the ordering of members in I given by h, i.e., the hðkÞ-qubit is the ðk þ 1Þth qubit to which U is applied for all k n À 1. Formally, for any quantum state j i 2 H I 2 , U h ðj iÞ ¼ def hðUðh À1 ðj iÞÞÞ. The intuition behind the above equation is as follows: U is a unitary operator on H n 2 and we wish to apply it to a state j i in H I 2 . So, we first map j i to a canonical form in H n 2 that allows us to apply U, and then undo the mapping to restore the obtained state to the original qubit locations. Alternatively, if U ¼ N nÀ1 k¼0 U k , where each U k is a singlequbit gate on the ðk þ 1Þth qubit and N stands for tensor product of matrices, and t i 2 f0; 1g for all i 2 I, then
jt i iÞ i . In general, since the set of product unitary operators forms a basis of the space of matrices, U can be written in the following way:
where U lk is a single-qubit gate acting on the ðk þ 1Þth qubit for all l; k, and the above defining equation can be easily extended to the general case by linearity.
Quantum Measurements
One of the most significant differences between classical and quantum information comes from quantum measurement. In this paper, we only consider quantum measurement in the computational basis. Let j i be a quantum state in H computational basis of the state space H J 2 of J-qubits, which forms a subsystem of I-qubits. If the quantum measurement in the computational basis is performed on the J-qubits, then we obtain the ensemble fjðj t j 2 ; j t iÞjg.
This means that the probability that the measurement outcome is t is j t j 2 , and the state of the remaining subsystem, the ðJ n IÞ-qubits, becomes j t i (and the whole system is in state jtij t i) immediately after the measurement if the measurement outcome is t for any t 2 2 J . As an example, we consider a state of two qubits j i ¼ 00 j00i þ 01 j01i þ 10 j10i þ 11 j11i. If we perform a measurement in the computational basis on the first qubit, then for i ¼ 0; 1, the probability that we get i is
, and the state of the second qubit after the measurement is 1 ffiffiffi pi p ð i0 j0i þ i1 j1iÞ. If we perform a measurement in the computational basis on the two qubits, then the probability that the outcome of measurement is two-bit classical information ij is p ij ¼ j ij j 2 , and the postmeasurement state of the two qubits is the basis state jiji, for any i; j ¼ 0; 1. It is well known that quantum measurements in other bases can be carried out by combining unitary transformation and measurement in the computational basis.
Notation
In this section, we introduce some set-theoretic notation that will be needed in what follows. Let X be a set and let P ¼ fX t : t 2 T g, where T is a nonempty index set. If X S t2T X t , and X t \ X t 0 ¼ ; whenever t 6 ¼ t 0 , then P is called a partial partition of X. In particular, if X ¼ S t2T X t , then partial partition P is called a partition of X. If f : X ! Y and g : Y ! Z are two mappings, then we write f g for the composition of f and g, that is, ðf gÞðxÞ ¼ gðfðxÞÞ for all x 2 X. Let f : X ! Y be a mapping and Z X. Then the restriction of f on Z is defined to be the mapping fjZ : Z ! Y such that ðfjZÞðxÞ ¼ fðxÞ for all x 2 Z. If X 1 \ X 2 ¼ ;, and f 1 : X 1 ! Y and f 2 : X 2 ! Y are two mappings, then the merging of f 1 and f 2 is defined to be the mapping
PRIMITIVE ACTIONS
Let N be a (finite or countably infinite) set of qubit names. Usually, N will be taken as the set of nonnegative integers or one of its subsets, e.g., an initial segment n ¼ f0; 1; . . . ; n À 1g for some n ! 0. Let G be a set of quantum gates. For each U 2 G, we write arðUÞ for the arity of U, i.e., U : H is a unitary operator acting on arðUÞ-qubits.
We choose to use a single scheme of primitive actions.
Definition 3.1. The primitive actions generated by G over N are of the form: 
Intuitively, we use the primitive action (2) to denote the composed action consisting of the following three steps:
. Measurement: A measurement in the computational basis is performed on the I-qubits, leaving the ðN n IÞ-qubits unchanged. . Classical communications: The outcome t 2 f0; 1; . . . ; 2 jIj À 1g is then broadcast to the ranðh 1 Þ-qubits; . . . ; ranðh k Þ-qubits. . Unitary transformations: For each l k, f l ðtÞ copies of U l are applied to the ranðh l Þ-qubits, where the ranðh l Þ-qubits are arranged according to the ordering given by h l , i.e., the h l ðiÞ-qubit is the ði þ 1Þth qubit to which U l is applied for all i arðU l Þ À 1. Although a primitive action consists of three steps, it will always be treated as a single entity.
The condition (3) means that the measurement on the I-qubits destroyed the I-indexed subsystem, the subsystem stores classical information but not qubits, and thus the subsequent unitary transformations are not allowed to act on it. Note that the ranges of h l 1 and h l 2 are not required to be disjoint for different l 1 and l 2 . Thus, the ordering of U 1 ; :::; U k in the primitive action (2) cannot be ignored. Of course, it will be shown in the sequel that the positions of U 1 ; :::; U k can be exchanged when the ranges of h 1 ; :::; h k are pairwise disjoint.
It is worth noting that the classical information extracted by the measurement is used in the unitary transformation step. It should also be noted that classical computation is needed in this step in order to compute the values f l ðtÞ. To simplify the presentation, classical computational ability of each subsystem is assumed to be unbounded, and thus, classical computational complexity is always ignored.
For any I N , we often write I as a sequence of its elements. Sometimes, the ordering of elements of I in this sequence is unimportant. We write Id I for the identity operator on the I-qubits. A one-to-one mapping h : f0; 1; . . . ; n À 1g ! N is often written as the sequence hð0Þ; hð1Þ; . . . ; hðn À 1Þ. Note that usually the ordering of members in ranðh l Þ determined by h l in the primitive action (2) cannot be ignored because U l is not necessarily completely symmetric. For example, CNOT 1;2 stands for the controlled NOT gate with the first qubit as the control qubit and the second qubit as the target qubit, but CNOT 2;1 stands for the controlled NOT gate where the second qubit is the control qubit and the first qubit is the target qubit.
The motivation of taking a general scheme of primitive actions is to guarantee that the model developed in this paper can be used as widely as possible. In a concrete application, of course, only a special (usually very small) class of primitive actions will be considered. Two special classes of primitive actions will be used frequently in the sequel:
. If I ¼ ;, then the primitive action (2) becomes a sequence of unitary transformations, without any measurement. In particular, if k ¼ 1; U 1 ¼ U, and f 1 ðtÞ ¼ 1, then the primitive action (2) is exactly the unitary operator U acting on ranðh 1 Þ, and we shall simple write U hð0Þ;hð1Þ;:::;hðarðUÞÀ1Þ for this action. . If k ¼ 0, then the function of the primitive action (2) is to trace out the I-qubits; that is, we perform a measurement (in the computational basis) on the I-qubits, but the outcome of measurement is ignored. (Since k ¼ 0, we have nowhere to use the classical information gained by the measurement.) In this case, we shall simply write M I for the primitive action. Now we formally define how a primitive action is applied to a quantum state. To this end, we need to introduce an auxiliary notation for ensembles. For any finite subsets I; J of N with I \ J ¼ ;, an I-indexed ensemble in H J 2 is of the form fjðp t ; j t iÞ : t 2 2 I jg; ð4Þ
is a pure state for each t. We often use t 2 2 I as the binary representation of a nonnegative integer smaller than 2 jIj , i.e., t
0 whenever I is written as i 0 ; i 1 ; . . . ; i jIjÀ1 (and thus jti ¼ jtði 0 Þtði 1 Þ . . . tði jIjÀ1 Þi is a computational basis state of the I-qubits). The aim of introducing such a notation is to provide a convenient way of representing quantum measurement in the computational basis. We consider a quantum system consisting of I [ J-indexed qubits, where I \ J ¼ ;. If a measurement is performed on the I-indexed subsystem, then the outcome will be an I-indexed ensemble in H J 2 . In this way, the postmeasurement state of the measured subsystem (i.e., the I-qubits) is discarded, although the classical information about it is indeed (implicitly) recorded in the ensemble. Discarding the J-subsystem allows us to considerably simplify the presentation, but it is still there as a physical system and can be reused later, sometimes after renaming. Note that in the notation (4), only the probabilities and the states after measurements are explicitly displayed, and the corresponding measurement outcomes (the classical information extracted by the measurement) t are implicitly encoded in the subscripts of its components ðp t ; j t iÞ. To explicitly express the classical information obtained in the measurement, we can simply add t into the 2-tuple ðp t ; j t iÞ so that is is enlarged to the 3-tuple ðt; p t ; j t iÞ. In this paper, however, we choose to use the simpler notation (4) since it is good enough for our purpose.
Suppose that J is a finite set satisfying stands for the composition of f l ðtÞ copies of U l acting on ranðh l Þ, and ranðh l Þ-qubits are ordered according to h l . More precisely, we choose an arbitrary bijection h
l : jJ n Ij ! J n I is a bijection, and we define
, where Id jJnInranðhlÞj is the identity operator on the jJ n I n ranðh l Þj-qubits, and jJ n I n ranðh l Þj is a nonnegative integer and treated as the set of all nonnegative integers smaller than it. In the definition of (6), we keep track of all the measurement outcomes throughout the computation. This is because the behavior of a distributed quantum computing system is usually analyzed in such a way in the existing literature. But the problem is that the obtained ensemble could be very large. So, we often need to consider the reduction of an ensemble to minimize its size in applications.
From (5), it can be seen that the domain J of the quantum state j i in (6) may be truly larger than the domain I [ S k l¼1 ranðh l Þ of the primitive action in (6) , and thus, the ðJ n I [ S k l¼1 ranðh l ÞÞ-indexed subsystem of j i is left unchanged. If we consider the primitive action in (6) independently from its environment, it is reasonable to define (6) only for the quantum states with the same domain as the primitive action. However, a primitive action is always connected to/by other primitive actions whose domains may be different to form a big quantum circuit. To examine the computational behavior of such a circuit, it is necessary to define the effect of this primitive action on quantum states which contains some qubits occurring not in the domain of this action but in the domains of the other actions.
A primitive action may include a destructive measurement in the sense that some qubits are discarded after the measurement. So, it is also reasonable to include the possibility of adding new qubits. A common snapshot of distributed quantum computing is as follows. A local party prepares a set of ancilla qubits, has them interacting with some other qubits, measures the ancilla qubits, and broadcasts the outcome; then certain unitary transformations are performed, conditioned on the measurement outcome. At the next step, some new ancillas are prepared (or some old ones are reset). Except the preparation of ancilla qubits, the above picture is exactly what a primitive action describes.
However, a single primitive action cannot depict the mechanism of adding new qubits. It will be implicitly realized by concatenation of circuits defined below.
To illustrate the above definition, we consider a simple example. Let
Then,
and it is an ensemble in H f0;2g 2 (the subscripts 0,2 of the basis states jiji, ði; j ¼ 0; 1Þ are omitted in the above equation).
The performance of primitive actions on pure states can be generalized to the case of ensembles in a natural way. Assume that J and K are finite subsets of N and As an example, let E ¼ fð ; jE 3 i 0;1;2 Þg, where j i is given by (7) . Then,
CIRCUITS
In this paper, both centralized quantum computing and distributed quantum computing will be represented by quantum circuits. The difference between centralized quantum computing and distributed quantum computing is that a circuit for the former is always treated as a single system, whereas a circuit for the latter is usually divided into several subsystems, connected by classical or quantum communication links (see Section 4.3 below). Intuitively, a circuit consists of a set of primitive actions, connected by quantum wires that carry qubits, together with certain quantum resources provided a priori (usually entanglements between some parties as quantum communication links). A circuit C will be used to express a computation of which the inputs are domðCÞ-qubits, and the outputs are codomðCÞ-qubits, where domðCÞ and codomðCÞ stands for the domain and codomain of C, respectively. Formally, we have the following definition.
Definition 4.1. Quantum circuits generated by G over N and their domains and codomains are recursively defined as follows:
. For any finite subsets I and J of N , 0 I;J is a circuit, called inactive circuit from I to J, and domð0 I;J Þ ¼ I and codomð0 I;J Þ ¼ J. . If A is a primitive action generated by G over N , then
A is a circuit, and domðAÞ and codomðAÞ are defined as in Definition 3.1. . If C is a circuit and j i is a quantum state, then Cj i is also a circuit, and domðCj iÞ ¼ domðCÞ n domðj iÞ; codomðCj iÞ ¼ codomðCÞ [ ½domðj iÞ n domðCÞ:
. If C is a circuit, and : N ! N is a bijection, called a renaming function, then C½ is a circuit, and domðC½Þ ¼ ðdomðCÞÞ; codomðC½Þ ¼ ðcodomðCÞÞ:
. If C 1 and C 2 are circuits, and
then the concatenation (or sequential composition) C 1 i C 2 of C 1 and C 2 is a also circuit, and
We shall use 0 I;J to denote the action that aborts or a computing device that outputs nothing no matter what the input is. The reason of introducing the notion of inactive circuit is mainly technical. Indeed, it enables us to considerably simplify our presentation (see Proposition 5.2.2 below, for example). The function of a primitive action was already explained in the previous section. The circuit Cj i deserves a careful explanation. At the first glance, it seems unreasonable to treat Cj i as a circuit because it is a circuit C plus a quantum state j i, which may specify the input to the circuit C completely, partially, or not at all. However, our design decision is that in Cj i, both C and j i are seen as physical devices. The quantum state j i is a physical resource and it is provided at the beginning. It is not seen as an input to the circuit C although C will be applied to it in a computation. The reason is that j i is fixed in Cj i, but an arbitrary state can be an input to a circuit provided its domain is consistent with that of the circuit. This point clearly explains the defining equation of domðCj iÞ, where the domain of j i, which is the set of qubit names included in j i, is removed from the domain of the circuit Cj i composed of C and j i. In contrast, j i contributes to the codomain of the circuit Cj i. Suppose that in a computational step an input j'i is Fig. 1 . Obviously, C 1 i C 2 is the concatenation (or sequential composition) of C 1 and C 2 . The reason for choosing the notation "i " is that in C 1 i C 2 , the direction of the arrow indicates the time flow from C 1 to C 2 , and the three bars means that there are some wires connecting C 1 and C 2 . It should be noted that we do not require codomðC 1 Þ domðC 2 Þ. Indeed, it is even allowed that codomðC 1 Þ \ domðC 2 Þ ¼ ;. This is exactly the reason that circuits can be used to describe not only centralized quantum computing but also distributed quantum computing. It also provides us with the mechanism of introducing new qubits. The condition given in (9) indicates that if a qubit name is consumed in a computational step, i.e., a quantum measurement is performed on it, then it cannot be used in the later steps. This seems a serious objection, but it can be easily remedied by renaming.
For simplicity, we often drop the subscripts I; J of 0 I;J when they may be determined by the context or they are irrelevant. It should be pointed out that domðj iÞ in the third clause of the above definition is allowed to be empty. In this case, j i will be dropped in Cj i. If n 1 ; . . . ; n k 2 N and ðnÞ ¼ n for all n 2 N n fn 1 ; . . . ; n k g, then we write
for C½. Also, we shall write C½ðnÞ=n : n 2 M for C½ if M & N and ðnÞ ¼ n for all n 2 N n M.
The qubit names in the domain and codomain of a circuit can be seen from outside, and they are the ports that the circuit will use to establish connections with its environment. Sometimes, we need to consider all qubit names involved in a circuit, not only those in its domain and codomain. To this end, we introduce the notion of the universe of a circuit. .
It is obvious that domðCÞ; codomðCÞ DðCÞ. However, it is possible that domðCÞ [ codomðCÞ 6 ¼ DðCÞ because some qubits names in DðCÞ n domðCÞ [ codomðCÞ may be consumed in C and they cannot be seen from outside; in particular, some qubits in the domðC 0 Þ \ domðj iÞ-system may be destroyed by measurements when C ¼ C 0 j i. Examples of circuits will be presented in Section 6. Now we turn to characterize computational behavior of a circuit.
. If C is a primitive action, then CðEÞ is defined by (8) .
. I f C ¼ C 0 j i, then CðEÞ ¼ def ; w h e n domðEÞ \ domðj iÞ 6 ¼ ;, a n d CðEÞ ¼ def C 0 ðE j iÞ w h e n domðEÞ \ domðj iÞ ¼ ;.
The equation CðEÞ ¼ F will often be visualized by the transition E C !F . It is worth noting that the domain of an input to a circuit is not necessarily equal to the domain of the circuit, and the former is allowed to be bigger than the latter. One of the reasons for this design decision is that a circuit is often embedded into a bigger system. On the other hand, this design decision allows us to define the effect of two connected circuits C 1 ! C 2 in a very convenient way. One thing in the above definition deserving an explanation is the first part of the third clause. Clearly, the only reasonable way of defining ðC 0 j iÞðEÞ is to put ðC 0 j iÞðEÞ ¼ C 0 ðE j iÞ. In the case of domðEÞ \ domðj iÞ 6 ¼ ;, however, a conflict arises in the domains of the existing resource j i and the input E. The tensor product E j i is not well defined, and the computation C 0 j iðEÞ is then blocked. The next lemma gives some basic properties of computation by a circuit. The first part shows that the computation of a circuit on an ensemble may be simply carried out by the computations on the pure states in the ensemble. The second part implies that the empty computational result of a circuit does not come from the input. Indeed, it is produced by certain inactive components of the circuit. The third part indicates that a circuit cannot generate entanglement with qubits outside its universe, and it also shows that the part of an input not in the universe of a circuit is left unchanged in the computational process described by the circuit.
Lemma 4.1.
1.
Let E ¼ fjðp t ; j t iÞ : t 2 T jg. If Cðj t iÞ ¼ fjðq t;s ; j ' t;s iÞ : s 2 S t jg f o r e a c h t 2 T , then CðEÞ ¼ fjðp t Á q t;s ; j' t;s iÞ : t 2 T ; s 2 S t jg. Proof. It is routine by induction on the length of C. t u
The following proposition presents a way to figure out the domain of the output of a circuit from the domain and codomain of the circuit and the domain of the input. 
Proof. It is quite involved, and we put it into the Appendix. t u A potential application of the above proposition would be to give a type system for quantum computing. A type system of a programming language defines the way that the values and expressions are classified into types and the way that those types are manipulated. Type systems have been successfully applied in programming for classical computers, including safety improvement, optimization, documentation, and abstraction. Proposition 4.1 can be used to develop a type checking algorithm for distributed quantum computing.
Equivalence of Circuits
It is possible that the constructions of two circuits are significantly different but their computational abilities are the same. Two circuits of the same computational ability are defined to be equivalent. We first consider the inputs with a fixed domain. The above definition of equivalence was presented based on inputs of pure states. The next lemma shows that it can also be given with inputs of ensembles. 
Proof. Immediate from Lemma 4.1. t u
A stronger equivalence between circuits is given by the next definition. The difference between it and Definition 4.4 is that in the later the set I of qubit names is fixed, but in the former, I is allowed to be any set of qubit names bigger than the domains of the circuits under consideration. Definition 4.5. Two circuits C 1 and C 2 are said to be equivalent, written
One may guess that Clause 2 in the above definition can be weakened as C 1 ¼ domðC 1 Þ C 2 . But the following trivial example indicates that it is not the case.
, and it is easy to see that
, and thus, C 1 6 ¼ C 2 .
Entanglement Resources and Classical Communications
We are often concerned with the amount of entanglement resource consumed and the amount of classical communication needed in distributed quantum computing. Their formal definitions can be easily given by induction on the length of a circuit.
Definition 4.6. The entanglement resources eresðCÞ consumed in C is a multiset of quantum states, and it is recursively defined as follows:
. eresð0Þ ¼ ;;
. eresðCÞ ¼ ; if C is a primitive action;
. eresðCj iÞ ¼ eresðCÞ [ fk ijg;
. eresðC½Þ ¼ ðeresðCÞÞ;
.
We use the term ebit to mean a maximally entangled two-qubit state. Thus, we say that the circuit C uses P m i¼1 k i ebits if eresðCÞ ¼ fk 1 i; . . . ; j m ijg, and j i i is the tensor product of k i copies of a maximally entangled two-qubit state for all i m. . cbitðC½Þ ¼ cbitðCÞ;
We often say that C uses cbitðCÞ cbits.
Partitions of Subsystems
To describe how a distributed quantum computing system is divided into several subsystems, we introduce the following. Definition 4.8. Let P ¼ fN t : t 2 T g be a partition of N .
. 0 always respects P; . M t I ½U f1ðtÞ 1h1 ; . . . ; U fkðtÞ khk respects P whenever I N t 0 for some t 0 2 T , and for each j k, ranðh j Þ N t j for some t j 2 T ; . Cj i respects P if C respects P; . C½ respects P if C respects À1 ðPÞ ¼ f À1 ðN t Þ : t 2 T g; . C 1 i C 2 respects P if both C 1 and C 2 respect P.
Let C be a circuit and P ¼ fN t : t 2 T g a partition of DðCÞ. We often simply say that C respects P when C respects the partition P [ fN n DðCÞg. Let M 1 and M 2 be two sets of qubit names. If C respects P ¼ fN t : t 2 T g and M i N t i ði ¼ 1; 2Þ for different t 1 ; t 2 2 T , then we say that C separates
We see from the above definition that in distributed quantum computation, both quantum measurements and unitary transformations can only be performed on local subsystems. Classical information extracted by a measurement on one subsystem can be passed to other subsystems. Also, entanglement resources are allowed to reside between different subsystems, and thus to connect them. In other words, many subsystems can share a single quantum resource in a distributed system.
When two circuits C 1 and C 2 are considered as distributed computing systems, the equivalence C 1 ¼ I C 2 introduced in Definition 4.4 is no longer suitable because in a distributed system, it is reasonable to require that the inputs of the subsystems participating the computation are independent of each other, but the state j i in Definition 4.4 is the input of the whole system and it may be entangled with respect to these subsystems. So, we introduce the following. Definition 4.9. Let C 1 , C 1 , and I be as in Definition 4.4, and let P be a partial partition of N . Suppose that both C 1 and C 2 respect P, and fI \ N t : t 2 T and I \ N t 6 ¼ ;g ¼ fI 1 ; . . . ; I m g. If for any j i i 2 H
N m i¼1 j i iÞ, then C 1 and C 2 are said to be ðP; IÞ-equivalent, and we write C 1 ¼ P;I C 2 .
Let P ¼ fN t : t 2 T g and P 0 ¼ fN 0 t 0 : t 0 2 T 0 g be two partial partitions of N . Obviously, if P is a refinement of P 0 with respect to I; that is, for each t 2 T , there exists t 0 2 T 0 such that N t \ I N 0 t 0 \ I, then C 1 ¼ P 0 ;I C 2 implies C 1 ¼ P;I C 2 . In particular, C 1 ¼ I C 2 implies C 1 ¼ P;I C 2 for all P. Conversely, C 1 ¼ P;I C 2 is equivalent to C 1 ¼ I C 2 when I N t for some t 2 T , but it is not the case in general. It is interesting to note that C 1 ¼ I C 2 and C 1 ¼ P;I C 2 always coincide in the setting of classical computing where entanglement does not exist. So, the difference between the two equivalences is an important fact that distinguishes quantum computing from classical computing. However, such a difference has been treated carelessly in some physical literature; for example, a quantum circuit was presented in Fig. 1 of [7, Fig. 1 ] to show that one bit of classical communication in each direction and one shared ebit is necessary and sufficient for the nonlocal implementation of a CNOT gate [7, Theorem 1] . We write NLC for this circuit and put I ¼ fA; Bg and P ¼ ffAg; fBgg. In the sufficiency part of the proof in [7, Theorem 1] , it was asserted that NLC ¼ I CNOT ½1=A; 2=B, but in fact only a weaker conclusion, NLC ¼ P;I CNOT ½1=A; 2=B, was verified. A formal language such as the one proposed in the current paper may help us to avoid such a careless reasoning.
BASIC ALGEBRAIC LAWS FOR CIRCUITS
The basic properties of circuits are collected in the following two propositions. We first need to introduce an auxiliary notation. Let U 2 G with arðUÞ ¼ n, and let be a permutation of 0; 1; . . . ; n À 1, i.e., a bijection from n ¼ f0; 1; . . . ; n À 1g onto itself. If U ¼ N nÀ1 k¼0 U k , where each U k is a single-qubit gate acting on the kth qubit, then ðUÞ ¼ def N nÀ1 k¼0 U ðkÞ . More precisely,
ðU ðkÞ jb k iÞ k for any b k 2 f0; 1g, k ¼ 0; 1; . . . ; n À 1. By linearity, the above defining equation can be easily extended to the general case represented by (1).
The next proposition gives some basic properties of a primitive action or two connected primitive actions. Proof. See the Appendix. t u
The following proposition presents some structural properties of circuits. 
6. Distributivity of renaming over concatenation:
Distributivity of renaming over resource: Cj i½ ¼ C½ðj iÞ and C½j i ¼ C À1 ðj iÞ½. 8. Moving resource through concatenation:
Proof. See the Appendix.
t u
The first part of Clause 2 in the above proposition looks a little bit strange. At the first glance, one may wonder why should the effect of a circuit in which two subsystems share some qubits be a null program; in particular, it is common in a quantum circuit that two subsystems are entangled through some middle qubits. In fact, here the condition of domðj 1 iÞ \ domðj 2 iÞ 6 ¼ ; means that there is a conflict of qubit names in circuit ðCj 1 iÞj 2 i (see the paragraphs after Definitions 4.1 and 4.3), and we want to express the idea that conflicts of qubit names would create illegal circuits. An alternative way to do this is to exclude such a case in the step of defining quantum circuits by adding the condition of domðCÞ \ domðj iÞ ¼ ; in the third clause of Definition 4.1. However, it would make the presentation much more complicated, e.g., the induction proof of Proposition 4.1.
Clause 5 of Proposition 5.2 asserts that the sequential composition i enjoys associativity. So, we can write C 1 i C 2 i Á Á Á i C n without ambiguity. Furthermore, we shall write Q n i¼1 C i as an abbreviation of C 1 i C 2 i Á Á Á i C n .
Normal Forms
We now introduce a normal form of circuit in which all resources are put at the beginnings of primitive actions. . Take a finite number of elements fk' i ijg from È 1 with domðj' i 1 iÞ \ domðj' i 2 iÞ ¼ ; for any different i 1 and i 2 , and replace them by their tensor product N i j' i i. Transforming a quantum circuit to its normal form can help us to recognize more clearly the role of physical resources in distributed quantum computing. The following propositions warrants the existence of normal form of each circuit. 
ILLUSTRATIVE EXAMPLES
In this section, we present some examples to show how the formal language designed in this paper and the algebraic laws given in the last section can be used in describing and reasoning about distributed quantum systems. Due to the limit of space, we only consider some variants and generalizations of quantum teleportation, one of the most famous quantum protocols.
Quantum Teleportation
Suppose that Alice and Bob generated a maximally entangled two qubit state jEi, each taking one qubit of it. Alice is asked to send a qubit to Bob. She does not know the state of the qubit and can only send classical information to Bob. A solution to the above problem, called quantum teleportation, was discovered by Bennet et al. [1] . Now quantum teleportation is widely used as a basic component of various quantum communication protocols. In the previous literature, quantum teleportation was often presented as a circuit graph due to lack of suitable algebraic language. However, using the language defined in the previous sections, quantum teleportation may simply be expressed by the following algebraic equation:
Proposition 6.1. The circuit T EL can teleport a qubit in any environment, even if the qubit is entangled with the environment. Formally, if k ! 3, then for any j i 2 H ðkÀ2Þ 2 , we have T ELj i 1;4;:::;k ¼ j i 3;:::;k , and T EL separates qubit names 3 from 1, 2 and it uses 2 cbits and 1 ebit.
Proof. We can write j i 1;4;:::;k ¼ j0i 1 j 0 i 4;:::;k þ j1i 1 j 1 i 4;:::;k .
For simplicity, the subscripts 4; :::; k will be dropped in j i i 4;:::;k for i ¼ 0; 1. Then the performance of T EL is shown as follows:
We now consider a decomposition of T EL suggested by Yimsiriwattana and Lomonaco [25] . This decomposition is given in terms of a cat-like generator and a disentangler. The cat-like generator is constructed by a CNOT gate, local operations (i.e., one measurement and X-gates) and classical communication:
can be generated as follows: 
We construct the disentangler as follows: 
Yimsiriwattana and Lomonaco's decomposition of T EL may be conveniently described in the language presented in this paper, and its correctness can be proved through a series of simple algebraic manipulations by employing several algebraic laws given in the last section. Proof. This can be done by combining (12) and (13) directly.
As a simpler proof, we have
Remote Implementation of Quantum Circuits
A straightforward application of teleportation gives a remote implementation of a quantum circuit. In this subsection, we use symbols P ; Q; R; S; T with or without subscripts to denote qubit names. The following proposition shows that two qubits in a circuit can be moved to two locations far from each other by using teleportation. Proposition 6.3. Let C be a circuit with R 2 domðCÞ, R 2 codomðCÞ, and P = 2DðCÞ. Then we have
The right-hand side circuit uses 2 ebits and 4 cbits, and it separates P from qubit names in DðCÞ n fRg but the left-hand side does not.
Proof. We write LHS and RHS for the left-hand and righthand side circuits, respectively. A routine calculation shows that domðLHSÞ ¼ domðRHSÞ and codomðLHSÞ ¼ codomðRHSÞ. Furthermore, for any T 1 ; . . . ; T k with domðCÞ fR; T 1 ; . . . ; T k g, and for any j i 2 H ðkþ1Þ 2 , assume that Cðj i R;T1;...;Tk Þ ¼ j'i R;S1;...;Sl . Then using Proposition 6.1, we have i P ;T1;...;Tk À! T EL½P =1;Q 1 =2;R=3 j i R;T1;...;Tk ! C j'i R;S1;...;Sl À! T EL½R=1;Q2=2;P =3 j'i P ;S 1 ;...;S l ¼ RHSðj i P ;T 1 ;...;T k Þ:
On the other hand, it follows that LHSðj i P ;T 1 ;...;T k Þ ¼ ½P =RðCðj i R;T 1 ;...;T k ÞÞ ¼ ½P =Rðj'i R;S1;...;Sl Þ ¼ j'i P ;S1;...;Sl : u t
Obviously, repeated applications of the above proposition can help us to separate more qubits in a circuit from each other.
We now turn to show that two steps in quantum computing can be implemented separately in two locations far from each other by using teleportation. Proposition 6.4. Let P; P 0 N , and let C 1 and C 2 be two circuits with codomðC 1 Þ \ domðC 2 Þ ¼ P and codomðC 2 Þ \ P ¼ P 0 . Then we have
T EL½P =1; P 0 =2; P 00 =3 i C 2 ½P 00 =P :
T EL½P 00 =1; P 000 =2; P =3; and 1. the right-hand side circuit respects the partition fP 0 [ domðC 1 Þ [ codomðC 1 Þ n P; P 00 [ P 000 [ domðC 2 Þ [ codomðC 2 Þ n Pg, where P 0 ¼ fP 0 : P 2 Pg, and P 00 ; P 000 are defined similarly. 2. the right-hand side uses jPj þ jP 0 j ebits and 2ðjPj þ jP 0 jÞ cbits, where jQj stands for the number of elements in Q.
Proof. The idea is similar to the proof of Proposition 6.3, but the details are much more complicated. We omit the complicated but routine details here. t u van Meter et al. [21] distinguished two schemes of applications of teleportation in distributed quantum computing. When two qubits in different nodes are required to interact, we have the following two choices: 1) teledatamoving data (qubits) from node to the other, and then performing the shared gates 2) telegate-using a teleported gate [11] directly on the qubits, without moving them. Indeed, the above two propositions give a (partial) formal description of teledata and a verification of its correctness. In the next section, a special case of telegate will be formally described in the algebraic language introduced in the present paper.
Remotely Controlled Gates
A distributed implementation of a controlled gate was proposed by Eisert et al. [7] and Collins et al. [4] . Their main results can be recast in a precise and convenient way by employing the formal language for distributed quantum computing developed in this paper. Let us consider controlled gate C ðnÞ ðUÞ, where arðUÞ ¼ k, and let N ¼ fP 1 ; Q 1 ; . . . ; P n ; Q n ; T 1 ; . . . ; T nþk g. Suppose that there are n agents, and the ith agent posseses two qubits P i and Q i for each i n. These agents are far from each other, but they are going to work together to implement a remote control of C ðnÞ ðUÞ. For every i n, the ith agent will use the P i qubit as his control qubit, and furthermore, we assume that Q i and T i share a maximally entangled state. Then we have: 
The right-hand side circuit uses 2n cbits and n ebits, and it respects the partition ffP 1 ; Q 1 g; . . . ; fP n ; Q n g; fT 1 ; . . . ; T nþk gg, but the left-hand side one does not.
A graph representing the quantum circuit on the righthand side of (14) must be very big and complicated. Equation (14) demonstrates once again the advantage of the formal language defined in the present paper.
To prove the above proposition, we first need the following lemma, which can be seen as a component of the above proposition. Therefore, by repeating the above process n times, we complete the proof. t u
CONCLUSION
To provide formal methods for specifying and verifying distributed quantum systems, we design an algebraic language in which unitary transformations and quantum measurements as well as classical communications and use of quantum resources can be expressed in a convenient and compact way. Several examples are presented to illustrate the expressive power of this language, and some basic algebraic laws are established for distributed quantum computing. This paper is merely the first step of a long-term project of algebraic studies of quantum circuits for distributed quantum computing. It is worth noting that the algebraic laws given in the current paper are all structural laws which do not depend on special properties of the involved unitary operators and quantum measurements. As the next step, we shall choose a universal (or approximately universal) class of unitary operators and systematically examine algebraic properties of quantum circuits generated by the chosen unitary operators. In particular, we hope to isolate some fundamental laws (axioms) which are adequate for equational reasoning about these circuits. The difference between these laws and the laws established in this paper is that the former will heavily depend on special properties of the chosen unitary operators.
It should be pointed out that quantum circuit expressions written in the language defined in this paper appear to be quite different from Boolean expressions although their functions are similar. The reason is twofold. First, Boolean expressions are usually written in terms of three special logical connectives, namely, negation, conjunction and disjunction, whereas in this paper unitary operators are treated in an abstract way. Quantum circuit expressions will become more similar to Boolean expressions whenever we choose to consider only some special unitary operators, for example, one-qubit and two-qubit gates. Second, negation, conjunction, and disjunction enjoy some nice operational properties such as the de Morgan law, distributivity of conjunction over disjunction, and disjunction over conjunction. These properties enable us to manipulate Boolean expressions effectively, for example, Boolean expressions have their conjunctive and disjunctive normal forms. However, as mentioned in the above paragraph, such operational properties are still to be found for quantum circuits.
Distributed quantum computing is an emerging area, and many very interesting topics are still untouched. As was pointed out in Section 1, major work in the area of distributed quantum computing were devoted to the following two topics: 1) finding quantum algorithms for solving problems from classical distributed computing and 2) using many small-capacity quantum computers to simulate a large-capacity quantum computer. However, research on both topics are at the very beginning. Teleportation between two parties has been widely used in distributed quantum computing; see Section 4 for examples. However, many-partite teleportation have still not been understood well. Recently, Wang and Ying [23] , [24] generalized the teleportation and superdense coding protocols to the case of more than two parties. An interesting problem for further studies is to exploit the power of these new protocols in distributed quantum computing. As is well known, one of the most important applications of quantum computing is the simulation of quantum systems. So, another interesting problem would be to explore the possibility of using distributed quantum computing in simulation of quantum many-body systems. Compared to classical distributed computing, an entirely new topic is to exploit the power of entanglement in distributed quantum computing and understand further the role of entanglement in computing in general [15] , [6] .
In recent years, Gay and Nagarajan [9] , [10] , Jorrand and Lalire [13] , [14] , [16] , [17] , Feng et al. [8] , and Ying et al. [27] proposed process algebra approaches to distributed and concurrent quantum computing. The main purpose of these works is quite different from that of this paper, and they mainly aimed to provide formal models for verifying quantum communication protocols. The relationship between quantum process algebras and the language defined in this paper is similar to that between classical process algebras and Boolean algebra. Roughly speaking, the former is suited to high-level formal specification of distributed quantum computing, and the latter will mainly be used to describe low-level circuit implementation. It is very interesting to further clarify the relationship between the formal models introduced in [9] , [10] , [13] , [14] , [16] , [17] , [8] , [27] and the language designed in this paper.
APPENDIX A PROOF OF PROPOSITION 4.1
We proceed by induction on the length of C. The trick is to simultaneously prove our conclusion and the following.
. Claim. If CðEÞ 6 ¼ ;, then domðEÞ \ codomðCÞ domðCÞ. We consider the following cases:
. Case 1: C ¼ 0. Obvious. . Case 2: C is a primitive action. The proof for this case is routine. . Case 3: C ¼ C 0 j i. We first prove the above claim. If CðEÞ 6 ¼ ;, then domðEÞ \ domðj iÞ ¼ ; and CðEÞ ¼ C 0 ðE j iÞ. Thus, for any n 2 N , if n 2 domðEÞ and n 2 codomðCÞ ¼ codomðC 0 Þ [ ½domðj iÞ n domðC 0 Þ, then we have n = 2 domðj iÞ. This leads to n 2 codomðC 0 Þ. By the induction hypothesis on C 0 we obtain domðE j iÞ \ codomðC 0 Þ domðC 0 Þ. Therefore, it holds that n 2 domðC 0 Þ, and furthermore, we have n 2 domðC 0 Þ n domðj iÞ ¼ domðCÞ. Second, we prove (11 For any n 2 domðEÞ \ codomðC 2 Þ, we are going to show that n 2 domðC 1 Þ or n 2 domðC 2 Þ n codomðC 1 Þ. Indeed, if n = 2 domðC 2 Þ n codomðC 1 Þ, t h e n n = 2 domðC 2 Þ o r n 2 codomðC 1 Þ. For the case of n 2 codomðC 1 Þ, the induction hypothesis, together with the fact that C 1 ðEÞ 6 ¼ ;, implies that n 2 domðC 1 Þ. For the case of n = 2 domðC 2 ), since C 2 ðC 1 ðEÞÞ 6 ¼ ;, the induction hypothesis on C 2 leads to domðC 1 ðEÞÞ \ codomðC 2 Þ domðC 2 Þ. Noting that n 2 codomðC 2 Þ, we obtain n = 2 domðC 1 ðEÞÞ. Furthermore, by the induction hypothesis we obtain domðC 1 ðEÞÞ ¼ codomðC 1 Þ [ ½dom ðEÞ n domðC 1 Þ. Therefore, n= 2domðEÞ n domðC 1 Þ. This implies that n 2 domðC 1 Þ because n 2 domðEÞ, and we complete the proof of the claim.
To prove (11), we first obtain
by using the induction hypothesis. Note that
Then we observe domðCðEÞÞ codomðCÞ [½domðEÞ n domðCÞ. Conversely, if n 2 domðEÞ n dom ðCÞ, then we see that n 2 domðEÞ, and n = 2 domðCÞ, which implies n = 2 domðC 1 Þ and n = 2 domðC 2 Þ n codom ðC 1 Þ. If CðEÞ ¼ C 2 ðC 1 ðEÞÞ 6 ¼ ;, then C 1 ðEÞ 6 ¼ ;, and we have domðEÞ \ codomðC 1 Þ domðC 1 Þ by the induction hypothesis on C 1 . Thus, n 2 domðEÞ and n = 2 dom ðC 1 Þ imply n = 2 codomðC 1 Þ. Furthermore, we obtain n= 2domðC 2 Þ, and n 2 domðEÞ n domðC 1 Þ n domðC 2 Þ. Therefore, it follows that domðEÞ n domðCÞ dom ðEÞ n domðC 1 Þ n domðC 2 Þ and codomðCÞ [ ½domðEÞ n domðCÞ domðCðEÞÞ: 
The proof for the general case can be easily achieved by linearity. 5. Any quantum state j i with domðj iÞ I [ J [ S k l¼1 ranðh l Þ [ S m n¼1 ranðd n Þ can be written in the computational basis of I-qubits: j i ¼ P t22 I t jti I j t i, where j t i is in H ðdomðj iÞnIÞ 2 for each t. Since I \ J ¼ ;, we have J domðj iÞ n I, and each j t i can be written in the computational basis of J-qubits: j t i ¼ P u22 J tu jui J j tu i where j tu i is in H ðdomðj iÞnI[JÞ 2 for each u. Thus, j i ¼ P We only prove items 4, 5, and 8, and the others are left to the reader. 4. We proceed by induction on the length of C 1 .
. Case 1: C 1 ¼ 0. Trivial. . Case 2: C 1 is a primitive action. Then we proceed by induction on the length of C 2 . The case of C 2 ¼ 0 is trivial, and the case that C 2 is also a primitive action is immediate from Propositions 5.1.4 and 5.1.5. We now consider the following subcases: 6. We only prove the second part, and the first part is similar. First, we have . For more information on this or any other computing topic, please visit our Digital Library at www.computer.org/publications/dlib.
