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Abstract
Since the cloud paradigm becomes more and more popular for the dynamic resources allocation, new techniques and performance
improvements for scalability as well as new cloud services on all three layers of the cloud stack were developed. Furthermore,
another well covered topic is cloud federation concerning processing power and strength. However, the ﬂexibility of the cloud is
limited in terms of network services and federated networking between autonomous cloud data-center. With the promising oppor-
tunities of Software Deﬁned Networking (SDN), this gap can be closed and enables cloud environments to establish networking
federations between autonomous data-centers and virtual network partitioning in a single cloud infrastructure.
In this paper we are introducing and describing an architectural approach for a generic layered model and API based software
architecture to orchestrate and federate heterogeneous networks. In particular, we present an architecture that enables Quality of
Service (QoS) aware conﬁgurations of network resources in a cloud infrastructure of one data-center and federated networking
between diﬀerent SDN based cloud networks over and above the data-center network edge. Furthermore, this architecture uses a
Service Level Agreement (SLA) protocol and language to expose Key Performance Indicators (KPI) and to negotiate appropriated
QoS constrains which are applied to the virtually sliced underlying network substrate. In this way, capabilities of the orchestration
and the current utilization of the network are building the foundation for dynamic negotiated SLAs and the within guaranteed QoS
of network resources. The approach presented in this paper will change today’s IT landscape and allows every organization to
purchase required network characteristics on demand.
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1. Introduction
The cloud paradigm has changed the IT landscape in the last years due powerful cloud middlewares that provide
cloud services on-demand1. While Infrastructure-as-a-Service (IaaS) builds the foundation where resources are virtu-
alized and provided to the paying customer, Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS) are build
on top. Virtualization is a powerful enabling technology in this domain, allowing ﬂexible and on-demand provisioning
of IT resources from the users perspective, but this is also simplifying the management of the data center for the cloud
operator. However, the ﬂexibility of cloud computing is currently oﬀering is very limited when it comes to accessing
or conﬁguring network resources. For example the network topology behind the allocated virtual machines in the
cloud is pretty opaque, inﬂexible and provides only basic network policies2.
Network virtualization is a key technology for deploying next generation networks and applications3,4,5,6. Virtual
networks can be deployed over a shared network infrastructure, while ensuring isolation of the traﬃc among concur-
rent virtual networks. This technology allows companies to specify customized virtual topologies according to their
requirements. Software Deﬁned Networking (SDN) complements the network virtualization approach by oﬀering
programmability features to the owners of virtual networks7. Thus, network functionalities (e.g. routing, ﬁrewalls,
etc.) which were traditionally implemented by vendors within the hardware, can now be realized in software. This
provides a great degree of programmability, since data center providers may develop their own network functions and
thus control their virtual networks according to their needs. However, the full range of SDN capabilities is not utilized
in today’s cloud middlewares. Furthermore, SDN is used to facilitate future data center networks, but the beneﬁts are
often not passed to the paying customer.
The approach presented in this paper will improve cloud middlewares by integrating SDN functionalities with ap-
propriated business models which will allow cloud providers to sell additional network services to their customers.
One issue that this approach has in focus is to support Quality of Service (QoS) characteristics to the virtual environ-
ment of the deployed virtual machines. Consequently, the provider of virtual networks can apply guarantees in Service
Level Agreements (SLA) to their users. Thus, customers will be able to conﬁgure the virtual network according to
their requirements, which results in an SLA that not only describes the service levels, the objectives, and the prices
but can also be used to monitor the fulﬁllment or violations of advertised guarantees.
The architectural approach which we are presenting in this paper is using programmable networking mechanisms
to provide SLA guarantees for users of virtualized networks. Thus we decide to call this approach ProgNET. To
achieve QoS guarantees on virtual networks, ProgNET strives to introduce a novel data link layer mechanism that
will solve the data link layer loss problems that are experienced in today’s virtual networks. Furthermore, in the
loss-less networking environment of ProgNET, new tools and mechanisms will be implemented in order to manage
and enforce customer SLAs within the virtualized network substrate. The envisaged SLA mechanism and tools will
be designed not only for managing the networking resources of a single provider, but also for managing the resources
within federations of providers, where the end to end user services may involve resources drawn from multiple service
providers in a transparent way to the user. We will validate and demonstrate ProgNETs novel mechanisms and tools
by means of experiments with the ProgNET integrated prototype implementation.
The remaining sections of this paper are organized as follows. Section 2 discuss related work in the area of SLA
management and QoS for cloud federations followed by section 3 that explains the proposed architectural approach.
Finally, in section 4 the concept and the architecture is concluded.
2. Related work
Contrail 8 is a project funded by the European Commission that has worked on providing SLA management sup-
port for cloud federations. In Contrail’s Virtual Execution Platform (VEP)9, a SLA management layer is added to
each cloud provider that based on SLA@SOI10 and integrates additionally the Open Virtualization Format (OVF)11.
Contrails SLA involve characteristics of a Virtual Machine within the federated cloud, such as the amount of memory
and the number of cores of the VM or the location of the VM, e.g. by including in the speciﬁcation the ability to
request VMs at the same physical host when the amount of data transfers between VMs is large. However, apart from
providing for SLA support at the resource-level of Virtual Machines within the federation, Contrail does not cater for
Quality of Service guarantees in virtual networks that interconnect VMs within a cloud federation. Our work is fo-
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cused on providing QoS guarantees in interconnected VMs within cloud federations by controlling the SDN approach
and the QoS support of the OpenFlow protocol so that the networking resources can be conﬁgured in order to reach
the requirements of customers. Hence, our approach could be used to augment the Contrail SLA management layer
with SLA guarantees for the virtual networks that interconnect Virtual machines within the federation.
Among the commercial solutions for hybrid cloud networks which are Cisco Nexus 1000V12 and Nexus 6000V13
InterCloud switches. However, although both switches can be used for establishment of virtual networks across hybrid
clouds and thus support easily migration of VMSs and security of inter-cloud network traﬃc, they do not support SLA
guarantees within the hybrid environment. Thus, the end to end ﬂows spanning remote data centers are not controlled
with speciﬁc QoS conﬁgurations. In comparison, our approach supports QoS support to end to end ﬂows within a
virtual network that spans across multiple data centers within a cloud federation.
The work described in14 presents an approach for providing QoS guarantees to virtual networks (VN) that connect
virtual machines within a cloud federation. In this work, the carrier network that is used to interconnect remote cloud
sites is considered as a Multiprotocol Label Switching (MPLS) transport domain, thus the problem tackled within
the paper is how to use MPLSs QoS classes to provide support for isolation of virtual networks within a certain
MPLS QoS class. The solution given is a programmable admission control mechanism, transparent to MPLS, by
using OpenFlow as the admission controller to the MPLS domain. Thus, edge OF controllers combine information
of the state of the requested Virtual networks with QoS information from the MPLS carrier network in order to tag
appropriately the packets that belong to each individual VN. The beneﬁt of this approach is that it does not require any
modiﬁcation within the MPLS domain. Compared to14, ProgNET does not make any assumption on the underlying
carrier networks that are employed to interconnect cloud sites within a cloud federation. Thus, we have introduced
the abstraction of the ProgNET WAN Manager component within ProgNETs layered architecture so that our approach
does not depend on a speciﬁc inter-domain protocol as well as it does not make any assumptions about the networks
that are used to interconnect remote cloud sites. Therefore, in our generic architecture, an implementation of a
ProgNET “WAN Driver” could be the one proposed by14 for an MPLS domain. In addition, ProgNET would enhance
the work presented in14 with the capability of negotiating network level SLAs with theMPLS carrier network provider,
which would be needed in cases of network congestions within the MPLS network.
3. Architecture
The OpenFlow protocol and derivatives enable an innovative mechanism to control large networks and high per-
formance networks, as often used in cloud service provider facilities. Moreover, OpenFlow provides the opportunity
to create a wide range of new applications and the corresponding use-cases based on providing the network and the
related capacity itself as a service. Conﬁguration and behavior of SDN can be controlled by one entity and changed
on demand. The properties of the underlying network and its connected servers can therefore be treated as a resource.
SLAs are established and managed between cloud service provider and consumers and are an instrument to describe
a service and its quality. This issue is of crucial importance for companies whose success depends on the advertised
QoS that the service provider delivers. However, SLAs are mostly formal language written by lawyers that is static
and just published on the providers web sites. This might be enough to cover the majority of customers, but it is often
an obstacle for companies that would like to rent computing and storage resources with additional representations and
warranties. SLAs for network services do not exist in today’s cloud landscape, because they are hard to describe in
programmatic fashion, and guarantees are not advertised. This architecture will enhance IaaS with mechanisms for
automated negotiation and creation of SLAs for network services that deliver QoS guarantees (a) between VMs in a
single data-center cloud (b) to external cloud services located anywhere in the internet (c) for interconnections
between several heterogeneous cloud environments.
In order to negotiate, create, and evaluate SLAs in a machine-readable form, we will use the WS-Agreement
standard and its extension WS-Agreement Negotiation, as protocol and language. Thus, customers will be able to
deﬁne their requirement in a standardized way and request services dynamically from an independent service provider.
Furthermore, the ProgNET approach will extend cloud middlewares with OpenFlow capabilities to apply negotiated
and guaranteed quality constrains to the underlying cloud SDN substrate.
The combination of WS-Agreement (Negotiation) and OpenFlow oﬀers the opportunity for new use-cases and
business models as well. The approach presented in this paper demonstrates new capabilities based on a shared virtual
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Ethernet circuit overlay. The basic idea is to enable customers to query and book available network routes between
local and external hosts including guaranteed network characteristics. In order to deploy a requested QoS-based
network, the customer and the cloud provider will negotiate service qualities which will be applied when both come
to a common agreement. To achieve this goal, we designed a layered architecture that is depicted in the ﬁgure below.
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Fig. 1. ProgNET layered architecture
The ProgNET stack is a layered architecture consisting of multiple layers building up on each other. On the
top layer the ProgNET Front-end is the graphical user interface that allows customers in a human-friendly way to
specify network requirements, browse for diﬀerent network services and to negotiate them in order to create a SLA and
establish an appropriate network environment. Furthermore, this component provides also monitoring for detecting
SLA violations and notiﬁcation mechanisms to inform the customer and the provider about inadequate behaviors of
guaranteed resources.
The ProgNET Front-end however is not managing any network resources directly, but just aspects regarding
the establishment of network services based on SLAs. All properties related to network resources are delegated to
the ProgNET SLA Manager, which collects information about the underlying network from the ProgNET Cloud
Manager and the ProgNET WAN Manager. Based on this information the ProgNET SLA Manager provides
functionalities to negotiate and create aggregated SLAs and then appropriately establish QoS-based network environ-
ments in a single data-center and to external services. Furthermore, this ProgNET SLA Manager enables federated
networking between several autonomous clouds with heterogeneous infrastructures.
ProgNET is designed modularly, thus each component can be exchanged with any other third-party component. In
the case of a commercial service provider, the front-end will be the same as for booking all other traditional cloud
services. In particular, all properties related to computing or other traditional cloud resource aspects are covered
by third-party components as illustrated in the ﬁgure 2, because the focus of this novel architectural approach is
on network services and not on already existing cloud service federations. In fact, several projects had elaborate
virtualization, stage, and federated cloud services over the last years. In contrast, we are not covering them again, but
focus consequently on the missing part in today’s cloud landscapes.
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Fig. 2. ProgNET in a commercial Cloud Environment
The existing Cloud Front-end and the speciﬁc ProgNET Front-end can also coexist and be used as graphical in-
terfaces to the cloud. The ProgNET SLA Manager is used for requesting network services. Thus, an interface
is required that is suitable for diﬀerent networks, enabling federated networking and SLA negotiation for network
services.
The ProgNET SLA Manager is waiting for requests from customers and negotiates the conditions for the cloud
network environment. The ProgNET back-end consisting of the ProgNET Cloud Manager and the ProgNET WAN
Manager which are providing information about the network utilization and available capacities to the ProgNET
SLA Manager. If both the customer and the provider agree to the negotiated conditions, a SLA is created that serves
as a formal contract. Afterwards, the network connections will be established between the VMs/entities according to
the conditions of the agreement based on the underlying network topology and the remaining available.
The key components to manage the local and global available network capabilities and their particular QoS allo-
cation are the ProgNET Cloud Manager and the ProgNET WAN Manager. These components are building the
backbone of the entire architecture and the corresponding API related software integrations. Especially the ProgNET
Cloud Manager entity will introduce innovative mechanisms to allocate local network overlays based on SDN and
connect them with QoS enforcements and guarantees. Therefore, this architecture addresses several mechanisms
based on the centralized control plan in SDN substrates and the opportunity to enforce QoS in data-centre SDN access
and legacy aggregation/core networks as well as for comprehensive SDN networks. For non-SDN enabled networks in
data-centers, this architectural approach enforced QoS with legacy mechanisms based on MPLS and VLAN tagging at
the OpenFlow network edge to control and manage the forwarding process. For pure SDN substrates (most likely in a
single data-center) this architecture consider all opportunities for QoS enforcements based on OpenFlow capabilities,
e.g. meter tables, of the latest OpenFlow standards like OF 1.3 and beyond15. This will redeﬁne the QoS integration
and usage of today’s networks, because this means that ProgNET is creating a new granularity for the allocation and
an almost deterministic behaviour as provided by real time Ethernet.
In contrast to the ProgNET Cloud Manager, the ProgNET WAN Manager is an abstraction for the particular
external carrier or IXP related network and directly expose the relevant QoS capabilities as external service. Besides
of exposing SLA-based networking capabilieties to the outside world, the ProgNET WAN Manager checks external
routes by discovering external ProgNET WAN Manager. To provide a reasonable solution ProgNET considers also
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solutions based on direct circuits for Cloud Data-Centres through provider networks to directly connect to the IXP,
which is exposing and integrating a service architecture based on this abstraction layer to expose and sell this QoS.
4. Conclusion
The presented architecture describes an initial approach for a layered network cloud federation management stack,
which enables the integration of network federation to heterogeneous cloud middlewares. This concept addresses the
federation of SDN based cloud networks by an orchestration of SDN and traditional network substrates. Moreover,
the highest layer presents an SLA based interface for the network resources allocation based on QoS parameters which
are basically enforced by the bottom layer. This is equivalent to the ”get what you pay” concept already used for e.g.
CPU or memory allocation for virtual hosts.
Altogether the described architecture presents a reasonable software stack approach for the integration of network
based cloud federation over heterogeneous network substrates and cloud middle-ware software. In the next steps we
will validate and demonstrate ProgNETs novel mechanisms and tools by means of experiments with the ProgNET
integrated prototype implementation.
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