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Neue statistische Verfahren zur Analyse von Monitoring- und
Verbreitungsdaten von Amphibien und Reptilien
Abstract
New statistical models allow estimating the proportion of sites occupied by a species
even if it is not always detected at an occupied site. These models are also useful for
the analysis of monitoring data. A prerequisite for the use of this kind of models is
that at least some, and possibly all, sites are visited repeatedly (at least twice). Here, I
explain how these models work and discuss the underlying assumptions. As an example
for illustration, I apply these models to the historic and current distribution of
the adder (Vipera berus) in Switzerland.
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New statistical models for the analysis of monitoring and  
distribution data of amphibians and reptiles  
New statistical models allow estimating the proportion of sites occupied by a species 
even if it is not always detected at an occupied site. These models are also useful for 
the analysis of monitoring data. A prerequisite for the use of this kind of models is 
that at least some, and possibly all, sites are visited repeatedly (at least twice). Here, I 
explain how these models work and discuss the underlying assumptions. As an ex-
ample for illustration, I apply these models to the historic and current distribution of 
the adder (Vipera berus) in Switzerland.  
Key words: Data analysis, detection probability, distribution, habitats directive, 
monitoring, statistical models, Vipera berus. 
Zusammenfassung  
Neue statistische Modelle erlauben es, die Verbreitung einer Art zu schätzen, selbst 
wenn die Art manchmal übersehen wird. Diese Modelle eignen sich auch für die A-
nalyse von Monitoringdaten. Voraussetzung für ihre Anwendung ist, dass mindestes 
einige und idealerweise alle Orte mehrfach (mind. 2-mal) besucht werden. Hier stelle 
ich die »Mechanik« der Modelle vor und beschreibe die zugrunde liegenden An-
nahmen. Ein Beispiel zur historischen und aktuellen Verbreitung der Kreuzotter (Vi-
pera berus) in der Schweiz rundet die Vorstellung der Modelle ab.  
Schlüsselbegriffe: Antreffwahrscheinlichkeit, FFH, Datenanalyse, Monitoring, Sta-
tistik, Verbreitung, Vipera berus. 
Einleitung  
Die Verbreitung einer Art ist eine fundamentale Größe in Ökologie und Faunistik und 
auch von praktischer Bedeutung im Naturschutz. Folgende Fragen stehen im Vorder-
grund vieler Untersuchungen: Wie weit ist eine Art (noch) verbreitet? Wo kommt sie 
noch vor? Von welchen Faktoren hängt dies ab?  
In diesem Übersichtsartikel möchte ich ein neues statistisches Verfahren vorstellen, 
das die Analyse von Verbreitungsdaten deutlich verbessert und auch für die Analyse 
von Monitoringdaten verwendet werden kann. Die hier vorgestellten statistischen 
Modelle sind die sogenannten »site occupancy«-Modelle, welche von DARRYL I. MAC-
KENZIE und Kollegen 2002 erstmals umfassend beschrieben wurden. Mit »site occu-
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pancy« bezeichnet man den Besetzungsgrad oder den Prozentsatz besetzter Orte. 
Diese Modelle wurden seither bei vielen Amphibien und einigen Reptilien angewen-
det (z. B. BAILEY et al. 2004, MAZEROLLE et al. 2005, PELLET & SCHMIDT 2005, SCHMIDT 
& PELLET 2005, SCHMIDT 2005, WEIR et al. 2005, LUISELLI 2006, ROUGHTON & SEDDON 
2006, BRANDER et al. 2007, HOSSACK & CORN 2007, LOTZ & ALLEN 2007, PELLET et al. 
2007). Bei der nordamerikanischen »Amphibian Research and Monitoring Initiative« 
sind diese Modelle sogar der Standard für die Datenerhebung und -auswertung 
(MUTHS et al. 2005).  
Was bieten diese Modelle? Als wichtigste Größe liefern sie einen prozentualen Schätz-
wert (mit Standardfehler als Maß für die Güte der Schätzung), in wie vielen Untersu-
chungsgebieten (z. B. Weiher, Messtischblätter, FFH-Gebiete, etc.) eine Art vorkommt. 
Diese Schätzung berücksichtigt, dass man Arten nicht an allen Orten, wo sie vor-
kommen, auch entdeckt. Zweitens liefern sie einen Schätzwert der Antreffwahrschein-
lichkeit. Sie quantifizieren, in welchem Maß Arten übersehen werden. Drittens lässt 
sich prüfen, von welchen Faktoren Vorkommens- und Antreffwahrscheinlichkeit 
abhängen. Die Modelle können zur Datenanalyse benutzt werden, wenn man eine 
Anzahl Orte (z. B. mehr als 20 Orte) mehrfach besucht hat (mindestens 2-mal).  
Warum statistische Modelle in der Herpetologie?  
Oft sind Feldherpetologen gegenüber statistischen Modellen skeptisch. Eine Kritik 
besteht darin, dass Modelle eine (unzulässige) Vereinfachung der komplexen Realität 
vornehmen. Bis auf den Teil »unzulässig« ist das richtig: Modelle sind definitionsge-
mäß eine vereinfachte Darstellung eines natürlichen Phänomens. Wenn wir in der 
Lage wären, die komplexe Realität ganz zu beschreiben, würden wir keine vereinfa-
chenden Modelle brauchen. Die Natur vereinfacht jeder, der die Natur beschreibt. 
Dabei spielt es keine Rolle, ob die Vereinfachung in statistischer, mathematischer oder 
verbaler Form geschieht. Der Statistiker GEORGE BOX hat des Wesen der Modelle 
treffend charakterisiert: »Alle Modelle sind falsch, aber manche sind nützlich.« Ein 
gutes Beispiel für das Wesen der Modelle nach BOX sind Landkarten. Eine Landkarte 
kann als zweidimensionales Modell einer Landschaft betrachtet werden. Keine Land-
karte beschreibt eine Landschaft vollständig. Oft werden sogar Eigenschaften der 
Landschaft verzerrt (auf einer Karte im Maßstab 1 : 1000 000 sind Autobahnen oft viel 
größer dargestellt, als sie es tatsächlich sind). Trotzdem wird kaum jemand sagen, 
Landkarten seien nutzlos. Jeder Zweck bedingt eine eigene Landkarte, und so gibt es 
Straßenkarten, topografische Karten, Karten der Vegetation, des Klimas, etc.  
Statistische Modelle haben den großen Vorteil, dass man Annahmen klar offenlegen 
und seine Vorstellungen vom Funktionieren eines biologischen Systems definieren 
muss. Auf diese Art und Weise zwingen Modelle zu klarem Denken, denn still-
schweigend und oft unbewusst macht man fast immer – auch ohne Statistik – An-
nahmen (M. KÉRY pers. Mitt.). Den Nutzen von Modellen diskutieren NICHOLS (2001) 
und WHITE (2001) ausführlich.  
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Analyse von Monitoring- und Verbreitungsdaten: Die konzeptionelle 
Grundlage 
Die von MACKENZIE et al. (2002) vorgestellten Modelle haben den großen Vorteil, dass 
sie davon ausgehen, Individuen, Populationen oder Arten bei der Feldarbeit nicht 
immer finden zu können. Wenn man bei der Analyse der Daten (stillschweigend) 
annimmt, dass man die Art überall gefunden hat, wo sie vorkommt, so macht man 
zwangsläufig Fehler. Konkret wird die Verbreitung unterschätzt, Trends über die Zeit 
unter- oder überschätzt und/oder man erkennt nicht, welche Habitateigenschaften die 
Verbreitung einer Art beeinflussen (ANDERSON 2001, GU & SWIHART 2004, MAZEROLLE 
et al. 2005). Konzeptionell lässt sich das Problem mit einer einfachen Gleichung so 
beschreiben (SCHMIDT 2003, 2004):  
E(Z) = N * p.  
Z ist eine Zählung (Anzahl Individuen, Anzahl Populationen in einem Gebiet oder die 
Anzahl Arten), N ist der wahre und unbekannte Wert (beispielsweise Anzahl Indivi-
duen) und p ist die Antreffwahrscheinlichkeit. E bezeichnet den sogenannten Erwar-
tungswert, also Durchschnitt, denn da p eine Wahrscheinlichkeit ist, ist Z technisch 
eine sogenannte Zufallsvariable, deren Eigenschaften man nur im statistischen Mittel 
vorhersagen kann. Eine gute Analogie ist der wiederholte Münzenwurf: Z ist die 
Anzahl Würfe unter N Würfen, bei denen die Münze auf einer bestimmten Seite lan-
det, und p ist die Wahrscheinlichkeit dieser Seite. Bei einer »gerechten« Münze wird 
man somit bei N = 10 Würfen oft, aber eben nicht immer 5-mal Kopf oder Zahl werfen.  
In der Praxis ist die Antreffwahrscheinlichkeit meist kleiner als 1 (z. B. KÉRY 2002). 
Damit ist bereits klar, dass Z meist kleiner ist als N. Die Zählung Z ist nicht falsch, 
aber heikel wird es, wenn man zwei Zählungen Z zum Zeitpunkt 1 und 2 miteinander 
vergleicht, etwa indem man das Verhältnis der beiden Zählungen bildet, um Zu- oder 
Abnahme (einen Trend symbolisiert mit T) zu bestimmen:  
T = Z1 / Z2.  
Tatsächlich vergleicht man in diesem Fall  
T = N1 * p1 / N2 * p2.  
Damit wird klar, dass der Quotient von Z1/Z2 den Trend T nur dann gut widerspie-
gelt, wenn p konstant ist (sie müssen für einen Vergleich nicht zwingend gleich 1 sein 
wenn man mit »relativer Abundanz« zufrieden ist – dies ist ein Beispiel für eine An-
nahme, die von vielen Feldherpetologen oft stillschweigend gemacht wird). Die p sind 
aber selten konstant, auch dann nicht, wenn die Feldmethoden standardisiert wurden 
(Beispiele: SCHMIDT 2005, BROWN et al. 2007). Problematisch ist die Situation insbe-
sondere dann, wenn die p klein sind.  
Die von Biostatistikern vorgeschlagene Lösung lässt sich konzeptionell so darstellen:  
pZN ˆ/ˆ =  
Das ^ auf N und p ist das Symbol dafür, dass eine Variable in einer Gleichung ein 
Schätzwert ist. Diese simple Gleichung ist die konzeptionelle Basis für nahezu alle 
Verfahren zur Schätzung von Abundanz, Verbreitung von Arten und Artenzahlen 
(WILLIAMS et al. 2002).  
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Analyse von Monitoring- und Verbreitungsdaten: »site occupancy«-
Modelle  
Die von MACKENZIE et al. (2002) entwickelten Modelle haben den Zweck, gleichzeitig 
zwei Parameter zu schätzen: Die Vorkommens- und die Antreffwahrscheinlichkeit, 
welche meist mit Ψ (Psi) und p symbolisiert werden. Die Vorkommenswahrschein-
lichkeit ist gleichbedeutend mit dem Prozentsatz Gebiete, in welchem eine Art vor-
kommt.  
Grundlage für das Schätzverfahren ist das Vorliegen von mindestens zwei Besuchen 
bei mindestens einem Teil der Orte. Besucht man einen Ort beispielsweise drei Mal 
und findet die Art zwei Mal, so ergibt dies eine sogenannte »Antreffgeschichte«, 
beispielsweise »gefunden – nicht gefunden – gefunden«. Unter der Annahme einer 
»geschlossenen Population« ergibt sich daraus eine Antreffwahrscheinlichkeit von 
2 / 3. Die Frage ist nun, an wie vielen Orten die Art übersehen wurde, wenn p = 0,666? 
Da 1 – p die »Nicht-Antreffwahrscheinlichkeit« ist, wird man die Art nach je einem 
Besuch an 100 Orten an etwa 100 * (1 – 0,666) ≈ 33 Orten übersehen. Nach drei Besu-
chen ist die Wahrscheinlichkeit, die Art drei Mal nicht zu sehen (1 – 0,666)3.  
Die Statistiker formulieren das Problem so: Was ist die Wahrscheinlichkeit, eine Art 
bei drei Besuchen an einem besetzten Platz zwei Mal zu finden? Das Resultat ist  
Ψ * p * (1 – p) * p. Alle Wahrscheinlichkeiten für Antreffgeschichten mit mindestens 
einem Fund der Art sind Varianten der gezeigten Wahrscheinlichkeit. Speziell ist die 
Wahrscheinlichkeit für den Fall, dass die Art drei Mal nicht gefunden wurde, denn 
diese Wahrscheinlichkeit hat zwei Komponenten, weil das betreffende Ereignis auf 
zwei ganz verschiedene Arten zustande kommen kann: 1) die Art kommt vor, wurde 
aber drei Mal übersehen oder 2) die Art kommt nicht vor. Der Wahrscheinlichkeits-
ausdruck ist dann [Ψ * (1 – p)* (1 – p) * (1 – p) + (1 – Ψ)]. Die Wahrscheinlichkeiten aller 
Antreffgeschichten werden multipliziert und damit als »Likelihood« formuliert (MAC-
KENZIE et al. 2002, 2006). Die Werte von Ψ und p, die, wenn in die Gleichung der 
»Likelihood« eingesetzt, zum größten Wert der »Likelihood« führen, sind dann die 
bestmöglichen Schätzwerte für Ψ und p. Es ginge hier zu weit, die »Likelihood«-
Methode zu erklären. Kurz sei soviel gesagt: Wenn ich eine Münze 10-mal werfe, so 
kann jeder voraussagen, wie oft Kopf und Zahl erwartet werden. »Likelihood« geht 
nun davon aus, dass man das Resultat der zehn Würfe hat und die Wahrscheinlichkeit 
wissen will, Kopf oder Zahl zu erhalten. Dazu formulieren die Statistiker ein Modell 
(im Fall des Münzenwurfs das bekannte Modell für die Binomialverteilung) und 
setzen alle möglichen Werte für die gesuchte Wahrscheinlichkeit ein. Bei einer Wahr-
scheinlichkeit ist der errechnete Wert des Modells der höchste und damit ist das der 
beste Wert (deshalb im Englischen »maximum likelihood«).1  
Für das selbe Modell gibt es auch eine andere, sogenannte hierarchische Formulie-
rung. Diese hat den Vorteil, dass sie genereller ist und kompliziertere Modelle zulässt. 
Sie bildet auch die Grundlage für andere Methoden zur Schätzung populationsbiolo-
gischer Größen (ROYLE & DORAZIO 2006, ROYLE & KÉRY 2007).  
                                                           
1 Eine gute Erklärung der »Likelihood«-Methode findet man im Internet in den Unterlagen zur Vorlesung »Sampling and 
analysis of biological populations« von Prof. GARY C. WHITE von der Colorado State University: www.warnercnr.colostate. 
edu/class_info/fw663/ (unter »schedule«, dann »binomial likelihood function«).  
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Das Modell liefert in seiner Grundform also zwei Schätzwerte: Die Vorkommens-
wahrscheinlichkeit (gleichbedeutend mit dem erwarteten Prozentsatz der Gebiete, in 
denen eine Art vorkommt) und die Antreffwahrscheinlichkeit. Das Modell kann bio-
logisch interessanter gemacht werden, denn es können kontinuierliche und kategori-
sche Kovariablen für beide Wahrscheinlichkeiten eingesetzt werden. Damit kann 
geprüft werden, von welchen Faktoren die Verbreitung einer Art abhängt oder von 
welchen Faktoren es abhängt, ob eine Art gefunden wird. Letzteres kann für die Pla-
nung von Kartierungen sehr bedeutsam sein. 
Informationstheoretische Methoden (d. h. Modellwahl mittels AIC) können benutzt 
werden, um ein Modell zu wählen, welches die Daten am besten beschreibt (im Detail 
beschrieben in BURNHAM & ANDERSON 2002; Einführungen finden sich in MAZEROLLE 
2006 und ANDERSON 2007).  
Ein Modell könnte folgende erklärenden Variablen beinhalten: »Die Vorkommens-
wahrscheinlichkeit hängt von der Gewässergröße ab und die Antreffwahrscheinlich-
keit ist über alle Besuche hinweg konstant«. Dieses Modell könnte einem anderen 
Modell mit anderen erklärenden Variablen verglichen werden: »Die Vorkommens-
wahrscheinlichkeit hängt vom pH ab und die Antreffwahrscheinlichkeit ist über alle 
Besuche hinweg konstant«. Da jeweils immer Antreff- und Vorkommenswahrschein-
lichkeit geschätzt werden, muss der Herpetologe jeweils immer eine Modellkompo-
nente für die Antreff- und eine für die Vorkommenswahrscheinlichkeit formulieren. 
Welche Modelle in Betracht gezogen und miteinander verglichen werden, hängt von 
der biologischen Fragestellung und auch vom Datenumfang ab. Grundsätzlich lässt 
sich jede biologische Hypothese auch als statistisches Modell formulieren (ANDERSON 
et al. 1999, NICHOLS 2001, WHITE 2001, MAZEROLLE 2006). Informationstheoretische 
Methoden der Modellselektion suchen nach dem besten Modell, also einer verglei-
chenden Rangierung verschiedener Modelle und nicht nach der künstlichen und oft 
wenig sinnvollen »schwarz-weißen« Unterscheidung »signifikant« oder »nicht signi-
fikant« der traditionellen Nullhypothesentests (BURNHAM & ANDERSON 2002). Beispie-
le für die Formulierung biologischer Hypothesen zur Ökologie von Amphibien als 
statistische Modelle finden sich in VAN BUSKIRK (2005) und SCHMIDT & PELLET (2005). 
Unter www.uvm.edu/envnr/vtcfwru/spreadsheets/occupancy/occupancy.htm gibt es 
Übungen zur »site occupancy«-Modellierung. 
Annahmen des »site occupancy«-Modells 
Das Modell von MACKENZIE et al. (2002) macht wie jedes Modell gewisse Annahmen: 
1) Das System ist »geschlossen«: Während der Dauer der Feldarbeiten bleiben besetzte 
Orte (wie auch immer durch die Untersuchung definiert) besetzt und werden nicht 
verlassen und unbesetzte Orte werden nicht besiedelt. Durch ein geeignetes Design 
der Feldarbeiten kann diese Annahme problemlos erfüllt werden.  
2) Arten dürfen übersehen werden, aber eine Art wird nicht als anwesend registriert, 
wenn sie nicht vorkommt. Durch eine gute Ausbildung der Feldbiologen lässt sich 
dieses Problem lösen. ROYLE & LINK (2006) haben die Modelle von MACKENZIE et al. 
(2002) so weiter entwickelt, dass auch »falsche Positive« zulässig sind (diese Modelle 
sind in der Anwendung allerdings heikel).  
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3) Die Entdeckung von Arten an einem Ort ist unabhängig von der Entdeckung der 
Art an einem anderen Ort. Auch diese Annahme dürfte in der Regel erfüllt sein.  
4) Es gibt keine Heterogenität/Variabilität in der Antreffwahrscheinlichkeit, die nicht 
durch Kovariablen erklärt werden kann. Hat man den Verdacht auf solche Heteroge-
nität, so gibt es auch Versionen des Modells von MACKENZIE et al. (2002), die Hetero-
genität zulassen (ROYLE & NICHOLS 2003, ROYLE 2006).  
MACKENZIE & BAILEY (2004) haben einen »goodness-of-fit«-Test entwickelt, mit dem 
geprüft werden kann, ob das Modell zu den Daten passt oder nicht bzw. ob die An-
nahmen erfüllt sind. Falls das Modell nicht zu den Daten passt, kann das Modell 
verändert werden, bis es zu den Daten passt. Ansätze dazu werden in MACKENZIE et 
al. (2006) diskutiert. SCHMIDT et al. (2002) diskutieren ausführlich die Bedeutung von 
Annahmen von statistischen Modellen und die Bedeutung und Konsequenzen von 
Verletzungen der Annahmen.  
Normalerweise wird jeder Ort gleich häufig besucht. Oft kommt es in der Praxis aber 
vor, dass nicht alle Orte gleich oft besucht werden können. Die Modelle von MAC-
KENZIE et al. (2002) können mit einer ungleichen Anzahl von Besuchen umgehen. Der 
Wahrscheinlichkeitsausdruck für das obige Beispiel »gefunden – nicht gefunden – 
gefunden« wird für den Fall »gefunden – nicht gefunden – nicht besucht« einfach zu 
Ψ * p * (1 – p). Im Standardcomputerprogramm für die Analysen (PRESENCE) ist das 
so programmiert. Das Programm PRESENCE ist im Internet frei erhältlich unter 
www.mbr-pwrc.usgs.gov/software/presence.html. 
Fallbeispiel: An welchen »historischen« Fundorten kommt die Kreuzotter 
noch vor?  
Die hier präsentierte Analyse zur Verbreitung der Kreuzotter (Vipera berus) in der 
Schweiz hat exemplarischen Charakter und soll die Grundsätze einer »site-occu-
pancy«-Analyse veranschaulichen.  
Die Daten zur Verbreitung der Kreuzotter wurden im Rahmen der Feldarbeiten für 
die Aktualisierung der Roten Liste der Reptilien der Schweiz (MONNEY & MEYER 2005) 
erhoben. Die Details der Methoden sind in MONNEY & MEYER (2005) beschrieben. Hier 
nur das Wichtigste in Kürze. Für die Aktualisierung der Roten Liste der Reptilien 
wurden in den Jahren 2003 und 2004 294 1-km2-Quadrate ein bis drei Mal durch Feld-
herpetologen begangen und nach Reptilien abgesucht. 59 der Quadrate befanden sich 
im potenziellen Verbreitungsgebiet der Kreuzotter in der Schweiz (GUISAN & HOFER 
2003, MEYER & MONNEY 2004) und wurden in der hier vorgestellten Analyse berück-
sichtigt. Die Funddaten bestehen also aus einer Matrix mit 59 Zeilen und 3 Spalten. 
Hinzu kommen die Spalten für die Kovariablen (ein Auszug ist in Tab. 1 dargestellt).  
Für die Analyse wurden vier erklärende Variablen berücksichtigt. Zwei erklärende 
Variablen sollen die Vorkommenswahrscheinlichkeit (= der Prozentsatz Quadranten, 
in welchen die Art vorkommt) beschreiben. Die erste Variable war, ob die Kreuzotter 
in einem Quadranten die Zielart war. Wenn sie Zielart war, so bedeutet dies, dass aus 
diesem Quadranten ein Fund in der Datenbank der KARCH (Koordinationsstelle für 
Amphibien- und Reptilienschutz in der Schweiz, www.karch.ch) vorliegt. Wenn die 
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Kreuzotter keinen Rückgang erlitten hat, so sollte die Vorkommenswahrscheinlichkeit 
in diesen Quadranten 100 % sein. Die zweite Variable war, ob aus einem Quadranten 
eine Kreuzottermeldung von Dr. EUGEN KRAMER vorlag (KRAMER & STEMMLER 1986). 
Dr. KRAMER war ein guter Herpetologe und hat sehr viele Fundmeldungen anderer 
aus den Alpen zusammen getragen; an vielen Orten hat er selbst die Kreuzottern aber 
nicht beobachtet. Eine erklärende Variable »Kramer-Meldung« testet also die Verläss-
lichkeit der teilweise sehr alten Meldungen, die Dr. KRAMER erhalten hat. Die anderen 
Variablen sollten die Antreffwahrscheinlichkeit erklären. Eine Variable war das Da-
tum des Besuchs (mit 29. März = 1. Tag, an dem Reptilien kartiert wurden = Tag 1) 
und die andere Variable war die Dauer des Besuchs (in Minuten). Diese beiden konti-
nuierlichen Variablen wurden vor der Analyse standardisiert (die Standardisierung 
führt zu stabileren Rechungen). 
Die Analyse wurde mit dem Programm PRESENCE 2 durchgeführt. Ein »goodness-
of-fit«-Test mit 10 000 parametrischen »bootstraps« zeigte, dass die Annahmen des 
Modells erfüllt waren (χ2 = 6,74, P = 0,75).  
Während der Analyse wurde zuerst nach einem Modell gesucht, welches die Antreff-
wahrscheinlichkeit gut beschreibt. Dabei wurden vier Modelle in Betracht gezogen: 
nur »Dauer«, nur »Datum«, »Datum« und »Dauer« oder weder »Datum« noch »Dau-
Tab. 1: Auszug aus dem Datensatz der Kreuzotter (15 Quadranten) als Beispiel für einen Datensatz, 
der für die »site occupancy«-Modelle geeignet ist. Eine »1« bedeutet, dass die Art beim Besuch ge-
funden wurde und eine »0« steht für »nicht gefunden«. Ein »-« zeigt an, dass ein Besuch nicht statt 
fand. »Datum« ist die Anzahl Tage seit dem 29. März, »Dauer« die Aufenthaltsdauer im Quadranten 
in Minuten. Die dritten Besuche erbrachten keine Funde der Kreuzotter. Trotzdem sind sie wichtig 
um die Antreffwahrscheinlichkeit zu schätzen.  
Extract of the adder data set (15 quadrats) as an example for a data set that can be used for a site 
occupancy analysis. A »1« indicates that the species was found during the visit and a »0« means that 
the species was not seen. A »-« stands for »no visit«. »Zielart« means that the adder was the target 
species in a quadrat (1 km2) and »Kramer-Fund« means that the historic observation was recorded by 
Dr. EUGEN KRAMER. »Datum« is the date of the survey (i. e. number of days since March 29th), 
»Dauer« is the duration of the survey within a quadrat in minutes. No adders were found during the 
third visits. These visits are important nevertheless because they contribute to the estimation of 





















0 0 0 nein nein 19 146 44 240 240 120 
1 1 - nein nein 117 160 - 240 180 - 
0 0 0 nein nein 19 146 44 240 240 150 
0 0 - nein nein 108 160 - 120 210 - 
0 0 0 nein nein 69 130 190 180 210 180 
0 1 - ja nein 178 77 - 180 210 - 
1 0 - ja nein 94 71 - 330 240 - 
0 0 0 ja nein 177 77 188 180 210 180 
0 - - ja nein 73 - - 360 - - 
0 0 0 ja nein 19 70 173 240 240 120 
0 0 - ja ja 29 75 - 390 620 - 
0 0 0 ja ja 32 62 172 210 180 210 
0 0 - ja ja 68 184 - 240 240 - 
0 0 0 ja ja 43 45 88 240 145 120 
0 0 - ja ja 64 88 - 385 145 - 
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er« als erklärende Variablen. Dabei zeigte sich, dass das Modell in dem weder »Dau-
er« noch »Datum« enthalten sind und welches eine konstante Antreffwahrscheinlich-
keit annimmt, die Daten am besten beschreibt (Tab. 2). Dies bedeutet nicht, dass die 
Antreffwahrscheinlichkeit immer und überall exakt gleich ist. Vielmehr besagt dieses 
Resultat, dass die Unterschiede relativ klein und nicht wert sind, modelliert zu wer-
den (wer die Effekte von »Dauer« und »Datum« dennoch genau kennen und schätzen 
möchte, der sei hier auf die sogenannte »multi-model inference« hingewiesen, BURN-
HAM & ANDERSON 2002) . Dies kann beispielsweise darauf zurück zu führen sein, dass 
die Feldarbeiten in der Regel nur bei günstigen Bedingungen durchgeführt wurden. 
Die Antreffwahrscheinlichkeit wurde auf 69,9 % (Standardfehler: 56,0 %) geschätzt. 
Der Standardfehler ist, nicht untypisch für diese Modelle, relativ groß. Mit einer An-
treffwahrscheinlichkeit von 69,9 % werden nach einem Besuch durchschnittlich 30,1 % 
der Vorkommen übersehen, nach zwei Besuchen durchschnittlich 9,0 % und nach drei 
Besuchen durchschnittlich 2,7 % der Vorkommen. 
Bei der Wahl des besten Modells für die Vorkommenswahrscheinlichkeit (Tab. 2) zeigte 
sich, dass die Variable »Kramer-Fund« entscheidend ist (Abb. 1). Kreuzotterfunde, die 
von Dr. KRAMER zusammen getragen wurden, konnten nur selten bestätigt werden. 
Stammt die Meldung aus anderer Quelle, so wurde etwa die Hälfte der Funde bestätigt. 
Weiter wurde geschätzt, dass die Kreuzotter in etwa 26 % der Quadranten vorkommt, 
von wo keine Fundmeldung vorlag. Weil die Antreffwahrscheinlichkeit hoch ist, ist die 
Differenz zwischen geschätzter Vorkommenswahrscheinlichkeit und Prozentsatz der 
Quadranten mit aktuellen Funden relativ klein (Abb. 1). 
Auch bei den Schätzwerten der Vorkommenswahrscheinlichkeit sind die Standard-
fehler groß. Dies deutet darauf hin, dass im Datensatz relativ wenig Information 
enthalten ist und dass die erklärenden Variablen in diesem Beispiel nicht besonders 
stark sind. Der große Standardfehler sollte nicht als Schwäche des Modells betrachtet 
werden, sondern als Maß für die Präzision der Schätzung. 
Tab. 2: Resultate der Modellselektion. Die Modellbeschreibung folgt LEBRETON et al. (1992). Der Teil 
Ψ ( ) beschreibt das Modell für die Vorkommenswahrscheinlichkeit und die darin enthaltenen Vari-
ablen; ein Punkt zeigt an, dass keine erklärenden Variablen enthalten sind und die Wahrscheinlich-
keit konstant ist. Der Teil p ( ) beschreibt das Modell für die Antreffwahrscheinlichkeit und die darin 
enthaltenen Variablen. K ist die Anzahl Parameter im Modell, ∆AIC der Unterschied im AIC-Wert 
zwischen dem besten Modell und dem jeweiligen Modell (das beste Modell hat einen AIC-Wert = 
81,53). w ist das Akaike-Gewicht.  
Results of model selection. Model notations follows LEBRETON et al. (1992). The part Ψ ( ) describes 
the model for site occupancy probability and the predictor variables that are included in the model (a 
dot indicates that no predictor variable is included and the probability is constant across sites). The 
part p (.) describes the model for detection probability and the predictor variables that are included. 
K is the number of parameters in the model, ∆AIC is the difference between the AIC score of the best 
model and a given model (the best model has an AIC score = 81.53). w is the Akaike weight.  
Modell  K ∆AIC w 
Ψ (Kramer) p (.)  3 0,00 0,3805 
Ψ (Zielart, Kramer) p (.)  4 0,75 0,2615 
Ψ (Zielart, Kramer) p (Dauer)  5 1,76 0,1578 
Ψ (Zielart, Kramer) p (Datum) 5 2,43 0,1129 
Ψ (Zielart, Kramer) p (Datum, Dauer)  6 3,52 0,0655 
Ψ (.) p (.) 2 6,57 0,0142 
Ψ (Zielart) p (.)  3 8,41 0,0057 
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Es gibt mindestens zwei Erklärungsansätze, wieso die von KRAMER gemeldeten Kreuz-
ottervorkommen oft nicht bestätigt werden konnten. KRAMER hat sehr viele alte Mel-
dungen zusammengetragen (1940er Jahre und früher). Generell gilt, dass ältere Funde 
bei allen Arten schlechter bestätigt wurden als neuere Funde (B. R. SCHMIDT und M. 
JENNY, unveröff. Analysen). Eine andere Erklärung ist, dass Kreuzottern oft mit Schling-
nattern (Coronella austriaca) verwechselt wurden. Tatsächlich fanden die Mitarbeiter in 
vielen Kramer-Kreuzotter-Quadranten oft Schlingnattern (A. MEYER & J.-C. MONNEY 
pers. Mitt.). Diese beiden Erklärungen schließen sich nicht gegenseitig aus und beide 
dürften das Resultat teilweise erklären. Aus der Analyse wird jedoch klar, dass mo-
derne Datenbanken unbedingt die Qualität eingehender Daten prüfen müssen.  
Komplexere Modelle  
Seit der Publikation von MACKENZIE et al. (2002) wurde das Modell von verschiede-
nen Autoren weiter entwickelt. Wichtig sind insbesondere die Modelle, welche es 
erlauben, Daten mehrerer Jahre gleichzeitig zu analysieren. Damit können auch Aus-
sterbe- und Kolonisierungwahrscheinlichkeiten geschätzt werden (MACKENZIE et al. 
2003). Diese Weiterentwicklung für Daten, welche über mehrere Jahre gesammelt 
wurden, ist insbesondere für die Analyse von Monitoringdaten von Bedeutung (Bei-
spiele: DODD & DORAZIO 2004, MUTHS et al. 2005, SCHMIDT 2005).  
Eine neue Variante erlaubt es auch zu schätzen, ob eine Art vorkommt und ob sie sich 
an diesem Ort auch fortpflanzt (andere Klassifikationen sind auch möglich) – wieder-
um unter der Annahme, dass man Fortpflanzung nicht immer mit Sicherheit feststel-
len kann (NICHOLS et al. 2007).  
 
Abb. 1: Die heutige Vorkommenswahrschein-
lichkeit (mit 1 Standardfehler) der Kreuzotter
in Untersuchungsflächen in den Schweizer
Alpen in Abhängigkeit davon, ob der Stand-
ort ursprüglich von Dr. EUGEN KRAMER
gemeldet wurde. Die schwarzen Querbalken
geben den Anteil Gebiete an, in denen die Art
gefunden wurde. Zwecks besserer Lesbarkeit
der Resultate werden die Schätzwerte aus
dem zweitbesten Modell gezeigt (siehe Tab. 1;
der Schätzwert für »kein Kramer-Fund« im
besten Modell ist etwa der Mittelwert der
Kategorien »kein Kramer-Fund« und »bisher
kein Fund«). Wenn die Kreuzotter im Unter-
suchungsgebiet keinen Rückgang erlitten
hätte, so müssten in den Kategorien »Kramer-
Fund« und »kein Kramer-Fund« die Schätz-
werte bei 100 % sein.  
 Estimates of the current distribution of the adder in surveyed 1 km2 quadrates in relation to the 
source of the historic observation: reported by Dr. EUGEN KRAMER or somebody else. The black bars 
indicate the proportion where the species was found during the surveys. For better readability, the 
estimates of the second-best model (see tab. 1) are shown. The estimate of the category »observation 
not reported by Dr. KRAMER« is the mean of the categories »kein Kramer-Fund« and »bisher kein 
Fund« (»not reported by Dr. KRAMER« and »no historic record«, respectively). If there had been no
decline in the distributional range of the adder, then the estimate of the categories »Kramer-Fund« 
(»historical observation reported by KRAMER«) and »kein Kramer-Fund« ought to be 100 %.  
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Weiter gibt es Modelle, mit denen man aus den Daten »gefunden/nicht-gefunden« 
Abundanzen schätzen kann (ROYLE & NICHOLS 2003) und solche, mit denen man aus 
wiederholten Zählungen Abundanzen schätzen kann. Zählungen können entweder 
genau sein (ROYLE 2004) oder Populationen werden in Größenklassen eingeteilt (ROY-
LE & LINK 2005). DORAZIO (2007) vergleicht zwei der neuen Modelle (ROYLE & NI-
CHOLS 2003, ROYLE 2004) mit dem klassischen »site-occupancy«-Modell von MACKEN-
ZIE et al. (2002) und zeigt unter welchen Umständen welches Modell die besten Resul-
tate liefert. 
Weitere methodische Verbesserungen und Verfeinerungen sind beispielsweise in 
ROYLE (2006), ROYLE & DORAZIO (2006), ROYLE & KÉRY (2007) und ROYLE et al. (2007a, 
b) zu finden.  
Planung von Feldstudien  
MACKENZIE & ROYLE (2005) und BAILEY et al. (2007) beschreiben beide das optimale 
Design von Monitoringstudien. MACKENZIE & ROYLE (2005) gehen der Frage nach, ob 
man besser wenige Besuche an vielen Orten macht oder ob man besser weniger Orte 
öfter besucht. Eine wichtige Erkenntnis ist, dass Orte idealerweise mindestens drei 
Mal besucht werden sollten. Sie beschreiben auch Eigenschaften des sogenannten 
»removal«-Designs, in welchem ein Ort nur solange besucht wird, bis die Zielart 
erstmals gefunden wird. BAILEY et al. (2007) verfeinern die Analyse von MACKENZIE & 
ROYLE (2005) und stellen ein Computerprogramm vor (GENPRES; auch dieses Pro-
gramm ist frei erhältlich unter www.mbr-pwrc.usgs.gov/software/presence.html), 
welches bei der Planung von Monitoringprogrammen eine große Hilfe sein kann. 
Allerdings beinhaltet bereits das Programm PRESENCE gewisse Simulationsfähigkei-
ten, die bei der Untersuchungsplanung eine große Hilfe sein können. 
Diskussion  
Die Modelle von MACKENZIE et al. (2002, 2003, 2006) sind ein gutes Werkzeug für die 
Analyse von Verbreitungs- und Monitoringdaten. Die entscheidende Verbesserung 
gegenüber früheren Analyse-Methoden ist, dass diese Modelle berücksichtigen, dass 
Arten auch von den besten Feldherpetologen nicht immer gefunden werden. Die 
Weiterentwicklungen der Modelle erlauben, aus wiederholten Zählungen Abundan-
zen zu schätzen (z. B. bei terrestrischen Salamandern: DODD & DORAZIO 2004). Bei der 
Abundanz ist aber zu überlegen, was genau geschätzt wird, denn die geschätzte Abun-
danz wird vom Design der Untersuchung und der Phänologie der Art abhängen.  
Die Modelle sind auch sehr breit anwendbar, denn die Definition von »Ort« ist flexi-
bel. Das können Weiher sein, Quadranten mit 1 km2 Fläche, FFH-Gebiete, Messtisch-
blätter oder einzelne Hecken. Wichtig ist nur, dass die Definition der Orte biologisch 
sinnvoll ist und dass man sich darüber im klaren ist, über welche biologische Grund-
gesamtheit man eine Aussage machen will.  
In einem FFH-Gebiet mit vielen Weihern ist es möglich zu schätzen, in welchem An-
teil der Gewässer beispielsweise der Kammmolch (Triturus cristatus) vorkommt. Dann 
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bezieht sich die geschätzte Vorkommenswahrscheinlichkeit auf ein FFH-Gebiet. Die 
Stichprobe kann aber auch repräsentativ sein für ein ganzes Land, wie etwa in 
SCHMIDT & ZUMBACH (2005). Dann ist die biologische Frage, wie stark der Rückgang 
der Amphibien in der Schweiz in den letzten 20 Jahren war – die entscheidende In-
formation für die Aktualisierung der Roten Liste der Amphibien der Schweiz.  
Haben die Modelle ein Relevanz für die praktische Arbeit von Planungsbüros, Ökolo-
gen und Feldherpetologen? Ich meine, dass es grundsätzlich für jeden Feldbiologen 
interessant sein muss zu wissen, welcher Anteil der Vorkommen einer Art erfasst 
wurde und wie viele Vorkommen wahrscheinlich übersehen wurden (wobei mancher 
Auftraggeber unzufrieden sein wird, wenn er in einem Bericht liest, dass bei einer 
Kartierung nicht alle Vorkommen entdeckt wurden). Bei der Aktualisierung der Roten 
Liste der Amphibien und Reptilien der Schweiz (SCHMIDT & ZUMBACH 2005, MONNEY 
& MEYER 2005) haben wir die Modelle benutzt und konnten zeigen, dass nahezu alle 
Vorkommen der Amphibien mit vier Besuchen erfasst wurden, während bei den 
Reptilien mit nur ein bis drei Besuchen zahlreiche Vorkommen übersehen wurden. 
Dies ist nicht erstaunlich, aber aus Kostengründen waren nicht mehr Besuche oder der 
Einsatz von Hilfsmitteln wie Blechen möglich. Die Konsequenz daraus ist, dass wir 
ohne die Modellberechnungen bei den Reptilien die Bestandesrückgänge deutlich 
überschätzt hätten.  
Für viele Feldherpetologen scheint es auf den ersten Blick vielleicht unbedeutend zu 
wissen, dass bei einer Kartierung eine Art in z. B. 20 % der Gewässer entdeckt wurde, 
aber die Modellschätzung sagt, dass die Art in 35 % der Gewässer vorkommt. Das 
könnte aber auch Ansporn sein, herauszubekommen, in welchen 15 % der Gewässer 
die Art noch vorkommt! Wenn man auf der anderen Seite weiß, dass man praktisch 
alle Vorkommen einer Art entdeckt hat, kann man auf Nachkartierungen verzichten. 
Weiß man aber, dass noch zahlreiche Vorkommen einer Art unentdeckt sind, kann 
 
Abb. 2: Mit statistischen Verfahren kann z. B. geschätzt werden, in wie vielen Weihern eines FFH-
Gebietes der Kammmolch (Triturus cristatus) vorkommt. Foto: B. THIESMEIER. 
Statistical models allow for example the estimation in how many ponds of an FFH-area great crested 
newts (Triturus cristatus) occur. 
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man bei Projekten, Planungen und dergleichen, welche ein potenzielles Vorkommen 
gefährden, gezielte Nachkartierungen und einen Negativnachweis verlangen (im 
Sinne von KÉRY 2002 und PELLET & SCHMIDT 2005).  
Die Modelle von MACKENZIE et al. (2002) bieten dem Feldbiologen große Flexibilität 
bei der Planung, Durchführung und Auswertung der Studie. Sie sind nicht kompli-
zierter oder schwieriger zu erlernen als andere Analysemethoden, liefern aber bessere 
Resultate (WINTLE et al. 2004). Deshalb sollten die Modelle von MACKENZIE et al. 
(2002) und deren Weiterentwicklungen zum Standard bei der Analyse feldherpetolo-
gischer Verbreitungs- und Monitoringdaten werden.  
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