For telecommunication companies to successfully manage their business, companies rely on mapping future trends and usage patterns. However, the evolution of telecommunications technology and systems in the provision of services renders imperfections in telecommunications data and impinges on a company's' ability to properly evaluate and plan their business. ITU Recommendation E.507 provides a selection of econometric models for forecasting these trends. However, no specific guidance is given. This paper evaluates whether simple extrapolation techniques in Recommendation E.507 can generate accurate forecasts. Standard forecast error statistics-mean absolute percentage error, median absolute percentage error and percentage bettershow the ARIMA, Holt and Holt-D models provide better forecasts than a random walk and other linear extrapolation methods.
I. Introduction
the forecast performance of these extrapolation models by comparing forecasts against those from a random walk model. 2 In particular, the paper follows the format of a competition between simple models that do not require detailed domain knowledge. Namely, the comparison of forecast accuracy is based on telecommunications data via series pattern recognition. The paper is structured as follows. Section II describes the M3-competition telecommunications data. Section III reviews linear univariate forecast methods employed in this study, and discusses error statistics used to evaluate forecast performance. Section IV presents the forecast results and Section V concludes. Grambsch and Stahel (1990) and Fildes (1992) find telecommunications data exhibit both non-stationary and strong negative trends. 3 Similarly, most of the monthly and 'other' series 2 Standard univariate linear models are useful for this application as they are simple to implement and easily understood, and therefore used for commercial applications. 3 These observations lead Grambsch and Stahel (1990) and Fildes (1992) to argue the simple exponential smoothing model is inappropriate for forecasting these data. in this study exhibit negative trends. For the monthly series, only 1 of 29 series shows a positive trend. For the 'other' series, 115 series exhibits a negative trend, while only 5 series exhibit a positive trend.
II. Data
<Insert Table I & Table II> Average summary statistics for the monthly and 'other' series are presented in Table I and   Table II , respectively. The tables indicate the mean, standard deviation, degree of skewness and number of outliers for the 'other' series is higher than those of the monthly series. The sample average of standard deviation for the monthly and 'other' series are 386.8 and 921.5, respectively. This indicates the spread of the 'other' series is about 2.4 times larger than that of the monthly series. The corresponding coefficients of variation (0.08 and 0.13) for both series also indicate the differences in the spread of the series. 
x L denotes the lower quartile and x U is the upper quartile. The strength of trend is measured by the correlation between series (with outliers removed) and a time trend, with the absolute value of the trend indicating its strength. Randomness is measured by estimating the regression: Figure III reveals 26 of the 29 monthly series contain only a single outlier, with 3 series containing more than 1 outlier. The 'other' series exhibit some similar properties. That is;
Fig. IV shows that 116 of the 120 'other' series contain only 1 outlier, 2 series contain 11 outliers and 2 series contains 14 outliers. The characteristics of the M3 telecommunications data appear to be homogenous and have similar properties to the telecommunications data analysed by Fildes (1992) . 
III. Forecast Models Applied
The univariate linear extrapolative techniques applied for forecasting are ARARMA (Parzen 1982) , ARIMA, Holt, Holt-D, Holt-Winters, simple exponential smoothing (SES) and the robust trend (RT; Grambsch and Stahel 1990) models. 5 These forecast methods are employed as the models are proposed in Recommendation E.507 and are shown to be reliable by Makridakis et al. (1993) , Fildes et al. (1998) , and Makridakis and Hibon (2000) by performing consistently in the M-competition studies. All models are estimated beginning at observation 6. This means parameter estimates for all models are estimated from observation 6 to observation 53, and observation 6 to observation 63 for the monthly and the 'other' series, respectively. To estimate the parameters of the ARARMA and ARIMA models, an automatic procedure with a maximum 5-period lag is employed. The automatic procedure estimates the parameters of all possible combinations of ARARMA and ARIMA models within the imposed lag limit generating 60 possible models for each ARARMA and ARIMA model, respectively. 6 A grid search is then performed on the generated ARARMA and ARIMA models to determine the optimal lag length. This is done by comparing the Akaike Information Criterion (AIC) statistic values of the generated models. 7 The 'best'
ARARMA and ARIMA models are those that generate the lowest AIC. Holt, Holt-D, Holt-Winters and RT models have their lag lengths fixed and so do not require a grid search to select best model. 8 Following Makridakis and Hibon (2000) , a best model-for both series and method-is used to forecast a maximum 18 observations and 8 observations ahead for the first forecast in the sequence, respectively, for the monthly and 'other' series. For the second forecast in the sequence, the data series expands by one period (one-step ahead) and 5 Only the no trend, no seasonal version of the SES model is included in the analysis, i.e., the SES model used is
The maximum lags for the ARARMA model is 5 periods. The ARARMA is estimated by applying an AR model 1-and 2-period lags. Residuals are estimated with another ARMA model with lags of 1-to 3-periods to generate the ARARMA model. 2 ) , ( q p  forecasts are made for 17 observations and 7 observations ahead, respectively. Forecast accuracy measures employed are guided by Armstrong and Collopy (1992) , viz., mean absolute percentage error (MAPE), median absolute percentage error (MdAPE) and percent better (PB). The error statistics are defined in the Appendix. 9
IV. Forecasts
To identify the most accurate forecast model, aggregate results by method are compared using an out of sample forecast horizon for the monthly and 'other' series data. Following Makridakis and Hibon (2000) , a maximum of 18 and 8 steps ahead are generated for monthly and 'other' data, respectively. Forecast accuracy is compared using MAPE, MdAPE and PB error statistics. Table III and Table IV present <Insert Table III, Table IV & Table V> The results for the PB statistic are reported for monthly series in Table V. Similar to the   MdAPE results of Table IV, Table V shows the ARIMA and the Holt-D model are best. Table V shows the ARIMA model is best at forecasting short-and long-horizons for 1-9 Mean square error measures are not used as they are scale dependent and sensitive to outliers. period, 12-periods and 18-periods ahead, while the Holt-D model is best at forecasting intermediate-to long-horizons of 6-periods and 12-periods ahead. <Insert Table VI, Table VII & Table VIII> The PB statistic presented in Table VIII shows <Insert Table IX , Table X & Table XI> A summary of the results by error statistic and forecast horizon are presented in Table IX , Table X and Table XI . The tables indicate the best model for forecasting telecommunication series without any domain knowledge for the forecast horizons tested are the ARIMA, Holt and the Holt-D models.
V. Conclusion
This analysis intends to identify those of the linear models proposed in ITU's Recommendation E.507 (to aid telecommunication companies in forecasting) provide the better forecasts when little domain information is available. In particular, the analysis covers situation whereby little or no information is available about the reliability or quality of data. 
where is the total number of total number of series forecasted and MdAPE is observation if is odd, or the mean of observations when is even when observations are ordered by rank. The PB statistic counts the proportion a given method has a forecasting error larger than a relative method: (1997); Outliers is the number of outliers greater than 3 standard deviations; CV is the coefficient of variation; Runs is the number of runs; Autocorrelation is the estimate of autocorrelation of lag 1. (1997) ; Outliers is the number of outliers greater than 3 standard deviations; CV is the coefficient of variation; Runs is the number of runs; Autocorrelation is the estimate of autocorrelation of lag 1. Monthly ARIMA HOLT-D HOLT/ HOLT-D
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