This paper proposes an observer for generating depth maps of a scene from a sequence of measurements acquired by a two-plane light-field (plenoptic) camera. The observer is based on a gradient-descent methodology. The use of motion allows for estimation of depth maps where the scene contains insufficient texture for static estimation methods to work. A rigourous analysis of stability of the observer error is provided, and the observer is tested in simulation, demonstrating convergence behaviour.
I. INTRODUCTION
D EPTH estimation is a fundamental problem in computer vision that involves reconstruction of a 3D scene from visual measurements obtained from a camera. This has applications in many areas of engineering including inspection of 3D structures, recreation of 3D scenes for virtual and augmented reality, and preservation of historical data.
A plenoptic camera is a device which captures light-fields that represent not only the intensity of light over a range of angles at a single point, as with a conventional camera, but the light over a range of points in space. Plenoptic cameras offer some advantages over other types of cameras for the purpose of depth estimation as depth information is highly correlated with light-field gradients [1] . Generating depth maps from plenoptic cameras is an active area of research and there have been numerous developments in recent years [2] [3] [4] [5] . However, research on depth estimation using plenoptic cameras has yet to take into account the additional information provided by temporal correlation of data; existing algorithms consider only frameby-frame single light-field images.
Recent years have seen new developments in the theory of observers for systems with invariance properties [6] , [7] [8] . This work has led to observer designs based on an internal model principle where observer dynamics consists of an internal model, which tracks the dynamics of the system under observation, combined with an innovation term, which minimises some cost function. The innovation term is typically chosen as the gradient of an error function taken with respect to the state estimate.
There is an active research community applying an observer design philosophy to computer vision problems [9] [10] [11] [12] [13] [14] [15] . Early work in this area considered perspective dynamical systems [10] [11] [12] . Depth estimation from monocular video data based on extended Kalman filtering (EKF) dates back to the nineties [9] . S. O'Brien, J. Trumpf, V. Ila, and R. Mahony are with the Research School of Engineering, Austalian National University, Canberra, ACT, 2601 Australia, and the Australian Centre for Robotic Vision (ACRV) http://www.roboticvision.org. e-mail: {sean.obrien, jochen.trumpf, viorela.ila, rob.mahony}@anu.edu.au More recent work includes the development of a dynamic filtering algorithm for the computation of dense optical flow in real-time [13] . In [14] , an observer for sparse depth estimation using monocular cameras is proposed. In [15] an observer for tracking the depth of a given object using from perspective vision data (such as monocular camera data) is formulated that exponentially converges to the object's coordinates. Observers have the advantage that they take into account previously gathered data from the environment rather than only the data available at a given time, allowing for potentially more accurate estimates. The use of observers also offers some computational advantages. Static dense depth estimation methods, which involve minimising a highdimensional cost function, will typically require tens of update steps per-frame in order to estimate the minimum of the cost function. In contrast, an observer will typically only involve a single cost update step per light-field frame.
In this paper, we develop an observer for estimating a dense depth maps of an entire scene provided the camera motion and using light-field measurements as inputs. We follow a general design philosophy for observers by including dynamics of the depth map as an internal model and using the gradient of a disparity map as an innovation term. To the authors understanding, there is no prior work on applying the observer based approach to depth estimation using plenoptic camera data. The use of a moving camera combined with a dynamic observer is found in simulation to relax observability conditions, so that the knowledge of the motion of the light-field camera allows for the estimation of scenes that would not be observable using static depth estimation techniques due to insufficient texture on the scene. For such scenarios, points on the estimated scene will remain stationary until such a time when the camera is viewing these points in front of sufficiently textured regions of the scene. In this way we ensure that every point of the estimated scene converges to a point on the actual scene as long as we can guarantee that each point on the scene estimate is viewed at some time in the future.
In Section II, we formulate a mathematical model of lightfield cameras, scenes, depth maps, and photometric errors. In Section III, we formulate the dynamics assigned to point estimates by the observer. We then discuss in Section V details of the numerical implementation of the observer, and show its behaviour for a simple simulated scenario.
II. PROBLEM FORMULATION
In this section we develop the geometric framework used to derive the photometric error term minimised by the observer. To this end, we introduce the camera, the scene and the projection models. The physical parameters of the camera model determine the way in which the camera captures light emanating from the scene. This is defined by projections of the scene points to a set of pixels in subimages formed by the camera multi-lenses array. A plenoptic camera is a device that images a scene from a continuous range of points in space, not only from a single optical centre as is the case for monocular cameras. Lensletbased light-field cameras are constructed by positioning a densely-packed array of "lenslets" -lenses of typically microns in diameter across -between a conventional imaging device, such as a CMOS array, and a focus lens (see Fig. 1 ).
A. Light-Field Cameras
We say that a light-field camera maps a lenslet and a pixel p within the subimage of that lenslet to a colour. The light-field image is denoted in this paper as L : ( , p) → (r, g, b), where the latter vector is an RGB colour vector in [0, 1] 3 . Each lenslet is positioned somewhere on a plane Λ called the pupilar plane. The pupilar plane is coplanar with two additional objects: the retinal plane and the focal lens. The distance between the pupilar plane and retinal plane is denoted by d and the distance between the pupilar plane and the focus lens is denoted by D (see Fig. 1 ).
As in previous papers on light-field cameras [1] , we model the focus lens as a thin-lens. This model has two intrinsic parameters, the focal length F and the pose X, with x, the position of the optical centre of the lens, and R, the rotational part of the pose. The pose X is given with respect to a fixed reference frame O, and itself defines a body-fixed reference frame C of the entire camera. One of the axes of C, called the principal axis, represents the axis that the focal lens is orthogonal to. We define the camera as facing in the positive z-direction in the coordinate system C, and call the unitvector pointing in this direction ν (see Fig. 1 ).
Each lenslet in the pupilar plane Λ is modelled as a pinhole camera. A pinhole camera is described by a pose and a distance d of the pinhole from the retinal plane. We assume that all of the lenslets in the camera have the same constant distance d from the common retinal plane.
We assume that the lenslets all share the same orientation R of the thin-lens, and have a constant distance from the optical centre given by D, but that they may be positioned anywhere on the disc Λ. Hence, their pose is entirely determined by specifying their two coordinates on this plane. In summary, we model the lenslet array as a parametrised set of pinhole cameras positioned on a disc and with a common focal length and orientation.
Each lenslet projects light coming from the space in front of it onto its retinal plane. Each lenslet shares a common retinal plane with all the other lenslets, but the subimages produced by each lenslet do not overlap due to the precise choice of the aperture A of the focus lens. As the only light source within the camera comes from the circular focus lens, the subimages produced by each lenslet are also circular, and have a radius V called the subimage radius determined by the formula V = d D A (see Fig 1) . A factor s p relates a pixel as seen in one of its subimages to the physical position of that pixel in space, and is given in metres per pixel.
In summary, a light-field camera is represented by the parameter vector (X, F, D, d, A, s p ). We define an environment Σ as a piece-wise smooth nonempty open subset of R 3 . We define a scene Ω to be the boundary of an environment Ω = ∂Σ. Defined on a scene is a brightness map β : Ω → [0, 1] 3 , which assigns an RGB colour vector to each point on the scene Ω. Note that this brightness map does not depend on direction, which in physical terms means we are assuming that the brightness map satisfies a Lambertian condition [16] .
Although a scene is a set, we may locally parametrise this set via a distance map γ : Λ → R + . The distance maps used in this paper are defined with respect to the optical centre x of the camera in the environment Σ, and take as input a lenslet and return the distance from x to the point on the scene Ω in direction η( ) := (x − )/ ||x − ||, (see Fig. 2 ). Together, a brightness map β and a distance map γ are sufficient to represent the visible portion of a scene.
C. Projection Model
We assume that the rays of light are being emitted from a scene, and that the colour of these rays are determined entirely by which point on the scene they are emitted from, therefore we can treat the light-field camera as projecting each point on a scene to a set of points on the retinal plane. Fig. 3 : The thin-lens projection of the point P on the scene Ω is given by ι(P ). The point P has a distance of ∆ = γ( ) from the optical centre of the camera in direction η( ), corresponding to a distance λ(∆, ) of its corresponding image point ι(P ) from the lenslet . The perspective projection φ( , λ(∆, ), ) of ι(P ) = + λ(∆, )η( ) through lenslet is illustrated.
We therefore model how the light-field camera records light in two steps: first, for a given point P on the scene Ω, we project the point P through the thin-lens, resulting in an image point ι(P ), then we project this image point through each of the lenslets in Λ for which the image point is visible via the perspective projections associated with those lenslets.
The projection through the focus lens is determined by the well-known thin-lens equation [16] . Points in the environment, unless otherwise specified will be assumed to have coordinates expressed in the body-fixed frame C. We will represent these points in terms of the image of a depth map, so that P = γ( )η( ). The image point ι(P ) corresponding to the point P is then given by [16] 
where F is the focal length and ν is the direction the camera is facing in, see Fig. 3 . The image point ι(P ) has the special property that any ray of light passing through it also passes through P after this ray is refracted by the thin-lens. Similarly to the distance map γ, it is convenient to define a "virtual" distance map λ : R + × Λ → R which defines the "virtual scene" ι(Ω). The algebra describing the perspective projection through each lenslet is simplified by expressing the distance of an image point ι(P ) as its distance to the lenslet. Because of this, we define the virtual distance δ = λ(∆, ), corresponding to a real distance ∆ = γ( ) where ∈ Λ is a lenslet, to be the distance of the point on the virtual scene ι(Ω) from the lenslet in direction η( ). Note that λ(∆, ) can be negative, unlike the real distance ∆. With that, the virtual distance δ corresponding to distance ∆ is given by
Given a point Q ∈ R 3 and a specified plane Γ, we define for any point P ∈ R 3 that satisfies P · x < 0 for all x ∈ Γ (meaning that Q is between P and Γ), the projection π Γ Q (P ) as the point of intersection of the line passing through both Q and P with Γ. We omit Γ from the notation whenever the meaning is clear from context.
We define the map φ as φ( , δ, ) := π ( +δη( )) where the plane Γ is taken to be the retinal plane of the lenslet . The map φ is derived via a similar triangles argument and is explicitly given by
where d is the lenslet focal length, see Fig. 3 . Given that each lenslet has the same limited subimage radius V (cf. Section II-A), not all lenslets will have a given image point ι(P ) visible in their subimages. An image point ι(P ) will only be visible to a given lenslet if the perspective projection of ι(P ) through is within distance V of the central pixel p of the lenslet , see Fig. 1 and Fig. 3 .
In summary, a point P in the environment is projected to a lenslet image point in a two-step process given by eq. (1) and (3), where ∈ W (∆, ). Fig. 4 : A true distance ∆ is shown together with an incorrect distance estimate∆. These distances correspond to virtual distances δ andδ, respectively. The ray with coordinates ( , p 2 ) has the same colour as the ray with coordinates ( , p ), but the ray with coordinates ( , p 1 ) does not. Now, we have developed the framework necessary to state the photometric error which will be minimised by the observer. Suppose that the camera is positioned somewhere in the environment Σ with pose X, that the true distance of the scene in direction η( ) is ∆ = γ( ), and that we have a distance estimate∆ and the light-field image L.
D. Photometric Errors Associated With Distance Maps
The ray of light which passes through both the lenslet and the point ∆η( ) is the same ray of light which passes through and∆η( ) for any distance estimate∆. Therefore, if the distance estimate∆ is accurate, we should expect that all other rays passing through the point∆η( ) have the same colour, assuming a Lambertian constraint on the colour map β, see Fig. 4 .
Therefore, the sum of absolute differences between the colours of all other rays passing through∆η( ) and the central ray associated with -that is the ray passing through both and the optical centre of the camera -should be minimised by accurate distance estimates.
We define the square of the absolute difference in colour between a central ray of a lenslet ∈ Λ and a ray passing Because in practice, a plenoptic camera only has lenslets positioned on a subset Λ * ⊂ Λ that is non-empty, bounded, convex and open relative to Λ, we will only update depths assigned to lenslets on this set Λ * . However, we will assume that we have light-field information available to us outside of this set in order to ensure differentiability properties of the error function. In practice, this means that for any bounded, convex and relatively open subset of lenslets there is a maximum distance for which we can ensure the local error function defined below is continuously differentiable.
LetQ z = ι(∆η( ))·ν, be the z-component of the image of a point estimateP of distance∆ corresponding to a lenslet . We propose that given a lenslet , a distance estimate∆, and a light-field image L, the following local error function should be minimised by accurate estimates of the distance:
The purpose of the factor before the integral is to counteract the effect of the varying size of the window W (∆, ) which will otherwise result in smaller errors for smaller distance estimates, regardless of the correctness of these estimates, See Fig. 5 . It is the gradient of this error function with respect to estimated depth which will be used to update point estimates.
III. OBSERVER DERIVATION
In this section, we use the error function (∆, ) defined in the previous section to derive an observer based on the gradient of this error map. Note that other error functions could be considered, but are beyond the scope of this paper. The trajectories of point estimates given by this observer are shown in the appendix to have limit points on the scene Ω, given some assumptions on the scene Ω, brightness map β, and camera trajectory X t .
Because the scene is stationary in reference frame O, it is easiest to express the dynamics of point estimates in this reference frame, as it makes the internal model term trivial, since for points P on the sceneṖ (t) = 0 in frame O.
Therefore, the internal model term in the observer will also be trivial for all point estimates.
Because we are now expressing the various maps used in this derivation in frame O, we index several of the functions and variables which are dependent on time by t. These include the camera's pose X t expressed in O, the pupilar plane Λ t and subset Λ * t as subsets expressed in O, the camera's optical centre x t , the direction map η t , and the light-field L t .
For a given pointP ∈ R 3 expressed in the fixed coordinate frame O, let t = π xt (P ), then we define v t (P ) :
otherwise.
The innovation term here is the gradient of the error function with respect to the first argument. The first argument of this error function is the distance of a point from the optical centre of the camera. Hence, the innovation term serves to update distances of point estimates in the direction that minimises the photometric error associated with the point estimate. Because we assume that the actual scene is stationary, the internal model for each point is 0 as they are not moving in reference frame O.
The observer updates a point estimate with starting po-sitionP 0 according to the time-varying vector field v t , so thatṖ
The piecewise definition of v t reflects the fact that we are only updating depths for lenslets ∈ Λ * t . The method is shown to provide accurate point estimates in simulation, see Section V. A proof of convergence of solutions of (6) to the true values is given in Appendix I.
IV. THEORETICAL RESULTS
Convergence of the observer design given in Section III is stated by Theorem 3 which states that a point estimate defined by (6) converges to the actual scene Ω. This result holds given the following assumptions. However, this does not mean that the listed assumptions are the weakest possible to ensure asymptotic convergence.
In order to avoid unnecessary discussions of the subtleties of solution concepts for differential equations with discontinuous right hand side [17] , we assume existence and uniqueness of absolutely continuous solutions of (6) for all initial conditions. This will be the case for reasonable camera trajectories.
We denote the topological closure of a set S ∈ R 3 by cl(S). The following constant defines the minimum depth a point has if the image of that point lies between the focal lens and the pupilar plane:
Assumption 1: X t is continuous in t and there exists an open ball B ⊂ Σ centred at 0 in reference frame O such that both the optical centre x t and the bounded cone
This assumption ensures that the camera moves in a continuous fashion and never gets too close to the scene, allowing us to pick initial conditions of at least distance ∆ min away from the focal lens of the camera.
Assumption 2: Let P ,
This assumption states that the colour map is monotonic. This is one assumption which may potentially be weakened in future work.
Assumption 3: The scene Ω is a convex surface. This assumption may be weakened in future work to the scene being star-shaped with respect to B from Assumption 1.
It will also be convenient in the following proof to define the set of times for which a given point estimateP t is seen by the camera.
Definition 2: Given an initial conditionP 0 of the system (6), define T (P 0 ) to be the set of times t > 0 for which π xt (P t ) ∈ Λ * t andP t · ν t > 0.
t . Lastly, we wish to ensure that there is always a future interval of time for which a given point estimate, and a neighbourhood around it, will be seen by the camera. Let B r (P ) ⊂ R 3 denote the open ball of radius r > 0 centred at P ∈ R 3 .
Assumption 4: There exists a ρ > 0 and a ∆t > 0 such that for a given initial conditionP 0 , and all times t > 0 there exists a t + > t such that π xs (cl(B ρ (P s ))) ⊂ Λ * s andP ·ν s > 0 for allP ∈ cl(B ρ (P s )) and for all s ∈ [t + , t + + ∆t]. In particular, [t + , t + + ∆t] ⊂ T (P 0 ).
Under these assumptions, we have the following result. Theorem 3: LetP 0 ∈ Σ andP 0 ∈ cl(B), where B is from Assumption 1. Then there exists a point P ∈ Ω such that lim t→∞Pt = P .
V. SIMULATION
The observer derived in the previous section was verified in simultation for a simple scenario. In order to do this, synthetic light-field data was generated. In our simulations, light-field data was represented by a large m × M by n × N resolution image where m × n is the resolution of the subimage produced by a single lenslet , and M × N is the number of lenslets.
The light field camera is modelled as a rectangular array of lenslets positioned in front of a rectangular array of pixels. The colour assigned to a pixel p in the subimage of lenslet is generated using ray-tracing. The pixel location is where the ray passing through p and is refracted to and can be calculated using (1) . The colour assigned to the lenslet-pixel pair ( , p) is then given by the colour β(P ) of the point P on the 3D scene where the refracted ray corresponding to ( , p) intersects the scene.
In the current implementation, the scene estimates are represented using a point-cloud. Since we are only using a discrete number of lenslets and pixels, an appropriate discretisation of the point-estimate update in (6) must be calculated. The choice used in this paper is as follows. For a given point-estimateP t at time t, the perspective projection π xt (P t ) of the point-estimate onto the plane of distance D behind the optical centre x t is first calculated. We then determine whether π xt (P t ) lies in Λ * t . If not, it is assigned 0 velocity. Otherwise, if the projection is found to lie within the bounds of Λ * t , we find the nearest lenslet to π xt (P t ) and assign toP t the velocity −∇ 1 (P t · η t ( ), )η t ( ) in accordance with (5) . Once all velocities have been assigned to all points, we update the point estimates with these velocities using some positive gain K. In this simulation, the scene is a sphere and colour was assigned to every point on its surface based as a function of its Euclidean coordinates in O.
A. Results

(a) Actual Scene
The camera followed a path determined by a Lissajous figure and was made to always face outwards from the sphere. This path ensured that each point on the scene is viewed from slightly different perspectives multiple times, which assists with minimising the accumulation of numerical error which may occur from using the same frame multiple times. A practical application that allows essentially free design of camera trajectories is 3D scanning of environments for the purpose of map or model building. In the following simulation, the camera follows such a trajectory lasting 5000 frames.
The initial scene estimate is given by a surface generated from subdividing the faces of an icosahedron [18] . The total error graph in Fig. 7 shows that with a well chosen gain the observer converges to the scene with a small steady-state error after around 2000 frames, which corresponds to 10-20 iterative updates of each point of the scene. The total error of a scene estimate is given here as the sum of the squares of the distances of each vertex on the scene estimate to the actual scene.
Since the field of view of the camera is small compared to the total area of the scene, a large number of frames are required in order to ensure convergence of the entire scene. A comparison of the scene shown side-by-side with the real scene is given in Fig. 6 .
Choice of gain and camera trajectories were seen to be important factors when running the proposed algorithm on more challenging scenes. Too large a gain can result in overshoot, causing point estimates to oscillate or diverge, whereas too small a gain results in very slow convergence. A necessary condition for practical convergence of each point estimate to the scene appears to be that each point on the scene is repeatedly updated and repeatedly viewed from different perspectives, including perspectives that increase the visual contrast in a neighbourhood of the point. The first part of this statement is also corroborated by the conditions needed for the convergence proof in Appendix I, cf. Assumption 4.
VI. CONCLUSION
In this paper, we develop an observer that uses known camera trajectories and light-field measurements to produce estimates of depth maps. This observer design is based on the internal model principle. The proposed observer exploits the concept of plenoptic cameras as continuous sets of pinhole cameras to derive an innovation term given by the gradient of an integral error. The asymptotic convergence of the observer error to zero is proven for scenes satisfying some basic assumptions. The correctness of the observer algorithm is illustrated using a simulation of a simple scene. Future work includes experimentation with different, more robust error functions and experimentation with actual light-field video camera data.
APPENDIX I PROOF OF CONVERGENCE
Because of page constraints, in the following we omit all the proofs. Full proofs are available at http://trumpf. id.au/obrien_etal_CDC2018_submission.pdf. Proposition 8: Let C be a right-angled cone with base radius b and height h. Let x be the apex of the cone. Then
A. Cone Geometry
C ⊂ B ρ (x) where ρ = 2 √ b 2 + h 2 .
B. Error Function
In the following, we prove that for each lenslet , the local error function (∆, ) defined by (4) has a unique minimum at∆ = ∆, where ∆ is the true distance of the scene in direction η( ) and the first argument of is restricted to (∆ min , ∞).
Lemma 9: Let be the error function defined by (4) . Let ∆ be the true distance of the scene Ω in direction η( ). Then (∆, ) = 0 and if ∆ min <∆ 1 <∆ 2 < ∆ or ∆ min < ∆ < ∆ 2 <∆ 1 , we have that (∆ 1 , ) > (∆ 2 , ) > 0.
C. Point Trajectories
The first observation is that ifP ∈ Ω is a point on the scene then v τ (P ) = 0 for all t by Lemma 9. This means that P t =P for all t is a trajectory of (6), and henceP t =P for some t impliesP t =P for all t because solutions of (6) are assumed to be unique.
The following result additionally states that if the point estimate lies in Σ for some time t, it stays in Σ for all future times, and if it lies in Σ c = R 3 \ cl(Σ) it stays there.
Proposition 10:
The goal of the remainder of this section is to establish that if a point estimateP with initial conditionP 0 ∈ Σ has a limit point Q, then that limit point cannot be in C + (B,P 0 ) ∩ Σ. A similar statement holds for the case whereP 0 ∈ Σ c with the obvious modifications to all the intermediate statements and proofs.
In subsection I-C.1, we investigate general properties which must be true of any solution of (6) withP 0 ∈ Σ. In subsection I-C.2 we show that every accumulation point of the trajectoryP is a limit point. In I-C.3 we establish that the assumption that the limit point of the trajectoryP is in C + (B,P 0 ) ∩ Σ results in a contradiction.
1) Properties of Point Estimates: We begin by investigating the time set T (P 0 ) from Definition 2.
Proposition 11: T (P 0 ) is open.
The following proposition shows that for t ∈ T (P 0 ) the vector field in (6) points into the interior of a cone with apex P t spanned by the ball B from Assumption 1.
The following proposition gives the existence of some time interval (t, t + ) for which the trajectory of a point estimate then remains within the cone C + (B,P t ) for all times within the time interval (t, t + ). This is important for establishing the existence of a limit point for the trajectory.
Proposition 13: Let t ∈ T (P 0 ) andP t ∈ Σ andP t ∈ B, where B is from Assumption 1. Then there exists an > 0 such thatP t+h ∈ C + (B,P t ) ∩ Σ for all 0 < h < .
The following proposition uses the previous proposition to produce a stronger result: that for every time t ∈ T (P 0 ) and every time τ > t, the point estimateP τ is contained in the cone C + (B,P t ).
Proposition 14:
The following two results are the main results of this subsection.
Proposition 15:
Proposition 16: LetP t ∈ Σ andP t ∈ B where B is from Assumption 1. Then there exists a t + > t such that P τ ∈ C + (B,P t ) ∩ Σ for all τ > t + .
We have now established that ifP 0 ∈ Σ andP 0 ∈ B then P t ∈ C + 0 (B,P 0 ) ∩ Σ for all t ≥ 0, see Fig. 10 . Since the trajectoryP is contained in a bounded set, it is a simple consequence of the Bolanzo-Weierstrass theorem that the trajectory has an accumulation point in the closure of that set.P 0 BP t X t Λ * t C + (B,P 0 ) C + (Λ t , x t ) v t (P 0 ) Ω Fig. 10 : A initial point estimateP 0 ∈ Σ,P 0 ∈ B has its trajectoryP contained in the pointed cone C + 0 (B,P 0 ). The observer produces a vector field v t which always points away from the optical centre of the camera. The set of points for which the vector field can be non-zero is the cone C + (Λ * t , x t ), where x t is the optical centre.
2) Accumulation points are limit points: The following two propositions establish that any accumulation point of the trajectoryP must be a limit point. Proposition 18: LetP 0 ∈ Σ andP 0 ∈ cl(B) where B is from Assumption 1. Any accumulation point Q of the trajectoryP is a limit point.
3) The limit point can not be in C + (B,P 0 ) ∩ Σ: The following proposition implies that if the trajectoryP enters a certain nonempty open ball around the limit point Q it will eventually leave that ball, see Fig. 12 .
Proposition 19: LetP 0 ∈ Σ andP 0 ∈ B where B is from Assumption 1. Let Q ∈ Σ be a limit point of the trajectorŷ P , and let ∆t be the length of time from Assumption 4. Then there exists a direction n, a c > 0, an r > 0, and a sequence (t + i ) ∞ i=1 of times with t + i > 0 for all i ∈ N and lim i→∞ t + i = ∞, such that for all i ∈ N and for all times τ ∈ [t + i , t + i + ∆t] and all pointsP ∈ B r (Q), n · v τ (P ) ≥ c. There is an open ball of radius r > 0 around a limit point Q ∈ Σ for which point estimates entering the ball eventually leave. In this diagram, the vector field v is shown for two different times shown in red and blue. There is a vector n and a c > 0 for which each of the vectors v τ (P ) assigned to a pointP in the ball at a time τ ∈ [t + , t + + ∆t] satisfies n · v τ (P ) ≥ c.
It now follows that there can not be a limit point of the trajectoryP in C + (B,P 0 ) ∩ Σ.
Lemma 20: LetP 0 ∈ Σ andP 0 ∈ B where B is from Assumption 1. Then the trajectoryP has no limit point in the set C + (B,P 0 ) ∩ Σ.
D. Limit Points Must Lie on the Scene
The main result is now restated. Theorem 21: LetP 0 ∈ Σ andP 0 ∈ cl(B), where B is from Assumption 1. Then there exists a point P ∈ Ω such that lim t→∞Pt = P .
The caseP 0 ∈ Σ c follows along the same lines, replacing positive cones with negative cones where appropriate. The caseP 0 ∈ Ω follows trivially from Prop. 10.
