Microscopic imaging and photo-stimulation using micro-structured light emitting diodes by Poher , Vincent Yves Jean & Poher , Vincent Yves Jean
University of London 
imperial College London 
Department of Physics 
The Photonics Group 
Microscopic Imaging 
and Photo-stimulation using 
Micro-structured Light Emitting Diodes 
Vincent Yves Jean Poher 
Thesis submitted in partial fulfi lment of the requirements for the degree of Doctor of 
Philosophy of the University of London 
July 14, 2008 
Abstract 
Recent developments in light emitting diode (LED) technology such as increasing 
improvements in brightness, UV operation and micro-structured array devices make 
LEDs very attractive i l lumination sources for a wide range of applications. This thesis 
describes the development and application of micro-structured LED technology as a 
patterned light source for confocal microscopy and photo-stimulation of neuron cells. 
Using lithographic techniques, light emitting diodes can be readily patterned 
into arrays of individual elements of order 20 microns in size. Several such 
programmable arrays are presented and tested, along with the ancillary drive 
electronics that were developed to al low the display of arbitrary light patterns on a 
timescale of tens of microseconds. 
A one-dimensional 120-element array of line emitters, is applied to obtain 
optically sectioned images in a fluorescence microscope with no moving parts. 
Several optical sectioning techniques are demonstrated, including grid-projection 
structured i l lumination microscopy and line scanning confocal microscopy. This latter 
technique is extended to multi-l ine i l lumination, and the concern about removing the 
remaining out-of-focus background leads to a new background subtraction technique 
that dramatically improves the sectioning strength and image contrast. The theory of 
optical sectioning by out-of-focus background subtraction under line-patterned 
i l lumination is developed, and it is shown that the performance converges towards 
that of the grid-projection structured i l lumination method for high fill-factor 
i l lumination patterns. This theory is used to propose the design of a double-sided 
spinning disk microscope that should enable confocal imaging at very high-frame rate 
with superior optical sectioning. 
A second application makes use of matrix addressable LED arrays for direct 
stimulation of neuron cells. Gall ium-Nitr ide LED arrays are demonstrated to be 
realistic light sources for photo-stimulation that have clear advantages in terms of 
emission wavelengths, temporal response and spatial resolution. Micro-LED arrays 
enable very reliable photo-stimulation with sub-cellular resolution at a single cell 
level and selective neuron excitation at a network level. A long-term project to 
implement an LED based retinal prosthesis is presented. 
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PHOTONS NOISE ( D O T T E D C U R V E S ) FOR 1 0 0 ( A ) , 1 0 0 0 ( B ) A N D 1 0 , 0 0 0 ( C ) CAPTURED PHOTONS. 
A L L THE CURVES WERE NORMALISED BY THE N U M B E R OF CAPTURED PHOTONS. S A M P L I N G 
DISTANCE IS HERE 4 O . U . FOR THE SUBTRACTION MICROSCOPE, ( D ) A X I A L POSITION WHERE THE 
SUBTRACTION TECHNIQUE BECOMES NOISE LIMITED FOR SEVERAL SAMPLING DISTANCE A N D AN 
INCREASING N U M B E R S OF PHOTONS. T H E COLOUR BAR REPRESENTS THE AXIAL POSITION IN O . U . 
1 3 3 
FIG. 6 . 5 . D E F O C U S POSITION AT WHICH THE NOISE FLOOR OVERCOMES THE POINT SCANNING 
MICROSCOPE SIGNAL. H E R E p = 4 O . U 1 3 4 
FIG. 6 . 6 . S IMULATION OF A MULTI-LINE DIFFRACTION LIMITED SUBTRACTION SYSTEM. H E R E P = Q = 0 
A N D p=7 t O . U . ( A ) D E T E C T O R SIGNAL BEFORE B A C K G R O U N D SUBTRACTION FOR DIFFERENT 
V A L U E S OF 5 ( D IN THE FIGURES), ( B ) N O R M A L I S E D SIGNAL AFTER SUBTRACTION FOR THE SAME 
VALUES OF 8 . ( C ) S L I T - S C A N N I N G , POINT SCANNING, SINGLE SLIT A N D MULTIPLE SLITS 
SUBTRACTION MICROSCOPES, ( D ) S A M E O N A LOG-LOG SCALE. T H E MULTI-STRIPE SUBTRACTION 
SYSTEM IS HERE EQUIVALENT TO THE STRUCTURED ILLUMINATION MICROSCOPE 1 3 8 
FIG. 6 . 7 . S I M U L A T I O N S OF A MULTI-LINE SUBTRACTION MICROSCOPE. ILLUMINATION A N D DETECTION 
SLIT WIDTHS ARE A S S U M E D TO B E WLLL=17 |J ,M A N D W D E T = 3 4 | 1 M , RESPECTIVELY A N D P = W D E T , 
WHICH CORRESPONDS TO THE STRIPE L E D CENTRE-TO-CENTRE SPACING.. ( A ) M U L T I - S L I T SIGNAL 
BEFORE B A C K G R O U N D SUBTRACTION. ( B ) M U L T I - S L I T SIGNAL AFTER SUBTRACTION. (C) S A M E 
D A T A ON A LOG-LOG SCALE. ( D ) SLIT, POINT, SINGLE SLIT SUBTRACTION A N D MULTIPLE SLIT 
SUBTRACTION SECTIONING 1 3 9 
FIG. 6 . 8 . D O U B L E - S I D E D SPINNING DISK MICROSCOPE. ( A ) D I S K . ( B ) Z O O M OF THE HIGHLIGHTED AREA 
IN ( A ) SHOWING A THE DISK STRUCTURE. T H E GREY AREA REFLECTS THE O U T - O F - F O C U S LIGHT 
T O W A R D S C C D 2 . ( C ) C O N F O C A L MICROSCOPE SETUP 1 4 1 
FIG. 6 . 9 . 3 0 % FILL-FACTOR LINE PATTERNS U S E D TO ACQUIRE HIGH-SPEED CONFOCAL IMAGES. IN THE 
DISK PATTERNS, THE WHITE AREAS TRANSMIT THE LIGHT COMING BACK FROM THE SAMPLE 
T O W A R D S THE C C D 1, THE GREY AREAS REFLECT THE O U T - O F - F O C U S LIGHT T O W A R D S C C D 2 A N D 
THE BLACK A R E A S A B S O R B S THE LIGHT 1 4 3 
FIG. 6 . 1 0 . IMPACT OF THE BLOCKING AREA ON THE SPINNING DISK MICROSCOPE SECTIONING STRENGTH 
(p=l 0 O.U.). ( A ) - ( B ) T R A N S M I T T E D LIGHT, REFLECTED LIGHT A N D SECTIONED SIGNAL FOR A DISK 
WITH 6 = 3 P ( A ) WITH NO BLANKING ( Q = ( 5 - P ) / 2 ) A N D ( B ) WITH BLANKING {Q=P/2). (C) 
N O R M A L I S E D SECTIONED SIGNALS FOR 8 = 3 P . - ( D ) - ( E ) S A M E A S ( A ) - ( B ) B U T FOR 5 = 5 W I L L , (F) 
N O R M A L I S E D SECTIONED SIGNAL FOR 5 = 5 P 1 4 4 
FIG. 6 . 1 1 . EFFECT OF VARYING THE SIZE Q OF THE REFLECTIVE SLITS, ( A ) SECTIONED SIGNAL ISHC 
NORMALISED B Y THE M A X I M U M INTENSITY IN THE TRANSMITTED IMAGE I , . ( B ) N O R M A L I S E D 
RESPONSES TO DEFOCUS. H E R E P = 8 / 5 = 1 0 O . U 1 4 5 
FIG. 6 . 1 2 . D Y N A M I C R A N G E REDUCTION IN THE SECTIONED IMAGE COMPARED WITH THE CAMERA 
D Y N A M I C R A N G E FOR A SPINNING DISK WITH A N D WITHOUT BLOCKING A R E A S ( P = 1 0 O . U . ) . . . . 1 4 6 
1 5 
FIG. 6 . 1 3 . II , ISEC A N D NOISE FLOORS F O R A SPINNING DISK FOR SEVERAL N U M B E R S OF DETECTED 
PHOTONS, ( A ) 5 = 3 P A N D ( B ) 6 = 5 P 1 4 7 
FIG. 6 . 1 4 . G R A P H OF THE REDUCTION IN S N R A S A FUNCTION O F B O T H Y ( G IN THE FIGURE) A N D VP 
FOR THE C A S E WHERE THE N U M B E R OF PHOTONS TO BE DETECTED FROM THE IN-FOCUS IMAGE IS 
THE LIMITING FACTOR 1 4 8 
FIG. 7 . 1 . M O L E C U L E OF C A G E D - F L U O R E S C E I N . T H E LEFT A N D RIGHT C O M P O U N D S , W H O S E B O N D S 
( B L U E LINES) A R E C L E A V E D U N D E R U V ILLUMINATION, HINDER FLUORESCENCE 1 5 4 
F I G . 7 . 2 . M I C R O S C O P E CONFIGURATION FOR P A T T E R N E D P H O T O - U N C A G I N G 1 5 5 
FIG. 7 . 3 . F L U O R E S C E I N EMISSION SPECTRA BEFORE ( B L U E ) A N D AFTER U V ILLUMINATION ( R E D ) 1 5 6 
FIG. 7 . 4 . U N C A G I N G OF C A G E D FLUORESCEIN USING A U V STRIPE A R R A Y , ( A ) P A T T E R N D I S P L A Y E D ON 
THE DIODE, ( B ) B E F O R E U V , ( c ) AFTER 1 s U V , ( D ) AFTER 2 . 5 S U V A N D ( E ) AFTER 5 S U V 1 5 7 
FIG. 7 . 5 SIMPLE T H R E E - S T A T E M O D E L OF C H R 2 PH O TO - C Y C LE 1 6 0 
FIG. 7 . 6 . M I C R O - L E D PATCH CLAMPING SETUP 1 6 1 
FIG. 7 . 7 . P A T C H CLAMPING RECORDING CONFIGURATIONS REPRESENTED SCHEMATICALLY, ( A ) C E L L -
A T T A C H E D A N D ( B ) W H O L E CELL C O N F I G U R A T I O N S 1 6 5 
FIG. 7 . 8 . S T I M U L A T I O N OF HIPPOCAMPAL N E U R O N S U S I N G A B L U E STRIPE L E D A R R A Y , ( A ) S O M A T I C 
PULSED ILLUMINATION RESULTS IN CORRESPONDING SPIKE TRAIN. ( B - D ) I L L U M I N A T I O N WITH 
NEIGHBOURING STRIPES H A S V A R I O U S EFFECTS ON CELL DEPOLARIZATION. P U L S E TRAIN H A D 4 
LIGHT P U L S E S H A V I N G A D U R A T I O N OF I O M S A N D A F R E Q U E N C Y OF 1 0 H Z 1 6 7 
FIG. 7 . 9 . EFFECT OF THE ILLUMINATION INTENSITY ON THE S P O N T A N E O U S N E U R O N ACTIVITY. T H E 
BOTTOM GRAPH REPRESENTS THE ILLUMINATION TIME PROFILE 1 6 8 
FIG. 7 . 1 0 . N E U R O - S T I M U L A T I O N USING A MATRIX M I C R O - L E D SHOWING THE FLUORESCENCE IMAGE OF 
A N E U R O N A N D THE CORRESPONDING V O L T A G E A N D C U R R E N T RESPONSES, ( A ) S O M A T I C 
EXCITATION, ( B ) A N D ( C ) DENDRITIC EXCITATION, ( D ) INTEGRATED EXCITATION 1 7 0 
FIG. 7 . 1 1 . P I C T U R E OF A N M E A PLATE WITH A C U L T U R E OF C A R D I A C CELLS 1 7 1 
FIG. 7 . 1 2 . I N - V I T R O ELECTRODE RECORDING OF C A R D I A C CELL ACTIVITY 1 7 1 
FIG. 7 . 1 3 . M I C R O - L E D S PHOTO-STIMULATION SYSTEM 1 7 3 
FIG. 7 . 1 4 . 2 0 x PICTURE OF A N M E A PLATE ILLUMINATED WITH A N L E D MATRIX 1 7 3 
FIG. 7 . 1 5 . G R A P H I C A L INTERFACE U S E D TO CONTROL THE L E D - M E A SYSTEM 1 7 4 
FIG. 7 . 1 6 . S T R U C T U R E S OF THE E Y E A N D RETINA (FROM [ 1 7 1 ] ) 1 7 6 
FIG. 7 . 1 7 . C U R R E N T A P P R O A C H E S IN RETINAL PROSTHETICS: ( A ) - ( B ) S U B - R E T I N A L PROSTHETICS B Y 
C H O W [ 1 7 5 ] A N D Z R E N N E R [ 1 6 7 ] A N D ( C ) 1 6 ELECTRODE EPI-RETINAL IMPLANT B Y H U M A Y U N 
[ 1 7 6 ] 1 7 8 
FIG. 7 . 1 8 . R E T I N A L PROSTHETIC SYSTEM; T H E O U T W A R D S C E N E IS C A P T U R E D WITH A C A M E R A . 
I M A G E S A R E PROCESSED A N D A N A R R A Y OF LIGHT SOURCES IS DRIVEN TO ILLUMINATE THE 
RESULTING T W O - D I M E N S I O N A L PATTERN. T H E PATTERN IS FOCUSED B Y THE E Y E ON TO THE 
PHOTOSENSITIZED R E S I D U A L RETINAL GANGLION CELLS T H A T SEND THE INFORMATION TO THE 
V I S U A L CORTEX ( A D A P T E D FROM [ 1 7 7 ] ) 1 7 9 
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FIG. 8 . 1 . HOPKINS (PLAIN) AND STOKSETH (DASHED) OPTICAL TRANSFER FUNCTIONS AT LARGE 
DEFOCUS 1 9 7 
FIG. 8 . 2 . HOPKINS (PLAIN) AND STOKSETH (DASHED) O T F S IN PRESENCE OF SMALL DEFOCUS 1 9 7 
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Chapter 1 Introduction and thesis overview 
1. Introduction 
Confocal microscopy was invented almost fifty years ago [1], however, since then it 
has largely remained an imaging technique used by microscopy specialists only. By 
scanning a focused laser beam onto object and passing the reflected or fluorescence 
light through a confocal detection pinhole, confocal microscopy allows images with 
superior lateral and axial resolutions to be reconstructed at any depth inside the 
sample. Blocking the out-of-focus light enables true optical sectioning and thus 
subsequent three-dimensional reconstruction of micrometer size objects [2, 3]. The 
advances in laser light sources, electronics and photo-detectors has more recently 
enabled commercialisation of confocal systems and these have been used to unravel 
many fundamental issues in biology, semi-conductor physics, and other related fields 
where imaging fine object structures is crucial. When used together wi th fluorescent 
makers, confocal microscopes make it possible to track particular molecules of 
interest and optically image very fine internal cellular structures with unprecedented 
resolution. 
Commercially available, point scanning confocal microscopes (PSCM) suffer 
from several inherent drawbacks that make them rather expensive and challenging to 
use: laser sources are still expensive and often many lasers operating at different 
wavelengths are integrated in the confocal system to excite different fluorophores; 
highly accurate scanning systems and efficient photo-detectors are critical to obtain a 
decent image quality and can also be very expensive; the requirement to scan the 
specimen/beam one pixel at a time across the whole field of view introduces severe 
limitations to the acquisition speed. In an attempt to overcome these limitations, 
several techniques have emerged that enable faster, cheaper and less complex 
imaging. 
The first category of confocal-like imaging systems tried to increase the light 
budget of the laser scanning system, by perhaps enabling conventional light sources to 
be used. By replacing the point i l lumination and detection by a line-shaped 
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i l lumination and detection slits [4-6], acquisition speed was increased and the need to 
scan the sample was reduced to a single dimension. Another approach used a Nipkow 
wheel-type rotating disk to scan hundred or thousands of pinholes in parallel, the 
acquisition speed was tremendously increased at the expense of a lower sectioning 
capability [7, 8], 
By exciting fluorescence emission only in the plane of interest with a thin light 
sheet perpendicularly to the detection. Selective Plane Il lumination Microscopy 
(SPIM) [9, 10] provided inherent optical sectioning and proved particularly useful in 
developmental biology for high-resolution confocal imaging of large specimens such 
as embryos. Total Internal Reflection Fluorescence (TIRF) microscopy [11] made use 
of evanescent waves to excite fluorescence at the interface between a biological 
sample and a glass substrate. The superior axial resolution lead to unprecedented 
images of exocytosis processes at the cell membrane [12, 13]. 
A third concept soon emerged that took advantage of the increasing computer 
processing power and technological improvements in digital detector arrays, such as 
Charge Coupled Device (CCD) cameras. By patterning the i l lumination in a way that 
sharp intensity variations are present in only the focal plane of the microscope 
objective but attenuate wi th defocus, the confocal information can be coded and the 
out-of-focus blur can be removed using an appropriate post-processing algorithm in a 
computer. Several methods for generating the in-focus encoding pattern have been 
investigated. 
The grid projection structured i l lumination technique [14-16] relies on a grid, 
which is introduced in the i l lumination path of a conventional microscope in order to 
project a modulation pattern onto the sample. This modulation pattern is shifted in 
steps of one third of a period whilst acquiring three images on an array detector. 
Calculating the root mean square intensity variation for each pixel across the three 
images constructs a sectioned image, whose axial resolution was shown to be better 
than better than the PSCM system [17]. A similar technique called aperture correlation 
microscopy [18] was implemented using a patterned disk with a high fi l l factor to 
generate the in-focus i l lumination and matched detection pattern. 
On the other hand. Dynamic Speckle Il lumination microscopy (DSI) [19-21] 
makes use of the granular intensity pattern resulting from a coherent i l lumination of 
the sample to generate a random in-focus structure that disappears wi th defocus when 
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imaging fluorescence light. The confocal image is calculated after acquiring several 
images and extracting the image from where the speckle pattern is seen to move on 
the object. These techniques rely on minor modifications of the conventional 
microscope system, are very cheap to implement, can be fast enough to produce real 
time confocal images, and in the case of the structured i l lumination and aperture 
correlation techniques, do not require laser light i l lumination. 
Light emission has seen a revolution with the introduction of nitride based 
semi-conductor materials at the beginning of the 1990's. For the first time, intense 
quasi-monochromatic visible and UV light could be produced from a semi-conductor 
and a large spectrum of wavelengths from green to deep ultra-violet (UV) [22] was 
soon available by changing the semi-conductor alloy composition. Semi-conductor 
materials can be packaged into Light Emitting Diodes (LED), which have now become 
ubiquitous in our society. The Institute of Photonics in Strathclyde University in 
Glasgow initiated a Basic Technology Research program in 2003 that aimed at 
designing and manufacturing Gal l ium Nitride (GaN) LED micro-arrays using standard 
lithography techniques, whose elements are individually addressable [23-28]. The 
resulting micro-displays are fast, bright and the emission wavelength can now reach 
the deep UV. The project included other partners with expertise in areas ranging from 
materials growth, through packaging and micro-optics to end users, such as our own 
group, who would develop applications for these devices in the fields of microscopy, 
biochips and displays. 
This thesis investigates the application of GaN micro-LED arrays as a primary 
solid-state i l lumination source for confocal imaging with no moving parts. A number 
of different techniques are developed, demonstrated and analysed, showing real 
potential for the technology, particularly where system miniaturisation and ruggedness 
might be important. As a second area of application the devices are used as 
patternable sources for optical neuro-stimulation where neuron activity is generated 
wi th high spatial and temporal resolution. 
2. Thesis overview 
Chapter 2 describes some of the relevant microscopy techniques that can currently be 
used to obtain sectioned images and the underlying principles of image formation are 
explained. It is first demonstrated how imaging in a conventional microscope does not 
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exhibit optical sectioning and then the theory of imaging in a point scanning confocal 
microscope is described to show how it does provide sectioning. The impact of 
various i l lumination and detection geometries on the ability of the microscope to 
discriminate depth is investigated and several widef ield alternatives to point scanning 
confocal microscopy are described. 
Chapter 3 introduces the micro-LED array technology and describes how this 
technology evolved from matrix arrays of moderately bright top-emitting emitters into 
a much brighter and more uniform matrix and stripe arrays of f l ip-chip micro-LEDs. 
The design and fabrication of electrical drivers used to display arbitrary patterns on 
the micro-LED arrays is key to enabling much of the later work described in this thesis 
and is presented here. In this section it is explained how the drivers compensate for 
some of the LED defects, how they al low for the reconfiguration of the light pattern 
within a few microseconds and how they communicate with the host computer where 
dedicated graphical interfaces facilitate straightforward manipulation of the light 
patterns. 
The optical sectioning process of a structured i l lumination microscope is 
described in detail in Chapter 4 and the performance of such a system in presence of 
photon shot noise is investigated.. Noise is a significant issue in any sectioning 
technique where the sectioned image is calculated by post-processing in a computer 
as the noise detected along with out-of-focus image components cannot be removed 
by the processing technique. Confirmation of this theory is demonstrated with 
conventional grid projection structured i l lumination microscope. Finally, the same 
technique is demonstrated using the novel micro-stripe LED array as a patterned light 
source as a complete system with no moving parts. 
Keeping the microscope setup the same in Chapter 5, the micro-stripe array is 
used as a linear light source for line-scanning microscopy. The system performance is 
measured and the degradation in optical sectioning of the slit scanning system 
compared with a PSCM is investigated, both when il luminating the sample wi th single 
and multiple line patterns. An experimental method to subtract the remaining 
background light is introduced and experimental verifications of this method are 
presented, showing dramatic improvements in out-of-focus signal rejection. 
In Chapter 6 the theory of improved optical sectioning in a line microscope 
via subtraction of the out-of-focus light is developed. The sectioning of the new 
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system is compared with the axial resolution of a PSCM and it is shown to reduce out-
of-focus signal by almost an order of magnitude faster with defocus. Furthermore, 
theory for i l luminating the specimen with a multiple line pattern is also developed and 
this leads to the design of a new double-sided spinning disk for high-speed confocal 
imaging having enhanced axial resolution. 
Application of micro-structured LED arrays to neuroscience is described in 
Chapter 7 as a means of providing patterned i l lumination for photo-stimulation of 
neurons and neural networks. The possibility of using UV micro-emitters to realise the 
photolysis of caged fluorophores is demonstrated. Blue arrays are then used to 
spatially excite neurons that are rendered photo-sensitive to blue light after being 
transfected with a light activated membrane protein, Channelrhodopsin-2. The design 
of a novel system for multiple-stimulation multiple-detection of neuron networks is 
presented. This system should enable more precise in-vitro simulation of complex 
neural systems. Finally, a long-term project to realise non-invasive retina prosthesis is 
described, where the blue LED array is used as a light source for direct patterned 
excitation of human retinal ganglion cells. 
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When looking at a three-dimensional object, such as a cell or tissue, through the 
binocular of a conventional widefield microscope, it is clear that this instrument has 
no ability to discriminate depth. The light originating from the out-of-focus part of the 
sample produces a blurred image, which is mixed together with the in-focus 
information in the widefield image. Under normal circumstances, it is not possible to 
extract only the in-focus part of the object that contains the information of interest. 
Thus it is not unusual that in a conventional microscope image, more than 90% of the 
light is out-of-focus light that can obscure the in-focus details and reduce dramatically 
the image contrast. In other words, a conventional microscope cannot perform optical 
sectioning. A significant issue also arises from the scattered light, which can be 
diffracted, reflected and refracted within the specimen itself. Because imaging deeper 
and deeper into a sample increases the chances of scatter, the image captured by the 
conventional microscope wi l l appear more and more blurry. 
The aim of this chapter is to provide first a brief introduction of the image 
formation process in a conventional microscope. This is fol lowed by a description of 
several techniques used to reconstruct a three dimensional image of an object. It 
begins with a short description of the principles and instrumentation of a confocal 
microscope, which is presently the most widely used system to achieve optical 
sectioning. Operation of the confocal imaging system in fluorescence is explained. 
This is fol lowed by a brief description of several widefield techniques used to retrieve 
only the in-focus information in a fluorescence microscope, namely spinning disk 
microscopy, aperture correlation microscopy and dynamic speckle microscopy, all of 
which increase the i l lumination light budget compared with a single point scanning 
system, and Selective Plane Il lumination Microscopy (SPIM) and Total Internal 
Reflection microscopy (TIRF), which al low for specifically exciting the fluorophore 
molecules in the planes containing the information of interest. Finally, several 
methods of improving the lateral and axial resolutions in a widefield fluorescence 
Chapter 2 Introduction to widefield three dimensional microscopy techniques 
imaging system are presented that rely on projecting a fine structure on the sample to 
observe spatial frequencies that are not captured by the objective lens. 
1. Image formation In a conventional fluorescence microscope 
1.1. Introduction 
This section aims at describing the image formation in a conventional widefield 
microscope and explaining why this imaging system is unable to discriminate depth. 
Consider first an aberration-free incoherent imaging system, where an object that is 
either fluorescing or i l luminated incoherently is imaged onto an infinite 2D detector. It 
is clear from the ray diagram depicted in Fig. 2.1 that all the planes located at different 
depths in the 3D object w i l l contribute to the 2D image captured by the detector. The 
light originating from a single in-focus point located on the optic axis (P) wi l l form a 
sharp spot onto the detector, whereas the light coming from the out-of-focus planes (P' 
and P") wi l l form blurred images having lower spatial frequency content. When 
looking at a 3D object, the blurred images coming from the out-of-focus planes wi l l 
contribute to the final widefield image together with the in-focus information. 
detector 
Fluorescent object f 
lens 
Fig. 2.1. Ray diagram illustrating the effect of focusing the light coming from out-of-focus 
planes (P' and P") and an in-focus plane (P) onto an infinite 2D detector 
This out-of-focus light does not carry any useful information, but only 
contributes to blurring the microscope image. The fundamental reason why it is 
impossible to discriminate depth with a conventional microscope is that the 3D 
specimen is imaged onto a 2D detector. 
It is beyond the scope of this thesis to go into great details of the theory of 
image formation in a conventional widefield microscope. However, it is important to 
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understand a little theory about the inability of a conventional microscope to 
discriminate between in and out-of-focus light, and to derive its lateral and axial 
spatial resolution, which determines how small an object can be imaged accurately. 
The description wi l l be limited to some elements of the paraxial theory for imaging 
fluorescent objects. 
Normalised optical units (v,w,u) wi l l be extensively used in the fol lowing 
chapters and are related to the real coordinates (x,y,z) via [2]: 
iv,w) = ^^sm{a){x,y) 
* 0 ^ ) 
w = — ^ s i n " ( a / 2 ) z 
A 
where X denotes the wavelength of the light, NA = nsin(a:) is the numerical aperture 
of the lens and n is the refractive index of the object medium. Optical units are useful 
here as they make theoretical considerations independent from the microscope 
objective parameters. When working in a cylindrically symmetric coordinate system, 
the normalised radial optical coordinate wi l l also be used. 
r = sin ( a ) (2.2) 
A 
1.2, Image of a single point emitter 
When a lens forms the image of a single bright point sitting in focus on the optic axis, 
the intensity in the image [2, 29] is given by Equation (2.3). 
I{v,w) = \h{v,w)\' (2.3) 
where h is the amplitude point spread function of the lens, which describes how the 
phase and amplitude of the wavefront originating from a point source is transformed 
when passing through the imaging system. 
h{v,w)- J | p ( x ' , / ) e x p [ 7 ( v x ' + w / ) ] j x ' j / (2.4) 
where P is the pupil function of the lens, which describes the physical aperture of the 
lens and its transmissivity, and x ' a n d y'are normalised co-ordinates in the pupil 
plane, being of value 1 at the edge of the pupil, if the pupil is assumed to be circularly 
symmetric. Equation (2.3) can be written as 
l{r) = \h{r)f (2.5) 
25 
Chapter 2 Introduction to widef ie ld three dimensional microscopy techniques 
where the circularly symmetric PSF is now given by: 
h{r) = 2]p{p)pJ^{rp)dp (2.6) 
Jo is the zero order Bessel funct ion of the first k ind and p denotes the 
normalised radial coordinate in the pupi l . In case of an ideal circularly symmetric 
aperture, the pupi l funct ion can be expressed as 
, , \l p<l 
The intensity in the image of a point source in focus thus simplifies into 
/ ( r ) = f ^ T 
y r ) 
which is the normal Airy Pattern. In order to analyse the response of the conventional 
microscope to defocus, defocus is introduced in the PSF as a quadratic phase factor in 
the pupi l plane wh ich scales wi th the defocus u 
h{r,u) = 2^P{p)exp ^jup" \pj^[rp)dp C2.9) 
In general this integral is dif f icult to evaluate analytically, although several series 
solution exist. However if the single point emitter is moved throughout the focus along 
the optic axis (/'=0), then the integral can be evaluated simply to give the intensity of 





1.3. Image of a defocused object 
Consider now the image of a fluorescent object described by the fluorescence 
generation funct ion f{y,w,u). Because the imaging is incoherent, each point in the 
object w i l l emit light w i th a random phase and the image on the detector w i l l be the 
sum of the intensities of the points across the object convolved wi th the PSF of the 
system. The image of the object on the detector w i l l then be linear in intensity [30] 
and can be writ ten 
l{v,w,u) = \h{v,w,u)f ® f{v,w,u) ( 2 .11 ) 
26 
Chapter 2 Introduction to vvidefield three dimensional microscop\ techniques 
where 0 denotes the convolution operation. 
In order to describe how the system transmits signals as of function of spatial 
frequency, it is common practice to define its behaviour in terms of transfer functions. 
The optical transfer function T(s,u) is defined as the Fourier transform of the 
incoherent point spread function \h{r,u)[ . The incoherent optical transfer function 
with defocus is a rather complicated function, which was analytically derived by 
Hopkins as an expansion of Bessel functions [31] and experimentally approximated 
by Stokseth for an aberration free low NA system [32]. The OTP represents how the 
different spatial frequencies in the object are attenuated by the imaging system at each 
depth. If the OTP is assumed to have cylindrical symmetry, the Stokseth 




f (5) = 1 - 0.69J + 0.00765^ + 0.043^^ 
where s represents now the normalised frequency associated wi th the radial 
coordinate and J, is the Bessel function of the first kind. 
n s m a 
A 
= — /v (2.13) 
nsma • 
= ^s s  
Note that the maximum value of s for which the OTP has a non-zero value is 2 and 
this represents a fundamental l imit to the maximum spatial frequency that can be 
resolved by the system. 
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0.5 1 1.5 
Spatial frequencies 
Fig. 2.2. incoherent optical transfer function with defocus 
Because the Stokseth approximation wi l l be extensively used in this thesis 
when describing responses to defocus of different microscopes, more details of this 
approximation are given in Appendix 1. 
It is interesting to look at the response of the system to defocus when imaging 
a thin fluorescent object f{r,u) = 5{u), where J denotes the Dirac delta function. 
Considering the variation of total power in the image and from conservation of power, 
the response to defocus of the conventional microscope can be written [33]: 
= r ( o , M ) 
which is constant with defocus. This shows that a widefield microscope does not 
exhibit optical sectioning. If the specimen has no lateral spatial frequencies, the user 
wi l l not be able to known at which depth the object is located. This is illustrated in 
Fig. 2.2, where the transfer function remains the same for all values of defocus when 
^•=0. 
1.4. The three dimensional Optical Transfer Function 
Another way of describing the imaging properties of an incoherent lens system is to 
look at the OTP in three dimensions, which is the complete 3D Fourier transform of 
the incoherent PSF, instead of simply the OTF with defocus. The 3D OTF for small 
apertures was analytically determined by Frieden [34] and approximated by Gu and 
Sheppard [35], who simply performed the Fourier transform of Equation (2.12) with 
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respect to the variable u. Later the 3D OTP for a microscope wi th a high numerical 
aperture was calculated by Philip [36]. The 3D OTP is discussed here because it is a 
convenient way of visualising the imaging properties of different microscopes and 
comparing their performances. 
The exact form of the 3D OTP in the whole frequency space 
can be written [35]: 




V ^ J 
where s, is the normalised axial spatial frequency given by 
A 
(2.15) 
s. = • (2.16) 
~ 4 « s i n ^ ( a / 2 ) " 
The complete 3D OTP is a solid of revolution about the v axis. Pig. 2.3 shows the OTP 
plotted in a plane parallel to the optic axis. Because of the discontinuity existing in 
(0,0), J X is displayed here. The 3D OTP exhibits a missing cone of spatial 
frequencies around the origin (white lines), which suggests that the information in this 
region cannot be imaged. 
- 2 - 1 0 1 
Lateral spatial frequency 
Fig. 2.3. Shape of j x O T F in a plane parallel to the optic axis 
Achieving optical sectioning is then equivalent to f i l l ing the missing cone of 
the 3D OTP. Another important observation is that in the limit when = 2 (i.e. the 
finest grid that can be resolved by the lens) the extent of the 3D OTP along the v axis 
again becomes zero and here too it is difficult to localise very high spatial frequency 
structures in the axial direction. 
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2. Principle of confocal microscopy 
The confocal microscope was invented by Marvin Minsky in 1961 [1] but remained 
unrecognized until the late 1 970's when Egger and Davidovits [37], Sheppard and 
Wilson [33] and Brakenhoff [38] developed the same concept. Minsky realised that by 
illuminating the object with the image of a point light source and detecting the light 
from the object using an aligned point detector it was possible to reject most of the 
out-of-focus light, achieving what we now refer to as the confocal effect. The object 
was then built up by scanning the object across the projected point of light to produce 
an image. Confocal microscopy has since evolved from a complex instrument into a 
commercial product and has become a standard tool for modern biological research 
thanks to the improvements of digital detectors and beam scanning units, and the 
wide availability of laser sources. This section describes the basic operation of a 
confocal microscope and discusses different detector geometries. 
2.1. Basic principles 
2.1.1 Microscope setup 










Fig. 2.4. Confocal microscope setups to achieve optical sectioning (a) Transmission type 
confocal system, (b) Reflection type confocal system. BS; Beam Splitter. 
In a transmission microscope, the illumination lens LI images a point source 
(typically a laser beam) onto an object, whose transmittance varies from point to 
point. The light transmitted through the sample is focused by the detection lens L2 
onto a pinhole and measured by a photo-detector. In the reflection mode, il lumination 
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and detection take place through the same objective lens. The reflected signal is also 






Fluorescent object pintiole 
detector 
(a) (b) 
Fig. 2.5. Ray diagrams of a confocal detection illustrating the rejection of the light coming from 
(a) the out-of-focus planes and (b) the off-axis points in the focal plane 
The role of the detection pinhole in rejecting the out-of-focus light can be 
illustrated with simple ray diagrams similar to those shown previously in Fig. 2.1. As 
shown in Fig. 2.5 (a), light emitted on-axis from the in-focus plane (P) passes through 
the pinhole and reaches the detector, while the pinhole blocks most of the light 
originating from the out-of-focus planes (P' and P"). Light emitted off-axis is also 
blocked by the pinhole (Fig. 2.5 (b)), which permits the process to define a true 3D 
confocal volume. In order to build a confocal image the sample has to be scanned 
across the light beam. Alternatively, beam scanning units composed of two mirrors 
scanning the beam in the lateral directions can also be used, which has the advantage 
of keeping the sample still during acquisition and avoid mechanical disturbance. 
Illuminating the sample with a point source, as shown in Fig. 2.4, enhances 
the confocal effect and increases both axial and lateral resolutions of the microscope. 
The size of the detection pinhole was shown to be optimal when infinitely small [39, 
40] and the performance gradually degrades with increase in the pinhole size. In 
practice, the pinhole is set large enough to detect sufficient signal, at the expense of a 
slightly reduced confocal effect. If the pinhole is smaller than one Airy disc the 
sectioning capability of the microscope is almost not degraded. 
2.1.2 Image of a point emitter in a confocal microscope 
The performance of a confocal system has been described by Wilson and Sheppard 
[2]. They showed that the confocal PSF is the product of the illumination and 
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detection PSF. Thus, the intensity in the image of a single point in a confocal system is 
given by: 
I {r ,u) = \h{r (2.17) 
where h is the amplitude PSF of an aberration free in focus system having the same 
illumination and detection lenses, such as the imaging system depicted in Fig. 2.4 (b). 
The intensity in the image of a single point is given by: 
honf{'') -
AO-) (2.18) 
The point spread functions of a conventional and confocal microscopes are 
plotted in Fig. 2.5. The central peak of the confocal response is sharpened by a factor 
of 1.4 relative to the conventional response, which suggests an improvement in the 
resolving power of the confocal system. 
conventional microscope 
confocal microscope 
Fig. 2.6. image of a single point object in a conventional and confocal microscope 
Likewise, if a fluorescent point object is now moved along the optic axis, the confocal 




2. J.3 Sectioning strength 
When scanning a planar fluorescent sheet object f{r,ii) = 5{u), through the focus of a 
confocal system, the integrated intensity of the confocal system with defocus wi l l be: 
(w) = ® |A(r,w)r 
0 (2 .20 ) 
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which is plotted in Fig. 2.7. together with the conventional response to defocus. The 
confocal microscope clearly exhibits the ability to resolve the position of the sheet 






Fig. 2.7. Variation of integrated intensity with defocus for a conventional and a confocal 
microscope 
2.1.4 Confocal resolution in terms of optical transfer function 
From Equation (2.17) it is clear that the OTF of a fluorescence confocal microscope 
having the same il lumination and detection lenses wi l l be given by the convolution of 
the conventional OTF with itself. The confocal OTF is shown in Fig. 2.8, which is 
obtained by calculating the auto-convolution of the incoherent OTF. it can be 
observed that the missing cone is filled, which suggests that the confocal microscope 
can now resolve large features in depth and thus exhibits optical sectioning. Also the 
lateral frequency extent of the OTF is two fold the extent of the conventional OTF, 
which indicates a lateral resolution improvement by a factor of two in spatial 
frequency compared to the conventional system. 
- 4 - 2 0 2 
Lateral spatial frequency 
Fig. 2.8. Support of the confocal OTF 
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2.2. Confocal microscope operation in fluorescence 
The use of fluorescence in biological science has known a remarkable growth during 
the last two decades and fluorescence is now a dominant methodology used in flow 
cytometry, DNA sequencing, medical diagnosis and genetic analysis. Because 
fluorescence labelling is highly selective, many developments have been made 
utilising fluorescence spectroscopy and microscopy in quest for optically obtaining 
more information from the sample of interest. Advances in laser technology, high 
speed electronics and computing power have induced the most dramatic growth in 
the use fluorescence in cellular and molecular imaging [41]. Combining fluorescence 
selectivity with the confocal optical sectioning property, confocal fluorescence 
microscopy has become a standard tool in life science for resolving molecular 
organisation. Covering all the areas of application of fluorescence microscopy is 
beyond the scope of this thesis. This section only attempts to briefly explain the 
phenomenon of fluorescence and its relevant applications for this work. 
2.2 . / Fluorescence emission 
Fluorescence is a process in which a molecule absorbs an incident photon, is excited 
into a more energetic state, and then spontaneously re-emits a fluorescence photon 
when relaxing from the excited state to the ground state. In highly conjugated organic 
molecules, the electronic molecular structure usually results in an efficient absorption 
in the visible part of the spectrum. 
The fluorescence process can be illustrated with the use of a simplified 
Jablonski diagram (Fig. 2.9). This diagram describes the energy states of a fluorescent 
molecule along with the energetic transitions that can occur. The ground electronic 
state is denoted SQ and the first excited state S,. Each energy level is sub-divided into 
vibrational energy levels of the fluorophore that are populated according to the 
thermal energy of the system. When absorbing an incident photon, the molecule is 
excited from the ground state to an energy level of one of the excited states. Once 
excited, the fluorophore populates one of the vibrational levels of the electronic states. 
It then relaxes to equilibrium through vibrational relaxations, within a time of typically 
10'^^s. Over a period of typically 10"®s in the excited state, known as the fluorescence 
lifetime of the fluorophore, the molecule undergoes spontaneous emission back to 
one of the vibrational levels of the ground state Sg. Because of the loss in energy 
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involved in the thermal relaxation process, the wavelength of emission is in general 












Fig. 2.9. Simplified Jablonski diagram describing the single photon absorption and 
fluorescence emission 
Molecules of interest in a sample can be tagged using natural or engineered 
fluorescent markers (or dyes) that exhibit a high quantum yield. The sample is then 
excited and fluorescence is detected at a different wavelength using a dichroic filter. 
Thus, fluorescence emission in a microscope image provides an accurate location of 
the targeted molecule. More properties of the fluorophore emission can also be 
measured to provide more information about the physical and chemical environment 
of the molecule. 
A change in the molecule fluorescence lifetime wi l l indicate for instance a 
change in the energy level structure (through the excitation and emission spectrum), 
the surrounding local refractive index [43, 44] or a change in many environmental 
factors that affect the relaxation of the fluorophore excited state without emission of a 
photon. Hence, fluorescence lifetime measurements can be used to probe pH or 
solvent viscosity [45-47], for instance. Fluorescence emission can also be polarised 
fol lowing polarised excitation. The resulting fluorescence anisotropy describes this 
polarisation of the fluorescence emission and can be used to determine the orientation 
of the fluorescent molecules, such as the orientation of fluorescent protein in cell 
membranes [48, 49]. Combining fluorescence anisotropy with fluorescence lifetime 
measurements allows measurement of the rotational mobil i ty of a fluorophore and 
therefore the local viscosity [50]. 
35 
Chapter 2 introduction to widefield three dimensional microscopy techniques 
2.2.2 Fluorescence confocal microscopy 
When operating in fluorescence, the excitation light is focused onto the specimen and 
the fluorescent emission is separated from the excitation by a dichroic mirror and an 
emission filter (Fig. 2.10). As before, light emitted from the location of the excitation 
spot goes through the pinhole in front of the detector. 
excitation 






Fig. 2.10. Layout of the confocal microscope operating in fluorescence 
In the theory of confocal imaging described earlier, the excitation wavelength 
was assumed to be the same as the detection wavelength. In the case of a confocal 
microscope imaging a fluorescent specimen, the emission wavelength is a factor 
P ~ K n , / K x longer than the excitation wavelength. The image intensity can then be 
written 
/ = (2.21) 
where h f^f is given by 
h^^=h{v,u)h{v/P,u/P) ( 2 . 2 2 ) 
In order to excite the fluorophore with maximum efficiency and detect the 
maximum amount of fluorescent signal, and are usually chosen close to the 
maxima of the excitation and emission spectra, separated from each other by the 
Stokes' shift. The dependence of the 3D optical transfer function on the pinhole radius 
and emission wavelength was studied [40] showing that as the Stokes' shift increases, 
the 3D OTF shrinks and missing data appears on the frequency axis in the optical axis 
direction. The OTF eventually converges towards the transfer function of a 
conventional microscope when the fluorescence wavelength becomes much longer 
than the excitation wavelength. 
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2,3. Slit scanning confocal microscope 
The superior resolution and optical sectioning property in a confocal microscope 
result from the use of a detection pinhole to block the out-of-focus light and sharpen 
the microscope PSF. The pinhole detector, however, results in a decrease in the 
measured signal. It also produces an image signal from only one point of the object at 
a time, so that in order to build up a complete image, some form of scanning is 
necessary. Different il lumination and detection geometries have been investigated 
with the aim of releasing the need for both an expensive scanning system and a bright 
laser light source. Using slit il lumination and detection rather than pinholes alleviates 
the necessity for 2D beam scanning and dramatically improves the light throughput of 
the system at the expense of degrading the optical sectioning property of the 
microscope. 
In a slit-scanning confocal microscope, the point source is replaced by a line 
il lumination usually obtained by focusing a laser beam onto the specimen with a 
cylindrical lens and the detection pinhole is replaced by a detection slit. Thus, the 
illumination only needs to be scanned in the dimension perpendicular with the line 
axis. Let's assume that a line illumination parallel to the w-axis is projected onto a 
fluorescent sample f(v,w,u). Neglecting the Stokes' shift and assuming detection 
along the same w-axis, the intensity in the image is given by 
l{v,w,u) = [PSF-ii {v,w,u)x PSF^^, ( V , W , M ) ] ® f{y,w,u) 
. (2-23) 
= | A ( V , 0 , M ) | ( S ) f { v , w , u ) 
Image formation can be shown to be similar to a conventional microscope and 
point scanning confocal microscope in the directions parallel and perpendicular to 
the slits, respectively [5, 51, 52]. If a fluorescent sheet object is scanned through the 
focus of the objective and using the same notations as before, the integrated response 
to defocus of a line-scanning microscope can be written 






The response to defocus of the point and slit scanning microscopes are plotted 
in Fig. 2.11. It is clear that the ability of the slit microscope to reject out-of-focus 
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background is degraded compared to the point scanning system. In the case of 
fluorescence imaging, the full width at half maximum (FWHM) of the slit system is 
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Fig. 2.11. Microscope response to defocus when illuminating the sample and detecting the 
fluorescence light with a point and a slit 
However, the line scanning system has advantages in terms of instrumentation 
complexity and acquisition speed. Because in a fast scanning system the fundamental 
l imit to signal is usually set by the saturation of the fluorophore, line-scanning systems 
perform an order of magnitude better than the point scanning with respect to the 
detected signal level [53]. Thus, the line-scanning microscope has some advantages 
for video-rate imaging, especially when using resonant scanners or acousto-optic 
deflectors to scan the beam on the specimen [54]. A commercially available line 
microscope was released recently that captures 512x512 confocal images in the 
excess of 100 frames per second [55]. 
3. Techniques to achieve optical sectioning in a widefieid 
microscope 
The confocal technique has triggered a revolution in imaging of biological specimen 
but suffers from an inherently low speed as a single spot needs is scanned across the 
entire field of view. Many techniques have been developed in order to achieve optical 
sectioning either by increasing the confocal speed or by generating fluorescence 
emission in a specific plane of interest whi le acquiring a widefield image. This section 
presents those two concepts. 
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3.1. Nipkow disk microscope 
A method to increase the scan speed of a confocal microscope is to parallelise the 
imaging by creating a mult ipoint excitation/detection scheme. The first microscope 
operating on this principle was developed by Petran in 1968 [7] and was based on a 
N ipkow disk. This disk consists of an array of pinholes through wh ich the excitation 
light passes Fig. 2.12. The pinholes are imaged onto the specimen. The same set of 
pinholes provides the sectioning for the fluorescence light. By spinning the disk at 
high speed, the spot pattern is scanned over the specimen and a confocal image is 
captured by the CCD camera. More recently, the use of a lenslet array to focus laser 
light into the pinholes has solved the problem of excitation light efficiency. 









• • • 
focus 
(a) (b) 
Fig. 2.12. Nipkow confocal scanner: (a) microscope setup and (b) ray-diagram of the rejection 
of out-of-focus light in presence of small and large defocus 
The impact of mult iple imaging channels can be gauged when looking at how 
light from different planes passes through the optical system. In Fig. 2.12 (b), a point in 
the focal plane is both i l luminated and imaged through the same pinhole. In contrast, 
light from below the focal plane is blocked by the pinhole disc. This is analogous to 
the situation in a single beam microscope. Nonetheless, at a certain distance from the 
focal plane, light w i l l begin to pass through the adjacent holes, and wi l l appear in the 
final image. Thus, the pinhole size and the distance between pinholes must be 
selected carefully in order to avoid this cross talk and subsequent loss in confocal 
sectioning [56, 57]. A second benefit of the parallel i l luminat ion system is that the 
spinning disk produces a very low level of peak intensity in the i l luminat ion light. 
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which has clear advantages in terms of fluorophore saturation and photo-bleaching 
rate [58, 59], 
3.2. Optical sectioning by aperture correlation / Programmable Array 
Microscope (PAM) 
Several microscope developments aimed at increasing the density of pinholes in a 
Nipkow disk type system in order to increase the light budget and remove the need for 
laser i l lumination. However, as the distance between pinholes decreases, cross talk 
becomes a significant issue and eventually results in a background offset and a loss in 
confocal sectioning. The concern about removing this out-of-focus background led to 
two similar techniques that use a programmable diffractive device to generate the 
i l lumination pattern. The first method called aperture correlation was published by 
Wilson and al. [18, 60] and used a rotating disk to as the aperture mask. The basic is 
shown in Fig. 2.13. The aperture mask is imaged onto a specimen and light reflected 
back from the specimen passes back through the mask. A CCD camera that is focused 
onto the mask captures the image. As the disk is rotated, the confocal image builds up 
on the detector together with a non-confocal offset, due to the crosstalk. A composite 
image is thus obtained which consists in a confocal image superimposed upon a non-
confocal image. It is then necessary to capture an additional widefield image to 
extract the confocal information. 
Specimen 
Aperture mask 
Fig. 2.13. Schematic diagram of the confocal microscope. The mask is imaged onto the sample 
and the fluorescence light is passed through the same mask to form the confocal image. 
The same idea was implemented using a digital micro-mirror device (DMD) 
where the confocal and non-confocal images are captured by the same CCD detector 
before the latter is subtracted from the composite image [61-63]. This technique 
called programmable array microscope (PAM) allows for rapid optical sectioning with 
no moving parts but suffers from light inefficiency due to a high level of diffraction. 
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3.3. Dynamic speckle microscopy 
The use of coherent speckle patterns has also been suggested to achieve optical 
sectioning in a conventional fluorescence microscope [19, 20, 64]. Under coherent 
widefield laser i l lumination of a scattering or diffusing plate, the summation of 
random optical phases gives raises to a fine speckle structure in the resultant optical 
field. This is usually avoided in i l lumination systems as it degrades the microscope 
image. However, speckle i l lumination can induce granularity in the fluorescence 
image that appears highly contrasted at the focal plane but blurred elsewhere (Fig. 
2.14). A random shift in the speckle pattern thus leads to a large sharp variation in the 






Fig. 2.14. Setup for dynamic speckle microscopy 
Several methods have been used to reconstruct the confocal image. In one 
arrangement 128 images were acquired with random speckle i l lumination and the 
root mean square was calculated for each pixel [19] across the data set. Alternatively, 
the speckle pattern can be translated and an algorithm based on the intensity variation 
between two frames is used to reconstruct the confocal image [20]. This processing 
improves the optical sectioning ability of the system as successive images retain the 
out-of-focus correlations, and so a fairly accurate estimate of the out-of-focus light is 
easily measured before subtraction. This method has been recently improved by 
wavelet pre-filtering the images before processing the rms values of the dataset [21]. 
This processing helps removing the out-of-focus uniform blur and leads to the same 
results as the previous method with no need for translating the il lumination pattern. 
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Dynamic Speckle i l lumination is a robust and cheap way of obtaining optical 
sectioning in a conventional fluorescence microscope. However, it suffers from 
inherent drawbacks. First, a large number of images need to be acquired, which 
prevents the recording of any transient phenomena. Another drawback is its inherently 
degraded sectioning capability compared with a confocal microscope. This is due to 
the speckle i l lumination pattern having a very large depth of field. The sectioning 
process relies on only the incoherent detection of the emitted fluorescence, whereas 
both the i l lumination and detection pathways contribute to increasing the sectioning 
capability in a point scanning confocal system. As a result the performance of this 
microscope with point objects is identical to that of a normal widefield microscope. 
This same infinite depth of field prevents any use of the technique in reflection mode, 
unless interferometric detection is used [65]. 
3.4. Selective plane illumination microscopy (SPIM) 
Selective Plane Illumination Microscopy is a widefield imaging technique used to 
achieve optical sectioning in thick, quasi-transparent specimens. In SPIM, a diffraction 
limited laser beam is focussed through the middle of a specimen using a cylindrical 
lens, generating a sheet of light that excites fluorescence from a single plane. An 
objective is placed a right angles to the light sheet to image the optically sectioned 







Fig. 2.15. SPIM microscopy: (a) Microscope setup and (b) auto-fluorescence image of a part of 
the facetted eye of a fruit fly captured with a 2Ox microscope [10]. Scale bar is 20 microns. 
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Two methods of generating the 3D data set can be used from this point. The 
first method consists in rotating the sample through 360° and capturing subsequent 
images at each angular position [9]. Deconvolution algorithms can also be employed 
to improve the image quality [66]. This method has the advantage of resulting in an 
isotropic resolution across the specimen, but this goes at the expense of intensive 
computation. The second method, also called ultra-microscopy, consists of 
i l luminating the sample from the side and stepping the sample through i l lumination 
plane [10]. 
The axial resolution is thus limited by the width of the light sheet, whi le the 
lateral resolution is l imited by the low NA of the imaging optics. The advantages of 
the SPIM system are that fluorescence originates only from the focal plane and large 
specimens can be imaged with micron resolution. It is well suited for developmental 
biology studies of embryos embedded in a low concentration agarose matrix, and in 
particular for the visualisation of high-resolution gene and protein expression patterns 
in three dimensions. 
3.5. Total internal reflection microscopy (TIRF) 
A beam, travelling in a medium of refractive index n1, which is incident on the 
interface with a medium of index n2 at an angle 0, w i l l undergo refraction according 
to Snell's law 
n, s in(0|) = n2 sin(02) 
A . 0 ^ 5 ) 
0, = arcsin 
I " , y 
If dj reaches Till the beam wi l l be totally internally reflected. This occurs at the 
critical angle 0<-- At incidence angles greater than it is impossible to satisfy the 
boundary conditions at the interface by only considering the incident and reflected 
waves. Instead, it is found that a third evanescent wave is present in the lower 
refractive index material. 
The TIRF microscope is a system that makes use of this principle to image the 
interfacial layer of the sample adjacent to the cover glass with extremely efficient 
reduction of the background fluorescence [12]. The high-energy excitation beam is 
totally internally reflected from the glass-water interface and generates an evanescent 
43 
Chapter 2 Introduction to widefield three dimensional microscopy techniques 
wave that penetrates around lOOnm into the sample. This illustrated in Fig. 2.16, 
where the excitation beam is represented by the solid and dotted blue lines. 
There is very little background light because deeper focal planes are not 
excited. Changing the incident angle can control the depth over which the evanescent 
wave propagates. When the dotted excitation is used in Fig. 2.16, the evanescent 
wave wi l l penetrate deeper into the sample, because of the smaller angle 9 at which 
the beam hit the coverslip. This makes TIRF ideal for imaging single molecules and 
faint structures at this interface, such as exocytosis events [13]. The evanescent wave 
excites the fluorophore molecule and the emitted fluorescence light is collected in the 












Fig. 2.16. illustration of the microscope-sample interface in a TIRF system 
Fluorescence intensity images of Human Embryonic Kidney (F4EK) cells stained 
with di-4-ANEPPDFHQ, which incorporates itself into the cell l ipid bilayers where it 
becomes fluorescent, are shown in Fig. 2.17. The endoplasmic reticulum highlighted 
in the image of the equitorial plane gives an out-of-focus background in the widefield 
image of the interfacial layer (Fig. 2.17 (a)). This background light is not present in the 
TIRF image because no fluorescence is excited far above the surface of the coverslip. 
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(a) (b) (c) 
Fig. 2.17. Images of an HEK cell: (a) widefield image of the interfacial layer (b) TIRF image and 
(c) widefield image of the equitorial plane. 
4. Linear axial and lateral super-resolution in a fluorescence 
microscope using patterned excitation 
Even if the classical resolution limits are imposed by the imaging conditions, they can 
be exceeded as the limitations are only true under certain assumptions. In an imaging 
system, these assumptions are that observations take place in a conventional geometry 
in which the light is collected by a single objective lens and that the il lumination is 
uniform across the field of view. Negating these assumptions offers several ways of 
overcoming the classical diffraction limit. First, by using excitation light that varies 
with position, higher sample spatial frequencies that cannot be directly imaged are 
captured by the lens in an indirect manner. Second, by gathering light over a larger set 
of angles around the sample using opposite objectives, enables increasing the overall 
NA of the imaging system. 
4.1.1 Resolution improvement by patterned excitation 
By exciting the sample fluorescence with a fine patterned structure, one can generate 
Moire patterns (Fig. 2.18 (a)) that can be used to increase the lateral resolution in a 
conventional widefield microscope. Assuming a one-dimensional grid pattern 
45 
Chapter 2 Introduction to widefield three dimensional microscopy techniques 
/ , (v) = / j sin(^,v) of frequency il luminated with another grid pattern 
/ j (v) = / j sin((^2^) of frequency <^ 3, the resulting grid image / (v ) can be written: 
I (v) = / , sin ((^ 1 v) X / , sin ( 4 v ) 
The image is then composed of a lower difference frequency component and a 
higher sum frequency component. The highest frequency component might be 
filtered out during the imaging process, but by observing the difference frequency 
component and the knowledge of only the i l lumination spatial frequency , the 
information at spatial frequency can still be retrieved. 
This principle can be applied to microscopy because the image of any object 
can be Fourier decomposed into an infinite series of sinusoidal patterns having 
different amplitudes, frequencies and orientations. By i l luminating the specimen with 
a grid pattern translated and rotated in several positions, lateral resolution that 
exceeds the classical diffraction l imit of a widefield fluorescence microscope. With 
this method the maximum detectable spatial frequency can be increased from to 
(^ 2 + ^1 • Because the grid itself cannot be made smaller than the resolution limit j',,, 
the highest spatial frequencies that can be detected is increased to twice 
the initial resolution l imit (i.e. resolution is now the same as in a point scanning 
confocal microscope) [67]. 
(a) (b) 
Fig. 2.18. (a) Moire fringes, (b) Optical transfer functions (OTF) of microscope. The circles 
represent the microscope lateral cut-off frequency for uniform (above) and grid-projection 
(below) illumination. The extend of the frequency cut-off is shown to be twice as big in the 
latter case. 
It is possible to remove the grid pattern in the recorded fluorescence image by 
some mathematical post-processing and additional image recording. A minimum of 
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three images with different grid phases are required to remove the grid pattern from 
the image. The obtained image wi l l exhibit an improved resolution in the direction 
perpendicular to the grid. To improve the resolution in other directions, the same 
phase shifting procedure should be repeated at several angles. The same principle was 
recently used to double both the axial and lateral resolutions [68]. 
Further, exploiting the non-linearity properties of fluorophore saturation 
theoretically an unlimited improvement is possible [69]. However, in reality the 
improvement is limited by the signal-to-noise ratio and photo bleaching of the imaged 
fluorophores. Furthermore, the large number of images required for the image 
reconstruction prevents any use of this technique to live imaging. 
4.1.2 Axial resolution improvement 
Using two opposite microscope objectives, the concept of standing wave excitation 
was introduced that enables a significant improvement of the axial resolution [70]. 
Under opposite laser illuminations, the colli mated coherent light produces an axial 
fringe pattern that excites an axially modulated fluorescence in the sample. This 
technique was recently shown to provide measurements of point-like objects with 
nanometre axial resolution [71]. 
5. Multi-photon fluorescence microscopy 
Traditional confocal microscopy techniques, which use linear fluorescence processes, 
are usually limited to use near the tissue surface for high resolution imaging because 
at greater depths scattering tends to blur the image and degrades the sectioning 
capability [72]. In a linear excitation imaging technique, the fluorescence intensity of 
an emitter is linearly proportional to the intensity of the incident excitation light. On 
the other hand, multi-photon fluorescence microscopy techniques rely on the 
absorption of more than one photon for exciting the fluorescence contrast. 
Most widely used in biological imaging is the excitation of fluorescence by 
two-photon absorption. Two photons than arrive within 0.5fs at a molecule can 
combine their energy to excite an electron from the ground state SQ to the excited state 
Si, where the normal spontaneous fluorescence emission process can then take place 
[73], as illustrated in Fig. 2.19. Similarly three and more photons can combine 
together to excite fluorescence. 
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The efficiency of the two-photon absorption depends on physical properties of 
the molecule to fluoresce, through the two-photon absorption cross-section, and on 
the spatial and temporal properties of the exciting beam. Most of the non-linear 
processes have in common that they occur with very low probability under normal 
light conditions. Thus, the two-photon excitation has to be concentrated in space and 
time in order to generate sufficient fluorescence signal, making high NA objectives 
and ultra-short laser pulses a requirement to generate high peak intensities in the 












Fig. 2.19. Jablowski diagram illustrating the two-photon absorption process 
Clear advantages have made the two-photon microscope a routine instrument 
for microscopic imaging of tissues. First, non linear signal production ensures that the 
fluorescence emission is localised in the vicinity of the focal spot, which thus results 
in an inherent optical sectioning ability with no need for spatially resolved detection 
through a detection pinhole, as shown in Fig. 2.20. As the localisation of the 
excitation is maintained even in strongly scattering media, two-photon microscopy is 
far less sensitive to scattering than traditional confocal microscopy techniques. The 
detection strategy then relies on collecting as many photons as possible and deep (up 
to 800 microns) imaging of tissues can be realised. Two photon microsopy has proven 
a particularly powerful tool for neural tissue imaging with micrometer resolution [74, 
75]. 
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Fig. 2.20. Confinement of the fluorescence emission in a confocal and a two-photon 
microscope 
The two-photon approach to optical sectioning does not make use of a 
spatially coded detection as for the microscopy techniques described in the previous 
section, but on the physical properties of both the fluorescent molecule and the 
excitation light. Reconstructing a sectioned image of a fluorescent object still requires 
scanning the excitation beam across the specimen, which usually limits the imaging 
speed. Strategies for scanning multiples laser beams on the sample have been 
developed that allow for real time two-photon imaging [76, 77] and produce 
widefield sectioned imaging at high frame rate. 
6. Summary 
Image formation in a conventional microscope was presented and its inherent lack of 
optical sectioning was explained both in terms of point spread and optical transfer 
functions. The confocal microscopy technique was explained where out of focus light 
is blocked by a pinhole detector, resulting in both increased image contrast and 
improved the resolution. Finally, methods to achieve optical sectioning in a widefield 
microscope were reviewed. Those methods all rely on an extra piece of information to 
fi l l in the missing cone of the conventional optical transfer function, either by spatially 
coding the light emission from the focal plane or by generating the fluorescence 
emission solely in a specific plane of interest. 
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Light Emitting Diodes (LEDs) have emerged as very promising light sources, increasing 
in brightness from the dim photo-luminescent devices in the late 1960's to the current 
high brightness LEDs, which have become bright enough to replace incandescent 
lamps in many advanced microscopy techniques [78-80], In fluorescence microscopy, 
where the quantum yield of fluorescent species is often very low and hence source 
brightness is critical, arc lamps, such as Mercury or Xenon burners, are usually 
required. These bulky, inefficient light sources generate a lot of heat, have a limited 
lifetime, cannot be controlled electronically and require filters to select the spectral 
bandwidth of the fluorescence excitation light. Conversely LED devices are usually 
very compact, can be modulated or pulsed and thus can be used in fluorescence 
lifetime measurement systems [81-83]. They have a long lifespan, are far more energy 
efficient and are relatively cheap. Additionally, the LED emission spectrum is narrow 
and the output wavelength has decreased from the mid-infrared in the 1960's to deep 
UV recently [84], making bright light sources commercially available at all 
wavelengths across the visible spectrum from 950nm down to currently 237nm. 
In addition to their advantageous thermal, spectral and temporal features, 
conventional semiconductor processing techniques are now being used to produce 
patterned LEDs having multiple micro-emitter elements that can be addressed 
individually [85]. Commencing in July 2004, the Research Councils UK Basic 
Technology Research Program "A thousand micro-emitters per square mill imetre" 
focussed on developing micro-structured light emitting diodes having various emitter 
geometries, sizes, emission wavelengths and electronic drive architectures. Based on 
processing of ii l-V nitride semiconductors, the LED devices are specifically designed 
to suit applications in the fields of microscopy, micro-displays and high-density 
biochips. 
Several considerations are important for the development of flexible and reliable 
instruments based on the micro-structured LED technology: 
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• Nitride based semiconductors have been chosen because of their unique 
physical and light emission properties, particularly in the blue and UV regions. 
• The designs of emitter geometries and emitter addressing architectures are 
driven by specific biological applications. In this area light throughput and 
t iming are critical factors. 
• Electrical drivers have been developed to drive the arrays of individually 
addressable emitters at large currents and high frame rates. 
In this chapter basic properties of il l-V Nitride semiconductors are described. This 
family of semiconductor materials enables very bright micro-emitters to be fabricated. 
A rigorous characterisation of two types of micro-structured LED arrays (a 64x64 point 
emitter array and a 120-stripe array) is presented together with specific electrical 
drivers that enable the fast display of arbitrary patterns. 
1. Properties of nitride semiconductor devices 
l l l-V Nitride semiconductors such as Aluminium-Nitr ide (AIN), Gall ium-Nitr ide (GaN), 
Indium-Nitride (InN) and their alloys emerged in the mid 90's as a very promising 
material system for LED manufacturing. Their properties make them ideal candidates 
for the design of high brightness micro-structured LEDs. Nitride compounds can emit 
light across the entire visible spectrum and into the ultraviolet - wavelengths 
frequently used in many biology applications. Nitride materials are extremely robust 
and can be driven at very high current densities. By processing the semiconductor 
wafers into micro-structured devices, arrays of emitters with different geometries were 
fabricated, such as matrix arrays of circular emitters and arrays of stripe emitters. For 
both geometries light emission is achieved either from the top of the diode using the 
sloped wall mesa emission technology or from the device substrate using the fl ip-chip 
emission. 
1.1. Band gap structure and emission wavelength 
Nitride semiconductor materials and their alloys cover an energy band gap range of 
0.7-6.2 eV [86, 87]. Therefore, the entire visible range and deep UV wavelengths are 
spanned in the nitride alloy system. The band structure is currently thought to be a 
direct band gap across the entire alloy range. The probability of an electron from the 
valence band recombining wi th a hole from the conduction band under appropriate 
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forward voltage is therefore high since momentum wi l l be conserved upon 
recombination, al lowing nitride-based LEDs to exhibit quantum efficiencies as high as 
12% [22], significantly higher than most other semiconductor systems. Table 1 below 
summarizes the energy band gaps and emission wavelengths of different nitride-based 
materials. 
Material Energy Band Gap Eg (eV) Wavelength (nm) 
InN 0.7 1700 
GaN 3.4 360 
AlN 6.2 197 
Table 1: Energy band gap and emission wavelength of nitride semiconductor materials 
By varying the nature and proportions of the alloy in the semiconductor the nitride 
material system can cover a wide spectrum, theoretically from 1700 nm down to 197 
nm, from infra-red light down to deep UV light according to the relation; 
he 
E^ = hv = — (3.1) 
A 
where Eg denotes the energy band gap of the material, h is the Planck constant, c is 
the speed of light and X is the free space emission wavelength. However, the shorter 
the emission wavelength into the UV, the more challenging it technically becomes to 
generate UV light emission. This is mainly due to a less mature fabrication process. 
Finally there is also an issue fabricating devices that emit in the green/yellow 
part of the spectrum between 550 and 620 nm. Because the very large lattice 
mismatch between InN and CaN, the increasing fraction of InN that is necessary to 
decrease the bandgap causes a large stress into the material, which results into a very 
weak emission. 
1.2. Threshold voltage 
In highly doped semiconductor materials, like the material used for micro-structured 
LEDs fabrication, the theoretical voltage required to turn on an emitter can be 
approximated by the band gap energy divided by the elementary charge [88] 
e 
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However, in practice the turn-on voltage of micro-structured elements is often 
measured to be higher mainly due to voltage drops in emitter contacts. 
1.3. Physical properties 
Nitride semiconductors possess outstanding physical properties, which make them 
particularly attractive for reliable applications. These wide band gap materials possess 
high thermal conductivity (typically 1.3 W.cm"V°C^ for GaN), very high melting 
temperatures of the order of 2500 to 3000 °C, and high bond strength that make them 
inherently robust compounds [22]. The high thermal conductivity also makes efficient 
heat extraction possible, thus increasing the current l imit at which thermal saturation 
commences. In addition, nitride semiconductors are resistant to chemical etching and 
GaN devices can be operated in harsh environments. Assuming the heat produced 
inside the LED package is efficiently extracted, nitride micro-LEDs can be driven at 
very high current density of the order of 20 kA.cm"^ [89]. 
These features make nitride-based LEDs bright, reliable and robust, and 
manufacturers often claim indefinite device lifetime, usually much more than 
100,000-hour operation. 
It is worth mentioning that these physical properties are true despite the 
relatively high dislocation density found in nitride semiconductors [22]. 
1.4. Spectral radiance 
Radiance is the most meaningful quantity when comparing the performance of various 
incoherent microscopy sources. Radiance is a measure of the light flux per unit solid 
viewing angle and is expressed in watts per square metre per steradian. This quantity 
takes into account the size of the emitter and the source emission profile. When an 
optical system is usually needed to project the excitation light source onto the 
specimen it fundamentally cannot increase radiance. To increase the density of 
photons received by the sample, one can only increase the radiance of the source by 
increasing the number of photons produced, or by increasing the numerical aperture 
of the projection optics at the sample. In fluorescence microscopy, only a small 
spectral w indow is used to excite the fluorescence from the sample so the variation in 
radiance across the required spectral range should be considered when comparing 
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traditional microscopy lamps with light emitting diodes, whose emission inherently 
lies in a narrow spectral range. 
Light budget is a critical factor in fluorescence microscopy as usually 
fluorophore cross-sections and quantum efficiencies are very low. This is why arc 
lamps, such as Xenon and Mercury lamps, or halogen lamps with high radiance have 
been traditionally used for this application. The optical power of different light sources 
used in fluorescence microscopy, including commercially available LEDs, were 
systematically measured in the specimen plane by Nolte et al [90] for different 
wavelengths. At the time, the power from nitride LEDs in the sample plane was found 
to be about one order of magnitude lower than traditional high-pressure arc lamps 
across the UV and visible spectrum, but the radiance of LEDs is expected to increase 
rapidly as the LED technology improves. Nonetheless the radiance of high-brightness 
diodes was shown to be sufficient for many fluorescence applications. 
1.5. LED device structure 
Two main technologies have been used to fabricate micro-structured LEDs. The first-
generation devices have a top emitting structure whereas the second-generation 
devices were fabricated using the flip-chip technology, which allows for brighter and 
more uniform emitters. Both top emission and flip-chip LED technologies are based on 
very similar processing techniques that were developed recently, but light extraction is 
much more efficient in flip-chipped devices as the light does not have to be emitted 
through conductive metalisation layers. 
1.5.1 Top emission devices 
The generic device structure for a single nitride emitter having top emission is shown 
in Fig. 3.1. For simplicity, one can consider that n-doped semiconductor material is 
grown on a substrate, such as sapphire or GaN, and the active region, where the light 
emission takes place, is sandwiched between the n-doped material and a thinner layer 
of p-doped semiconductor material. The thickness of the substrate layer is of the order 
of a few hundreds of microns, the n-doped material layer is usually a few micron 
thick, the active region composed of quantum wells is only tens of nanometres thick 
depending on the number of wells and the p-doped semiconductor layer is hundreds 
of nanometre thick. The device structure itself if only a few microns in thickness and a 
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total of less than half a millimetre in thickness including the substrate. The 
composition of the semiconductor alloys used in both the n-doped and the p-doped 
semiconductor materials, together with the quantum well thickness determine the 













Fig. 3.2. Flip-chip LED structure 
When a positive potential difference is applied across the diode {i.e. the diode 
is forward biased), carriers are injected in the quantum wells where they radiatively 
combine and light emission occurs from the top, sides and bottom of the device. 
Standard nitride semiconductor wafers can be readily purchased, emitting at different 
wavelengths from deep UV to green. Full descriptions regarding the semiconductor 
material and processing can be found in Jeon et al. [23, 24] 
1.5.2 Flip-chip LEDs 
Flip chip technology has been recently developed for nitride high power LED 
fabrication [91-93], In this technology the LED is flipped over or inverted compared to 
a conventional top-emission device and light extraction is achieved through the 
transparent substrate as shown in Fig. 3.2. 
Flip-chip LEDs have advantages over conventional devices in terms of light 
extraction, due to light reflecting from the metal p-contact back to the sapphire 
substrate and because it no longer needs to pass through the semitransparent metallic 
current spreading layer that is often used on top emission devices, in addition special 
light extraction techniques can be applied to avoid total internal reflection at the 
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CaN-sapphire and sapphire-air interfaces due to the relatively large refractive index 
difference [94-97]. 
The f l ip-chip technology has advantages in terms of heat extraction [98], and 
hence much higher driving current densities can be used. As the diode is bump 
soldered on large n and p contacts, resistance is also reduced. Together with placing 
an electrical driver near the diode contacts for lower capacitance, this allows to pulse 
f l ip-chip LEDs in the sub-nanosecond regime for time-resolved spectroscopy 
measurements [99]. 
Finally, CMOS electronics can be integrated on the diode sub-mount for 
compact and versatile electrical driving. This is particularly attractive when trying to 
address large matrix arrays of f l ip-chipped emitters, as CMOS technology enables 
them individually addressed with no need for an increasing number of on chip 
connections. 
2. Matrix arrays 
The first micro-emitter matrix LEDs that were developed were top-emitting 12|jm 
diameter GaN micro-disk LEDs [100] emitting at a wavelength of 408nm. Further 
developments came by connecting hundreds of 9 and 12pm diameter emitters 
together on the same 300x300pm wafer [101]. This resulted in an increased optical 
flux compared to broad area LEDs. These developments eventually led to the first 
10x10 pixel nitride micro-display emitting at 450nm [85]. Each element in the display 
was connected to individual n and p terminals, which resulted in 200 connections. 
This direct addressing scheme proved possible to display simple fixed patterns such as 
single characters without multiplexing. 
Other groups started to concentrate on a matrix interconnect scheme to drive 
top emission LED arrays in a realistic way. Using a matrix interconnect driving 
scheme a single row electrode is activated at a time whi le a pattern is displayed on 
the column electrodes. The row pattern is then time-multiplexed (raster scanned) to 
produce a 2-D image. A direct addressing scheme requires up to 2N^ connections to 
drive a NxN element array whereas addressing the same array with a time multiplexed 
matrix scheme only requires 2N connections. Arrays of much bigger scale can then be 
designed. Matrix-addressable GaN array of 32x32 elements were demonstrated by 
running electrical contacts along its columns (cathodes) and rows (anodes) [102]. 
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Instead of being addressed individually, each element could be turned on by applying 
a voltage difference on the corresponding row and column. 
Shortly afterwards, high-density LED arrays where each element was matrix-
addressed were designed and fabricated by the Institute of Photonics at Strathclyde 
University. Over the course of the Basic Technology Research Programme the 
processes and designs of the LEDs has been refined with particular emphasis on 
uniformity and increased radiance. 
2.1. First generation micro-displays 
A summary of the steps required to process a semiconductor wafer into an LED matrix 
device is presented below and schematically in Fig. 3.3. Greater detail can be found 
in reference [25]: 
o A periodic rectangular mesa structure is etched first (Fig. 3.3a). This defines 
the columns. All the emitters in a column share a common n-electrode by 
connecting the mesa structure to a single pad. 
o The Mesa structures are isolated from each other by fi l l ing the gaps with a 
non-conductive material such as SiOj (Fig. 3.3b). 
o Planarization for height uniformity is carried out to facilitate the deposition of 
p-electrodes. 
o Semi-transparent metal Ni-Au p-electrodes are deposited across the mesa 





Fig. 3.3. First generation matrix processing 
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Fig. 3.4. Microscope image of a 15x16 LED array 
Fig. 3.4 shows a top-image of a 16x16 LED matrix. 16x16, 64x64 [23] and 
128x96 [25] nitride LED matrices have been reported emitting in the green, blue and 
UV [26]. Other groups have also reported recently the fabrication of 10x10 UV LED 
array using a similar wafer processing technique [103]. A new tapered sidewall 
etching technique was also developed [104, 105] that allows for easier p-electrode 
deposition and better optical performance. 
In the first generation design, 1 6|am diameter aperture emitters are separated 
by 30 | im from centre to centre. As seen on Fig. 3.4, for each column and row, 
contacts are made on one side of the array and electrodes run the entire length of the 
device structure to connect the emitters. The connection side is alternated for a more 
compact pad arrangement. In Fig. 3.4, yel low connections running on top of the mesa 
structure (top to bottom) are anodes and white connections running underneath (right 
to left) are mesa cathodes. When turning on the first blue 64x64 array at constant 3.2V 
as shown in Fig. 3.5, several observations can be made: 
o Ultra-bright emitters are randomly distributed across the matrix. 
o Emitters gradually become dimmer away from the cathode bond pad (Fig. 
3.6), which suggests a significant voltage drop along the n-GaN mesas. Some 
pixels at the end of the columns are not even turned on under 4.2V forward 
voltage. 
o Brightness remains unchanged along a single column of emitters, which 
suggests little voltage variations along the metallic p-electrode. 
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Fig. 3.5, 4x microscope image of a blue 64x64 array driven at 3.2V 
Fig. 3.6. 1 Ox microscope image of three rows of emitters turned on at 3.2V. 
Fig. 3.7. 10x microscope image of a column of emitters turned on at 3.2V. 
Ultra-bright defects are thought to be due to non-uniform p-metal deposition. 
A better connection results in a lower resistance at the emitter, which then results in a 
brighter emission when driving the whole array at a given voltage. 
The decrease in output power away from the bond pad can be explained by 
the series resistance increasing linearly along the mesas. The matrix structure is 
presented schematically in Fig. 3.8, where the resistance of the p-electrode is not 
shown. By analysing the l-V curve of the corresponding LED pixels in a column, the 
resistance was measured to increase from lAkD. to lO.ZkQ, showing nearly 5-fold 
increase in resistance from the start to the end of the n-mesa. The resistance of the p-
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line was measured to be around 1.9kn with little variation along the p-electrode, as 
illustrated in Fig. 3.7. The turn on voltage was also found to vary from 2.7V to 4.5V. 
Fig. 3.8. Schematics of a matrix device portion 
The fol lowing three conclusions can be made: 
o Emitters in the device should be driven at constant current rather than constant 
voltage when designing an electrical driver. This is because, in general, the 
intensity of emission is directly proportional to the current through the diode 
and so the LED driver should be using constant current sources. 
o A new device structure lowering and homogenising the resistance along the 
rows should help reduce the operating voltage and give higher brightness and 
better uniformity. A new device structure was then designed and is reported in 
the next section. 
2.2. Second generation device: improving emission uniformity 
in order to tackle emission non-uniformities and large series resistances, the main 
causes of these non-uniformities were systemically investigated, A simple analytical 
model was established [28] that helped the optimization of the device structure. A 
new process to improve the device performance was developed, which includes: 
o A 4pm wide side-rail metal electrode, which is introduced to suppress the 
resistance variation along the n-mesa and thus improves the emission 
uniformity across the LED matrix. 
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o A new spreading layer formation scheme to decrease the turn-on voltage and 
increase light output of each pixel, as it can be driven harder under the same 
forward voltage. 
o An additional ring-shaped contact on top of the spreading layer to act as a 
sacrificial layer during the plasma etching process so that the thin spreading 
layer does not experience plasma damage. 
Fig. 3.9 shows a structural diagram of a new device. Because of the n-metal line, the 
pitch size had to be increased from 30|jm to 50pm, with the same 1 Gpm emitter 
diameter. 
ring shaped contact n metal line 
n-GaN 
Sapphire 
[=3 p contact 
8103 
spreading layer 
Fig. 3.9 Cross section of the improved emission matrix device. 
The geometrical and electrical characteristics of a conventional and improved 
blue matrix devices are summarized in Table 2. The resistance for each pixel of a blue 
matrix device was measured to vary from 560f2 to 501Q from the beginning to the 
end of the mesa structure. These results indicate that the metal line can efficiently 
reduce the resistance variation along the n-GaN length down to 8% compared to a 
factor 5 for the previous design, from 2.4 to 10.7 kQ. The additional ring-shaped p-
contact on top of the emitters resulted in a lower resistance of the p-connections. This 
improved contact explains why the total series resistance of the improved device is 
even lower than the p-resistance alone of the first generation device. 
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Fig. 3.10 Emission uniformity in a row of pixels in a first-generation (top) and a second-
generation matrix device driven at a constant voltage. 
Because the lower series resistance, emitters can be driven at much higher current, up 
to 10 mA per emitter for the blue device before breakdown. 
2.3. Third generation matrix: improving heat extraction and external 
quantum efficiency. 
In the second-generation top-emitting devices, the power-output for individual pixels 
is still relatively small and is mainly l imited by the small emission area and low 
external quantum efficiency. Indeed much of the light is still either absorbed by the 
semi-transparent metal electrode or trapped inside the diode by multiple reflections. 
The current handling is also poor, mainly due to the contact resistance and 
temperature rise at high current. All these issues can be addressed by using the flip-
chip technology described in the first section. 
A new device with 64x64 pixels was fabricated, maintaining the same 
rectangular mesa structure and interconnect addressing scheme used for the second-
generation top-emitting device. Each of the pixels has a 20pm diameter emission 
aperture on a 50|J.m pitch. Instead of the thin Ni/Au spreading layer, a thick 
Ni/Au/Ti/Au multilayer is grown by evaporation as reflective p-contacts. This 
guarantees the formation of low contact resistance and highly reflective p-contact. The 
ring-shaped contact was no longer necessary in the fl ip-chip design. After the device 
fabrication, the substrate of the chip is polished by chemical mechanical polishing 
(CMP) and the device is bump-soldered on a silicon mount having Ti/Au metal tracks. 
The tracks are connected to pads such that the whole matrix can be addressed using 
the same multiplexed matrix interconnect scheme. 
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Fig. 3.11. Representative micro-display programmed onto (a) the flip chip blue micro-LED 
array and (b) the top-emitting second generation blue micro-LED array 
Fig. 3.11 shows the same pattern displayed with both the flip-chipped and top-
emitting devices. Good uniformity and low light scattering is demonstrated for the flip-
chipped LED. This constitutes an improvement over the top-emission devices shown 
in Fig. 3.11 (b), where the brightness and contrast is poorer under the same driving 
conditions. Light scattering for top-emission device is sufficiently strong that the non-
emitting area is also lighting up, which results in reduced contrast. 
2.4. Characterization of micro-LED arrays 
2.4 . / Emission spectra 
The emission spectra of the blue and UV arrays are shown in Fig. 3.12. Emitters were 
driven at 3mA per emitter and spectra were recorded with an Ocean Optics 
spectrometer. Blue emission is centred on 465nm with a FWHM of 22nm and UV 
emission is centred on 371 nm with a FWHM of 11 nm. A longer spectral tail is always 
present in the blue emission, due to the semi-conductor composition. Because the 
emission wavelength depends mainly on the semi-conductor material, it should be the 
same whatever the emitter geometry. However, when driver at very high current 
densities, the emission spectrum can broaden slightly and angular dependences have 
also been reported elsewhere [105]. An appropriate filter can be used to clean up the 
emission spectrum when required. 
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Fig. 3.12. UV and blue emission spectra. 
2.4.2 Electrical characteristics 
Emissions from 54x64 devices emitting at 368nm and 470nm were characterized for 
all three generations of devices. For the first generation devices, emitters located at the 
beginning of a row were chosen in order to avoid voltage drops due to the increasing 
resistance along the mesa. 
I-V curves 
Fig. 3.13. and Fig. 3.14 show the typical current-voltage (I-V) characteristics of an 
individual pixel in the flip-chip and top-emitting arrays, emitting at 470nm and 
370nm. Turn-on voltages were measured to be 2.7V and 3.6V for blue and UV 
devices, slightly higher than predicted by the band gap energy of 2.6V and 3.32V, 
respectively. 
At the same emission wavelength, the I-V characteristic of flip-chip device is 
marginally steeper after turn-on than the top-emission one. This suggests that the 
series resistance of the emitter p-contact is lower in the flip-chip case. Given that the 
p-contact is 20|am diameter for the flip-chip device instead of 16|am diameter for the 
top emission one and considering that the p-contact of the flip-chip device is made 
from a higher conductivity material, this resistance improvement is understandable. 
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Fig. 3.13 l-V curves of a single blue emitter: flip chip (blue) and top emission (red) LED 
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Fig. 3.14. l-V curves of a single UV emitter: flip chip (blue) and top emission (red) LED 
Optical power 
Optical output powers from single emitters are measured using a Newport 1918-C 
power-meter. In order to make accurate comparison of the light emission capability 
for different device geometries, irradiances of single blue emitters are calculated and 
shown in Fig. 3.15. Clearly, under the same injection current density, the fl ip-chip 
device can provide a much larger light output power density than the top emission 
ones. For instance, at a current density of 500A/cm^, a power density of 10 W/cm^ can 
be achieved from the fl ip-chip blue LED, twice as large as that for the second 
generation top-emitting one. The power enhancement of fl ip-chip InGaN broad area 
devices is well documented [107, 108]. First, the light in fl ip-chip LEDs emits through 
the transparent sapphire substrate instead of the semi-transparent electrode. Hence 
65 
Chapter 3 Micro-structured light emitting diodes and drivers 
much more light can be extracted due to the reduced light absorption. Second, with a 
thick, reflective p-contact, the current spreading is considered to be more uniform 
within the emission area. The same arguments are valid for the fl ip chip micro-LED 
arrays here. 
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Fig. 3.15. Power density versus current density for the Flip chip (light blue), and top emission 
first (red) and second generation (dark blue) blue 64x54 emitter arrays.. 
It should be noted that fl ip-chip devices can sustain an extremely high current 
density up to 4000 A/cm^ before breaking down, reaching a maximum power density 
of 43 W/cm^ By contrast, the maximum power density before failure of an emitter in 
the top LED blue array is 5 W / c m \ This performance enhancement is attributed to the 
improved thermal dissipation after the silicon mount is introduced and further 
improvements are expected when introducing an AIN mount [103]. 
The same measurements are taken for the UV devices and shown in Fig. 3.1 6. 
At 500 A/cm2, the fl ip-chip device is 1.5 times brighter than the top emission ones. At 
very high current density, thermal saturation is also observed. A maximum power 
density of 7 and 3.5 W/cm^ was measured before breakdown for the fl ip chip and top 
emission array, respectively. 
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i: 
- UV flip chip 
UV top-emission 2G 
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C u r r e n t dens i ty ( A / c m 2 ) 
Fig. 3.15. Power densities for the flip chipped (light blue), second generation (dark blue) and 
first generation (purple) UV matrix devices. 
2.4.3 Device comparisons 
Table 2 summarizes the main characteristics of the blue and UV matrix devices. UV 
characteristics are quoted inside brackets. During the course of the Basic Technology 
research program the technology has been clearly improved in terms of resistance 
uniformity, heat management and sustainable output power. 
1G top 2G top Flip-chip 
Pitch size (pm) 30 50 50 
Emitter diameter (pm) 16 16 20 
Series resistance (kD) 2.4-10.7 0.56-0.60 0.4-0.5 
Maximum current per emitter (mA) 2 0% 10 (14) 50(62) 
Maximum output power for a single 
emitter (j^W) 
5 (11) 40(24) 524(79) 
Number of pixels 64 X 64 64 X 64 64 X 64 
Device size (mm^) 3.5 9.9 9.9 
Table 2. Geometrical and electrical characteristics for blue (and UV) matrix devices 
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2.5. Driver for multiplexed display 
As discussed in section 2.1, driving all the emitters in parallel by applying a constant 
voltage across the array is often not optimal for LED matrix devices as the resistance 
non-uniformities induce large differences in the emission output as illustrated in Fig. 
3.5. Hence a specific driver able to compensate for those resistance variations is 
required, driving the emitter at constant current instead of constant voltage in order to 
obtain a reliable light output. Such a driver was designed and fabricated. It relies on 
programmable voltage sources to drive the anodes and programmable constant 
current sinks on the cathode side to drive a constant current through each emitter. 
2.5.7 Strategy to drive arrays of individual emitters 
Multiplexing 
Multiplexing is a common technique employed to operate LED matrices. By 
multiplexing, only one row - or cathode - of the LED matrix is activated at any one 
time. This approach is required because connecting an anode activates the whole row 
of emitters. Fig. 3.17 shows the case when a voltage is applied to both rows A and B 
at the same time. It becomes impossible to address an individual LED within those 
two rows. Hence, only one row should be activated at a time and an LED pattern 
should be displayed using the constant current sources on the column side. Raster-
scanning the rows in quick succession and changing the corresponding column 




1 1 2 4 
i . 
1 1 
Fig. 3.17 LED array schematics. Because the anodes A and B are connected together, any 
column will turn on two LEDs at the same time. 
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Brightness control 
The brightness of an LED is roughly proportional to the current that flows through it. 
Changing the current value then changes the light output. However, this is not 
recommended as this implies very accurate constant current sources/sinks for which 
the current level can be rapidly tuned. This is in practice difficult to achieve. A more 
reliable technique for brightness control is through pulse width modulation (PWM), 
where the LED is flashed periodically. The brightness can be finely tuned by changing 
the duty cycle (ratio of the on period over the flashing period), as illustrated in Fig. 
3.18. The switching time of an LED being of the order of tens of nanoseconds, a PWM 
frequency (1/Tp) of several kilohertz to megahertz can be used without the switching 




Fig. 3.18 PWM principles. The LED on-time T2 is half T1. Thus LED2 will appear twice less 
bright as LED!. 
Driver structure for interconnected arrays of emitters 
As illustrated in Fig. 3.19, the main blocks of the LED array driver are: 
o The programmable common-l ine drivers: They supply a given voltage to the 
rows activated by the shift register and al low for raster scanning the rows if 
only a single row is activated at a time. 
o The constant current sinks: Assuming that the voltage applied at the diode 
anode is large enough, a constant-current sink applies an appropriate voltage 
at the cathode such that the current f lowing through the emitter is fixed. This 
allows for precise current to be driven. The current value can be modified by 
setting the value of an external resistor. Constant current drivers are usually 
fast enough to be pulse-width-modulated. 
o The driver controller: An external controller handles the communication wi th 
the user, stores the images to be displayed, generates the patterns to be sent to 
the shift registers of the voltage and current sources and looks after the t iming 
conditions such as the raster scanning frequency and the PWM. 
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Fig. 3.19. Structure of the LED matrix driver 
When displaying an image, the whole array should be raster-scanned sufficiently fast 
that the observer does not perceive any discontinuity between two consecutive 
frames. For a human eye frame rates of at least 50 frames per second are sufficient, 
which is very slow compared to the capability of most common line drivers. 
2.5.2 Matrix driver hardware 
Based on these principles, an electrical driver for 64x64 emitter arrays was designed 
and fabricated (Fig. 3.20). The mains components are the following: 
Microprocessor 
The driver board is controlled by a PIC18F4550 microcontroller working at 48MHz. It 
handles the communications with the host PC through an integrated USB port and it 
stores the transferred binary frames in the internal RAM memory. A dedicated pin 
controls the data sent to the common-line registers thus the raster scanning. Data are 
sent to the current chips using a Serial Port Interface (SPI) enabling rapid modification 
of the pattern to be displayed at the columns on a microsecond timescale. The 
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processor looks after the time dependant processes, such as the PWM to control the 
emitter brightness, the raster scanning speed and the total amount of time the array is 
turned on. Also, it generates appropriate trigger signals for synchronisation of camera 
acquisitions and subsequent measurements. The processor is programmed via a 
dedicated port and can be reprogrammed and debugged at anytime. 
Common line drivers 
Rows are energized using eight MIC5891 N chips. Each of these high-voltage, high-
current latched drivers has 8 open emitter outputs able to source up to 500mA and 
sustaining at least 35V in the on-state. Power is supplied through BNC port connected 
to an external power supply. The chips are serially connected together so that the shift 
registers can be addressed using a single controller pin. 
Constant current sinks 
Constant currents are sunk on the column side using four MAX6971 AUG chips. Each 
chip has 16 constant current outputs rated at 36V, which are able to sink from 3mA to 
55mA per output. These chips are connected in series. A dedicated output-enable pin 
gates all 16 outputs in synchrony and allows PWM for intensity control. To 
electronically modify the constant current value, a quad 256-step digital 
potentiometer controlled by the board microcontroller sets the external resistor values. 
The microprocessor writes the potentiometer resistance values using the fast SPI port. 
The SPI is shared between the potentiometer and the current sources, so an extra 
multiplexer is added that allows for chip selection. 
Trigger lines 
Two triggers lines were included (parallel BNC ports in Fig. 3.20) to synchronize the 
i l lumination wi th other instruments, such as CCD camera or a micro-electrode array. 
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Fig. 3.20. Electrical driver for 64x64 LED matrix. 
2.5.3 Microprocessor firmware 
USB communication 
A virtual RS-232 serial port is emulated in the board processor on top of the USB port 
such that the host computer detects a conventional RS-232 port when the driver board 
is connected to its USB socket. Data transfer speed is however much faster than for a 
conventional serial port and is only limited by the capability of the integrated Full-
Speed USB port, i.e. 12Mbits/s. Such a virtual port makes it easier to design a user 
interface as the existing RS-232 communication routines can be readily used. 
After the processor initialization, data sent from the host computer to the 
driver board are automatically stored into the USB buffer. Strings of up to 64 bytes (or 
characters) can be transferred at once before emptying the buffer and a state-machine 
is implemented that continuously polls whether data have been sent (Fig. 3.21). 
Accordingly, retrieved data are stored in on-chip RAM memory. 
Display modes 
Several display modes are implemented. Two display modes use raster scanning, 
namely the Image and Scan_Square modes, whereas two modes use continuous 
illumination, the Square and Single_Pixel modes. 
In Image mode all the 64 rows are rapidly scanned one after another. For each 
row the corresponding pattern is displayed on the column side. When raster scanning 
the full array, the average brightness of the emitters is reduced by a factor 64 
compared to constant i l lumination because each emitter is turned on for 1/64"' of the 
time. This driver can display up to 450 binary images per second when PWM is 
inactive and is limited by the processor speed. 
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In Scan_Square mode, a rectangular area of the array is selected by sending 
the (left, right, bottom, top) coordinates to the board. Raster scanning only occurs on 
the rows of interest, wh ich makes the frame rate faster and the emitters brighter. 
In the continuous i l luminat ion modes, all the selected emitters are turned on at 
the same time. These modes enable much larger light output f rom the LED array, but 
at the expense of non-uniformit ies due to emitter-to-emitter variations in the contact 
resistances. In Square mode, the coordinates defining a square area are sent to the 
board and the area is constantly turned on. In Single_Pixel mode, only a single 












• Brightness (PWM) 
• Raster speed 
• Current value 
• Trigger polarity 
• Displaying mode 
Image transfer 
Wait until data transfer is 
complete 
Fig. 3.21. Processor state-machine flowchart 
The array is turned on when the processor receives a 1 -byte ('+') software 
trigger, wh ich enables interrupts and starts timer counters. Timer3 is dedicated to 
raster scanning (from 40 |is to 5 ms per row) and TimerO sets the t ime the array 
remains on before being automatical ly turned off (from ms to 1.5 s). This pulsed mode 
can be inactivated such that the array remains on all the time. After starting a frame, 
the processor goes back to USB pol l ing unti l the timer overflows. The code is then 
branched to the interrupt routine where the appropriate action, either raster-scanning 
or turning off the array, is taken. 
An extra Pulse_Train mode was included where the driver automatical ly 
generates a train of pulses. The pulse length, inter-pulse duration and number of 
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pulses are fully controllable. This mode was implemented for investigating dynamics 
of photosensitive neurons, as described in chapter 7. 
2.5.4 User interface 
A Labview interface was designed for user-friendly control of the LED matrix (Fig. 
3.22). PWM, scanning speed, constant current values, trigger mode, integration time, 
pulse train mode and display mode can all be changed quickly. In Image mode, a 
64x64 black and white icon is selected by the user to be uploaded into the driver 
memory. 
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Fig. 3.22. Labview user interface for controlling 64x64 LED arrays 
Because the whole system relies on simple string commands, it would be easy 
to develop more interfaces based on other programming languages, such as C, C-n-, 
Matlab, etc. Communication with the driver board would take place through existing 
RS-232 serial port routines. Fig. 3.23 shows a 64x64 binary icon and the 
corresponding LED display under 4.5V forward voltage. The image was captured 
using a CCD camera triggered directly by the driver board. Integration time was 1ms 
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and scanning speed was 40|is per row. A first generation blue LED array is used here. 
As expected, driving the LEDs at constant current allows for brightness correction 
compared with Fig. 3.5. 
(a) (b) 
Fig. 3.23. Pattern displayed in image mode for the Football World Cup 2006; (a) 64x64 icon 
loaded in Labview and (b) 1.25X microscope image of the LED array 
3, Micro-stripe LED: performance and driver 
3.1. Stripe array geometry 
Because the top emission and fl ip-chip structures are generic, micro-structured 
devices with different emitter geometries can be fabricated. In order to investigate line 
scanning microscopy techniques using LED arrays, a top emission microstripe emitter 
array was first designed [27]. The array is composed of 120 stripes sitting side by side 
on the same wafer. Each stripe of the device is 17 microns wide and 3600 microns 
long, with a centre-to-centre spacing between stripes of 34 microns, giving an overall 
diode structure size of 3.5x4.08 mm (Fig. 3.24). A blue device was predominantly 
used to demonstrate line-scanning microscopy techniques but green and UV micro-
stripe devices have also been fabricated, depending on the semiconductor wafer used. 
Each individual micro-stripe has an n-electrode rail alongside a light-emitting mesa 
running to a single common broad area n-electrode contact and each mesa has an 
individual p-electrode running along its length. A particular stripe is then addressed by 
sourcing a constant current to its corresponding p-contact with the common cathode 
held at ground. 
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3.6 mm 
4.08 mm 
Fig. 3.24. Picture of a blue microstripe LED 
3.2. Performances of microstripe LEDs 
3.2. / Electrical properties 
Curves of power outputs versus current density for the blue and UV top emitting stripe 
devices are shown in Fig. 3.25. The output from a stripe shaped emitter is about 5x 
lower than for a dot emitter. This is believed to be due to the superior heat extraction 
capability of the dot geometry. However stripe power densities are still higher than 
common commercially available broad area LEDs [27], which suggest patterning of 
the semi-conductor may increase their output power. 
Q. 0.4 
O 0.2 
-Top blue stripe 
-Top UV stripe 
100 200 300 400 
Current density (A/cm2) 
500 
Fig. 3.25. Output power densities for a single blue and UV stripe emitter. 
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3.2.2 Emission profile 
The emission profile non-uniformities due to the series resistance of the p electrode 
increasing along the emitter are shown in Fig. 3.25 for a UV stripe array. Another 
connection scheme was subsequently designed and a new device is fabricated (Fig. 
3.26 (b)) where the p electrode is connected on both ends of the stripe emitter. This 
connection scheme slightly improves the current spreading. However, the intensity in 
the middle of the stripe is still three times less bright than at the edges (Fig. 3.27). Flip-
chip stripe-LEDs are currently under development where the p semi-transparent 
electrodes wi l l be replaced by thick metal stripe electrodes. Emission is expected to be 
















Fig. 3.26. Emission profiles of top 
emitting stripe UV LEDs (a) without 
and (b) both sides connections 
m 0.6 
Fig. 3.27. Graphs of the emission profiles 
3.3. Driver for top emission microstripe device 
A dedicated electrical driver was constructed to allow arbitrary combinations of the 
stripes to be driven simultaneously to produce programmable line patterns. Constant 
currents are produced using 15 common cathode TB62710F drivers controlled by a 
PIC18F4550 microcontroller. The communication scheme and device structure are 
similar with the matrix array driver. 
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The whole system al lowed complete reconfiguration of line patterns in 20 
microseconds. The driver board, addressed from a host computer using a LabView™ 
interface communicating over a USB connection, was designed to control the board 
parameters and displayed patterns. The constant current value is set using external 
digital potentiometers on each driver chip, al lowing current values from 3 to 90 mA 
and is reconfigurable in 1.5 ps. A further 10-bit PWM modulation enables a precise 
brightness control of the emitters. Overall, the electrical driver is able to display up to 
50,000 independent line patterns per second. 
4. Summary 
A description of the micro-structured LED technology was provided. Arrays of 64x64 
point and 120 stripe emitters were fully characterized and diode design was 
continuously improved throughout the research program. For both types of diode 
arrays an electrical driver was designed, fabricated, and programmed. Using Labview 
graphical interfaces allows for rapid control of the pattern being displayed on the 
diodes up to 450 and 50,000 arbitrary patterns per second for the point array and 
stripe array, respectively. For each emitter injected current and brightness are 
controllable in microseconds. These systems wi l l be used in the later chapters 
describing the applications of micro-LED technology, both in optically sectioned 
microscopy and stimulation of photo-sensitized neuron cells. 
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fluorescence microscopy 
If optical sectioning in a microscope is defined as the requirement that all the spatial 
frequencies, including the zero spatial frequency, attenuate with defocus, it is clear 
from chapter 1 that a conventional widefield microscope does not have the ability to 
produce images of the solely in-focus object. Grid projection structured i l lumination 
has been introduced as a simple and light efficient widefield technique to encode the 
imaging plane of interest in order to fi l l the so-called missing cone. Grid structured 
i l lumination has become an established technique for fast and affordable acquisition 
of confocal images [1 09, 110]. 
In this chapter, the basic concept of image formation in a grid-projection 
structured i l lumination microscope operating in fluorescence is introduced, which 
allows for optical sectioning to be achieved with minor modifications of a widefield 
fluorescence microscope system. The performance of such a system in the presence of 
photon noise is analysed. When a three-phase process is used to achieve optical 
sectioning, theory and simulation show that the noise is sinusoidally modulated across 
the field of view, which needs to be taken into account when making quantitative 
measurements. Using a blue microstripe LED device, a grid projection structured 
i l lumination microscope with no moving parts is demonstrated, where the grid pattern 
is scanned electronically. 
1. Image formation in a structured illumination microscope 
(SIM) 
The structured i l lumination technique relies on the fact that only the zero spatial 
frequency does not attenuate with defocus when imaging an object in a widefield 
microscope. This suggests that if the i l lumination system of the microscope is modified 
such that a grid pattern is projected onto the object, the microscope wi l l only image 
the modulated part of the sample efficiently when it lies in the focal plane. As the 
object is moved out-of-focus, the grid pattern is strongly attenuated and eventually 
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disappears. An image is then obtained where the in-focus object is encoded by a 
sharp modulation pattern. To retrieve the modulated part of the object, a simple 
processing of at least three images, taken at three complementary grid positions, is 
required. This method has been demonstrated both in brightfield reflected light [14, 
111] and fluorescence imaging [15, 15]. 
1,1. Structured illumination principles 
/././ Microscope setup 
Fig. 4.1 shows the fluorescence microscope setup used for structured il lumination 
where an optical grid mask has been positioned in critical illumination, so as to image 
it onto the specimen. The grid is uniformly illuminated by an incoherent light source 
placed in Kohler illumination. This light source can be either a conventional 
microscopy lamp or a broad area commercial LED. The image of the specimen is 
finally captured by a detector array, such as a CCD camera. When imaging a 
fluorescent sample, a dichroic mirror together with excitation and emission filters 

















Fig. 4.1. Grid projection microscope setup. 
Several image processing methods can be used to retrieve the modulated part 
of the object. For each grid position, an image is captured and the modulated raw 
images are then processed together. If N images are captured where the grid is moved 
by 1/N of a grid period, a sectioned image can be obtained by calculating 
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= J K l - ' J (4.i: 
If acquiring only three images / , , and in which the grid was shifted by a phase 
0, = 0 , 02 — 2 ; r / 3 and 03 = 4 ; r /3 , respectively, this gives 
hec = + ( 4 - 4 ) +(A - 4 ) 




Similarly, a conventional widefield image can be reconstructed by calculating 
/ ,+/-, + / , 
hvF - ' (4.3) 
1.1.2 Out-of-focus light rejection 
The sectioning process is illustrated in Fig. 4.2 and Fig. 4.3. The first figure shows the 
three fluorescence raw images used to reconstruct a sectioned image of plant stem 
structure. Images were acquired using a home-built microscope with an Olympus 
UPlanFl 2Ox 0.5NA objective and an Orca ER CCD camera. An 80-micron pitch 
grating was Kolher illuminated using a Luxeon 1W blue LED and shifted using a 
piezo-actuator. 
(a) (b) (c) 
Fig. 4.2. Modulated raw images of a fluorescent plant stem structure. 
Corresponding conventional and sectioned images are displayed in Fig. 4.3 
both when the sample lies in and out-of-focus. It is clear that the structured 
il lumination method allows for rejection of the out-of-focus background and provides 
sharp optical sectioning. This results in much sharper details when the object is in-
focus and precise depth discrimination. 
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In focus Out of focus 
Fig. 4.3. Reconstructed conventional and sectioned images of a plant stem in and out-of-focus. 
1.2. Fluorescence Imaging with grid-projection structured illumination 
1.2.1 Image formation in a structured illumination microscope 
In a SIM, the object is illuminated by a modulation pattern obtained by imaging 
incoherently a one-dimensional grid. Assuming a perfect sinusoidal grid modulation 
orientated along w , the transmissivity of the grid can be written: 
Si{v,w,^^ = l + /Icos(^^v + (j).^  (4.4) 
where |i denotes the modulation depth, (j). represents an arbitrary grid phase, ^ is the 
normalised spatial frequency of the grid expressed in optical units and related to the 
real spatial frequency ^ through 
.MA 
f = 4; 
NA 
(4.5) 
The variables X and M denote the free-space wavelength of the excitation light and 
the microscope magnification, respectively. Conditions for which Equation (4.4) is 
valid when using a binary grid mask are discussed later. Normalized optical 
coordinates (v,w,u) were defined in chapter 2 and are related to the real coordinates 
(x,y,z) through 
82 
Chapter 4 Grid-projection structured light fluorescence microscopy 
2Kn . j s 
V = — s i n ( a j x 





sin ( a ) } ' 
s i n ' ( a / 2 ) z 
(4.6) 
(4.7) 
When projecting the sinusoidal grid mask with an incoherent imaging system onto a 
specimen, the intensity of i l lumination, which illuminates the specimen, is given by: 
- ^(v,w,| j (8)| /z(v,w,M)|^ 
where ® denotes the convolution operation and | / 7 ( V , W , M ) | " is the intensity point 
spread function of an incoherent lens system. Introducing Equation (4.4) into Equation 
(4.7), the i l lumination pattern can be described as the inverse Fourier transform of the 
frequency response of the imaging system: 
^ J r , w) exp (4.8) 
where represents the OTF of the incoherent imaging system and S is the 
Fourier transform of the grid pattern: 
+ s 
r 
I V 2^) (4.9) 
Using the definition of the delta function, the i l lumination pattern can be 
expressed as [112]; 
= ,0 ,Mjcos( |v - l -0 , . j (4.10) 
The i l lumination pattern is still sinusoidal, but its modulation depth is attenuated with 
defocus according to the frequency of the grid used for projection. When projected 
onto a fluorescent object having a fluorescence generation function f{y,w,u) and 
assuming the i l lumination and detection paths are the same, the modulated raw image 
captured by the camera can be described as 
I. (v,w,|) = X f{v,w,u) ® \h{v,w,u)f (4.11) 
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7.2.2 Optical sectioning 
The microscope response to defocus is a measure of how fast the zero spatial 
frequency attenuates with defocus. it can be measured by scanning a fluorescent 
planar object, like a spin-coated fluorescent polymer sheet, through the focus of the 
objective. Considering a thin fluorescent object f{t,w,u)-S{u) and using Equation 
(4.11), the modulated raw image captured by the camera can be written: 
= (4.12) 
By acquiring three images shifted by 0 , = 0, 2 ; r / 3 , 4 ; r / 3 and processing them using 
Equation (4.3), both the constant contribution and the remaining modulation are 
suppressed. An optically sectioned image is obtained, whose response to defocus 
varies as: 
-^sec ( " ' f ) ~ ( 4 . 1 3 ) 
Using Stockseth's approximation (see Appendix 1) for the incoherent OTP and 
normalising the function for u=0, the response to defocus can be written [14] 
> 1 ( 1 - 1 / 2 ) ] ' («.!)- 24] 
4(1-1/2) 
(4.14) 
This confirms that the grid projection technique exhibits optical sectioning on 
DC images, as does a confocal microscope. In the limit of ^ = 0 , which is equivalent 
to removing the grid, /sec("'0) 's a constant with defocus, as would be expected in a 
conventional widefield microscope. The maximum sectioning strength is obtained for 
a normalized grid frequency of The grid visibility on a fluorescent sheet object 
is plotted in Fig. 4.4 for different defocus positions. Perhaps unexpectedly, it is the mid 
spatial frequencies that attenuate first when defocus increases. Fig. 4.5 shows the 
simulated axial response to a thin fluorescent sheet for a grid projection system. In the 
optimal case, the sectioning strength is about 6.5 optical units. 
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Fig. 4.4. Form of the function T"(|s|,u) as a function of |s| for a variety of values of u[ 
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Fig. 4.5 Microscope response to defocus for several grid frequencies 
Physical meaning of the sectioning strength variation 
By measuring the FWF4M of the normalized response with defocus curves for different 
grid frequencies, the axial response of the system is observed to degrade if the 
normalized frequency of the grid is either lower of higher than unity (Fig. 4.6). When 
the normalized grid frequency smaller than unity, the grid becomes coarser and more 
defocus is needed to attenuate the image of the grid pattern, as illustrated in Fig. 4.4. 
The modulation penetrates further from the focal plane, which results in a lower 
sectioning strength. 
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Fig. 4.6. Sectioning strength for different grid frequencies 
When the normalized grid frequency is above unity, the grid becomes finer 
and finer and a degradation in sectioning strength can be seen again. To illustrate this 









Fig. 4.7. Simple schematics of the grid projection system. The grid pattern is assumed to be 
sinusoidal such that only the -1 and +1 orders are diffracted. 
Fig. 4.7 shows a schematic of the diffraction process when projecting a grid 
onto the sample. Supposing that the grid is purely sinusoidal and is il luminated by an 
incoherent extended light source positioned in Kohler i l lumination, three diffraction 
orders (-1, 0 and +1) wi l l be generated on the pupil plane of the objective lens. The 
sinusoidal modulation in the image of the grid obtained in the sample plane 
eventually results from the interference between these three diffraction orders. 
Because the i l lumination is incoherent, only the portions of the light common to the 
+1, 0 and -1 orders that are captured by the pupil of the lens are mutually coherent 
and can interfere to reproduce the modulation pattern. The rest of the light cannot 
interfere and contributes to increasing the DC term in the image. 
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Fig. 4.8 tries to illustrate what happens for different grid spatial frequencies. 
The black dotted circle in Fig. 4.8 (a) represents the pupil of the objective lens. In Fig. 
4.8 (b) and (c), the +1 and +1 diffraction orders are represented in blue. The 0''' order 
is not represented but coincides with the objective pupil. From the diffraction theory, 
the +1 and -1 orders can be represented as a pupil shifted by a distance d from the 
centre of the objective pupil: 
d = + ^ (4.15) 
in the same figure, the red dotted circles represent the same pupils shifted by 
the distance 2d. These red circles do not have a physical meaning, but help finding 
the mutually coherent regions of the +1,0 and -1 orders. These regions are represented 
by the common areas between the pupil and the dotted red circles, whereas the 
mutually coherent part of the 0 order appears in dark blue. As the grid becomes finer 
and finer, the +1 and -1 orders are pulled apart, which results in both decreasing the 
surface of the mutually coherent areas and increasing the average distance of those 
areas to the centre of the objective pupil. 
As a first result, the amount of light that can interfere decreases, which results 
in decreasing the modulation depth of the grid pattern. The modulation depth of the 
grid pattern for different grid frequencies is illustrated by the grid visibil ity for different 
spatial frequencies with no defocus, shown as the blue curve in Fig. 4.4. In the l imit 
when ^ = 2 , the mutually coherent areas become very small and practically no 
modulation can be observed. 
Another consequence of using a very fine grid is that the coherence of the 
mutually coherent areas increases. The limit when <^  = 2 is equivalent to interfering 
three coll imated laser beams at the sample, where the +1 and -1 beams are coming 
towards the sample plane at an angle equal to the full aperture angle of the lens. 
However, the resulting interference pattern, which is known as non-localised fringe 
pattern, has a very large depth of focus [29]. The modulation does not attenuate wi th 
defocus anymore, which results in a lower sectioning capability of the structured 
i l lumination microscope. 
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objective 
pupil / 
(a) -u=0 (b) V) =1.5 (c) u =2 
Fig. 4.8. Diffraction orders overlapping at the objective pupil for several normalized grid 
frequencies (v in the figure). 
1.3. Structured illumination in practice 
1.3.1 Structured illumination using a square grating 
Because it is practically difficult to fabricate purely sinusoidal grids, structured 
il lumination is usually implemented using a square grating to generate the single 
frequency modulation. As a square wave can be decomposed into a Fourier series 
having only odd terms, odd diffraction orders are present in the pupil plane of the 
objective lens. The raw image of the binary grid captured by the camera can be 
described as 
16) 
The highest diffraction order 2N H-1 passing through the lens pupil is then given by 
2N + 1 = abs '2^ (4.17) 
\ y / 
Then, as soon as <^<2 /3 , higher harmonics are projected onto the sample and can 
degrade the quality of the confocal image. Assuming a thin fluorescent object in focus 
(m = 0) , the table below summarizes the remaining modulation present in the 
sectioned image for several odd harmonics when processing the confocal image using 
Equation (4.2). 
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Harmonics Sectioned image Conventional image 
3 s^ec Third harmonics 
5 -^sec + fifth harmonics Third and fifth harmonics 
7 •^see + fifth + seventh harmonics 
Third, fifth and seventh 
harmonics 
Table 4-1: Residual modulations in the sectioned and conventional images using a three step 
structured illumination processing 
With a three step processing, the third harmonics is eliminated in the 
sectioned image although it produces a faint residual modulation in the reconstructed 
widefield image. This modulation is barely noticeable in practice due to the third and 
higher order intensities being usually a tiny fraction of the DC component. In order to 
avoid any residual modulation in the sectioned image, a number of phase steps 
proportional to the numbers of the orders that gain admittance through the objective 
pupil should be used. For instance, if the fifth order is captured by the lens, a 
sectioned image with no artefacts would be produced using at least 15 steps, the third 
harmonics being also captured. This suggests that a grid having a normalized 
frequency greater than ^ = 2/5 = 0.4 is required when using the three step processing 
such that no residual modulation can be observed in the sectioned image. In practice, 
a normalized grid frequency between 0.5 and 1 is a good trade off between large 
modulation depth, thus high signal-to-noise ratio, and good sectioning capability. 
Below - 0.5 the sectioning capability of the microscope degrades rapidly as seen 
previously. 
For ^ > 1 , besides degrading the sectioning capability of the microscope, 
Moire aliasing effects appear as a result of the interference of the fine grid pattern with 
the high spatial frequencies present in the sample. The Moire pattern takes the form of 
a lower spatial frequency pattern superimposed with the image of the object and can 
be used to double the resolution of the structured illumination system [67, 113]. 
1.3.2 Artefacts resulting from an imperfect binary grid 
Due to defects in the binary grating, such as inaccurate mark-space ratios, second 
harmonics are often present in the grid spectrum. Using a three-step process, second 
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harmonics wi l l result in a third harmonics residual modulation in the sectioned image. 
Important enough, because the illumination is incoherent the second harmonics 
cannot be optically filtered out and an image post-processing might be required. 
Indeed, in the limit when the second diffraction orders are pulled out of the pupil, 
mutually coherent area from the first orders disappear, as illustrated in Fig. 4.8 (c) 
where the red circles represent now the +2 and -2 orders. However, assuming the 
third harmonics does not enter the pupil > 2 /3) , the residual modulation can be 
avoided using four il lumination steps according to the argument detailed earlier [114]. 
2. Performance of structured il lumination in presence of 
photon noise 
Because structured il lumination is a technique that relies on differences between 
images as a modulation pattern is moved, it is susceptible to motion artefacts, grid 
position inaccuracy and non homogeneous photo-bleaching [115]. During the 
acquisition, a CCD camera captures raw images. This detector usually has a well 
defined and characterised noise performance that is often only limited by the photon 
shot noise of the captured signal. Because both the out-of-focus blur and in-focus 
image reach the CCD camera during acquisition, it is of interest to analyse the 
transmission of shot noise from the modulated raw images to the final confocal image. 
2.1. Description of the photon noise transmission 
2 . / . / General equations 
In order to simplify the description of noise transmission, the linear form of Equation 
(4.2) wi l l be used. 
. 2n 
/ | - i - / j exp — j — - i - / j exp 
V 3 y " ^ T 
Where is a complex sectioned image, which we use particularly in this analysis as 
it is a linear combination of the measured images and so noise is easier to calculate. 
Consider a general case where the object can have both in-focus and out of focus flat 
field components. In this most general case we can define the intensities detected in 
such an imaging system in the fol lowing terms: 
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/ „ = / ^ + / ^ c o s ( | / ' + 0 „ ) (4.19) 
In this modified version of Equation (4.4), O,, are the relative spatial phases of the 
three i l lumination patterns, the intensity represents light both from out of focus 
regions as wel l as some contribution from the focal plane whereas I j represents the 
modulated light that comes from only the focal plane. It should be noted that must 
always be greater than otherwise negative intensities wi l l result. If / „ is measured 
in number of photons then each of the three / „ values is assumed to be 
independently normally distributed around its mean value ( / „ ) with a standard 
deviation of •>/(/„) - a reasonable assumption for photon numbers greater than about 
20 where shot noise is the limit. 
We can calculate the probability of making a particular measurement of 
I^=x + iy from a series of measurements the / „ each with their own mean and 
standard deviation given by their Poisson statistics. The probability of making each 
measurement of the as approximated by a Gaussian distribution can be defined as; 
PUn = l , ] = I , 
p ; r ( / , + / ^ c o s ( ^ v + <D„) 
^ , . - 4 - ^ / C o s ( | v + 0 „ ) ) 
2 ( 7 , + / ^ c o s ( | v + 0 „ 
(4.20) 
However there are several ways of choosing the such that we achieve the 
same so we must sum over all possible combinations. Once is chosen, then for 
a given I^ = x + iy, and are now fixed as it can be shown from Equation (4.18) 
above that 7, = Z, - x + y / V s and — x - y/-j3 . The probability of making 
these three measurements together is the product of making those measurements 
individually. To calculate the total probability of achieving our particular result 7^, 
that probability product simply needs to be integrated over all possible 7,. 
2 
(4.21) 
where the factor 2 / V 3 maintains the correct normalisation. The resulting probability 
distribution function for 7^ can thus be calculated (Equation (4.22)). As it is simply a 
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linear combination of the /,,, it is itself normally distributed in the complex plane as 
can be seen in Fig. 4.9 (a), although that distribution is anisotropic and depends on 
| v explicit ly. 
P[ic=x + iy] = 
In. 
exp-
( 4 4 - 2 4 ) 
+ (44+2/ / ) x - - / ^ cos(|v)jsin 
v 2 y 
- | 3'--//Sin(<^v) I sin 
f z 
' A ' 
v 2 y 




Fig. 4.9. Probability distribution functions of the sectioned measurements, (a) The probability 
distribution functions for across the complex plane for a range of values of (spaced by 
71/6 radians), for /f,=100 photons and /,=80 photons (except in the centre where /,=0). (b) The 
probability distribution function for / j when ^ = 100 and lf=0. A can be seen the signal has a 
positive mean of about 21.7. 
In order to evaluate the probability distribution function for two regions of 
interest can be considered. The first is when the mean value of 1^ is significantly 
larger than the size of its distribution, i.e. when there is significant amount of in focus 
light. The probability distribution for can be approximated by the projection of 
that for along the line joining the origin with its mean value. Under these 
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circumstances is also normally distributed but that the width of that distribution 
depends on i.e. on the position in the image plane relative to the grid. This can be 
seen from the way the asymmetric distributions rotate in Fig. 4.9 (a) resulting in the 
noise being modulated at a spatial frequency 3x that of the grid i l lumination pattern. 
Performing the calculation one finds that is distributed with a probability given by 
\ 2 
1 
3K\2I^, + /yCos^3(^vjj 
exp 
3(2/^ + /y COS 
M 
04^3) 
giving a mean {1^^) = 3 / y /> /2 , a standard deviation 
tL24) 
and therefore a signal to noise ratio of 




2/^ + /yCos^3(^vj 
Most notable fact about this result is that the resulting noise is dependent on 
the position in the image plane and that therefore the signal to noise ratio can vary in 
the most extreme case when the sample is in-focus (/^ = 1^) from a value of .^^7^ to 
• This is also the case where the SNR is at its highest level. Any decrease in 
modulation wi l l result in a decreased SNR but lesser variation in that SNR across 
the image plane. 
The second region of interest is where there is essentially no in-focus signal 
but significant out of focus signal (as in the centre of the complex plane in Fig. 4.9 (a) 
when /y = 0) . It can be shown that is now distributed wi th a probability given by 
^k26) 
as shown in for the case where = 1 0 0 . The most significant feature of this is that 
the mean value (/sec) = ^(3;r /^)/2 = 21.7 is greater than zero. Thus in the presence of 
significant out of focus light a DC offset is introduced into the sectioned image. There 
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is also noise in the signal, which is reduced because of the non-linear modulus 
function but has a value (standard deviation) of -^(6- 3;/z:/2)/j . 
2 .7.2 Simulations 
A simple way of illustrating the noise distribution in the sectioned images is to perform 
a computer Monte-Carlo simulation of the structured illumination process. Starting 
with three sinusoidal modulation patterns with If = SO and lb = 100, Poisson noise is 
added to the raw images prior to sectioning. The process is repeated for 30 frames and 
the standard deviation is measured for each pixel across data set, as shown in Fig. 
4.10. It can be checked that the standard deviation spans from 
cr[/^^J = ^3(100-80/2) = 13.4 to = ^3(100 + 80/2) = 20.5 and is modulated at three 
times the grid frequency, as predicted by the theory. 
Grid pattern 
I 
Map of the standard deviation in sectioned images 
200 
Grid pattern modulation 
Standard deviation modulation 
Fig. 4.10. Computer simulation of the structured illumination in presence of Poisson noise 
2.2. Measurements 
Fig. 4.11 shows experimental results for the measuring the noise distribution in the 
sectioned images. A thin fluorescent sheet (kindly provided by Paul Staviniou, Group 
of Solid State Physics, Imperial College London) was placed in focus and illuminated 
with a grid. A set of 90 images was acquired to obtain 30 sectioned images using the 
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three-step image processing. The integration time of the camera was set such that 
most of the dynamic range was used to ensure the measurements were photon-noise 
limited. 
Fig. 4.11 (a) shows a modulated raw image that was used to reconstruct the 
average conventional (Fig. 4.11 (b)) and average structured i l lumination (Fig. 4.11 (c)). 
The noise distribution was obtained by calculating the standard deviation across the 
data set for each pixel. A third harmonic structure can be observed in the noise 
distribution, although some of the deviation might be due to a second harmonics 




Fig. 4.11. Experimental images for 10Onm fluorescent polymer fi lm: a) Raw modulated 
image, b) Conventional image, c) Sectioned image and c) Distribution of noise from a 
set of 30 sectioned images 
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The performance of a structured i l lumination microscope can be evaluated 
when the measured signals are limited by photon shot noise. The analysis shows that 
artefacts can be introduced as a result of this. Firstly the noise in the sectioned image 
can itself be modulated at three times the grid frequency when the in focus signal is 
strong. Secondly, when the in-focus signal is weak an offset can be introduced in the 
sectioned image due to the noise in the out of focus signal. These results may have 
implications for using such techniques in quantitative or ratiometric fluorescence 
techniques such as fluorescence lifetime, Ca2+ or FRET imaging. 
3. Structured il lumination using a stripe array micro-LED 
Structured i l lumination with no moving parts was implemented by replacing the grid 
and the external light source by a blue micro-stripe array. The performance of the new 
microscope is measured and device improvements required to obtained a reasonable 
image quality are discussed. 
3.1. Microscope setup 
Fig. 4.12 shows the experimental microscope configuration used to produce optically 
sectioned images. The micro-stripe array is located in the i l lumination path of an 
upright Olympus BX41 microscope in a critical i l lumination configuration so that the 













Fig. 4.12. Microscope setup 
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The optics in the i l lumination path were removed and replaced by a standard 
180mm Olympus tube lens in order to avoid aberrations when projecting the LED 
pattern onto the object. The LED device would thus il luminate a field of 3.6/M x 
4.08/M mm on the sample, where M is the magnification of the microscope objective 
used. Fluorescence gathered by the objective forms an image on an Orca ER CCD 
camera. Because the objective is used both to i l luminate and to image the sample, the 
magnification of the pattern image onto the camera does not vary when microscope 
objective is changed but only depends on the ratio of the focal lengths of the 
i l lumination and imaging tube lenses. In our actual setup both tube lenses are 
conventional Olympus 1 80 mm tube lenses so this ratio is 1. 
34pm 17pm 
Fig. 4.13. Scanning scheme used for grid-projection 
Fig. 4.13 shows how the three different grating positions were achieved by 
successively shifting a three-stripe repeat grid pattern by one stripe at a time. The grid 
used is the smallest possible with this device at 102 |am, although more complex 
scanning schemes can also be achieved using more than three LED stripes and hence 
longer periods. This solid-state scanning approach has the advantage of removing the 
possible inaccurate grating shifts that give rise to artefacts in the sectioned image 
[115], but does suffer currently from introducing higher grid harmonics into the 
i l lumination pattern that can also result in artefacts in the sectioned image. 
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3,2. Performance 
3.2.1 Images 
Fig. 4.14. 2Ox images of stained pollen grains acquired with grid-projection structured 
illumination, (a) Modulated raw image, (b) Sectioned image, (c) Conventional image 
Fig. 4.14 illustrates the structured illumination technique applied to optically section 
stained pollen grain. The pollen grain images were acquired using a 20x 0.5NA 
Olympus objective, with 500 ms exposure per image and 3 mA current per LED 
stripe. In the image sequences shown in Fig. 4.14 (a) we can see that light from 
pollen grains lying out-of-focus is not modulated whereas that from the in-focus grains 
is strongly modulated. In the sectioned image, Fig. 4.14 (b), the out-of-focus objects 
are clearly suppressed compared to the conventional image. Fig. 4.14 (c). 
Residual artefacts are presenting the form of a high frequency modulation 
across the image. These are similar to those predicted above and are due to a mix of 
both odd and even higher harmonics present in the illumination pattern. This can 
potentially be reduced by using a finer LED line array structure with more LED 
elements per grid period. Other artefacts are clearly visible due to imperfections in 
the array such as missing and shorted elements, which can obviously be removed by 
improved device fabrication. 
3.2.2 Sectioning strength 
In order to demonstrate and quantify the sectioning ability of our microscope, we 
simulated and then measured the detected signal in the confocal images as a thin 
fluorescent sheet is scanned through the focus of the microscope objective. Such an 
experiment provides a good indication of the ability of the system to reject out-of-
focus light as it is only this zero spatial frequency that is not sectioned in even 
conventional microscopes, and which contributes most to out-of-focus blur, as 
described previously. For these simulations and measurements we used a 40X 
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Olympus UPlanFl 0.75 NA air microscope objective together with the corresponding 
Olympus tube lens and an appropriate Olympus blue filter cube. The images were 
captured with a Hamamatsu firewire ORCA ER camera triggered by the LED driver 
board, and the fluorescent sheet was moved from -10pm to +10| im in 0.2|am steps. 
Experimental axial response curves were calculated by integrating the total signal 
across the sectioned image as a function of defocus. The simulations are based on 
paraxial imaging theory and are only an approximation for such a high NA, but still 
show good agreement with experimental measurement. 
The results of this calculation are plotted in Fig. 4.15 along with measured 
values from the microscope as described above. Good agreement between the 
experimental and the theoretical defocus response can be seen clearly. There is an 
offset in the measured signal, which can be attributed to device imperfections such as 
missing and shorted lines and resulted in isolated image artefacts that are not 
sectioned. The defocus response half width half maximum was measured to be 0.94 
pm whi le the theory was predicts a H W H M width of 0.83pm for this 102pm grid and 
blue i l lumination, X,=470nm. 
1 
0.8 
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Defocus in microns 
Fig. 4.15. Theoretical and experimental axial responses of the structured illumination system 
3.3. Artefacts and future improvements 
It is clear from Fig. 4.14 (b) that strong artefacts are present in the sectioned image. 
These artefacts are due to non-uniformities in the micro-stripe light source, such as 
broken LED stripes and even spatial frequencies present in the grid pattern. Higher 
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harmonics can be removed by Fourier-filtering the sectioned image. Missing stripes 
result in a brighter area in the sectioned image as the sample was not lit up at this 
location. This artefact can also be explained as a dramatic degradation of the 
sectioning strength at the missing stripe positions due to a much lower spatial 
frequency i l lumination. 
In order to suppress those artefacts when using a micro-stripe LED, dramatic 
improvements in the emission uniformity wi l l have to be made. First, a uniform 
emission along each individual emitter wi l l have to be engineered. Flip-chip 
technology might be help for this purpose. Second, missing stripes wi l l have to be 
avoided as far as possible. Manufacturing the LED device on a large scale using an 
automated industrial process should prevent such defects. Finally, diffractive micro-
optics could be integrated on top of the emitters in order to filter out higher spatial 
frequencies. 
4. Summary 
The structured i l lumination method was presented that renders possible to achieve 
optical sectioning with minimal modifications of a conventional fluorescence 
microscope. The performance of the system was described in presence of normally 
distributed photon noise. The error in the optically sectioned images was found to be 
modulated at three times the frequency of the i l lumination pattern, which should be 
taken into account when performing quantitative confocal measurements. This error 
was also shown to be highly dependent on the intensity of the out-of-focus 
background, as the detector captures the out-of-focus light before rejecting it. A new 
way of implementing grid projection structured i l lumination was introduced that uses 
the micro-stripe LED technology described in a previous chapter. This system has 
numerous advantages in terms of simplicity, cost, and potentially speed, although 
problems in the uniformity of the device emission have a dramatic impact on the 
sectioned image quality. 
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microscopy 
The previous chapter showed how the stripe geometry LED array device could be 
used to produce optically sectioned images in a grid projection structured i l lumination 
geometry. That technique has obvious advantages in terms of speed and ease of 
processing. However, it relies on measuring intensity differences between images, and 
so it has clear drawbacks in terms of noise and imaging artefacts. Conversely, in a 
confocal microscope the detection slit blocks the out-of-focus light, which does not 
contaminate the confocal measurement. This physical rejection of the blur gives better 
results than the structured i l lumination technique when imaging deeper into scattering 
samples like organ tissues for example. This chapter explores the use of the same 
micro-stripe LED device in a line scanning confocal geometry. 
First the line array is used with a CCD camera detector and various post-
processing algorithms to implement a simple solid-state line scanning confocal 
microscope with no moving parts. This approach is shown to produce better images 
in terms of artefacts than the grid projection structured i l lumination system, but at a 
cost of slower acquisition times and poorer sectioning strength. 
The first of these can be greatly improved by increasing the number of lines 
that are scanned in a parallel line confocal geometry. The acquisition rate is 
increased by a factor equal to the number of parallel lines scanned, but at the expense 
of an increasing non-confocal background signal in the image and additional line 
artefacts due to non-homogeneous i l lumination. 
Finally a modified detection scheme is proposed that increases the suppression 
of out-of-focus signals in these line-scanning geometries using a subtractive post-
processing step. This approach is demonstrated in both single and multi-l ine 
geometries, showing significantly improved optical sectioning and al lowing superior 
correction of the line artefacts present in the slit confocal image. 
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1. Line scanning microscopy using a micro-stripe array 
In the Minsky description of the confocal principle [1], the specimen is il luminated 
wi th a point source and a pinhole is used for detection. Although this arrangement 
provides superior out-of-focus light rejection, it was limited to imaging fixed 
specimens and could not achieve optically sectioned imaging in real-time. A decade 
after Minsky's invention several developments started to replace the point i l lumination 
by a line i l lumination and confocality was achieved by using a detection slit, in an 
attempt to image the human cornea in real-time [4, 6, 116]. In this manner, the 
original point-by-point image acquisition is replaced by a much faster line-by-line 
acquisition. With a single sweep of the scanning mirror, a whole optical section is 
imaged. Hence, the scanning speed increases by approximately the number of points 
that can be excited in parallel, which can be easily as high as 500. As described in 
Chapter 2 there is a price to be paid for this increase in speed; a decrease in optical 
sectioning power, in fact in the dimension parallel to the axis of the detection slit, the 
confocal principle is sacrificed, which results in a decrease by a factor of 
approximately 1.6 in axial resolution. 
So far, slit scanning confocal systems relied on a fixed il lumination and 
detection slits and the excitation beam is scanned across the sample by using a mirror 
arrangement. Several ways of descanning the fluorescence emission onto the fixed 
detection slit were invented, the easiest of which being for the fluorescence light to 
reflect back on the same scanning mirror towards the confocal detection. By using the 
stripe array LED as the fluorescence excitation source and a CCD camera to record 
the fluorescence signal, a new approach is investigated where the excitation beam is 
scanned electronically and the confocal image is reconstructed in software. 
1.1. Microscope setup and image acquisition 
The optical setup is the same as that used to perform structured il lumination, as 
described in the previous chapter. The array is placed in critical i l lumination 
configuration so that the line pattern is imaged onto the object, as shown in Fig. 5.1. 
An image is captured on a 2-dimensional array detector for each line position, with no 
need to descan the fluorescence light returning from the object. The light originating 
from the out-of-focus region of the object is rejected by post-processing the stack of 
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Fig. 5.1. Single line scanning microscope setup 
During the acquisition, the computer triggers the LED board for each line 
position by sending an 8-bit command through the USB port. A stripe LED is turned 
on and the driver board synchronizes the image capture with the LED exposure time, 
which is previously saved into the board RAM memory. As the diode is turned off the 
image is read-out from the camera frame-grabber to the computer. This process is 
repeated for the N line positions to bui ld up a full frame sectioned image. Triggering 
the image capture from the driver board allows for a precise control of the 
synchronisation between diode exposure and camera integration time in order to l imit 
photo-bleaching of the sample. Triggering the driver board from the computer makes 
sure a raw image has been fully read-out before the next exposure and acquisition is 
triggered. Processing of the confocal image can either take place in real-time on the 
host PC, or after all N lines have been projected onto the object. The latter alternative 
avoids introducing an additional computational overhead during image acquisition. 
1.2, Confocal detection using image post processing techniques 
Two alternative post-processing techniques can be used to process the stack of raw 
images into a sectioned image and reject the out-of-focus light. The first approach is to 
mimic the confocal detection slit by implementing a set of virtual slits in software for 
each line position. For each il lumination position, the fluorescence signal is masked 
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using the corresponding detection slit. The other approach consists of excluding the 
out-of-focus light at a pixel level by projecting for each pixel the maximum intensity 
of the stack of raw images [117]. This processing results in a confocal-like image 
because the in-focus object is likely to be brighter than the out-of-focus blur under 
patterned illumination. 
7.2.7 Confocal detection using a virtual slit 
Because a CCD camera is an array of point detectors, a simple way of implementing 
the slit confocal detection is to create a binary mask in software for each stripe 
position. By multiplying the captured image by the corresponding mask image, the 
out-of-focus light is physically rejected using this virtual confocal slit. The confocal 
image is finally calculated by summing the N=120 masked images. This 
reconstruction can be described by the equation: 
N 
, (5.1) 
where /, is the image captured when illuminating the sample with the i"" LED stripe 
and Slit- is the corresponding binary mask. 
In order to create the set of binary masks, a set of N reference images is 
obtained by imaging a thin and homogenous polymer fi lm or an in-focus mirror under 
single stripe illumination. From this set of reference images, several methods can be 
used to determine the corresponding set of binary masks, including thresholding and 
edge detection techniques. The simplest of these is just to detect for each pixel the 
position of the maximum intensity through the stack of N reference image. When a 
camera pixel belongs to the area illuminated by a stripe emitter, the intensity wi l l be 
maximum, whereas it wi l l be lower when illuminating the sample with the adjacent 
LEDs. The i'*" mask can then be described as the group of pixels having the same 
maximum position through the stack of reference images, that is to say 
fl if MAXPOS.(x) = i 
n ' , C5.2) 
xe{Nx.Ny] [U eLSC 
where MAXPOSz(x) denotes the index of the maximum along the stack z-direction for 
the pixel x. This method is insensitive to sharp brightness variations along a single 
stripe, is computationally fast and attributes each pixel in the image to a slit mask. As 
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shown in Fig. 5.2, the detection of the maximum positions results in slits whose width 
might no be constant along their length. 
Reference images 
Confocal slits 
Fig. 5.2. Set of confocal slits by detection of the maximum positions 
For the stripe devices described in chapter 2 with a 17 |im LED width on a 34 
jam centre to centre spacing this wi l l result in an effective 1 7^m illumination slit and, 
on average, a 34 |am detector slit width. This method of generating virtual detection 
slits is independent of the precise array detector geometry, providing the detector 
pixel size is fine enough, and can be applied whatever the orientation of the 
illumination stripe array with respect to the array detector. 
1.2.2 Confocal detection by maximum projection 
A second post-processing confocal reconstruction method 1117] was also 
implemented in which a confocal image is calculated from a stack of N object images 
without passing the detected fluorescence light through a detection slit, virtual or 
otherwise. In this method N wide field images of the object are acquired, one for each 
stripe position as before, and the maximum intensity from those N images is chosen 
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where MAX\ ] denotes the maximum value from a set of pixels. Similarly, a wide 
field image can be calculated by averaging the N images. 
(5.4) 
' L w 
N 
In the maximum projection technique no detection slit is required making the 
implementation very straightforward. The sectioning capability comes here from the 
fact that in-focus parts of the object are usually brighter than those out-of-focus when 
illuminated with patterned light. However, because the light originating from an out-
of-focus object is not physically rejected, it can still contribute to the maximum 
projection image when there is no in-focus signal. Also, this technique tends to have 
a larger background than that of the auto-slit confocal as it wi l l always choose the 
brightest value from a set of noisy pixel samples. 
Although the maximum intensity projection technique is rigorously equivalent 
to the confocal detection technique when imaging an in-focus object, the contribution 
of out of focus light and out-of-focus light from 'neighbouring stripes' can also lead to 
distortion when the amount of out-of-focus light is significant. However, the intensity 
of the distorted part of the image is usually very weak compared to the in-focus 
contribution and is barely noticeable in practice. 
7.2.3 System performance 
Images 
The same cluster of stained pollen grains as used to test the structured illumination 
system is imaged with both these line-scanning techniques (Fig. 5.3). Experimental 
conditions are the same as previously. In both cases the same set of 120 images was 
used, each of which was acquired for approximately 10ms at an LED stripe current of 
30 mA. Fig. 5.3(a) is a reconstructed conventional image (calculated by summing all 
120 images) clearly showing large out-of-focus pollen grains. Fig. 5.3(b) and Fig. 
5.3(c) show two optically sectioned confocal images processed using the maximum 
projection and the automatic slit detection methods respectively. 
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Fig. 5.3. 2Ox magnification images of stained pollen grains (a) conventional image, (b) 
maximum projection confocal image and (c) automatic slit confocal image. 
Sectioning strength 
For both line-scanning schemes described above, the sectioning strength for a 
fluorescent sheet should be identical and can be modelled by considering the 
incoherent imaging of the i l lumination slit onto the sheet object fol lowed by the 
incoherent imaging of the resulting fluorescent image onto the detector slit. The 
sectioning strength can then be calculated by summing all the light passing through 
the detector slit. This can be calculated by an integral in Fourier space across the 
product of the i l lumination and detection lens 2-D incoherent optical transfer 
functions multiplied by the Fourier transform of the i l lumination and detection slits. 
Assuming an aberration-free system where both i l lumination and detection lenses are 
identical and excitation and emission wavelengths are the same, the defocus response 










s inc(x) = s i n ( x ) (5.6) 
The incoherent OTF T { S , U ) can be approximated again from Stokseth, as 
described in chapter 2. The results of this calculation are plotted along with 
experimental data recorded using automatic virtual slit detection. Again good 
agreement between theory and experiment are seen apart from a small offset ( -5%) in 
the experiment, which in this case can be attributed to the light scattered from the 
back of the LED device, that has no structure in the image plane. 
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Defocus in microns 
Fig. 5.4. Theoretical and experimental sectioning strengths of a slit scanning confocal 
microscope. 
Using a 40X Olympus UPlanFl 0.75 NA air microscope objective together 
with the corresponding Olympus tube lens, an appropriate Olympus blue filter cube 
and an ORCA ER CCD camera, the experimental measurements indicate a FWHM 
response of 3.0|im, whi le the theory suggests a FWHM of 2.6|im. Both graphs also 
show significant out-of-focus tails, which, along with the large FWHM, indicate the 
poorer sectioning strength of line scanning techniques compared to grid projection. 
Processing the z stack of raw data both using the maximum intensity method and the 
virtual slit method gives, as expected, very similar answer as shown in Fig. 5.5. 
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axial displacement (microns) 
Fig. 5.5. Slit microscope responses to defocus using the maximum projection and virtual slits 
processing methods 
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7.2.4 Advantages and drawbacks of confocal post-processing methods 
A clear advantage of these two confocal processing methods is the extreme simplicity 
of the detection arrangement. No physical detection slit is required to reject the out-
of-focus light and the confocal image can be processed in real time, as these methods 
are not computationally intensive. Both detection schemes are also independent of the 
orientation of the LED array with respect to the camera. In addition photo-bleaching is 
reduced to its bare minimum as the sample exposure time is synchronized with the 
image capture. 
However, because 120 full frames need to be read-out in order to reconstruct 
the confocal image, the overhead associated with reading out each image into the 
host computer meant that it took approximately 10 seconds to acquire the full set of 
images, for a total exposure of approximately 1.2 seconds. This suggested in particular 
that selective region-of-interest read-out such as is currently possible with CMOS 
cameras, would significantly increase the speed of the line scanning technique. 
Selective ROI readout is also possible with CCD cameras but it was too slow to 
implement. The fol lowing section describes how this approach might be implemented 
with an appropriate CCD detector system. 
1.2.5 Confocal detection by fast CCD sensor windowing 
Instead of relying on post-processing using virtual slits, haze rejection could be carried 
out directly at the camera sensor level by reading out regions of interest (ROI). 
Windowing the sensor allows for disregarding the out-of-focus information and 
transferring to the computer a limited number of pixels corresponding to the in-focus 
object only. As the illumination is scanned through the object, the position of the 
acquisition window changes to match the position of the illumination beam. 
However, because the acquisition window needs to be modified between two 
consecutive frames, one should only use cameras with fast windowing options, where 
the window parameters can be loaded quickly into the camera frame-grabber, in 
order to keep the delay introduced by changing the window parameters as small as 
possible. 
The previous ORCA ER camera takes about 500ms to load the new window 
position in the camera frame-grabber. An additional overhead of 60 seconds would 
then be introduced only due to the camera reprogramming, which is still bigger than 
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the time reduced by reading out only a small portion of the sensor. To date no 
commercial ly available CCD camera has been developed with fast windowing 
capabilities, although no fundamental limitations arise from the sensor architecture. A 
dedicated driver could easily be engineered that allows for fast w indow 
reprogramming between two consecutive frames. 
A readout scheme is proposed in Fig. 5.6 to take advantage of the CCD 
camera architecture and should al low for tens of confocal images per second. Only 
the pixels corresponding to the detection slit are vertically binned when shifted into 
the sensor buffer and then read-out. Other pixels containing the out-of-focus 
information are disregarded and only the right pixels are read-out. Assuming a slow 
10MHz readout rate and a 1000 x1000 sensor, 120 x l 000 pixels only wi l l have to be 
read-out from the camera and transferred from the frame-grabber to the computer in 
order to reconstruct a single confocal image, which could be achieved as fast as 12ms 
per frame. After each frame is transferred, a new w indow position is loaded into the 
camera whi le acquiring the next frame. This new windowing feature could be easily 
implemented when changing the camera driver. 
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CCD sensor 
Detection slit 
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CCD readout 
Fig. 5.6. CCD readout scheme for fast line scanning microscopy, including the steps of (a) 
calibration of the illumination position, (b) elimination of the disregarded pixels and (c) 
binning of the rows of interest before readout. 
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2. Mult iple line scanning microscopy 
In order to further increase the acquisition speed of the slit microscope, several 
schemes were proposed that scanned multiple lines in parallel on the sample. The 
microscope setup remains the same as described earlier (Fig. 5.1) but images are 
processed differently. Processing for multi-stripe detection was incorporated in the 
same graphical interface as for the structured il lumination and single line scanning 
techniques, which allowed for a versatile microscope environment, and was fully 
automated to produce confocal images in real time. Assuming a separation of N lines 
between two consecutive beams in the il lumination pattern, only N images need to be 
acquired to reconstruct a confocal image. As the number of lines in the illumination 
pattern increases, cross talk becomes more and more prominent, which results in a 
lower haze rejection and a degraded sectioning strength. Again several detection 
schemes were implemented and the sectioning capability was measured for different 
microscope setups. 
2.1.1 Multiple line detection schemes 
Confocal detection using the maximum projection method for all pixels in the N raw 
images can be readily used as described previously. Because the out-of-focus 
rejection takes place at a pixel level, the result is a confocal image with higher 
background due to cross talk. 
Using a similar principle as before, confocal images can also be obtained by 
masking the raw images using a multi-slit binary mask. From the same set of binary 
slits obtained by imaging a homogenous fluorescent sheet or a mirror under single 
stripe illumination, a multi-slit detection mask Mask, can be created for the i'"" 
i l lumination position using the formula: 
Mask^ix)= Y j , (5-7) 
where 5/fY, denotes the binary mask obtained by imaging a uniform reference object 
under the single i* stripe illumination. The confocal image can then be calculated 
using the equation: 
N 
honf (^) = X (^) A C-^) • (5.8) 
/=1 
Similarly, a widefield image can be reconstructed by summing the raw images: 
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i = l_ 
N 
_ (5.9) 
Fig. 5.7 illustrates how confocality is sacrified as more and more beams are 
scanned simultaneously across a sample of Convalaria plant stem. These images were 
acquired at 30mA per stripe using a 40x 0.75NA dry objective with an Olympus blue 
cube. The sample was exposed during 100ms per il lumination position, resulting in a 
total exposure time of 1 s when scanning 12 beams simultaneously (Fig. 5.7.d). 
(a) (b) (c) (d) 
Fig. 5.7. Multi-beam confocal fluorescence images of a plant stem using a micro-stripe LED. (a) 
Reconstructed widefield image, Confocal images obtained by scanning (b) a single beam, (c) 4 
beams and (d) 12 beams simultaneously across the field of view. 
As the number of stripes increases, non-homogenous cross-talk can be observed due 
to non-uniformities in the stripe array emission, resulting in line artefacts in the final 
image. For instance, a missing stripe in the LED wi l l result in a lower cross-talk in the 
corresponding raw image and eventually in a dark lines in the multi-beam confocal 
image, as observed in Fig. 5.7.d. 
2.1.2 Haze rejection and sectioning capability 
Degradation of confocality was measured using the same fluorescent sheet as before. 
Images were acquired using a 40X 0.85NA objective with a 200ms camera exposure 
per pattern position. This optical sectioning measurement was repeated for several 
line-to-line spacing configurations. Fig. 5.8 shows that cross-talk becomes more and 
more noticeable as more and more lines are used to illuminate the sample, giving rise 
to an increased background level, as expected when using a spinning disk microscope 
with densely packed pinholes or lines. 
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Fig. 5.8. Sectioning strength of the microscope when scanning 1, 8, 12 and 15 beams 
simultaneously across the object. 
3. Method of improving the axial resolution and image contrast 
in a slit scanning confocal microscope 
The concern about removing the out-of-focus offset present in the multi-beam 
confocal images suggested the fol lowing numerical method to improve the axial 
resolution and image contrast in a slit scanning microscope and eventually obtain a 
confocal image better than that obtained with a point scanning confocal microscope. 
Out-of-focus subtraction techniques have already been proven to increase the spatial 
resolution of various confocal techniques such as Programmable Array Microscopy 
[51-63] or high fil l factor spinning disks [18, 50, 118], where the out-of-focus 
background is subtracted. Here is investigated the use of what amounts to multiple 
detection slits to al low the detection of out-of-focus light in order to improve both 
FWHM response and far from focus signal suppression. 
3.1. Principle of haze subtraction when scanning a single beam 
Line scanning confocal microscopes using a slit or line i l lumination source and 
detector, can provide much faster image acquisition than point scanning microscopes 
as only one-dimensional scanning is required. However they do not block out-of-
focus light travelling along the slit direction, resulting in a full width half maximum 
(FWHM) sectioning strength approximately 1.5 times larger than that for a point 
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scanning confocal microscope [5], and a much slower attenuation of signal away 
from the focal plane. 
Consider an optical system consisting of a conventional line-scanning 
microscope where the detection slit and line detector have been replaced by an array 
detector, typically a CCD camera. As the beam is scanned across the sample, an 
image is acquired for each line position. The intensity on the CCD in the/ ' ' slit when 
illuminating the sample at the /(=/)"' stripe position can be written as: 
= (5.10) 
where x is a given image pixel, and l " " ' {x ) is the out-of-focus light and the in-
focus light when illuminated at the il lumination position. The latter is detected only 
by this detector stripe position and attenuates strongly with defocus. However, we 
note that while the in-focus signal wi l l certainly be different for different il lumination 
positions, the out-of-focus signal wi l l be very similar, particularly when illuminating 
adjacent stripes. Thus the signal falling in the adjacent detection slit can be written: 
= + = (511) 
The in-focus intensity component in equation (5.10) attenuates quickly with defocus 
whereas the out-of-focus intensity does so much more slowly, giving rise to a 
significant out-of-focus background. However, the signal detected in adjacent stripes 
can be used as an estimate of the out-of-focus signal and subtracted from the central 




J i=j-i i=j+l ; (5.12) 
3.2. Experimental verification in a conventional slit scanning microscope 
3.2. / Microscope setup 
In order to demonstrate the subtraction technique experimentally, the microscope 
arrangement depicted in Fig. 5.9 was used. For uniformity reasons, il lumination was 
provided by a single stripe-LED, which was projected onto the sample using a 1 80mm 
Olympus tube lens and a 2Ox 0.5NA Olympus dry objective. Fluorescent emission 
from the sample was imaged by an identical system onto an Orca ER CCD camera 
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and acquired as a set of 576x64 pixel images each with 100ms exposure. The sample 
was scanned across the beam using a Marzhauser automated X-Y stage, which 
released the need for a mirror-based beam scanning system. The illumination was thus 
stationary with respect to the camera and images were shifted during data processing 
to produce full two-dimensional images of the sample. The distance between line 
















\j LED n° 70 - 470nm 
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450-490nm 
Fig. 5.9. Diagram of the microscope setup used for experiment and numerical simulation 
3.2.2 Data processing 
For convenience, the illumination stripe is assumed to be parallel to the y-axis of the 
camera sensor. Reconstruction of a confocal image requires several steps: 
1. From a reference image Ref (x ,y ) obtained by imaging a fluorescent sheet in-
focus, a binary slit mask Sl i t (x ,y) is created using a Canny edge detection 
function [119]. The Canny method uses two different thresholds (to detect 
strong and weak edges), and includes the weak edges in the output only if they 
are connected to strong edges. This method is therefore suited for creating a 
slit mask as the intensity still varies significantly along the illumination stripe 
LED. Fig. 5.10 shows the reference image used during the processing and the 
detected close-loop edge. By selecting the pixels of the area inside the edge to 
be unity, we create the binary slit mask. 
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2. Haze is rejected from the raw images using Equation (5.12). For each line 
position, the three images used in the calculation are shifted relative to each 
other in software by a number of pixels P corresponding to the actual sampling 






where M is the magnification of the objective and 1 = 6A5nm is the size of a 
single camera square pixel. A normalized sampling distance of 4 O.U. for 
instance corresponds to an image shift of 3.7 pixels with the ORCA camera. 
-*• X 
Ref Edge Slit 
Fig. 5 .10. Binary slit using a Canny edge detection filter 
3. Calculated images are converted into columns of pixels and normalized by the 
number of pixels in the slit width. 
The i'^  column of the final improved confocal image I M P ( x , y ) can be calculated 
using the equation: 
X Slit{x,y) 
lMP{x = i,y) -
X ' } ' ) + , : y ) ) 
Norm (y) 
(5.14) 
where N o r m ( y ) represents the varying slit width 
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Norm{y) = ^Slit{x,y) (5.15) 
Similarly, a conventional confocal slit scanning image CONF(x ,y ) can be 
reconstructed v\/hich i* column is described by the expression: 
Y,li{x,y)xSlit{x,y) 
CONF[X = i,y) = — T-T (5.16) 
Norm{y) 
Finally a v^idefield image W F ( x , y ) can be calculated by summing the shifted raw 
images together: 
WF{x,y) = ^ [l.{x + iP,y)'] (5.17) 
3.2.3 Correction for illumination non-uniformity 
Because only the light coming from the in-focus object remains in the improved 
image I M P ( x , y ) , this image can be corrected for non-uniformities within the single 
stripe il lumination without introducing additional artefacts. Then a new normalization 
can be used. 
^Ref{x,y)xSlit{x,y) 
Norm{y) = j ^ (5.18) 
Max ^Ref{x,y)x Slit[x,y) 
V A- y 
This normalization factor corrects for the varying slit width and the variations 
of the il lumination in the direction y parallel to the slit. However this correction 
cannot be implemented on the normal confocal image C O N F ( x , y ) , as a significant 
amount of out-of-focus light is still present. Because the information about where this 
out-of-focus light originates has been lost wi th defocus, applying the above correction 
results in improving the image of the in-focus object at the expense of introducing 
substantial artefacts in the out-of-focus part of the image. 
3.2.4 Images 
Several samples were imaged and processed using the above technique. Fig. 5.11 
shows several fluorescence images of a cluster of stained pollen grains. Exposure time 
was 100ms per line position with the single stripe LED driven at 3mA. 108 line 
positions were acquired with a sampling distance of 0.6|J.m, which corresponds to 
118 
Chapter 5 Line scanning confocal microscopy 
about 4 optical units using a 20X 0.5NA objective at X=470nm. Fig. 5.11 (b)-(c) 
illustrates how haze rejection is improved by subtraction fol lowed by correction for 
i l lumination non-uniformities. It is clear that the out-of-focus blur remaining in the 
conventional slit-scanning image has been efficiently removed in the improved image. 
# 
(d) 
(a) (b) (c) 
Fig. 5 .11. Fluorescence images of a cluster of pollen grains imaged with a 20X 0 .5NA lens. 
Scale bar is 2 0 microns, (a) Reconstructed widefieid image, (b) Conventional slit confocal 
image, (c) Improved slit confocal image, (d)-(e) Auto-scaled zoom of the selected pollen grains. 
Images (d) and (e) are taken from images (b) and (c), respectively. 
Fig. 5.11 (d)-(e) show enlarged auto-scaled images of the faint in-focus cluster 
highlighted in the previous image. Details such as pollen grain spikes or inner grain 
structures are clearly best resolved in the improved image than in the conventional 
one. 
Human Embryonic Kidney (HEK293) cells were also imaged using the same 
technique (Fig. 5.12). Cells were stained wi th a dye (di-4-ANEPPDFHQ) that 
incorporates itself into the cell l ipid bilayers where it becomes fluorescent [120-122]. 
The sampling distance was 0.4pm, which again corresponds to 4 optical units using a 
40X 0.75NA objective and the beam was scanned over 200 positions. Exposure time 
was 300ms per position, which resulted in an overall acquisition time of 60 seconds. 
Fluorescent structures observed in Fig. 5.12 are mainly intra-cellular membranes, such 
as Golgi apparatus or mitochondria membranes. Due to the lack of inner membranes. 
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the nucleus does not fluoresce and appears as a dark round object inside the cells 
surrounded by bright structures. 
J 
(a) (b) (c) 
Fig. 5 .12. Fluorescence images of stained HEK cells acquired using a 40X 0 ,75NA objective: 
(a) Reconstructed widefield image, (b) Conventional slit scanning image, (c) Enhanced 
resolution image 
3.3. Simple microscope design for enhanced axial resolution 
Instead of scanning the sample, modern line-scanning confocal microscopes usually 
scan the i l lumination beam across the field of view. Scanning the beam has 
advantages in terms of speed and is achieved using a fast scanning mirror [55] or an 
acousto-optic modulator (AOM) [54]. The light coming back from the sample is de-
scanned by the scanning unit and passed through a detection slit, which blocks the 
out-of-focus light and produces the confocal effect. The in-focus light is then imaged 
onto a line detector. 
By replacing the current detection slit and line-detector by a 3-column array 
detector, the subtraction technique could be easily implemented (Fig. 5.13). The 
middle pixel column would capture the light coming mainly from the in-focus region 
whereas the side columns would capture the out-of-focus light to be subtracted from 
the surrounding beam positions. Haze subtraction could take place in real time and 
could be implemented directly in the frame-grabber controller so that only true 
confocal images would be transferred to the host computer. Tri-linear detectors 
already exist and are commonly used in colour photocopiers to record a colour image 
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of a scanned document but spacing between pixel columns is currently of the order of 














Fig. 5 .13 . Modified line-scanning microscope for enhanced axial resolution, (a) Microscope 
setup. L's are convex lenses, CL is a cylindrical lens and DM is a dichroic mirror, (b) Three-
column CCD detector. 
4. Solid state microscope wi th improved optical sectioning 
The micro-stripe LED was used to scan the line illumination pattern onto the sample 
rather than scanning the specimen using an automated stage. Both single line and 
multiple line illumination patterns were used and the background subtraction 
technique was implemented. However, due to array non-uniformities the processing 
used for subtraction had to be modified to deal with broken stripes, non-uniform cross 
talk and stripe-to-stripe differences in emission power. 
4.1. Single line scanning microscope 
4.1.1 Processing 
The microscope setup remains the same as for the conventional slit microscope (Fig. 
5.1) described in the first section. The imaging process starts with the acquisition of 
N=120 references images, which are used for generating the 120 confocal slits, as 
previously described in the first section of this chapter. Widefield images of the 
specimen are then captured under single stripe illuminations. The out-of-focus light to 
be subtracted could not be estimated by looking at the light detected while 
illuminating the specimen with the adjacent stripes, as described in the previous 
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section, because of severe emission non-uniformities across the LED array, instead 
estimating this out-of-focus light by looking at the light captured by the neighbouring 
detection slits in the same image allows overcoming most of the non-uniformity 
issues. This is illustrated in Fig. 5.14 where the out-of-focus contributions are 
measured directly from the detection slits i-1 and i+1. 
i-1 i i+1 
Fig. 5 .14. In-focus and out-of-focus contribution in a pollen grain image under single stripe 
illumination 
Subtraction of the out-of-focus contribution can then be calculated using 
Sec{x - i,y) - • 
(%,);) (x,) ;) (%,}) 
+ • 
Norm I ();) 
(5.1!)) 
where Conf is the conventional slit confocal image given by Equation (5.16) and 
Norm is the normalisation function given by 






In the normalisation function the first term corrects for the emission non-
uniformity inside a single emitter, whereas the second term corrects for the stripe-to-
stripe mismatch in emission power. It should be noted that the normalisation is 
122 
Chapter 5 Line scanning confocal microscopy 
applied to each slit after background subtraction to ensure correction of only the in-
focus component without adding additional artefacts. 
4.1.2 Results 
images of pollen grain cluster generating a significant amount of out-of-focus signal 
were acquired using a 40x 0.75NA dry objective and processed using this method. 
The specimen was illuminated for 100ms per stripe. Fig. 5.15 shows the reconstructed 
widefieid image, the conventional slit confocal image and the subtraction image after 
non-uniformity correction. 
(b) (c) 
Fig. 5 .15. Pollen grain cluster imaged using a 40x objective: (a) Reconstructed widefieid 
image, (b) Conventional slit confocal image and (c) Subtraction confocal image after artefact 
correction 
From Fig. 5.15 (c) it is clear that most of the background light still present in the 
confocal image has been subtracted and that the image is well corrected, apart from 
two broken LEDs that result in black stripes in the improved image. 
4,2. Multiple line scanning microscope 
Similar processing can be readily applied to images under multiple stripe pattern 
illuminations. By subtracting the adjacent out-of-focus contributions and by 
processing and correcting each stripe independently, non-homogeneous cross-talk 
that was described earlier can be suppressed. After reprocessing, confocal images are 
dramatically improved as shown in Fig. 5.16. It is clear that haze and cross-talk offset 
are completely removed by subtraction and that line artefacts are suppressed in the 
improved images. It can be noted that improved images look very similar whatever 
line pattern is used, whereas the confocal images degrade considerably as the number 
of lines is increased. 
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Fig. 5 .16. 2OX Widefield, Confocal and Improved f luorescence images of a pollen grain cluster under 1 , 6 , 12 and 2 4 stripe illuminations 
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4.3. Advantages of the solid-state microscope with improved sectioning 
Speed and flexibil i ty are the main advantages of the solid-state system. The 
microscope user can increase the confocal frame rate by changing the number of 
stripes in the i l lumination pattern and still obtain an artefact-free confocal image with 
improved optical sectioning. On the other hand, signal to noise can be improved by 
reducing the fil l-factor of the i l lumination pattern when imaging a highly scattering 
object. 
5. Summary 
A solid-state line scanning confocal microscope wi th no moving-parts was presented 
and characterised. Its optical sectioning ability was successfully compared with the 
theory. A new method to reject the residual out-of-focus light in the line-scanning 
sectioned image is introduced that allows for dramatic axial resolution improvement 
over the conventional line scanning system. Because the micro-stripe LED device 
makes it possible to electronically select the i l lumination line pattern, multiple lines 
can be scanned in parallel at the expense of an intensity offset. The same subtraction 
method to reject out-of-focus light in single line-scanning systems can be applied to 
multi-slit images and gives the microscope user the opportunity to match its confocal 
system to the specimen to be imaged. 
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out-of-focus background subtraction 
In the previous chapter, a subtraction method was suggested to remove the out-of-
focus background in a line scanning microscope and experiments demonstrated a 
dramatic improvement of the optical sectioning and image contrast under both single 
line and multi-line illuminations. This chapter describes the theory of optical 
sectioning improvement by out-of-focus background subtraction in a line-scanning 
microscope. Axial resolution obtained is 2.2 times better than the slit confocal 
resolution and out-of-focus suppression is calculated to attenuate with defocus at 
almost an order of magnitude faster than in the point confocal case. The theory is then 
extended to multiple-line illumination patterns and is shown to converge towards the 
structured il lumination theory in the limit when illuminating the specimen with a high 
fill-factor grid pattern. Finally, the theory is applied to the analysis of the sectioning 
performance of a double-sided disk microscope, and a new design of the disk is 
proposed to achieve light-efficient confocal microscopy with superior optical 
sectioning at very high frame rate. 
1. Improving optical sectioning in a slit scanning microscope 
1.1. Sectioning capability 
The performance of the single-line subtraction microscope described in chapter 5 is 
best appreciated by considering an object consisting of an infinitely thin fluorescent 
sheet lying in a plane orthogonal to the optic axis as this represents the most difficult 
type of object in terms of out-of-focus haze. Assuming finite width, infinite length 
il lumination and detection slits aligned parallel to the y-axis and incoherent 
illumination, the response to defocus of a simple slit-scanning microscope can be 
written as: 
I{u,P) = C \T^{s^,0,u)smc — sine — exTp(-isl5)ds^ (6.1) 
J ^ 2n I In 
Chapter 6 Theory of opt ica l s e c t i o n i n g by o u t - o f - f o c u s b a c k g r o u n d subtract ion 
where the lateral shift between i l lumination and detection slits is given by the distance 
P, and their widths are given by p and q respectively, all measured in normalised 
lateral optical units. 
n 2n:n . , . 
p = ——-xsm[a) 
A 
(6.2) 
T { s , u ) - T { ^ s ^ , s y , u j is again the incoherent OTP of the microscope, which is 
approximated by Stokseth at low NA. Introducing Equation (6.1) into Equation (5.13), 
the defocus response of the subtraction microscope can be written as: 
^sub{^)- /(m,0) — l{u,P) + l{u,—P) 
= J,w)sinc sine 
(6.3) 
£1 
Similarly the simple slit scanning confocal response, (w), and the simple point 
scanning response, Ipoi,„{u), can be written as: 
0 
+00 
Ipoin,{'^) = Cp I T^s,u) jinc 
^ ps^ 
sine 
I 2 J U j 
ps^ jine 





where jmc(%) = J^{x)/x and p and q are also the diameters of the i l lumination and 
detection pinholes in the case of the point scanning microscope. 
A simple analysis of the asymptotic form of equations (6.3), (6.4) and (6.5) can 
be carried out to describe the microscope responses at large defocus. Noting that 
T{s,u) has significant values only at low spatial frequency for large defocus, these 
equations can be simplified to: 
JpoinM) j 
2 / y _\\2 
US 
J, (us) 
0 \ / 
7, (us) 
0 us 
ds = o ( 1 / m ) 
sds 
s^ ds = 
(6.6) 
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which suggests the superior performance of the subtraction microscope in rejecting 
the haze compared wi th the point scanning microscope. 
1.2. Simulations 
Results of simulations for a diffraction limited i l lumination and detection (p=q=0) are 
shown in Fig. 6.1. As observed in Fig. 6.1 (a)-(c), where the sampling distance p is 
varied from 4 to 20 O.U., haze rejection is more efficient for small sampling 
distances, although this goes at the expense of rejecting some of the in-focus signal. It 
can be observed in Fig. 6.1 (d) that the subtraction microscope becomes marginally 
better than the point scanning one for j5<4 O.U. 
The sectioning strength improvement and the decrease of the signal strength 
were quantified for several sampling distances (Fig. 6.1 (e)-(f)). Sectioning can be 
improved at best 1.6 fold in a diffraction-limited system compared to the conventional 
slit-scanning microscope. However, the remaining in focus signal rapidly drops to 
zero for sampling distance smaller than 5 O.U. The sampling distance |3=4 O.U. 
seems a good trade-off as it results in a sectioning strength similar with a point 
microscope whi le still capturing 84% of the in-focus signal of the line-scanning 
microscope. 
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Defocus (O.U) Defocus (O.U.) 
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- 1 0 20 
—— Slit microscope 
Impr. B=4 O.U. 
Impr. 8=10 O.U. 








Z 0 . 2 
5 M 15 # 
Sampling distance (O.U.) 
(e) (f) 
Fig. 6.1. Simulation results in the case of a diffraction limited illumination and detection slits 
(p=q=0). (a) Defocus response for the conventional slit microscope (blue) and improved 
microscope (green), and subtracted signal (red) for (3=4 O.U. (b)-(c) Same with (3=10 and 20 
O.U., respectively, (d) Normalized detector responses for a slit microscope (blue), Improved 
microscope for (3=4 and 10 O.U, (green and red) and diffraction limited point scanning 
microscope, (e) Sectioning strength improvement and (f) in-focus signal strength as the 
sampling distance varies. 
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The performance of the three systems far from focus is illustrated in the log-log plots 
shown in Fig. 6.2, where much improved rejection of out-of-focus light can be seen 
with the subtraction technique. Here, slopes of the residual signal on the log-log plots 
were estimated as -1.0, -2.0 and -2.9 for the slit, point and subtraction microscope, 
respectively, which agrees with the asymptotic forms of the equations. 
S 10 
10 Th; slit scanning 
Th: subtraction 
Th: point scanning 
10 
10" 10 
Defocus (O.U.) 10 
Fig. 6.2. Simulated residual intensity showing improved background suppression of the 
subtracted signal at large defocus. 
Finally, Fig. 6.3 shows the simulated normalised response with defocus for a slit-
scanning microscope, a point scanning microscope and the subtraction microscope 
modelled for the same parameters as the experimental setup described earlier in 
chapter 5. Also shown are experimental measurements made for the slit scanning and 
the subtraction case using a thin fluorescent sheet imaged with a 20X 0.5 dry 
objective. Il lumination and detection slits were chosen to be 17 and 34 | im wide, 
which correspond to 5.5 and 11 O.U. in the focal plane, respectively and the 
sampling distance was here P = 0.6|am (or P = 4 O.U.). Simulated and experimental 
results agree wel l and the FWHM of the simulations were found to be 7.2pm, 3.4|im 
and 3.3|J,m, respectively, implying that the sectioning capability of the subtraction 
system is 2.2 times better than the slit microscope and marginally improved over the 
point scanning microscope. 
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Fig. 6.3. Experimental and numerical simulation of the response of the microscope to a thin 
fluorescent sheet scanned through the focal plane. Numerical simulation of the performance 
of a point scanning microscope is also shown for comparison. 
1.3. Subtraction microscope in presence of photon noise 
In any subtraction technique the noise is limited by the noise in the acquired images. 
Therefore, the noise in the subtraction sectioned image is roughly equivalent to that of 
the slit-scanning microscope. This wi l l result in a noise floor declining as o(u''^') in 
this particular subtraction microscope configuration. Assuming normally distributed 
measurements ( A / = V 7 ) and using Equation (5.13), the noise floor in the subtraction 
microscope can be described as; 
= o[\/Vw j at large defocus 
(6.7) 
In order to compare the noise of the line, point and subtraction systems at large 
defocus, the theoretical sectioning curves shown in Fig. 6.3 are normalised by the 
sample exposure. However, because the detection geometry is different in the slit and 
point cases, the detection efficiencies for a given exposure have to be calculated first. 
Assuming that the microscope objective captures N fluorescence photons emitted by 
131 
Chapter 6 Theory of opt ical s ec t ion ing by ou t -o f - focus background subtraction 
an in-focus fluorescent object, the number of photons that pass through the detection 
slit can be calculated as 
N. 
where is the detection eff iciency of the slit microscope. Rewrit ing Equation (6.4) 
to maintain the correct normalisation, the detection eff iciency for the slit microscope 
can be written: 
sine PI. ds (6.9) % = : ^ j r X ^ , o ) s m c 
^ 0 
It can be checked that 
f I q ^ +00 
" I 0 q = 0 
which corresponds to the widef ie ld l imi t when a infinite detector is used i q ^ + o ° ) 
and to the case when the detection slit is closed. Similarly, the detection efficiencies 
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V 2 ^ V 2 
C O S {ps)] ds 
(6.11) 
s ds 
If the sampling distance P is chosen to be 4 O.U. and i l luminat ion and detection slits 
are chosen to be 1 7 and 34 | im wide, the detection efficiencies can be calculated to 
be 0.74, 0.58 and 0.28 for the slit, point and subtraction systems, respectively. 
Simulations of the three systems are shown in Fig. 5.4 for several numbers of 
photons gaining admittance through the microscope objective. The red, green and 
blue curves represent the response to defocus of the slit, point and subtraction 
systems, respectively. The dotted curves represent the corresponding photon noise 
levels. 
For each microscope, the real response to defocus corresponds to the solid 
line unti l the noise level overcomes the remaining signal. The point microscope has a 
noise floor decl ining as o(u ' ) at large defocus. As described in Equation (6.7) the noise 
floor of the subtraction system is higher than the slit one for small defocus, and 
converges rapidly towards the noise floor of the line system when defocus increases. 
The drawback of the subtraction technique compared to the point technique is that 
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the measurement becomes rapidly noise limited for a low photon count. Assuming a 
sampling distance of P=4 O.U., the defocus positions at which the subtraction 
microscope becomes limited by the shot noise was found to be 9, 15 and 26 O.U. for 
100, 1000 and 10,000 captured photons, respectively. 
Subtraction 









2 4 6 
Number of photons 
(c) (d) 
Fig. 6.4. Point scanning (green), slit scanning (red) and subtraction (blue) in presence of 
photons noise (dotted curves) for 100 (a), 1000 (b) and 10 ,000 (c) captured photons. All the 
curves were normalised by the number of captured photons. Sampling distance is here 4 O.U. 
for the subtraction microscope, (d) Axial position where the subtraction technique becomes 
noise limited for several sampling distance and an increasing numbers of photons. The colour 
bar represents the axial position in O.U. 
Fig. 6.4 (d) shows a map of the axial positions at which the noise floor overcomes the 
subtracted signal for different sampling distance and for several numbers of photons. 
As expected the subtraction microscope does not perform well at low photon counts 
or small sampling distances, where most of the in-focus-signal is subtracted but the 
noise still adds up. 
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It is of interest to study how the noise floor varies when changing the sampling 
distance (3. From Equation (6.7), it is clear that 
A/^„,(m) = VA/ ,v ( " ' 0 ) 
/ 3 - 0 
(6.12) 
wh ich suggests that the relative noise only weakly depends on p. However the 
uncertainty strongly depends on the number of col lected photons, as does the axial 
position at wh ich the noise floor crosses the PSCM curve. Finally Fig. 6.5 shows the 
defocus position at wh ich the sectioning abi l i ty of the subtraction microscope 
becomes worse than the point scanning system due to the noise floor. The point 
scanning system performs better for very low photon counts. However, the difference 






Number of photons 
X 10 
Fig. 6.5. Defocus position at which the noise floor overcomes the point scanning microscope 
signal. Here P=4 O.U. 
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2. Axial resolution enhancement when scanning multiple lines 
It was experimentally shown in the previous chapter (Fig. 5.8) that confocality is 
seriously degraded due to detection cross-talk as more and more beams are scanned 
simultaneously on the sample, using for instance a micro-structured LED as the 
il lumination source. As more and more lines are scanned in parallel, haze starts 
increasing and results in an intensity offset that does not attenuate with defocus. This 
offset can be estimated by looking at the intensity falling in the surrounding area 
outside the detection slit and can be subtracted from the raw image to obtain a true 
confocal image. As only in focus light remains, it was experimentally shown that 
corrections could be applied to remove line artefacts resulting from non-
homogeneous line illumination. 
2.1. Multi-stripe subtraction system 
2 . 7 . / Principles 
In order to obtain a true confocal image, the same imaging theory can be described 
when applying the subtraction method to the set of multi-line images. Assuming a N-
line illumination pattern having a normalised period d-[2Kn/X)Dsm{a), where D is 
the physical grid period. Equation (6.13) describes the response to defocus of the 
subtraction system: 
l{u,kd- P) + l{u,kS + (5) 
^Msub(«'A^)= Z l{u,kd)-- (6.13) 
When imaging a fluorescent planar object, introducing Equation (6.1) into Equation 
(6.13) gives 
M^sub {u,p,5) = C^pq jT^ - cos(j^)]sine sine 
IK. 
ds{eA4) 
In the limit when and defining the grid normalised frequency V-2kI5, 
this can be written as: 
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4;r^ \r. /n\n. f ps^ . (qs PL M^sub j (^,w)[l - COS(^j)]sine 
= V P^<1 X T'" (A:U,m)[1 - cos(^^L>)]sinc 
sine 
271 
. k = - ' 
ds 
0<k<-
kpv\ . (kqv^ 
sine 
2n I 2n 
(6.15) 
It can be noted that the response to defocus of the structured i l lumination 
technique is found when using a grid type i l lumination {5 = 215). In this case the 
objective lens only captures odd spatial harmonics. When using a sufficiently fine 
square grid (1 <V <2), only the first diffraction order is imaged, which corresponds to 
the structured i l lumination case using a single frequency grid. However, the 
processing algorithm is different and modulated noise patterns such as described in 
chapter 3 for the structured i l lumination system should not be present in the sectioned 
image. Finally it can be seen that the maximum sectioning strength corresponds to 
S = 2^ = 2k , which is similar to the structured i l lumination microscope when the 
grid frequency is perfectly matched with the characteristics of the objective lens 
(C = 1)-
2.2. Simulations 
Equation (6.15) was used to simulate the response to defocus of a multi-slit subtraction 
microscope for different slit-to-slit arrangements. Fig. 6.6 shows the multi-slit (a) and 
the resulting subtraction signal (b) in case of very narrow i l lumination and detection 
slits (p=g=0). In these simulations SO that the optimal setup for structured 
i l lumination microscope is found if 5=2n. As the period of the line pattern is 
increased, out-of-focus cross talk starts decreasing whi le the sectioning strength 
degrades, as seen in Fig. 6.6 (b). For 5 >7k the response to defocus of the multi-l ine 
system becomes very similar to the single line response after subtraction. The axial 
response of the point, line, subtraction and multi-l ine microscopes are shown in Fig. 
6.6 (c) and (d). On the log-log plot, the estimated slope at large defocus of the residual 
multi-beam signal was estimated as -3, which suggests the superior out-of-focus 
rejection capability of this technique. This can be again proven using an asymptotic 
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approach expansion for the Bessel function, indeed for a sufficiently fine grid 
(1 < 1) < 2) , Equation (5.15) describes the response to defocus to vary as 
at large defocus 
Y US 
which declines as o(u'^) at large defocus. 
The diffraction-limited case represents the best sectioning that can possibly be 
achieved, but this goes at the expense of a very low light level as the detection slit is 
narrow. More realistically, il lumination and detection slit widths were chosen to be 1 7 
and 34|a,m, respectively, and |3=34|j,m which is the stripe LED centre-to-centre 
spacing. Thus these simulations represent what can be expected when using the 
micro-stripe LED as an il lumination source. 
First, simulated multi-stripe signals for different line patterns (Fig. 6.7 (a)) are 
consistent with the experimental sectioning curves measured in chapter 5. As more 
and more stripes are scanned simultaneously on the sample, an intensity offset 
appears that does not attenuate with defocus. 
The response to defocus of the multi-line system when varying the sampling 
distance from p = Wj^, = \ l i xm to P = 25xWj^,, is shown in Fig. 6.7 (b)-(c). The 
improvement in the sectioning of the multi-line subtraction microscope over the single 
line system becomes noticeable when p becomes less than 5 times the width of the 
detections slit. 
Finally, it can be observed in Fig. 6.7 (d) that the sectioning strength after haze 
subtraction can be much improved by driving multiple stripes in parallel. The FWHM 
of the simulated responses were found to be 1 8 O.U., 11.2 O.U., 10.4 O.U. and 8.8 
O.U. for the slit, single slit subtraction, point and multi-subtraction system with 
S = 2Wj^,, respectively, implying that the sectioning capability of the multi-subtraction 
system can be up to twice as good as the slit microscope and 1.2 fold improved over 
the point scanning microscope. 
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(C) (d) 
Fig. 5.6. Simulation of a multi-line diffraction limited subtraction system. Here p=q=0 and (3=71 
O.U. (a) Detector signal before background subtraction for different values of 5 (d in the 
figures), (b) Normalised signal after subtraction for the same values of 5. (c) Slit-scanning, point 
scanning, single slit and multiple slits subtraction microscopes, (d) Same on a log-log scale. 
The multi-stripe subtraction system is here equivalent to the structured illumination 
microscope. 
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Fig. 6.7. Simulations of a multi-line subtraction microscope. Illumination and detection slit 
widths are assumed to be Will=l 7p.m and Wdet=34|j.m, respectively and P=Wdet, which 
corresponds to the stripe LED centre-to-centre spacing., (a) Multi-slit signal before background 
subtraction, (b) Multi-slit signal after subtraction, (c) Same data on a log-log scale, (d) Slit, 
point, single slit subtraction and multiple slit subtraction sectioning. 
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3. Design of a double-sided spinning disk system for high-speed 
confocal imaging wi th improved optical sectioning 
Because the multi-l ine subtraction system is fairly similar to an already existing 
double-sided spinning disk microscope whose rotating pattern is composed of densely 
packed lines [8], it is of interest to compare the sectioning performances of both 
systems and their corresponding advantages. This leads to the design of an improved 
double-sided spinning disk that should enable high frame rate confocal imaging with 
superior optical sectioning. 
3.1. Optical sectioning of double-sided spinning disks 
In the high fil l-factor i l lumination microscope, the double-sided disk is located in 
critical i l lumination such that the line pattern is imaged onto the sample (Fig. 6.8 (c)). 
The in-focus reflected/fluorescence light coming back from the object is routed back 
through the disk and forms an image / , on a first camera (CCD1 in Fig. 5.8 (c)). In the 
meantime the out-of-focus contribution is reflected on a complementary part at the 
back of the same disk towards another camera (or a different location on the same 
camera). Conventional and sectioned images can be calculated using the fol lowing 
equations: 
, s (d.i7) 
where a is a subtraction scaling factor, whose impact on the image quality is 
discussed later. Let's consider first the spinning disk depicted in (Fig. 6.8 (b)) operating 
in fluorescence. Because the same set of slits is used for i l lumination and detection, 




/ , (m) = I ( j ' ,w)sinc 






where 5 and i) are the normalised period and frequency of the line pattern, as defined 
in the previous section. 
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(c) CCD 1 
CCD 2 
Fig. 6.8. Double-sided spinning disk microscope, (a) Disk, (b) Zoom of the highlighted 
area in (a) showing a the disk structure. The grey area reflects the out-of-focus light 
towards CCD2. (c) Confocal microscope setup. 
On the other hand, / , is composed of the light originating from the 
i l lumination slits of width p and captured by the slits q translated by the normalised 
distance (3, giving an out-focus signal: 
lj^{u,^) = 2v^pq ^ T'[kv,u)smc 
0<k<-
sine 
^ kqv ^ 
cos (6J9) 
Introducing both equations (6.18) and (6.19) into Equation (6.1 7) gives 
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1 — loc 
kqv^ 
p . (kpv 
^ sine 
L 2 ; r 
cos{kl3v) (6.20) 
Because only the zero order (k=0) is transmitted when u ±oo, the intensity at large 
defocus can be written 
1 — 2,cx- (6.21] 
which is constant with defocus. This suggests the value a = p j l q for best sectioning. 
The factor a represents the ratio of the energies in the transmitted and reflected 
images. It can also be noted that the intensity remains constant throughout focus when 
adding both images, which corresponds to the widefield case. 
Considering a spinning disk where the whole space between two slits is 
reflecting the out-of-focus light, it is clear from the Fig. 6.8 (b) that the grid period 5 
and detection phase {3 can be expressed using the il lumination and detection widths p 
and q. 
5 - p + lq 
r,_P±q (6.22) 
The response of this microscope to a fluorescent planar object can thus be written 
0<k<-
' k ^ . u 





/ 7 \ 
kq 
p + 2q 
sine 
p + 2q 
eos kK 
p + q 
p + 2q^ 
(6.23) 
Results from this simulation are analysed later and compared to a new disk design 
described in the fol lowing section. 
3.2. Effect of the blocking area 
Of course this microscope geometry is very similar to the multi-stripe LED system that 
was investigated in section 2. However, the basic disk structure has detector slits that 
completely fi l l the space between the il lumination slits. This results in a poorer haze 
rejection. This section analyses the haze rejection capability of the first disk and 
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proposes a modification to the disk patterning to provide something similar to the 
actual multi-stripe geometry of section 2, where the detection slits are similar in size 
to the i l lumination slits. To achieve this, a light blocking area is introduced between 
the stripes on the disk as shown in Fig. 6.9 in order to narrow the out-of-focus 
detection slits. The impact of the blocking area on the sectioning strength is now 
investigated. 
Fig. 6.9. 30% fill-factor line patterns used to acquire high-speed confocal images. In the disk 
patterns, the white areas transmit the light coming back from the sample towards the CCD1, 
the grey areas reflect the out-of-focus light towards CCD2 and the black areas absorbs the 
light. 
Simulations were made with q = { 5 - p ) l 2 in case of a conventional disk and 
q = pjl (to ensure that a = l ) in case of a partially blocking disk. Results shown in Fig. 
6.10 suggest that narrowing the reflecting slits improves the sectioning capability of 
the microscope at the expense of a slightly smaller signal after background 
subtraction. However, when the reflecting slits become too narrow {2q<p), the 
scaling factor a becomes bigger than unity and the noise from the out-of-focus region 
is amplified before image subtraction. 
The effect of the blocking area becomes prominent when decreasing the 
i l lumination fill-factor, as shown in Fig. 6.10 (f), because the information about where 
the out-of-focus light originates is lost as q increases. 
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Fig. 5.10. Impact of the blocking area on the spinning disk microscope sectioning strength 
(p=10 O.U.). (a)-(b) Transmitted light, reflected light and sectioned signal for a disk with 6=3p 
(a) with no blanking (q=(8-p)/2) and (b) with blanking (q=p/2). (c) Normalised sectioned signals 
for §=3p.-(d)-(e) Same as (a)-(b) but for §=5Will. (f) Normalised sectioned signal for 5=5p. 
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3.2. / Effect of the size of the reflecting slits 
As a increases (q is decreased while p remains the same), the signal in the sectioned 
image decreases (Fig. 6.11 (a)) and the sectioning improves and finally converges 
towards the diffraction limited case when This is illustrated in Fig. 6.11 (b) for 
p=10 O.U. and 5=5p. There is no point of narrowing the reflecting slit below q=7r 
O.U. as this represents the smallest object that can be resolved with the objective 
lens. Sectioning would not improve further, only fewer photons would be collected, 
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Fig. 6.11. Effect of varying the size q of the reflective slits, (a) Sectioned signal 1,^^ normalised 
by the maximum intensity in the transmitted image I,, (b) Normalised responses to defocus. 
Here p=5/5=10 O.U. 
3.2.2 Effect of the finite well-capacity of the detector 
Assuming both raw images / , and / , are recorded at different locations on the same 
CCD detector, the dynamic range of the sectioned image is limited by the brightest 
raw signal. For a=1 the image / , containing the in-focus contribution wi l l always 
overcome the signal . However as a decreases, the raw out-of-focus signal wi l l 
have to be scaled down by a before subtraction and might then overcome the in-focus 
signal. The signal would then limit the dynamic range in the sectioned image. The 
reduction of dynamic range in the sectioned imaged compared with the dynamic 
range of the camera can be calculated as 
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Max{!^) (6.24) 
Max[l^,/,) 
Fig. 6.12 shows this reduction factor for a spinning disk microscope with and without 
blocking area on the disk and for different grid periods. When 5 is relatively small, the 
higher sectioned signal of the non-blocking disk results in a better dynamic range 
compared to the blocking disk. However, this degrades very soon after because the 
amount of out-of-focus light detected by the non-blocking disk increases 
proportionately with q. 
o 0.8 
ro 0.4 
- 0 . 2 
With blocking 
Without blocl<ing 
2p 4p 6p 
Grid period 
8p lOp 
Fig. 6.12. Dynamic range reduction in the sectioned image compared with the camera 
dynamic range for a spinning disk with and without blocking areas (p=10 O.U. ) 
3.3. Noise in double sided disk microscopes 
3.3.1 Noise floor 
From Equation (6.17) and assuming a normally distributed photon noise, the 
uncertainty in the sectioned image is given by 
^sec = + OJ'/j (6.25) 
As seen in Fig. 6.13 for a spinning disk with blocking area with q = p/2 = 5 O.U., the 
value of the noise floor decreases together with an signal increase as the line pattern 
period is increased. However a lower fill-factor goes at the expense of a lower light 
throughput. Thus, for a given camera acquisition time, the i l lumination intensity 
would need to increase proportionally. 
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Fig. 6.13. I,, and noise floors for a spinning disk for several numbers of detected photons, 
(a) 6=3p and (b) 5=5p. 
3.3.2 Impact of a bright out-of-focus object on the signal to noise ratio 
Let's now/ consider a fluorescent object composed of two planes, one in-focus and the 
other far out-of-focus. Until now, the response with defocus was characterised 
qualitatively. However, in order to derive noise expressions for the microscope, 
quantitative measurements have to be taken into account. Considering a fluorescent 
object, the illumination is usually three orders of magnitude brighter than the 
fluorescence emission due to the inherently low fluorescence yield. Therefore the 
noise arising from the illumination can be neglected compared with the noise from 
the detection. The transmitted image then can be described as 
= / , ( 0 ) + vp/o 
where 1,(0) is the contribution of the in-focus object to the transmitted image and is 
the intensity of the out-of-focus object. Similarly, the intensity in the reflected image 
can be written 
1 If = / , (M = O) -I- / J (W —> 
= / .J ( O ) -I- 2VQL^F 
From Equation (5.17), the uncertainty in the sectioned image can be expressed in 
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(6.28) 
(6.29) 
— / [ ( o ) + v p l ^ + CC^(o) + IOC^VQIQ 
giving a signal to noise ratio of 
s N R = ^ ^ d 2 t £ M _ _ 
(0 ) + vp/g + a-12 (0) + l a ^ v q l ^ 
Using a disk wi th blocking areas (p=2q and a=1) and assuming that the out-focus 
image is a factor y times the in-focus contr ibut ion = y ( / , (0) + /2 (0) ) , the SNR can 
be writ ten 
; , ( o ) - / , ( o ) 
SNR 
V ( / , ( c i ) + / , ( o ) ) ( i + 2 r v p ) 
(6.30) 
yjl + lyvp 
The product vp represents the fi l l-factor of the disk. S N R Q is the S N R in the 
absence of an out-of-focus object and only depends on the diffraction properties of 
the disk. A graph of how much the S N R is reduced relative to S N R Q is shown in Fig. 
6.14 as a funct ion of both the fi l l factor and y. It is clear that there is no strong 
argument for reducing the f i l l factor as the signal to noise ratio does not increase very 




Disk fill faclor 
Fig. 6.14. Graph of the reduction in SNR as a function of both y (G in the figure) and vp for the 
case where the number of photons to be detected from the in-focus image is the limiting factor. 
The 4 - l y v p reduction factor in S N R over S N R Q does not take into account 
the diffraction properties of the disk but only the effects of an out-of-focus object 
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together with the geometrical aspect of the disk. In order to derive the real SNR, one 
has to calculate SNRg, which varies significantly with the size of the i l lumination and 
detection slits. 
4. So, which microscope to choose? 
For most of the microscope configurations described earlier, no optimal setup exists, 
but only a reasonable trade-off can be achieved. The method employed to achieve 
optical sectioning, either structured i l lumination or spinning disk microscopy, the 
i l lumination fill-factor and the sizes of the i l lumination and detection slits should be 
chosen according to the light source which is available, the brightness, thickness and 
scattering properties of the sample and the performance of the CCD camera. 
However, the properties of the structured i l lumination systems for different 




High o Higher photon efficiency 
(Faster acquisition or 
dimmer light source) 
o Superior optical sectioning 
o Lower SNR 
o Higher sensitivity to sample 
scattering 
o Higher sensitivity to optical 
aberrations 
Small o Higher SNR 
o Lower sensitivity to 
sample scattering (True 
confocal effect) 
o Lower photon efficiency 
o Marginally degraded optical 
sectioning 
5. Summary 
The theory of optical sectioning for a slit scanning confocal microscope with 
background subtraction was presented. The subtraction technique is shown to 
dramatically improve axial resolution over the conventional line scanning system and 
yields a marginal resolution improvement over the point-scanning system. The same 
subtraction method to reject out-of-focus light is applied to multi-slit images. This 
method was described to f i l l the gap between line-scanning microscopy and 
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structured i l lumination microscopy. Performances of a multi-l ine subtraction system in 
presence of photon noise were characterized. Based on these observations, a new 
double-sided spinning disk was designed in which a blocking area was included on 
the reflecting side of the disk between adjacent detection slits. This design allows for 
superior optical sectioning, especially when large mark/space ratio disk patterns are to 
be used due to the large signal originating from the out-of-focus part of the sample. 
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Chapter 7 Application of LED arrays to 
neurophysiology 
Since the original discoveries by Hodgkin and Huxley in 1952 [123] neurobiologists 
have gained considerable insight into the functioning of neurons, thanks to evolving 
techniques to excite neuron responses whi le recording neural activity. Stimulating 
electrodes have been a valuable tool as they allow for electrical control of neurons on 
a mill isecond time scale. However, direct electrical excitation of neuron cells is 
diff icult and poses two mains challenges. First, extracellular electrodes have a poor 
spatial discrimination, making individual cell and defined multipoint excitation 
diff icult to apply. Second, electrical stimulation and recording relies on mechanical 
stability and is often challenging for in-vivo animal experiments. Whi le electro-
stimulation techniques have been continuously improved, several light-based 
stimulation techniques have also been developed. 
The first category is via the photolysis of caged neurotransmitters, which was 
also the first modern photo-stimulation technique [124]. Neurotransmitters rendered 
inactive with covalently bonded blocking ligands are released into the solution 
around the neurons. The blocking moiety bonds with the neurotransmitters are then 
broken with the use of UV light, which can then stimulate the neurons[l25]. The 
second category involves the use of artificial membrane photoswitches. This is a 
relatively new technique that uses synthetic photoisomerizable nano-compounds to 
block or open ion channels or receptor proteins [126]. The final and perhaps the most 
promising category is the expression of natural phototransduction membrane proteins 
[127], and this technology is the main focus of investigation in this chapter. 
Light based stimulation techniques offer many advantages over traditional 
electro-stimulation technologies. The light beam can be easily focused to very high 
spatial resolution using conventional optics, l imited only by diffraction of the light, 
and individual neuron types in a heterogeneous culture can be selectively stimulated 
by using genetic targeting with appropriate photosensitization agents. The location of 
the stimulating beam can be easily altered during the experiment and action potentials 
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can also be inhibited by the use of photo-inhibit ing agents that are sensitive at 
different wavelengths to the photo-stimulating agents [128, 129]. 
At present, however, stimulating neurons with light is limited to a single 
stimulating signal. This is because the light intensity and the spatial resolution that are 
required for the stimulation process can only be matched today by high power 
i l lumination sources such as Xenon/Mercury lamps [130], lasers [131] or high power 
light emitting diodes (LED) [132] combined with a microscope or optical fibre setup. 
This chapter introduces a multi-site, multi-signal light stimulation platform, 
based on the micro-LED array technology. First the capability of UV micro-arrays for 
photo activating micro patterns on a caged fluorophore sample is demonstrated. We 
then move on to investigate an ion-channel stimulation system based on a genetically 
expressed, blue light sensitive membrane protein, Channelrhodopsin-2 (ChR2), which 
was recently discovered in photosensitive algae. Sub-cellular stimulation of 
photosensitised neurons is then carried out and an integrated system for photo-
stimulation and electrophysiological recording of photosensitised cell activity is 
presented. The resulting system allows the simultaneous optical stimulation of 2 
dimension patterns on a biological neuron network with electronic recording via a 
microelectrode array plate or fluorescent imaging of calcium across the membrane. In 
this manner, biological neural networks can be probed at the network level. Finally, a 
longer term project to use LED arrays in LED-based retina prosthetics is presented. The 
prosthetic is non-invasive and should be able to provide augmented vision after 
photoreceptor apoptosis. 
Much of the work presented in this chapter was carried out in collaboration 
wi th the Institute of Biomedical Engineering (IBE) at imperial and the Department of 
Neurophysiology at Kings College London. In particular the assistance of Nir 
Grossmann from the IBE is acknowledged in the experiments involving neurons that 
are presented in this chapter. 
1. Flash photolysis of caged-compounds 
1.1. Photo-activation techniques 
The principle of photo-caging is that a molecule of interest can be rendered inert by 
the chemical addition of a photo-removable protecting group. Flash photolysis is the 
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activation of this caged-molecule in a sample using a beam of light. Under intense 
irradiation at a particular activation wavelength, the caged or trapped molecule is 
liberated to induce a local perturbation of a biological process. The uncaging light 
beam is a pow/erful tool for controlled stimulation of biological targets in space and 
time. Many examples of caged molecules can be found in the literature [133], 
especially in neuroscience where important release compounds, such as calcium 
[134] and neurotransmitters [135], are used on a regular basis to study secretory 
processes [136] and trigger neural activity [135, 137]. 
1.1.1 Uncaging techniques and light sources 
The vast majority of caged molecules are released under UV light illumination. Pulsed 
xenon or shuttered mercury lamps are therefore commonly used to directly achieve 
uncaging homogeneously across the specimen. In a confocal microscope, photolysis 
can be achieved using a near-UV laser [131]. However, conventional microscope 
lenses do not perform well in the UV region and UV lasers are often expensive to 
purchase and to maintain. Alternatively ultrafast pulsed near-IR illumination can be 
used to break these UV bonds by two-photon absorption. The use of two-photon IR 
excitation also offers some potential intrinsic advantages in terms of depth of uncaging 
in tissues and axial confinement [138]. The two-photon effect ensures that molecules 
are only released in the focal plane, whereas the energy conservation under direct UV 
uncaging implies that the same number of molecules is released at every depth in the 
sample. This results in a non-localized photolysis and in an out-of-focus blur when 
imaging the uncaged molecules with a widefield microscope. 
1.2. Fluorescein uncaging using UV LED arrays 
Photo-uncaging systems that release a fluorescence probe have also found use in a 
number of areas. Fluorescein is a widely used fluorophore due to its large cross-
section and strong fluorescent signal. In its caged form it has been extensively used in 
cell imaging and microfluidics measurements [139, 140]. The fluorescein is attached 
to the compound 5-carboxymethoxy-2-nitrobenzyl that hinders its fluorescence, but 
can be released by UV flash photolysis. Fluorescein uncaging was recently 
demonstrated using a single lOOmW diode emitting at 365nm coupled into an optical 
fibre [141]. The fibre was directly positioned in close proximity to the sample of 
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interest, resulting in a lOO^m uncaging spot. This system was also successfully 
employed to stimulate neurons by photolysis of caged-glutamate [141], although the 
low spatial resolution and mechanical considerations made it impractical for routine 
use. 
O-C-CH.O OCH.-C-O 
N0_ I I O.N 
Fig. 7.1. Molecule of caged-fluorescein. The left and right compounds, whose bonds (blue 
lines) are cleaved under UV illumination, hinder fluorescence. 
In order to prove the capability of the new micro-LED array to realize a structured 
photo-uncaging pattern, the uncaging of CMNB-caged fluorescein (Molecular Probes) 
was triggered with a stripe UV micro-LED array that emits at 370 nm. 
1.2.1 Experimental conditions 
The 370nm top-emitting micro-stripe diode was placed in critical illumination in an 
Olympus BX41 upright microscope so that the pattern displayed on the LED array is 
imaged onto the sample using a 20X 0.5NA objective. A 470nm Luxeon® V LED is 
placed in Kolher il lumination to excite the fluorescence from uncaged molecules and 
coupled into the microscope using a 50/50 beam-splitter (Fig. 7.2). The blue LED is 
mounted on an appropriate heat sink and driven at 1A when exciting fluorescence. 
LJncaging UV light was projected onto the sample using a UV Olympus dichroic and 
fluorescence from the sample was observed using a separate standard blue 
fluorescence filter cube. In this configuration the units had to be switched between the 
UV uncaging phase and the blue observation phase. The arrangement of light sources 
did not require an extra dichroic mirror to direct both the UV illumination and the 
blue light into the microscope, although it did result in a loss of 50% of each in terms 
of power. 
The CMNB-caged fluorescein was dissolved in 100% glycerol (lOOmM) in 
order to reduce the diffusion of the molecules. The solution was then spin-coated onto 
a plasma treated microscope cover slips to produce uniform thin films. During the 
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uncaging experiment UV light was shone onto the sample for a period controlled by 
the LED driver. The filter cube was then switched from UV to blue, the blue LED was 
turned on and the fluorescence light was imaged onto a CCD camera (Orca ER). The 
diode elements were driven at 5mA under 1OV maximum forward voltage, resulting in 










Blue; 500nm LED array 
370nm 
Microscope I Excitation filters 
UV: 310-390nm objective 
B ue: 450-490nm 
LuxeonV 
470nm 
Fig. 7.2. Microscope configuration for patterned photo-uncaging. 
1.3. Results 
1.3.1 Caged fluorescein 
The caging ligands have peak sensitivity at 330 nm (3.8 eV). Thus, the 370 nm 
wavelength (3.4 eV) emitted by the UV GaN arrays was not optimal. To make sure the 
UV diode could uncage fluorescein, photolysis was tested in a cuvette using a 
spectro-fluorometer (Shimadzu RF-5301PC) to illuminate the sample at A.=370nm and 
record the fluorescence spectrum of the uncaged compound under 470nm blue 
excitation, before and after UV irradiation. Additionally the 100% Glycerol solvent 
was checked not to exhibit any fluorescence under blue light illumination. 
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Fig. 7.3. Fluorescein emission spectra before (blue) and after UV illumination (red). 
Fig. 7.3 shows a resulting 4-fold increase in the fluorescence signal after low-level UV 
illumination, with an emission peak in both cases at 513 nm. 
1.3.2 Uncaging experiment 
A random pattern of stripes was projected onto the caged fluorescein sample as 
shown in Fig. 7.4 (a). The resulting fluorescence patterns acquired after 34, 85, 170 nJ 
per stripe (corresponding to 1, 2.5 and 5 seconds UV exposure, respectively) are 
shown in the remaining images (c) to (e). Approximately 100 nj was required to 
photolyse a significant visible fluorescent pattern with the current setup and the 
increase in fluorescence signal was approximately linear with excitation dose. In this 
set-up, the width of a single stripe in the image was approximately l ^ m , although the 
corresponding un-caged width in the image was wider (~5|im) due to diffusion of 
uncaged molecules and uncaging occurring outside the focal plane. Based on a 1 |nm 
projected stripe width and a 180|im projected strip length, this lOOnJ total exposure 
corresponds to a dose per unit area of 550pJ/|j.m^ 
156 
Chapter 7 Application of LED arrays to neurophysiology 
Fig. 7.4. Uncaging of caged fluorescein using a UV stripe array, (a) Pattern displayed on the 
diode, (b) Before UV, (c) after 1 s UV, (d) after 2,5s UV and (e) after 5s UV. 
The UV micro-stripe LED array chip used in the experiment was a prototype 
device and therefore still had some significant non-uniformity in emission. Stripes 
appeared brighter near their connection end and gradually dimmer away from it, as in 
the first generation series of stripe devices. Several LED stripes did not emit at all 
mainly due to broken contacts at the surface of the semiconductor. However, stripes 
that did work showed very good consistency in their average optical power when 
driven at constant current. The average stripe power at the diode was 34 nW and the 
standard deviation was 2.25 nW (measured in the sample plane using a Newport 818-
UV power meter). The uniformity is better in the pixellated LEDs chips due to a metal 
electrode reducing the resistance along each mesa, however only stripe format 
devices were available at UV wavelengths at the time of the experiment. 
1.4. Discussion 
The experiment described above demonstrated the feasibility of using micro-LEDs in 
an array format to activate CMNB-caged fluorescein. This work highlights how micro-
LED arrays could be used to photo-release of neurotransmitters to trigger neuronal 
activity. For neurotransmitter uncaging, the blocking moiety is similar that of caged-
fluorescein (typically based on the nitrobenzyl group). Photolysis of signalling 
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molecules is a common approach to excite neurons. Membrane potential or cellular 
signalling can be modulated when light releases a blocking compound covalently 
attached to an active molecule, such as glutamate, Camma-aminobutyric acid (GABA) 
in or secondary messengers such as Ca^^. UV light can be used to uncage glutamate 
the vicinity of targeted neurons for activating endogenous receptors, which can result 
in a neuron action potential. In similar work using a single large area light source, 
photo activation of caged-glutamate required less optical power than caged-
fluorescein due to the high sensitivity of the neurons to low neurotransmitter 
concentrations. Recently researchers used glutamate uncaging to probe the cellular 
connectivity of a neural network by exciting neurons at several hundred sites [142]. 
Neurons could be stimulated with a temporal resolution of several tens of 
milliseconds and a spatial resolution of fifty microns. 
Photo-uncaging is only one method by which photoactivation of neurons can 
be achieved. The rest of this chapter now discusses a different mode of 
photoactivation via the genetically expressed, blue light sensitive membrane protein, 
Channelrhodopsin-2 (ChR2). 
2. Sub-cellular photo-stimulation of neuronal activity 
The study of neural activity can be undertaken at different scales, depending on the 
issue to be investigated. For certain problems, it is important to record neuron signals 
from single neurons or even a single ion channel in a neuron, whi le stimulating or 
inhibit ing either a precise part of the cell or even several parts simultaneously. For 
recording, patch clamping has been an effective tool to investigate the biochemical 
factors involved in neural signalling [143]. In this chapter, micro-structured LEDs are 
used for the first t ime here as a light source for neuron studies by combining both sub-
cellular photo-stimulation and patch clamp recording of individual cells. 
2.1. Photosensitized neurons 
A very promising technique for photo-stimulation of neuronal activity is via the 
expression of natural phototransduction membrane proteins. They come in two forms; 
light activated cascades leading to ion channels opening and individual light gated 
channels. 
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2.1.1 Melanopsin 
It was recently discovered that our ability to tune our body clocks to days and night 
relies on a protein, the Melanopsin, present in small subset (-1%) in non-image 
forming ganglion cells in the eye [144, 145]. It was previously believed that the cones 
and rods were the only photoreceptors present in the eye, while ganglion cells were 
only important at the initial stage of visual processing and in conveying the 
information off the retina to the optic nerve system. However it appeared that the loss 
of these known photoreceptors has little effect on animals' ability to tune their 
circadian system, whereas, a complete loss of the eye abolishes this ability [146, 147]. 
Melanopsin is a G-protein type photopigment, which has a maximum sensitivity in the 
blue region of the spectrum, at a wavelength of 479nm [148]. It was subsequently 
shown that the addition of human melanopsin renders mammalian cells photo 
responsive [149]. The G-protein cascade process makes neurons expressing 
melanopsin very sensitive to light, which can be understood on the evolutionary point 
of view as the need for the eye to detect dawn and dusk low light levels. However, 
from an engineering perspective the cascading effect results in a high sensitivity of the 
photosensitive cells to ambient blue light, which might interfere with the usual visual 
system. 
2.1.2 Channelrhodopsin-2 (ChR2) 
Channelrhodopsin-2 (ChR2) is a direct light gated cation channel found in the 
Chlamydomonas reinhardtii algae [150], which too is activated with blue light. When 
expressed in mammalian cells, brief photo-stimulation is capable of generating inward 
cation currents and if enough ion channels open at once, the depolarization of the 
membrane induces an action potential. These electrical spikes have been shown to be 
indistinguishable from the natural spikes [130] that occur in the normal visual system. 
By using light pulses as short as 10ms, reproducible trains of spikes can be triggered. 
Because ChR2 has no amplifying cascade process, cells are excited with blue light 
which must be of the order of a thousand-fold brighter than ambient light. The 
advantage is the resulting very low toxicity of ChR2, as it remains closed unless it is 
excited by bright blue light. This is also a clear advantage from the engineering point 
of view as there is no need to avoid background light. 
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2.1.3 Kinetics 
ChR2 is rapidly activated by blue light and has a fast deactivation time constant [130, 
151], which makes it particularly attractive for generating fast neuron spikes. It was 
generally believed that ChR2 could be described as a 3 state system (Fig. 7.5). In the 
Closed state the protein is at rest and the absorption of a photon induces a 
conformation change, which opens the channel. In the Open state cations can flow 
thought the membrane and an inwards current can be measured. In the Deactivated 
state the channel is closed but the protein cannot be further excited until it relaxes 
back to the Closed state. The time constants for the three states have been measured 
to be 0.2ms for opening, 20ms for deactivation and between 2 to 6 seconds for 
recovery in Fig. 7.5). A more rigorous kinetics model, in which the protein has two 
deactivation dark-adapted and light-adapted pathways with two different lifetimes, is 
currently under investigation [151]. 
O 
-c„=0.2ms D 
Fig. 7.5 Simple three-state model of ChR2 photo-cycle. 
2.1.4 Light requirements 
Light sources must be carefully matched to the photo-stimulation technique used. 
ChR2 is optimally activated with blue light with an excitation maximum between 460 
and 470nm, which makes GaN LEDs ideal candidates for neuro-stimulation. 
Boyden et al. [130] and Ishizuka et al. [132] reported that a power density of 
5-12 nW/pm^ was required to stimulate hippocampal culture cells expressing ChR2 
[130, 132]. While, Bi et al. [152] reported later that a power density of only 
50 pW/|im^ was sufficient to stimulate ChR2 expressing mice retinal neuron cells 
[152] - a difference of three orders magnitude. This may be attributable to different 
levels of ChR2 expression (not specified in the texts) or due to the different type of 
cells that were used. In comparison to ChR2, the activation of melanopsin requires a 
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much lower irradiance - approximately 0.5-5 pW/pm\ This is because the G-protein 
cascade amplifies the ion channel opening process. 
2 .1.5 Temporal and spatial control 
Precise temporal control of electrical activity using ChR2 also depends on the ability 
to control the light exposure on the millisecond timescale. This can be accomplished 
in several ways, including ultra-fast mechanical or optical shutters or by high-speed 
flashing of an LED. The excitation powers required to activate ChR2 make it possible 
to use these convenient light sources for neural excitation. 
2.2. System for dynamic sub-cellular photo-stimulation 
2.2.1 Microscope setup 
Micro-LED arrays were employed as illumination sources for sub-cellular stimulation 
of neurons transfected with ChR2. An extra LED module was constructed and 
mounted on top of an inverted microscope equipped with a patch-clamp recording 
system. The patterned LED array is controlled by the computer and projected onto the 
sample using a 4f relay system (or a water dipping objective lens when 
demagnification is required). The genetically expressed ChR2 is tagged with a 
fluorescent protein (such as YEP or m-Cherry) and a colli mated Xenon lamp is 
attached at the rear of the microscope to excite fluorescence emission. The 
fluorescence image is captured using a CCD camera, which allows for monitoring of 
the cell transfection and the spatial distribution of ChR2 gene expression. 
Micro-pipette Sample 





Fig. 7.6. Micro-LED patch clamping setup 
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in order to stimulate neurons the micro-LED array must be imaged onto the 
neuron cell using a suitable optical system. This system must provide the required 
spatial profile and sufficient irradiance for photo-stimulation. Additionally, other 
factors such as appropriate working distance to accommodate patch-clamping micro-
pipettes, perfusion chambers, probes etc. must be taken into account. For the initial 
instrument a 1:1 4f relay comprising two 50 mm triplet lenses (Sill Optics GmbH 
S5LPJ2851) was chosen. Although the system is not diffraction limited, the peak to 
valley aberrations are less than 1.5 waves across the entire field and greater than 90 
percent of the light collected from a 1 7 pm diameter emitter is contained wi th in a 32 
pm diameter circle at the image plane. Thus for centre-centre emitter spacings of >32 
pm crosstalk from adjacent emitters is low. The working distance of this arrangement 
is 40 mm al lowing good access to cell culture. However the numerical aperture (NA) 
of the collection system is low (0.14) and given unity magnification the irradiance at 
the sample wi l l be no greater than 2% of that at the diode chip. 
LEDs have an approximately Lambertian emission profile (the light is emitted 
into a solid angle of 2% steradians and the radiant intensity is proportional to the 
cosine of the angle relative to the surface normal). In order to collect as much light as 
possible from the LED then the imaging system should have as large an input NA as 
possible. For a small Lambertian source the collection efficiency r| of a lens having 
numerical aperture NA is given by 1 ] ^ N A ' . For example, a lens with a numerical 
aperture of 0.5 wi l l collect 25% of the total emission from the LED. Progressing 
through the optical projection system, the Lagrange invariant states that the brightness 
(power per unit area per unit solid angle) can never be increased beyond that of the 
object - or rather that collected from the object by the input NA of the system. 
However, if the image is de-magnified then the output NA wi l l be larger than the 
input NA (the magnification, M, is the ratio of the input NA to the output NA) and thus 
because the solid angle of i l lumination is increased then the absolute irradiance 
(power per unit area) is increased by 1/M^. It is this irradiance (power per unit area) 
that is important for photo-stimulation. The trade off in this case is that a smaller field 
of v iew is covered by the projected image and inevitably the working distance is 
reduced because of the use of higher NA optics. Likewise the use of micro-lenses at 
each LED emitter cannot increase the brightness of the source, but they can serve to 
increase the effective fil l factor of the array and hence may be useful in al lowing the 
162 
Chapter 7 Application of LED arrays lo neurophysiolog\' 
smaller fi l l factor on the LED array itself with resulting benefits in heat generation and 
dissipation. 
Optical power from the LED was measured at the diode and at the sample 
plane, both for the 4-f imaging system described earlier and for a 40x 0.8NA water 
dipping objective, which provided with a demagnification M at the sample given by: 
M = = 5 0 x i g - = l l . l (6.31) 
focal length objective 180 
where the focal length of the normal tube lens is 180mm. The power of a single 
emitter from a blue fl ip-chip matrix array driven at 3mA was measured 75|iW at the 
diode. When imaging the emitter using the 4-f system, irradiance at the sample was 
measured to be 0.82|j,W, which implies a collection efficiency of about 1.10%. This is 
lower than the 2% expected from the calculation described earlier and can be 
attributed to various losses when light propagates through the imaging system and to 
an emission profile which is not strictly Lambertian. The emitter was also directly 
imaged onto a CCD camera and its diameter was estimated to be 32|i,m, which 
resulted in an absolute irradiance of about 1 nW.nm"^. This irradiance is about an 
order of magnitude higher than that required for photo-stimulating ChR2 sensitised 
neurons. 
When the water-dipping objective is used at the sample side, irradiance at the 
sample was measured to be 0.35|iW over a 3|xm diameter spot, which corresponds to 
an irradiance of about 49nW.|im'^. The microscope objective one gives more light per 
unit area over a smaller area, as expected. 
2.2.2 Patch-clamping techniques for recording neuron signals 
Patch clamping is an established electrophysiological technique that allows for the 
recording of macroscopic whole-cell or microscopic single channel current f lowing 
across biological membranes through ion channels. The f low of charge carriers across 
the membrane produces measurable currents, if the transport is not electro-neutral. 
Both extracellular cell-attached and whole-cell recording techniques are used here 
together with the LED array, depending on the cell parameter to be investigated. Many 
different patch-clamping configurations exist [153], but are outside the scope of this 
thesis. 
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Extracellular cell-attached recording 
Recording of action potentials were first made using extracellular electrodes. A 
micropipette containing the electrode is f i l led with an ionic solution, usually sodium 
chloride, and the tip is brought close to the neuron membrane. The electrode forms a 
seal on contact wi th the cell membrane, which is converted to a gigaohm seal by 
gentle suction. When the electrode is connected to an appropriate amplifier, small 
currents across the path of membrane can be recorded [154]. The isolation of a small 
patch of membrane enables the observation of activity of only a few channels, rather 
than the thousands that may be active in a whole cell. Thanks to the very high 
resistance seal, very small currents can be measured. Finally, because this method is 
non-invasive, long-term experiments can potentially be realised, assuming the cell 
environment remains constant. This technique is used during the experiments 
presented in this chapter when verifying neuron excitability without requiring any 
precise intracellular current or voltage measurements. 
Whole-cel l recording 
This configuration is employed when ion currents of the entire cell are to be recorded. 
It has the advantage of recording an average response of all the ion channels in the 
cell membrane and using a micropipette allows modification of the internal 
environment of the cell, if required. This technique is used in this chapter when 
recording quantitative intracellular currents, both in current and voltage clamp modes. 
Fig. 7.7 shows a schematic of the cell-attached and whole cell patch clamping 
configurations. In the whole-cell experiment, the micro-pipette breaks into the cell to 
form a direct electrical contact to the inside of the cell and thus can record an average 
response of all the ion channels across the whole of the cell membrane. 
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Fig. 7.7. Patch clamping recording configurations represented schematically, (a) Cell-attached 
and (b) whole cell configurations. 
Neuron electro-recording can be operated in current or voltage clamp modes. In 
current clamp mode, the electrical current passing though the cell membrane is 
artificially kept constant whi le stimulating the cell. Voltage changes are then recorded 
at constant current. This type of recording can be used for both extracellular and 
intracellular recordings. Typically, changes in voltage of about 0.1 mV to 200 mV are 
recorded in this manner, and changes in voltage lasting only a fraction of a 
millisecond can be captured. In voltage clamp mode, the membrane potential is kept 
constant while stimulating the neuron, typically at -50 to -70 mV. In the meantime, 
the current of the order of hundreds of pA passing through the membrane is recorded. 
2.3. Results 
2.3. / Photo-stimulation using stripe micro-diodes 
The first step towards stimulating neurons with micro-LEDs was checking that the LED 
irradiance was sufficient to trigger reliable action potentials in ChR2 photosensitised 
neurons. A blue stripe jiLED array was first shone onto ChR2 hippocampal neurons. 
The neurons were obtained from rats at embryonic day 18 and were grown for 12 
days in-vitro. The photosensitization was achieved by transfecting the cells to produce 
ChR2. Responses from single cells were recorded with a standard patch clamping 
setup (HEKA epcIO double patch clamp amplifier, operating with HEKA Pulse 
software) [155] in cell attached mode. The cell attached mode provides a quick 
qualitative overview of the neuron response but the amplitude of the cell response has 
little quantitative meaning here. Using a micro-LED as the primary stimulation source. 
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the spatio-temporal resolution enabled stimulation of single cells with sub-cellular 
resolution. 
Fig. 7.8 shows fluorescence images of a ChR2 transfected neuron (the ChR2 is 
coupled to YFP here) superimposed with several LED stimulation patterns. In Fig. 7.8 
(a) the soma is i l luminated by single stripe from the blue pLED. The corresponding 
graph shows the neuron response to a train of 4 light pulses having durations of 10ms 
and a frequency of 10Hz. Individual action potentials were accurately and reliably 
triggered up to a frequency of 40 Hz. The LED was driven using currents of 30 mA, 
resulting in an irradiance at the sample of 300 pW/| im^ In contrast, Fig. 7.8 (b)-(d) 
show the case when the stripe i l luminating the soma was turned off, and adjacent 
stripes i l luminating the axon and dendrites were turned on. No reliable action 
potentials could be achieved compared wi th somatic excitation, because of the bigger 
overlap when i l luminating the soma, it is also believed that some parts of the soma 
show higher levels of ChR2 protein expression. 
The spontaneous generation of action potentials under somatic excitation was 
then investigated. The neuron soma was il luminated for 500 ms at various light 
intensities and the neuron was left to relax down to its initial state for 20 s between 
two consecutive measurements. First, measurements show an increase in spiking 
frequency when i l lumination intensity is increased (Fig. 7.9). The neuron integrates 
the photo-current before reaching the threshold depolarisation voltage that triggers an 
action potential. The neuron then regenerates and starts integrating light for the next 
event. Thus, brighter i l lumination results in faster integration of the light, which 
translates into a higher spiking frequency. Secondly, a shift in the frequency of 
spontaneous events can be observed in all the measurements. Fewer and fewer ChR2 
proteins are available in the ground state after each excitation because they remain in 
the deactivated state for a relatively long period (Fig. 7.5), the cell therefore needs to 
integrate light for longer before its membrane reaches the threshold potential. This 
translates into a decrease in the frequency of the spontaneous neuron activity. 
It can also be observed that ChR2 neurons offer a very reliable biological 
system, indeed the frequencies of the spontaneous spiking patterns are almost 
identical for the two separate experiments shown in Fig. 7.9 (d) and Fig. 7.9 (e) under 
the same i l lumination conditions. 
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Fig. 7.8. Stimulation of hippocampal neurons using a blue stripe LED array, (a) Somatic pulsed 
illumination results in corresponding spike train, (b-d) Illumination with neighbouring stripes 
has various effects on cell depolarization. Pulse train had 4 light pulses having a duration of 
10ms and a frequency of 1 0 Hz. 
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Fig. 7.9. Effect of the illumination intensity on the spontaneous neuron activity. The bottom 
graph represents the illumination time profile. 
Finally, it can be noted that the height of the action potentials decreases with 
time under an intense and continuous i l lumination (Fig. 7.9 (d)-(e)). Although unusual, 
this is well described by introducing a longer recovery time for the sodium channels 
when modell ing the membrane currents involved in the action potential. Indeed 
opened ChR2 proteins compete wi th the channels when repolarising the cell 
membrane, which results in a less efficient hyperpolarisation and then a slower 
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recovery for the sodium channels. This turns into a smaller action potential, as less 
sodium channels become available. A more complete model to describe how the 
different inwards and outwards ionic currents evolve with time is currently under 
investigation (N. Grossman, personal communication). 
2.3.2 Photo-stimulation using a matrix LED 
The il lumination system was then modified to offer a true 2D stimulation capability 
and the stripe LED array was replaced with a flip-chip matrix of blue emitters. Neuron 
responses were measured by patch clamping after breaking into the cell, which 
provided quantitative measurements. Fig. 7.10 shows fluorescence images of 
hippocampal neuron cells transfected with ChR2 marked with YFP and the 
corresponding voltage and current responses. For the current measurements, the cell 
membrane potential was clamped at -70mV. LEDs were driven at 3mA per emitter 
and the neuron was illuminated with a train of 3 pulses having a 10ms duration and at 
a 10Hz frequency. It can be observed that voltage and current responses are different 
depending on where the light hits the neuron. A somatic excitation results in a large 
inwards current, which triggers a single action potential when the cell is first excited 
(Fig. 7.10 (a)), whereas dendritic excitations have little effect on the cell current, as 
shown in Fig. 7.10 (b) and (c). However, as the current is proportional to the number 
of opened ion channels, dendritic excitations add up with the somatic excitation and 
help triggering more reliable action potentials (Fig. 7.10 (d)). More measurements 
were used to improve the kinetic model of the ChR2 protein as a main aim of the 
work being undertaken at the IBE, but the photo-physics of the ChR2 protein is outside 
the scope of this thesis. 
Future experiments wi l l focus on the demagnifying optical system where 
smaller images of the LED array on the specimen wi l l be used to investigate the 
mapping the ChR2 protein expression across the neuron. More experiments wi l l also 
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Fig. 7.10. Neuro-stimulation using a matrix micro-LED showing the fluorescence image of a neuron and the corresponding voltage and current responses, 
(a) Somatic excitation, (b) and (c) dendritic excitation, (d) integrated excitation. 
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3. Future work 
3.1. Multi-electrode recording in a neuron network under multi site 
illumination 
3.1.1 Multi-electrode array technology (MEA) 
Recently the emergence of multi-electrode array (MEA) technology has provided 
researchers with multi site recording and even stimulation capabilities [156]. Multi-
electrode technology has been developed to study electrophysiological processes at 
the neuron network level. Although the first MEA system was demonstrated in the 
1970's, recent advances in electronic technology have resulted in a revival of this 
technique. MEA technology is used today extensively to study the dynamics of 
interactions within neuron networks [157], synaptic plasticity [158], visual perception 
[159] and effects of pharmacological compounds and putative therapeutics [160]. Fig. 
7.11 and Fig. 7.12 show a picture of an MEA plate where cardiac cells have been 
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Fig. 7.11. Picture of an MEA plate with a 
culture of cardiac cells 
Fig. 7.12. In-vitro electrode recording of 
cardiac cell activity 
MEA systems rely on an MEA plate (Fig. 7.11) connected to an amplifier that filters 
and amplifies the extra-cellular neuron signals and sends data to the computer. The 
MEA plate is composed of a matrix of low-impedance electrodes, which are 
individually sampled at a frequency up to 50 kHz. The present layout enables 
stimulating and recording responses from different areas within a biological sample. 
However, MEA systems have currently severe limitations. 
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• The need to reconcile both electrical stimulation and recording using the same 
electrodes results in very complex driving electronics, a relative loss of 
synchronicity between the stimulation and the recording of the neuron signal, 
and recording artefacts. Indeed, very sensitive recording electrodes get rapidly 
saturated when electrical excitation is applied in their vicinity, and thus need 
to be grounded during neuron stimulation. 
• As a result of this complexity, the number of stimulation points is limited, 
currently up to 4 stimulating electrodes in parallel. 
• Electrical stimulation has a limited spatial resolution. As the electrical field is 
transmitted by the cell solution, cells in the vicinity up to 100 microns around 
the stimulating electrode may be stimulated. Furthermore, stimulation 
efficiency decays with distance from the electrode, which results in a 
inhomogeneous stimulation throughout the array. 
• It is only possible to stimulate neurons via the electrodes. They cannot be 
inhibited. 
Using micro-structured LED arrays as light sources for stimulating photosensitized 
neurons should overcome all these issues. First MEA electronics could be much 
simpler as only the recording capability is needed. Arbitrary stimulation patterns can 
be shone onto the neuron network and can be modified in real-time in response to the 
neuron signals. Spatial resolution for neuro-stimulation is ultimately limited by 
diffraction and neurons can be precisely targeted. And finally, using different 
il lumination wavelengths, along with both cation and anion channel proteins, should 
enable both excitation and inhibition of the neural activity [129]. This feature wi l l be 
of particular importance for mimicking real brain activity. 
3.1.2 Experimental setup 
In order to use micro-LED array devices for photo-stimulation and simultaneous 
electrical recording of nerve cells the system shown schematically in Fig. 7.13 is 
proposed. The system is constructed around an inverted microscope for sample 
imaging and alignment as shown in Fig. 7.13. The MEA system is mounted on the 
stage of this microscope and photo-stimulation is provided by mounting the LED array 
and projection optics in a trans-illumination position above the stage. Ancillary 
electronics including the LED driver and MEA instrumentation are controlled by a 
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computer, which can adjust the stimulation and record the nerve cell response as 
required. Commercially available MEA recording systems typically consist of a matrix 
of indium Tin Oxide electrodes on a glass substrate, coated with Titanium Nitride at 
the stimulation/recording points. Non-stimulating areas are passivated with silicon 
nitride. The array is thus fairly transparent to both trans-illumination and epi-
il lumination light. The inter-electrode spacing is between lOOfim and SOO^m. Typical 
diameters of the electrode pad are between 10|im and 20^m, and the electrodes are 
arranged in an 8x8 array. 
Fig. 7.14 shows a 2Ox picture of an MEA illuminated with a micro-LED array. 




Fig. 7.13. Micro-LEDs photo-stimulation 
system 
Electrode pad Electrode tracks 
Fig. 7.14. 2Ox picture of an MEA plate 
illuminated with an LED matrix 
3.1.3 MEA structure 
Action potentials have a typical frequency bandwidth between 30 Hz and 3 kHz. In 
extracellular recording the amplitude of the action potentials is expected to be around 
few tens of |iV peak to peak. In order to be able to detect these signals, a high gain 
low noise amplifier was used. It has high gain (up to 1 0,000), very low noise, low DC 
offset ( -50 |J,V) and high input impedance (1 Gfl). 
Each microelectrode is connected to a contact pad that lies outside the mini 
culture chamber. The MEA chip typically sits inside an adapter module that probes the 
signals from the MEA contact pads. The signal is then amplified, filtered and sent to a 
data acquisition card (DAQ) that converts it into a digital signal. The digital signal is 
173 
Chapter 7 Application of LED arrays to neurophysiology 
then sent to the computer where a dedicated graphical interface is used to analyse 
and visualize the data. 
3.1.4 Graphical interface 
A Matlab® graphical interface was designed that allows for a full control of the MEA 
acquisition parameters, such as the sampling rate, the MEA channels of interest, the 
signal range and the preview of the current acquisition. Currently, the matrix LED can 
be controlled only manually by modifying the interface parameters. Whenever real-
time online processing is required, additional routines can be easily integrated into the 
program with minimal modifications of the graphical interface. A screen shot of the 
graphical interface is presented as Fig. 7.15. 
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Fig. 7.15. Graphical interface used to control the LED-MEA system 
3.1.5 Discussion: Closing the loop 
To understand complex neural processing in vertebrates, it is necessary to understand 
how single neuron/stimulus activity combines to form network level dynamics 
encompassing sensory inputs, stores memories and control behaviours. Cultured 
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neuron networks have provided researchers with much of the current understanding 
of ion channels, receptor molecules and synaptic plasticity that may form the basis of 
learning and memory [161-164], The MEA system described above should enable 
researchers to answer questions not just at a single neuron level but at the network 
level, by recording signals from up to 64 electrodes and by stimulating/inhibiting 
photosensitised neurons in up to 64x64 sites. For instance, integrating the MEA system 
into a real-time sensory-motor loop should enable the neuron network to be used as 
the "brain" of a robot [1 65, 166] and would bring in-vitro networks closer to the kind 
of neural processing that nervous systems evolved for, that is, to take in continuous 
sensory information, processing it and exhibiting adaptive behaviour continuously. 
This approach of embodied cultured networks might be used to address how activity 
shapes neural development and the bases of distributed neural activity for sensory 
processing, memory formation and behavioural control. Using the current interface of 
the LED-MEA system, it should be straightforward to integrate routines for on-line 
processing that will analyse neuron responses in real-time and modify the stimulation 
pattern accordingly. 
3.2. Long term application of GaN LED arrays: the retinal prosthetics 
project 
A number of research groups have recently developed electrical implants that can be 
attached directly to the retina in order to restore some limited vision to people 
suffering from retinal degeneration [167-170]. There are currently two kinds of retinal 
implants; sub-retinal and epi-retinal implants. Both types rely on a physical pixellated 
sensor penetrating into the retina and special surgical techniques have been 
developed for implanting the sensors into the eye. However, both techniques restore 
vision with very low spatial resolution due to the limited number of pixels of the 
sensors. Furthermore, questions remain about the long-term stability and bio-
compatibility of implant material. Here, a new concept for non-invasive retinal 
prosthetics is introduced where the retinal ganglion cells are rendered photo-sensitive 
after expressing ChR2 and a blue pattern is then projected onto the retina using a 
matrix of blue micro-LEDs. This work is one of the main thrusts of the IBE group, but 
shows particularly how the compact and programmable nature of these micro-LED 
devices can be used to their maximum advantage. 
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3.2. / Basics of vision: the visual system 
The visual information entering the eye is focused by the optic components of the eye 
(the cornea and the lens) onto the 130 million photoreceptors of the outermost 
neuroepithelium layer of the retina at the back of the eye. This sensory layer 
transforms local optical images into chemical and thus electrical signals. These signals 
activate a complex circuit of retinal neurons and visual information is compressed into 
electrical signals carried by 1.2 million ganglion cells, whose axons form the optic 
nerve. The optic nerve then transmits visual information to the visual cortex. 
The optical image is centred on the fovea, which is a 1.5 mm diameter region in the 
retina with the largest density of receptors and thus has the greatest visual acuity. The 
fovea is also is located on the optic axis for minimal image distortions. About 4 mm 
from the fovea toward the nose is located the optic disk, where the nerve fibres and 
retinal blood vessels pierce the retina. Photoreceptors are absent from this region, 
which results in a blind spot in the visual field. 
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Fig. 7.16. Structures of the eye and retina (from [1 71 ]) 
3.2.2 Retinal dystrophies 
Blindness can result when any of the steps in the optical pathway (optics, retina, optic 
nerve, visual cortex, other cortical area) sustain damage. In western countries, retinal 
dystrophies, such as Age related Macular Degeneration (AMD) and Retinitis 
Pigmentosa (RP) account for most of the eye disorders leading to blindness |1 72]. 
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Age related Macular Degeneration 
AMD is the main cause of blindness among adults in the western world [1 73] and can 
be defined as abnormal aging of the retinal pigment epithelium (RPE) layer. The 
disease evolves from lesions at the RPE basement in an early stage into the atrophy of 
the central RPE cells that causes death of the macular photoreceptors, which results in 
vision loss. To date, there is no effective treatment for all types of AMD. 
Retinitis Pigmentosa (RP) 
Retinitis Pigmentosa is a generic name for several hereditary retinal disorders in which 
abnormalities of the photoreceptors lead to progressive vision loss. It is a leading 
cause of blindness in younger people and an estimated 1.5 million people are 
affected. As the disease evolves, patients develop tunnel vision due to photoreceptor 
apoptosis and eventually lose central vision as well [174]. There is no effective 
treatment for RP, although several nutritional approaches can help slowing down 
some forms of the diseases. 
For both these retina dystrophies, photoreceptors degrade quickly, whereas ganglion 
cells and most of the neural circuitry remains in general usable, which suggested the 
new approach for the retina prosthetics. 
3.2.3 Current vision prosthetic technologies 
Current visual prosthetics technologies rely on direct electrical stimulation of neurons 
along the visual pathway, including retinal stimulation, optic nerve stimulation and 
direct visual cortex stimulation. Due to the complexity of the biological processing 
occurring between the photoreceptor cells and the brain, the closer the excitation to 
the photoreceptors, the less bio-mimetic processing is needed in order to present 
appropriate data to the visual cortex. The most favoured approach to date for visual 
prosthetics is then implanting an intraocular array of electrodes at the retina. 
The retinal implants exist mainly in two forms, namely sub-retinal and epi-
retinal implants. Sub-retinal implants rely on an array of photodiodes, which are 
placed underneath the retinal layer in an attempt to replace the dead photosensitive 
retina structure [168, 175]. Epi-retinal chips are positioned at the surface of the retina 
in order to directly stimulate retinal ganglion cells [159, 176]. in this case, additional 
image processing is required because the initial photoreceptor processing stage is 
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bypassed. These technologies have been successfully demonstrated to provide 
patients with some sense of visual perception, but suffer from severe drawbacks: 
• Power consumption is a significant issue because introducing power cables 
directly into the eyeball is not a sustainable solution, implants currently rely 
on an energy signal, such as a laser beam or a RF signal, coupled to power the 
photo-sensor circuitry 
• The implants contain invasive electrodes used to inject current into the 
ganglion cells, which was shown to cause further degradation of the retinal 
tissue. 
• Implants have a limited number of pixels and are difficult to position with high 
accuracy. 
(a) (b) 
Fig. 7.17. Current approaches in retinal prosthetics: (a)-(b) Sub-retinal prosthetics by Chow 
[1 75] and Zrenner [1 67] and (c) 16 electrode epi-retinal implant by Humayun [1 76] 
3.2.4 LED-based retina prosthetics 
In order to overcome these problems, a completely different approach for retinal 
prostheses consists of transforming communication retinal neurons into photosensitive 
cells and photo-stimulating them directly. Stimulating the retinal neurons with light 
instead of electricity enables non-invasive prostheses with superior temporal and 
spatial resolution, flexibility, and upgradeability. The photonic retinal prosthetics is 
shown schematically in Fig. 7.18. The device is composed of a pixellated detector 
such as a CMOS camera to grab an image of the scene, a processing unit that process 
the image and controls the stimulating pattern for the LED system, an LED system 
where the processed image is displayed, and appropriate optics (not shown in Fig. 
7.18) to project the LED pattern onto the photosensitised retinal ganglion cell layer. 
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Fig. 7.18. Retinal prosthetic system: The outward scene is captured with a camera. Images are 
processed and an array of light sources is driven to illuminate the resulting two-dimensional 
pattern. The pattern is focused by the eye on to the photosensitized residual retinal ganglion 
cells that send the information to the visual cortex (adapted from 11 77]). 
ChR2 is a promising candidate for photosensitising ganglion cells. Indeed, in order to 
transmit a reliable image to the visual cortex, activated neurons should only respond 
to a bright illumination pattern, but not the blue background light inherently present 
in daylight. The high threshold of the ChR2 protein ensures that the protein remains in 
the close state for most of the time. Furthermore, ChR2 is proven to exhibit a fast 
temporal response, which makes it suitable for video rate image projection. 
3.2.5 Challenges 
Several technological and biological challenges remain for LED-based retinal 
prosthetics: 
• Biological vectors, such as inactivated and modified viruses, should be 
developed to target and transfect only retinal ganglion cells with ChR2, 
without photo-sensitising the whole central nervous system [152, 178). 
• LED technology must be improved to provide uniform illumination, eliminate 
pixel crosstalk, and lower the power consumption. 
• The whole projection system including the driving electronics should be 
packaged in a compact way to be head-mounted. Integration of CMOS driving 
circuitry with direct flip-chip mounted micro-LED arrays would prove useful in 
this respect. 
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• Integrated projection optics should be designed. Wedge optics [179] for 
instance could be used to interface the LED array with the eye. 
• The ethical question of transfecting a human-body with a plant gene must be 
addressed. 
4. Summary 
The high brightness of CaN micro-LEDs enables new applications in neurophysiology 
where lasers were previously used together with beam scanning units. Photolysis of 
caged-fluorescein in gel was achieved using a UV micro-LED, and could be extended 
to caged glutamate release in the neuron vicinity assuming significant improvements 
in the UV micro-LED emission power and uniformity. Blue emitting micro-arrays were 
then successfully applied to photosensitised neuron excitation in a patch-clamping 
recording system. For the first time, multi-site excitations with high temporal and 
spatial resolution were demonstrated in a compact and easy to use setup. LED arrays 
proved to be a very reliable solution for stimulation of Channelrhodopsin-2 expressing 
neurons. This opened up the possibility of high-resolution stimulation and recording 
of neuron networks by coupling the LED array with multi-site MEA recording. A new 
system was built. Further experiments will concentrate on using patterned excitations 
to study connectivity and plasticity of neuron networks. Finally, a long-term project to 
implement LED-based visual prosthetics was described that will rely on photo-
sensitization of the retinal ganglion cells together with LED patterned excitation to 
trigger neuron responses. 
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The goal of this thesis was to demonstrate innovative applications for micro-structured 
Gallium-Nitride light emitting diodes, which are being developed and fabricated at 
the University of Strathclyde by a joint UK research council funded Basic Technology 
Grant. These devices can provide both high brightness illumination and spatial 
resolution and two main applications are investigated in this thesis: first as a way of 
achieving optical sectioning in a fluorescence confocal microscope with widefield 
detection and second as a primary illumination source for neuron photo-stimulation. 
The process of obtaining sectioned images in a confocal microscope is explained in 
chapter 2 and several techniques to achieve optical sectioning in a widefield imaging 
system are reviewed. The advantages of these approaches in terms of acquisition 
speed and instrumentation ease are described and shown to be a driving force for the 
use of LED micro-arrays in this application area. 
Engineering considerations for designing and driving LED micro-arrays are 
exposed in chapter 3. The Basic Technology research program started with the design 
and fabrication of a top-emitting 64x64 blue LED array, which can be driven using a 
multiplexed matrix-addressing scheme. The first device was characterised and severe 
defects in the emission uniformity were found due to the electrical resistance of the n-
mesa structure increasing along its length. This resulted in the addition of a 
conductive stripe of metal along the mesa that improved the emission uniformity 
dramatically. Heat extraction and external quantum efficiency were then improved by 
using the flip-chip technology. The flip-chip device was characterised to sustain a very 
high injection current density and had a very high brightness emission. Driving 
electronics were designed to display arbitrary binary patterns on a microsecond 
timescale. By sinking a constant current across a column of emitters at a time, non-
uniformities could be corrected and reliable emission was achieved. Binary images in 
excess of 400 frames per second could be displayed when raster-scanning columns. A 
one-dimensional LED array consisting on 120 stripe emitters was also investigated, for 
which a driver board was designed and manufactured, allowing the display of 
arbitrary line patterns at in excess of 50,000 frames per seconds. 
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In chapter 4, the technique of grid-projection structured illumination 
microscopy was presented as a way of obtaining confocal-like images in a widefield 
microscope with devices such as the line LED device described in chapter 3. The 
sectioning imaging process was explained and performance of the structured 
illumination system in presence of photon noise was derived. The noise was shown to 
be strongly dependent of the intensity of the out-of-focus object and is modulated at 
three times the illumination frequency when an in-focus object is present. This noise 
anisotropy is only really apparent when the contrast of the projected grid pattern is 
high and may need to be taken into account when quantitative measurements are to 
be obtained from optically sectioned images. However it is shown that a ghost image 
corresponding to the square root of the out-of-focus image can be seen, which could 
be a significant issue in this kind of microscope. A demonstration system was 
constructed with the LED stripe array placed in a critical illumination configuration in 
a microscope operating in fluorescence and grid-projection structured illumination 
microscopy was achieved with no moving parts. The grid pattern was scanned 
electronically, which has clear advantages in terms of photo-bleaching, compactness 
and ease of use, although line artefacts can be observed in the sectioned images due 
to emission-non-uniformities. 
A slit-scanning microscope was implemented in chapter 5 using the same 
microscope setup where the micro-stripe LED illuminates the specimen a line by line. 
Several post-processing detection schemes were described to obtain a confocal effect, 
either by implementing a set of virtual confocal slits in software or by rejecting the 
out-of-focus blur at a pixel level. The performance of this system was measured and 
compared well with the theory. Instead of scanning a single line pattern onto the 
sample, the micro-LED solution made it possible to scan multiple lines at the same 
time, at the expense of decreasing the sectioning strength of the microscope and 
introducing line artefacts in the sectioned images due to non-uniform out-of-focus blur 
when high fill-factor line patterns are used. The work on removing these artefacts led 
to a new background subtraction technique. Under line illumination and detection, 
the out-of-focus light that remains in the confocal image is estimated from the signal 
in adjacent positions in the widefield image and is subtracted. This technique showed 
a dramatic improvement of the out-of-focus light rejection in a single slit confocal 
microscope and could be readily applied to existing commercially available systems 
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with minor system modifications. Background subtraction was successfully applied 
when scanning multi-line patterns and allowed for correction of the line artefacts in 
the sectioned images. Acquisition speed was tremendously increased without 
sacrificing confocality anymore and superior optical sectioning was experimentally 
demonstrated. For the first time the solid-state line-scanning microscope makes it 
possible to adapt the imaging process and optical sectioning to the specimen to be 
imaged. 
In chapter 5, the theory of improving optical sectioning by subtracting the out-
of-focus blur in the line geometry was presented. The imaging process was described 
and an analytical expression for the intensity response to defocus was derived. The 
line subtraction confocal microscope was shown to exhibit an optical sectioning 
dramatically improved compared to the normal line scanning system and even 
marginally improved over the point-scanning confocal microscope, which agreed 
with the experimental measurements. The theory of background subtraction under 
multi-line illumination was presented and showed a further improvement in the 
confocality of the line system. The optical sectioning of the multi-line system was 
shown to converge towards the confocal capability of the structured illumination 
system when illuminating the specimen with a high fill-factor pattern. This theory also 
led to the design of an improved double-sided spinning disk microscope system, 
where out-of-focus light is partly recorded before subtraction. This disk should allow 
for high frame rate confocal imaging with improved axial resolution, although disk 
manufacturing might prove challenging. 
Finally, applications of LED arrays to neuro-biology were presented in chapter 
7. UV micro-stripe arrays were first applied to flash photolysis of caged fluorescein 
molecules. Under patterned UV illumination caged fluorophores could be released 
and fluorescence could be excited. UV micro-arrays are therefore promising 
candidates for neuro-transmitter uncaging where spatially selective excitation of 
neuro-activity is required. Blue micro-arrays were then applied to direct photo-
stimulation of neurons. These cells were rendered sensitive to blue light after 
transfection with a direct ion channel membrane protein, ChannelRhodopsin-2. Single 
neuron activity was recorded by patch-clamping and was shown to be dependent on 
the stimulation pattern. A new tool for photo stimulation of neuron networks was 
presented where neurons are excited using a blue LED matrix and neuron activity is 
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recorded using a multi-electrode array. This system should enable the study of neuron 
connectivity and plasticity when embedded in a network. Finally, a retinal prosthesis 
is proposed based on the ChR2 photo-sensitisation of the retina ganglion cells and the 
projection of bright LED patterns onto the retina. This retinal prosthesis should be non-
invasive and safe, providing the ChR2 transfection can be precisely targeted to solely 
the ganglion cells. 
Future work with these LED micro-arrays should first focus on device 
improvements. For the matrix devices, CMOS driving electronics integrated at the 
backplane of the devices and should allow for truly independent control of each LED 
in the array while reducing the number of data connections to only 4 (2 data lines and 
2 power lines). Smaller emitters and micro-lenses can be engineered to increase the 
light collection and effective fill-factor while radically reducing the heat that is 
generated by the micro-emitters. For line devices, flip-chipping the stripe LED array 
and depositing thicker diode contacts could dramatically improve current spreading. 
Again CMOS backplane drive electronics should also allow larger arrays to be driven 
using fewer connections. 
New microscopy applications will result from the miniaturisation via the 
CMOS backplane. First a hand-held confocal microscope should be easily 
implemented using a LED array for illumination and a simple CMOS camera for 
detection. This could make confocal microscopes cheap and easy to use for skin 
cancer detection. Assuming dedicated thermal engineering, LED arrays could also be 
integrated into confocal endoscopes. It can also be noted that with UV LEDs (which 
still need to be improved in terms of efficiency), autofluorescence imaging 
applications will become possible. 
On the photo-stimulation side, future work will continue on creating a simple 
neuron-computer interface that allows for mapping neuron connections and studying 
their plasticity in a neuron network. Long-term experiments can be envisaged where 
the neuron network adapt itself to external stimuli in order to reproduce the learning 
process in-vitro. Axon guidance via long-term light stimulation will also be 
investigated during neuron differentiation. 
In conclusion, this thesis investigated the applications of micro-structured GaN 
light emitting diodes to microscopy and neurophysiology. The LED structure allows 
for blue and UV intense pattern illumination, which was used to achieve optical 
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sectioning microscopy with no moving parts and stimulation of photosensitised 
neurons with spatial resolution. Although the technology can still be greatly improved, 
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Appendix 1: Analytical approximation of the 
diffraction optical transfer function (OTP) 
The response of a defocused aberration-free incoherent optical imaging system to line-
frequencies in the object was studied analytically and derived by Hopkins in case of 
low numerical aperture focusing. Hopkins described the OTP as a series of Bessel 
functions: 
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(9.1: 
where s is the spatial frequency of the line pattern and u is the normalised defocus of 
the imaging system. By modifying the geometrical OTP and comparing it with the 
exact OTP, Stokseth empirically derived an analytical approximation that is much 
easier to compute. 
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This OTP was shown to be very accurate to intermediate and large defocus, for which 
the exact solution is the most time consuming to evaluate. Fig. 8.1 shows that both the 
exact function and its approximation overlap when a large amount of defocus is 
present. Conversely, a difference up to 10% can be noticed between the exact OTP 














0.5 1 1.5 
Spatial frequency 
Fig. 8.1. Hopkins (plain) and Stokseth (dashed) optical transfer functions at large defocus 
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Fig. 8.2. Hopkins (plain) and Stokseth (dashed) OTPs in presence of small defocus 
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