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WC present a transformation system for deductive database (DDB) modules. We show that it 
preserves several data-dependency properties of a DDB and is correct for the “perfect model” 
semantlcb of DDBs. Perfect models are not directly amenable to logical reasoning since logically 
equivalent DDBs may have different perfect models. We develop an approach which involves using 
a condltlon on data dependencies in DDBs (stratilication compatibility) to pass from a logical 
equivalence to equivalence under perfect model semantics. This is readily applicable to the trans- 
formation system. 
1. Introduction 
The perfect model (or standard model) semantics of stratified deductive databases 
[I& 21 has now become widely accepted. The semantics has a natural and intuitive 
interpretation in terms of finishing the evaluation of a predicate before the comp- 
lement of the predicate is used. Other semantics for larger classes of deductive 
databases (DDBs), such as the well-founded semantics [30] and the stable model 
semantics [ 131, agree with the perfect model semantics on stratified DDBs. Further- 
more, the perfect model semantics is used in current DDB implementations (for 
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example, see [9]). However, the use of a semantics based upon a single model chosen 
by the syntactic structure of the DDB can create some problems. For example, 
logically equivalent DDBs may have different perfect models. This makes it difficult to 
straightforwardly exploit the considerable body of work on reasoning in first-order 
logic when optimizing or reasoning about queries using this semantics, despite the 
apparent close relation to logical notation. 
The first result of this paper shows that, under the condition of Lstrut~‘jicatiorz 
c,orllptrtihi/it!‘. two DDBs have the same perfect model if they’are logically equivalent. 
More generally, it shows that for any semantics S which is coarser than perfect model 
semantics if two stratification compatible DDBs are equivalent under S then the 
DDBs have identical perfect models. (Here we take a semantics for a DDB to be the 
association of a set of models to the DDB. and we say that one semantics S, is c’otrrser 
than another Sz if. for every program Q, S,(Q)zS?(Q).) 
The second part of the paper exploits this result to show the correctness of 
a transformation system with respect to the perfect model semantics. Such a trans- 
formation system can be viewed as a framework for performing optimizations of 
DDBs. Specifically. we independently show correctness with respect to the completion 
semantics [lo]. and the stratification compatibility of DDBs which differ by only 
a single transformation. The previous result allows us to conclude the correctness for 
perfect model semantics. 
We also demonstrate that the transformation system preserves several dependency 
properties [ 151. even if the DDB acted upon does not have a perfect model semantics. 
These dependency properties have been used previously to define classes of programs 
for which SLDNF resolution is complete [ 15, 61 and, more recently, in the study of 
stable models 123. 311. 
The transformation system contains Unfold. Fold and Replacement transforma- 
tions. among others. It is an extension of the transformation system discussed in 
[lb. 171. It differs fundamentally from the transformation system introduced by 
Tamaki and Sato [37] and extended by many others. In addition. there are two 
complications to the transformation system: We allow constraints to be used in the 
DDB. and the transformation system operates on modules rather than on entire 
DDBs. 
The constraints are treated as in the CLP scheme [ 141, that is, our DDB language, 
transformation system and the results are all parameterized by the choice of a (gener- 
ally many-sorted) data domain and the class of constraints which are allowed in 
DDBs. The extension of perfect model semantics to this scheme is relatively straight- 
forward, but the formulation of the transformations is more difficult than for the usual 
Herbrand domain. 
The parameterized tratment means that our results will hold for quite complex 
data domains and constraints, so that we are essentially treating programming 
languages as well as DDB languages. In most programming language cases the perfect 
model semantics is not computable, although for restrictions on the class of programs 
it can be (see. for example. [I]). Ncverthelcss. the transformations are computable 
(provided certain basic operations on constraints are computable), and the results 
continue to hold, irrespective of computability. 
A module system would seem to be necessary in a DDB with a large deductive 
component. We consider a class of module systems in which: modules can hide 
predicates, but neither function symbols nor constraints; predicates are defined in 
a single module; there can be no recursion between modules, only within modules. 
Although this class is somewhat restrictive, the restrictions reflect sensible program- 
ming practices. We show that several modules may be transformed simultaneously, 
and modules may be combined, without affecting the semantics of the network of 
modules which contains them. 
The next section provides some preliminary definitions. Following that we present 
definitions of program dependencies and introduce stratification compatibility. We 
show that, for any semantics coarser than perfect model semantics, if two programs 
are equivalent and stratification-compatible then they have identical perfect model 
semantics. In Section 4 we outline the kind of modules and module composition that 
we treat. define equivalence of modules, and extend the previous result from programs 
to modules. Section 5 presents the transformations. In Section 6 we show that the 
transformation system preserves the perfect model semantics. We also show that 
many of the program-dependency properties are preserved. We conclude by briefly 
discussing the extensions of this work. 
2. Preliminaries 
We use the symbols Z and V to denote, respectively, the collection of function 
symbols and the infinite collection of variables. Terms are constructed from C and 
I/in the usual way. The predicate symbols are partitioned into two sets: l7,, which are 
the predefined predicates and l7,:, which are the predicates to be defined by the 
program. We assume that l7, contains the predicate symbol =. The language of all 
first-order formulas built from these symbols is denoted by L. We use E to denote 
syntactic identity. For any expression e, ear denotes the set of free variables of e. 
We assume throughout that there is an intended domain of computation 9. The 
structure 9’ defines the set D of elements over which computation will be performed 
and defines the functions and relations associated with the symbols of Z and I7,. We 
will also use the extension L, of L, in which there is a new constant for each element of 
D. In an abuse of notation we will use D both for the set of elements of 9 and the set of 
constants denoting these elements. L, is used in the meta-language, whereas programs 
and queries are formulas of L. B,, = (p(d,, . . . . Ir,,)ip is rr-ary, pEIZ,;, d,, . . . . ~,,ED). 
An utm is of the form p(ri, . ., t,,), where p is an rz-ary symbol in HII,, and the ti are 
terms. A literrrl is either an atom or the negation of an atom. Where A is a literal, 
pred(A) denotes its associated predicate symbol. A primitive constraint is of the form 
p(t, , ., t,,), where p is an n-ary symbol in I7, and the ti are terms. A possible constraint 
is a formula built from primitive constraints using the usual logical connectives and 
quantifiers. The alloi~rd con.straint.s (or, simply, constraints) are a (for the moment, 
unspecified) subset of the possible constraints. which contains all possible equations of 
terms and is closed under conjunction and existential quantification. 
Throughout this paper we will use interchangeably the notions of a conjunc- 
tion of formulas such as atoms and constraints, and a multiset of the same. We will 
use A=H, where A and H are atoms with the same predicate symbol, to denote 
the conjunction of equations formed by equating the corresponding arguments of 
A and H. 
A ‘/-model (which we will abbreviate to model) for a set of sentences S is a structure 
for L,. which extends 9 such that the meaning of a constant rl is the element d and the 
structure is a model (in the usual sense) of S. (A structure .d e.~tends a structure .+9 if 
they have the same set of elements and every symbol in the language of .8 is in the 
language of .d and is given the same meaning in .cJ.) By Sk F we denote that F is valid 
in every ‘r-model of S. A conjunction of constraints C is said to be corzsistelzt (or 
sati.~fiuble) if there are values (from 9’) for the free variables ~1 such that every 
constraint is true in 9, that is. + 3yC. In general. the execution of a program and the 
application of transformations require tests for consistency. So, practically, it is 
necessary that consistency be decidable. There are numerous useful such domains. 
including real arithmetic, linear real arithmetic, complex arithmetic, finite trees with 
subterm ordering or lexicographic path ordering, rational trees, Boolean algebras, 
integers modulo II. .._ However, the results of this paper are independent of any 
decidability requirement. 
A rulut~tion r is a mapping from k. to D, which extends to map terms to D and L, to 
L, by replacing each free variable s in a formula of L, with r(.x) and evaluating terms 
and constraints. We sometimes call the result of applying a valuation to a syntactic 
object a ground ir~sttrnce of that object. Thus, the result of applying a valuation to 
a term, atom, etc.. is called a ground term, ground atom, etc. 
A model M will sometimes be represented by the set of ground literals which are 
true in M (i.e. the diagram of M ). A purtitrl motlrl is a consistent set of ground literals. 
po.s(M) denotes the set of atoms in a partial model hl. 
A deductir~ ll~lt~~htrsr or loyic. progqrum (or simply pro~grcmz) is a collection of rules of 
the form 
H+C,A I,.... A ,,,. lB ,,.... TB,,, 
where C is an allowed constraint and H. A,, ., A,,,, B, . . . B,, are atoms (m > 0, II 3 0). 
The positive literals and the negative literals are grouped separately purely 
for notational convenience. H is called the krd of the rule and C, Al, . . . . A,,,, 
1 B, . . . 1 B,, is called the hotly,. If the outermost quantifiers of C in prenex form are 
existential they may be omitted, provided the corresponding variables occur only in C. 
If lrr= n=O then the rule is called a ~rtit rule. A rule can be regarded logically as the 
sentence 
V’s HVTCVTA,V...V~A,VB,V...VB,,, 
where .x is the set of variables in the rule. A ground instance of a rule is the result of 
applying a valuation for x to the rule such that C evaluates to True in 9 under this 
valuation, and then deleting duplicate body atoms. 
To simplzlv the exposition we ussume that the rules ure in a standurd,ftirm, where all 
urguments in atoms are vuriuhles and each variable occurs in at most one atom. This 
involves no loss of generality since a rule p(tl, t2)+C, q(s,, s2) can be replaced by the 
equivalent rule p(x,, x2)+.x1 = tl,.u2=t2,y1 =sl,y2 =s2, C,q(y,, y2). We also as- 
sume that all rules defining the same predicate have the same head and that no two 
rules have any other variables in common (this is simply a matter of renaming 
variables). 
A rule A 1 +--Cl, B, rule-subsumes the rule A2+C2, B, if there is a substitution 8 such 
that A,H-A2, B,$GB, and +C2 +C,O. If two rules rule-subsume each other we 
say they are suhsumption-equul. A rule rl rule-subsumes a rule r2 iff the ground 
instances of r2 are a subset of the ground instances of rl. Rule-subsumption differs 
from the usual subsumption of clauses since the head atom is distinguished. For 
example p+lq and q+ip are identical as clauses, but neither one rule-subsumes the 
other. However, whenever a rule rule-subsumes another it also subsumes the other in 
the clausal sense. 
A complete logic proyrum (or Clark completion of P) [lo] is a collection P* of 
predicate definitions, each of the form 
corresponding to the collection of all rules in P with p in the heads 
P(rl)+Bl, 
P(tzb-Bz, 
where yi denotes the variables in the ith rule above, and each B, is a (possible empty) 
conjunction of constraints and literals. If p does not appear in the head of a rule then 
P* contains lp(x). 
3. Program dependencies 
Program dependencies have played an important role in defining classes of pro- 
grams (and goals) for which SLDNF resolution is complete with respect to the 
Clark-completion semantics [26, 151. They have also been used to define classes of 
programs which satisfy model-theoretic properties such as the existence of a perfect 
model and the consistency of the Clark completion. 
In the following definitions we consider the set of rules formed by taking all ground 
instances of rules in a module or program P. We follow the notation of [ 151. A and 
B range over ground atoms. 
A 2 + , B if A appears in the head of a ground rule and B is a positive literal in the 
body of that rule. 
A 7 _ 1 B if A appears in the head of a ground rule and 1 B is a negative literal in the 
body of that rule. 
A dependency A ziB crrise.s,fkw~ a rule r if the ground rule used to demonstrate the 
dependency is an instance of r. 
A;B iff Az+lB or AzmIB. 
2 is the transitive reflexive closure of 7. 
AzB iff A>B and B>A. 
A>B iff A>B and not B>A. 
2 + , and > 1 are the least relations such that 
A3+,A 
and 
AA~B and B3,C implies A>i.,C, 
where i.j denotes multiplication of i and j. Essentially, 3 + 1 denotes a relation of 
dependence through an even number of negations and 3 ml denotes dependence 
through an odd number of negations. As is usual, we will write A < B when B 3 A and, 
similarly, for the other relations. 
A<,B iff A<+lB and AGmlB. 
A<B iff A<_,B and not AzB. 
<* denotes the transitive closure of <. 
The following facts are easy to verify. 
Proposition 3.1. 
AGB $f A<+lB or AGPIB. 
A GOB<, C implies A <j.k C. 
A<+,B< Cd+, D inxpbes A<D. 
A<B<*C<D inlplies A<* D, 
A <B d i Cd D implirs A < + D, 
A>jB #‘there is (I chain A=Xl~i,Xz~i,.~. zin_,X,=B 
mid i, i2 i, _ , =j, 
The notion of stratified programs was developed in [S, 2, 291. In [lS] stratification 
and other properties are expressed in terms of dependencies on predicates. We expand 
this treatment by applying the definitions to elements of B, in a manner somewhat 
similar to [ 183. A similar generalization has been performed by Cavedon [6, 71. Any 
program which is stratified (strict, call-consistent, hierarchical) with regard to predi- 
cates will also be stratified (strict, call-consistent, hierarchical) in the following more 
general sense. A program is locally stratified (locally hierarchical) [7] iff it is 
well-founded and stratified (hierarchical) in the sense below. 
Let A, B range over elements of B,. A program P is 
strcrtijirti if we never have A z B and A 3 _ 1 B, 
strict if we never have A 3 + 1 B and A 3 _ 1 B, 
call-c.onsi.stent if we never have A 2 _ 1 A, 
hierarchical if we never have A SB and A < B, 
~~?lljbut&li if < * is well-founded, 
order-consistent if < * is well-founded. 
P is not well-founded iff there is a chain X, ?ilX2:iJ ... X, zi,,X,+ 1 zi,,+] . . . where 
infinitely many of the ik’s are - 1 and there is an infinite subsequence Y1 , . . , Y,, . of 
this chain such that, for all I, Y, $ Y !+ 1. P is not order-consistent iff there are chains 
X11ilXz2i;..X,,~;,,Xn+L z,,,+~ ... and Yi~j, Y21jz... Y,zj,Y,,+i ?j,,+, which 
have a common subsequence Zi , Zz, , Zk, and, for each k, the first (second) chain 
demonstrates that Zk 3 + i Zk + i (Z, > _ i Zk + i). 
Roughly, stratified programs have no recursion through negation, and the law 
of the excluded middle is inapplicable to strict programs. This notion of call- 
consistency has been called negative-cycle-free by Sato [24], and order-consistency 
[24] has been called local call-consistency [7]. Every strict program and every 
stratified program is call-consistent, and every call-consistent well-founded program 
is order-consistent. 
The model-theoretic results of [I 51 for definitions with regard to predicates extend, 
using the above definitions, to all well-founded programs. As one example, if a pro- 
gram P is call-consistent and well-founded then P* is consistent. (This is also 
a consequence of the stronger result in [24].) Extending the completeness results of 
[15] for top-down execution requires a definition of allowvzd programs which copes 
with constraints. A meaningful definition of allowed will depend on the properties of 
the particular constraint solver and its interaction with the top-down inference engine, 
and is beyond the scope of this paper. However, when 9 is the Herbrand universe with 
equations as the only allowed constraints, the completeness results extend to well- 
founded programs with the usual definition of allowed 1151. 
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A bill-or&~& partitior~ of B, for a program P is a transfinite sequence {H,: x 20) of 
subsets of I?,, such that 
x#/I implies H,nH,,=@, 
zvoH,=Rv. 
A well-ordered partition of B, is a /MU/ stratjficarion [ 1 X] if for every ground instance 
HeA,. . . . . A ,,,, 1B,, . . . . TB,, 
of a rule of P; if HE H, then 
A;E U H,, for I di,<m. 
p G 17 
Bjc (_j H,] for I <j< II. 
/1<2 
The H, are called struta. We use P” to denote the set of ground instances of rules of 
P where the head of the instance is in H,. 
The following proposition gives the relationship between local stratification and 
stratified. Przymusinski [ 181 has given a different characterization of local stratifica- 
tion, in terms of a relation which is a well-founded partial order iff P has a local 
stratification. The characterization below has the advantage that it decomposes local 
stratifiability into two independent properties, which can be handled separately. Our 
proof of correctness of the transformation system benefits from this decomposition. 
Proposition 3.2. P htrs a hurl str.nt{jic,utiorl ifl’ P is strwt~fied rwl uwll~fimuled. 
Proof. Let A 6 ,B iff for some X. A < _ , X <B. We use the following characterization 
of local stratifiability, which is a minor variation of characterizations of [lS, 61: 
A program has a local stratification iff <F is well-founded. Suppose P is stratified and 
well-founded. Since P is stratified. AIB it?’ A < _ lB. Hence, if A <,B then A<*B. 
Since <* is well-founded, so is <,. 
Conversely, if Q, is well-founded then we cannot have A < ~ A. That is, we cannot 
have A < _ 1 X and X = A. Thus, P is stratified. Note that if A<B then A-@,B. Since 
Q, is well-founded, so is <*. L, 
Perfect models are defined in [ 1 Cc] for disjunctive deductive databases. We present the 
definition for nondisjunctive DDBs. First, relations d p and < ,, on B, are defined to 
be the smallest relations satisfying 
A<,B if AZ-,B, 
A<,,B if Az+,B, 
A<,,C if A<,B and B<,C, 
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A<,C if A<,B and B<,,C, 
A<,C if A<,B and B<,C, 
A<,B if A<,B. 
Extending these relations to models of P, N < M iff for every ground atom A true in 
N but not in M there is a ground atom B true in M but not in N such that A<,B. 
A model of P is pufect if it is minimal with respect to 6. 
It is shown in [lS] that locally stratified programs over the Herbrand domain have 
a unique perfect Herbrand model. This can be constructed in a way similar to the 
standard model of [2]. that is, the model is constructed by transfinite induction on the 
stratification, producing at each step a partial model which is eventually extended to 
the perfect model. This result extends straightforwardly to other domains. We first 
give a logical characterization of the atoms added to the partial model in one step. 
The proof is straightforward. We use the notation M II= Mn H, and M 1 xa= 
Mn Ua<zH,j. 
Lemma 3.3. Let P he u loc~11I~ strrrtified proyrm with pufect model M. Let AEH,. 
T/WI AEM $f’P”u Ml<l+ A. 
Two programs are .strtrtjfic.Lltiorz-c.ornpatih[r if there is a well-ordered partition of B, 
which forms a local stratification for both the programs. Equivalently, PI and P, are 
stratification-compatible if PI UP, has a local stratification. 
The following theorem (and its generalization in Theorem 3.6) provides a powerful 
tool for determining whether a transformation preserves the perfect model semantics 
of a program. It shows that if a program P, is transformed to a stratification- 
compatible program Pz and the transformation preserves a semantics defined by Si, 
then the transformation preserves perfect model semantics. 
Proof. Suppose M, #Ml. Let H, be the least stratum in a common stratification of 
P, andP, where Ml and M,differ,andlet M=M1lcl=MZlca. LetAEH,.IfAEM1 
then P; u M + A by Lemma 3.3. Since P; is a consequence of PI and M, and PI is 
implied by S1 we must have S1 u M + A. Thus, from the hypothesis, S2 u M+ A. Since 
M2 is a model of S2 which extends M, we must have AEM~. But then, by symmetry, 
M, IX= M2 1%) which contradicts the initial supposition. n 
In particular, the theorem applies to the program treated as a logic formula and the 
Clark completion of the program. 
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In Theorem 3.4 the sentences S, provide a syntactic Characterization of sets of 
models of programs P,. With slight modifications to the proof we can obtain the 
following generalization of Theorem 3.4. Let a (nlorlel-tlzror’etic.) srrm~ntic~.s be a map- 
ping S from programs P to sets of models of P. We say that one semantics Si is COUI’S~~ 
than another S2 if, for every program Q, S, (Q) 2 S2 (Q). 
Ifwe take S(P) to be the set of minimal models of P then we obtain a formal proof of 
the fact that once the minimal models are fixed it is the form of the program, reflected 
in the stratification (or, more precisely. the dependency relations), which determines 
which minimal model is the perfect model. However. it is slightly misleading to view 
the stratification as choosing a model from among the minimal models. As the 
theorem shows, LIIIJ set of models which contains the perfect model could play the 
same role as the minimal models. 
4. Modules 
With the prospect of increasingly large and complex deductive database systems 
comes the problem of managing the many predicate definitions. A module system is 
a fundamental tool in handling this problem. Also note that a module system in 
a deductive database can be the basis of an implementation of privacy restrictions. 
For example, different modules can provide different views of the underlying database, 
reflecting different privacy restrictions. 
A rrtodulr P consists of predicate definitions and three disjoint sets of predicate 
symbols, which together include the predicate symbols occurring in the predicate 
definitions: the set E.yp(P) of those predicate symbols defined in P which are accessible 
outside P (the rsportrrl predicates), the set Imp(P) of those predicate symbols used in 
P which are defined externally to P (the inzpwtd predicates). and the set of predicate 
symbols which are purely internal to P (the [ocrrl predicates). Module composition 
associates exported predicates in some modules with imported predicates in another 
module. We do not discuss any particular syntax for expressing modules and their 
composition. However. we do make some assumptions about the semantics and the 
use of the module system: 
l We assume that a module cannot in any way modify the sets of function symbols 
and constraints which may be used in the module. The domain 2 and the allowed 
constraints must be the same for every module. Although there may be great 
advantages in, for example, localizing the use of a function symbol to a single 
module, this would introduce major complications to the semantics of modules and 
module composition. 
l We assume that each predicate is defined within a single module. If a predicate 
symbol p has rules defining it in two different modules then two different predicates 
are defined, and which predicate is associated with a use of the symbol p depends on 
the context of the use and the semantics of the module system. This assumption 
ensures locality properties: when a predicate definition is to be modified, only one 
module is directly involved, and when a module is modified, only those modules 
which depend on that module through module composition can be affected by the 
change. 
l We assume a hierarchical calling pattern for modules. That is, a module may not 
import predicates through module composition which are defined in that module, 
nor may it import predicates from modules which depend on the module. This 
ensures that all recursion occurs within modules. and not between them. 
These assumptions have several useful consequences for logic programs and de- 
ductive databases with negation. If every module of a program is well-founded then so 
is the program. Similarly, if every module is stratified, hierarchical or order-consistent 
then so is the entire program. Strictness may be violated by the program although 
every module is strict. For example, if one module contains 
and is composed with another module containing 
then the resulting program is not strict. (Here we use identical predicate symbols to 
denote the association by module composition of predicate definition and predicate 
use.) However, the weaker notion of call consistency is preserved under module 
composition. Essentially, this is because call consistency requires strictness only 
between mutually dependent predicates and, under the regime of a hierarchical calling 
pattern, all mutual dependencies must occur within modules. 
The perfect model semantics of a module P with a local stratification is defined as 
follows. The semantics of P is a mapping ,u,, from relations for Imp(P) to relations for 
Esp(P). such that if Q is the set of ground atoms in the relations for Imp(P) then the 
relations for Exp(P) are given by the perfect model of PuQ. restricted to exported 
predicates. When there are no imported predicates and every predicate is exported, 
this semantics is isomorphic to the perfect model semantics of a program. We write 
P-P' iff ~~P=~lP,. 
We can also consider an equivalence of modules based on completions. Suppose 
that modules Pi and P2 have the same imported and exported predicates, but dis- 
joint collections of local predicate symbols. Let D, and D2 be the definitions of the 
local predicates of the respective modules P, and P2. Then define Pi = P, 8 
+PT A DzttPT A DT. If P, and P2 are stratification-compatible then so also are 
PI, D2, Q and PI. D, , Q for any relation Q for imported predicates. Using Theorem 3.6 
we obtain the following theorem. 
Theorem 4.1. !f’ P, rrnd P2 NW .stratjfic~atio~~-~~ot~~~~~~t~bl~~ ur~ri P, 2 P2 then P, - P2. 
It is perhaps worth observing that the partial converses of this statement do not 
hold. We leave the verification of this fact to the reader. The theorem generalizes to 
any semantics S coarser than perfect model semantics by taking PI 1P2 to mean 
ills1 =,&. where /1~(Q)=S(PuQ)I,.,,,,,, the semantics of PuQ restricted to the ex- 
ported predicates. 
To avoid choosing a particular syntax, we represent a network N of composed 
modules as a directed acyclic graph (dag) with module names at the nodes and an edge 
from P2 to PI labeled with J if PI calls Pz and r:Iln~‘(P,)~Erp(P~) is the partial 
function associating exported predicates of P, with imported predicates of P,. We 
write PC* Q if there is a (directed) path from Q to P. This dag has the extra property 
that if P has incoming edges labeled with x,. ._. . x,, then the domains of the xi are 
disjoint. We also have Iv~I)(N), the set of imported predicate symbols not in the 
domain of any x. and E.xp(N). some subset of the set of all exported predicate symbols. 
Our previous assumptions are necessary for this representation to make sense. For 
simplicity, we assume that each predicate symbol occurs in only one module. 
The semantics of a module network N with modules P,. . . . . P,, is a mapping from 
relations for I/rrp(N) to relations for Esp(N) defined inductively on the dag as follows: 
Given relations Q for IMI~(~Y), the semantics of a minimal (in the dag ordering) module 
Pi determines relations for Esp(l-‘,). Let Q’ be obtained from Q by adding, as a relation 
for p. a duplicate of the relation for I’ for each ~7 and x such that x(p) = I’ and r~E.‘cp( Pi). 
Let N’ be obtained from N by deleting the node for Pi and the edges from Pi. The 
process repeats for N’ and Q’. Of the final set of relations, the subset corresponding to 
E.yp(N) is chosen. 
Module composition corresponds to merging conncctcd nodes in the dag. Let P be 
a module with an incoming edge from Q labeled with x. We will write this as P+x ~ Q. 
Composition along P+x-Q is allowed only if there is no module S such that 
Pep-St* Q. (This ensures that a hierarchical calling pattern is maintained.) In this 
case the result of composition is a module R =P@.Q with predicate definitions 
Pux(Q). Exp(R) = Erp(P)uE_\-p(Q) and 1n1p(R) = In~p(Q)uIrnp(P) ~ donwin( Here 
x(Q) denotes the set of predicate definitions which contains Q and, for every p such 
that x(p)=y. contains a rule p(u)+y(r). The semantics of the resulting module R is the 
same as the semantics of the network consisting only of Ptz - Q. For each module S, 
if P-/l-S and Q-;I- S then these edges are merged, and become R+( [I+;,)- S. 
Similarly, if SC/~-P and S+y - Q the edges are merged to become S+( b + 7) -R. 
The semantics of a network containing Ptcx-Q is the same as the semantics of the 
network containing R, once appropriate edges have been merged (by induction on the 
calling relation). 
Module composition satisfies some important properties. The result of composition 
of modules can be represented syntactically as a module. Consequently, it is unnecess- 
ary to work with composite program structures; modules suffice. Compositionality 
(see the proposition below) justifies performing transformations on one module in 
isolation, ignoring the context in which it occurs. Independence justifies working with 
a localized part of a network of modules instead of the entire network. 
Proposition 4.2. Compositionality: !f‘ PI - P2 and Q1 -Qz then P1@,Q1 -P2BaQ2. 
Independence: 
jfP+r-Q, Q-P-R und P+-y-R then 
(PO~Q)OI~+~R-PO.+~(QO,~R). 
!~‘P+Y-Q and P+fi-R and neither Q+-* R nor Rt* Q then 
(PO,Q)O,,R-(PO,~R)O,Q. 
Proof (Sketch). In each case, it is easily verified that the composite modules have the 
same imported and exported predicate symbols. For independence, the modules have 
the same predicate definitions. For compositionality, let pi(S)=a(~lQ,(Sl,mpce,,)iExp(Q,,) 
for i= 1, 2, where x makes relations for Imp(Pi) from relations for E.~p(Qi). 
Then pl=p, since Q1 -Qz. Let Ri=Pi@zQi for i=1,2. NOW /JR,(S)= 
~(p,((l)i(S)US)I,mp(P,))UPi(S). Since PI =PZ and PI -Pz, we have pRI=pR2, that is, 
R ,-Rz. 
5. Transformations for DDBs with constraints 
We need some further definitions to express the transformations. A variable renam- 
ing is an invertible substitution, that is, a substitution r such that for some substitution 
1 m1,x g~I=g-l x = i-: (E is the identity substitution). A variant of a syntactic object is 
the result of applying a variable renaming to that object. By ne\v curimnt we will refer 
to a variant which has no variables in common with the current context. 
It is convenient for describing the transformations to extend the terminology 
introduced in [28]. A molecule is an existentially quantified (possibly empty) conjunc- 
tion of constraints and literals 3.u C A A. For simplicity, we assume that atoms in 
A have only variables as arguments and no variable appears twice in A. No loss of 
generality is involved since every molecule is logically equivalent to such a molecule. 
Two molecules 3x, C1 A A, and 3,~~ Cz A A, are equal if there is a variable renaming 
cx of the variables s, to the variables x2 such that Air= A2 and C,x*CZ. 
A molecule 3x, C1 A A, is a submolecule of the molecule 3.x, C2 A A, if there is 
a variable renaming r of the variables X, to a subset of the variables .x2 such that 
A,zGA~,C~-+C,~ and car(A,-A,a)n.u,x=E). That is, 3x, C1 A A, is a submolecule 
of3.u2 Cz A A2 if 3s2 C2 A A2 - 3zZA (3x,x C,r A A,%) for some variables z and some 
conjunction of constraints and literals Z. In this case Z is said to be the result of 
subtracting 3x, C, A A, from 3x2 C2 A AZ. The submolecule relationship can be 
viewed as a special case of rule-subsumption where rule heads are empty. Conversely, 
a rule body can be regarded as a molecule: the rule AtB is equivalent to ,4+3x B, 
where .Y is the set of variables in the rule which appear in 61 but not in A. 
For p,q~I7,,, we say q deperds on p if A, d A2 for ground atoms Al, Al, with 
pred( A 1) = p and pred( A,) = q. 
In a series of module transformations we will denote the initial module by P,,, and 
the resultant series of modules is PO, P,, P,. . . . . P,, . The perfect model semantics of 
Pi will be denoted by /ii. Let L’E L be the largest language which only has predicate 
symbols for imported and exported predicates from l7,.. Every module Pi has 
a corresponding language Li derived from the function symbols z and all predicate 
symbols in Pi or f.‘, so that L’c&. To simplify the exposition, we assume that if 
a predicate symbol p appears in Li but not in Li+ , then p does not appear in any Lj for 
.i> i. 
5.1. Thr t~an.~1ornlcrtiotu 
We consider the following transformations on a module P. 
Constroir7t rrplacernmt 
The replacement of a rule 
A+C. B 
by the rule 
A+C’, B, 
where + C-C’. We can also eliminate an equation X = Y between variables and 
apply a substitution (X+ Yi to the rule, provided this leaves the rule in standard 
form. 
Definitim 
The addition of a set of rules 
Aj--Bj. ,j= 1, . . . . k 
to P, where (pd(Aj): j= 1, . . . . kj is a set of new predicate symbols, that is, predicate 
symbols not appearing in the language of P. In the context of a series of transforma- 
tions pred(Aj) must not have appeared in a previous module in the series. 
Delrtion 
The deletion of all rules defining a set S of predicate symbols such that, for every 
p~S,p does not occur in L’ and every predicate symbol in P which depends on 
p appears in S. Deletion can be seen as an inverse of the Definition transformation. 
Removal of subsumed rules 
The deletion of a rule which is rule-subsumed by another rule of P. We can also 
allow the replacement of a rule by the subsumption-equal rule. 
Removal of (some) tautologies 
The deletion of a rule 
AtC, B, 
whose body is tautologously false in one of the following ways: 
+lC 
there are literals B1 and lB, in B such that k C+(B, =B2) 
Unfbldiny 
The replacement of a rule (the unfolded rule) 
A+C,B 
in P by the rules 
AtCUCjU{B’=H),B- (B’)UDj, j= 1, . . . . m, 
where B’GB is a positive literal, and the rules 
HtCj, Dj, ,j= 1, ...,111 
are new variants of the rules in P such that CUCju:B’= H) is consistent. Note that if, 
for every rule in P, the constraint CUCj u{ B’ = H 1 is not consistent then the result of 
unfolding is to delete the unfolded rule. 
We require that the unfolded atom B’ is not imported, that is, pred(B’) is not an 
imported predicate symbol. We will sometimes make the restriction that there is no 
self-unfolding, in other words, that the unfolded rule is never an unfolding rule. 
Equivalently, for no variable renaming $ is CuC$u(B’= A$j consistent. 
Folding 
The replacement of a collection of rules (the,folded rules) 
AtCi,Bi, i=l,..., k 
in P by the single rule 
A+C,HB,D, 
provided (a) there are (new variants of) rules (the,folding rules) 
H+Ci,B,!, i=l,..., k 
in P, (b) 0 is a variable renaming which maps some variables of H to uar(A, C, D), (c) 
there is a constraint C and conjunction of literals D such that 3xi C;O, B:O is a sub- 
molecule Of 3yi Ci, Bi [where Xi is r;ar(C’ffI, BifI-tiar(HB) and yi is uar(Ci, Bi)- uar(A)] 
for i= 1, . , k and C, D is the result of subtracting C;8, BIO from Ci, Bi for i= 1, .., k, 
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and (d) for every rule 
H+C’, B’ 
in P, if CA C’O is satisfiable then the rule is a folding rule. 
We require that no rule is simultaneously a folded rule and a folding rule. (This 
ensures that we do not destroy a rule by folding it with itself.) It then follows that 
C A(Hfl= A$) A C’$ is not satisfiable, for every renaming $. Thus, in the new module 
there cannot be dependencies X 2 YzZ, where x is ALL, Y is HHp, and both depend- 
encies arise from the resulting rule. We call this the rzonrr$e.xiz~ property of folding. 
Replrmment 
A r-eplucernent de takes the form 
where J and K are molecules with the same free variables. The application of such 
a replacement rule to a rule 
A+B 
consists of the replacement of a submolecule B’ of 3.x B by KII, where x is 
NW(B)-NW(A), B’= JO and 0 is a variable renaming which acts only on the free 
variables of J. to obtain 
A+(B- B’)uKH. 
Constraint replacement is the special case in which J and K contain only constraints. 
It is leyal to apply a replacement rule to such a rule only when no predicate symbol 
appearing in the replacement rule depends on pred(A). 
We only allow replacement rules to be applied to Pi if two conditions are met. The 
first is that we must have Pp k JttK for someQ< i and J and K are in Li. (Pj is said to 
t~lidate the replacement rule.) This condition allows the validity of replacement rules 
to be verified at whichever stage in the process of transformation is convenient, and 
not only at the first stage or at the current stage, as some transformation systems 
implicitly require. 
Let Q be the subset of rules in Pi which define predicates which depend on pred(A). 
The second condition requires that Q be order-consistent. (This condition will always 
be satisfied in a locally stratified module.) We say that the Replacement occurs in 
a conserratire conte.u: Q does not affect the (Clark completion) semantics of pred(A). 
These transformations are extensions, to handle constraints and negation, of 
transformations in 1161. Although this transformation system is superficially similar 
to the transformation system of Tamaki and Sato [27, 281 as extended by Seki [25], 
these transformation systems are, in fact, quite different. The major difference arises 
from a difference in the definition of Folding. Here the folding rule is in P whereas in 
128, 251 the folding rule must come from PO. One consequence is that folding in this 
transformation system does not have the same power as folding in [28] (see [16]). 
However, a comparison of the two entire systems is not so clear-cut. Secondary 
differences are that [28,25] allow only a single folding rule (reversible folding), and place 
more restrictions on the rules which may be introduced by the Definition transformation. 
Gardner and Shepherdson [ 121 have independently defined a transformation 
system similar to the one presented here. In particular, the form of Folding is the same. 
That system also has a more general Replacement transformation. 
Before we present the main results of this paper, we give an example of the 
application of the transformation system. The example comes from different optimiza- 
tions of the original magic sets method [4] which have appeared in the literature. (The 
magic sets method produces a “compiled” program which, when executed bottom-up, 
has many of the goal-oriented advantages of top-down execution of the original 
program. It was proposed first for Datalog programs [4, 211, but extends to definite 
logic programs [20] and, with some restrictions, to stratified logic programs [S].) In 
what follows, we adopt the terminology and notation of [.5]. In order not to introduce 
all the notation and terminology of the magic set method, we will apply the trans- 
formations to an example program, adapted from an example of [S]. Nevertheless, the 
applicability of these transformations is independent of the specific example, and the 
results of Section 6 provide formal justification of the optimizations. 
The initial program P is the following. 
sy(X, Y)+.flut(X, Y). 
s(X, Y)+up(X, ci),sy(U, VJut(v, W),lSY( W,Z),down(Z, Y). 
The magic set method of [4], assuming a bound/free query to sg and a left-to-right 
sideways information passing strategy. produces the following program. 
sg(X, Y)tm~.sy(X),,pat(X, Y). 
sy(X, Y)+m_sy(X),up(X, U),m_sy(U),sg(U, V),.flat(V, W), 
m_.sg( W)l.SLJ( W.Z), lioWI(Z, Y). 
m_sg(l/)tmL.sy(x), up(X, CJ). 
!7lLsg( W)+m_.sy(X), Lcp(X, U),m-sy(U), sy(U, V),.Jat( V, W). 
The program also contains a unit rule for m_sy which is determined by the query. By 
Unfolding each positive call sy(X, Y) to sg, replacing the consequent occurrences of 
m_sy(X), m_sg(X) by m_sy(X) (the change preserves subsumption-equality), and 
then Folding the call to sy(X), we obtain the following program. 
SY(X, Y)-m-sg(X),.put(X, Y). 
%/(X9 Y)+m-W(X), UP(X, U), sg(U, Qpat( v, W), 
nl~sg(W),lsg(W,Z),u'o~t'n(Z, Y). 
m_sg(U)tm_sg(X), up(X, U). 
m.._.sy( W)+m_sg(X), up(X, ci),sy(U, V),,flut( V, W). 
It should be clear that some computationally redundant calls to m_sg have been 
eliminated. An informal argument for the correctness of this new program was given 
in 131. 
We now define predicates slcpp,, supp,, supp, (in that order), Fold the second rule 
for SC/ and the second rule for rn_.s<j using these three predicates, and Fold the first 
rule for m_.s</ using the definition of supp,. The resulting program P’ (below) avoids 
some reevaluation of expressions by using supplementary predicates supp, to hold 
intermediate results [22. 51. 
.sllpp~(x. C’)+n_xg( x ), up(X, U). 
.supp~(x, V)+.suppz(X, cJ),.sy(U, V). 
supp,(X, W)+supp,(X. V).,flLlt( V, W). 
.ug( x. Y)+nl~~.s<g( x ),.flat( x, Y). 
sg( x, Y)+supp,( x, W), 111~~ sy( W),lX/( W,Z),dowl(Z, Y). 
n_xg( W)t.slrppj( x. U’). 
Although we have exhibited these transformations for a particular program, ana- 
logous transformations apply to any program generated by the magic set method. 
Using the results of Section 6, it can be shown that the initial magic sets program and 
the final program have equivalent perfect model semantics, proded rhe initiul magic 
sets proyrcrm is Iou~Ily strutifird. The correctness of a compilation process which 
immediately produces the program P’ from the program P then follows immediately 
from the correctness of the original magic sets method, provided P’ is locally stratified. 
6. Preservation theorems 
A htrsica trLlll.~fi)rllz~ltt(~1z .systcm uses only the transformations defined above. Conse- 
quently, a module undergoing transformation is totally isolated from other modules. 
In this section we discuss some properties which are preserved (i.e. held invariant) by 
the basic transformation system. 
The correctness of the basic transformation system with respect to Clark-comple- 
tion semantics can be viewed as simply another preservation theorem. Before showing 
this theorem we need the following lemma, which is adapted from Theorem 3.1 of 
[24]. It states a condition on Definition transformations (and, indirectly, on Deletion 
transformations) which ensures that the Clark-completion semantics is preserved. 
Lemma 6.1. Let Pi+ 1 hr ohtLlirlc~d,f~orn Pi ha, u Definition tran.@mation where the set 
of‘ introdud rules is ordrr-c,on.sistc’nt. 
Tlwn rr’ery modrl 01’ Pi” cun he t~xtrndcd to u model of PT+ , 
Proposition 6.2. Let Pi be obtained,from P, by the basic transjkrmation system. Suppose 
that the set of rules added or deleted in any Dqfinition or Deletion tran?formation is 
order-consistent, and no rule unfolds itself: Then 
P?k.f ifs PC7k.f 
,for ecery formula ,f expressible in L’. 
Proof. The proof is by induction on i, where the induction hypothesis consists of the 
consequent of the theorem and the justification of the replacement rules: 
Pi*k.f iff P6F.f 
for every formulaf’expressible in L’, and if J++K is in Li and if 
Pj*+ J++K 
for some j< i then 
The base step, i=O, is trivial. The induction step proceeds by cases, one for each 
transformation in the system. For Removal transformations the equivalence of 
Pi* and P,?“,l is straightforward. For Definition and Deletion transformations, it 
follows from Lemma 6.1 that 
Pi*I=,f iff Pi”, 1 k.f 
for every formulaf expressible in L;n Li + I. Consequently, the induction step holds in 
this case. For Unfolding and Folding transformations, since the unfolding (folding) 
rules are not themselves unfolded (folded), the completion of these rules is in both 
Pt and PX1. Consequently, 
For a Replacement transformation the second part of the induction hypothesis is 
needed to show that the replacement rule is validated by Pi. Let R = Pi - Q, where Q is 
the set of rules of Pi for predicates which depend on the predicate in the head of the 
rule to which Replacement is applied. R is also a subset of Pi+, and, by legality and 
the conservative context condition, Pi+ 1 - R is order-consistent. By Lemma 6.1, every 
model of R* can be extended both to a model of PT and to a model of P,?+ 1. It follows 
that the replacement rule is also validated by Pi+l. Using legality, we thus have 
For the remaining transformations, 
/= PT+ 1 ++P,* 
and, so, the induction step holds. 0 
By a slight adaptation of this proof we obtain the following theorem. 
Theorem 6.3. Let Pi hr ohtairwd,fkm PO by the hit trunsformution system. Suppose 
tht thr srt of’ rules ridded or deleted in any Dcjirlition or Deletion transformution is 
order-c,orzsi.sterzt, crrzd w rule ur$)ld.s itself: Thrn P, 2 P,, 
If we allow a rule to unfold itself then the previous two results do not hold, in 
general [16]. Consider the program over the Herbrand universe consisting of the 
single rule p( X)+p( ,f( X)). After unfolding we obtain p( X)+p( ,f( f( X))), and the two 
Clark completions are not equivalent. However, self-unfolding does preserve the 
perfect model semantics of locally stratified modules. 
Lemma 6.4. !f‘ Pi is 10~11~~ stratjficd end Pi+ , is obtained ,fiwn P, by Unfolding, 
P+ 1 =PI. 
Proof. Let Q be relations for the imported predicates, and let Mi (Mi+, ) denote the 
perfect model of PiuQ (P,, I uQ). We show, by induction on the stratification, that 
Mi= Mi+ 1. Suppose (the induction hypothesis) that M = Milcl= Mi+ 1 1 <T. Clearly, 
P,+P,+,. Using Lemma 3.3, it follows that pos(Mi/z)zpos(Mi+, iI). To show that 
pos(M; I,) G pos(M, + , lx). we prove by induction that Ti 7 n G T, + , Tn for every n, where 
TfO=M and ~T(M+ l)=T(Ttn) for any function T, and T,(I)=lujA:A+B is 
a ground instance of a rule of PF, I+ B) (and, similarly, for T,, 1 and E’s+ 1). Clearly, 
this holds for 17 = 0. 
Let A E T,T(n + 1). Then there is an instance A t B of a rule of Pi such that B 5 TiTn. If 
that rule also appears in Pi+ 1 then AE T,, 1 (T,Tn)s T,, , T(n + 1). Otherwise, that rule 
is the unfolded rule. Say, CEB is the instance of the atom at which the unfolding 
occurred. Then there is an instance CtD of a rule of Pi such that DC T,T(n- 1). 
Clearly, A+(B-iC))uD is an instance of a rule of Pi+l. Furthermore, 
(I& jC))uDc TitnuTi_iT(rl- I)= T,Tnc Ti+ llrz by the induction hypothesis. Thus, 
AET,+,f(n+ I). n 
We now turn to dependency-related properties. It is clear that Deletions, Removal 
of subsumed rules and tautologies, and Unfolding all reduce the dependencies in 
a module and add none. Hence, these transformations preserve call-consistency, 
stratifiedness, well-foundedness, . Subsumption-equal rules have the same ground 
instances: thus, replacement of a rule by a subsumption-equal rule preserves the 
dependencies. Definition transformations add dependencies. However, such trans- 
formations will preserve each of the above properties except strictness, provided the 
new rules themselves satisfy the property. This is because the new rules, in essence, 
form a module which calls the module composed of the old rules. Preservation of 
strictness can require an examination of the entire module, as pointed out in the 
section on modules. 
For Folding and Replacement transformations preservation of these properties is 
not so obvious. We deal with Folding first. 
Proposition 6.5. Suppose Pi + 1 is ohtained.from Pi h~,fbldiny the rules 
AcCi,Bi, i=l,..., k 
by the rules 
HeCi,Bl, i=l,..., k 
to obtain 
A+C,HH,B. 
Then 
(a) If’ Pi is strurijied then Pi+, is strat$ed. 
(b) If P, is call-consistent then Pi+, is cull-consistent. 
(c) Suppose at least one ,folding rule is not (I unit rule. !f Pi is strict then Pi+ 
strict. 
(d) !f’Pi is hierarchical then Pi+ 1 is hierarchical. 
(e) (f Pi is \vell+unded then Pi+ 1 is vvelLfounded. 
(f) If Pi is order-consistent then Pi+, is order-consistent. 
(g) Jf’ P, has u 10~~1 strut~ficution then Pi and Pi+ 1 ure strutijicution-compatible. 
is 
Proof. In each case we prove the contrapositive. When we refer to a dependency of the 
form A,u z+ , HH,u, we will assume that it can only arise from the rule which results 
from folding, since otherwise the argument is trivial. 
We will use the following remark several times in the proofs below: If 
XAi,X’=1;;.. Zi,,Yin Pi+1 then either the same relationships are true in Pi or the 
chain has as subchain ALL 2 + I Hop for some valuation p. If all dependencies of the 
form Ac(=I+ 1 HOP occur before the last dependency then there is a subchain 
A/c 2 + 1 HHp ?FfIp for some valuation IL, where F occurs in the body of a folding 
rule. Consequently, the similur chain, obtained by repeatedly replacing subchains 
A/I 2 + 1 HO/J ~iF8p by A/J Aj Fop, holds for Pi. 
(a) If Pi+, is not stratified then the cycle X 2 i, X’ 7iz ... 2 i,, X holds in Pi+ 1 for 
some XEB, and some ik is - 1. Note that if the cycle contains Ap 2 + 1 HBp for some 
valuation p then the cycle has a subchain Ap z + , HOP 2jFe~, where F occurs in the 
body of a folding rule. By the remark above, a similar cycle holds in Pi and, so, Pi was 
not stratified. 
(b) If Pi+ 1 is not call-consistent then X 2 iI X’ Liz 2 i,, X holds in Pi+ 1 for some 
XEB,, where iI ‘i2 ... i,! = - 1. Following the same argument as the previous part 
a similar cycle holds in Pi and, so, Pi was not call-consistent. 
(c) If pi+ 1 is not strict then X 2 i, X’ 2 ir ... 2 i,, Y and X Ai1 Y’ Zj, ... ~j, Y hold in 
pi+ I for some X, YEB, and some i,, . . . . i, and j,, . . . . j,, where iI .i2 ... i,= + 1 and 
j,.j, ..,j,,,= - 1. Suppose at least one folding rule is not a unit rule. If the last 
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dependency of a chain has the form A,LL z + , HNp then we can extend the chains by 
HH,LL~~FQ~, where F occurs in the body of some folding rule. Consequently, the 
remarks above are applicable. Now by an argument similar to the previous two parts 
there are similar chains which hold in Pi and so, Pi was not strict. 
(d) If Pi+, is not hierarchical then X z,, X’zi, ... zimX holds in Pi+ 1 for some 
XEB,, Following the same argument as (a) and (b), a similar cycle holds in Pi and, so, 
Pi was not hierarchical. 
(e) If Pi+ 1 is not well-founded then X 1 3 ij X, z iz ‘. . X,, z i,, X,, + , z i,, + I . . . holds in 
pi+l for some X,EB,, where (i) infinitely many of the ik’s are - 1 and (ii) there is an 
infinite subsequence Y,, , Y,. of this chain such that, for all I, Y, $ Y,, 1 holds in 
Pi+ 1. As a result of the nonreflexive property, no Xk can serve simultaneously as 
depender and dependee for dependencies arising from the new rule in Pi+ 1. Thus, all 
dependencies in the infinite chain of the form Ap I + 1 Hflp 2 j FH,u for some valuation 
,LL are independent and can be simultaneously replaced by Ap ~jFB~ to obtain 
a similar infinite chain which holds in Pi. Since only positive dependencies have been 
omitted, this chain must also have infinitely many negative dependencies. 
We now obtain a subsequence Z,. . . . . Z,,, of the similar infinite chain from the 
sequence of Y’s, The sequence of Z’s is obtained by replacing every Y, of the form HHp 
which appears in the chain of X’s in the subchain A/L z+ 1 HHp ~jF8~ by the 
corresponding Ap, and then deleting repetitions. The result is an infinite subsequence 
of the similar infinite chain. Furthermore, observe that if U 6 W holds in Pi+, then 
U$ W holds in Pi> since Folding increases the < dependencies. Consequently, 
condition (ii) is satisfied for the sequence of Z’s, Thus, the infinite chain demonstrates 
that Pi was not well-founded. 
(f) If Pi+, is not order-consistent then there are chains 
X1 =iiXx 3,2...X,1g;,,Xn+l ?i,,+, ... and Y1 ?j, Yl 7jr... Y,I?j,,Y,+l --7jn+,... which 
have a common subsequence Z, , Z2, . Zkr . . and, for each k, the first (second) chain 
demonstrates that Zk 3 + 1 Zk + , (2, > 1 Z, + ,) in Pi+ 1. We can employ the similar 
chains to show that Pi was not order-consistent, unless all but a finite number of the 
atoms Zk have the form HfIp. In the latter case, for every k greater than some ko, the 
chain of Xi contains a dependency HBpk z,, Fkfl,uLk, where ZI, = HQpk, Fk occurs in the 
body of a folding rule and, by the nonreflexive property, FLNpk does not have the form 
HHp. Now FANpk>,HHph+, 9 i HNA+~ >F,c.+~H~~+~, so that FkOp~k3 kFk+2d~k+~. 
Thus, the sequence of atoms FlkOpZk also demonstrates that Pi+l is not order- 
consistent and, as argued above, it follows that Pi was not order-consistent. 
(g) By the same arguments as (a) and (e), PiUP,+ 1 is stratified and well- 
founded. c1 
Folding with only unit rules can destroy strictness. For example, consider the strict 
program 
p(X) + x>o. 
q(X) + X>O,lV(X). 
r(X) + s(X, Y),p(X). 
399 
By folding the second rule with the first we obtain 
in place of the second rule, and now q(d) depends both positively and negatively on 
p(d). for every dE9. 
Proposition. 6.6. SUppose Pi + 1 is obtained ,fiwm Pi using a replacement rule 
J*K 
on a rule 
A+B. 
and suppose the replacement is legal. Then 
(a) !f‘Pi is stratijied then Pi+ 1 is strat$ed. 
(b) !f Pi is call-consistent then Pi+ 1 is call-consistent. 
(c) [f Pi is hierarchical then Pi+, is hierarchical. 
(d) !f Pi is \~~elLfounded then Pi+ 1 is welLfounded. 
(e) !f’Pi is order-consistent then Pi+ 1 is order-consistent. 
(f) [f Pi has II lOCal stratijication then Pi and Pi+ 1 are stratijcation-compatible. 
Proof. (a, b) If a cycle X 2 i, X’ 2 ir ... z i,, X holds in Pi+ I and the cycle contains 
a dependency Ap 4 kt!Ip arising from the new rule (where k occurs in K) then for some 
k’ in K we have k’@ 7 X1 2 . .. 2 X,, 2 A,u, where the Xi are not of the form keg for any 
k in K and any valuation fl. The dependencies must arise from the unchanged rules of 
pi+, and, so, must also hold in Pi. But then K depends on A, which contradicts the 
legality of the replacement. Thus, any cycle holding in Pi+ 1 must also hold in Pi. In 
particular, if Pi+, is unstratified or not call-consistent then so is Pi. 
(c) It follows almost immediately from the legality of Replacement, which forces 
a hierarchical relationship between A, and J and K. 
(d) If Pi+ 1 is not well-founded then X1 zil X2 zil ... X, =~i,,X~+l ~i,,+~ ... holds in 
Pi+ 1 for some X,EB, where infinitely many of the ik’s are - 1 and there is an infinite 
subsequence Y1, . , Y[, of this chain such that, for all 1, Y[ 6 Y,+ 1 holds in Pi+ 1. If 
a dependency of the form A,u 2 kH,u arising from the new rule occurs only once, say at 
X,, then Xn7i,,Xn+1 ~i,,+I”’ holds in Pi and demonstrates that Pi was not well- 
founded. If such a dependency occurs more than once then for some k’ in K and some 
valuation p we have k’8yzXiz ... I X,2 Ap2 ... in Pi, where the Xi are not of the 
form kH/I for any k in K and any valuation /L This contradicts the legality of the 
replacement and so it follows that if Pi+ 1 is not well-founded then neither is Pi. 
(4 If Pi+ 1 is not order-consistent then there are chains X, 2 i,X2 7i2 ... 
XII 2 i,, X n+ 1 ;i,,+ 1 “’ and Y1 zj, Yz yj, ... Y, ~j,, Y,+ 1 ~j,,+, ... which have a com- 
mon subsequence 2, ,Zz, . . . . Z, ,... and, for each k, the first (second) chain demon- 
strates that Zk > + , Zk + 1 (Z, 3 _ 1 Zk + 1 ) in Pi + 1. As in the argument for part (d), if 
a dependency of the form A/l 2 kOp occurs twice or more in a chain then we contradict 
the legality of Replacement. Hence, such a dependency occurs at most once in each 
chain, and we can use the infinite subchains of elements which do not depend on such 
kB,u to demonstrate that Pi was not order-consistent. 
(f) Applying the same arguments as in (a) and (d), PiUPi+, is stratified and 
well-founded. 1 
The preservation of dependency properties is summarized in the following theorem. 
It is proved by induction on i, using the previous propositions. 
Theorem 6.7. Let Pi he obtained ,fiom PO by II series of transj~mnations. Suppose thut 
use.s ofthe Dejnition transformation add suhprogrums which are strat$ed (call-consist- 
ent. hierurchicul, ~veli&ded, order-consistent). 
If PO is stratijied (c.all-c’onsistent, hierarchical, wellyfounded, order-consistent) then 
Pi is strut{fied (c.Llll-corisistent, hierurchical, wellTfoundrd, odder-consistent). 
Suppose the Dgjinition und Replacement transfiwnations are wt used, und Foldiny 
ulways uses al leust one nonunit ,fddiny ride. 
!f‘ PO is strict then Pi is strict. 
It is clear that the result for strict modules can be strengthened by allowing 
Definition and Replacement transformations under some conditions. However, test- 
ing these conditions would, in general, require examining the entire module. 
It follows immediately from Theorem 6.7 and Proposition 3.2 (and the remarks 
before it) that, under the conditions of the theorem, the transformation system 
preserves local stratifiability, local hierarchicality and local strictness. 
We now demonstrate the correctness of the basic transformation system with 
replace to the perfect model semantics for locally stratified modules. 
Theorem 6.8. Let Pi he ohtuined,fiwm PO by u series oftramformutions. Suppose PO has 
a local .strat$icution, and thut the D@nition trllnsfi,rmution onl!) introduces subproyrums 
tvhich hare a local stratijcation, uml no rule unfdrls itself: 
Then Pi has u pe@ct ndel semantics and Pi-PO. 
Proof. From Theorem 6.7, Pi has a local stratification, for every i, and, so, its perfect 
model semantics p, exists. The remainder of the proof is by induction on i. If Pi is 
obtained by Definition then the hypothesis of this theorem ensures that the hypothesis 
of Theorem 6.3 is satisfied. If Pi is obtained by Deletion then, since Pi_ 1 has a local 
stratification, the hypothesis of Theorem 6.3 is again satisfied. Thus, whichever 
transformation was used, Pi_ 1 rr Pi by Theorem 6.3. Using Propositions 6.5(g) and 
6.6(f) and previous remarks, Pin, and Pi are stratification-compatible. Thus, by 
Theorem 4.1, ,L~,=/c~-~ and, so, by the induction hypothesis, pi=/‘03 that is, 
Pi-PO. I7 
We can remove the restriction on Unfolding by interleaving the above transforma- 
tions with self-unfolding. The necessity of treating self-unfolding separately demon- 
strates a limitation of methods based on Theorem 3.6. Combining Theorem 6.8 with 
Lemma 6.4 we have the following corollary. 
Corollary 6.9. Let Pi be obtainedj-om PO by a series qf tran?formutions. Suppose PO has 
a local stratification, and that the Dejnition transformution only introduces subprograms 
which haue II local strutijcation. 
Then Pi has N perfect model semantics and Pi- PO. 
A comparable result is shown in [25] for a transformation system based on the 
TamakiiSato reversible folding. Gardner and Shepherdson [12] give a result similar 
to Theorem 6.3 for their transformation system. However, their main interest is in the 
preservation of the procedural SLDNF semantics. 
7. Discussion 
The basic transformation system treats a module in isolation from any module 
network in which it appears. The applicability of Theorem 6.8 in this setting follows 
from the property of compositionality (Proposition 4.2). The transformation system 
can be extended with module composition and decomposition transformations, which 
provide the ability to exploit the specific context in which a module appears. In this 
case we can obtain a result similar to Theorem 6.8 for module networks, using the 
independence property (Proposition 4.2). However, as would be expected, the seman- 
tics of individual modules is not preserved. 
The well-founded semantics of DDBs [30] applies to a larger class of DDBs than 
the locally stratified DDBs. In view of results in [19], which show that DDBs with 
2-valued well-founded semantics (the so-called saturated DDBs) can be viewed as 
satisfying a weak form of stratification, our correctness results might extend to the 
well-founded semantics for saturated DDBs. 
It is not difficult to adapt the proofs of Propositions 6.5(e) and 6.6(d) to show that 
the transformations also preserve positive-order-consistency [l 11. As a consequence 
of Proposition 6.2 and [l 1, Theorem 3.21, the basic transformation system preserves 
the stable model semantics [ 131 of positive-order-consistent programs. 
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Note added in proof 
It has been pointed out to me by David Kemp that a full synthesis of the magic sets 
method, with the removal of redundant calls to m-sy as in Section 5, is performed in 
[32]. That work uses an extension of the transformation system of [27]. However it 
only applies to definite programs. 
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