Abstract. The existence of general measures for the covariance matrices of the evaluated data uncertainties obtained in different model and non-model least-squares fits of the same experimental data is considered. It is shown that some quantities (called measures here) calculated from the elements of covariance matrices are exactly and others are approximately conserved quantities independent from the model used in the fit. The use of these measures allows a simple comparison of uncertainties obtained in different evaluations of the same cross sections. The measures were used for the justification of the uncertainties of the neutron cross section standards evaluated in least-squares fits of a bulk volume of the experimental data. It is shown that the uncertainties obtained in the standards evaluation are realistic and determined completely by the uncertainties of the experimental data when taking into account all known correlations between the different experiments.
Introduction
Percentage errors, which are easy to compare, present important but not complete information about the uncertainty of the data. The complete data uncertainty is given by the covariance matrix of uncertainties, which generally has non-zero offdiagonal elements. These elements appear in the presentation of the uncertainties of the experimental data when the error propagation law is used for data reduction in the presence of common (for all points) components of the uncertainties (such as uncertainties in determination of the sample mass, neutron flux, etc.). A parametric model least-squares fit of the experimental data introduces additional intrinsic cross-energy correlations through the sensitivity coefficients of the cross sections relative to the model parameters.
Different model and non-model fits can be used in the evaluations of the same experimental data, and even if cross sections evaluated in different fits are close, the covariance matrices of the evaluated uncertainties can be very different. Usually the strong reduction of variances (or percentage uncertainties) is observed in the model fits comparing with the non-model fits. This effect, called often as a strong uncertainty reduction in the model fits, leads to cases, when evaluated uncertainties are considered by the experts, as unrealistic low. At the same time the uncertainty of some integral parameters (e.g., spectrum averaged cross sections) calculated with different covariance matrices can be very close. This is an indication that some general measures of uncertainty may exist, which can be used for comparison of uncertainties of evaluated data obtained in different model and non-model fits.
Strict and approximate relations for covariance matrices of uncertainties
Let us consider the parametric (model) least-squares fit of a single experimental data set in Bayesian approach with a prior having large uncertainties (non-informative prior). Because a prior in this case does not influence the results of the evaluation, the approach is fully equivalent to the non-Bayesian least-squares fit. The generalization for a few experimental data sets is simple: at first step -Bayesian non-model leastsquares fit with consecutive inclusion of all experimental data sets, and at second step -model least-squares fit of the result of the non-model least-squares evaluation. The final model evaluation should be the same as in the case of Bayesian model least-squares fit with consecutive addition of the experimental data sets. Because of this we will limit here our consideration to the case of the model least-squares fit of a single experimental data set.
If R is a covariance matrix of the uncertainties of experimental data, G is a matrix of sensitivity coefficients (partial derivatives of the model function with regard to the parameters) and superscripts T and -1 means transposition and inversion of the matrices, then the least-squares method gives for covariance matrix of the uncertainties of the evaluated parameters W:
The covariance matrix of the evaluated uncertainties V given in the nodes where experimental data are presented can be written as:
Using (1), (2) it is possible to show that the trace (Sp) of the matrices product R −1 and V does not depend on the model used, or quality of the fit assessed with χ 2 -criterion, but is equal to the number of the model parameters M [1] :
The same is true for the matrices with the relative covariances r and v.
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If the number of parameters is less than the number of data points, V and v have no inverse matrices, so V R and v r. Relations (3)-(6) exhaust known to us relations strict for any model fit. It can be shown that the next relations are strict for power polynomial fit in all cases and approximate, in general, for any other model fit of single experimental data set (or result of non-model least-squares fit for many data sets):
for any line i, and
where N is the number of data points (energy nodes) and Det is the determinant of the matrix. In case of power polynomial model, the quality of the fit does not influence the accuracy of the equalities (7)-(9), but it is not so in a general model case. The equalities were obtained analytically for a power polynomial model. In general case, they are based on conditions of necessity and sufficiency of existence of the solutions, when they are going through the experimental points. The equalities (3)-(9) were checked numerically in the fits with different Padé analytical expansion models.
The equalities (3)-(9) can be used for checks of covariance matrices of uncertainties of evaluated data obtained in different least-squares fits of the same experimental data.
Using the expression of the determinant through the matrix elements (V i,k − R i,k ) for the line i and corresponding co-factors to these elements A(V i,k − R i,k ), we can write for any line i = 1, . . . , N:
There are two general measures of uncertainty [1] that are strictly invariant for a wide range of model evaluations. Let y WG is the mean value of the data y(x k ), evaluated in points x k and weighted by the elements of the experimental covariance matrix:ȳ
For all model evaluations with regression functions having a constant shift as one of the parameters, y(x, p) = p 1 + g(x; p 2 , . . . , p M ), the uncertainty of the weighted mean value of the evaluated data as defined by (11) depend on the model and is equal to the uncertainty of the weighted mean value of the experimental data:
In some cases, it is impossible to single out a constant shift as a parameter. If a constant factor can be singled out as one of the approximate parameters of the regression function, the relation similar to (12) can be written for the relative covariances. The relation for the relative covariances is also valid when (12) is valid for absolute covariances, but not vice versa. Relation (10) shows that the sum of the elements of a line (row) of the covariance matrix of evaluated data weighted with their co-factors is close to the sum of the elements for the same line (row) of the covariance matrix of experimental data weighted with their co-factors. At the same time the practice of the fits using different model and non-model approaches had shown that even unweighted sums of the elements of the same line (row) of the evaluated data are very close when fits are close. To illustrate this, the comparison of the elements of the line (row) of covariance matrices of data evaluated for five experimental data sets of 6 Li(n,t) standard cross section in non-model (GMA) and model (RAC R-matrix and PADE2 analytical expansion) [2] is shown on figure 1. The line (row) presents covariances between data at 0.2 MeV neutron energy and data at other neutron energies. The value given at 0.2 MeV presents the variance. As we see the variances are very different in the model and non-model fits, but the sum of the elements of the covariance matrix for given line (row) differs only at 1.6 per cent and this difference for the sum of all elements of covariance matrices evaluated in different approaches is even less. High value of variances in the nonmodel fit is compensated by higher values of covariances near diagonal of covariance matrix of uncertainties in the model fits. Because uncertainty of important integral quantities calculated with evaluated data may include different types Neutron energy (MeV)
Fig. 2.
Percentage uncertainties of the evaluated cross section for the 6 Li(n,t) reaction: thick solid-line histogram -estimation given by CSEWG experts; short-dashed line -GMA result with full GMA database, including experimental data for the 6 Li(n,t), 6 Li(n,n) and 6 Li(n,total) reactions; thin solid line -uncertainties in the GMA combined fit for standards; long-dashed and dot-dashed lines -EDA and RAC R-matrix results, respectively. of weighted sums, this property of least-squares fit is very important. Even if the covariance matrices of the uncertainties of the evaluated data look differently, uncertainty of integral parameters calculated with these data can be very close.
Uncertainty of the standard cross sections
The uncertainties obtained in an earlier standards evaluation [3] were considered to be unrealistically low by the experts of the US Cross Section Evaluation Working Group (CSEWG). New standards evaluation has the variances (or percentage uncertainties) close to the previous evaluation [2, 4] . Figure 2 shows the percentage uncertainties for 6 Li(n,t) standard cross section, where initial evaluation was obtained in the R-matrix model fit, and figure 3 -for 235 U(n,f), where initial evaluation was obtained with non-model GMA fit of the experimental data. The final evaluations were obtained as combined fit of R-matrix results for light nuclides with all available experimental data for heavy nuclides including ratios of the cross sections.
The CSEWG estimated the uncertainties as a possible corridor of errors within which 2/3-rd of modern days experimental results should fall. No estimation of correlative properties of the uncertainties is given. They did not account any reduction of the uncertainties because of inclusion of the relations between partial and total cross sections, use of experimental data for inverse channels of reactions and additional observables in the model fits. This is clearly seen from figure 2 for 6 Li(n,t) reaction. Evaluated uncertainties in GMA non-model fit below 0. Influence of the R-matrix fit of 6 Li(n,t) and 10 B(n,α) reactions on the 235 U(n,f) standard cross section is small and limited by the neutron energy below 0.2 MeV (fig. 3) . The low percentage uncertainties obtained from the GMA combined fit of the 235 U(n,f) cross section for neutron energies between 0.5 and 10 MeV are the consequences of low uncertainties (at 2 per cent level) assigned by the experimenters to the results of absolute cross section measurements. The same is true at 14 MeV, where no large differences between the GMA results and experts' estimation are observed. There are many high precision absolute measurements done with different methods at this point.
For analysis of uncertainties of the 235 U(n,f) cross section in the energy range from 0.5 to 5 MeV the spectral distribution of differences between the results of absolute measurements in this energy range and evaluated standard values were analyzed. The data were split up in 2 groups: measured before and after 1980. Measurements done after 1980 have been considered as modern measurements. We have clearly seen that the general spread of data is less for this group than for the group of old measurements. 2/3-rd of data points for modern experiments falls in less than 1.5% error corridor. This agrees with a CSEWG estimation in 1.5-2.3% for this energy range. Thorough analysis of uncertainties and account of all existing correlations was done for experimental data used in the evaluation of standards. The analysis included also search of outlaying data, which have substantially increased the chisquare value in the fit. It was observed for standard reactions that the data with large uncertainties are usually the outlaying data. Then the inclusion of the additional component of systematical uncertainty to these outlaying data making them consistent with a bulk of other data did not influence much the evaluated data and their uncertainties. As a consequence of lack of correlations between many measurements using different methods, samples, detectors, we see the reduction of the percentage uncertainty in least-squares fit to 0.5% for 235 U(n,f) with rather high cross-energy correlations. The uncertainties evaluated in such approach can be considered as realistic because all factors that can lead to the increase of the evaluated uncertainties are accounted.
The pessimistic evaluation of the uncertainties is based on the least-squares fit in an approach similar to the approach used by the CSEWG experts for simple estimations. In this approach the statistical and systematical uncertainties assigned to the experimental data by the experimentalists were not taken into account, they were assigned using observable scatter (distribution) and shift of the data relative the model approximant in selected energy ranges. The use of this approach is possible when we have enough data for their statistical analysis. The analysis allows also estimate the off-diagonal covariances. Evaluated values obtained in PADE2 model fit of these data with covariance matrices of uncertainties estimated in such a way were rather close to the standards evaluation, the percentage uncertainties of the evaluated data were close to the values obtained with GMA non-model fit for 6 Li(n,t) and 235 U(n,f) reactions. But if we compare the average element of covariance matrices of the evaluated uncertainties, we will find the large differences: pessimistic evaluation gives 4 to 8 times higher values comparing with the realistic evaluation of the standards. It is interesting to compare the uncertainty of 252 Cf spectrum averaged cross sections for these two evaluations of uncertainties. For evaluated 252 Cf spontaneous fission neutron spectrum and covariance matrix of uncertainty as recommended by W. Mannhart [5] we will obtain the following uncertainty of the spectrum averaged cross sections: 1.29% for pessimistic and 0.518% for realistic 6 Li(n,t) standard evaluation and 0.568% for pessimistic and 0.287% for realistic 235 U(n,f) standard evaluation. The difference is fully explained by the difference in the assigning of the systematical uncertainty to the experimental data: through thorough analysis of all components of uncertainty for each data set using error propagation law as it was done in realistic evaluation of standards, or through analysis of the spread of the data without consideration of the uncertainties assigned by the authors as it was done in the pessimistic evaluation.
Conclusion
Comparison of the evaluated covariance matrices of the uncertainties obtained with realistic (present standards) and pessimistic estimation of experimental data errors shows once more that variances (or percentage uncertainties) cannot characterize alone the uncertainties of the evaluated data. The contribution of the off-diagonal covariances of the evaluated data uncertainty in the uncertainties of the integral parameters is very important. The average covariance matrix element is a general characteristic of the covariance matrix of uncertainties. The practice of the fits with different models of the same experimental data had shown that the average value of the element of the evaluated covariance matrix is an approximately conserving quantity. The following hypothesis based mainly at our empirical experience can be formulated: if different model and non-model fits of the same experimental data are close, the average elements of the evaluated covariance matrices in these fits are also close. Comparing with relations (3)-(5) this hypothesis is less justified, but it is rather convenient to use in the comparison of different covariance matrices. No large violations of this hypothesis were found during the tests done in the course of the evaluation of the standard cross sections in cases where covariance matrices of the experimental data are obtained with the use of the error propagation law.
