In this paper we review the status of the simulation of detonations using the direct simulation Monte Carlo method and report on progress in applications to the hydrogenchlorine system. Recent work with this stochastic approach has demonstrated successes in treating simple model systems, confirmed many of the details found in earlier analyses, and revealed new phenomena such as ultrafast detonations. Current efforts are directed toward simulations for fully realistic kinetic systems. These require a more elaborate and detailed treatment of dissociation and recombination reactions as well as energy exchanges involving many degrees of freedom and discrete vibrational levels. Initial results are encouraging and indicate such calculations are feasible for complex reaction systems.
One of the most significant developments of the Zel′dovich-von Neumann-Döring (ZND) theories was the introduction of thickness to the detonation front by means of a series of Hugoniot curves representing "successive fractions" of a reaction in a detonation. This modification replaced the single Hugoniot curve approach for describing pressure and density changes in the CJ theory and the underlying assumption of an infinitely fast reaction. Another important contribution was the validation of the CJ condition (sonic burned gases) based on stability arguments assuming one-dimensional behavior. It was determined that when the shock region preceded the reaction region, the detonation velocity was equal to the sum of the flow velocity and the speed of sound in the burned gas. The contributions by Zel′dovich, von Neumann, and Döring opened detonation theory to others to investigate the complex reaction-shock dynamic.
In 1958 Hirschfelder and Curtiss 12 published a detailed study of temperature, pressure and composition as a function of distance in a steady state, gas phase detonation wave. They were the first to use the complete set of hydrodynamic relations, including coefficient of diffusion, viscosity and realistic relations for chemical kinetics.
Hirschfelder and Curtiss were also very interested in the strong coupling between the shock and reaction regions. They considered examples of strong shock and reaction region coalescence and discovered that the waves lacked the characteristic von Neumann spike. Hirschfelder and Curtiss concluded that …"if the Mach number is greater than unity, the solutions have an entirely different nature and exist only for a single ambient pressure rather than for a range of pressures."
These noted contributions have allowed us a standardized approach to the study of the formation and propagation of a one-dimensional detonation. It will be shown that much of our work using the direct simulation Monte Carlo method has followed closely these scientific contributions and provided confirmation at the molecular level.
B. Computational and Theoretical Approaches
There is a wide range of computational and theoretical approaches available to study fluid dynamic processes such as detonation. Figure 1 illustrates how fluid dynamic processes can be viewed as points in a 3-D space based upon the Knudsen number, the Mach number, and the Strouhal number. The Knudsen number (Kn) is defined as the ratio of the mean-free-path to characteristic length scale (λ / L), and is a measure of the nonequilibrium or viscous effects. The Knudsen number can be shown to be roughly inversely proportional to the Reynolds number (U L / ν), where U and ν are the macroscopic flow velocity and kinematic viscosity, respectively. The Mach number is the ratio of the flow velocity to the speed of sound (U / a), and is a measure of compressibility, including the incompressible, subsonic, transonic, supersonic, and hypersonic regimes. The Strouhal number is a nondimensional frequency (f L / U) where f is the frequency, and is a measure of unsteadiness in the flow. The Strouhal number ranges from steady-state flow to highly unsteady flow such as that encountered in acoustics or turbulence. Special cases of fluid dynamic processes (e.g., steady state flow, incompressible flow, or inviscid flow) can be represented as two-dimensional regions in this space. A detonation represents one of the most complicated fluid flows possible, since it involves large Knudsen numbers, large Mach numbers, and (often) unsteady behavior. The wide range of physical scales and phenomena involved in fluid dynamics is one of the reasons why there are many different computational approaches used. No single method can efficiently and effectively capture all the different aspects of all fluid dynamic flows. This situation is even more complicated when chemical reactions are involved. The detonation process is highly nonlinear, so the simplest fluid dynamic model possible is one that uses the Euler equations. These continuum equations include the (inviscid) continuum mass, momentum, and energy equations which are four-dimensional (space and time) nonlinear partial differential equations based on the assumption that gas is locally in equilibrium (i.e., the particle velocity distribution is Maxwellian). Therefore, the Euler equations essentially specify a Knudsen number of zero, as shown in Fig. 2 . The Navier-Stokes equations include more physics than the Euler equations, but are only capable of modeling flows with small Knudsen numbers (Kn < ~0.05). Chapman and Enskog 13 showed how the Navier-Stokes equations could be derived from the Boltzmann equation if one assumes that Kn is very small. One must be careful not to use the Navier-Stokes equations in regimes where they are not applicable.
14 The Boltzmann equation is valid for all Knudsen numbers, and the direct simulation Monte Carlo method effectively solves the Boltzmann equation. 15, 16 DSMC is much more effective than typical numerical methods for solving the Boltzmann equation due to the enormous number of degrees of freedom and the difficulty in including multiple species in the Boltzmann approach.
For detonations the characteristic length scale is the thickness of the detonation front (shock region) which typically varies between two and three mean-free-paths. This gives a Knudsen number range of approximately 0.3-0.5, far beyond that which the Euler and Navier-Stokes equations are capable of modeling. For Kn values larger than 0.1 the momentum and heat fluxes in the Navier-Stokes equations cannot be written in terms of macroscopic quantities and the equations are therefore incomplete, particularly when multiple species are involved. However, particle methods such as DSMC (or the Boltzmann equation) are valid for all Knudsen numbers (but are best suited for flows where Kn > 0.05). Therefore, applied to a detonation wave, the Navier-Stokes equations may be capable of computing the macroscopic flow properties of the unburned and burned gases (initial and final states) but would not be able to accurately model the steep temperature and density gradients found in the transition region of the detonation front.
The remainder of this paper will discuss the details of the DSMC approach and its application to kinetic systems. In Section II, the DSMC method will be introduced; discussing its range of applications, its usefulness to detonation simulations, and its advantages over continuum-based Euler and Navier-Stokes calculations. Section III will discuss modification and improvements to the fundamental DSMC program, including phenomenological energy exchange, classical and quantum rotational and vibrational modes, and the details of the kinetics used. Section IV will discuss an application of the DSMC method, the simulation of a hydrogen-chlorine explosion.
II. Direct Simulation Monte Carlo
The direct simulation Monte Carlo method is a stochastic approach used to model real gas flows on the molecular scale by simulating systems containing millions or billions of representative particles. DSMC provides the full details of the coupled gas dynamic and reaction effects and is capable of accurately representing the microscopic properties found in strong shocks or detonations. The DSMC method was introduced in 1963 by G. A. Bird 17, 18 and has since been applied extensively in the aerospace engineering field for rocket plume modeling, 19 high altitude reentry problems, 20 and shock/blast wave simulations. 21 More recently, DSMC has been implemented in a variety of fields including astrophysics for studying planetary atmospheres, 22 mechanical engineering for nanoscale flows, 23, 24 and in acoustics to study molecular absorption and sound wave propagation. 25, 26 A standard DSMC algorithm consists of five principal steps required for the simulation of chemically reactive gases, beginning with the initialization of the cells and particles at the start of each ensemble. A cell is a three dimensional computational domain in physical space that will initially contain some random fraction of the total number of particles specified for the simulation. Typically, each cell has dimensions smaller than the mean-free-path and a time-step size that is a small fraction of the mean collision time. After the initialization of the cells, molecules are randomly introduced into the domain and the following four uncoupled routines are repeated for every time step: 1) Move particles according to the time-step size (dt) and their velocity, and apply boundary conditions. 2) Sort the particles into cells based on their positions relative to their local domain (cell).
3) Collide randomly selected particles and give them the opportunity for reaction and/or redistribution of energy. 4) Sample microscopic properties in each cell (after a specified number of time steps). Macroscopic flow properties are calculated after a specified number of microscopic samples have been collected. Global properties such as temperature, velocity, pressure, and density can be calculated along with individual species properties such as average internal (rotation or vibration) energies, concentration profiles, etc.
An object-oriented programming approach was used in the development of this DSMC program. This approach allows the DSMC algorithm to be divided into physical objects that are individually maintained. Cell and Particle classes were created to govern fundamental components of the algorithm. The Cell class governs several methods (functions) that would occur inside a cell, such as collisions and the sampling of microscopic properties. Each 'cell' object created has its own dimensions and contains 'atom' objects. The Particle class creates 'atom' objects that are responsible for recording their positions and velocities. This data is private, and it can be sent to objects outside the Particle class, but cannot be altered. For example, for sorting purposes a cell can request an atom's position in space, but cannot modify its position because that is information held privately by the atom. Through inheritance, polymorphism and encapsulation it was possible to develop a C++ program that is significantly easier to read, maintain, and modify than conventional C or FORTRAN procedural-based programs.
A. Research Background
Our work using the DSMC method to model detonations began with the simulation of steady one dimensional detonation waves having Chapman-Jouguet velocities. 1 To clarify the results and avoid any extraneous errors, a simple bimolecular reaction of the type A + M → B + M was modeled, where A and B were identical species (M = A or B). The gases were specified as ideal and calorically perfect with constant heat capacities. The reaction crosssections calculated with a related steric factor and an energy dependence corresponding to the Arrhenius behavior of the reaction. DSMC calculations were carried out for a variety of conditions covering a wide range of reaction rate parameters and exothermicities.
Our early simulations of detonations provided complete details of the properties of the entire system as it varies across the detonation wave. Temperature, density, and reaction-rate peaks were separated and the dynamics of the wave front was analyzed. From these simulations, it was determined that temperature and density maxima depend strongly on reaction rate, and the thickness of the reaction zone is strongly coupled to the conditions of the system. The results served largely as a baseline test since one-dimensional detonations are well understood, and the inviscid 1-D conservation laws provide reasonable predictions of temperature jumps across the detonation and the detonation velocities. The temperature profile in Fig. 3 was calculated using the DSMC method and varies by more than 8,000 K over a distance of less than 2 micrometers. This temperature profile could not be modeled accurately using 1-D conservation laws. Figure 4 shows the excellent agreement between the DSMC results and CJ theory for detonation velocities as a function of exothermicity.
Extending this work, exothermic and endothermic reactions were also considered. 2,3 These reaction systems yield pathological detonations that cannot be predicted using the CJ hypothesis. We found that the detonation velocity could be influenced significantly when endothermic and exothermic reactions were both present. By accurately studying the pathological detonation front, it was possible to show that DSMC calculations exhibited the behavior suggested by Kirkwood and Wood 27 and by von Neumann 10 for pathological detonations. Following the aforementioned research, a comprehensive investigation into the interaction between the shock and reaction regions was conducted. 3 Adhering to the conditions of the ZND theory, simulations in which the shock preceded the reaction region yielded Chapman-Jouguet velocities as expected. However, for very fast reactions, the shock and reaction regions were found to overlap and the assumptions required for the CJ and ZND theories were no longer valid. The resulting detonation velocities were characterized as ultrafast, as they were found to exceed the steady-state velocities predicted by both CJ and ZND theories. Figure 5 illustrates how the ultrafast detonations exceeded the CJ velocities for very fast reactions (i.e., very low activation energies). The greatest velocity exceeded the CJ predicted velocity by roughly 6%.
Continued investigation into the ultrafast regime involved the addition of a heavy non-reacting gas C into the previously described A + M → B + M detonating system. 4 The addition of the non-reacting gas (with a molecular weight near that of Xenon) effectively lowers the speed of sound in the burned gas, and as a result the Chapman-Jouguet detonation velocity. Therefore, any ultrafast phenomena would have a much higher velocity relative to that of the reduced CJ-predicted values. It was also determined that the addition of the nonreactive gas produced a stronger reaction-shock correlation, and resulted in the simulation of ultrafast detonations at much higher activation energies (slower reaction rates) than previously predicted. 3 Figures 6 and 7 show temperature and species concentrations through the detonation waves for both slow and fast reactions with a 25% concentration of C particles. The activation energy (E a ) in Fig. 6 is 10 kcal/mole and there is a distinct separation between the shock and reaction regions and it was again determined that these conditions yield CJ-predicted behavior. In Fig. 7 , E a is 1 kcal/mole and a substantial overlap of shock and reaction regions produces detonation velocities exceeding CJ predictions by roughly 46%. Under these conditions the largest deviation was calculated to be a 58% relative increase over CJ for an initial 50/50 mixture A and C particles.
B. DSMC Modifications
Several modifications to our DSMC program have been introduced in order to improve the applicability of the simulations by making the molecules and their interactions more representative of those for typical detonation experiments. These modifications include a phenomenological energy distribution, discrete or continuous vibrational modes, and detailed reaction kinetics including dissociation and recombination reactions.
When considering molecules with internal degrees of freedom (DOF), it is necessary to consider the possibility of inelastic collisions and allow the energies of the colliding molecules to be redistributed among the available translational and internal modes. The redistribution is usually based on an approach toward an equilibrium distribution among the available modes. This approach originates from the Borgnakke-Larsen (BL) method published in 1975, and allows molecular models (hard sphere, variable hard sphere, variable soft sphere, etc.) to mathematically mimic the physically significant aspects of real molecules. 28 Our phenomenological model is based on the continuous model of Bird, 18 an approach that obeys detailed balancing. The method selects the post-collision internal energies by sampling from the known equilibrium distributions associated with a "temperature" based on the energy specified in the collision. It is important to note that the energy exchanges are completed for each accepted molecule independent of its colliding partner. In general, the redistribution of energy considers first any available vibrational modes, and then rotation, then the remainder is redistributed as translation energy. The relaxation of energy is a convenient example of this phenomenological method and it is shown in Fig. 8 for a diatomic chlorine molecule (Cl 2 ) with a fixed relaxation collision number (Λ) and two rotational degrees of freedom. The conditions for the simulation corresponding to the results shown in Fig. 8 are listed in Table 1 . In this simple example it may be seen that the energy exchange method implemented adheres exceptionally well to predicted rates of a basic model assuming classical internal degrees of freedom and constant relaxation collision numbers. The model rates shown in Fig. 8 are based on expressions given by Bird 17 for rotational temperature:
where T rot is the final rotational temperature, T rot,0 is the initial rotational temperature, T equil is the equilibrium temperature, and F s and F u are the fractions of selected and unselected molecules for energy exchange, respectively. The theoretical expression is given as
where ν is the collision rate per molecule, Λ is the fraction of inelastic collisions for rotation, and NνΛt is the number of selections from N total molecules after a time t. A discrete energy model was also developed to model systems with quantized energy levels, as for electronic states and widely spaced vibrational states. This model is based primarily on the methods developed by Anderson et al. 29 and Boyd 30 in order to more accurately represent the internal structure of diatomic and polyatomic molecules. This quantum exchange procedure is more accurate than the classical BL method and takes into account characteristic vibrational temperatures (Θ v ) and collision energies to determine the populations of energy levels for a given species. A similar test to that of Fig. 8 was completed to determine to what extent the discrete exchange method has on different molecular species. Hydrogen and chlorine molecules were simulated allowing only a single excited vibrational level. The significant difference between these two molecules is the disparity in the characteristic vibrational temperatures, where Θ v for H 2 is more than 7.5 time greater than that for Cl 2 (as shown in Table 2 ). The results shown in Figs. 9 and 10 were simulated under the same conditions, and varied only by the properties of the molecules being simulated. Figures 9 and 10 were compared to the same theoretical expression for relaxation given in Eqn. (2). Therefore, when assuming N >> 1 and NνΛt >> 1, Eqn. (2) can be approximated as
Assuming no quantum events, Eqn. (3) defines the classical relaxation (as in Fig. 8 ). Figures 9 and 10 show the deviation from Eqn. (3) when using a discrete vibrational energy exchange. There is a large amount of scatter in the vibrational temperature in Fig. 9 because the temperature is based on the population of molecules at the first level relative to that at the zeroth level. Since energy of the first level is low (based on a characteristic temperature of 801 K) relative to the energy available to the system, higher levels will have significant numbers of molecules. This is the same justification for the rapid increase in vibrational temperature for hydrogen, given its characteristic temperature of 6159 K and the initial freestream temperature of 4000 K, a majority of the molecules are located at the first level, reducing the scatter and causing the rapid increase in vibrational temperature. The reaction model developed is capable of simulating reactions based on experimental rate data for particles with and without internal degrees of freedom. Full cross-section and line-of-centers reaction models are available to simulate hard sphere reaction dynamics for molecules with a specified number of square terms. The algorithm is capable of simulating any number of molecules with real molecular properties (molecular mass, diameter, degrees of freedom, etc.) for any number of reactions based on the experimental data fitted to the Arrhenius equation. In most earlier work, rate expressions involving series of terms E a / kT in increasing powers were approximated. We found it necessary to include all terms for accurate representations. For example, the rate expression for the full cross-section model for an even integer number of square terms can be summarized as ( ) 1/2 is the mean velocity, E a is the activation energy for reaction, k is the Boltzmann constant, T is the temperature, and s is the total number of square terms for the reactive pair. 31 Dissociations are treated as reactions in the same way as other bimolecular encounters and simulate experimental rates measured for the excitation of a molecule exceeding its characteristic dissociation energy. When dissociation occurs, a new molecule is added to the flow field within the cell containing the dissociation. All remaining energy after the endothermic reaction is redistributed among the separating particles and the particles are assigned random post-collision velocities. The total number of molecules is updated to account for the new atom, and the process is again repeated after any future dissociations.
At this stage of development we found it convenient to treat the termolecular recombination reactions with analytical methods with all other reactions including, most importantly, the chain initiation and propagation reactions treated stochastically. The treatment of recombinations is based on equilibrium collision theory. The number of recombinations is calculated per unit volume per unit time as a function of the macroscopic cell temperature and individual species concentrations. A separate number of recombinations are calculated for each colliding pair, the particles are chosen at random, and the associated recombination reaction for that pair is decremented by unity. The relative energy of the pair is calculated and they are combined to form a single molecule. The velocity of the new molecule is set to the center-of-mass velocity of the original pair. The required "third body" is then chosen under the conditions of the reaction and undergoes a collision with the newly formed molecule to simulate stabilization. A redistribution of energy is allowed using the Borgnakke-Larsen method.
III. Results
This section discusses the simulations conducted with the prototypical hydrogen-chlorine reaction system. Many of the DSMC algorithm modifications discussed in the prior section were implemented to model the five-step kinetic mechanism given by H. Guénoche et al. 32 The gaseous system reacts by the Nernst chain reaction mechanism based on five species and 34 possible reactions, 30 of which are dissociations and recombinations. Table 3 lists the mechanism given by H. Guénoche et al., and was modified slightly for the DSMC simulations. The reaction rates not specified in Table 3 were calculated using those given and their corresponding equilibrium constants. DSMC simulations were completed for both free-radical and thermal ignitions of the hydrogen-chlorine system. The thermal ignition simulations began with 10,000 H 2 and 10,000 Cl 2 molecules initialized at a temperature of 2500 K. This caused the immediate dissociation of Cl 2 molecules and led to the rapid production of HCl due to the chain-propagating H + Cl 2 and Cl + H 2 reactions. These reactions occurred so rapidly that the exchange of vibrational energy could not maintain equilibrium energy as shown in Fig. 11 . Figure 12 displays the number of particles of each species throughout the explosion. The mechanism took less than 6 microseconds to fully exhaust all H 2 and Cl 2 molecules and after which it relied solely on the dissociation of HCl and recombinations of H and Cl atoms to maintain the system. The simulation of the thermal ignition was completed over five ensembles, each requiring approximately 35 minutes on a 3.6 GHz Pentium 4 processor to simulate the reaction of 20,000 molecules over 10 microseconds. The time step size was approximately 10 -10 seconds with 100,000 time steps recorded.
The free-radical ignition simulations were run at an initial temperature of 1000 K with a total of 2001 molecules. A single hydrogen atom was introduced randomly into a system of 1000 H 2 and 1000 Cl 2 molecules initiating and sustaining a chain reaction until there was enough energy in the system to produce dissociations. A temperature of 1000 K was chosen because it is low enough to avoid spontaneous dissociation reactions, but high enough to prevent the slow, time-consuming, and often unpredictable series of reactions required if the system were initialized at 298.15 K. Simulations run at 298.15 K presented no guarantee that a free-radical would initiate an explosion. Some simulations would not produce a single reaction, while others over the same length of time would generate tens or hundreds of reactions. The outcome depended entirely on the random initialization of the particles and on the random selection of collision partners. Figure 13 displays the number of dissociations and recombinations, and temperature for the DSMC simulation at 1000 K. The free radical effect is displayed in delay of the initiation of dissociation and recombination reactions relative to the temperature profile. The simulation required roughly 12 microseconds and over 500 freeradical reactions before the first dissociation was recorded. Recombinations were not found until essentially all H 2 and Cl 2 molecules were reacted. The DSMC simulation used 200,000 time steps to simulate 19 microseconds. Ninety ensembles were completed over 15 hours on a 3.6 GHz Pentium 4 processor for a total of 180,090 molecules simulated.
IV. Conclusion
We have found the DSMC method is capable of directly simulating detonations in a level of detail not possible with continuum (e.g., Euler or Navier-Stokes) approaches. The recent modifications to the DSMC algorithm described in this paper have allowed us to simulate complex chemical kinetics with the goal of modeling "real" detonations. With future computers capable of petaflop performance, it will be possible to perform 3-D simulations of the detonation process in order to study multidimensional detonation front instability, ignition, as well as temperature fluctuations due to both irregularities in shock speed (over the entire shock front) and transverse (counter propagating) shock waves.
