In this paper we obtain multifractal generalizations of classical results by Lévy and Khintchin in metrical Diophantine approximations and measure theory of continued fractions. We give a complete multifractal analysis for Stern-Brocot intervals, for continued fractions and for certain Diophantine growth rates. In particular, we give detailed discussions of two multifractal spectra closely related to the Farey map and to the Gauss map.
Introduction and statements of result
In this paper we give a multifractal analysis for Stern-Brocot intervals, continued fractions and certain Diophantine growth rates. We apply and extend the multifractal formalism for average growth rates of [12] to obtain a complete multifractal description of two dynamical systems originating from the set of real numbers.
Recall that the process of writing an element x of the unit interval in its regular continued fraction expansion
x ¼ ½a 1 ðxÞ; a 2 ðxÞ; a 3 ðxÞ; . . . ¼ 1 a 1 ðxÞ þ 1 a 2 ðxÞ þ 1 a 3 ðxÞ þ Á Á Á can be represented either by a uniformly hyperbolic dynamical system which is based on an infinite alphabet and hence has infinite topological entropy, or by a non-uniformly hyperbolic dynamical system based on a finite alphabet and having finite topological entropy. Obviously, for these two systems the standard theory of multifractals (see e.g. [26] ) does not apply, and therefore it is an interesting task to give a multifractal analysis for these two number theoretical dynamical systems. There is a well-known result which gives some information in the generic situation, that is for a set of full 1-dimensional Lebesgue measure l. Namely with p n ðxÞ=q n ðxÞ :¼ ½a 1 ðxÞ; a 2 ðxÞ; . . . ; a n ðxÞ referring to the n-th approximant of x, we have for l-almost every x A ½0; 1Þ, l 1 ðxÞ :¼ lim n!y 2 log q n ðxÞ P n i¼1 a i ðxÞ ¼ 0:
Note that by employing the analogy between regular continued fraction expansions of real numbers and geodesics on the modular surface, the number 2 log q n ðxÞ can be interpreted as the 'hyperbolic length' associated with the approximant p n ðxÞ=q n ðxÞ. Also, the parameter n represents the word length associated with p n ðxÞ=q n ðxÞ with respect to the dynamical system on the infinite alphabet, whereas P n i¼1 a i ðxÞ can be interpreted as the word length associated with p n ðxÞ=q n ðxÞ with respect to the dynamical system on the finite alphabet. There are two classical results by Khintchin and Lévy [16] , [17] , [14] , [15] which allow a closer inspection of the limit l 1 . That is, for l-almost every x A ½0; 1Þ we have, with w :¼ p 2 =ð6 log 2Þ, l 2 ðxÞ :¼ lim n!y P n i¼1 a i ðxÞ n ¼ y and l 3 ðxÞ :¼ lim n!y 2 log q n ðxÞ n ¼ w:
Clearly, dividing the sequence in l 3 by the sequence in l 2 leads to the sequence in l 1 . Therefore, if we define the level sets L i ðsÞ :¼ fx A ½0; 1Þ : l i ðxÞ ¼ sg; for s A R;
then these classical results by Lévy and Khintchin imply for the Hausdor¤ dimensions (dim H ) of these level sets dim H À L 1 ð0Þ Á ¼ dim H À L 2 ðyÞ X L 3 ðwÞ Á ¼ 1:
A natural question to ask is what happens to this relation between these Hausdor¤ dimensions for prescribed non-generic limit behavior. Our first main results in this paper will give an answer to this question. Namely, with g :¼ ð1 þ ffiffi ffi 5 p Þ=2 referring to the Golden Mean, we show that for each a A ½0; 2 log g there exists a number a K ¼ a K ðaÞ A R W fyg such that, with the convention a K ð0Þ :¼ y and 0 Á a K ð0Þ :¼ w,
Furthermore, for the dimension function t given by
we show that t can be expressed explicitly in terms of the Legendre transformP P of a certain pressure function P, referred to as the Stern-Brocot pressure. For the function P we obtain the result that it is real-analytic on the interval ðÀy; 1Þ and vanishes on the complement of this interval. We then show that the dimension function t is continuous and strictly decreasing on ½0; 2 log g, that it vanishes outside the interval ½0; 2 log gÞ, and that for a A ½0; 2 log g we have a Á tðaÞ ¼ ÀP PðÀaÞ:
Before we state the main theorems, let us recall the following classical construction of Stern-Brocot intervals (cf. [31] , [2] ). For each n A N 0 , the elements of the n-th member of the Stern-Brocot sequence T n :¼ s n; k t n; k : k ¼ 1; . . . ; 2 n þ 1
& '
are defined recursively as follows: s 0;1 :¼ 0 and s 0; 2 :¼ t 0; 1 :¼ t 0; 2 :¼ 1; s nþ1; 2kÀ1 :¼ s n; k and t nþ1; 2kÀ1 :¼ t n; k , for k ¼ 1; . . . ; 2 n þ 1; s nþ1; 2k :¼ s n; k þ s n; kþ1 and t nþ1; 2k :¼ t n; k þ t n; kþ1 , for k ¼ 1; . . . ; 2 n .
With this ordering of the rationals in ½0; 1 we define the set T n of Stern-Brocot intervals of order n by T n :¼ T n; k :¼ s n; k t n; k ; s n; kþ1 t n; kþ1
:
Clearly, for each n A N 0 we have that T n represents a partition of the interval ½0; 1Þ. The first members in this sequence of sets are the following, and it should be clear how to continue this list using the well-known method of mediants.
;
; . . . . . . :
As already mentioned above, our multifractal analysis will make use of the Stern-Brocot pressure function P. This function is defined for y A R by
In here, jTj refers to the Euclidean length of the interval T. We will see that P is a welldefined convex function (cf. Proposition 4.4). Also, note that we immediately have that
s n; kþ1 t n; kþ1 À s n; k t n; k y ¼ lim n!y 1 n log P 2 n k¼1 1 t n; k Á t n; kþ1 y :
The following theorem gives the first main results of this paper. In here,P P refers to the Legendre transform of P, given for t A R byP PðtÞ :¼ sup
Theorem 1.1 (see Fig. 1 .1). (1) The Stern-Brocot pressure P is convex, non-increasing and di¤erentiable throughout R. Furthermore, P is real-analytic on the interval ðÀy; 1Þ and is equal to 0 on ½1; yÞ.
(2) For every a A ½0; 2 log g, there exist a Ã ¼ a Ã ðaÞ A R and a K ¼ a K ðaÞ A R W fyg related by a Á a K ¼ a Ã such that, with the conventions a Ã ð0Þ :¼ w and a K ð0Þ :¼ y,
Furthermore, the dimension function t is continuous and strictly decreasing on ½0; 2 log g, it vanishes outside the interval ½0; 2 log gÞ, and for a A ½0; 2 log g we have a Á tðaÞ ¼ ÀP PðÀaÞ;
where tð0Þ :¼ lim a&0 ÀP PðÀaÞ=a ¼ 1. Also, for the left derivative of t at 2 log g we have lim a%2 log g t 0 ðaÞ ¼ Ày.
Theorem 1.1 has some interesting implications for other canonical level sets. In order to state these, recall that the elements of T n cover the interval ½0; 1Þ without overlap. Therefore, for each x A ½0; 1Þ and n A N there exists a unique Stern-Brocot interval T n ðxÞ A T n containing x. The interval T n ðxÞ is covered by two neighbouring intervals from T nþ1 , a left and a right subinterval. If T nþ1 ðxÞ is the left of these then we encode this event by the letter A, otherwise we encode it by the letter B. In this way every x A ½0; 1Þ can be described by a unique sequence of nested Stern-Brocot intervals of any order that contain x, and therefore by a unique infinite word in the alphabet fA; Bg. It is well-known that this type of coding is canonically associated with the continued fraction expansion of x (see Section 2 for the details). In particular, this allows to relate the level sets L 1 and L 3 to level sets given by means of the Stern-Brocot growth rate l 4 of the nested sequences À T n ðxÞ Á , and to level sets of certain Diophantine growth rates l 5 and l 6 . These growth rates are given by (assuming that these limits exist) Furthermore, l 3 ðxÞ exists if and only if l 6 ðxÞ exists, and if one of these exists then l 3 ðxÞ ¼ l 6 ðxÞ:
By Theorem 1.1, it therefore follows that for each a A ½0; 2 log g,
Note that the level sets L 4 ðaÞ have already been under consideration in [13] . There they were introduced in terms of homological growth rates of hyperbolic geodesics (see Remark 5.1 (2)). Clearly, Theorem 1.1 and Proposition 1.2 consider the dynamical system associated with the finite alphabet, a system which is closely related to the Farey map. Now, our second main result gives a multifractal analysis for the system based on the infinite alphabet, and this system is closely related to the Gauss map. In here, the relevant pressure function is the Diophantine pressure P D , which is given by
...; a k q k ð½a 1 ; . . . ; a k Þ À2y ; for y > 1 2 :
We remark that a very detailed analysis of the function P D can be found in [22] . Our second main result is the following. Theorem 1.3 (see Fig. 1 .2). The function P D has a singularity at 1=2, and P D is decreasing, convex and real-analytic on ð1=2; yÞ. Furthermore, for a A ½2 log g; yÞ we have
Also, the dimension function t D is real-analytic on ð2 log g; yÞ, it is increasing on ½2 log g; w and decreasing on ½w; yÞ. In particular, t D has a point of inflexion at some point greater than w and a unique maximum equal to 1 at w. Additionally, lim a!y
The paper is organized as follows. In Section 2 we first recall two ways of coding elements of the unit interval. One is based on a finite alphabet and the other on an infinite alphabet, and both are defined in terms of the modular group. These codings are canonically related to regular continued fraction expansions, and we end the section by commenting on a 1-1 correspondence between Stern-Brocot sequences and finite continued fraction expansions. In Section 3 we introduce certain cocycles which are relevant in our multifractal analysis. In particular, we give various estimates relating these cocycles with the geometry of the modular codings and with the sizes of the Stern-Brocot intervals. This will then enable us to prove the first part of Proposition 1.2. Section 4 is devoted to the discussion of several aspects of the Stern-Brocot pressure and its Legendre transform. In Section 5 we give the proof of Theorem 1.1, which we have split into the parts The lower bound, The upper bound, and Discussion of boundary points of the spectrum. Finally, in Section 6 we give the proof of Theorem 1.3 by showing how to adapt the multifractal formalism developed in Section 4 and 5 to the situation here.
Throughout, we shall use the notation f f g to denote that for two non-negative functions f and g we have that f =g is uniformly bounded away from infinity. If f f g and g f f , then we write f g. Remark 1.1. One immediately verifies that the results of Theorem 1.1 and Proposition 1.2 can be expressed in terms of the Farey map f acting on ½0; 1, and then t represents the multifractal spectrum of the measure of maximal entropy (see e.g. [24] ). Likewise, the results of Theorem 1.3 can be written in terms of the Gauss map g, and then in this terminology t D describes the Lyapunov spectrum of g. For the definitions of f and g and for a discussion of their relationship we refer to Remark 2.1.
Remark 1.2. Since the theory of multifractals started through essays of Mandelbrot [18] , [19] , Frisch and Parisi [7] , and Halsey et al. [8] , there has been a steady increase of the literature on multifractals and calculations of specific multifractal spectra. For a comprehensive account on the mathematical work we refer to [27] and [26] . Essays which are closely related to the work on multifractal number theory in this paper are for instance [3] , [5] , [13] , [9] , [23] , [24] and [28] . We remark that brief sketches of some parts of Theorem 1.3 have already been given in [13] . The results there do for instance not cover the boundary points of the spectra. Furthermore, note that for the l 6 -spectrum partial results have been established in [28] , Corollary 2.
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The geometry of modular codings by finite and infinite alphabets
Let G :¼ PSL 2 ðZÞ refer to the modular group acting on the upper half-plane H. It is well-known that G is generated by the two elements P and Q, given by P : z 7 ! z À 1 and Q : z 7 ! À1 z :
Defining relations for G are Q 2 ¼ ðPQÞ 3 ¼ fidg, and a fundamental domain F for G is the hyperbolic quadrilateral with vertices at i, 1 þ i, y and z 0
For R :¼ QP such that R : z 7 ! À1=ðz À 1Þ, one easily verifies that G 0 :¼ G=hRi is a subgroup of G of index 3 and that F 0 is a fundamental domain for G 0 , for F 0 :¼ F W RðF Þ W R 2 ðF Þ the ideal triangle with vertices at 0, 1 and y (see Fig. 2 .1). Consider the two elements A; B A G given by
and let G denote the free semi-group generated by A and B. It is easy to see that for
Þ=2 we have that the Cayley graph of G with respect to z 0 coincides with the restriction to fz A H : 0 e ReðzÞ e 1; 0 < ImðzÞ e 1=2g of the Cayley graph of G 0 with respect to z 0 (see Fig. 2 .2). 2.1. Finite coding. Let S :¼ fA; Bg N denote the full shift space on the finite alphabet fA; Bg, for A; B A G given as above. Also, let S be equipped with the usual left-shift s : S ! S. Then S is clearly isomorphic to the completion of G, where the completion is taken with respect to a suitable metric on G (see [6] ). One immediately verifies that the canonical map p : S ! ½0; 1;
is 1-1 almost everywhere, in the sense that it is 2-1 on the rationals in ½0; 1 and 1-1 on I, for I referring to the irrational numbers in ½0; 1. Note that the Stern-Brocot sequence T nþ1 coincides with the set of vertices at infinity of fgðF 0 Þ : g A G of word length ng, for each n A N.
Infinite coding.
For the infinite alphabet fX n : n A N; X A fA; Bgg we define the shift space of finite type
which we assume to be equipped with the usual left-shift s Ã : S Ã ! S Ã . Then there exists a canonical bijection p Ã , given by p Ã : S Ã ! I; This coding is closely related to the continuous fraction expansion. Namely, if y ¼ ðX n 1 ; Y n 2 ; X n 3 ; . . .Þ then
Also, if S : ½0; 1 ! ½0; 1 and s : S Ã ! S Ã are given by, for x A ½0; 1 and fX ; Y g ¼ fA; Bg, SðxÞ :¼ ð1 À xÞ and sðX n 1 ; Y n 2 ; X n 3 ; . . .Þ :¼ ðY n 1 ; X n 2 ; Y n 3 ; . . .Þ;
then by symmetry we have that S p Ã ¼ p Ã s.
For the following we also require the full shift space ðS; sÞ over N. In here, S :¼ N N and s refers to the left-shift map on S. Clearly, ðS; sÞ is finitely primitive in the sense of [21] , and we remark that this property is a su‰cient preliminary for the thermodynamical formalism used throughout this paper.
Note that the two shift spaces ðS Ã ; s Ã Þ and ðS; sÞ are related by the 2-1 factor map p, which is given by p : S Ã ! S; ðX n 1 ; Y n 2 ; X n 3 ; . . .Þ 7 ! ðn 1 ; n 2 ; n 3 ; . . .Þ: ð2:1Þ Remark 2.1. Note that the finite coding is in 1-1 correspondence to the coding of ½0; 1 via the inverse branches f 1 and f 2 of the Farey map f. In here, f 1 and f 2 are given by f 1 ðxÞ ¼ x=ðx þ 1Þ and f 2 ðxÞ ¼ 1=ðx þ 1Þ, for x A ½0; 1. One easily verifies that f 1 ¼ A and f 2 S ¼ B, and hence S can be interpreted as arising from a 'twisted Farey map'. Similarly, one notices that S Ã is closely related to the coding of ½0; 1 via the infinitely many inverse branches of the Gauss map g, which is given by gðxÞ :¼ 1=x mod 1 for x A ½0; 1. More precisely, we have that the dynamical system ðI; gÞ is a topological 2-1 factor of the dynamical system ðS Ã ; s Ã Þ, where the factor map can be established either on the symbolic level via p or on the geometric level via f. The situation is summarized in the following commuting diagram:
In here, g s :¼ p Ã s Ã ðp Ã Þ À1 denotes the 'twisted Gauss map' and p CF is given by p CF ðn 1 ; n 2 ; . . .Þ :¼ ½n 1 ; n 2 ; . . . for ðn 1 ; n 2 ; . . .Þ A S. Note that both p CF and p Ã are bijections and that p CF p ¼ f p Ã .
2.3. Stern-Brocot sequences versus continued fractions. We end this section by showing that there is a 1-1 correspondence between the elements of the Stern-Brocot sequence and finite continued fraction expansions. This will turn out to be useful in the sequel.
For n f 2, let A n k refer to the set of all k-tuples of positive integers which add up to n and whose k-th entry exceeds 1. That is,
Since a k 3 1, we can identify an element ða 1 ; . . . ; a k Þ A A n k in a unique way with the finite continued fraction expansion ½a 1 ; a 2 ; . . . ; a k . Also, one easily verifies that for 1 e k e n À 1,
& '
: Furthermore, if ðs n; k =t n; k Þ ¼ ½a 1 ; a 2 ; . . . ; a m A T n nT nÀ1 then its two siblings in T nþ1 nT n are, for fu; vg ¼ f2k; 2k À 2g,
. . . ; a mÀ1 ; a m À 1; 2:
Proof. For the first part of the lemma note that the second equality follows by definition of T n . The first equality is obtained by induction as follows. We clearly have f½2g ¼ T 1 nT 0 . Then assume that the assertion holds for n À 1. Since the sets T n are S-invariant it follows for n f 3,
AðxÞ W BSðxÞ:
For ½a 1 ; . . . ; a k A T nÀ2 nT nÀ3 we have by the inductive assumption that P k i¼1 a i ¼ n À 1, and hence
By combining the two latter observations, we obtain
Since
the first part of the lemma follows.
For the second part note that by the above ½a 1 ; a 2 ; . . . ; a m þ 1; ½a 1 ; a 2 ; . . . ; a m À 1; 2 A T nþ1 nT n :
Since ½a 1 ; a 2 ; . . . ; a m þ 1, ½a 1 ; a 2 ; . . . ; a m , and ½a 1 ; a 2 ; . . . ; a m À 1; 2 are consecutive neighbours in T nþ1 , the lemma follows. r Remark 2.2. Note that P can be written alternatively also in terms of denominators of approximants as follows.
. . . ; a k Þ À2y :
In order to see this, note that for y e 0, P 2 n k¼1 ðt n; k t n; kþ1 Þ Ày e 2 P 2 nÀ1 k¼1 ðt n; 2k Þ À2y e P 2 nþ1 k¼1 ðt nþ1; k t nþ1; kþ1 Þ Ày :
On the other hand, using the recursive definition of t n; k , we have for y > 0,
Therefore, by taking logarithms, dividing by n and letting n tend to infinity, we obtain
k¼1 ðt n; 2k Þ À2y :
Hence, using Lemma 2.1, the result follows.
Dynamical cocycles versus Stern-Brocot sequences
In this section we introduce the dynamical cocycles which will be crucial in the multifractal analysis to come. We show that these cocycles are closely related to Stern-Brocot intervals and continued fractions. Finally, we give the proof of the first part of Proposition 1.2. We remark that the results in this section could be obtained alternatively by using elementary estimates for countinued fractions only. Instead, we have put some emphasis on obtaining these results by making use of the hyperbolic metric d on H. The intension here is that this should make it easier to follow the later transfer of the results of [12] , which were derived in terms of Kleinian groups, into the language of Stern-Brocot intervals and continued fractions.
Recall that the Poisson kernel P for the upper half-plane is given by
With z 0 defined as in Section 2, the cocycle I : S ! R associated with the finite alphabet is given by
We remark that I is continuous with respect to the standard metric. Also, it is well-known that S n I ðxÞ :
is equal to the hyperbolic distance of z 0 to the horocycle through
x 1 x 2 Á Á Á x n ðz 0 Þ based at pðxÞ. Furthermore, note that in terms of the theory of iterations of maps, I is equal to the logarithm of the modulus of the derivative of the 'twisted Farey map', mentioned in Remark 2.1.
Similar, we define the cocycle I Ã : S Ã ! R associated with the infinite alphabet as follows. For y ¼ ðX n 1 ; Y n 2 ; . . .Þ A S Ã such that fX ; Y g ¼ fA; Bg, let I Ã be given by
One immediately verifies that S k I Ã ðyÞ :
Note that in terms of the theory of iterations of maps, the function I Ã is clearly an analogue of the logarithm of the modulus of the derivative of the Gauss map. Throughout, we also require the potential function N : S Ã ! N, which is given by
Finally, the relevant potentials for the shift space ðS; sÞ are the functions
In here, p X refers to the inverse branch with respect to X A fA; Bg of the 2-1 factor map p introduced in Section 2.2. More precisely, we have for X ; Y A fA; Bg such that X 3 Y ,
. . .Þ:
The following lemma relates the Euclidean sizes of the Stern-Brocot intervals to the hyperbolic distances of z 0 to the elements in the orbit Gðz 0 Þ. Lemma 3.1. For each n A N and x A I such that p À1 ðxÞ ¼ ðx 1 ; x 2 ; . . .Þ A S, we have jT n ðxÞj m n ðxÞe Àdðz 0 ; x 1 ÁÁÁx n ðz 0 ÞÞ :
In here, m n ðxÞ is defined by m n ðxÞ :¼ maxfk :
Proof. For n ¼ 1 the statement is trivial. For n f 2, we first consider the case m n ðxÞ ¼ 1.
. Also, note that for the modulus of the conformal derivative we have jðg À1 Þ 0 ðxÞj e dðz 0 ; gðz 0 ÞÞ ; for x A T n ðxÞ:
Combining these two observations, we obtain jT n ðxÞj jg 0 j ½0; 1 j jðg À1 Þ 0 j T n ðxÞ j À1 e Àdðz 0 ; gðz 0 ÞÞ e Àdðz 0 ; gx n ðz 0 ÞÞ :
This proves the assertion for m n ðxÞ ¼ 1.
For the general situation we only consider the case
The remaining cases can be dealt with in a similar way. In this case m n ðxÞ ¼ y k , and the above implies, for l :
Also, by using the well-known elementary fact that e Àdðz 0 ; X k ðz 0 ÞÞ Im À X k ðz 0 Þ Á 1=k 2 for X A fA; Bg and k A N, one immediately obtains for 1 < m e y k ,
Finally, one also immediately verifies that for 1 e m e y k , jT lþm ðxÞj P y k¼m k À2 jT lþ1 ðxÞj m À1 jT lþ1 ðxÞj: ð3:2Þ
Combining the three latter observations, the statement of the lemma follows. r
The previous lemma has the following immediate implication.
Corollary 3.2. For each n A N and x A I such that p À1 ðxÞ A S, we have S n I À p À1 ðxÞ Á þ logjT n ðxÞj f log n:
The following lemma relates the cocycle I Ã to the sizes of the Stern-Brocot intervals and to the denominators q k of the approximants. jT n k ðxÞþ1 ðxÞj exp À ÀS k I Ã À ðp Ã Þ À1 ðxÞ ÁÁ q k ðxÞ À2 :
Proof. We only consider the case k even and X ¼ A. The remaining cases can be obtained in a similar way. Let g :¼ A y 1 B y 2 Á Á Á A y k A G, and note that then q k ðxÞ À2 e Àdðz 0 ; gðz 0 ÞÞ :
Combining this with the fact that for x A T nþ1 ðxÞ we have exp À Àd À z 0 ; gðz 0 Þ ÁÁ exp À ÀS k I Ã À ðp Ã Þ À1 ðxÞ ÁÁ (which follows since on T nþ1 ðxÞ we have that exp À S k I Ã ðp Ã Þ À1 Á is comparable to jðg À1 Þ 0 j), we obtain e ÀS k I Ã ððp Ã Þ À1 ðxÞÞ q k ðxÞ À2 :
Finally, note that by Lemma 3.1 and since exp
jT nþ1 ðxÞj e Àdðz 0 ; gBðz 0 ÞÞ e Àdðz 0 ; gðz 0 ÞÞ :
Combining these estimates, the lemma follows. r
We are now in the position to prove the first part of Proposition 1.2.
Proof of first part of Proposition 1.2. The equalities l 3 ¼ l 6 and l 1 ¼ l 5 are immediate consequences of the following well-known Diophantine inequalities. For all x A I and k A N, we have (see e.g. [14] )
In order to show that l 1 ¼ l 4 , let n k ðxÞ :¼ S k N À ðp Ã Þ À1 ðxÞ Á , for x A I and k A N. Suppose the limit of À ÀlogjT n ðxÞj=n Á exists and is equal to a. Then by Lemma 3.3 we have that
ÀlogjT n k ðxÞþ1 ðxÞj n k ðxÞ ¼ lim k!y 2 log q k ðxÞ n k ðxÞ :
Therefore, if l 4 ðxÞ exists then so does l 1 ðxÞ, and both limits must coincide. For the reverse, suppose that l 1 ðxÞ exists such that l 1 ðxÞ ¼ a. Let m n ðxÞ be defined as in the statement of If we would have that lim sup k!y log a kþ1 ðxÞ=log q k ðxÞ 3 0, then there exists a subsequence ðk l Þ such that lim l!y log a k l þ1 ðxÞ=log q k l ðxÞ ¼ c, for some c A ð0; y. It follows that lim l!y a k l þ1 ¼ y, and hence by combining this with the calculation above, we obtain
log a k l þ1 ðxÞ Á n k l ðxÞ a k l þ1 ðxÞ Á log q k l ðxÞ ¼ 0 a ¼ 0:
This shows that l 1 ðxÞ ¼ l 4 ðxÞ, and hence finishes the proof. r
Analytic properties of P andP P
The main goal in this section is to derive various analytic properties of the Stern-Brocot pressure function P. These properties are derived by considering the pressure functions associated with the systems S, S Ã and S. In order to introduce these functions, let C n :¼ fC n ðxÞ : x A Sg refer to the set of all n-cylinders C n ðxÞ :¼ fy A S : y i ¼ x i ; for i ¼ 1; . . . ; ng:
Likewise, let C Ã n (resp. C n ) refer to the set of n-cylinders for the system ðS Ã ; s Ã Þ (resp. ðS; sÞ). The pressure function P associated with S is then given by
S n ðÀyI ÞðxÞ
; for y A R:
Also, for the system S Ã we define the pressure functions P Ã and P Ã , for y < 1, q > 0 and f : S Ã ! R continuous, by [20] and [9] . The results here will be crucial cornerstones in our subsequent analysis of the Stern-Brocot pressure.
Studies of analytic properties of pressure functions are usually based on the existence of certain Gibbs measures, here on S Ã and S. The existence of these measures in our situation is guaranteed by the following proposition, which essentially follows from a result in [20] . Proposition 4.1. For each y < 1, q > 0, and for ðy; qÞ ¼ ð1; 0Þ, there exists a unique completely ergodic s-invariant Gibbs measure m y; q associated with the potential ÀyI À qN. That is, we have for all n A N, C A C n and y A C, m y; q ðCÞ exp À S n À ÀyI ðyÞ À qNðyÞ Á À nPðÀyI À qNÞ Á : ð4:1Þ
In particular, the Borel measure m Ã y; q :¼ 1=2 Á ðm y; q p À1 A þ m y; q p À1 B Þ is an ergodic s Ãinvariant Gibbs measure on S Ã such that for all n A N, C Ã A C Ã n and y A C Ã ,
The measure m Ã y; q is unique with respect to this property, and m y; q ¼ m Ã y; q p À1 .
Proof. By [12] , Lemma 3.4, the cocycle I Ã is Hö lder continuous in the sense that there exists k > 0 such that for each n A N, Clearly, we also immediately have that N is Hö lder continuous. Furthermore, the following summability condition holds for y < 1, q > 0, and for ðy; qÞ ¼ ð1; 0Þ, P i A N exp À supfÀyI ðxÞ À qNðxÞ :
Hence, all preliminaries of [20] , Corollary 2.10, are fulfilled, which then gives the existence of a unique invariant Gibbs measure m y; q with properties as stated in the proposition.
Immediate consequences of the definition of N and the definition
are that m Ã y; q is s Ã -invariant, that m Ã y; q fulfills the Gibbs property (4.2), and that the equality m y; q ¼ m Ã y; q p À1 is satisfied. To prove ergodicity of m Ã y; q , let D H S Ã such that s ÃÀ1 ðDÞ ¼ D. We then have s À1 p À1 X ðDÞ ¼ p À1 Y ðDÞ, for X ; Y A fA; Bg such that X 3 Y . This gives s À2 À p À1 X ðDÞ Á ¼ p À1 X ðDÞ. Since m y; q is completely ergodic, which by definition means that m y; q is ergodic with respect to s n for all n A N, it follows m y; q À p À1 X ðDÞ Á A f0; 1g. The s-invariance of m y; q then implies that m y; q À p À1 The pressure function P Ã is a convex, decreasing and real-analytic function with respect to both coordinates. In the second coordinate P Ã is strictly decreasing to ðÀyÞ. In particular, there hence exists a positive real-analytic function b on ðÀy; 1Þ such that P Ã À y; bðyÞ Á ¼ 0. Furthermore, for the derivative of b at y < 1 we have
In here, m Ã y :¼ m Ã y; bðyÞ refers to the unique s Ã -invariant Gibbs measure associated with the potential ÀyI Ã À bðyÞN. Also, m y refers to the s-invariant probability measure on S absolutely continuous to m Ã y , whose existence is guaranteed by Kac's formula.
Proof. First, note that it is su‰cient to verify the statements in the proposition for S only. Then note that I and N are Hö lder continuous, that the summability condition (4.3) is satisfied for all ðy; qÞ A ðÀy; 1Þ Â ð0; yÞ, and that Ð ðyI þ qNÞ dm y; q f P n A N ð2y log n þ qnÞn À2y e Àqn < y:
Hence, we can apply [9] , Proposition 6.5 (see also [21] , Proposition 2.6.13), from which it follows that Pðy; qÞ is real-analytic on ðÀy; 1Þ Â ð0; yÞ. Next, note that for the partial derivatives of P we have qPðy; qÞ qy ¼ Ð ÀI dm y; q and qPðy; qÞ¼ Ð ÀN dm y; q < 0:
This shows that P as a function in the second coordinate is strictly decreasing, which then gives the existence of a real-analytic function b : ðÀy; 1Þ ! ð0; yÞ for which P À y; bðyÞ Á ¼ 0, for all y < 1. Now, the first equality in (4.4) follows from the Implicit Function Theorem. The second equality is a consequence of Kac's formula ( [10] ), which guarantees that there exists a s-invariant measurem m y on S, given bỹ m m y ðMÞ :¼ Ð P In here, i : S Ã ! S refers to the canonical injection which maps an element of S Ã to its representation by means of the finite alphabet of S. We remark that Kac l À2yþ1 e ÀbðyÞl < y:
Hence, this allows to define m y :¼m m y =m m y ðSÞ. In particular, we then have that Ð I dm y ¼ m Ã y ðNÞ À1 Ð I Ã dm Ã y , from which the second equality follows. Finally, note that since P and P Ã coincide, in the integrals above we can replace I and N by I Ã and N. This finishes proof of the proposition. r Remark 4.1. Note that the measure m y in Proposition 4.2 is in fact a weak Gibbs measure for the potential ÀyI . Therefore, the results of [11] are applicable, and hence in this way one could immediately obtain some Large Deviation results for the situation here.
4.2.
Analytic properties of P andP P. In this subsection we employ the results of the previous subsection, in order to derive analytic properties of the Stern-Brocot pressure P and its Legendre transformP P.
A key preliminary observation is stated in the following proposition, which shows that the Stern-Brocot pressure P coincides with the function b obtained in Proposition 4.2. 
An elementary rearrangement then gives the result.
For the reverse inequality, first note that we can induce ðS; sÞ on the set H :¼ fðx 1 ; x 2 ; . . .Þ A S : x 1 3 x 2 g. For the resulting induced system the return time to H of a point y ¼ iðX ; Y n 1 ; X n 2 ; . . .Þ A H is given by n 1 ¼ N À s Ã ðX ; Y n 1 ; X n 2 ; . . .Þ Á . Define G :¼ iðS Ã Þ X H, and let m y A MðS; sÞ be an ergodic equilibrium measure for the potential ÀyI , that is PðyÞ ¼ h m y À y Ð I dm y . In this situation we necessarily have that m y ðGÞ > 0, and this can be seen as follows. First, we show that m y ðGÞ ¼ 0 implies that m y is equal to either d A or d B , where d A (resp. d B ) refers to the Dirac measure at the peri- ; d B g. This shows that h m y ¼ m y ðÀyI Þ ¼ 0, giving PðyÞ ¼ 0, and hence contradicting the fact PðyÞ f bðyÞ > 0. Therefore, we can assume without loss of generality that m y ðGÞ > 0. We can now use Kac's formula once more, which guarantees that there exists a s Ã -invariant probability measure m Ã y in the measure class of m y , such that m Ã y :¼ À m y ðGÞ Á À1 m y j G s À1 i and
For m y :¼ m Ã y p À1 , we argue similar as above and obtain
ðsince m y is an equilibrium stateÞ: r
The following proposition collects the properties of P andP P which will be crucial in the analysis to come. (2) P is convex and non-increasing on R and real-analytic on ðÀy; 1Þ.
(3) PðyÞ ¼ 0, for all y f 1.
(4) P is di¤erentiable throughout R.
(5) The domain ofP P is equal to ½Àa þ ; 0, where Àa þ :¼ lim y!Ày PðyÞ y ¼ À2 log g:
PðÀaÞ=ðÀaÞ ¼ 1.
(7)
We have lim a%2 log g À ÀP PðÀaÞ Á ¼ 0:
We have lim y!Ày À PðyÞ þ 2y log g Á ¼ 0.
For the proofs of (7) and (8) the following lemma will turn out to be useful.
Lemma 4.5. For each x :¼ ½a 1 ; a 2 ; a 3 ; . . . A ð0; 1Þ and k A N 0 we have, with t 0 :¼ 0,
a i for k A N, and r :¼ 1 À g À6 , q k ðxÞ e g t k r t k ÀkÀ1 :
Proof. We give a proof by complete induction of the slightly stronger inequality q k ðxÞ e g t k r t k Àk r d 1; a k À1 ; ð4:7Þ in which d denotes the Kronecker symbol.
First note that q 0 1 1, q 1 ð½1; . . .Þ ¼ 1 e g 1 r 1À1 , and if a 1 f 2 then one immediately verifies that q 1 ½a 1 ; . . . ¼ a 1 e g a 1 r a 1 À1 r À1 . Also, for k A N we have
where f k refers to the ðk þ 1Þ-th member of the Fibonacci sequence ð f 0 ; f 1 ; f 2 ; . . .Þ :¼ ð0; 1; 1; 2; . . .Þ;
. Now suppose that (4.7) holds for some k A N and for all 0 e m e k. It is then su‰cient to consider the following two cases.
(1) If a kþ1 ¼ 1 such that a n f 2 and a nþi ¼ 1, for all i ¼ 1; . . . ; l, some n e k and l f k À n þ 1, then q nÀ1 ðxÞ e g t nÀ1 r t nÀ1 Ànþ1 r À1 and q n ðxÞ e g t n r t n Àn r À1 . Hence, an elementary calculation gives q nþl ðxÞ ¼ f lþ1 q n ðxÞ þ f l q nÀ1 ðxÞ e f lþ1 g t n r t n Àn r À1 þ f l g t nÀ1 r t nÀ1 Ànþ1 r À1 e g t nþl r t nþl ÀnÀl r À1 f lþ1 g l þ f l g a n þl r a n À1 ! e g t nþl r t nþl ÀnÀl
(2) If a kþ1 ¼ 2, then either a i ¼ 1 for i ¼ 1; . . . ; k, or there exists n e k such that a n f 2 and a i ¼ 1 for all i with n < i e k. In the first case we use (4.8), whereas in the second case we employ (1) , and obtain q kþ1 ð½a 1 ; . . . ; a k ; 2Þ ¼ q kþ2 ð½a 1 ; . . . ; a k ; 1; 1Þ e g t kþ1 r t kþ1 ÀkÀ1 r À1 :
For a kþ1 > 2, the inequality follows by induction over a kþ1 , using (1) and the fact that q kþ1 ð½a 1 ; . . . ; a k ; a kþ1 Þ ¼ q kþ2 ð½a 1 ; . . . ; a kþ1 À 1; 1Þ. r Before giving the proof of Proposition 4.4, we remark that the statements (7) and (8) in Proposition 4.4 are in fact equivalent. Nevertheless, we shall prove these two statements separately, where the proof of (7) primarily uses ergodic theory, whereas the proof of (8) is of elementary number theoretical nature.
Proof of Proposition 4.4.
ad (1) . The assertion is an immediate consequence of (3.2) and Corollary 3.2.
ad (2) . The assertion follows immediately by combining Proposition 4.2 and Proposition 4.3. Alternatively, the statement can also be derived from [12] , Proposition 2.1.
ad (3) . By definition of P we have Pð1Þ ¼ 0. Also, by (2) we know that P is nonincreasing. Therefore, it is su‰cient to show that P is non-negative, and indeed this follows since
jT n; k j y f lim n!y 1 n logjT n; 1 j y ¼ lim n!y Ày n logðn þ 1Þ ¼ 0:
ad (4). In order to determine the left derivative P À ð1Þ of P at 1, recall from Proposition 4.2 that m Ã y refers to the unique Gibbs measure on S Ã such that m Ã y À C Ã n ðyÞ Á exp À ÀyS n I Ã ðyÞ À bðyÞS n N Ã ðyÞ Á , for all n A N, y A S Ã . Here, C Ã n ðyÞ refers to the unique n-cylinder in S Ã containing y. For each n A N, let us fix an element y ðnÞ X A S Ã such that y ðnÞ X ¼ ðX n ; . . .Þ, for X A fA; Bg. We then have by Lemma We are left with to determine the actual value of a þ . For this, first note that for the linear combination m :¼ 1=2ðd AB þ d BA Þ A MðS; sÞ of the Dirac measures d AB and d BA at the periodic points AB :¼ p À1 ð2 À gÞ and BA :¼ p À1 ðg À 1Þ, an elementary calculation shows that Ð I dm ¼ 2 log g. This implies that we have sup logð f nþ1 f nþ2 Þ n ¼ lim n!y log À g nþ1 À ðÀgÞ Àðnþ1Þ Á þ log À g nþ2 À ðÀgÞ Àðnþ2Þ Á n ¼ 2 log g:
Note that in here the supremum is achieved at for instance any noble number in ð0; 1Þ, that is at numbers whose continued fraction expansion eventually consists of 1's only.
ad (6) . The result in (3) implies that lim a&0 ÀP PðÀaÞ=a ¼ infft A R : PðtÞ ¼ 0g:
Therefore, it is su‰cient to show that 1 is the least zero of P. For this assume by way of contradiction that PðsÞ ¼ 0, for some s < 1. Since P is non-increasing, it follows that P vanishes on the interval ðs; 1Þ. But this contradicts the fact that P is real-analytic on ðÀy; 1Þ and positive at for instance 0. ad (7) . For all n A N and y e 0, we have g nþ1 À ðÀgÞ Àðnþ1Þ ffiffi ffi 5 p ! À2y e ð f nþ1 f nþ2 Þ Ày e P 2 n k¼1 jT n; k j y e 2 n ð f nþ1 f nþ2 Þ Ày e 2 n g À2yðnþ2Þ :
Therefore,
À2y log g e PðyÞ e log 2 À 2y log g for all y e 0;
which implies thatP PðÀaÞ e 0, for all a A ½0; 2 log g. Hence, in order to verify that lim a%2 log gP PðÀaÞ ¼ 0 it is su‰cient to show that this limit is non-negative. For this, let tðaÞ :¼ ðP 0 Þ À1 ðÀaÞ and recall that by the variational principle (cf. [4] ) we have for each a A ½0; 2 log g that there exists m tðaÞ A MðS; sÞ such that P À tðaÞ Á ¼ h m tðaÞ À tðaÞ Ð I dm tðaÞ :
Furthermore, by [12] , Proposition 2.3, we have Ð I dm tðaÞ ¼ a. Therefore, if n A MðS; sÞ denotes a weak limit of some sequence ðm tðaÞ Þ for a tending to 2 log g from below, then the lower semi-continuity of the entropy (cf. [4] ) gives
Note that we clearly have Ð I dn ¼ 2 log g. Now, the final step is to show that for the discrete measure m considered in the proof of (5) we have fn A MðS; sÞ :
This will be su‰cient, since h m ¼ 0. Therefore, suppose by way of contradiction that there exists m 3 m such that m A fn A MðS; sÞ : Ð I dn ¼ 2 log gg:
Let us first show that h :¼ mðfx A S :
If this would not be the case, then the s-invariance of m would imply mðfx A S :
and hence we obtain by induction that m ¼ m. This contradicts our assumption m 3 m, showing that h > 0. We can now continue the above argument as follows. Since fn A MðS; sÞ : Ð I dn ¼ 2 log gg is convex, we can assume without loss of generality that m is ergodic. This then immediately implies that lim n!y À S n I ðxÞ Á =n ¼ Ð I dm for m-almost every x A S, and furthermore that for some X A fA; Bg and n su‰ciently large, 
ad (8) . First note that t n; 2l > t n; 2lG1 , for each n f 2 and l ¼ 1; . . . ; 2 nÀ1 . This implies that jT n; 2l j À1 ¼ t n; 2l Á t n; 2lþ1 and jT n; 2lÀ1 j À1 ¼ t n; 2lÀ1 Á t n; 2l are both less than ðt n; 2l Þ 2 . Hence, using Lemma 2.1 and Lemma 4.5, it follows for n > 2 and y < 0, P 2 n k¼1 jT n; k j y e 2 P n k¼1 P A nþ1 k q k ð½a 1 ; . . . ; a k Þ À2y
n À 1 k ðr À2y Þ nÀ1Àk e 2g À2yðnþ1Þ ð1 þ r À2y Þ nÀ1 :
Recalling the definition of P, we then obtain (2) Recall that in [12] and [13] we in particular considered oriented geodesics l H H 2 from fyg to ½0; 1Þ, and coded these by means of their intersections with the tesselation given by the G-orbit of the fundamental domain F . More precisely, if l ends at x A ½0; 1Þ X I such that l intersects g x; 1 ðF Þ; g x; 2 ðF Þ; g x; 3 ðF Þ; . . . in succession, with g x; n A G for all n A N, then x is coded by the infinite word ðg x; 1 ; g x; 2 ; g x; 3 ; . . .Þ. Clearly, this type of coding is analogous to the finite coding represented by S. Hence, the results of [12] and [13] for the Haus-dor¤ dimensions of the level sets
can immediately be transfered to the situation in this paper, and in this way we obtain that for each a A ð0; 2 log gÞ,
Therefore, the following proof of Theorem 1.1 will in particular also give an alternative proof of the identity in (5.1). Let us also emphasize that a straightforward inspection of the arguments in the general multifractal analysis of [12] shows that there we did not make full use of the group structure of the Kleinian group. In fact, the arguments there exclusively consider certain rooted sub-trees of the Cayley graph of the Kleinian group, and therefore they continue to hold if the underlying algebraic structure is only a semi-group acting on hyperbolic space, rather than a group. Therefore, the main results of this general multifractal analysis for growth rates can be applied immediately to the setting in this paper. In this way one also immediately obtains that P is di¤erentiable everywhere, realanalytic on ðÀy; 1Þ and equal to 0 otherwise. 
In here, the function t is given by tðaÞ :¼ ðP 0 Þ À1 ðÀaÞ.
Proof. The existence of the unique ergodic Gibbs measure m Ã tðaÞ has already been obtained in Proposition 4.1. As shown in Proposition 4.2, the significance of m Ã tðaÞ is that it allows to represent the Lyapunov exponent a in terms of I Ã and N as follows. The case a ¼ 0. Recall the two classical results of Lévy and Khintchin mentioned in the introduction. From these we immediately deduce that tð0Þ ¼ 1. Also, recall that by Proposition 4.4 (6) we have that lim a&0P
PðÀaÞ=ðÀaÞ ¼ 1. This shows that tð0Þ ¼ lim a&0P PðÀaÞ=ðÀaÞ ¼ 1, and hence gives that the dimension function t is continuous from the right at 0.
In order to show that a Ã ð0Þ ¼ w, we argue as follows. For a ¼ 0, we already know that 0 ¼ Ð
and that lim k!y À 2 log q k ðxÞ Á =k ¼ a Ã ð0Þ, for m Ã 1 ðp Ã Þ À1 -almost every x A ð0; 1Þ. Hence, Lévy's result gives that, if m Ã 1 ðp Ã Þ À1 is absolutely continuous with respect to the Lebesgue measure l on ð0; 1Þ then a Ã ð0Þ ¼ w. Hence, it remains to show that m Ã 1 ðp Ã Þ À1 has this property. For this, consider some T A T n for n A N, and fix y A S Ã and k A N such that p Ã À C Ã k ðyÞ Á ¼ T X I. Using the Gibbs property of m Ã 1 and Lemma 3.3, we obtain
The case a ¼ 2 log g. In order to show that the dimension function t is continuous from the left at 2 log g, we proceed as follows. Proposition 4.4 (7) implies that lim a%2 log gP PðÀaÞ=ðÀaÞ ¼ 0. Using monotonicity of the Hausdor¤ dimension together with Lemma 5.4, it then follows 0 e tð2 log gÞ e lim a%2 log g tðaÞ ¼ 0:
Hence, we have tð2 log gÞ ¼ 0, which gives that t is continuous from the left at 2 log g.
Finally, for the left derivative of t at 2 log g, note that a straightforward computation of the derivative of t on the interval ð0; 2 log gÞ shows that t 0 ðaÞ ¼ ÀP À tðaÞ Á =a 2 . Since tðaÞ tends to ðÀyÞ as a approaches 2 log g, it follows lim a%2 log g t 0 ðaÞ ¼ Ày:
Multifractal formalism for approximants
In this section we outline the necessary changes which have to be implemented in the proof of Theorem 1.1 in order to derive Theorem 1.3.
The analytic properties of P D as stated in Theorem 1.3 can be obtained as follows. In Section 4 replace the function N : S ! N (resp. N : S Ã ! N) by the function 1 : S ! f1g (resp. 1 Ã : S Ã ! f1g) constant equal to 1. In this way we obtain for the pressure function P associated with S, P À ÀyI À PðÀyI Þ1 Á ¼ 0:
Also, note that by Lemma 3.3 we have P D ðyÞ ¼ PðÀyI Þ:
(Below, we shall specify the domain of P D .) Hence, combining these observations with Proposition 4.2 adapted to the situation here, the alleged analytic properties of P D follow. Also, using the same strategy as in Section 5.1 and 5.2, that is replacing in there the function N by the function 1 Ã , one immediately obtains t D ðaÞ ¼P P D ðÀaÞ Àa :
(Below, we shall specify the domain of t D .)
In order to clarify the range of P D and of t D , and for the discussion of the boundary points of t D , we first remark that P D has a singularity at 1=2. This follows, since for every approximant ½a 1 ; . . . ; a k we have (see e.g. [15] ) Q k i¼1 a i e q k ð½a 1 ; . . . ; a k Þ e 2 k Q k i¼1 a i ; which immediately gives 0 e log zðyÞ À P D ðyÞ e 2y log 2; for y > 1=2:
Here, z refers to the Riemann zeta-function zðyÞ :¼ P n A N n À2y . This shows that P D ðyÞ and P 0 D ðyÞ both tend to infinity for y tending to 1=2 from above. From this we deduce that P P D ðÀaÞ is well-defined for arbitrary large values of a, and also that lim a!yP P D ðÀaÞ=ðÀaÞ ¼ 1=2:
In order to see that the domain ofP P D is the interval ½2 log g; yÞ and that lim A combination of these two observations gives the statement in (6.1).
In order to prove continuity of t D at 2 log g, note that by arguing similar as in the proof of Lemma 5.4, we obtain for a < w, Finally, the same argument as used in Section 5.3 for determining the limit behaviour of t 0 , gives that for the left derivative of t D at 2 log g we have lim a&2 log g t 0 D ðaÞ ¼ y:
This finishes the proof of Theorem 1.3.
