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We extend a previously proposed field-theoretic self-consistent perturbation approach for the
equilibrium dynamics of the Dean-Kawasaki equation presented in [J. Stat. Mech. 2008 P02004].
By taking terms missing in the latter analysis into account we arrive at a set of three new equations
for correlation functions of the system. These correlations involve the density and its logarithm as
local observables. Our new one-loop equations, which must carefully deal with the noninteracting
Brownian gas theory, are more general than the historic Mode-Coupling one in that a further
and well-defined approximation leads back to the original mode-coupling equation for the density
correlations alone. However, without performing any further approximation step, our set of three
equations does not feature any ergodic-non ergodic transition, as opposed to the historical mode-
coupling approach.
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I. INTRODUCTION
Supercooled liquids approaching the glass transition
exhibit fascinating dynamic phenomena such as tremen-
dous slowing down and kinetic heterogeneity [1, 2]. These
dynamic properties are intimately connected to the na-
ture of the transition from liquid to glass. First-principle
theoretical understanding of the dynamics of supercooled
liquids and the nature of their glass formation still re-
mains one of the greatest challenges in condensed matter
science.
Applications of the mode coupling theory (MCT) to
supercooled liquids [3] started in 1984, and there are
still certain aspects of it that remain controversial. The
best known result is the derivation of the standard MCT
(SMCT) equation for the dynamical structure factor.
This equation predicts the existence of a sharp kinetic
transition between fluid-like ergodic and glass-like non-
ergodic states. However, it is a widespread belief that
this sharp transition to full dynamical arrest is spuri-
ous, and that a sharp cross-over must instead take place
[4, 32]. The latter could result from thermally activated
processes left out from the SMCT equation. The ab-
sence of a sharp transition described by SMCT is now
well established numerically [5, 6], but the theoretical
extensions of SMCT devised in order to take the so-
called “activated events” [7, 33] into account is even more
controversial than SMCT itself [8, 9]. These extensions
attempt to include thermally activated processes which
are expected to round off the sharp ergodic-nonergodic
(ENE) transitions, by including the current variables in
the description. But if the current variables relax in time
much faster than the density variables as in deeply su-
percooled liquids, the former variables can adiabatically
2be eliminated to result in a closed stochastic equation for
the density modes. This is called the dynamical density
functional theory where thermally activated processes are
also taken into account [10, 11]. This is evident in ap-
pearance of the second functional derivative with respect
to the density variable in the stochastic equation for the
probability density functional (see Eq. (5) below). This
guarantees the approach to equilibrium of the density
probability distribution functional as the time goes to
infinity. In any case, the search for a proper theoretical
description that incorporates density fluctuations alone
is needed, at least in order to treat Brownian dynamics,
in which no energy or momenta currents exist.
With these issues in the background, in a recent work
[12] (referred to as [KK08] throughout the present work),
two of the present authors investigated the dynamical
density functional equation for colloidal suspension, that
we denote here by the Dean-Kawasaki (DK) equation
[10, 13]. In one loop order [KK08] claimed derivation of
SMCT which predicts a sharp ENE transition. [KK08]
anticipated at that time that smearing effects for this
transition should come from higher loop, which, how-
ever, is not the case. As we first show in this paper,
there is a missing term in [KK08], and recovering it gives
rise to a new set of equations that bear on several corre-
lation functions instead of only one. We will show that
these equations with one-loop self energies do not sup-
port the existence of a sharp ENE transition. We then
demonstrate a striking property of these equations: that
SMCT can be recovered from them by a further, well
defined (but again not justified) approximation.
II. THE DEAN-KAWASAKI EQUATION
The DK equation is the following stochastic time evo-
lution equation for the density field ρ(r, t)
∂tρ(r, t)=∇·
(
ρ(r, t)∇ δF [ρ]
δρ(r, t)
)
+∇·
(√
2Tρ(r, t)η(r, t)
)
,
(1)
where T is the temperature of the system (we set the
Boltzmann constant kB unity throughout). In Eq. (1),
the Gaussian thermal noise ηα(r, t) has zero mean and
unit variance
〈ηα(r, t)ηβ(r′, t′)〉 = δαβδ(r− r′)δ(t− t′) . (2)
The free energy density functional F [ρ] reads:
F [ρ] = Fid[ρ] + Fint[ρ] ,
Fid[ρ] = T
∫
dr ρ(r)
[
ln
(
ρ(r)
ρ0
)
− 1
]
,
Fint[ρ] =
1
2
∫
dr
∫
dr′ U(|r− r′|)δρ(r) δρ(r′) ,
(3)
where δρ(r, t) ≡ ρ(r, t) − ρ0 is the density fluctuation
around the equilibrium density ρ0. In Eq. (3) Fid[ρ] is
the entropic contribution to the free-energy, and Fint[ρ]
the interaction one with U(|r− r′|) representing the par-
ticle interaction. This equation, obtained by Dean [13]
is the exact evolution equation for the microscopic den-
sity of a collection of interacting Brownian particles un-
der overdamped dynamics. It thus contains all the com-
plexity of the systems that undergo a glass transition in
numerical simulations, or colloidal experiments. Surpris-
ingly, Eqs. (1)–(3) were proposed by one of the present
authors [10] as a mesoscopic kinetic equation for the
coarse-grained density with U(r) = −Tc(r) (c(r) being
the direct correlation function of the liquid). In particu-
lar, Eq. (1) was obtained via adiabatic elimination of the
much faster-decaying momentum field in the fluctuating
hydrodynamic equations of dense liquids [7]. We wish
to emphasize that in this work, we do not use this sub-
stitution at any place, and the appearance of the renor-
malized static correlation function c(r) occurs naturally,
due to the compatibility between equilibrium and dy-
namic correlations in the formalism we use, and the cor-
rect treatment of non-perturbative sum rules enforced by
this compatibility.
A prominent feature of the DK equation in Eq. (1-
3) is that the diffusion part has an extra factor of den-
sity, and hence the corresponding thermal noise has to
be of multiplicative form in order for the density modes
to relax towards their expected Gibbs distribution. The
multiplicative nature of the noise greatly complicates the
theoretical treatment of the dynamics of the system. It
is also crucial to give a diffusion equation for the den-
sity fluctuations in the absence of interaction due to the
non-polynomial density dependence of Fid[ρ];
δFid
δρ(r)
= T ln
ρ(r)
ρ0
hence ∇ ·
(
ρ∇δFid
δρ
)
= T∇2ρ . (4)
This feature is physically expected (and analytically
proved in [15]) for the non-interacting Brownian parti-
cles. The second element is essential for the system to
evolve toward the equilibrium stationary state due to the
presence of the extra factor of density in the diffusion
part. Specifically, the Fokker-Planck (FP) equation cor-
responding to Eqs. (1) and (2) can be written as
∂P ({ρ}, t)
∂t
= (5)
−
∫
dr
δ
δρ(r)
∇ · ρ(r)∇
[
T
δ
δρ(r)
+
δF [ρ]
δρ(r)
]
P ({ρ}, t) ,
where P ({ρ}, t) is the probability distribution of the den-
sity configuration {ρ(r)} at time t. The equilibrium dis-
tribution Peq[ρ] ∝ exp
(−F [ρ]/T ) is a stationary solution
of the FP equation Eq. (5). As stated in the Introduction,
in view of the presence of the second functional deriva-
tive with respect to the density variable in Eq. (5), which
comes from the multiplicative thermal noise in (1), ther-
mally activated processes are included in the equation.
Of course this is a weak analogy to Kramer’s theory for
3the escape across a one-dimensional potential energy bar-
rier, where the second derivative of the free-energy repre-
sents the local curvature, which governs the escape rate.
But at present we do not know an analytic way of han-
dling the above Fokker-Planck-type equation to produce
activated processes. We here just quote Langer’s the-
ory [16] where the Fokker-Planck-type equation is used
to calculate nucleation rate of first order transition us-
ing instanton-type non-perturbative calculation, which
is therefore outside any renormalized perturbation the-
ory (RPT) including the present one.
A systematic way of analyzing the DK equation is to
perform a RPT (i.e. the loop expansion) on the dynamic
action S[ρ, ρˆ] obtained from the original DK equation,
which enables one to treat dynamics of the correlation
and response functions on equal footing. Via the Martin-
Siggia-Rose-Janssen-De Dominicis method [17, 18, 20]
one can obtain the dynamic action S[ρ, ρˆ] for (1) and
(2)
S[ρ, ρˆ] =
∫
r,t
{
iρˆ
[
∂tρ−∇ ·
(
ρ∇δF [ρ]
δρ
)]
− Tρ(∇ρˆ)2
}
,
(6)
where
∫
r,t
≡ ∫ dr ∫ dt, the auxiliary field ρˆ is a real field,
and the last cubic term involving the quadratic ρˆ comes
from the average over the multiplicative thermal noise η.
The dynamic action of this form with the Ramakrishnan-
Yousouff (RY) free energy functional, i.e., the free energy
functional in Eq. (3) with U(r) = −Tc(r), was first writ-
ten down in [21]. In deriving Eq. (6), employing the Itoˆ
calculus makes the Jacobian of the transformation con-
stant [18, 19]. In principle, studying time-reversibility
in such dynamic actions must be carried out within the
Stratonovich discretization scheme, but remarkably the
action in the latter scheme does not pick up any addi-
tional contributions.
However, it was explicitly shown [22] that the direct
application of the loop expansion for the dynamic ac-
tion in Eq. (6) turns out to be incompatible with the
fluctuation-dissipation relation (FDR) between the den-
sity correlation function Gρρ(r, t) and the correspond-
ing physical response function R(r, t) (see (9) below),
which is the central element of the equilibrium dynamics.
Closely related to this, while in the additive Langevin
equations the noise-response iGρρˆ(r, t) is actually pro-
portional to the physical response, that was shown to be
not the case for the DK equation [22] where the physi-
cal response is given by an unusual composite two-point
function, written down in Eq. (9) below. ABL [14] fur-
ther elucidated the origin of this inconsistency between
the FDR and the RPT, and thereby provided an elegant
way of resolving it by focusing on the time-reversal (TR)
symmetry of the dynamic action. ABL then proposed the
introduction of the conjugate pair of auxiliary fields {θ, θˆ}
(defined below) to linearize the one of the TR transfor-
mations, which restores preservation of the FDR order
by order in the loop expansion for the new form of the
dynamic action incorporating {θ, θˆ}. [KK08] developed
a modified version of ABL’s auxiliary field method.
Yet another different scheme was recently proposed
by two of the present authors in [23], exploiting the re-
versibility of the dynamics to map the problem onto an
effective quantum system. This approach yields a re-
versible formulation, in which the case of noninteracting
Brownian gas (NBG) (U = 0 in (1) is a Gaussian the-
ory, but the correlation function in this approach is a
four-point object, and thus new difficulties arise when
attempting to perform a loop expansion. The formula-
tion proposed in [14], in [KK08], and in the present paper
are more straightforward to analyze, since they are for-
mulated in terms of two-body objects, however, it will be
shown that the case of NBG is a strongly non-Gaussian
theory, giving rise to new difficulties. More precisely, the
new form of the action, when U = 0, contains an infinite
number of polynomial terms, which should be taken into
account non-perturbatively. Instead, performing a loop-
expansion amounts to developing in perturbation theory
around a Gaussian ground state, whereas the NBG case
is strongly non-Gaussian [15] due to the multiplicative
nature of the thermal noise acting on the density field.
A. Time-reversal symmetries
The dynamic action in Eq. (6) is invariant under the
following two types of TR transformation for ρ and ρˆ.
The U-transformation involves the free energy functional;
U :


ρ(r,−t) → ρ(r, t) ,
ρˆ(r,−t) → −ρˆ(r, t) + i
T
δF [ρ]
δρ(r, t)
.
(7)
Another transformation explicitly involves the time
derivative;
T :


ρ(r,−t)→ ρ(r, t) ,
∇ ·
(
ρ(r,−t)∇ρˆ(r,−t)
)
→
∇ ·
(
ρ(r, t)∇ρˆ(r, t)
)
+
i
T
∂tρ(r, t) .
(8)
The U-transformation was first written down by Janssen
[18], and the T-transformation appears first in [14]. Im-
portant feature of these TR transformations is that both
are nonlinear: the former is nonlinear owing to the form
of the entropic contribution Fid[ρ], whereas the latter due
to the multiplicative nature of the DK equation. The
standard FDR follows from either of these TR transfor-
mations. It reads:
1
T
∂tGρρ(r− r′, t− t′) = R(r− r′, t′ − t)−R(r− r′, t− t′) ,
Gρρ(r− r′; t− t′) ≡ 〈δρ(r, t)δρ(r′, t′)〉 ,
R(r− r′, t− t′) ≡ −
〈
ρ(r, t)∇′ ·
[
ρ(r′, t′)∇′ ρˆ(r′, t′)
]〉
.
(9)
4The problem is that the decomposed Gaussian and non-
Gaussian components of the original dynamic action in
Eq. (6) are separately invariant under neither transfor-
mations, which makes the direct loop expansion incom-
patible with the FDR.
Each TR transformation offers its own perturbation
scheme preserving the FDR. First of all, both transfor-
mations can be made linear by introducing extra sets of
field variables. In this regard, it is much more convenient
to linearize the U-transformation since introducing a sin-
gle set of extra fields (denoted by θ and θˆ) would suffice.
One then can apply the standard loop-expansion method
for the new dynamic action incorporating the new fields
θ and θˆ (see (12) below).
One can follow another perturbation scheme, a po-
tential expansion method, which preserves the T-
transformation. In this scheme, one decomposes the orig-
inal dynamic action into the interaction-free (correspond-
ing to the NBG) and interaction contributions instead of
decomposing into the Gaussian and non-Gaussian parts;
S[ρ, ρˆ] = Sid[ρ, ρˆ] + Sint[ρ, ρˆ] ,
Sid[ρ, ρˆ] =
∫
r,t
{
iρˆ
(
∂tρ− T∇2ρ
)
− Tρ(∇ρˆ)2
}
,
Sint[ρ, ρˆ] = −
∫
r,t
iρˆ ∇ ·
(
ρ∇δFint[ρ]
δρ
)
.
(10)
Both Sid and Sint become separately invariant under
the T-transformation. Here although the interaction-
free action Sid has the non-Gaussian cubic nonlinearity
−Tρ(∇ρˆ)2, the expansion of this nonlinearity in the bare
Gaussian perturbation scheme is soon truncated due to
the causality, namely the Gaussian average of the two
hatted fields being zero. Thus the multiplicative thermal
noise can be exactly treated in each order of potential
expansion. Here no extra set of variables is needed, and
the NBG case (U = 0) is trivially obtained. But the
calculation in the presence of interaction is much more
involved than in the other scheme. The first steps of
such an expansion are described in [15], but no one has
yet completed the work utilizing the T-transformation.
B. Linearization of the U-transformation
In this work, we focus on the loop expansion method
via the linearization of the U-transformation. As stated
earlier, it can be achieved by letting a new auxiliary
field θ(r, t) take up only the nonlinear part of the U-
transformation as
θ(r, t) = f(δρ(r, t)) ≡= 1
T
δFid[ρ]
δρ(r, t)
− δρ(r, t)
ρ0
= ln
(
1 +
δρ(r, t)
ρ0
)
− δρ(r, t)
ρ0
= −
∞∑
n=2
(−1)n
n
(
δρ(r, t)
ρ0
)n
.
(11)
Thus θ field represents all the non-Gaussian density fluc-
tuations coming from the entropic part of the free energy.
The resulting new dynamic action S[ρ, ρˆ, θ, θˆ] is then
decomposed into a Gaussian part Sg and a non-Gaussian
part Sng, defined as:
S[ρ, ρˆ, θ, θˆ] = Sg[ρ, ρˆ, θ, θˆ] + Sng[ρ, ρˆ, θ, θˆ] ,
Sg ≡
∫
r,t
{
iρˆ
[
∂tρ− T∇2ρ− ρ0T∇2θ − ρ0∇2U ∗ δρ
]
−ρ0T (∇ρˆ)2 + iθˆθ
}
,
Sng ≡
∫
r,t
{
iρˆ
[
−T∇ ·
(
δρ∇
[
Kˆ ∗ δρ
])
− T∇ · (δρ∇θ)
]
−Tδρ(∇ρˆ)2 − iθˆf(δρ)
}
,
(12)
where ∗ denotes the space convolution, i.e.,
(
Kˆ ∗ δρ
)
(r, t) ≡
∫
r′
K(|r− r′|)δρ(r′, t) , (13)
and K is defined by:
K(|r− r′|) ≡ 1
ρ0
δ(r− r′) + 1
T
U(|r− r′|) . (14)
In Eq. (12), the field θˆ(r, t) appears from the in-
tegral representation of the delta-functional constraint
δ
[
θ(r, t) − f(ρ(r, t))] from Eq. (11), which inevitably
generates the nonpolynomial (logarithmic) nonlinearity
−iθˆf(δρ), while the original action in Eq. (6) contains
polynomial nonlinearities only.
Although Andreanov, Biroli, and Lefe`vre (ABL) [14]
uses the same formal setting as the present work, the
results they obtain have a rather different structure. In
particular, ABL uses a different definition of θ variable.
ABL’s definition θABL = δF/δρ includes even the linear
part of density fluctuation, whereas θ in Eq. (11) explic-
itly separate the linear density fluctuation from δFid/δρ.
Because of this difference, distinction between ABL and
the present work persists through the forms of the new
dynamic action, some of the FDRs, and the dynamic
equations. It is thus useful to keep in mind that their
(Fourier transformed) correlation functions Cρθ(k, t) and
Cθθ(k, t) correspond respectively to T
(
K(k)Gρρ(k, t) +
Gρθ(k, t)
)
and T
(
K(k)Gθρ(k, t) +Gθθ(k, t)
)
in our case.
Even if this correspondence is taken into account, the
resulting dynamic equations exhibit a subtle difference
in both cases, particularly for the equations for Gρθ and
Gθθ. At any rate, we tend to believe that ABL’s anal-
ysis concerning the decay at long times of correlation
functions of the theory is erroneous, and in particular,
the equation for the nonergodicity parameter of Gρρ(k, t)
(Eq. (97) of [14]), which is based on several hypotheses
and on the neglect of the first memory integral in the
long-time limit (Eq. (88) of [14]), which would not be
zero. In this work we do not make such hypotheses, and
our results are obtained without any assumptions other
than the starting models.
5Now Sg and Sng become separately invariant under the
linearized U-transformation
UL :


ρ(r,−t) = ρ(r, t) ,
ρˆ(r,−t) = −ρˆ(r, t) + i(Kˆ ∗ δρ)(r, t) + iθ(r, t) ,
θ(r,−t) = θ(r, t) ,
θˆ(r,−t) = θˆ(r, t) + i∂tρ(r, t) ,
(15)
Here the modulus of the associated transformation ma-
trix O is unity (detO = −1). That the transformation of
ρˆ field involves not only ρ but also θ fields reflects non-
Gaussian contributions of the entropic free energy. The
response field θˆ acts as the time derivative of density fluc-
tuation for time-reversal invariance since it couples with
a function of density fluctuation.
Now due to the separate invariance of the new dynamic
action under the UL transformation, the RPT for the new
dynamic action is guaranteed to preserve the FDR order
by order.
However, it is obvious from the form of the action (12)
that the NBG case is not a Gaussian theory, since set-
ting U = 0 in the action does not cancel its non-Gaussian
part. An order by order loop expansion is thus not guar-
anteed to treat correctly the NBG.
Until now, we have recalled the preliminary steps of
the work presented in [KK08], for the sake of clarity, but
in the following some results taken from this previous
work will be recalled without proof, for the sake of com-
pactness.
III. DYNAMIC EQUATIONS
The linear transformation under time reversal in
Eq. (15) dictates the following linear FDRs between the
correlation and response functions:

Gρρˆ(k, t) = iΘ(t) (K(k)Gρρ(k, t) +Gρθ(k, t)) ,
G
ρθˆ
(k, t) = iΘ(t)∂tGρρ(k, t) ,
Gθρˆ(k, t) = iΘ(t) (K(k)Gθρ(k, t) +Gθθ(k, t)) ,
G
θθˆ
(k, t) = iΘ(t)∂tGθρ(k, t) + iδ(t) ,
(16)
where K(k) ≡ 1/ρ0+U(k)/T is the Fourier transform of
K(r) defined in Eq. (14). Due to the nature of θ field,
Gρθ(k, t) in the first FDR is a non-Gaussian contribu-
tion (from the entropic part of the free energy) to the
density correlation. Since θˆ field acts as time derivative
of density fluctuation, the second FDR in (16) is noth-
ing but the standard FDR, the first line of (9) with the
physical response now reduced to R(r, t) = iG
ρθˆ
(r, t)/T .
The additional Dirac delta term in G
θθˆ
in (16) does not
come from the FDR but is a contribution coming directly
from the bare correlator given by the action in Eq. (12),
which is not renormalized by any loop diagrams as can be
seen by direct inspection. This term reflects the fact that
the Lagrange multiplier θˆ acts also at equal times, and
thus affects the equilibrium correlations in addition to dy-
namic ones. [KK08] missed out this last term, which sig-
nificantly affects the analysis given in this previous work.
In particular, the overlooked delta function generates ad-
ditional terms in the equations of motion for the corre-
lation and response functions, and thereby stymies the
nonperturbative analysis given in Section 3.9 of [KK08].
The new analysis given below remedies these erroneous
results. We note that such a term was correctly taken
into account in the previous work of ABL [14].
The self-energies are defined as the functional inverse of
the propagators via the Schwinger-Dyson (SD) equation:
1 δ(t) =
(
G0
−1 ⊗G) (k, t)− (Σ⊗G) (k, t) , (17)
where G0
−1 is the inverse of the bare propagator, which
is simply read off from the dynamical action,G andΣ are
4× 4 matrices containing all correlators and self-energies
respectively, and 1 is a 4×4 identity matrix. The symbol
⊗ stands for time convolution. The FDRs holds also for
the self-energies, and read:


Σρˆρ(k, t) = iΘ(t)
(
−K(k)Σρˆρˆ(k, t) + ∂tΣρˆθˆ(k, t)
)
,
Σρˆθ(k, t) = −iΘ(t)Σρˆρˆ(k, t) ,
Σ
θˆρ
(k, t) = iΘ(t)
(
−K(k)Σ
θˆρˆ
(k, t) + ∂tΣθˆθˆ(k, t)
)
,
Σ
θˆθ
(k, t) = −iΘ(t)Σ
θˆρˆ
(k, t) ,
Σ
θˆρˆ
(k, t) = −Σ
θˆρˆ
(k,−t).
(18)
The FDRs in Eqs. (16) and (18) are employed to derive
the dynamic equations for the correlation functions given
in the next section.
A. Equations for the correlation functions
The dynamic equations for the correlation and re-
sponse functions are formally given by the matrix SD
equation in Eq.(17).
We first write down the dynamic equations for the cor-
relation functions:
∂tGρρ(k, t) = −ρ0Tk2
[
K(k)Gρρ(k, t) +Gθρ(k, t)
]
+
∫ t
0
ds

 Σρˆρˆ(k, t− s)
[
K(k)Gρρ(k, s) +Gθρ(k, s)
]
−Σ
ρˆθˆ
(k, t− s)∂sGρρ(k, s)

 ,
(19)
Gθρ(k, t) = Σθˆθˆ(k, 0)Gρρ(k, t)
+
∫ t
0
ds

 Σθˆρˆ(k, t− s)
[
K(k)Gρρ(k, s) +Gθρ(k, s)
]
−Σ
θˆθˆ
(k, t− s)∂sGρρ(k, s)

 ,
(20)
6∂tGρθ(k, t) = −ρ0Tk2
[
K(k)Gρθ(k, t) +Gθθ(k, t)
]
− Σ
ρˆθˆ
(k, t)
[
K(k)Gρρ(k, 0) +Gθρ(k, 0)
]
+
∫ t
0
ds

 Σρˆρˆ(k, t− s)
[
K(k)Gρθ(k, s) +Gθθ(k, s)
]
−Σ
ρˆθˆ
(k, t− s)∂sGρθ(k, s)

 ,
(21)
Gθθ(k, t) = Σθˆθˆ(k, 0)Gρθ(k, t)
− Σ
θˆθˆ
(k, t)
[
K(k)Gρρ(k, 0) +Gθρ(k, 0)
]
+
∫ t
0
ds

 Σθˆρˆ(k, t− s)
[
K(k)Gρθ(k, s) +Gθθ(k, s)
]
−Σ
θˆθˆ
(k, t− s)∂sGρθ(k, s)

 .
(22)
The second terms on the right hand sides of Eqs. (21) and
(22) are the ones generated by the presence of the delta
function in the last member of Eq. (16). These new terms
turn out to invalidate the nonperturbative results given
in Sec. 3.9 of [KK08]. As a result, one cannot obtain a
single closed equation for Gρρ(k, t) alone. Instead, one
should face a set of coupled equations for the correlation
functions involving θ variables. The very same situation
is observed in the formulation of Jacquin and vanWijland
[23], and it is a difficulty that seem to naturally occur
when pairs of extra fields are introduced.
B. Static input
Since we are dealing with the dynamics of fluctua-
tions around the equilibrium state, the static informa-
tion prescribed by the free energy F [ρ] in Eq. (3) should
be consistent with the initial conditions for the dynamic
equations of motion for the correlation functions. In-
jecting the causal forms of the correlators in the SD
equation (17), time derivatives contained in the inverse
propagator will act on the Heaviside functions and pro-
duce Dirac delta functions. Now assuming that only G
θθˆ
contains a delta function, and that no self-energy gets
such a term, we can readily equate the delta functions in
Eq. (17) we obtain directly:

X (k, 0) Y(k, 0) 0 0
0 1 0 0
0 0 X (k, 0) G˙ρρ(k, 0) + ρ0Tk2
0 0 0 1


=


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 ,
(23)
where the dot stands for time derivative. In Eq. (23), we
have defined:

X (k, t) ≡ K(k)Gρρ(k, t) +Gρθ(k, t) ,
Y(k, t) ≡ K(k)Gρθ(k, t) +Gθθ(k, t) .
(24)
We thus obtain three constraints, which will be shown to
be fully consistent with the rest of the dynamical equa-
tions:
X (k, 0) = 1 ,
Y(k, 0) = 0 ,
G˙ρρ(k, 0) = −ρ0Tk2 .
(25)
Setting t = 0+ in Eqs. (19)-(22) gives
G˙ρρ(k, 0) = −ρ0Tk2X (k, 0) ,
Gθρ(k, 0) = Σθˆθˆ(k, 0)Gρρ(k, 0) ,
G˙ρθ(k, 0) = −ρ0Tk2Y(k, 0) ,
Gθθ(k, 0) = −Σθˆθˆ(k, 0)K(k)Gρρ(k, 0) .
(26)
Since the system is assumed to be in equilibrium, we
feed the equilibrium correlation, which is the static struc-
ture factor of the liquid:
Gρρ(k, 0) = ρ0S(k) (27)
Injecting this and Eq. (25) directly into Eq. (26), we ob-
tain the important, non-perturbative relation:
Σ
θˆθˆ
(k, 0) =
(
1
ρ0S(k)
−K(k)
)
= −
(
c(k) +
U(k)
T
)
,
Gρθ(k, 0) = 1− ρ0S(k)K(k) ,
Gθθ(k, 0) = −K(k)
(
1− ρ0S(k)K(k)
)
,
(28)
where we expressed in the first line the static structure
factor S(k) in terms of the direct correlation function [27]
c(k) using
1
S(k)
= 1− ρ0c(k) .
C. Analysis of Dynamic equations
In [KK08], overlooking the extra delta function con-
tribution to G
θθˆ
(k, t) in Eq. (16), the authors falsely ob-
tained the relation
Gρθ(k, t)
Gρθ(k, 0)
=
Gρρ(k, t)
ρ0S(k)
.
This incorrect relation turns the first FDR in Eq. (16)
into the (false) linear FDR between Gρρˆ(k, t) and
Gρρ(k, t)
Gρρˆ(k, t) = iΘ(t)
1
ρ0S(k)
Gρρ(k, t) .
7This erroneous FDR led to a closed equation for Gρρ(k, t)
alone. This is not so. One really has to face a cou-
pled set of dynamic equations for the correlation func-
tionsGρρ(k, t), Gρθ(k, t) (orGθρ(k, t)), andGθθ(k, t). We
write them down again incorporating the static input;
∂tGρρ(k, t) = −ρ0Tk2X (k, t)
+
∫ t
0
ds
[
Σρˆρˆ(k, t− s)X (k, s)− Σρˆθˆ(k, t− s)∂sGρρ(k, s)
]
,
(29)
X (k, t) = 1
ρ0S(k)
Gρρ(k, t)
+
∫ t
0
ds
[
Σ
θˆρˆ
(k, t− s)X (k, s)− Σ
θˆθˆ
(k, t− s)∂sGρρ(k, s)
]
,
(30)
∂tGρθ(k, t) = −ρ0Tk2Y(k, t)− Σρˆθˆ(k, t)
+
∫ t
0
ds
[
Σρˆρˆ(k, t− s)Y(k, s)− Σρˆθˆ(k, t− s)∂sGρθ(k, s)
]
,
(31)
Y(k, t) = 1
ρ0S(k)
Gρθ(k, t)− Σθˆθˆ(k, t)
+
∫ t
0
ds
[
Σ
θˆρˆ
(k, t− s)Y(k, s)− Σ
θˆθˆ
(k, t− s)∂sGρθ(k, s)
]
.
(32)
The above equations (29)-(32) form a coupled set of
FDR-preserving dynamic equations for the correlation
functions Gρρ(k, t), Gρθ(k, t) (or Gθρ(k, t)), and Gθθ(k, t)
since the response functions appearing in the self-energies
can be replaced by the corresponding correlation func-
tions via the linear FDRs in Eq. (16). The second terms
in the right hand sides of Eqs. (31) and (32) are those
generated by the overlooked delta function contribution
in the last member of Eq. (16). Due to these terms, the
relation Gρρˆ = iΘ(t)Gρρ(k, t)/ρ0S(k) is invalid and con-
sequently one cannot obtain the single closed equation for
Gρρ(k, t). These equations with the explicit expressions
for the self-energies, could be solved numerically with the
given initial conditions.
Let us rearrange the dynamic equations (29)-(32) for
analysis. Subtracting Eq. (30) multiplied by ρ0Tk
2 from
Eq. (29), we obtain
∂tGρρ(k, t) = − Tk
2
S(k)
Gρρ(k, t) (33)
+
∫ t
0
ds
[
Σ1(k, t− s)X (k, s)− Σ2(k, t− s)∂sGρρ(k, s)
]
,
where Σ1(k, t) and Σ2(k, t) are defined as
Σ1(k, t) ≡ Σρˆρˆ(k, t)− ρ0Tk2Σθˆρˆ(k, t) , (34)
Σ2(k, t) ≡ Σρˆθˆ(k, t)− ρ0Tk2Σθˆθˆ(k, t) . (35)
Note that the first memory integral in Eq. (33) is folded
onto X (k, t) instead of the time derivative of Gρρ(k, t)
as in the second one. One recognizes from the form of
Eq. (29) that one can make the first integral folded into
the time derivative of Gρρ(k, t) with the new memory
function M(k, t);∫ t
0
ds Σ1(k, t− s)X (k, s) ≡ −
∫ t
0
ds M(k, t− s) ∂sGρρ(k, s)
(36)
where the memory kernel M(k, t) obeys the following
exact equation (see Appendix A):
ρ0Tk
2M(k, t) =Σ1(k, t)−
∫ t
0
ds Σ1(k, t− s)Σθˆρˆ(k, s)
+
∫ t
0
ds Σρˆρˆ(k, t− s)M(k, s) .
(37)
This rearrangement is superficially analogous to the one
employed in the irreducible memory function formulation
[28, 29] in the projection operator approach. In our case,
it is not an operation that simplifies the diagrammatic
structure of the memory kernel, but it is rather a pro-
jection onto the subspace of density, factoring out the θ
correlations, which is a necessary step to make contact
with the SMCT. We note that the folding onto the time
derivative of Gρρ(k, t) causes a fundamental change in
the structure of the loop expansion by inevitably bring-
ing higher order contributions to the new memory func-
tion M(k, t). That is, in addition to the one-loop term,
Σ1(k, t)/ρ0Tk
2, higher order terms are generated by iter-
ating Eq. (37) for M(k, t). As shown below, this lowest
order term Σ1(k, t)/ρ0Tk
2 gives SMCT, but the full one
loop calculation contains these higher order contributions
beyond SMCT (which gives rise to ENE transition) such
that this ’extra’ part of one loop gives rise to a smearing
out of SMCT.
Substituting Eq. (36) into Eq. (33), one can rewrite
Eq. (33) as the following exact equation
∂tGρρ(k, t) =− Tk
2
S(k)
Gρρ(k, t) (38)
−
∫ t
0
ds
(M+Σ2)(k, t− s)∂sGρρ(k, s) .
We must stress that Eq. (38) is not a closed equation
for Gρρ(k, t) alone since the memory kernelsM(k, t) and
Σ2(k, t) will involve both Gθρ(k, t) and Gθθ(k, t) as well.
In the same manner, one can also rearrange Eq. (30)
as
X (k, t) = 1
ρ0S(k)
Gρρ(k, t) (39)
−
∫ t
0
ds
(
N +Σ
θˆθˆ
)
(k, t− s)∂sGρρ(k, s) .
8Here the new memory kernel N (k, t), being defined as
∫ t
0
ds Σ
θˆρˆ
(k, t−s)X (k, s) ≡ −
∫ t
0
ds N (k, t−s)∂sGρρ(k, s),
(40)
obeys (see Appendix A)
ρ0Tk
2N (k, t) = Σ
θˆρˆ
(k, t) (41)
−
∫ t
0
ds
(
Σ
θˆρˆ
(k, t− s)Σ
θˆρˆ
(k, s)− Σρˆρˆ(k, t− s)N (k, s)
)
.
Eqs. (31) and (32) can be rewritten as:
∂tGρθ(k, t) = − Tk
2
S(k)
Gρθ(k, t)− Σ2(k, t) (42)
+
∫ t
0
ds
[
Σ1(k, t− s)Y(k, s)− Σ2(k, t− s)∂sGρθ(k, s)
]
,
Y(k, t) = 1
ρ0S(k)
Gρθ(k, t)− Σθˆθˆ(k, t) (43)
+
∫ t
0
ds
[
Σ
θˆρˆ
(k, t− s)Y(k, s)− Σ
θˆθˆ
(k, t− s)∂sGρθ(k, s)
]
.
IV. ONE-LOOP APPROXIMATION AND SMCT
In order to obtain an approximation for the complete
dynamical problem, we calculate the one-loop expres-
sions for the self-energies. We simply recall the results
already obtained in [KK08], without proof. The simplest
self-energy Σ
θˆθˆ
(k, t) is given by
Σ
θˆθˆ
(k, t) = − 1
2ρ40
∫
q
Gρρ(q, t)Gρρ(|k− q|, t) , (44)
where
∫
q
≡ ∫ d3q/(2pi)3. Σ2 is given at one-loop by:
Σ2(k, t) = (45)
− T
ρ20
∫
q
k · q
[
U(q)
T
Gρρ(q, t) +Gθρ(q, t)
]
Gρρ(|k− q|, t).
Finally the one-loop expression of Σ1(k, t) reads:
Σ1(k, t) =
T 2k2
ρ0
∫
q
k · qGθρ(q, t)Gρρ(|k− q|, t)
+ T 2
∫
q
k · q k · (k− q)Gθρ(q, t)Gρθ(|k− q|, t)
+ T 2
∫
q
(
k · q)2Gθθ(q, t)Gρρ(|k− q|, t)
+
1
2
∫
q
[
k · qU(q) + k · (k− q)U(|k− q|)]2GρρGρρ
+
Tk2
2ρ0
∫
q
[
k · qU(q) + k · (k− q)U(|k− q|)]GρρGρρ
+ 2T
∫
q
k · q
[
k · qU(q) + k · (k− q)U(|k− q|)]
Gθρ(q, t)Gρρ(|k− q|, t) .
(46)
Thus, the FDR-preserving one-loop theory is repre-
sented by a coupled set of dynamic equations: Eqs. (38)
with Eq. (37), Eq. (39) with Eq. (41), and Eqs. (42)-
(43), with the one-loop self-energies given by Eqs. (44),
(45), and (46). In the following we show how the SMCT
equation can be retrieved within the one-loop theory. We
emphasize, however, that the one-loop theory is not tan-
tamount to the SMCT; we wil show that the full one-
loop theory does not support the dynamic transition into
nonergodic phase predicted by the SMCT, i.e., the equi-
librium dynamics remains always ergodic within the full
one-loop theory.
A. Contact with the SMCT
We have now completed the description of the dynami-
cal theory, and shown that a simple one-loop approxima-
tion is not sufficient to obtain the SMCT equation. In
order to do so, one must force the dynamical equations
to be expressed in function only of the density-density
correlator Gρρ(k, t).
We thus introduce a book-keeping parameter λ in front
of each self-energy i.e. we make the replacement:
Sng →
√
λSng , (47)
and use λ as an organizing device for the diagrammatic
expansion. We will expand the equations to lowest order
in λ, and evaluate the result at λ = 1 at the end. This is
of course not an expansion in powers of a small parame-
ter, but neither is the loop expansion! This procedure of
introducing a fictitious expansion parameter in the calcu-
lation, then equating it to one originates from quantum
field theory, where an expansion in powers of ~ produces
a loop expansion. In statistical field theory, such a small
parameter is usually absent (with the exception of O(N)
models for example, where expansions in powers of 1/N
9can be performed), and the loop expansion is produced
by placing a 1/λ factor in front of the action, then orga-
nizing the diagrammatic expansion in powers of λ, before
setting λ to 1 at the end of the calculation.
From their expressions in Eqs. (34) and (35) we are
thus bound to find:
Σ1 = λ Σ
(1)
1 + λ
2 Σ
(2)
1 +O(λ3) ,
Σ2 = λ Σ
(1)
2 + λ
2 Σ
(2)
2 +O(λ3) ,
and thus we find from Eq. (37)
M(k, t) = 1
ρ0Tk2
Σ
(1)
1 (k, t) λ+O(λ2) . (48)
Thus to order one in λ, we obtain from (38) the following
equation:
∂tGρρ(k, t) = − Tk
2
S(k)
Gρρ(k, t) (49)
− λ
∫ t
0
ds
(
Σ
(1)
1
ρ0Tk2
+Σ
(1)
2
)
(k, t− s) ∂sGρρ(k, s) +O(λ2).
This equation is still not a closed equation for Gρρ(k, t)
since the self-energies Σ
(1)
1 and Σ
(1)
2 depend on Gθρ(k, t)
and Gθθ(k, t) as well. But with the same reasonings,
Eqs. (39–43) show that:
Gρθ(k, t) =
(
1
ρ0S(k)
−K(k)
)
Gρρ(k, t) +O(λ) ,
Gθθ(k, t) =
(
1
ρ0S(k)
−K(k)
)2
Gρρ(k, t) +O(λ) .
Thus at order one in λ, the self-energies involve only the
density correlation function Gρρ(k, t), and we recover the
false FDR obtained in [KK08]. Within this level of ap-
proximation, all results in [KK08] thus hold.
Eq. (45) shows that:
Σ
(1)
2 (k, t) =
T
2ρ20
∫
q
[
k · q c(q) + k · (k− q) c(|k− q|)]GρρGρρ (50)
Note that in Eq. (50) the interaction potential U can-
cels out, and the direct correlation function of the liquid,
c(q), naturally emerges through the static structure fac-
tor 1/S(q) = 1− ρ0c(q).
Likewise, Eq. (46) reduces to
1
ρ0Tk2
Σ
(1)
1 (k, t) =
T
2ρ0k2
∫
q
[
k · q c(q) + k · (k− q) c(|k − q|)]2GρρGρρ
− T
2ρ20
∫
q
[
k · q c(q) + k · (k− q) c(|k− q|)]GρρGρρ .
(51)
With Eqs.(50) and (51), Eq. (49) yields the SMCT equa-
tion when evaluated to first order in λ then at λ = 1:
∂tGρρ(k, t) = − Tk
2
S(k)
Gρρ(k, t)
−
∫ t
0
dsMMCT(k, t− s)∂sGρρ(k, s) ,
MMCT(k, t) = (52)
T
2ρ0k2
∫
q
[
k · q c(q) + k · (k− q) c(|k− q|)]2GρρGρρ .
It is remarkable that the inter-particle potential U(q), ap-
pearing in the original DK equation, completely cancels
out, and in the final result the direct correlation function
c(q) emerges, which is due to the consistency between the
dynamics and the statics.
In addition, we point out that if from the outset one
takes a coarse-graining point of view and uses for the form
of the free energy functional the Ramakrishnan-Yousouff
form, i.e., U(r) = −Tc(r) in Eq. (3), we would obtain
the SMCT result in much simpler way. With U(k) =
−Tc(k), we have from the static input that Σ
θˆθˆ
(k, 0) =
−(c(k) + U(k)/T ) = 0, and hence Gθρ(k, 0) = 0 and
Gθθ(k, 0) = 0. Thus, in order to obtain the SMCT result,
when we plug U(q) = −Tc(q) and Gθρ(q, t) ≈ 0 into (45),
we immediately obtain Eq. (50). In the same manner,
when we substitute U(q) = −Tc(q), Gθρ(q, t) ≈ 0 and
Gθθ(q, t) ≈ 0 into Eq. (46), we obtain Eq. (51). We
would thus have the SMCT result much more easily.
The straight one-loop expansion arising from the FDR-
preserving one-loop expansion requires to be further
worked out to yield the SMCT equation: coming back
to the full dynamical equations (37–43), we can see that
the SMCT result is retrieved when
• the memory (convolution) contributions toM(k, t)
are ignored, and
• the memory contributions to X (k, t) and Y(k, t) are
also ignored.
Both operations can easily be seen to be equivalent to
the expansion in powers of λ that we performed. Taking
into account the full set of the dynamic equations with
the one-loop self-energies is actually found to smear out
the sharp transition predicted by the SMCT, making the
equilibrium dynamics always ergodic, which is shown in
the next subsection.
B. Absence of ENE transition
Here we examine the long-time-limit behavior of the
dynamic equations to show that the full dynamic equa-
tions with the one-loop self-energies do not support dy-
namic transition into the nonergodic phase predicted by
the SMCT.
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We first introduce the notations for the long-time limit
of the various quantities
fρρ(k) ≡ lim
t→∞
Gρρ(k, t),
σρˆρˆ(k) ≡ lim
t→∞
Σρˆρˆ(k, t),
x(k) ≡ lim
t→∞
X (k, t), etc
(53)
Extension to other quantities should be evident.
Let us begin with the time derivative of Eq. (30), which
is given by
∂tGθρ(k, t) =Σθˆρˆ(k, t)X (k, 0)
+
∫ t
0
dsΣ
θˆρˆ
(k, t− s)∂sX (k, s)
−
∫ t
0
ds [∂tΣθˆθˆ(k, t− s)]∂sGρρ(k, s)
(54)
Its long time limit is given by
0 = σ
θˆρˆ
(k)X (k, 0) + σ
θˆρˆ
(k)
(
x(k)−X (k, 0)
)
− σ˜
θˆθˆ
(k)
(
fρρ(k)− ρ0S(k)
)
= σ
θˆρˆ
(k)x(k) − σ˜
θˆθˆ
(k)
(
fρρ(k)− ρ0S(k)
)
.
(55)
Here σ˜
θˆθˆ
(k) ≡ limt→∞[∂tΣθˆθˆ(k, t)] vanishes since it in-
volves the time derivative of Gρρ(k, t) (see Eq. (44)).
Thus Eq. (55) reduces to
σ
θˆρˆ
(k)x(k) = σ
θˆρˆ
(k)
(
K(k)fρρ(k) + fθρ(k)
)
= 0 (56)
The one-loop expression of the self-energy Σ
θˆρˆ
(k, t) =
−(Σ2 + ρ0Tk2Σθˆθˆ)(k, t) is easily obtained from Eq. (44)
and Eq. (45) as
Σ
θˆρˆ
(k, t) =
Tk2
2ρ30
∫
q
Gρρ(q, t)Gρρ(|k− q|, t)
+
T
ρ20
∫
q
k · q
[U(q)
T
Gρρ(q, t) +Gθρ(q, t)
]
Gρρ(|k− q|, t)
=
T
ρ20
∫
q
k · q
[
K(q)Gρρ(q, t) +Gθρ(q, t)
]
Gρρ(|k− q|, t)
(57)
where we used K(q) = U(q)/T +1/ρ0. Taking t→∞ in
(57) gives
σ
θˆρˆ
(k) =
T
ρ20
∫
q
k · q
[
K(q)fρρ(q) + fθρ(q)
]
fρρ(|k− q|).
(58)
Therefore, Eq. (56) and Eq. (58) are incompatible with
and thereby rule out the following nonergodic behaviors
(a) both fρρ(k) 6= 0 and fθρ(k) 6= 0, and
(b) both fρρ(k) 6= 0 and fθρ(k) = 0,
leaving out the other two possibilities:
(c) both fρρ(k) = 0 and fθρ(k) 6= 0, and
(d) both fρρ(k) = 0 and fθρ(k) = 0. We now show
that the nonergodic behavior (c) is not supported by the
dynamics. Taking the long-time limit of Eq. (39), we
obtain
fθρ(k) =
( 1
ρ0S(k)
−K(k)
)
fρρ(k)
−
(
n(k) + σ
θˆθˆ
(k)
)(
fρρ(k)− ρ0S(k)
) (59)
where n(k) ≡ limt→∞N (k, t). On the other hand, the
equation of motion for N (k, t) is easily obtained from
Eq. (40) as
ρ0Tk
2∂tN (k, t) = ∂tΣθˆρˆ(k, t)
−
∫ t
0
dsΣ
θˆρˆ
(k, t− s)∂sΣθˆρˆ(k, s)
+
∫ t
0
dsΣρˆρˆ(k, t− s)∂sN (k, s) .
(60)
where Σ
θˆρˆ
(k, 0) = 0 and N (k, 0) = 0 are used. The long-
time limit of this equation is then given by
0 = −(σ
θˆρˆ
(k))2 + σρˆρˆ(k)n(k) (61)
Now substituting fρρ(k) = 0 into both Eq. (59) and
Eq. (61), we respectively get
fθρ(k) = ρ0S(k)n(k) (62)
and
0 = σρˆρˆ(k)n(k). (63)
The former equation follows since σ
θˆθˆ
(k) = 0 for fρρ(k) =
0 from (44). The latter one follows since σ
θˆρˆ
(k) is van-
ishing when fρρ(k) = 0.
If the possibility (c) were to hold, then we would have
σρˆρˆ(k) = σ1(k) + ρ0Tk
2σ
θˆρˆ
(k)
= σ1(k) = T
2
∫
q
k · q k · (k− q)fθρ(k)fρθ(k) 6= 0
(64)
where the last line results from the long-time limit of
Eq. (46) with fρρ(k) = 0. The equation (63) and (64)
would then imply that n(k) = 0, which in turn would
mean fθρ(k) = 0 from (62), which contradicts the initial
assumption fθρ(k) 6= 0. Thus the possibility (c) can-
not simultaneously satisfy Eqs. (62) and (63). We are
thus only left with the ergodic behavior fρρ(k) = 0 and
fθρ(k) = 0, which is the only possibility compatible with
both Eq. (62) and Eq. (63).
Thus we find that the ENE phase transition predicted
by the SMCT is absent when the full coupled dynamic
equations with the one-loop self-energies are considered;
the equilibrium dynamics within one-loop theory always
remains ergodic. This dynamic aspect is a very much
desired result since the FDR-preserving one-loop theory
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presented here incorporates the SMCT, but at the same
time goes beyond the SMCT, leading to the ergodic equi-
librium dynamics. In order to see how the full dynamic
equations round off the sharp transition of the SMCT,
one needs to perform numerical integration of the full
coupled dynamic equations with one-loop self-energies.
V. DISCUSSION AND CONCLUSION
A. Discussion
In this work, we reanalyzed the equilibrium dynamics
of the DK equation for colloids via the FDR-preserving
loop expansion for the new dynamic action incorporating
an extra set of auxiliary fields {θ, θˆ}, which is invariant
under the linear field transformations. In doing so, we
rectified the incorrect point made in [KK08]. The authors
missed a delta function contribution to the response func-
tion G
θθˆ
(k, t), which led to the false linear dependence
of Gθρ(k, t) and Gθθ(k, t) on Gρρ(k, t), and equivalently
to the invalid FDR Gρρˆ(k, t) = iΘ(t)Gρρ(k, t)/ρ0S(k).
These invalid linear relations led the authors to obtain
a nonperturbative closed equation for Gρρ(k, t) alone in
[KK08]. When the aforementioned missing contribution
is reinstated, the full dynamic equations do not allow
these simple relations between the correlation functions,
and in turn do not lead to a single closed equation for
Gρρ(k, t). Instead, one really has to confront a coupled
set of dynamic equations for the correlation functions
Gρρ(k, t), Gθρ(k, t), and Gθθ(k, t), which is ultimately
subject to numerical integrations.
In the present work, we elucidated how one can re-
trieve the SMCT equation for Gρρ(k, t) from the full set
of dynamic equations with the one-loop self-energies. In
this process, we witnessed an amazing cancellation of the
bare interaction potential, leaving the resulting equation
involving the direct correlation function only, which re-
sults from a consistency between statics and dynamics.
We also find that the SMCT is obtained in a much sim-
pler fashion if from the outset the coarse-graining view-
point is taken using the Ramakrishnan-Yousouff form of
the free energy, i.e., Eq. (3) with U(r) = −Tc(r).
The most important recognition in the present study is
that the one-loop theory is not tantamount to the SMCT,
and goes beyond the SMCT; while the SMCT can be re-
trieved from the full dynamic equations with a well de-
fined approximation (and hence systematic corrections
can be given) within the one-loop theory, the full one-
loop dynamic equations themselves are found to remove
the sharp ENE transition predicted by the SMCT. How
exactly the full one-loop dynamic equations smear out
this sharp transition is a remaining key question, which
is left for further study. It would be most fascinating to
see, upon solving numerically the full one-loop dynamic
equations, an initial SMCT-like dynamical regime, fol-
lowed by a relaxation towards equilibrium.
In the formulation of Jacquin and van Wijland [23], the
same situation was found, i.e. that one-loop theory was
not enough to obtain a closed equation on the density
sector, and further simplifications (one-loop consistent
substitutions) were needed, that led to the usual SMCT
equation. Even more striking, upon application of this
method to a very simple kinetically constrained model,
which is not supposed to present an ENE transition of
the MCT type, a SMCT-like equation was again recov-
ered that led to a spurious ENE transition [30]. How-
ever in this model it is easy to see, with the same line
of thoughts as that followed in the previous subsection,
that the transition cannot exist in the full theory with-
out projection on the density sector, in accordance with
independent calculations [31].
Another line of work has been followed in order to in-
corporate momentum currents in the formalism, a pro-
cess which was postulated to be at the origin of the cut-
off of the ENE transition [7, 33], and later challenged
[9]. In the present field theory setting extended to non-
linear fluctuating hydrodynamics, the situation has been
instead shown [8, 34, 35] to be similar to the simple DK
case, and thus we expect our conclusions to hold also in
that case, even though a direct proof would be of course
quite cumbersome.
The present findings seem to pose a challenge to our
understanding on the nature of the SMCT. The DK equa-
tion describes the relaxation dynamics towards the well-
defined equilibrium state, and therefore it is natural that
the ergodic-nonergodic phase transition is absent in the
DK equation. Then it would be interesting to ask in what
approximation or in which limit one can get the SMCT.
It would be interesting to show that the SMCT can be
recovered from a more physically grounded limit such as
N →∞ in a N -component generalized DK equation.
The SMCT does not seem to correspond to a usual
simple mean field theory, but rather to an unusual one
with subtle aspects. It would thus be desirable to in-
vestigate the high dimensional version of the present set
of equations, in order to see whether coherent results
are obtained in this limit, which is usually associated to
mean-field, since in infinite dimensions, every particle has
an infinite number of nearest neighbors.
The SMCT equation in high dimensions was recently
studied [36–39], and the equation was shown in [37, 38]
to break down in this limit. Whether this is still the case
in the hereby proposed dynamical equations remains to
be investigated.
A major concern with the present formulation is that
it is an expansion around a Gaussian theory, and not
around the interaction-free case. Thus at each loop or-
der, one is likely to break the exact evolution equation
of the density in the NBG. For example one can see that
the one-loop self energies do not cancel straightforwardly
when evaluated at U = 0, and even though the solution
of the full set of equations with U = 0 can well be given
by the NBG result, it is not guaranteed by the formalism
(although the full action treated exactly of course cor-
rectly treats the U = 0 limit, as was already shown in
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The NBG case is a strongly non-Gaussian theory, as
one can already see at the static level, where all the cumu-
lants of the density, and their associated vertex function-
als are non-zero in the NBG. This has also been checked
in the dynamical framework in [15]. Thus nonperturba-
tive relations like the first line of Eq. (28) (required by
the consistency between statics and dynamics) are likely
to hold, and to be broken in a naive loop expansion as
usually performed. As an explicit example, for U = 0
case, the first line of Eq. (28) is not fulfilled by Eq.(43),
the one-loop expression for Σ
θˆθˆ
(k, t). As we indicated
in the introduction, a possible remedy would be to di-
rectly work with the conjugate fields {ρ, ρˆ}, and expand
around the non-Gaussian NBG theory, utilizing the T-
transformation. Another type of approach, chosen in [25]
and [24], have the potential to overcome these difficulties,
but due to the specificities of the theories developed in
these works, progress is likely to be difficult.
B. Conclusion
We have amended a previous work aiming at rederiv-
ing the SMCT equation from a field-theoretic treatment
of the Brownian dynamics of an equilibrium glass. We
found that the SMCT equation is not obtained from a
simple one-loop self-consistent approximation, but rather
from a further step of approximation, that we identified
in a clear way. We have shown that taking from the
outset a coarse-grained point of view by replacing U by
−Tc(r) leads back again to the SMCT equation, thus
reconciling our approach with previous works [10] based
on this coarse-grained point of view. We have shown
that the full one-loop dynamical equations does not sup-
port the existence of an ENE transition, which is not
without reminding the results obtained in [14], and that
the forceful projection of the dynamics on the density-
density sector leads to this spurious ENE transition, in
accordance with the results obtained in [23].
However, we emphasize the fact that the present loop
expansion, as opposed to that in [23], is not an expansion
around the NBG limit, and is thus likely to produce spu-
rious results if taken as is. A deeper understanding of the
high-order sum rules constraining the theory should be
obtained before further analyses of our set of equations.
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Appendix A: Derivation of Eqs. (37) and (41)
We first define the Laplace transform
AL(z) ≡ L(A)(z) =
∫
∞
0
dt e−ztA(t) (A1)
and the function a(k) as:
a(k) = ρ0Tk
2 (A2)
Dropping the wave-vector dependance, we rewrite (29)
as
aX (t) = −G˙ρρ(t)
+
∫ t
0
ds
[
Σρˆρˆ(t− s)X (s) − Σρˆθˆ(t− s)G˙ρρ(s)
]
.
(A3)
Its Laplace transform is given by
a
(
1− 1
a
ΣLρˆρˆ(z)
)
XL(z) = −
(
1+ΣL
ρˆθˆ
(z)
)
L(G˙ρρ)(z) (A4)
A new memory function M(t) was defined in (36) as
∫ t
0
dsΣ1(t− s)X (s) ≡ −
∫ t
0
dsM(t− s)G˙ρρ(s) (A5)
Its Laplace transform is given by
ΣL1 (z)XL(z) = −ML(z)L(G˙ρρ)(z) (A6)
Multiplying both sides of (A4) by a−1ΣL1 (z) and using
(A6), we obtain
(
1− 1
a
ΣLρˆρˆ(z)
)
ML(z) = 1
a
(
1 + ΣL
ρˆθˆ
(z)
)
ΣL1 (z) (A7)
Rearranging this equation gives
ML(z) = 1
a
[
ΣL1 (z) + Σ
L
ρˆθˆ
(z)ΣL1 (z) + Σ
L
ρˆρˆ(z)ML(z)
]
.
(A8)
Putting this equation back in the time domain, we get
aM(t) = Σ1(t)−
∫ t
0
dsΣ1(t− s)Σθˆρˆ(s)
+
∫ t
0
dsΣρˆρˆ(t− s)M(s)
(A9)
This is Eq. (37) when the wavenumber is restored.
Another memory function N (t) was defined in (40) as
∫ t
0
dsΣ
θˆρˆ
(t− s)X (s) ≡ −
∫ t
0
dsN (t− s)G˙ρρ(s). (A10)
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Its Laplace transform is given by
ΣL
θˆρˆ
(z)XL(z) = −NL(z)L(G˙ρρ)(z). (A11)
Let us multiply both sides of (A4) by a−1ΣL
θˆρˆ
(z). Using
(A11), we get
(
1− 1
a
ΣLρˆρˆ(z)
)
NL(z) = 1
a
(
1 + ΣL
ρˆθˆ
(z)
)
ΣL
θˆρˆ
(z). (A12)
Rearranging this equation gives
NL(z) = 1
a
[
ΣL
θˆρˆ
(z) + ΣL
ρˆθˆ
(z)ΣL
θˆρˆ
(z) + ΣLρˆρˆ(z)NL(z)
]
.
(A13)
This is transformed back in the time domain as:
aN (t) = Σ
θˆρˆ
(t)−
∫ t
0
dsΣ
θˆρˆ
(t− s)Σ
θˆρˆ
(s)
+
∫ t
0
dsΣρˆρˆ(t− s)N (s).
(A14)
where the identity Σ
ρˆθˆ
(t) = −Σ
θˆρˆ
(t) is used. This is (41)
when the wavenumber is restored.
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