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. - , , ChaPman-Robbins
, . , -
, $0$ (Akahira and
Takeuchi(1995) $)$ . , Bayes , Bayes
, (Vincze$(1992)$ , Akahira and Ohyauchi(2003,






, $X_{1},$ $X_{2},$ $\cdots,$ $X_{n},$ $\cdots$ , ($\sigma$- $\mu$ )
(p.d.f.) $p(x, \theta)$ . , $x\in \mathcal{X}$ , $\theta\in\Omega\subset R^{1}$
, $\mathcal{X}$ , $\Omega$ . , $\mathcal{X}$ $\mathcal{X}^{n}$ ,
$f_{X}(x, \theta)=\prod_{:=1}^{n}p(x:, \theta)$ , $x:=(x_{1}, \cdots, x_{n})\in \mathcal{X}^{n}$
. , $X:=$ $(X_{1}, \cdots , X_{n})$ . , $\theta\in\Omega$
$\Omega_{\theta,n}:=\{\omega|\theta+\frac{\omega}{n}\in\Omega\}$
, $\lambda_{1n},$ $\lambda_{2n}$ $\Omega_{\theta,n}$ ,
$E_{1n}( \omega)=\int_{\Omega_{\theta.n}}\omega d\lambda_{1n}(\omega)$ $(i=1,2)$
1506 2006 202-210 202
. $X$ $\theta$ $\hat{\theta}_{n}=\hat{\theta}_{n}(X)$ ,
$E_{\theta}(\hat{\theta}_{n})=\theta+b_{n}(\theta)$ , $\theta\in\Omega$
, $b_{n}(\theta)=o(1/n)$ . , .
(A1) \alpha >0 \Omega $a()$ ,
$|b_{n}( \theta+\frac{\omega}{n})|\leq\frac{a(\theta+\frac{d}{n})}{n^{1+\alpha}}‘$ , $\omega\in\Omega_{\theta,n}$









, Kiefer(1952) , Schwarz ( , Akahira





. , (2.2) Kiefer .
$\ovalbox{\tt\small REJECT}[\{\hat{\theta}_{n}(X)-\theta\}^{2}]=V_{\theta}(\hat{\theta}_{n})+b_{n}^{2}(\theta)=V_{\theta}(\hat{\theta}_{n})+O(\frac{1}{n^{2(1+\alpha)}})$
, (2.2)
$V_{\theta}( \hat{\theta}_{n})\geq\sup_{\lambda_{1n}}\frac{(1/n^{2})\{E_{1n}(\omega)\}^{2}}{J_{\lambda_{1n}}(\theta)}+O(\frac{1}{n^{2+\alpha}})$ , (2.4)
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. , $V_{\theta}(\cdot)$ .
3.




. , $\theta\in\Omega\subset R^{1}$ , $C(\theta)$
. , , Voinov and Nikulin(1993)











. , $k_{n}(\theta)$ .
$D_{in}( \theta):=\int_{0}^{\infty}\omega^{i}\{\frac{C(\theta)}{C(\theta+(\omega/n))}\}^{n}d\omega$ $(i=0,1)$ (3.1)
$E_{1n}( \omega)=\int_{0}^{\infty}\omega d\lambda_{1n}(\omega)=\{D_{0n}(\theta)\}^{-1}\int_{0}^{\infty}\omega \mathrm{t}\frac{C(\theta)}{C(\theta+(\omega/n))}\}^{n}\phi v$
$=\{D_{0n}(\theta)\}^{-1}D_{1n}(\theta)$ , (3.2)
$h_{\lambda_{1n}}^{\theta}(x):= \int_{0}^{\infty}f_{X}(x,$ $\theta+\frac{\omega}{n})d\lambda_{1n}(\omega)=C^{n}(\theta)\{D_{0n}(\theta)\}^{-1}n(x_{(1)}-\theta)e^{\Sigma_{=1}^{n}S(x_{i})}.\cdot$ (3.3)
. , (2.3) (3.3)
$J_{\lambda_{1n}}( \theta)+1=E_{\theta}[\{\frac{h_{\lambda_{1n}}^{\theta}(X)}{f_{\mathrm{X}}(X,\theta)}\}^{2}]=\frac{1}{D_{0n}^{2}(\theta)}E_{\theta}[\{n(X_{(1)}-\theta)\}^{2}]$ (3.4)
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. , $\theta<\xi<\theta+(\omega/n)$ . , .
(A2) $M_{\theta}^{(2)}$ , $\omega>0$
$\exp\{-\frac{C’(\xi)}{C(\xi)}\omega\}\leq\exp(-M_{\theta}^{(2)}\omega)$
.
, (3.1) Lebesgue , $narrow\infty$
$D_{0n}( \theta)=\int_{0}^{\infty}e^{-*_{(\xi}\omega}h=\frac{C(\theta)}{C(\theta)},+o(1)G’$, (3.6)




$\}_{\llcorner}^{-}fg\text{ }h^{\mathrm{a}}\text{ },$ $T_{n}:=n(X_{(1)}-\theta)$ p.d.f.
$f_{T_{\mathfrak{n}}}(t, \theta)=\{$
$C( \theta)e^{S(\theta+(t/n))}\{\frac{C(\theta)}{C(\theta+(t/n))}\}^{n-1}$ $(t>0)$ ,
$0$ $(t\leq 0)$
(3.8)
, (A2) , $narrow\infty$ , $T$ p.d.f.
$f_{T}(t, \theta)=\{$








, (A2), (A3) (3.8) $f_{T_{\hslash}}(t, \theta)$
$f_{0}(t, \theta):=C(\theta)K_{\theta}(t)\exp(-\frac{1}{2}M_{\theta}^{(2)}t)$
$\lim_{narrow\infty}E_{\theta}[n(X_{(1)}-\theta)]=E_{\theta}$ $\text{ }T^{\mathrm{c}}=\frac{C(\theta)}{C(\theta)},$ , (3.9)
$\lim_{narrow\infty}E_{\theta}[\{n(X_{(1)}-\theta)\}^{2}]=E_{\theta}(T^{2})=2\{\frac{C(\theta)}{C’(\theta)}\}^{2}$ (3.10)





. , $|\xi-\theta|<|X_{(1)}-\theta|$ . , $T_{n}=n(X_{(1)}-\theta)$ , (3.11)
$\ovalbox{\tt\small REJECT}[n(\hat{\theta}_{n}^{*}-\theta)]=E_{\theta}(T_{n}\rangle$
$- \frac{C(\theta)}{C’(\theta)}-\frac{1}{n}E_{\theta}[\{1-\frac{C(\xi)C’(\xi)}{(C(\xi))^{2}},’\}T_{n}]$ (3.12)























, (3.13), (3.14), (3.15) , (Al)* , (A1) ,




, (3.5), (3.6), (3.7), (3.10)
$\ovalbox{\tt\small REJECT}(\theta)$ $= \frac{1}{n^{2}}\{\frac{C(\theta)}{C(\theta)},\}^{2}+o(\frac{1}{n^{2}})$
. - , (3.16)
$V_{\theta}(\hat{\theta}_{n}^{*})$ $= \frac{1}{n^{2}}\{\frac{C(\theta)}{C’(\theta)}\}^{2}+o(\frac{1}{n^{2}})$









. , $\theta>0$ ,
$C( \theta)=\frac{1}{\sqrt{2\pi}\{1-\Phi(\theta)\}}$
, $\Phi$ $N(\mathrm{O}, 1)$ . , $\phi$ $N(\mathrm{O}, 1)$ p.d.f.
$g( \theta):=\frac{C’(\theta)}{C(\theta)}=\frac{\phi(\theta)}{1-\Phi(\theta)}$
, $(0, \infty)$ , (A2) $M_{\mathit{9}}^{(2)}$
$g(\theta)$ , . , $S(x)=-x^{2}/2$
$e^{S(\theta+(t/n))}=e^{-1_{(\theta+(t/n))^{2}}}2\leq 1$




$\lim_{\thetaarrow 0}(\log C(\theta))’’=\lim_{\thetaarrow 0}\frac{\phi(\theta)\{\phi(\theta)-\theta(1-\Phi(\theta))\}}{\{1-\Phi(\theta)\}^{2}}=\frac{8}{\pi}$, $\lim_{\thetaarrow\infty}(\log C(\theta))’’=1$ ,
208
$\lim_{\thetaarrow 0}S’(\theta)=\lim_{\thetaarrow 0}(-\theta e^{-\theta^{2}/2})=0$, $\lim_{\thetaarrow\infty}S’(\theta)=0$
, $C(\theta)/C’(\theta),$ $(\log C(\theta))^{\nu},$ $S’(\theta)$ $(0, \infty)$ .
$(. \frac{C(\theta)}{C’(\theta)})’=1-\frac{C(\theta)C’’(\theta)}{(C(\theta))^{2}},=\frac{-\phi(\theta)+\theta(1-\Phi(\theta))}{\phi(\theta)}$
$\lim_{\mathit{9}arrow 0}(\frac{C(\theta)}{C(\theta)},)’=-1$ , $\lim_{\thetaarrow\infty}(\frac{C(\theta)}{C(\theta)},)’=0$
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