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1 Introduction
Most phenomena of our daily life seem to be governed completely by classical physics. The
trajectory of an apple falling from a tree is fairly well described by Newtonian physics. Even
events involving much smaller objects, like the Brownian motion of a small particle in a drop
of water, obey classical laws [1]. Similar to the theory of general and special relativity, which
on the first glimpse seems to play a role only in the realms of free space and at velocities
beyond human capabilities, quantum mechanics might yield the impression to be of impor-
tance only in the regime of microscopic scales. Surely, we all have accepted that both theories
play a non-negligible role in our modern world. Let us just think, for instance, of the Global
Positioning System, which needs indeed to take into account relativistic effects on the atomic
clocks in its satellites in order to accurately determine a position on earth [2]. Also quantum
mechanics entered our daily life through various technical gadgets. For example, the laser
finds application in many different devices; transistors play an important role in modern
computers; ferromagnetism makes storage of information possible; the photoelectric effect
is used for energy production, etc. All these applications are based on quantum mechanical
effects. Nevertheless, they seem to take place only on a level which is not perceptible to our
human eye, not having a direct influence on our macroscopic world. One of these effects is
the superposition of physical states. As a student one encounters usually at the beginning
of a lecture on quantum mechanics the famous gedankenexperiment of Schro¨dinger’s cat [3].
In the beginning it is a very puzzling idea that the condition (or state if one wishes) of a cat,
which is hidden in a box from the observer’s eyes and subject to a lethal device obeying the
laws of radioactive decay and thus of quantum mechanics, is not well defined, but - said in a
sloppy way - rather a superposition of life and dead. The idea looses a big deal of its fasci-
nation and seems to be of more philosophical nature, when we take into account that under
observation, i.e., by opening the box and examining the cat, its state becomes determinate.
It seems that we have no means to find out how the cat’s state was before the measurement.
For microscopic objects the superposition principle has been confirmed in various cases, see,
e.g., the interference experiments on electrons by Jo¨nsson [4] and Tonomura et al. [5]. Quite
naturally the question arises if the superposition principle and other quantum mechanical
laws can be extended into macroscopic realms. This issue was put forward by Leggett in
the early 80s [6, 7]. At this point it is important to define what is meant by “macroscopic
quantum effects”. Let us consider for example the Josephson effect [8]: even with no voltage
applied a resistiveless current is measured through two superconducting electrodes which are
separated by a thin oxide layer. This is a macroscopic effect in the sense that the current
consists of many electronic degrees of freedom. It is a quantum effect, as the current results
from the tunneling of pairs of electrons, so-called Cooper-pairs, whose wavefunction consists
of a superposition of pairs being localized on either side of the barrier. However, the effect
relies not on the superposition of two macroscopic degrees of freedom like in the example of
Schro¨dinger’s cat. Rather it can be seen as collective behavior of many microscopic degrees
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of freedom experiencing quantum effects on the microscopic scale.
To test quantum mechanics acting on macroscopic degrees of freedom, Leggett suggested
to investigate the effects of “macroscopic quantum tunneling” (MQT) and “macroscopic
quantum coherence” (MQC) in a superconducting ring interrupted by a Josephson junction,
a so-called “radio frequency superconducting quantum interference device” (rf-SQUID). In
this system, the phase difference across the Josephson junction or the corresponding mag-
netic flux through the ring1 can be seen as macroscopic parameter. For a high enough
self-inductance of the loop, it behaves like a particle being trapped in one of the minima of
a double-well potential. Under certain conditions tunneling out of the well (MQT) and even
coherent quantum oscillations (MQC) between the two minima were predicted theoretically.
The main obstacles to observe these effects consist in thermal escape from the well (a too
high temperature also makes a distinction of the separate quantum levels impossible) and
coupling of the macroscopic degree of freedom to microscopic ones, which act on the system
of interest like a constant measurement and thus destroy quantum coherence. When Leggett
wrote his articles, at least the first problem seemed to be feasible, owed to big achievements
in cooling techniques. Concerning the second one, superconducting devices seemed to be
most promising candidates being less sensitive to dissipative effects. Caldeira and Leggett
[11] could theoretically show that dissipation leads merely to a reduction in the tunneling
rate, and indeed MQT could already be experimentally realized soon after Leggett’s pro-
posal (see, e.g., [1, 12] and references therein). However, as pointed out in [6], MQT is not a
sufficient proof for the superposition of macroscopic states, because it would work as well for
a mixture of particles. It was only in 1999, when Nakamura et al. observed for the first time
MQC in a superconducting Cooper-pair Box [13]. The main element in their experiment
was also a Josephson junction, but instead of the phase the role of the macroscopic degree of
freedom was taken by the excess charge resulting on one of the electrodes due to Cooper-pair
tunneling. They managed to visualize coherent oscillations between the zero and one excess
Cooper-pair state.
Almost at the same time when Leggett asked his question about the relevance of quantum
mechanics for macroscopic objects, the idea of quantum computation was born [14]. There,
the quantum mechanical superposition of several degrees of freedom - not necessarily macro-
scopic ones - plays a crucial role: The linear combination of the two logical states of a bit,
forming a so-called quantum bit (qubit), is one of the key ingredients of a quantum com-
puter. In the beginning single atoms, ions or spins – that is, microscopic degrees of freedom
– in combination with optical systems formed the workhorse, providing quite naturally a
two-level system representing the logical states of the qubit. Experience with manipulat-
ing quantum states of those systems had already been at hand from various experiments.
Furthermore, those qubits can be well isolated from spurious environmental degrees of free-
dom, thus providing long decoherence times. On the other hand, fabricating them at a large
scale and implementing them in computational architectures bears some difficulties. There-
fore, it seemed natural to look for qubit concepts which were based on electronic degrees of
freedom, taking advantage on the knowledge of integrated circuit design from ordinary com-
puters. With the Nakamura experiment the first solid-state realization of a qubit had been
born and several other were soon to follow. Despite of the advanced experimental experience
on optical systems, superconducting qubits proved to be successful in the implementation
1The relation between the phase difference and the flux Φ through the ring is, see [9] and [10]: γJ =
2piΦ/Φ0(mod2pi) with the elementary flux quantum Φ0 = h/2e. The flux Φ = Φext + LI consists of the
externally applied flux Φext and the flux induced by the supercurrent I in the ring of inductance L.
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of simple quantum gates in quite a short time after their discovery. The discussion of ad-
vantages and disadvantages of the various qubit designs is still a hot topic and we will not
follow this line [14]. Fact is that, like in an ordinary computer, solid-state systems with their
many degrees of freedom couple most naturally to the electric circuit environment and thus
are easily manipulated, read-out and implemented at large scales. Unfortunately, this brings
again the drawback of being most sensitive to environmental influences.
For the physical implementation of a qubit, it is important to have a discrete energy spec-
trum, and that the two states representing its logical entities |0〉 and |1〉 are energetically
well separated from all the other states in the device. For instance, the nth and (n + 1)th
orbital of a Rydberg atom can fullfill those criteria. The challenge is now to form such a
two-level system out of electronic devices or in other words to build artificial atoms. In Sec.
1.1, we describe how artificial atoms can be formed using superconducting circuits. In order
to couple different qubits with each other or transport information between them, photons
seem to be promising candidates just like for systems based on real atoms. Depending on
the kind of superconducting qubit various schemes have been suggested to establish qubit-
photon coupling leading to the field of circuit quantum electrodynamics (circuit QED), on
which we give a short overview in Sec. 1.2.
1.1 Superconducting qubits
Concerning an electronical realization of a qubit one can, for example, think of using the
ground- and first excited state of a simple quantum LC-circuit, which can be described by a
quantum harmonic oscillator. However, due to the linear nature of the potential, a transition
from the first to the second excited level would be as probable as a transition between the
two qubit states itself, so that one could not speak of a bit anymore. This problem can be
circumvented by replacing the linear LC-circuit by a nonlinear one, which is most naturally
provided by a circuit containing a Josephson tunneling junction. Such a junction consists
of two superconducting electrodes typically separated by a thin oxide layer. In 1962, B.
D. Josephson predicted a zero-voltage, direct supercurrent flowing through the junction [8],
which results from Cooper-pairs tunneling through the insulating layer and can be described
by
IS = IC sin γJ . (1.1)
Here, γJ is the gauge invariant phase difference across the junction between the two global
wavefunctions, describing the Cooper-pairs in the superconducting electrodes, and IC is the
critical current determined by the geometry of the tunneling layer. Josephson further showed
that a finite voltage V over the contact yields an alternating current, and that the phase
difference obeys
dγJ
dt
=
2πV
Φ0
, (1.2)
with Φ0 = h/2e being the elementary flux quantum. Combining Eqs. (1.1) and (1.2), we
obtain
V = LJ(γJ)
∂IS
∂t
, (1.3)
where we defined the nonlinear Josephson inductance LJ(γJ) = Φ0/2πIC cos γJ . From this,
we see that the Josephson tunneling element can be understood as an LC-circuit, where the
linear inductance is replaced by a nonlinear one, and the two electrodes build the capacitative
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element. We can calculate the energy stored in the junction by using Eqs. (1.1) and (1.2).
Assuming that the starting phase-difference is γJ(0) = π/2 and the final one γJ(t) = γJ ,
2
we get
U(γJ) =
∫ t
0
IS(t
′)V (t′)dt′ = −EJ cos γJ (1.4)
with the so-called Josephson energy EJ = Φ0IC/2π. Instead of the parabolic potential found
for the ordinary LC-circuit with a linear inductance, the Josephson element has the shape of
a cosine washboard. A more detailed discussion of this potential can be found, e.g., in [10].
Taking into account the excess charge Q stored on the capacitor, we get for the total energy
ET =
Q2
2CJ
+ U(γJ ), (1.5)
where CJ is the capacitance of the junction. In order to examine the quantum dynamical
behavior of the Josephson junction, we introduce the conjugate operators, γˆJ and Nˆ ≡ Qˆ/2e.
The latter corresponds to the number of Cooper-pairs having tunneled through the junctions,
and the two operators obey the commutator relation [γˆJ , Nˆ ] = i. The Hamiltonian of the
junction then reads
HJ = ECNˆ
2 + U(γˆJ) = −EC ∂
2
∂γˆ2J
+ U(γˆJ), (1.6)
where EC = (2e)
2/2CJ is the charging energy of one Cooper-pair on the junction. As pointed
out in [9] the residual offset charge on the capacitor should be considered as well by replacing
Nˆ with Nˆ − Qr/2e. For simplicity we neglect this term. Besides, we assume in the above
considerations temperatures low enough to neglect the effect of fermionic quasiparticle tun-
neling. An estimate of this temperature can be found in [9]: there it is argued that the energy
of thermal fluctuations must be much smaller than the qubit transition frequency between
states |0〉 and |1〉 so that kBT ≪ ~ω01. Moreover, the energy gap of the superconductor
has to be large compared to the transition frequency, ω01 ≪ ∆c. Typically the latter lies
for superconducting qubits in the range from 5-20 GHz, which corresponds to temperatures
around 1K.
For further considerations the ratio EC/EJ is important. For EC/EJ ≫ 1, the influence
of the potential U(γˆJ) in the junction Hamiltonian is very weak, and thus all values of γˆJ
appear with nearly equal probability - the phase is delocalized, while the charge degree of
freedom is strongly localized. Thus, we speak of the “charging regime”. The contrary case,
EC/EJ ≪ 1, is denoted as the “phase” or “flux regime”.
1.1.1 Charge qubits
We concentrate first on the case EC/EJ ≫ 1, where we use as basis states the number of
Cooper-pair charges |N〉 – with Nˆ |N〉 = N |N〉 – having passed through the junction and
forming an excess charge on one of the superconducting electrodes. A simple realization of
these so-called charge qubits is the Cooper-pair box, Fig. 1.1 (for a detailed review see, e.g.,
[9, 12, 15]). Through an external bias applied to the Josephson element, the tunneling of
Cooper-pairs from the reservoir electrode to the superconducting island, which is connected
2A different starting condition for the phase like for example γJ (0) = 0 just yields an overall shift of the
potential energy of EJ .
1.1. Superconducting qubits | 11
    
    


S
CG
S
VG
CJ
Figure 1.1: Sketch of a Cooper-pair box
(after [15]). A superconducting island is con-
nected by a Josephson tunnel junction of ca-
pacitance CJ to a superconducting reservoir.
An external gate voltage VG controls the tun-
neling of Cooper-pairs from the reservoir to
the island.
by the capacitor Cg to the gate voltage Vg, can be controlled; it results in an excess or lack
of Cooper-pairs on the island.3 The Hamiltonian of the Cooper-pair box reads [16]
HCPB = EC(Nˆ −Ng)2 − EJ cos γˆJ . (1.7)
Here, EC = (2e)
2/2(CJ + Cg) is the single Cooper-pair charging energy and Ng = CgVg/2e
the dimensionless gate charge. In the charge state representation Eq. (1.7) becomes
HCPB =
∑
N
{
EC(N −Ng)2|N〉〈N | − 1
2
EJ(|N〉〈N + 1|+ |N + 1〉〈N |)
}
. (1.8)
For EJ = 0, the charge states form an eigenbasis, and whenever Ng is a half-integer, two
neighboring charge states are degenerate, see the eigenenergy spectrum in Fig. 1.2. At
higher energies also degeneracies between non-adjacent charge states can be observed. We
will ignore them in the following discussion. As shown in Fig. 1.2, the degeneracies are lifted
for finite Josephson energies. Further, we can limit our considerations due to the periodicity
of the spectrum to the interval 0 < NG < 1. At NG = 0.5 and small EJ , the eigenstates
will be approximately a symmetric and antisymmetric superposition of the states |N = 0〉
and |N = 1〉. For temperatures kBT ≪ EC , we can ignore all other charge states, as they
have a much higher energy. Therefore, the Cooper-pair box Hamiltonian can effectively be
described by a two-level system (TLS):
HTLS = −~
2
(εσz +∆σx), (1.9)
where σz and σx are the Pauli-spin matrices. The Hamiltonian is represented in the so-
called localized basis, {| ↑〉, | ↓〉}. For the Cooper-pair box, the spin-up and spin-down state
correspond to the charge states |N = 0〉 and |N = 1〉, respectively. They are eigenstates
of the σz-Pauli matrix with σz| ↑ / ↓〉 = ±| ↑ / ↓〉. We further define the bias parameter
ε = EC(1 − 2NG)/~, by which the number of Cooper-pairs in the box can be controlled via
the gate charge. For ε = 0, one says that the qubit is operated at the “degeneracy point”
or “sweet spot”. For this value, it is most robust against external noise induced by charge
fluctuations. Furthermore, the Josephson tunneling element ∆ = EJ/~ gives the minimum
3As a side-effect, also the residual offset charge Qr is compensated by the gate voltage.
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Figure 1.2: The energy spectrum of the Cooper-pair box against the dimensionless gate charge
Ng. For EJ = 0 the charge states form an eigenbasis of the Cooper-pair box Hamiltonian and the
corresponding eigenvalues show a parabolic behavior, see red dotted line. Whenever NG is a half-
integer, two adjacent charge states are degenerate. For EC/EJ = 0.1, black solid line, the degeneracies
are lifted.
energy splitting of the qubit.
The Cooper-pair box was first described theoretically by Bu¨ttiker [16], and a superposition
of its charge states was experimentally realized by Bouchiat et al. [15] in 1998. One year
later, Nakamura et al. [13] performed a groundbreaking experiment using the Cooper-pair
box: Although its charge states involve a large number of conduction electrons, and thus
clearly represent a macroscopic system,4 Nakamura et al. succeeded to observe and to
control coherent quantum oscillations between the |N = 0〉 and |N = 1〉 states. Apart from
its fundamental significance, this experiment also paved the way to solid-state realizations
of qubits. Until that time, the two logical qubit states had only been implemented using
microscopic degrees of freedom.
1.1.2 Flux qubits
In the opposite regime of EC/EJ ≪ 1 the charges are fluctuating strongly, whereas the phase
over the Josephson element and the corresponding magnetic flux are strongly localized and
thus serve as the relevant degree of freedom. The most simple realization of such a flux
qubit is the radio-frequency superconducting interference device (rf-SQUID), which consists
of a superconducting ring being interrupted by a single Josephson junction [1]. Already in
the early 80s, it was suggested as a candidate to investigate quantum effects in macroscopic
systems, such as “macroscopic quantum tunneling” (or “decay”) (MQT ) and “macroscopic
quantum coherence” (MQC) [6, 7]. Concerning the latter effect, which is of uttermost
importance for quantum computing, the Cooper-pair box made the race with the Nakamura
4Macroscopic in this sense means that the charge states really act like a single degree of freedom and not
just consists of a coherent superposition of many microscopic degrees of freedom.
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Figure 1.3: Sketch of a 3-junction
persistent current qubit together with
a biased dc-SQUID after [19]. The
inner superconducting loop builds the
qubit. It is interrupted by three
Josephson junctions. Two junctions
have the same Josephson energy EJ ,
while the third one is slightly smaller,
βEJ . For β > 0.5 a double-well poten-
tial is formed. The outer, two-junction
ring builds a dc-SQUID, which is cou-
pled inductively to the qubit for read-
out.
experiment of 1999. The flux state of the rf-SQUID turned out to be harder to control and
due to the relatively large loop size5 more sensitive to environmental influences [1]. Not
before 2000, Friedman et al. [17] could measure an avoided level crossing in the energy
spectrum of the rf-SQUID. Thereby, they made the superposition of two macroscopic flux
states possible – a first hint of MQC. The breaktrough came 2003 with the experiment of
Chiorescu et al. [18], who realized a proposal from Mooij and coworkers [19] to use a 3-
junction persistent-current qubit instead of the single-junction rf-SQUID, by which the size
of the superconducting loop and consequently the coupling to the environment could be
strongly reduced, and the control of the flux states was improved. By this, they were able
to measure for the first time MQC in flux qubits. Before, van der Wal et al. had used this
setup to demonstrate the coherent superposition of two persistent current states [20] in an
experiment similar to that of Friedman et al..
In this section, we discuss the physics behind the 3-junction persistent-current flux qubit.
Two of the three Josephson junctions interrupting the loop have the same Josephson energy
EJ , whereas the third one is slightly smaller, βEJ , with 0.5 < β < 1, see Fig. 1.3. From
the energy of a single junction, Eq. (1.4), we can calculate the total energy stored in the
3-junction qubit as
U/EJ = − cos γ1 − cos γ2 − β cos γ3, (1.10)
where γi is the phase difference across junction i and the index J has been dropped for
convenience. We further assume that an external flux Φext = fΦ0 penetrates the loop,
where the dimensionless number f is the so-called frustration. The external flux induces a
persistent current Ip, which flows clockwise or counter-clockwise through the loop, and itself
results in an additional flux of size LIP with L being the self-inductance of the loop. Typical
values for the inductance and the persistent current are L ∼ 5 pH and Ip ∼ 200 nA [12, 21]
resulting in a flux of about 10−3Φ0. This flux is big enough to be detected by read-out
devices but can be disregarded in the further calculation so that the total flux Φ in the loop
is equal to the external one. In order to eliminate one parameter in Eq. (1.10), we use the
concept of fluxoid quantization around a superconducting ring [10],
γ1 − γ2 + γ3 = −2πf + 2πn, (1.11)
so that
U/EJ = − cos γ1 − cos γ2 − β cos(2πf + γ1 − γ2). (1.12)
5 For a high self-inductance, a large ring size is needed for the rf-SQUID. Only a high self-inductance
yields a double-well potential for the rf-SQUID dynamics, which is necessary for qubit realization [12].
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Figure 1.4: The potential U(γ1, γ2) shown as a 3d and a contour plot. For this plot we used β = 0.9
and f = 0.5. As long as β > 0.5 one finds a periodic pattern in phase space with two degenerate
minima in each unit-cell, L and R (the degeneracy is due to f = 0.5). Tunneling between this left
and right minimum is possible, while intercell tunneling is hindered by high potential barriers.
For β > 0.5 the potential U(γ1, γ2) results in a grid of double-well potentials in the γ1, γ2-
phase-space, shown in Fig. 1.4. The barrier-height between the two minima of each of those
double-wells is determined by β, and such can be engineered in the fabrication process.
Replacing the third junction by a dc-SQUID, it can be even varied in situ [19, 21]. For
f = 0.5, the two minima are energetically degenerate, and the qubit is at the sweet spot. We
notice that the frustration f takes the role of the control parameter in the flux qubit, just
like the dimensionless gate charge Ng did in the case of the charge qubit. Intercell tunneling
between different double-wells has to be suppressed by appropriately chosen parameters, so
that charge fluctuations have no influence on the qubit coherence [19]. Now, we concentrate
on a single double-well and plot in Fig. 1.5 the energy UJ along the shortest connection
between the two minima. The left and right well correspond to a clockwise and counter-
clockwise supercurrent in the loop, and we denote the states as |L〉 and |R〉, or | ↓〉 and | ↑〉
in the qubit picture. The classical energies of these states are [20]
± ~
2
ε = ±Ip(Φext − 1
2
Φ0). (1.13)
Hereby, the amplitude Ip of the persistent current is very close to the critical current of the
weakest junction. If we do not take into account higher energy states, the Hamiltonian of
the flux qubit is HFQ = −~εσz/2. If further the separation between the two minima of the
double well is small enough and the barrier is not too high, quantum mechanical tunneling
is possible between the wells. We thus introduce in the above Hamiltonian the tunneling
matrix element ∆ and find
HFQ = −~
2
(εσz +∆σx). (1.14)
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|R〉
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U/EJ
~ε
Eqb =
√
ε2 +∆2
~Eqb
Figure 1.5: The potential U(γ1, γ2) plotted against the line
ϕ which connects the two minima of a double-well in Fig. 1.4.
Those minima correspond to clockwise and counter-clockwise
persistent currents in the qubit loop. For a small distance
between the minima and a not too high barrier tunneling is
possible. The energy eigenstates form a symmetric and an-
tisymmetric superposition of the macroscopic current states.
The lowest two energy levels are indicated by the horizon-
tal lines. For f 6= 0.5, we have a finite energy difference ~ε
between the minima.
Like for the charge qubit, we can describe the flux qubit by a two-level system.
The qubit loop in Fig. 1.3 is surrounded by another superconducting ring interrupted by
two smaller Josephson junctions. This latter loop is a so-called dc-SQUID [10], which acts
as a very sensitive magnetometer and is able to detect even smallest changes of the magnetic
flux in the qubit. Also the flux induced by the persistent currents flowing in the qubit loop
can be measured. In practice, a bias current is ramped through the SQUID, and the value
for which the SQUID switches to the finite-voltage state is registered. The latter depends
on the flux, and through a series of repeated measurements the state of the qubit can be
determined with great preciseness. A detailed description of the read-out process is given in
[22, 23].
1.2 Qubit-oscillator systems
Since qubits in real life will always be subjected to dissipation and decoherence effects due
to the coupling to environmental degrees of freedom, see Chapter 3, and therefore loose
their quantum mechanical nature, it is necessary to store the information they contain in
auxiliary systems. Furthermore, in order to perform algorithms of quantum information
theory, coherent communication between different qubits is needed.
1.2.1 Cavity quantum electrodynamics
For qubits built from real atoms, photons have been proposed as potential information
carriers [24]. In order to control and store the photon energy, the atoms are placed inside
a mirror resonator. Such a setup is commonly known as “cavity quantum electrodynamics”
[25–27]. Assuming that the atom couples through its dipole moment to a single mode of
the electromagnetic field in the cavity and can be modeled as a simple two-level system, the
corresponding Hamiltonian is, see, e.g., [27, 28],
HTLS-osc = HTLS +Hint +Hosc, (1.15)
with the cavity field being described by a harmonic oscillator of frequency Ω, Hosc = ~ΩB
†B,
where we neglected the zero point energy, and denoted by B and B† the annihilation and
creation operators acting on the oscillator quanta. The coupling between the atom and the
oscillator is accounted for through the interaction term Hint = ~gσz(B + B
†). Interesting
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hereby is the regime of strong coupling g, which means that a photon being emitted from
the atom to the cavity can be reabsorbed by the atom and emitted again, the whole circle
repeating several times before loss processes occur like escape through the cavity mirrors,
relaxation to other atomic levels or into different photon modes, or decay due to fluctuations
in the qubit’s control parameter induced by the environment [29]. Summarizing all the dif-
ferent loss effects – no matter if being related to the atom or the cavity – by a single rate
constant γ, the condition for strong coupling reads g ≫ γ.
In order to give a picture of the involved dynamics, let us consider the atom and the cavity
being initially prepared in the state |0, e〉 ≡ |0〉 ⊗ |e〉; i.e., the excited TLS interacts with an
empty cavity. Allowing free evolution of the system and neglecting dissipative effects, coher-
ent oscillations of frequency 2g between the states |0, e〉 and |1, g〉 can be observed, so-called
vacuum Rabi oscillations, where |g〉 stands for the energy groundstate of the qubit. Placing
a second atom inside the cavity, information between the two atoms can be transferred with
the help of the photon.
Under the dipole approximation, which is also applied in the derivation of the Hamiltonian
(1.15), the strength of the coupling is directly proportional to the dipole moment d of the
atom and the vacuum electric field Eel at the position of the atom in the cavity, where Eel
scales inversely with the cavity volume Vc [27, 28]:
~g = −dEel = −d
√
~Ω
2ε0Vc
, (1.16)
with ε0 being the permittivity of the vacuum. For a hydrogenic Rydberg atom placed in a
three-dimensional resonator, the dimensionless coupling strength g/Ω can be estimated as
[30]
g
Ω
∼ α
3/2√
8Vc/λ3
, (1.17)
with α being the fine structure constant and λ the resonator wavelength. Furthermore, it
was assumed that the oscillator frequency Ω equals the qubit transition frequency. Thus, we
see that a natural upper bound for the coupling strength is given by the size of the cavity. In
experiments with optical or microwave cavities, g/Ω is found to be of the order 10−6. Even
with this small value, the strong coupling regime can be achieved, because of the sharpness
of the atomic transitions (few losses due to spontaneous emission to other atomic levels) and
high cavity quality factors.
1.2.2 Circuit quantum electrodynamics
Inspired by the beautiful experiments in quantum optical systems, demonstrating the interac-
tion between matter and light, proposals to use the ideas of cavity quantum electrodynamics
also in solid-state setups emerged. There, photons being emitted from artificial atoms, like
those being introduced in Sec. 1.1, are coupled to the quantized excitations of an electromag-
netic oscillator, like a transmission-line resonator or a simple LC-circuit. As we will see in
the following, experiments were soon to follow these theoretical concepts giving raise to the
field of circuit quantum electrodynamics. The coupling strengths known from cavity QED
could be excelled by far in these new setups, making today’s solid-state qubits to another
top candidates for quantum computing.
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Circuit QED with a transmission-line resonator
In 2004, Blais et al. [29] suggested to place an artificial atom – in their case a Cooper-pair
box – into a transmission-line resonator, see Fig 1.6. The resonator consists of a central
Figure 1.6: Circuit QED setup: A Cooper-pair box is placed in a one-dimensional cavity. The
cavity is a so-called transmission-line resonator. It consists of a center conductor between two ground
planes. The central line is interrupted by two gaps of capacity C0 acting like mirrors in conventional
cavities. Through an external voltage an electric field can be applied to the central line, forming
standing waves in the cavity. The qubit is strongly coupled to one of these modes by electric dipole
interaction. Lower figure: corresponding circuit representation. Reprinted figure with permission
from [29]. Copyright (2004) by the American Physical Society.
conductor between two ground planes. The role of the cavity mirrors is taken by the two
gaps in the central conductor, which are separated by about a resonator wavelength. In the
shown proposal the qubit is located in between one of the ground planes and the central
waveguide. A gate voltage can be applied to the Cooper-pair box by biasing the center
conductor. This gate voltage consists of a dc-part and many oscillatory modes. Placed in
the middle of the cavity the qubit couples to the mode which is maximal there. At low
temperatures, it is sufficient to take only one these modes into account, and the resonator
can be modeled as a simple LC-circuit of frequency Ω = 1/
√
LC so that we end up again
with Eq. (1.15), the Hamiltonian of a qubit-oscillator system. The transition dipole moment
of the Cooper-pair box can be derived as dCPB = e sCg/(Cg + CJ), where s is the spacing
between the center plane and the groundplane, CJ the capacitance of the Josephson junction
and Cg stands for the gate capacitor of the box (see Fig. 1.1). For experimentally realistic
values of Cg/(Cg + CJ) = 0.1 and s = 10µm [29, 31], one finds a transition dipole moment
of dCPB ∼ 2 × 104 ea0.6 This is about four orders of magnitude larger than the one in real
atoms. Apart from the enhanced dipole moment also the geometry of the cavity plays a de-
cisive role, see Eqs. (1.16) and (1.17). Contrary to a 3D-cavity, the volume can be confined
very tightly in the transverse directions only limited by the qubit size, which can be made
much smaller than the resonator wavelength λ so that we can speak of a quasi-1D cavity
(V1D ≈ 10−6cm3 versus V3D ≈ 1cm3 [32]). It can be shown [30, 33] that the upper limit
of the dimensionless coupling strength for such a setup scales like g/Ω ∼ α1/2, which is a
6The Bohr radius is given by a0.
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clear improvement to the cavities used for real atoms and can lead in realistic experimental
situations to coupling strengths of a few percent [29, 30], making it easier to reach the strong
coupling limit. Another advantage compared to real atom experiments is that the parameters
of the artificial atoms can be adjusted during the fabrication process or even be modified in
situ [31]. Furthermore, the location of the atom is fixed, yielding a stable coupling constant
g. Comparing to other qubit-oscillator setups, like a flux-qubit coupled to an LC-circuit, a
benefit of the transmission-line setup is that the qubit can be fabricated inside the cavity,
so that the resonator when being detuned from the qubit’s transition frequency acts like an
effective shielding of environmental influences, as we will see later in Chapter 4. Further-
more, photons traveling along the waveguide allow to connect even distant, non-neighboring
qubits [34].
In [31], strong coupling between an artificial atom and a single photon could be observed
for the first time in a solid-state device using the above setup. The resonator frequency
measured by Wallraff et al. was Ω = 2π 6.044GHz, which corresponds to a temperature
of about ~Ω/kB ≈ 300mK. By operating the system at a temperature T < 100mK, the
oscillator remains mainly in its groundstate j = 0, making transitions between the dressed
states |0, e〉 and |1, g〉 most probable. Indeed, a splitting in the transmission spectrum of this
qubit-oscillator system equivalent to a vacuum Rabi frequency of about 11.6 MHz could be
observed.
Circuit QED with SQUIDS and LC-oscillators
Simultaneously to the experiment of the Yale group, demonstrating strong coupling between
a Cooper-pair box and a transmission-line resonator, Chiorescu et al. could induce oscilla-
tions between the dressed qubit-oscillator states |0, g〉 and |1, e〉 (blue sideband) or |1, g〉 and
|0, e〉 (red sideband) by applying an external driving [35]. In their experiment, they used the
setup of Fig. 1.3, where the dc-SQUID in parallel with an external shunt capacitance can be
modeled as harmonic oscillator [22, 23] of plasma frequency Ω = 1/
√
(LJ + Lsl)Csh with LJ
being the inductance of the Josephson junctions of the SQUID, Lsl its self-inductance and
Csh the shunt capacitance.
7 The coupling between the TLS and the oscillator is inductively
mediated by the supercurrent in the shared qubit and SQUID branches giving rise to a cou-
pling strength of g ≈ 0.2GHz. Chiorescu et al. also performed measurements by applying a
strong, resonant microwave radiation directly to the qubit, which corresponds to a classical
electromagnetic field involving many photons. Also for this case of a driven TLS, which we
will discuss in more detail in Chapter 5, induced Rabi oscillations were observed. However,
notice, that these “driven” Rabi oscillations are different from the vacuum ones, as, first,
the former involve a classical rather than a quantum oscillator, and thus the qubit oscillates
between its energy eigenstates |g/e〉, while for the latter the oscillation takes place between
the states |0, e〉 and |1, g〉, which are not eigenstates of the total Hamiltonian. Second, for
the driven case, the Rabi frequency depends linearly on the microwave amplitude, whereas
the vacuum Rabi frequency only depends on intrinsic system parameters [35, 37, 38].
In the slightly different setup of Johansson et al. [38], the flux qubit and SQUID are ad-
ditionally enclosed by a larger loop forming an LC-circuit of frequency Ω = 1/
√
LC, which
again can be described as a harmonic oscillator. The SQUID in this setup is just used for
7If the SQUID is biased with a current close to the switching current the harmonic oscillator model is not
valid anymore and nonlinear effects must be taken into account, see [36].
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readout purposes and thus can be neglected in the total Hamiltonian, so that we end up
again with Eq. (1.15) for the qubit-oscillator system. By preparing the system in the state
|0, e〉 and bringing the qubit through an external flux pulse in resonance with the LC-circuit,
coherent vacuum Rabi oscillations could be observed.
Up to now, many experiments have been performed in the field of circuit QED differing more
or less strongly from the setups introduced above but proving the feasibility of the principle
idea of using solid-state systems for quantum computing. For instance, Houck and colleagues
made the transmission-line resonator penetrable at one end so that photons being emitted
from a transmon qubit, which is an optimized version of the Cooper-pair box with tuneable
transition frequency, can leave the cavity, travel along the wave-guide and transport with
them the information about the state of the emitting artificial atom – so-called flying qubits
[39]. Coherent state transfer was demonstrated between two Josephson phase qubits [40]
(large superconducting loops interrupted by just a single Josephson junction) or transmon
qubits [34] which were coupled to the ends of a transmission-line resonator.
Crucial for all these experiments is that the qubit and the oscillator are in the strong coupling
regime. However, the dimensionless coupling constant g/Ω remains small enough so that for
theoretical investigations the Jaynes-Cummings model (JCM) [41] is still applicable. This
model is based on a rotating-wave approximation (RWA) and neglects transitions between
nonresonant terms. It works for small coupling strengths g/Ω ≪ Eqb,Ω and around reso-
nance Eqb ≈ Ω. For a more detailed discussion see Sec. 2.1.
While in the original transmission-line experiment of Wallraff et al. a coupling strength of
g/Ω ∼ 10−3 was observed, in more recent setups couplings up to a few percent, g/Ω . 0.025,
have been reported [34, 40, 42–44], reaching the upper limit possible for electric dipole cou-
pling [30, 33], whereas in cavity QED one finds typically g/Ω ∼ 10−6 [25]. Already with
coupling strengths getting closer to g/Ω = 0.1, an application of the JCM is questionable.
Thus, in Section 2.2, we will present the effect of taking higher orders in the coupling g
into account and consider also counter-rotating terms. However, for even higher coupling
strengths approaches are needed which are nonperturbative in g. In the next section, we will
introduce the regime of ultrastrong coupling, where the JCM breaks down.
1.2.3 The ultrastrong coupling regime
So far we have assumed for the qubit-transmission-line experiment that the artificial atom
is placed in between the center conductor and the groundplane. Devoret et al. analyzed
theoretically the change in the coupling strength if instead the Cooper-pair box interrupts
the central conductor (direct coupling) [30]. Then, the predominant coupling mechanism is
a magnetic instead of an electric one, since the qubit couples to the current in the cavity,
and coupling strengths of g/Ω ∼ α− 12 or for reasonable experimental values up to g/Ω ≃ 20
are predicted. To our knowledge the Devoret proposal, which is based on charge qubits, has
not been realized experimentally yet. In 2009, Bourassa et al. [45] proposed a setup where a
Josephson flux qubit is placed within the center line of an inhomogeneous cavity.8 The cou-
pling strength depends on the length of the shared qubit-resonator element and thus is not
dependent on the total area of the qubit loop so that also qubits with a smaller inductance
can couple effectively, while spurious flux noise is avoided. Dimensionless coupling strengths
of a several tens of percent have been predicted and, indeed, g/Ω ≈ 0.12 was measured
just recently by Niemczyk and colleagues [46] in a beautiful experiment, where they could
8Note that for the description of an inhomogeneous cavity a single mode is not sufficient anymore.
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even show in direct observation the failure of the JCM. For a flux-qubit coupled galvanically
to an LC-circuit, Forn-D´ıaz et al. measured the Bloch-Siegert shift at a coupling strength
g/Ω ≈ 0.09 [47], a phenomenon which cannot be explained by the JCM neither, see Eq.
(2.20), and much stronger couplings seem to be in reach in those systems [48].
In semiconductor systems the ultrastrong coupling regime has been proposed for intersub-
band cavity polaritons in the far infrared [49] and been recently reached experimentally
[50, 51]. Furthermore, the ultrastrong coupling regime has been predicted for qubits coupled
to a nanomechanical resonator [52].
1.3 Thesis outline
The recent advances of both theoretical and experimental nature which have been introduced
in this chapter ask for analytical techniques to treat the qubit-oscillator system beyond the
rotating-wave approximation. Therefore, we present in Chapter 2 two approaches which full-
fill this demand: one of them relies on a perturbative treatment with respect to the coupling
between qubit and oscillator and thus is still restricted to intermediate coupling strengths,
while the other one considers the tunneling matrix as small parameter and allows for a treat-
ment of ultrastrong coupling. We compare both of them to the Jaynes-Cummings model.
In order to treat environmental influences on the qubit, we give in Chapter 3 a short review
on the concept of quantum master equations. In particular, we discuss the Caldeira-Leggett
model and sketch how it leads under certain approximations to the Bloch-Redfield master
equation, by which the time evolution of the density operator for a system coupled to a
thermal bath of harmonic oscillators can be calculated.
In Chapter 4, we apply the master equation approach to obtain the dissipative dynamics
of the qubit-oscillator system. We use different approximations for solving analytically the
underlying differential equations and compare our results to numerical calculations and the
dissipative Jaynes-Cummings model.
In the limit of high photon numbers the quantized harmonic oscillator can be treated classi-
cally, leading together with the coupling to the environment to the driven spin-boson model.
In a first step, we demonstrate in Chapter 5, how the nondissipative dynamics of this model
can be obtained by a combination of Floquet theory and Van Vleck perturbation theory
contrasting it to a rotating-wave treatment of the external driving. Then, we include dissi-
pative effects by considering the Floquet-Born-Markov master equation. We give a detailed
discussion of the relaxation and dephasing rates of the TLS. Moreover, coherent destruction
of tunneling and driving-induced oscillations are examined.
Chapter 6 combines the concepts introduced in Chapter 2 and 5: we investigate a driven
TLS coupled to quantized harmonic oscillator. We introduce the dressed Floquet state basis
and calculate the quasienergy spectrum of the qubit-oscillator system perturbatively in the
tunneling matrix element. We close the chapter with a discussion on the dynamics of the
reduced density operator of the qubit.
The major results of this thesis are summarized in Chapter 7, where also an outlook to future
work is provided.
2
Analytical methods beyond the rotating-wave
approximation
Parts of this chapter have been published in collaboration with M. Grifoni [53], [54].
As already pointed out in the previous section, the Jaynes-Cummings model (JCM) is usually
invoked to explain cavity and circuit QED experiments for coupling strengths with g ≪
Eqb,Ω. Going beyond those coupling strengths and especially in the ultrastrong coupling
regime, the rotating-wave approximation and thus the JCM is not satisfied anymore. After
giving a more detailed explanation of the JCM in Sec. 2.1, we will present in this chapter two
different approaches to treat also stronger coupling: The first one relies on a perturbative
treatment with respect to g, and we will calculate the energy spectrum and eigenstates of the
qubit-oscillator Hamiltonian up to second order in Sec. 2.2. By this, we can treat couplings
like they occur in the experiments of Niemczyk et al. [46] and Forn-D´ıaz et al. [47]. The
second method takes all orders of the coupling strength into account and thus also works in
the deep ultrastrong coupling regime. It relies on a perturbative approach in the modified
tunneling matrix element, which we will introduce in Sec. 2.3. Both approaches will be
found to work well in different parameter regimes and thus can explain, if used together,
the behavior of the qubit-oscillator system for the whole coupling range. We will examine
further the nondissipative dynamics of the qubit using both approaches. That means, we
will calculate the population difference
P (t) = 〈σz(t)〉 = TrTLS{σzρred(t)} = 2〈↑ |ρred(t)| ↑〉 − 1 (2.1)
between the | ↑〉 and | ↓〉 states of the qubit. The reduced density operator of the TLS
ρred(t) = Trosc{ρ(t)} is found after tracing out the oscillator degrees of freedom from the
qubit-oscillator density operator ρ. As starting conditions, we assume the qubit and the
oscillator to be uncoupled for t < 0, and the first to be prepared in the spin-up state, while
the oscillator being in thermal equilibrium obeying a Boltzmann distribution:
ρ(0) = | ↑〉〈↑ | ⊗
∑
j
1
Z
e−~βjΩ|j〉〈j|, (2.2)
where Z is the partition function of the harmonic oscillator, and β = (kBT )
−1 the inverse
temperature. In order to determine the time evolution of the density operator, we have
to express it in the eigenbasis of the qubit-oscillator Hamiltonian. Thus, in the follow-
ing we will diagonalize this Hamiltonian approximately, calculating its eigenstates and the
corresponding eigenenergies. In both approaches we will use Van Vleck perturbation the-
ory (VVP). Originally this method was used to treat modifications on diatomic molecules
caused by vibrations and rotations of the nuclei [55]. Since then, the formalism has found
many applications in both chemistry and physics and experienced various modifications; see,
for example, [56–59]. The main idea behind these different variants is, however, always the
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same: a unitary transformation T is applied in order to construct an effective Hamiltonian
which exhibits, to a certain order in the perturbation, the same eigenenergies as the original
Hamiltonian but only connects almost degenerate levels. In this work we choose for the
transformation the form T = exp(iS), which was originally proposed by Kemble in [60] and
is described in more detail in [28] and Appendix A.
2.1 Rotating-wave approximation and
Jaynes-Cummings model
The workhorse of cavity quantum electrodynamics is the so-called Jaynes-Cummings model
(JCM). The Hamiltonian for the qubit-oscillator system as it is written down in Eq. (1.15)
cannot be diagonalized analytically. However, for not too strong coupling strengths, g ≪
Eqb,Ω, a simplification can be invoked. To this end, we consider the TLS Hamiltonian HTLS
in its energy eigenbasis, defined by the ground and excited states,
|g〉 = cos(Θ/2)| ↑〉 − sin(Θ/2)| ↓〉 and |e〉 = sin(Θ/2)| ↑〉+ cos(Θ/2)| ↓〉, (2.3)
with the mixing angle tanΘ = −∆/ε for −π/2 ≤ 0 < π/2. In this basis we find, H ′TLS =
−~Eqbσ′z/2, where Eqb =
√
ε2 +∆2 is the qubit transition frequency, and σ′z|g/e〉 = ±|g/e〉.
As basis for the qubit-oscillator system we use now |j, g/e〉 ≡ |j〉 ⊗ |g/e〉, where |j〉 is a
Fock-number state of the harmonic oscillator. The Hamiltonian (1.15), becomes
H ′TLS-osc = −
~
2
Eqbσ
′
z + ~ΩB
†B + ~g
(
ε
Eqb
σ′z −
∆
Eqb
σ′x
)
(B +B†). (2.4)
For the case of zero static bias (ε = 0),1 and by introducing the qubit raising and lowering
operators σ′± =
1
2(σ
′
x ± iσ′y), the interaction part can be written as
H ′int = H
′
R +H
′
NR = −~g(σ′+B + σ′−B†)− ~g(σ′−B + σ′+B†). (2.5)
Hereby, H ′R describes resonant processes, where, for instance, the atom is excited while an
oscillator quantum is annihilated, whereas H ′NR stands for nonresonant processes, in which
the atom and the field are excited or deexcited simultaneously, so that the total number of
excitations in the system is changed. The latter contributions are also often called counter-
rotating terms, because, if we assume the qubit and the oscillator being at or close to
resonance (Eqb ≈ Ω) and transform the Hamiltonian into the rotating frame [27], those
terms are oscillating fast and are usually neglected – a procedure which is known as the
rotating-wave approximation (RWA). This leads to the Jaynes-Cummings Hamiltonian [41]:
HJCM = −~∆
2
σ′z + ~ΩB
†B − ~g(σ′+B + σ′−B†), (2.6)
which is commonly used in quantum optics to describe interaction of matter and light.2
This Hamiltonian can be diagonalized exactly. The energy of the groundstate |0〉JCM = |0, g〉
is EJCM0 = −~Eqb/2. For the higher states we get
|2j + 1〉JCM =cos (αJCMj /2) |(j + 1), g〉+ sin (αJCMj /2) |j, e〉, (2.7)
|2j + 2〉JCM =− sin (αJCMj /2) |(j + 1), g〉+ cos (αJCMj /2) |j, e〉, (2.8)
1Note that in cavity QED experiments the static bias ε is usually zero. In superconducting qubits, however,
it can be tuned easily also to nonzero values.
2For ε 6= 0 a term proportional to (B +B†)(|e〉〈e| − |g〉〈g|) is neglected within the RWA as well [61].
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corresponding to the eigenenergies
~EJCM2j+1/2j+2 = ~
[
(j +
1
2
)Ω∓ 1
2
√
δ2 + 4(j + 1)g2
]
, (2.9)
with δ = ∆ − Ω and tanαJCMj = 2
√
j + 1g/δ. Except for the groundstate, the eigenstates
of the JCM are built from superpositions of two states, namely |j + 1, g〉 and |j, e〉. At
qubit-oscillator resonance (Ω = ∆), those doublets build for vanishing coupling, g = 0, a
two-fold degenerate subspace, see Fig. 2.1. For finite g, the degeneracy in those subspaces
is lifted, and the corresponding eigenenergies are split by 2~g
√
j + 1, see Eq. (2.9). For
the lowest doublet, we get the vacuum Rabi-splitting of 2g. For strong detuning, |δ| ≫ 0,
and/or stronger coupling, g/Ω & 10−1, the JCM is not a valid approximation anymore. We
will see in the later part of this work, how higher order corrections in the coupling play
an important role and the picture of the JCM can be improved. We will, however, also in
these schemes always try to identify manifolds of two-dimensional subspaces, which we can
diagonalize easily.
|0〉
Ω
|1〉
|2〉
|3〉
|4〉
|2j + 1〉
|2j + 2〉
2~g
√
j + 1
|(j + 1), g〉 |j, e〉
|2, g〉 |1, e〉
|1, g〉 |0, e〉
|0, g〉
Ω = Eqb
Eqb
Figure 2.1: Energy spectrum of a
qubit-oscillator system at resonance
(Ω = Eqb). The two outer columns show
the uncoupled case (g = 0). On the left
side, qubit-oscillator states involving the
TLS groundstate are shown; on the right
side, the excited TLS states. At reso-
nance the states |j + 1, g〉 and |j, e〉 are
degenerate and form a two-dimensional
subspace or manifold. In the middle
column the so-called Jaynes-Cummings
ladder [42] can be seen: for finite cou-
pling g the degeneracy in the subspaces
is lifted, and the energy levels split by
2~g
√
j + 1.
2.2 Perturbation theory in g
In this first approach the coupling strength g is assumed to be small compared to the qubit
transition frequency Eqb and the oscillator frequency Ω. We show how to find the eigenvalues
of the unperturbed qubit-oscillator Hamiltonian HTLS-osc approximately by using Van Vleck
perturbation theory (VVP). The idea is to take advantage of the doublet structure of the
energy spectrum of the uncoupled (g = 0) qubit-oscillator system near resonance, e.g., around
Eqb ≈ Ω. Then, as long as the perturbation is small compared to the energy separation of
the different doublets, the full Hamiltonian will exhibit a similar spectrum of bundled energy
levels.
2.2.1 Energy spectrum and eigenstates
The eigenenergies of the uncoupled qubit-oscillator system (g = 0) are easily found as
∓~Eqb/2 + ~jΩ belonging to the eigenstates |j, g/e〉. The dashed lines in Fig. 2.2 show
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Figure 2.2: Energy spectrum of the coupled qubit-oscillator system against the oscillator frequency
Ω. Solid lines show the energy levels for the five lowest energy states with the coupling being switched
on (g/∆ = 0.18) and the TLS being unbiased (ε/∆ = 0). For comparison the energy levels for the
uncoupled case are also given (dashed lines). At resonance (Ω/∆ = 1) the spectrum exhibits avoided
crossings, whereas it approaches the uncoupled case away from resonance. The vertical dashed lines
visualize three different situations: the positively detuned regime (a), the resonant case (b) and the
negatively detuned regime (c).
the corresponding energy spectrum against the oscillator frequency Ω for the five lowest
eigenstates. Except for the groundstate, |0, g〉, the states |j + 1, g〉 and |j, e〉 are degenerate
in the resonant case (Ω = Eqb). Close to resonance the spectrum exhibits a doublet struc-
ture. In the following, we work in the energy basis of the qubit-oscillator system, |j, g/e〉;
i.e., we consider the Hamiltonian H ′TLS-osc, Eq. (2.4). In order to diagonalize it, we consider
H ′int as a small perturbation, which is reasonable as long as g ≪ Eqb,Ω. Applying VVP, we
construct an effective Hamiltonian,
H ′eff = e
iSH ′TLS-osce
−iS , (2.10)
having the same eigenvalues as H ′TLS-osc but no matrix elements connecting states which are
far off from degeneracy. Thus, H ′eff is block-diagonal with all quasidegenerate energy levels
being in one common block. As in our case always two states are nearly degenerate, each
block of H ′eff builds a 2 by 2 matrix. This matrix can be easily diagonalized in order to
determine the eigenstates. Following [28, 58] we calculate the transformation matrix S up
to second order in g. The general formulae for both an arbitrary Hamiltonian and H ′TLS-osc
are given in Appendix A. The only surviving matrix elements of the effective Hamiltonian,
apart from the ones being of zeroth order in g, are(
H ′eff
)(1)
je;(j+1)g
=
(
H ′eff
)(1)
(j+1)g;je
= ~∆˜
√
j + 1 with ∆˜ = − g∆
Eqb
, (2.11)
and (
H ′eff
)(2)
je;je
= − ~ε
2
E2qbΩ
g2 + j
~∆2
E2qb(Eqb +Ω)
g2 ≡ ~(W1 − jW0), (2.12)(
H ′eff
)(2)
jg;jg
= ~[W1 + (j + 1)W0]. (2.13)
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Thus, H ′eff = (H
′
eff)
(0) + (H ′eff)
(1) + (H ′eff)
(2) has the matrix structure
H ′eff = ~

. . .
Eqb
2 + jΩ +W1 − jW0
√
j + 1∆˜
√
j + 1∆˜ −Eqb2 + (j + 1)Ω +W1 + (j + 2)W0
. . .

,
(2.14)
where the section shown corresponds to the basis states |j, e〉 and |j+1, g〉. From this form it
is easy to calculate the eigenstates and eigenenergies. The groundstate |0〉eff ≡ |0, g〉, which
is an eigenstate of H ′eff, has the eigenenergy
~E0 = ~
(
−Eqb
2
+W0 +W1
)
. (2.15)
The other eigenstates of H ′eff are, j ≥ 0,
|2j + 1〉eff = cos (αj/2) |j + 1, g〉+ sin (αj/2) |j, e〉, (2.16a)
|2j + 2〉eff = − sin (αj/2) |j + 1, g〉+ cos (αj/2) |j, e〉, (2.16b)
corresponding to the eigenenergies
~E2j+1/2j+2 =~
[
(j +
1
2
)Ω +W1 +W0 ∓ δj
2 cosαj
]
=~
[
(j +
1
2
)Ω +W1 +W0 ∓ 1
2
√
δ2j + 4(j + 1)|∆˜|2
]
, (2.17)
with δj = Eqb − Ω − 2(j + 1)W0, tanαj = 2
√
j + 1|∆˜|/δj and 0 ≤ αj < π. By construc-
tion these are also eigenenergies of H ′TLS-osc. Using the transformation (2.10) we get the
eigenvectors of H ′TLS-osc as
|0〉 = e−iS |0〉eff , |2j + 1〉 = e−iS |2j + 1〉eff and |2j + 2〉 = e−iS |2j + 2〉eff . (2.18)
The energy spectrum of H ′TLS-osc is shown in Fig. 2.2 for the case of an unbiased TLS (ε = 0).
We want to emphasize that our findings are also valid for the more general case ε 6= 0. At
resonance, where the spectrum for the uncoupled case is degenerated, avoided crossings can
be seen. The gap between two formerly degenerated levels for Ω = Eqb is
E2j+2 − E2j+1 = 2
√
j + 1g +O(g3), (2.19)
which is as predicted by the Jaynes-Cummings model [41, 62].
Comparing the Van Vleck eigenstates and eigenenergies to the ones found by the JCM, Eqs.
(2.7), (2.8) and (2.9), we see that the counter-rotating terms yield second-order corrections
in g not present in the Jaynes-Cummings Hamiltonian. These corrections give rise to a very
prominent effect concerning the resonance condition between the TLS and the oscillator.
From δJC we find the TLS being in resonance with the oscillator for Ω = Eqb. Considering
δj from the calculations above, this resonance condition is shifted to
Ω = Eqb
√
1 + 2(j + 1)
∆2
E4qb
g2 ≈ Eqb
[
1 + (j + 1)
∆2
E4qb
g2 +O(g3)
]
. (2.20)
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Figure 2.3: Energy spectrum of the qubit-oscillator system against coupling strength g at zero bias
(ε/∆ = 0) and for zero detuning (∆ = Ω), see line b) in Fig. 2.2. We compare results obtained from
numerical diagonalization to the JCM and VVP to second order in g. For the lower energy levels
VVP shows better agreement with the numerics than JCM, while the latter seems to work better
for the 6th and 8th level. For coupling strengths g/∆ & 0.3, deviations for both analytical methods
increase.
This second-order correction to the resonance frequency due to counter-rotating terms is
known as Bloch-Siegert shift [63]. The eigenstates of the JCM, Eqs. (2.7) and (2.8), are
always a superposition of two basis states of the unperturbed system. This is like for the
eigenstates (2.16a) and (2.16b) of the effective Hamiltonian (2.10). However, in order to find
the eigenstates |n〉 of HTLS-osc we had to apply the transformation exp(−iS) on the effective
eigenstates so that |n〉 is in the end a superpostion of several states of the basis {|j, g〉; |j, e〉}.
The Bloch-Siegert shift in a qubit-oscillator system has just recently been measured in [47]
for a coupling of g/Ω = 0.09.
In Figs. 2.3, 2.4 and 2.5, the energy spectrum of the qubit-oscillator model is shown for zero,
positive and negative detuning of the qubit, respectively, at zero static bias (ε = 0) against
the coupling strength g. We thereby compare VVP and the JCM against an exact numerical
diagonalization. In all three cases, both VVP and the JCM agree well with the numerics for
weak coupling, g/∆ . 0.3. For higher coupling strength, VVP shows an improvement to the
JCM for the lower energy levels, which will be especially important during the calculation of
the dynamics at low temperature. The 6th and 8th energy level seem to be given even better
by the JCM. However, no systematic improvement by the JCM compared to the VVP can
be seen for higher energy levels in general. Surprisingly, for the case of negative detuning,
Ω/∆ = 1.5, VVP yields almost exact results for the lowest two energy levels up to a coupling
strength to g/∆ = 1.0. Strictly speaking, for such a strong detuning, the states |j + 1, g〉
and |j, e〉 do not build a degenerate subspace anymore. Still, VVP seems to work well.
2.2. Perturbation theory in g | 27
0 0,2 0,4 0,6 0,8 1
g/∆
-2
-1
0
1
2
3
E
n
er
gy
/ 
h_
 
∆
VVP in g
JCM
Numerical
Figure 2.4: Same as in Fig. 2.3 but for positive detuning (Ω/∆ = 0.75), see line a) in Fig. 2.2. For
the lower energy levels, again VVP shows a better agreement with the numerics than the JCM, while
both get less reliable for coupling strengths of g/∆ & 0.3.
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Figure 2.5: Same as in Fig. 2.3 but for negative detuning (Ω/∆ = 1.5), see line c) in Fig. 2.2.
For the first two levels, VVP returns the numerical results even up to g/∆ = 1, while the JCM fails
for g/∆ & 0.4. Also for the higher energy levels, the agreement between VVP and the numerics is
enhanced.
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2.2.2 Nondissipative dynamics
Having calculated the eigenstates and eigenenergies of the qubit-oscillator system, we ex-
amine now the dynamics of the TLS; i.e., we turn our attention to formula (2.1) for the
population difference. After some algebra, illustrated in more detail in B.1, we arrive at
an expression for P (t), given in terms of diagonal and off-diagonal elements of ρ(t) in the
TLS-qubit energy eigenbasis {|n〉}. It reads
P (t) =
∑
n
pnn(t) +
∑
n,m
n>m
pnm(t) (2.21)
where
pnn(t) =
∑
j
{
cosΘ
[
〈j, g|n〉2 − 〈j, e|n〉2
]
+ 2 sinΘ〈j, g|n〉〈j, e|n〉
}
ρnn(t), (2.22a)
pnm(t) =2
∑
j
{
cosΘ
[
〈j, g|n〉〈m|j, g〉 − 〈j, e|n〉〈m|j, e〉
]
+ sinΘ
[
〈j, e|n〉〈m|j, g〉+ 〈j, e|m〉〈n|j, g〉
]}
Re{ρnm(t)} (2.22b)
with ρnm(t) = 〈n|ρ(t)|m〉. Equation (2.21) is valid quite generally both in the dissipative and
nondissipative case. All we have to know are the matrix elements of the density operator and
its behavior with time. With qubit and oscillator forming a closed system, the time evolution
of the density operator is given by ρ(t) = e−(i/~)HTLS-osctρ(0)e(i/~)HTLS-osct and consequently
ρnm(t) = 〈n|ρ(t)|m〉 = e−iωnmtρnm(0) (2.23)
with ωnm =
1
~
(En − Em). With that Eq. (2.21) becomes
P (t) = p0 +
∑
n,m
n>m
pnm(0) cos ωnmt, (2.24)
where we defined p0 ≡
∑
n pnn(0). From Eq. (2.24) we notice that the dynamics of the qubit
is characterized by an infinite number of oscillation frequencies. This is a consequence of the
coupling to the oscillator.
Low temperature approximation
With Eq. (2.24) we found a formula which describes the nondissipative dynamics up to
second order in g, thereby taking into account all oscillator levels. Thus, we still have to deal
with an infinite Hilbert space. Typical experiments, see, e.g., [31, 35], run in a temperature
regime for which β−1 . ~Ω,~Eqb. In the following, we will consider β = 10(~∆)
−1. For
tunneling elements in the GHz regime, this corresponds to a temperature of several mK. Since
we consider a thermal occupation for the harmonic oscillator, it is sufficient to assume only
its lower levels to be occupied at such a small temperature. However, it will turn out later
that this holds only true for not too strong coupling values g. For the following analytical
calculation, it will be sufficient to concentrate on eigenstates of HTLS-osc up to |4〉. This
truncation leaves us with ten possible oscillation frequencies ωnm, where n,m = 0, 1, . . . , 4
and n > m.
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Dynamics for zero static bias (ε = 0)
As a first example we calculate the dynamics of an unbiased TLS (ε = 0). Here the coefficients
p0, p30(0), p40(0), p21(0) and p43(0) vanish due to symmetry, so that
P (t) =p10 cos (ω10t) + p20 cos (ω20t) + p31 cos (ω31t) + p41 cos (ω41t)
+ p32 cos (ω32t) + p42 cos (ω42t) . (2.25)
Additionally as a benchmark, we consider a case where the JCM is expected to still work
fine, namely relatively weak coupling g/∆ = 0.18 and qubit and oscillator being in resonance
(Ω = ∆). In this case we find with Eq. (2.17) the transitions frequencies
ω10 = ∆0 − g, ω20 = ∆0 + g, (2.26a)
ω31 = ∆0 + (1−
√
2)g, ω41 = ∆0 + (1 +
√
2)g, (2.26b)
ω32 = ∆0 − (1 +
√
2)g, ω42 = ∆0 − (1−
√
2)g. (2.26c)
The dynamical quantity P (t) and its Fourier transform,
F (ν) := 2
∫ ∞
0
dtP (t) cos(νt), (2.27)
are shown in Fig. 2.6. Six different frequencies, which are in the Fourier spectrum symmet-
rically located around the point ω = ∆0, are found. Among those frequencies ω10 and ω20
are dominating. They correspond to transitions between the first or second energy level of
the qubit-oscillator system and its groundstate. Their weights are almost equal, and they
give raise to the famous vacuum Rabi splitting of 2g. We further notice that the JCM
only returns those two frequencies. Nevertheless, one sees almost no difference between the
JCM and VVP for P (t). Thus, for the nondissipative, zero static bias case and a coupling
of g/∆ = 0.18, the JCM represents a good and sufficient approximation for the dynamics.
However, this will change when we consider also dissipation in Chapter 4.
In Figs. 2.7, 2.8 and 2.9, we examine the dynamics for a stronger coupling g/∆ = 0.3. We
investigate zero (Ω/∆ = 1), positive (Ω/∆ = 0.75) and negative (Ω/∆ = 1.5) qubit-oscillator
detuning. Both the JCM and VVP give a picture which corresponds qualitatively well to the
numerical results. However, concerning the population difference P (t), both approaches get
slightly out of phase with time. In the resonant case in Fig. 2.7, the deviations of the JCM
and VVP from the numerics are almost equally strong, albeit the JCM does not cover the
small oscillation peaks ω32, ω31, ω42 and ω41. The dominating frequencies ω10 and ω20 are for
both methods almost exactly located as predicted by the numerics. For positive detuning,
Fig. 2.8, the JCM gets a bit faster out of phase than the VVP graph. Here, the dominating
frequency is ω20. Stronger deviations from the two main frequencies than observed in Fig.
2.7 can be seen. For negative detuning in Fig. 2.9, ω10 dominates. We will explain later
how the weights of the frequencies depend on the detuning. In contrast to the JCM, VVP
agrees very well with the numerics for Ω > ∆. We could already notice such a behavior
in the energy spectrum, see Fig. 2.5. We also examined higher coupling strengths using
the methods introduced in this section. However, the deviations between the two analytical
methods and exact numerical results increased fast. Also our simplification to use only the
four lowest energy levels of the qubit-oscillator system turned out not to hold anymore at
higher coupling.
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Figure 2.6: Left-hand graph: Dynamics of the population difference P (t) for the unbiased qubit-
oscillator system at resonance (Ω = ∆) with g/∆ = 0.18 and ~β∆ = 10. Right-hand graph: Fourier
transform F (ν) of P (t). Both the JCM and VVP agree well with the exact numerical results. The
peaks in the Fourier spectrum are situated around ω = ∆ according to Eqs. (2.26a) - (2.26c). Clearly,
ω10 and ω20 are the dominating frequencies. The JCM only returns those dominating peaks. In order
to visualize the delta-functions, finite widths have been artificially introduced.
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Figure 2.7: Population difference P (t) and its Fourier transform F (ν) of an unbiased qubit-oscillator
system at resonance (Ω = ∆) and a temperature ~β∆ = 10. The coupling is with g/∆ = 0.3 stronger
than in Fig. 2.6. Concerning P (t), both the JCM and VVP get slightly out of phase with time
compared to the numerics. The main frequencies in the Fourier spectrum are correctly returned
by both approaches. Van Vleck perturbation theory also covers the small frequencies peaks, which
slightly deviate from the numerical results.
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Figure 2.8: Same as in Fig. 2.7, but for positive detuning Ω/∆ = 0.75. Qualitatively, the agreement
between numerics, the JCM and VVP is good, however, for long times the latter two get out of
phase. Also the main frequencies, ω10 and ω20, given by the JCM or VVP are slightly shifted from
the numerical values. The frequency peak ω20 is dominating.
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Figure 2.9: Same as in Fig. 2.7, but for negative detuning Ω/∆ = 1.5. Van Vleck perturbation
theory agrees better with the numerical results than the JCM, which gets very fast out of phase. The
latter shows also stronger deviations concerning the peaks ω10 and ω20. The frequency peak ω10 is
dominating. The peak ω42 is covered by ω20 and ω41 lies beyond the plotted frequency range.
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We tested our results also for the nonzero static bias case and found good approximate re-
sults as long as we are not too far from resonance (Ω ≈ Eqb), and/or g ≪ Eqb,Ω is valid.
We will give a detailed analysis for finite bias when we study the dissipative dynamics.
To summarize, one notices that due to the coupling with the oscillator additional frequen-
cies are induced into the qubit dynamics. Theoretically, the number of those frequencies is
infinite. At low temperatures, however, transitions between the lower energy levels of the
system are clearly dominating. For weak coupling, both the JCM and VVP work well. Here,
the JCM is preferable due to its simplicity. However, for stronger couplings, one obtains
already slightly better results using VVP, at least in the detuned case. This will become
more evident, when we discuss the dissipative dynamics in Chapter 4. Another advantage
of our VVP method is that it works both in the unbiased and biased case. We have to keep
in mind, however, that the method presented here still relies on a perturbative approach in
g. We go to second order in g, and the method starts to fail when we approach stronger
couplings, in particular g ∼ Ω, Eqb. We will see in the next section how such strong couplings
can be treated analytically.
2.3 Perturbation theory in ∆
As we have seen in the previous sections, a perturbative treatment of the qubit-oscillator
Hamiltonian (1.15) with respect to the coupling strength explains well the qubit’s dynam-
ics for weak or intermediate coupling but cannot go beyond into the ultrastrong coupling
regime. In particular, it fails for a dimensionless coupling strength g/Ω which approaches
unity, as described in Sec. 1.2.3 and predicted in [30, 33, 45]. In such a regime, theories being
nonperturbatively in g become important. A couple of them can already be found in the
literature: The adiabatic approximation (see [52] and references therein) relies on a polaron
transformation and is derived under the assumption Ω≫ Eqb. It fails to return the limit of
zero coupling g → 0, where the JCM works well. An improvement to this theory is given
by the generalized rotating-wave approximation (GRWA) [64], which is a combination of the
adiabatic approximation and the standard RWA and works well in both regimes of zero and
large qubit-oscillator detuning. Furthermore, it covers correctly the weak coupling limit.
However, it has not been used yet to investigate the dynamics of the qubit-oscillator system.
The NIBA calculations by Nesi et al. [65] treat analytically a two-level system coupled to an
harmonic oscillator to all orders in the coupling strength g, taking environmental influences
into account. Zueco et al. present a theory beyond the rotating-wave approximation in the
strong dispersive regime [66].
However, all these theories are derived for an unbiased two-level system (ε = 0) or, in the
terminology of cavity and circuit QED, for a qubit operated at the degeneracy point or sweet
spot. We have learnt already in Sec. 1.1 that it is quite straightforward to vary the static bias
ε of superconducting qubits by an external control parameter. Therefore, theories are neces-
sary which treat the biased qubit-oscillator system in the ultrastrong coupling limit. Brito et
al. used in [67] a slightly changed polaron transformation on the qubit-oscillator model and
obtained by truncating the displaced harmonic oscillator to its first excited level an effective
four-level model. Quite recently, the adiabatic approximation for a high-frequency oscillator
was reviewed for a biased system [61]. Furthermore, the opposite regime of a high-frequency
qubit has been examined there.
In this section, we present a theory which takes the static bias of the TLS into account
and treats the qubit-oscillator system to all orders in the coupling strength by consider-
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ing the qubit tunneling matrix element ∆ as a small perturbation. For zero static bias,
our approach can be seen as an extension of the adiabatic approximation by taking into
account higher order terms of ∆ using Van Vleck perturbation theory (VVP). We do not
only examine the energy levels of the system but also calculate corrections to the displaced
qubit-oscillator states, which we obtain using a polaron transformation on the unperturbed
(∆ = 0) case. Unlike in the adiabatic approximation discussed in [61], we take the qubit’s
static bias into account while identifying degenerate subspaces, thereby adjusting the renor-
malized frequency already in the first-order approach. Our results work very well for negative
detuning (Eqb < Ω) for the whole range of coupling strength and even exceeds in accuracy
results obtained from the GRWA for ε = 0. For not too weak coupling g/Ω & 0.5 and/or
finite static bias, it agrees with numerical results even for the resonant Eqb = Ω or positive
detuning Eqb > Ω. With these observations we believe that our approach can close the
parameter gap which cannot be treated by the JCM or the GRWA.
2.3.1 Diagonalization of the qubit-oscillator Hamiltonian
In the following, we demonstrate how the full Hamiltonian HTLS-osc can be diagonalized
perturbatively to second order in ∆. Notice that in contrast to Sections 2.1 and 2.2, we
express now HTLS-osc in the localized basis states | ↑ / ↓〉. For a vanishing tunneling element,
∆ = 0, the polaron-like transformation
U = exp{g(B −B†)σz/Ω} (2.28)
brings HTLS-osc into a diagonal form.
3 Its eigenstates are |j˜, ↑ / ↓〉 = U |j, ↑ / ↓〉, where
|j, ↑ / ↓〉 are the eigenstates of the qubit-oscillator system for ∆ = 0 and g = 0. In detail,
we get
|j˜, ↑〉 =
∞∑
j′=0
[sign
(
j − j′)]|j′−j|Ξ|j′−j|Min{j,j′}(α/4)|j′, ↑〉, (2.29)
|j˜, ↓〉 =
∞∑
j′=0
[sign
(
j′ − j)]|j′−j|Ξ|j′−j|Min{j,j′}(α/4)|j′, ↓〉, (2.30)
with
Ξlj(x) = x
l/2
√
j!
(j + l)!
Llj(x)e
−x
2 , (2.31)
α = (2g/Ω)2, and where Llj(x) are the generalized Laguerre polynomials. Equations (2.29)
and (2.30) correspond to the displaced oscillator states used, e.g., in [52, 68, 69], where the
displacement depends on the qubit state, and form a so-called dressed state basis [28, 70–72],
since they give rise to a dressing of the tunneling matrix element as we will see just below.
The eigenvalues are
~E0j,↑/↓ = ∓
~
2
ε+ ~jΩ − ~g
2
Ω
. (2.32)
3In [67] it is pointed out that the simple polaron transformation fails in the limit of large tunneling elements
∆≫ Ω. For a flux-qubit this situation occurs for an applied external flux at which the qubit potential changes
from a double-well to a single well, and thus the qubit eigenstates become delocalized. In our work, however,
we do not aim at describing such a parameter regime.
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For finite ∆, the perturbative matrix elements become in this basis [52, 61, 73]
−~
2
∆j
′
j ≡−
~
2
〈j˜, ↓|∆σx|j˜′, ↑〉
=− ~
2
∆ [sign
(
j′ − j)]|j′−j|Ξ|j′−j|Min{j,j′}(α). (2.33)
This dressing by Laguerre polynomials becomes in the high-photon limit, j, j′ →∞, and for
finite j′ − j a dressing by Bessel functions, just like in the case of a classically driven TLS,
see Sec. 5.2 and [68, 69, 71, 74–76].
For ∆ = 0 and ε = lΩ, the unperturbed eigenstates |j˜, ↓〉 and |j˜ + l, ↑〉 have the same
energies, so that we can identify a two-fold degenerate subspace in the complete Hilbert
space of the problem.4 Again, we use VVP to determine the effective Hamiltonian Heff =
exp(iS)H exp(−iS). In contrast to the previous section, we perform now a perturbative
approach with respect to ∆ instead of g. The result is again an effective Hamiltonian
consisting of 2 by 2 blocks of the shape
~
(
E0j,↓ +
1
4ε
(2)
j,↓ −12∆j+lj
−12∆j+lj E0j+l,↑ − 14ε
(2)
j+l,↑
)
, (2.34)
where we calculate the transformation matrix S to second order in ∆ and define the diagonal
corrections as
ε
(2)
j,↓/↑ =
∞∑
k=−j
k 6=±l
(
∆k+jj
)2
ε∓ kΩ . (2.35)
Notice that for zero bias, ε = 0, the degenerate subspace consists of oscillator states with
equal quantum number j. If one neglects the second order corrections ε(2) the effective
Hamiltonian reduces to the one obtained within the so-called “adiabatic approximation in
the dispaced oscillator basis” in [52, see Eq. (9) there]. It is derived for the limit Ω≫ Eqb and
relies on a separation of timescales: In order to calculate the fast dynamics of the oscillator
(fast compared to the qubit), the part in Eq. (1.15) coming from the TLS is neglected, so
that one gets an effective Hamiltonian for the oscillator, reading
~gσz(B
† +B) + ~ΩB†B. (2.36)
Thus, depending on the state of the qubit the oscillator is displaced in opposite directions,
while the energy for a fixed oscillator quantum number j remains the same, given by ~jΩ−
~g2/Ω2 [52]. By reintroducing the qubit contribution this degeneracy is lifted. However, as
long as Eqb ≪ Ω, the doublet structure is conserved. For an unbiased system, as treated in
[52], the above condition translates to ∆≪ Ω, and the tunneling matrix element ∆ can be
treated as a small perturbation, leading in the end to an effective Hamiltonian consisting of 2
by 2 blocks, with a renormalized frequency on the off-diagonal. This adiabatic approximation
is automatically enclosed in the method presented in this section. Furthermore, it is extended
to nonzero bias, and also higher order corrections in ∆ are included in Eq. (2.34). In [61],
a finite bias ε is considered in the parameter regime where eigenstates with same oscillator
4Notice, that for l > 0 the first l spin-up states have no degenerate partner, while for l < 0 the first l
spin-down states are unpaired.
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quanta j remain quasidegenerate, so that the tunneling matrix element of a subspace remains
dressed by a L0j Laguerre polynomial. This is a valid approximation in the case that Ω≫ Eqb.
On the contrary, when ε & Ω and therefore also Eqb & Ω, a dressing of higher order Laguerre
polynomial occurs even in first order in ∆. Additionally, the opposite regime of a high-
frequency qubit Eqb ≫ Ω has been treated in [61] analytically for certain special cases. This
situation is also partly contained in our formalism.
The eigenenergies of Eq. (2.34) are
~Ej,∓ = ~
[(
j +
l
2
)
Ω− g
2
Ω
+
1
8
(
ε
(2)
j,↓ − ε(2)j+l,↑
)
∓ 1
2
Ωlj
]
(2.37)
with the dressed oscillation frequency
Ωlj =
√[
ε− lΩ+ 1
4
(
ε
(2)
j,↓ + ε
(2)
j+l,↑
)]2
+
(
∆j+lj
)2
. (2.38)
Notice that the quantum number j corresponds to a mixture of the oscillator levels j and
l. Only for ε = 0 this mixing vanishes. We obtain the eigenstates of HTLS-osc by |Φj,±〉 =
exp(−iS)|Φ(0)j,±〉 with the eigenstates of Eq. (2.34) given by
|Φ(0)j,−〉 = − sin
(
Θlj/2
)
|j˜, ↓〉 − sign
(
∆j+lj
)
cos
(
Θlj/2
)
|j˜ + l, ↑〉, (2.39)
|Φ(0)j,+〉 = cos
(
Θlj/2
)
|j˜, ↓〉 − sign
(
∆j+lj
)
sin
(
Θlj/2
)
|j˜ + l, ↑〉, (2.40)
and the mixing angle
tanΘlj =
∣∣∣∆j+lj ∣∣∣
ε− lΩ+ 14
(
ε
(2)
↓,j + ε
(2)
↑,j+l
) (2.41)
for 0 < Θlj ≤ π. In App. A.2 the transformation is calculated to second order in ∆ and
applied to the effective states. By this we have all information we need to calculate the
dynamics of the qubit-oscillator system.
Van Vleck perturbation theory yields good approximate results as long as the matrix elements
connecting different nondegenerate subspaces with each other are much smaller than the
energetical distance between those subspaces [28]. In our case this means∣∣∣∣12∆j+kj
∣∣∣∣≪ |ε− kΩ| ∀ k 6= l. (2.42)
We will discuss the validity of our approach for the different cases below.
2.3.2 Energy spectrum in the ultrastrong coupling regime
In this section we examine the energy spectrum of the qubit-oscillator system as obtained
from Eq. (2.37) and compare it to results found by exact numerical diagonalization. We
check its robustness for variable coupling strength g and detuning δ = Eqb −Ω between the
qubit energy splitting and oscillator frequency.
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Zero static bias ε = 0
First, we concentrate on the regime of zero static bias. Equation (2.37) for the Van Vleck
eigenenergies perturbative in ∆ simplifies further for ε = 0:
~Ej,∓ = ~
[
jΩ − g
2
Ω
− 1
4
∞∑
k=−j
k 6=0
(∆k+jj )
2
kΩ
∓ 1
2
|∆L0j (ζ)e−ζ/2|
]
. (2.43)
The semi-infinite sum in the above expression converges, and we show analytical expressions
for the first four energy levels:
~E0,∓ = ~
[
−g
2
Ω
+
∆2e−α
4Ω
[Γ(0,−α) + ln(−α) + γ]∓ 1
2
|∆e−α/2|
]
, (2.44)
~E1,∓ =~
[
Ω− g
2
Ω
+
∆2e−α
4Ω
{
1 + γ + eα(α− 1)− α[α− γ(α− 2)]
+ (α− 1)2[Γ(0,−α) + ln(−α)]
}
∓ 1
2
|∆(1− α)e−α/2|
]
, (2.45)
where we used the Euler-Mascheroni constant γ and the incomplete Γ-function [77]. We will
test our findings against the JCM, in particular Eq. (2.9). Furthermore, we can compare
our results to the generalized rotating-wave approximation (GRWA) [64]. In that approach
the total Hamiltonian (1.15) is expressed in the effective basis states (2.39) and (2.40),
disregarding the second-order corrections in ∆. Taking into account that ∆j
′
j = (−1)|j−j
′|∆jj′ ,
the corresponding matrix is for the first six basis states {|Φ(0)j,∓〉} with j = 0, 1, 2
~

E0,− 0 0
1
2∆
1
0 −12∆20 0 . . .
0 E0,+ −12∆10 0 0 12∆20 . . .
0 −12∆10 E1,− 0 0 12∆21 . . .
1
2∆
1
0 0 0 E1,+ −12∆21 0 . . .
−12∆20 0 0 −12∆21 E2,− 0 . . .
0 12∆
2
0
1
2∆
2
1 0 0 E2,+ . . .
...
...
...
...
...
...
. . .

. (2.46)
In this representation, the remote matrix elements, which turn out to yield fast rotating
contributions for ∆ ≈ Ω, are neglected . A more elaborated justification is given in [64].
This procedure is quite similar to the standard rotating-wave approximation and one ends
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up again with a block-diagonal matrix,
~

E0,− 0 0 0 0 0 . . .
0 E0,+ −12∆10 0 0 0 . . .
0 −12∆10 E1,− 0 0 0 . . .
0 0 0 E1,+ −12∆21 0 . . .
0 0 0 −12∆21 E2,− 0 . . .
0 0 0 0 0 E2,+ . . .
...
...
...
...
...
...
. . .

, (2.47)
which is straightforwardly diagonalized and the energy of the groundstate remains un-
changed, namely ~E0,−. The remaining levels are given by
EGRWAj,∓ =(j +
1
2
)Ω− g
2
Ω
+
∆
4
e−α/2(|L0j (α)| − |L0j+1(α)|)
∓
{[
Ω
2
− ∆
4
e−α/2(|L0j (α)|+ |L0j+1(α)|)
]2
+
∆2
4
α
j + 1
e−α[L1j (α)]
2
} 1
2
. (2.48)
The GRWA uses the advantages of the adiabatic approximation, namely its ability to go to
strong coupling strengths and to treat detuned systems, and also gives reliable results in the
weak coupling regime of the JCM.
As a first test of our method, we compare in Fig. 2.10 the obtained energy levels for a weak
coupling strength of g/Ω = 0.1 and for varying qubit-oscillator detuning δ ≡ ∆ − Ω to the
GRWA and the JCM model. Both are known to work well in this regime. We find that VVP
gives only valid results for negative detuning, ∆ < Ω. This was expected as it relies on a
perturbative approach in ∆, and we know already from the adiabatic approximation that it
fails for ∆ & Ω and simultaneously small g/Ω. In this regime of weak coupling, the JCM or
GRWA are clearly preferable to our method. For an intermediate coupling strength, the same
discussion is presented in Fig. 2.11. We do not show the Jaynes-Cummings energy levels in
this regime anymore, because they fail completely to return the correct energy spectrum. Van
Vleck perturbation theory and the GRWA yield good results for negative detuning δ < 0,
but also at resonance, ∆ = Ω, they agree well with the numerics. At positive detuning
both deviate strongly from the exact solution. With a coupling strength of g/Ω = 1.0 in
Fig. 2.12, we are already deep in the ultrastrong coupling regime. Those high values have
not been observed experimentally yet. They are, however, predicted to be realizable [30].
Again, we compare to the exact numerics. For negative detuning, GRWA and VVP show a
good agreement with the numerics. However, approaching zero detuning or going beyond to
positive one, the GRWA fails in particular for the two lowest states, which will turn out to be
important for the calculations of the dynamics. In order to explain this failure, we also show
in Fig. 2.12 the adiabatic approximation. As pointed out, the GRWA is a combination of the
ordinary RWA, and thus works well for weak coupling, and of the adiabatic approximation,
which works very well for strong negative detuning, Ω ≫ ∆, for all values of the coupling.
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Figure 2.10: Energy levels against detuning δ = ∆−Ω for ε/Ω = 0, g/Ω = 0.1. Our VVP solution
is compared to the GRWA and the JCM. The latter agree both well with numerical calculations for
the whole detuning range (not shown), while VVP yields only reliable results for negative detuning,
∆ < Ω.
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Figure 2.11: Energy levels against detuning δ = ∆ − Ω for ε/Ω = 0, g/Ω = 0.5. The JCM fails
already completely for such a coupling strength (not shown). We compare VVP and the GRWA
against numerical calculations. Both agree well with the numerics for negative detuning and even at
resonance. For stronger positive detuning they both fail. The strongest deviations can be seen for
the lower energy levels.
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Figure 2.12: Energy levels against detuning δ = ∆−Ω for ε/Ω = 0, g/Ω = 1.0. We compare VVP,
the adiabatic approximation and GRWA against a numerical calculation. For a negative detuning all
three approaches agree very well with the exact numerics. However, for zero and positive detuning
deviations occur. In particular, the ground level and the first excited level are not described correctly
by the adiabatic approximation and the GRWA for strong positive detuning, while VVP yields good
results.
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Figure 2.13: Energy levels against detuning. Same as in Fig. 2.12, but for a coupling strength
of g/Ω = 1.5. Again, adiabatic approximation and GRWA fail for zero and positive detuning, while
VVP gives the first four energy levels correctly even up to a detuning of δ/Ω = 2.0. And also for the
higher energy levels it yields good results beyond the resonance case.
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Figure 2.14: Energy levels against coupling strength g/Ω for negative detuning (δ/Ω = −0.5).
Numerical results are compared with the adiabatic approximation, GRWA and VVP. All three ap-
proaches show only slight deviations.
At resonance or at positive detuning, the adiabatic approximation shows deviations from the
exact solution for a coupling strength g/Ω = 1.0. This coupling strength is, however, already
too strong to be treated correctly by the RWA. Thus, we are in a kind of intermediate regime,
which is also not covered by the GRWA, but can be important in experimental applications.
On the contrary, VVP shows a good agreement with the numerical data for negative detuning
and even up to exact resonance. Only for positive detuning, deviations start to occur. This
becomes even more distinct for stronger coupling strengths, like g/Ω = 1.5 in Fig. 2.13.
While the adiabatic approximation and also the GRWA fail for zero and positive detuning,
VVP agrees surprisingly well with the numerical results up to δ = 2.0 for the first four
energy levels; i.e., we have ∆/Ω = 3. Also for the higher levels we still find a good agreement
for not too strong positive detuning. This improvement is due to the fact that VVP also
takes into account connections between nondegenerate subspaces and therefore higher-order
corrections in the dressed tunneling matrix element. To show this in more detail, we discuss
in the following the first eight energy levels depending on the coupling strength for negative,
zero and positive detuning. In Fig. 2.14, the case ∆/Ω = 0.5 or δ/Ω = −0.5 is given.
All three approaches, the adiabatic approximation, the GRWA and VVP, show very good
agreement with the numerical results for the whole range of g/Ω. At resonance, ∆/Ω = 1.0,
in Fig. 2.15, we have to distinguish between different parameter regimes: For smaller values
of the coupling, g/Ω . 0.5, the adiabatic approximation and VVP show deviations from the
numerical results apart from the ground level, as they do not take into account correctly
the zero coupling resonance [64], while the GRWA on the other hand works well. For higher
couplings strengths, VVP exhibits a slight improvement to the GRWA and the adiabatic
approximation for the first two energy levels, as could already be seen from Figs. 2.12 and
2.13. This improvement becomes more evident for stronger positive detuning, δ/Ω = 0.5, as
shown in Fig. 2.16. Van Vleck perturbation theory agrees well with the numerical results
for g/Ω & 0.75, while the adiabatic approximation and GRWA do partly deviate from the
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Figure 2.15: Energy levels against coupling strength at resonance (δ/Ω = 0). For small coupling
strength, the adiabatic approximation and VVP show small deviations from the correct values (see
especially the higher energy levels). The GRWA works well in this regime. For stronger coupling
strength, all three approaches agree well with the numerical results.
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Figure 2.16: Energy levels against coupling strength for positive detuning (δ/Ω = 0.5). For coupling
strengths with g/Ω & 0.75, VVP exhibits the best agreement with numerical results, while for smaller
coupling and higher energy levels, the GRWA should be used.
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numerical results. However, for g/Ω < 0.75 and the lower energy levels, the results from
all three approaches are not very satisfying. The adiabatic approximation and VVP even
predict unphysical crossings, while the GRWA at least yields the correct weak coupling limit.
To summarize: For weak coupling up to a few percent, the JCM and GRWA are the methods
of choice when it comes to the calculation of the energy levels, because they reproduce
correctly this limit, while the adiabatic approximation and VVP cannot cover this regime at
resonance or positive detuning. Note, however, that the JCM also fails already for a coupling
strength of about g/Ω ≈ 0.12, when a mixture of several oscillator modes is involved, because
then the influence of the counter-rotating terms becomes important [46]. The GRWA remains
valid for arbitrary coupling strength at negative detuning. For being close to or at resonance,
the adiabatic approximation and VVP deviate for weak coupling from the numerical results
for the higher energy levels, work, however, well for stronger couplings. For the groundstate,
VVP represents even an improvement to both the adiabatic approximation and the GRWA
for the whole coupling regime. It also exceeds the other methods in exactness at strong
positive detuning and stronger coupling.
Why does VVP even work for ∆ ≥ Ω? We can explain this by looking at its validity for
ε = 0. From condition (2.42), we get∣∣∣∣12∆j+kj
∣∣∣∣≪ |kΩ| ∀ k 6= 0. (2.49)
From the definition of the dressed tunneling matrix element ∆j+kj , Eq. (2.33), we see that for
small ∆/Ω – i.e., for negative detuning – this condition is fullfilled even for weak coupling.
For stronger coupling g/Ω > 1, the dressed tunneling matrix element, ∆j+kj , approaches zero
independently of ∆/Ω, so that VVP even works for positive detuning.
Plotted against the coupling strength the energy levels exhibit some further peculiarities.
Most interesting is the finding that for strong coupling two adjacent energy levels become
degenerate, so that coherent oscillations between them become completely suppressed. We
can understand that by considering expression (2.43), where we find that two energy levels
with the same index j differ only in the sign of the dressed oscillation frequency, which
vanishes for large g. For the higher energy levels, degeneracies also occur for lower g/Ω
values, happening at the zeros of the Laguerre polynomials. These phenomena are discussed
in more detail in [52, 61, 64] and we come back to them when presenting the dynamics.
Finite static bias ε 6= 0
In this section we discuss the energy spectrum for the case of finite static bias. We compare
our VVP calculation to an exact numerical diagonalization. We further show in certain cases
calculations disregarding connections between the different manifolds, that is second-order
corrections in ∆, which would be the natural extension of the adiabatic approximation to
finite bias. We do not compare to the GRWA, as it exists so far just for the zero bias case. To
start, we show in Fig. 2.17 the energy levels against the static bias for a coupling strength of
g/Ω = 1.0 and no detuning in the zero bias case (∆ = Ω). For such a coupling strength, we
find a very good agreement between our VVP calculations and numerically obtained results.
Most remarkably, this agreement holds even away from the resonant points, ε = lΩ, for which
our approximation has been performed. We also checked the effect on the spectrum when
neglecting the second order corrections in ∆. The qualitative behavior remains the same;
however, quantitative deviations occur (not shown in Fig. 2.17). For negative detuning,
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Figure 2.17: Energy levels against static bias ε for g/Ω = 1.0 at resonance ∆/Ω = 1.0. Van Vleck
perturbation theory is compared to a numerical diagonalization of the Hamiltonian.
∆ < Ω, the agreement between analytical and numerical results is even enhanced, while
for positive detuning up to ∆/Ω = 1.5 only slight deviations occur. The accuracy of VVP
becomes less good entering the weak coupling regime, as we could already observe for the
zero static bias case and we will show in the following. Before, we want to consider some
general features of the spectrum at nonzero static bias. We pointed out while identifying the
degenerate subspaces in Eq. (2.34) that for ε = lΩ with l 6= 0 certain unperturbed energy
levels have no degenerate partner. Without loss of generality, we assume l > 0, that means
that the first l energy levels corresponding to a spin-up state have no degenerate partner,
and their energy is simply given by ~E0j,↑− ~4ε
(2)
↑,j with j = 0, 1, 2, ...l − 1. Of course, also the
corresponding effective eigenstates are simply |j˜, ↑〉, and we cannot observe avoided crossings
or superposition of states. For instance, in Fig. 2.17 at ε/Ω = 1, we observe the lowest
energy level being without partner, while the higher ones form avoided crossings with the
adjacent level. For ε/Ω = 2, the two lowest levels are “free” etc..
In Figures 2.18, 2.19 and 2.20, we present the dependence of the energy spectrum on the
coupling strength g/Ω for the case of ε/Ω = 1.0 and ∆/Ω = 0.5, ∆/Ω = 1.0 and ∆/Ω = 1.5,
respectively. Just like in the zero static bias case, VVP yields best results for ∆/Ω < 1,
because there the condition for a perturbative approach is most satisfied. Also, the extended
adiabatic approach yields very convincing results, only for g/Ω → 0 one can notice slight
deviations. For ∆/Ω = 1.0 in Fig. 2.19, VVP still shows an almost exact agreement with
the numerical results, whereas the adiabatic approximation fails for weak coupling. This
failure of the latter becomes more evident going to positive detuning like ∆/Ω = 1.5 in Fig.
2.20. But there also the VVP exhibits strong deviations for coupling strengths g/Ω . 0.75.
We also tested for static bias values being no multiples of Ω and found a confirmation of
the above findings. For stronger static bias, VVP describes the lower energy levels well even
for positive detuning, see, e.g., the case ε/Ω = 3.0 in Fig. 2.21. Here, the three lowest
energy levels are without degenerate partner and therefore can be described by the corrected
unperturbed energy. The influence of the mixing to other energy levels is less strong.
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Figure 2.18: Energy levels against coupling g/Ω for ε/Ω = 1.0 and ∆/Ω = 0.5. The adiabatic
approximation and VVP agree almost perfectly with numerical results. Slight deviations can be seen
for the adiabatic approximation at g/Ω→ 0.
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Figure 2.19: Energy levels against coupling g/Ω for ε/Ω = 1.0 and ∆/Ω = 1.0. Van Vleck pertur-
bation theory still holds against numerical results, while the adiabatic approximation fails specifically
for weak coupling strengths.
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Figure 2.20: Energy levels against coupling g/Ω for ε/Ω = 1.0 and ∆/Ω = 1.5. In this regime,
also VVP shows deviations from the numerical results for g/Ω . 0.75 especially for the higher energy
levels. It agrees well for stronger coupling.
0 0,5 1 1,5 2
g/Ω
-2
0
2
4
E
n
er
g
y/
 h_
 
Ω
Adiabatic Approx.
VVP in ∆
Numerical
Figure 2.21: Energy levels against coupling g/Ω for ε/Ω = 3.0 and ∆/Ω = 1.5. The three lowest
energy levels have no “degenerate” partner. Despite the high value of ∆, VVP still gives reliable
results, while the adiabatic approximation differs from the numerical values even for the low energy
levels.
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2.3.3 Dynamics of the qubit in the ultrastrong coupling regime
We are interested in determining the population difference between the two qubit states; i.e.,
we calculate
〈σz(t)〉 = TrTLS{σzρred(t)} = 2〈↑ |ρred(t)| ↑〉 − 1, (2.50)
where ρred(t) is obtained after tracing out the oscillator degrees of freedom from the qubit-
oscillator density operator ρ. The matrix elements of the latter read in the system’s energy
eigenbasis {|Φα〉}
ραβ(t) = 〈Φα|ρ(t)|Φβ〉 = ραβ(0)e−iωαβt, (2.51)
where α, β ǫ {±, j} or {↑ / ↓, j}. As starting conditions we use Eq. (2.2) and again assume low
temperatures, ~βΩ = 10, at which mainly the lower oscillator levels are of importance. The
dynamics for higher oscillator occupation numbers at zero static bias have been investigated
in [52].
The transition frequencies are defined as ωαβ = Eα−Eβ, where Eα stands either for Ej,∓ in
the case of two-fold degenerate subspaces or E0j,↑/↓ ∓ 14ε
(2)
j,↑/↓ for one-dimensional subspaces.
We further can distinguish between two different timescales: large oscillatory contributions
are resulting from different oscillator quanta j, while the difference in dressed oscillation fre-
quencies Ωlj acts on a much longer timescale, and its contribution vanishes for large coupling
strengths g/Ω.
In the following subsections we will investigate the dynamics for the unbiased and biased
case. Again, we will compare exact numerical results to VVP and the adiabatic approxima-
tion. Apart from the energy levels, also the eigenstates become now important. In particular,
we will find that away from the condition ε = lΩ, the higher-order corrections are crucial to
give the correct dynamics.
Dynamics for zero static bias ε = 0
For zero static bias, we first examine a regime where we expect our approximation to work
well. We thus consider a not too strong tunneling matrix element, ∆/Ω = 0.5, and a coupling
strength of g/Ω = 1.0. Figures 2.22 and 2.23 show the population difference 〈σz(t)〉 and its
Fourier transform,
F (ν) := 2
∫ ∞
0
dt〈σz(t)〉 cos(νt), (2.52)
respectively. Concerning the population difference, we see a relatively good agreement
between the numerical calculation and VVP for short timescales. In particular, VVP also
correctly returns the small overlaid oscillations. For longer timescales, the two curves get
out of phase. The adiabatic approximation only can reproduce the coarse-grained dynamics.
The fast oscillations are completely missed. To understand this better, we turn our attention
to the Fourier transform in Fig. 2.23. There, we find several groups of frequencies located
around ν/Ω = 0, ν/Ω = 1.0, ν/Ω = 2.0 and ν/Ω = 3.0. This can be explained by considering
the transition frequencies in more detail. We have from Eq. (2.37),
ωl∓k,∓j = ~[(k − j)Ω + ǫlk,j ±
1
2
(Ωlj − Ωlk)], (2.53)
and
ωl∓k,±j = ~[(k − j)Ω + ǫlk,j ∓
1
2
(Ωlj +Ω
l
k)], (2.54)
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Figure 2.22: Population difference for zero static bias. Further parameters are ∆/Ω = 0.5, ~βΩ = 10
and g/Ω = 1.0. The adiabatic approximation and VVP are compared to numerical results. The first
covers only the longscale dynamics, while VVP also returns the fast oscillations. With increasing
time small differences between numerical results and VVP become more pronounced.
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Figure 2.23: Fourier transform of the population difference in Fig. 2.22. The left-hand graph
shows the whole frequency range. The lowest frequency peaks originate from transitions between
levels within a degenerate subspace and are determined through the dressed oscillation frequency Ω0j .
Numerical calculations and VVP predict groups of peaks located around ν/Ω = 0, 1, 2, 3. The first
group at ν/Ω = 0 is shown in the middle graph. One can identify frequencies Ω00 and Ω
0
2, which fall
together, and Ω01. The small peak comes from the frequency Ω
0
3. This first group of peaks is also
covered by the adiabatic approximation. The other groups come from transitions between different
manifolds. The adiabatic approximation does not take them into account, while VVP does. A blow-
up of the peaks coming from transitions between neighboring manifolds is given in the right-hand
graph. In the left-hand graph additionally the Jaynes-Cummings peaks are shown, which, however,
fail completely.
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with ǫlk,j =
1
8
(
ε
(2)
k,↓ − ε
(2)
j,↓ + ε
(2)
j+l,↑ − ε
(2)
k+l,↑
)
being the second-order corrections. The term
(k − j)Ω determines to which group of peaks a frequency belongs, and Ωlj is its relative
position within this group. The dynamics is dominated by the peaks belonging to transitions
between the same subspace, k − j = 0, while the next group with k − j = 1 yields already
faster oscillations. Theoretically, infinite many peaks belong to each group. However, since
we operate the system at low temperature, only those with a small oscillator number play a
role. For the used parameter regime, the adiabatic approximation does not take into account
the connections between different manifolds. It therefore covers only the first group of peaks
with k− j = 0, providing the long-scale dynamics. For ε = 0, the dominating frequencies in
this first group are given by Ω00 = |∆e−α/2|, Ω01 = |∆(1 − α)e−α/2| and Ω02 = |∆L02(α)e−α/2|,
where Ω00 and Ω
0
2 coincide. A small peak at Ω
0
3 = |∆L03(α)e−α/2| can also be seen. Ω0j has ∆ as
an upper bound so that the range over which the peaks are spread within a group increases
with ∆. Notice that for certain coupling strengths some peaks vanish; like, for example,
choosing a coupling strength of g/Ω = 0.5 makes the peak at Ω01 disappearing completely,
independent of ∆, and the Ω00 and Ω
0
2 peaks split. The JCM yields two oscillation peaks
determined by the Rabi splitting and fails completely to give the correct dynamics, see the
left-hand graph in Fig. 2.23.
Now, we proceed to an even stronger coupling, g/Ω = 2.0, where we also expect the adiabatic
approximation to work better [52]. From Fig. 2.14, we notice that at such a coupling
strength, the lowest energy levels are degenerate within a subspace. Only for oscillator
numbers like j = 3, we see that a small splitting arises. This splitting becomes larger for
higher levels. Thus, only this and higher manifolds can give significant contributions to
the long time dynamics; that is, they can yield low frequency peaks. By looking at Figs.
2.24 and 2.25, we notice that both the adiabatic approximation and VVP agree quite well
with the numerics. Especially the first group of Fourier peaks in Fig. 2.25 is also covered
almost correctly by the adiabatic approximation. The first manifolds we can identify with
those peaks are the ones with j = 3 and j = 4. This is a clear indication that even at low
temperatures higher oscillator quanta are involved due to the large coupling strength. Also
frequencies coming from transitions between the energy levels from neighboring manifolds
are shown enlarged in Fig. 2.25. The adiabatic approximation and VVP can cover the main
structure of the peaks involved there, while the former shows stronger deviations.
If we go to higher values ∆/Ω & 1, the peaks in the individual groups become more spread
out in frequency space, and for the population difference dephasing already occurs at a
shorter timescale. For ∆/Ω = 1, at least VVP yields still acceptable results in Fourier space
but gets fast out of phase for the population difference.
Dynamics for finite static bias ε 6= 0
As a first case, we consider in Fig. 2.26 a weakly biased qubit (ε/Ω =
√
0.5) being at
resonance with the oscillator (Eqb = Ω). For a coupling strength of g/Ω = 1.0, we find
a good agreement between the numerics and VVP. The adiabatic approximation, however,
conveys a different picture: Looking at the time evolution it reveals collapse and rebirth of
oscillations after a certain interval. This feature does not survive for the exact dynamics. Like
in the unbiased case, the adiabatic approximation gives only the first group of frequencies
between the quasidegenerate subspaces, and thus yields a wrong picture of the dynamics. In
order to cover the higher frequency groups, we need again to go to higher-order corrections
by using VVP.
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Figure 2.24: Population difference for zero static bias. Same parameters as in Fig. 2.22 but for
a coupling strength of g/Ω = 2.0. Both the adiabatic approximation and VVP agree well with the
numerics, but show slight dephasing on a longer timescale.
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Figure 2.25: Fourier spectrum of the population difference in Fig. 2.24. In the left-hand graph
a large frequency range is covered. Peaks are located around ν/Ω = 0, 1.0, 2.0, 3.0 etc. Even the
adiabatic approximation exhibits the higher frequencies. The upper right-hand graph shows the first
group close to ν/Ω = 0. The two main peaks come from Ω03 and Ω
0
4 and higher degenerate manifolds.
Frequencies from lower manifolds contribute to the peak at zero. The adiabatic approximation and
VVP agree well with the numerics. The lower right-hand graph shows the second group of peaks
around ν/Ω = 1.0. This group is also predicted by the adiabatic approximation and VVP, but they
do not fully return the detailed structure of the numerics. Interestingly, there is no peak exactly at
ν/Ω = 1.0 indicating no nearest neighbor transition between the low degenerate levels.
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Figure 2.26: Population difference and Fourier spectrum for a biased qubit (ε/Ω =
√
0.5) at
resonance with the oscillator (Eqb = Ω) in the ultrastrong coupling regime (g/Ω = 1.0). Concerning
the time evolution VVP agrees well with numerical results. Only for long time weak dephasing occurs.
The inset in the left-hand figure shows the adiabatic approximation only. It exhibits death and revival
of oscillations which are not confirmed by the numerics. For the Fourier spectrum, VVP covers the
various frequency peaks, which are gathered into groups like for the unbiased case. The adiabatic
approximation only returns the first group.
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Figure 2.27: Population difference and Fourier spectrum for ε/Ω = 1.5, ∆/Ω = 0.5 and g/Ω = 1.0.
Van Vleck perturbation theory is confirmed by numerical calculations, while results obtained from the
adiabatic approximation deviate strongly. In Fourier space, we find pairs of frequency peaks coming
from the two dressed oscillation frequencies Ω1j and Ω
2
j . The spacings in between those pairs is about
0.5Ω. The adiabatic approximation only returns one of those dressed frequencies in the first pair.
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The case of ε being not a multiple of the oscillator frequency Ω is also of special interest,
since we used for the derivation of our approximate analytical results that we were able to
identify degenerate subspaces for the unperturbed case ∆ = 0. For ε = lΩ, we found that the
levels E0j,↓ and E
0
j+l,↑ form a degenerate doublet, which dominates the long-scale dynamics
through the dressed oscillations frequency Ωlj. For l being not an integer those doublets
cannot be identified unambiguously anymore. For instance, we examine the case ε/Ω = 1.5
in Fig. 2.27. Here, it is not clear which levels should be gathered into one subspace: j and
j+1 or j and j+2. Both the dressed oscillation frequencies Ω1j and Ω
2
j influence the longtime
dynamics. In Fig. 2.27, we chose l = 2 for our approximate method. Surprisingly, VVP
gives a very accurate picture for both the dynamics and the Fourier spectrum. For l = 1 we
obtained the same result (not shown here). Independent of the choice of l, VVP covers all
relevant frequencies because of taking into account connections between different manifolds.
We always find pairs of frequencies resulting from Ω1j and Ω
2
j . Those pairs are separated
approximately by 0.5Ω, which is the smallest distance between the unperturbed energy
levels (only the single levels are separated by a larger distance). For a bias of ε/Ω = 2.5, for
example, one would detect the same separation between the different groups of peaks. The
adiabatic approximation extended to nonzero static bias fails in such a situation, because it
only considers one of the two frequencies, as can be also seen by looking at the dynamics
in Fig. 2.27. Furthermore, as we saw already in the unbiased case, it neglects the higher
frequencies for intermediate coupling.
2.4 Summary
To summarize this chapter, we want to give a short overview of the different approaches we
introduced and their regime of validity. We started in Sec. 2.1 with the Jaynes-Cummings
model (JCM). It is derived for zero static bias ε under the assumption of weak coupling
strength g ≪ ∆,Ω and that the TLS and the oscillator are close to resonance. This two
conditions allow us to perform a rotating-wave approximation (RWA) and to neglect non-
resonant terms so that the resulting Hamiltonian can be diagonalized exactly. Despite its
simplicity, the JCM can explain many phenomena in cavity QED, which made it a very
successful approach. For stronger coupling and detuning the RWA breaks down. Further-
more, in order to explain effects like the Bloch-Siegert shift, the counter-rotating terms are
needed even in the weak coupling regime. Thus, we presented in Section 2.2 a new approach
taking explicitly those terms into account. It relies on a perturbative treatment of the full
Hamiltonian with respect to the coupling strength g and thus is like the Jaynes-Cummings
model limited to not too strong coupling. We included terms up to the second order in g.
It also was derived assuming Eqb ≈ Ω. However, it turned out that it works well also for
strong negative detuning, see, e.g., Fig. 2.9. Furthermore, the case of a finite static bias ε is
included.
Motivated by recent experimental achievements in the area of ultrastrong qubit-oscillator
coupling, which was introduced in Sec. 1.2.3, we discussed in Sec. 2.3 an approach which
treats the qubit-oscillator system to all orders in g. The price we had to pay was to make
some restriction on the tunneling matrix element ∆ and thus the qubit transition frequency
Eqb compared to the oscillator frequency Ω. In detail, we followed a perturbative approach
with respect to the dressed tunneling element ∆lj. However, since especially for strong
coupling this dressed element becomes suppressed by a Gaussian, and by using Van Vleck
perturbation theory to include also higher orders, we could go beyond the limit ∆ ≪ Ω of
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an adiabatically fast oscillator [52, 61]. For zero bias, we compared the energy spectrum
obtained by VVP in ∆ and the adiabatic approximation to the generalized rotating-wave
approximation in [64]. For ∆/Ω < 1 all approaches agree well with numerical results for the
whole coupling range, while at resonance and slight positive detuning the GRWA was found
to be preferable at weak coupling g → 0, since it returns correctly the Jaynes-Cummings
limit. For strong coupling and small positive detuning VVP in ∆ even showed slightly better
results than the GRWA.
We investigated in detail the dynamics of the qubit in the zero bias case both in the weak to
intermediate and the ultrastrong coupling regime at low temperature. In the former regime
the JCM and VVP with respect to g are the methods of choice. For ultrastrong coupling
the adiabatic approximation gives a coarse-grained picture of the time evolution of the pop-
ulation difference, while VVP in ∆ also covers the higher frequencies agreeing well with
numerical results.
The two new approaches we introduced in this chapter also work in the case of a biased qubit,
and the adiabatic approximation was extended to that regime so that also qubits which are
not operated at their symmetry point can be discussed almost for the whole coupling regime.
3 Dissipation and the quantum master equation
In the previous chapters we considered the TLS and the oscillator as closed systems. In
reality the situation is quite different. Reading-out the qubit or oscillator state exposes it
to environmental influences, which in turn leads to dissipation and decoherence effects in
the system’s dynamics. Our goal in this chapter is to provide a realistic picture of those
influences and to take them into account in our calculations. A quite successful way to
include the environment is the system-bath model: a system with few degrees of freedom
is coupled to a heat bath with many or even infinite degrees of freedom. Such an open
system cannot be described anymore by a unitary time evolution, since the heat bath causes
a modification of the equations of motion of the conservative system, adding a damping
term and a randomly fluctuating force. These new equations of motion are called Langevin
equations. In the following sections we will first show their classical version. Then, the so-
called Caldeira-Leggett model is introduced: the bath is described by an infinite number of
quantized harmonic oscillators. This is quite a natural assumption in the case of circuit QED
experiments, where the environment is the electromagnetic field of the surrounding circuitry,
which is exactly described by the oscillator model. We will show how the Caldeira-Leggett
model leads to a quantum version of the classical Langevin equation. Finally, we will derive
from this approach the Born-Markov master equation for the density operator of the system.
3.1 The classical Langevin equation
In classical mechanics the movement of a particle of mass M experiencing friction and a
rapidly fluctuating force ξ is described by the Langevin equation [78],
MX¨(t) +MγX˙(t) = ξ(t). (3.1)
Langevin found Eq. (3.1) trying to describe a Brownian particle moving through a liquid.
The position of the particle is given by X(t), friction is represented by the term γX˙(t), and
ξ(t) is the force the particle feels being hit by the molecules in the liquid. The latter is
assumed to be independent of X and, since the collisions with the molecules are practically
instantaneous, it varies much faster than X(t). In the case of a heat reservoir at temperature
T with zero memory time the latter yields [1, 78]
〈ξ(t)ξ(t′)〉 = 2MγkBTδ(t− t′), (3.2)
where t and t′ are distinct times. Any force ξ(t) fulfilling (3.2) is called white or δ-correlated
noise. One further assumes that 〈ξ(t)〉 = 0. It is not straightforward to find a quantized
equation corresponding to the classical form (3.1) and there have been several different
attempts. The most successful one is introduced in the next section.
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3.2 The Caldeira-Leggett model
In their work on quantum mechanical tunneling [11, 79] Caldeira and Leggett describe the
open quantum system together with its environment as a closed system - the so-called system-
plus-reservoir approach - and establish the Hamiltonian H of the entire model as:1
H = HS +HB +HS-B. (3.3)
HB describes the environmental bath and HS-B the interaction between system and bath.
Dissipation in such a model works as follows: energy from the system is transferred to the
environment via the interaction term. By assuming the environment to consist of a huge
number of degrees of freedom, the probability that this energy returns back to the system
tends to be zero - the relevant system suffers from dissipation. It is further implied that
any individual degree of freedom of the bath is coupled weakly to the system which is a
reasonable assumption for a macroscopic environment. Because of the weak perturbation
of an individual degree of freedom, the bath can be modeled as a set of simple harmonic
oscillators, and HS-B is a linear function of the bath coordinates. However, Caldeira and
Leggett emphasize that a weak coupling between the system and an individual bath mode
does not mean that the overall interaction between system and environment is weak, since
the latter consists of a large number of individual modes, and their coupling strengths add
up.
We will specify now the individual parts of H. For simplicity, we consider for the open
system a particle of mass M moving in the potential V :
HS =
P 2
2M
+ V (X). (3.4)
Later, this can be generalized easily to the qubit Hamiltonian. The Hamiltonian of the bath
reads:
HB =
N∑
k=1
(
p2k
2mk
+
1
2
mkω
2
kx
2
k
)
, (3.5)
with mk and ωk being the mass and frequency of an individual oscillator. For now, we
consider a finite but very large number N of harmonic oscillators. The interaction term,
HS-B = −
N∑
k=1
Fk(X)xk +∆V (X), (3.6)
requires a closer look. So far we have just used that it is linear in the bath coordinates
xk. The dependence on X is determined by F (X). Additionally, there is the counter- or
renormalization term
∆V (X) =
N∑
k=1
F 2k (X)
2mkω
2
k
. (3.7)
In order to explain that term, we introduce the effective potential of the global system as
Veff(X,xk) = V (X) +
N∑
k=1
1
2
mkω
2
kx
2
k −
N∑
k=1
Fk(X)xk +∆V (X). (3.8)
1Pioneering work has been earlier performed by Ullersma [80] and Zwanzig [81].
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Now, we determine the minimum of this potential with respect to the bath coordinate x∗k;
i.e., we solve
∂
∂xk
Veff(X,xk)
∣∣∣∣
xk=x
∗
k
= 0 (3.9)
and obtain x∗k = Fk(X)/mkω
2
k. At this point the effective potential becomes
Veff(X,x
∗
k) = V (X)−
N∑
k=1
F 2k (X)
2mkω
2
k
+∆V (X). (3.10)
If we set ∆V (X) = 0, the effective potential can even sink below the original value V (X). In
order to avoid this potential-shift the counter-term ∆V (X) in Eq. (3.6) is introduced. Since
it is a function of the system coordinates only, it is often included in HS. However, we want
to avoid a redefinition of the system Hamiltonian, and further because it will cancel some
spurious terms in the derivation of the master equation, we consider the renormalization
term explicitly.
In the following, we will concentrate on the special case of a separable interaction:
Fk(X) = ckF (X), (3.11)
where ck is the coupling constant for an individual mode. If F (X) is a nonlinear function of
the position coordinate, we get a state-dependent dissipation process. We will simplify the
interaction even further and restrict our model to
Fk(X) = ckX. (3.12)
That is, we consider a bilinear coupling between system and environment, leading to a state-
independent dissipation process. With these conditions, the total Hamiltonian becomes:
H =
P 2
2M
+ V (X) +
1
2
N∑
k=1
[
p2k
mk
+mkω
2
k
(
xk − ck
mkω
2
k
X
)2]
. (3.13)
3.3 Elimination of the heat bath
We are going to show now that the above Hamiltonian (3.13) indeed leads to a Langevin
equation for the system coordinate X. To see that, we have to eliminate the environmental
degrees of freedom. In the Heisenberg picture, the time evolution of an operator O is given
by
dO
dt
=
i
~
[H,O]. (3.14)
With that, we find for the system coordinates:
X˙ =
P
M
and P˙ = − ∂V
∂X
+
N∑
k=1
ck
(
xk − ck
mkω
2
k
X
)
, (3.15)
and for the bath coordinates:
x˙k =
pk
mk
and p˙k = −mkω2kxk + ckX, (3.16)
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which enables us to determine the equations of motion for the system and the bath. Equation
(3.15) yields
MX¨ +
∂V
∂X
+
N∑
k=1
c2k
mkω
2
k
X =
N∑
k=1
ckxk (3.17)
for the system, and Eq. (3.16) yields
mkx¨k +mkω
2
kxk = ckX (3.18)
for a single bath degree of freedom. A solution for Eq. (3.18) is given by
xk(t) = xk(0) cos(ωkt) +
pk(0)
mkωk
sin(ωkt) +
ck
mkωk
∫ t
0
dt′ sin(ωk(t− t′))X(t′). (3.19)
After integration by parts this becomes
xk(t) = xk(0) cos(ωkt) +
pk(0)
mkωk
sin(ωkt) +
ck
mkω
2
k
[
X(t)− cos(ωkt)X(0)
−
∫ t
0
dt′ cos(ωk(t− t′))X˙(t′)
]
. (3.20)
In order to remove the bath degrees of freedom from Eq. (3.17), we insert the equation for
xk(t) into it and arrive at
MX¨ +
∂V
∂X
+M
∫ t
0
dt′γ(t− t′)X˙(t′) +Mγ(t)X(0) = ζ(t), (3.21)
where we introduced the damping kernel
γ(t) =
1
M
N∑
k=1
c2k
mkω
2
k
cos(ωkt) (3.22)
and the fluctuating force
ζ(t) =
N∑
k=1
ck
[
xk(0) cos(ωkt) +
pk(0)
mkωk
sin(ωkt)
]
. (3.23)
Equation (3.21) is the generalized quantum Langevin equation, analogous to the classical
form (3.1). It consists of the damping kernel γ(t), which is no longer time independent
but exhibits memory effects, yielding colored noise, and of the fluctuating force ζ(t). So
far, our discussion of the system-plus-reservoir approach has been quite general concerning
the bath. In the following we will assume the most common case of a heat bath, and
therefore calculate averages of the force-force correlation function with respect to the thermal
equilibrium distribution of the bath. We further notice an additional term in Eq. (3.21),
which is a transient depending on the initial coordinate X(0). To deal with this transient
term, the introduction of a shifted stochastic force is recommended [1], namely
ξ(t) = ζ(t)−Mγ(t)X(0). (3.24)
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Using this shifted force, the thermal average should be calculated with respect to the bath
Hamiltonian HB and the interaction term HS-B; i.e., we assume that the initial states of the
reservoir are shifted by the coupling to the system, and find
〈ξ(t)〉B,int = TrB [ξ(t) exp (−β(HB +HS-B))]
TrB [exp (−β(HB +HS-B))] = 0. (3.25)
However, in the later derivation of the master equation, it is very useful to assume that
the bath is initially decoupled from the system. Thus, we will neglect the initial slippage
[82], which is an artefact from a factorized starting condition [1], and accounts for the time
needed to build up the initially neglected correlations between system and bath. This can
be considered a good approximation if γ(t) is a rapidly decaying function, and we are not
interested in times t being too close to the initial time. As we will further assume that the
damping kernel γ(t) has the form of a δ-distribution and invoke a Markov approximation, we
will follow this second approach and assume an unshifted bath, so that the thermal average
is taken over the environment alone:
〈ζ(t)〉B = TrB [ζ(t) exp (−βHB)]
TrB [exp (−βHB)] = 0. (3.26)
For the correlation function we get
〈ζ(t)ζ(0)〉B =
N∑
k=1
~c2k
2mkωk
[
coth
(
~βωk
2
)
cos(ωkt)− i sin(ωkt)
]
. (3.27)
Considering the limit (~ → 0) and using the formula (3.22) for γ(t), we recover the classical
expression for a colored noise source:
lim
~→0
〈ζ(t)ζ(0)〉B =MkBTγ(t). (3.28)
In this limit, the quantum Langevin equation is equivalent to the classical Langevin equation.
3.4 Spectral density
In order to characterize the bath, we would have to specify mk, ωk and ck for each oscillator.
It would be convenient to have a single parameter including all these variables. We therefore
introduce the spectral density of the bath,
J(ω) =
π
2
N∑
k=1
c2k
mkωk
δ(ω − ωk). (3.29)
With this definition, the damping kernel becomes
γ(t) =
1
M
2
π
∫ ∞
0
dω
J(ω)
ω
cos(ωt), (3.30)
and the force-force correlation function reads
〈ζ(t)ζ(0)〉B = ~
π
∫ ∞
0
dω J(ω)
[
coth
(
~βω
2
)
cos(ωt)− i sin(ωt)
]
. (3.31)
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All the effects of the bath are now included in the spectral density, and, in principle, it is
enough to know J(ω) to predict the influence of the bath on the dynamics of the system.
For a large number of bath oscillators, the sum in J(ω) can be replaced by an integral, and
the spectral density becomes continuous in ω.
A special type of spectral density, on which a lot of work can be found in the literature, is
the so-called Ohmic spectral density:
J(ω) =Mγω. (3.32)
Putting this into Eq. (3.30) yields
γ(t) = 2γδ(t). (3.33)
Equation (3.33) inserted in the quantum Langevin equation (3.21) leads to damping term
MγX˙(t) like in the classical Langevin equation (3.1), and therefore resembles Ohm’s law. In
this case, we have a memory-free damping and white noise. Unfortunately, for J(ω) - as it is
given in Eq. (3.32) - the force-force correlation function would diverge for high frequencies
leading to unphysical results [1]. Therefore, a high-frequency cutoff is introduced:
J(ω) =Mγωe−ω/ωc . (3.34)
This cutoff leads again to memory effects, and can, in certain situations, also be connected
to a physical meaning [82]: let us consider, e.g., a Josephson junction which is inductively
coupled to the environmental degrees of freedom. As soon as the wavelengths of that exter-
nal noise get smaller than the size of the Josephson junction, a local theory is not applicable
anymore; i.e., we cannot treat the junction as a lumped circuit element. A high frequency
cutoff avoids this problem. In our further calculations, we will choose the cutoff frequency
ωc high enough to make sure that for the long time behavior t ≫ ω−1c the Ohmic case is
dominant, and the value of ωc has no direct influence on the dynamics.
Besides the Ohmic spectral density, there are also different models like the one for a struc-
tured bath introduced in Chapter 4.
3.5 The master equation
In the previous section we saw that the Caldeira-Leggett model leads indeed to a quantum
Langevin equation for the open system, which corresponds closely, in the limit ~ → 0, to the
classical Langevin equation, and takes into account damping and dissipation effects that the
open system experiences through its coupling to a heat bath with many degrees of freedom.
We will, however, not use the Langevin equation to examine the dynamics of the open sys-
tem, but rather are interested in an appropriate equation of motion for its density operator.
We therefore will derive in this section the quantum master equation of the reduced operator
of the open system. We will start from the Liouville-von Neumann equation for the density
operator of the whole closed system, and invoke several approximations, which we will care-
fully keep track of, and arrive finally at the desired master equation.
3.5.1 The Born-Markov approximation
Before we use the Caldeira-Leggett model and describe the reservoir as an ensemble of ther-
mal oscillators, we consider the closed system in its most general form with no specification
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on the bath:
H = HS(t) +HB +HS-B (3.35)
Furthermore, we allow the system Hamiltonian HS(t) to be explicitly time dependent. Thus,
the time evolution operator of the system is
US(t, 0) = ⊤ exp
{
− i
~
∫ t
0
dt′HS(t
′)
}
, (3.36)
where ⊤ is the time-ordering operator. Further, we define
U0(t, 0) = US(t, 0)UB(t, 0) (3.37)
with
UB(t, 0) = e
− i
~
HB(t−0), (3.38)
where we assumed that the bath Hamiltonian is not time dependent. The Liouville-von
Neumann equation, which determines the time evolution of the density operator W (t) of the
total system, reads in the interaction picture [83]
i~∂tW (t)I = [HS-B(t)I ,W (t)I ], (3.39)
with HS-B(t)I = U0(t, 0)
†HS-B(t)U0(t, 0). A formal integration of Eq. (3.39), and setting
t0 = 0, yields
W (t)I =W (0)I − i
~
∫ t
0
dt′ [HS-B(t
′)I ,W (t
′)I ]. (3.40)
Inserting this back into Eq. (3.39), we get an integro-differential equation for the full density
matrix:
W˙ (t)I = − i
~
[HS-B(t)I ,W (0)I ]−
(
1
~
)2 ∫ t
0
dt′ [HS-B(t)I , [HS-B(t
′)I ,W (t
′)I ]]. (3.41)
Because we are interested only in the dynamics of the open system, we trace out the bath
degrees of freedom and thus arrive at
ρ˙S(t)I = − i
~
TrB{[HS-B(t)I ,W (0)I ]} −
(
1
~
)2 ∫ t
0
dt′TrB{[HS-B(t)I , [HS-B(t′)I ,W (t′)I ]]},
(3.42)
where ρS(t)I = TrB{W (t)I} is the reduced density operator of the open system in the in-
teraction picture. The first term on the r.h.s of Eq. (3.42) is usually set to zero. This can
be done when the interaction term has no diagonal elements in the representation in which
HB is diagonal. If it has diagonal terms, like, e.g., the renormalization term in the Caldeira-
Leggett model, they can be usually included in the system Hamiltonian HS. However, we
will not do this in the following. The exact master equation (3.42) still depends on the den-
sity operator of the total system. In order to eliminateW (t), we invoke a first approximation:
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The Born approximation In the Born approximation, we assume a weak coupling be-
tween system and bath, in the sense that the bath density operator is not significantly
changed by the interaction with the system, which allows us to write2
W (t)I ≈ ρS(t)IρB(0). (3.43)
In fact, for a bilinear coupling term between system and bath, like X · xk, it is enough to
assume that [82]
TrB{[xk(t), [xk(t′),W (t′)I ]]} ≈ ρS(t′)I ⊗ TrB{[xk(t), [xk(t′), ρB(0)]]}, (3.44)
i.e., we assume that the bath correlation times are much shorter than the time interval during
which we examine the system, and thus the bath correlation functions are not significantly
changed by the interaction. This is justified for a bath consisting of infinite degrees of
freedom so that the effects of the interaction with the system dissipate away quickly and
do not react back on it. With that, the master equation for the reduced density operator
becomes
ρ˙S(t)I =− i
~
TrB{[HS(t)I , ρS(0)ρB(0)]}
−
(
1
~
)2 ∫ t
0
dt′TrB{[HS-B(t)I ,
[
HS-B(t
′)I , ρS(t
′)IρB(0)
]
]}. (3.45)
A final step to have a first-order differential equation for the reduced density operator is to
perform one approximation more:
The Markov approximation The correlation times of a thermal bath, like it will be
considered in the next section, are comparable with the thermal correlation time
τT =
~
2πkBT
, (3.46)
where T is the temperature of the bath.3 A typical timescale of the open system is its
relaxation time τR = γ
−1. For
τT ≪ τR, (3.47)
the reduced density operator ρS(t
′) is changing only weakly during the time in which the
bath correlation functions vanish, and thus we can set ρS(t
′) → ρS(t). Further for times
t ≫ τT we can set the limit in the integration in Eq. (3.45) to infinity. Upon substituting
t′ = t− t′′, we find,
ρ˙S(t)I =− i
~
TrB{[HS(t)I , ρS(0)ρB(0)]}
−
(
1
~
)2 ∫ ∞
0
dt′′TrB{[HS-B(t)I ,
[
HS-B(t− t′′)I , ρS(t)IρB(0)
]
]}. (3.48)
This is the famous Born-Markov master equation. We have to emphasize that it underlies
certain restrictions. First of all, it is only valid for weak coupling between bath and system.
2The assumption of weak coupling also allows us to stop the series expansion in Eq. (3.42) after second
order in the coupling Hamiltonian.
3Typical bath temperatures as used in this work yield a thermal correlation time τT < 1 ns.
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Besides, it gives us no correct information about the system for times being in the order of
the bath correlation time τT. In particular, we see from Eq. (3.46) that, in the case of zero
bath temperature, the Markov assumption is not valid anymore. For finite temperature,
however, the Born-Markov master equation is quite a powerful prescription to simulate the
dynamics of a damped system being subjected to dissipation.
3.5.2 The Caldeira-Leggett master equation
Depending on the specific system under consideration, various further approximations can
be involved to simplify the Born-Markov master equation (3.48). For example, in the case of
a quantum optical system, inverse differences |ω−ω′|−1 of transition frequencies are usually
small compared to the relaxation time, which means that the coherent dynamics of the open
system goes through many cycles before it decays [83]; we have
τS ≪ τR, (3.49)
where τS ∼ |ω − ω′|−1 is the timescale of the open system’s evolution. In this case, fre-
quency differences are neglected within a rotating-wave approximation, which brings the
Born-Markov master equation in Linblad form, thereby guaranteeing positivity of the den-
sity operator, which is not a necessary feature of Eq. (3.48) per se [1, 82, 83]. Those
Linblad master equations are due to their simplicity often also used in solid-state systems.
This is not always clearly justified, because there one often encounters stronger system-
environment couplings and therefore faster relaxation times than in optical systems, so that
condition (3.49) does not hold anymore. Furthermore, the above described rotating-wave
approximation breaks down at low temperatures. If the characteristic timescale of the open
system becomes even smaller than the bath correlation times, also the Markov approxima-
tion breaks down, and one has to use other techniques, like, e.g., the exact treatment of the
non-Markovian effects within the Feynman-Vernon influence functional approach [1].
Another simplification can be invoked when we are only interested in the steady state of the
dynamics, as it is often the case in transport calculations. Then the differential equation
(3.48) becomes a linear system of equations, which can be solved exactly. In this regime of
infinite times the Markov approximation yields exact results.
In this work the full Born-Markov master equation is taken into account. For the reservoir, we
consider a thermal bath consisting of an infinite number of oscillators, the Caldeira-Leggett
model. We express the bath operator in second quantization, using the definitions
xk =
√
~
2mkωk
(b†k + bk), pk = i
√
~mkωk
2
(b†k − bk). (3.50)
In view of later calculations on the TLS we define also the dimensionless system coordinate
X˜ ≡ X/x0, where x0 is a scaling parameter of dimension of X. Finally, by redefinition of
the coupling constant as νk = −x0ck/
√
2~mkωk and by dropping the zero point energy of
the bath oscillators, we arrive at
H = HS(t) +HB +HS-B, (3.51)
with the bath Hamiltonian
HB =
∑
k
~ωkb
†
kbk, (3.52)
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and the interaction
HS-B = X˜
∑
k
~νk(b
†
k + bk) + X˜
2
∑
k
~
ν2k
ωk
. (3.53)
Moreover, like in Sec. 3.3, we consider the environment to be a thermal heat bath with the
canonical equilibrium distribution
ρB(0) =
exp(−βHB)
TrB{exp(−βHB)} . (3.54)
We can use those definitions to perform the trace over the bath degrees of freedom in Eq.
(3.48), and arrive at
ρ˙S(t)I =− i
∑
k
ν2k
ωk
[
X˜(t)2, ρS(0)
]
−
∑
k
ν2k
∫ ∞
0
dt′
[
X˜(t), [X˜(t− t′), ρS(t)I ]
]
cos
(
ωkt
′
)
coth
(
~βωk
2
)
+ i
∑
k
ν2k
∫ ∞
0
dt′
[
X˜(t), [X˜(t− t′), ρS(t)I ]+
]
sin
(
ωkt
′
)
(3.55)
with
X˜(t) = U †S(t, 0)X˜US(t, 0). (3.56)
The quadratic term in the first line of the above formula comes from the renormalization
term in the coupling Hamiltonian HS-B. By integrating the remaining terms in Eq. (3.55)
by parts and neglecting the initial slip term similarly to the discussion in Sec. 3.3, this term
is canceled by the coupling to the bath and we obtain
ρ˙S(t)I =−
∑
ν2k
∫ ∞
0
dt′
[
X˜(t),
[
X˜(t− t′), ρS(t)I
]]
cos(ωkt
′) coth(~βωk/2)
+ i
∑
k
ν2k
ωk
∫ ∞
0
dt′
[
X˜(t),
[
∂
∂t′
X˜(t− t′), ρS(t)I
]
+
]
cos(ωkt
′). (3.57)
Finally, in the Schro¨dinger picture this becomes
ρ˙S(t) = − i
~
[HS(t), ρS(t)]
−
∑
k
ν2k
∫ ∞
0
dt′
[
X˜,
[
U †S(t− t′, t)X˜US(t− t′, t), ρS(t)
]]
cos(ωkt
′) coth(~βωk/2)
+ i
∑
k
ν2k
ωk
∫ ∞
0
dt′
[
X˜,
[
i
~
U †S(t− t′, t)
[
X˜,HS(t)
]
US(t− t′, t), ρS(t)
]
+
]
cos(ωkt
′)
≡ − i
~
[HS(t), ρS(t)] + LDiss(t)ρS(t). (3.58)
Defining the spectral density as
G(ω) =
∑
k
ν2kδ(ω − ωk) = (x20/~π)J(ω), (3.59)
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and together with Eq. (3.30), we get for the dissipative part
LDiss(t) = Lfriction(t) + Lnoise(t), (3.60)
where
LnoiseρS(t) =−
∫ ∞
0
dt′
[
X˜,
[
U †S(t− t′, t)X˜US(t− t′, t), ρS(t)
]]
×
∫ ∞
0
dω G(ω) cos(ωt′) coth(~βω/2) (3.61)
depends on the temperature of the bath and describes thermal fluctuations. It is the source
of decoherence the system suffers through its coupling to the environment [83], while the
friction term
LfrictionρS(t) = −
∫ ∞
0
dt′
Mx20
2~2
γ(t′)
[
X˜,
[
U †S(t− t′, t)
[
X˜,HS(t)
]
US(t− t′, t), ρS(t)
]
+
]
(3.62)
depends on the damping kernel γ(t).
Bloch-Redfield master equation for a time independent Hamiltonian
We assume now that the system Hamiltonian HS is not explicitly time dependent, and that
we have a discrete and complete eigenbasis of this Hamiltonian with
HS|n〉 = ~En|n〉. (3.63)
We define further
Qnm =
∫ ∞
0
dτ 〈n|U †S(t− τ, t)X˜US(t− τ, t)|n〉
∫ ∞
0
dωG(ω) cos(ωτ) coth
(
~βω
2
)
=
∫ ∞
0
dτ
∫ ∞
0
dωG(ω) cos(ωτ) coth
(
~βω
2
)
e−iωnmτ X˜nm, (3.64)
and
Pnm =− 1
~
∫ ∞
0
dτ 〈n|U †S(t− τ, t)
[
X˜,HS
]
US(t− τ, t)|m〉
∫ ∞
0
dω
G(ω)
ω
cos(ωτ)
=ωnm
∫ ∞
0
dτ
∫ ∞
0
dω
G(ω)
ω
cos(ωτ)e−iωnmτ X˜nm (3.65)
with X˜nm = 〈n|X˜|m〉 and ωnm = (En−Em). The integral over τ can be evaluated by using∫ ∞
0
dτ eiωτ = πδ(ω) + iP(1/ω), (3.66)
where P is the principal part. We can thus see that the noise term leads to a temperature
dependent frequency shift, which is usually denoted as Stark shift, while the friction term
induces a so-called Lamb shift, which is not vanishing even for zero temperature and stems
from vacuum fluctuations. In the following we will neglect those frequency shifts, so that we
get
Qnm ≈ π
2
G(ωnm) coth
[
~βωnm
2
]
X˜nm (3.67)
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and
Pnm ≈ π
2
G(ωnm)X˜nm. (3.68)
Using those results in Eq. (3.58) and after slightly rearranging the terms, we find a first-order
differential equation for the matrix elements of the density operator ρS in the eigenbasis of
the time independent Hamiltonian HS, the so-called Bloch-Redfield master equation:
ρ˙nm(t) = −iωnmρnm(t) + π
∑
kl
Lnm,klρkl(t), (3.69)
where have dropped the index “S” of the density operator for convenience. The free dynamics
of the system is given by the first term of the sum in the above equation. The rate coefficients
are defined as
Lnm,kl = [G(ωnk)Nnk −G(ωlm)Nml] X˜nkX˜lm
− δml
∑
l′
G(ωl′k)Nl′kX˜nl′X˜l′m
+ δnk
∑
k′
G(ωlk′)Nk′lX˜lk′X˜k′m (3.70)
with
Nnm =
1
2
[
coth
(
~βωnm
2
)
− 1
]
. (3.71)
The above calculations are valid for an arbitrary spectral density. For an Ohmic spectral
density with the cutoff set to infinity; i.e.,
G(ω) = κω = (x20/~π)Mγω, (3.72)
the following useful relations can be found
G(ωmn) = −G(ωnm), G(ωmn)Nmn = G(ωnm)Nnm +G(ωnm), (3.73)
and
lim
ωnm→0
G(ωnm)Nnm =
κ
~β
, (3.74)
lim
ωnm→0
G(ωnm)Nmn = − κ
~β
. (3.75)
The case of a explicitly time dependent Hamiltonian will be discussed in Sec. 5.1.3 in the
framework of Floquet theory.
With the quantum master equation (3.69) we have now the tool to include environmental
effects into the discussion of the qubit’s time evolution. In the next chapter we will use
the qubit-oscillator Hamiltonian for HS in Eq. (3.3) and solve the master equation for
the corresponding density matrix in order to obtain the relaxation and dephasing rates for
the qubit. However, we have to keep in mind the various approximations we have made
in this chapter. First of all, we considered a bath consisting of an infinite number of linear
oscillators. Besides, we assumed that the coupling between system and bath is weak, allowing
to invoke the Born approximation. Moreover, we applied the Markov approximation, thereby
neglecting transient terms which result from the assumed initial conditions for the system
and bath and play a role on the scale of the bath correlation time. In particular, the Markov
approximation breaks down for a bath temperature of T → 0.
4 The dissipative qubit-oscillator system
Parts of this chapter have been published in collaboration with M. Grifoni in [53].
The considerations in the previous chapter were quite general: we did not specify the Hamil-
tonian HS of the system being in contact with the reservoir. In this work we will concentrate
on the models introduced in Chapter 1 and therefore consider as open system the two-level
Hamiltonian HTLS. In combination with a bath of harmonic oscillators one speaks of the
so-called spin-boson model [1, 84]. Its Hamiltonian is
HSB = −~
2
(εσz +∆σx) +
σz
2
∑
k
~νk(b
†
k + bk) +
∑
k
~
ν2k
4ωk
+
∑
k
~ωkb
†
kbk, (4.1)
where we used the general Hamiltonian (3.51) and inserted for the system coordinate X˜ =
σz/2. This model has been applied successfully on many different physical and chemical
systems, for which the dynamics can be effectively described by the tunneling between the
two localized states of a TLS, and environmental influences can be modeled by a bosonic
bath. It can be used to explain dissipative and decoherence effects in charge and persistent-
current qubits induced through voltage and flux fluctuations in the surrounding circuitry and
measurement apparatus [1, 12, 22, 23]. Apart from these external sources, there exist also
other mechanisms and origins of decoherence and dissipation, like quasiparticle tunneling
in Josephson junctions, 1/f noise from background charges, interaction with nuclear spin
degrees of freedom, excitation beyond the two states of the qubit etc. (for an overview see
[1]). However, in this work we will not consider these latter influences.
Crucial for the effect of the environment on the dynamics of the TLS is the shape of the spec-
tral density of the harmonic bath. It is common to assume an Ohmic spectral density, which
is linear in the continuous bath modes. For instance, it describes the fluctuations in a charge
qubit which is directly coupled to an electromagnetic environment represented by an Ohmic
resistor [12]. A special situation occurs when we use as open system the qubit-oscillator
Hamiltonian HTLS-osc, where the oscillator feels the influence of the Ohmic bath. It has
been shown in [85] that there exists an exact mapping between this case and the spin-boson
model with a structured bath featuring an effective spectral density which is Ohmic at low
frequencies but exhibits a Lorentzian-shaped peak at the oscillator frequency Ω. This model
describes, for instance, a Josephson flux qubit read-out by a dc-SQUID, where environmental
influences from the electric circuitry are transferred via the SQUID to the qubit [22, 23].
The spin-boson model can be formally solved using, e.g., real-time path integral methods
[1, 84]. However, in order to get closed-form analytical results, approximations must be in-
voked. A quite common one is the so-called weak coupling approximation (WCA), which is
perturbative in the bath spectral density [1]. It has, for example, been used in [22, 23] to give
a first estimate on the relaxation and dephasing time of the qubit-SQUID system. However,
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for strong qubit-oscillator coupling g ≫ Γ, where Γ is the width of the damped oscillator,
and for small detuning δ = Eqb − Ω such an approximation breaks down [86], as coherent
exchange processes between TLS and oscillator are disregarded. For an unbiased qubit the
non-interacting blip approximation (NIBA) used in [65, 87–89] circumvents this problem as
it is nonperturbative in the coupling g and therefore takes correctly into account the influ-
ence of the oscillator on the TLS. Moreover, it allows an analytic treatment of the dynamics.
However, the NIBA is known to fail for a biased qubit at low temperatures [1, 84]. An-
other approach, which treats the system nonperturbatively in the bath, is the flow-equation
renormalization method [90, 91], where the spin-boson Hamiltonian is diagonalized using
infinitesimal unitary transformations. However, within this approach analytical solutions
are difficult to find. Recently, a polaron transformation was used by Huang et al. to obtain
analytically the population dynamics and confirm Shiba’s relation for an unbiased TLS [92].
In the case in which the qubit and the oscillator are considered as the central quantum
system being coupled to an Ohmic bath, the numerical, ab-initio quasiadiabatic propagator
path-integral method (QUAPI) [93, 94] is a nice tool as it enables to cover both the resonant
regime, where the oscillator frequency is close to the qubit energy splitting, and the disper-
sive regime with the oscillator being far detuned from the qubit [86, 88, 89]. Moreover, it
can be applied to a biased as well as to an unbiased TLS and therefore be used as a testbed
for analytical results. By considering the qubit-oscillator system in the representation of
displaced oscillator states, Brito et al. were able to truncate the infinite Hilbert space of
this system without loosing the effects of the oscillator on the TLS dynamics [95]. However,
so far none of these works could provide an analytical expression for the dynamics of the
dissipative qubit being valid for zero as well as nonzero detuning and for both a biased and
unbiased TLS.
In this chapter an analytic expression for the dissipative dynamics of the qubit, including the
effects of a finite detuning and of a static bias, is derived. We solve the Born-Markov mas-
ter equation for the reduced density matrix of the qubit-oscillator system in the eigenbasis
derived in Sec. 2.2 using Van Vleck perturbation theory up to second order in the coupling
g. Thereby, we also include effects beyond the rotating-wave approximation.
4.1 The qubit-oscillator-bath system
In this section we consider the qubit-oscillator Hamiltonian, which was introduced in Sec.
1.2, Eq. (1.15), and which we repeat here:
HTLS-osc = HTLS +Hint +Hosc, (4.2)
with
HTLS = −~
2
(εσz +∆σx), Hint = ~gσz(B
† +B), Hosc = ~ΩB
†B. (4.3)
In order to mimic dissipative effects on this system, we use HTLS-osc as system Hamiltonian
in the Caldeira-Legget model, Eq. (3.51). We assume that the bath couples directly to the
oscillator coordinate, so that X˜ = (B†+B), and the interaction Hamiltonian between system
and bath becomes
HSB = (B
† +B)
∑
k
~νk(b
†
k + bk) + (B
† +B)2
∑
k
~
ν2k
ωk
. (4.4)
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Furthermore, we consider the spectral density of the bath to be Ohmic
GOhm(ω) =
∑
k
ν2kδ(ω − ωk) = κω. (4.5)
In [85] it is shown that the above model is equivalent to that of a TLS being coupled directly
to a harmonic bath including the single oscillator of frequency Ω; i.e., a spin-boson model
with a peaked effective spectral density,
Geff (ω) =
2αωΩ4
(Ω2 − ω2)2 + (Γω)2 . (4.6)
The width of the Lorentzian-shaped peak is given by Γ = 2πκΩ. The relation between α
and the coupling parameter g between qubit and oscillator is g = Ω
√
α/(8κ) [20, 22]. This
second perspective is suitable for calculating the dynamics of the qubit using a path-integral
approach, as it was done for example in [65] for the case of an unbiased qubit (ε = 0). The
approach in [65], however, being based on the NIBA [1], is not suitable to investigate the
low temperature dynamics of a biased TLS. Thus, in this chapter we will consider the qubit
and the single oscillator as central quantum system.
4.2 Dissipative dynamics
Like in the nondissipative case, we want to calculate the population difference of the qubit
states taking the influence of the bath into account. We follow the lines in Sec. 3.5.2 and
express the Bloch-Redfield master equation, Eqs. (3.69) and (3.70),
ρ˙nm(t) = −iωnmρnm(t) + π
∑
kl
Lnm,klρkl(t), (4.7)
in terms of the eigenstates and eigenenergies of the qubit-oscillator system derived in Sec.
2.2 within VVP in g. We will present in the following several approximation schemes to
solve this master equation analytically and compare them to numerical results.
4.2.1 Position matrix elements
As a first step we have to determine the Bloch-Redfield tensor Lnm,kl. For this we need the
position matrix elements Xnm in the qubit-oscillator eigenbasis.
1 By use of Eqs. (2.16a),
(2.16b) and (2.18) those states are expressed in the basis {|j, g〉; |j, e〉}. We define the
operator X ′ = eiS
(
B† +B
)
e−iS . Four different situations can be distinguished. There
are matrix elements were neither the oscillator nor the qubit state are changed, namely
〈j, g|X ′|j, g〉 = −2L0 and 〈j, e|X ′|j, e〉 = 2L0 with L0 = εg/EqbΩ. We see that those elements
are independent of j, the occupation number of the oscillator. Next, we look at the case where
we have a change of a single oscillator quantum and get 〈j, g|X ′|j +1, g〉 = √j + 1(1+Losc)
and 〈j, e|X ′|j + 1, e〉 = √j + 1(1− Losc) with
Losc =
(2Eqb + 3Ω)∆
2
E2qbΩ(Eqb +Ω)
2
g2. (4.8)
1We drop the tilde in Xnm for convenience.
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For a change of the qubit state, we have 〈j, g|X ′|j, e〉 = ∆g/Eqb(Eqb+Ω) ≡ Lq. And finally,
if the qubit and the oscillator state are changed simultaneously, one obtains 〈j, g|X ′|j+1, e〉 =√
j + 1L+q,osc and 〈j, e|X ′|j + 1, g〉 =
√
j + 1L−q,osc,
where L+q,osc =
4ε∆
E2qb(Eqb +Ω)(Eqb + 2Ω)
g2 and L−q,osc =
−4ε∆
E2qbΩ(Eqb − 2Ω)
g2. (4.9)
Comparing the magnitude of the transition terms, we notice that those consisting in changes
of the oscillator occupation only are the dominant ones, as they have a part which is of
zeroth order in g. Further, for the case in which the qubit is operated at the degeneracy
point L0 and L
+/−
q,osc vanish. With those results we can calculate the matrix elements Xnm.
They are given in Appendix C.1.
4.2.2 Analytical solution of the master equation
Like in Sec. 2.2.2 we assume the system to be operated at low temperatures and thus take
as highest qubit-oscillator state the eigenstate |4〉. To determine the population difference
P (t), formulae (2.1), (2.21), (2.22a) and (2.22b) can be used. Unlike in the nondissipative
case, ρ(t) is not given anymore by the simple expression Eq. (2.23). Rather, we have to
solve a system of coupled differential equations, namely Eq. (4.7). To do this analytically
we will follow three different approaches and compare them finally to the numerical solution
of Eq. (4.7). We start by introducing
ρnm(t) = e
−iωnmtσnm(t), (4.10)
which yields the set of differential equations for σnm :
σ˙nm(t) = π
∑
kl
Lnm,klei(ωnm−ωkl)tσkl(t). (4.11)
Full secular approximation (FSA):
As a first approach we make the full secular approximation; i.e., we neglect fast rotating
terms in Eq. (4.11) and keep only contributions where ωnm − ωkl vanishes. In this way the
off-diagonal elements of σnm are decoupled from the diagonal ones so that
σ˙nn(t) =π
∑
k
Lnn,kkσkk(t), (4.12)
σ˙nm(t) =πLnm,nmσnm(t) for n 6= m. (4.13)
The equation for the off-diagonal elements is then
σnm(t) = σ
0
nme
piLnm,nmt, (4.14)
which becomes with Eq. (4.10)
ρnm(t) = ρ
0
nme
piLnm,nmte−iωnmt. (4.15)
As through the FSA the oscillatory motion of the dynamics is separated from the relaxation
one we can divide Eq. (2.21) into two parts,
P (t) = Prelax.(t) + Pdephas.(t), (4.16)
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where Prelax.(t) =
∑
n pnn(t) describes the relaxation and Pdephas.(t) =
∑
n>m pnm(t) the
dephasing part of the dynamics. With Eq. (4.15) the latter takes the form
Pdephas.(t) =
∑
n>m
pnm(0)e
−Γnmt cos(ωnmt) (4.17)
with the dephasing rates Γnm ≡ −πLnm,nm. Expressions for the dephasing coefficients
Lnm,nm can be found in Appendix C.2. As initial conditions ρ0nm = σ0nm = ρnm(0) we
assume again the qubit to be in the spin-up state and the oscillator in thermal equilibrium,
see Eq. (2.2). The diagonal elements are more difficult to obtain, as one has to solve a system
of coupled differential equations, Eq. (4.12). Calculating the corresponding rate coefficients
of this system for the five lowest eigenstates, we find that there are only eight independent
ones, namely L00,11, L00,22, L11,22, L11,33, L11,44, L22,33, L22,44 and L33,44. They are given
by
Ljj,kk = 2G(ωjk)NjkX2jk with j < k, (4.18)
where j and k adopt the above values. Furthermore, L00,33, L00,44, L33,00 and L44,00 vanish.
The remaining rate coefficients are combinations of the above. We find that
Lkk,jj = Ljj,kk + 2G(ωjk)X2jk = (Njk + 1)2G(ωjk)X2jk (4.19)
and
L00,00 =− L11,00 − L22,00, (4.20a)
L11,11 =− L00,11 − L22,11 − L33,11 − L44,11, (4.20b)
L22,22 =− L00,22 − L11,22 − L33,22 − L44,22, (4.20c)
L33,33 =− L11,33 − L22,33 − L44,33, (4.20d)
L44,44 =− L11,44 − L22,44 − L33,44. (4.20e)
However, the system Eq. (4.12) is still too complicated to be solved analytically. Thus, we
invoke a further approximation: we consider the factor Nnm + 1 =
1
2 [coth(~βωnm/2) + 1]
with n < m in Eq. (4.19) and use that limω→−∞ coth(~βωnm/2) = −1. It depends strongly
on the temperature β for which value of ωnm this limit is reached approximately. For the
parameters we are working with one usually is in the region where (Nnm+1)≪ 1. Thus, we
will neglect in the following terms containing the factor (Nnm + 1). Furthermore, one sees
from Eq. (2.19) that ω12 ∽ g and ω34 ∽ g. With that L11,22 = O(g3) and L33,44 = O(g3)
can be neglected. Using Eqs. (4.20a) – (4.20e) the matrix of the system (4.12) becomes
Lrelax. =

0 L00,11 L00,22 0 0
0 −L00,11 0 L11,33 L11,44
0 0 −L00,22 L22,33 L22,44
0 0 0 −L11,33 − L22,33 0
0 0 0 0 −L11,44 − L22,44
 . (4.21)
The eigenvalues and eigenvectors of this matrix and the associated time evolution of the
elements σnn(t) are given in Eqs. (C.18) – (C.22) of Appendix C.3. Unlike for the dephasing
part Eq. (4.17), we cannot extract a simple analytical expression for the relaxation rate as
Prelax.(t) =
∑
n pnn(t) now consists of a sum of several exponential functions. But still we
are able to provide an analytical formula for P (t) using Eq. (4.16).
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An ansatz for the long-time dynamics:
In order to obtain a simple expression for the relaxation part, we consider the long-time
dynamics of the system. In other words, rather than looking at the many relaxation con-
tributions to the populations σnn(t), we focus on the eigenvalue of the rate matrix, which
has the smallest absolute value, because it will dominate at long times. Further, we consider
only the three lowest qubit-oscillator eigenstates, |0〉, |1〉 and |2〉 in Eq. (4.12), and obtain
with Eqs. (4.20a) - (4.20c) that
Lrelax. =
 −L11,00 − L22,00 L00,11 L00,22L11,00 −L00,11 − L22,11 L11,22
L22,00 L22,11 −L00,22 − L11,22
 . (4.22)
Here, we have not neglected the rate coefficients containing the term (Nnm + 1) and further
took L11,22 into account despite of being of third order in g as those contributions remove
the degeneracy between the two lowest eigenvalues at resonance, cf. inset in Fig. 4.1. The
smallest contribution to the relaxation process reads
Γr ≡− π
2
{
−
∑
n 6=m
Lnn,mm +
[(∑
n 6=m
Lnn,mm
)2
− 4(L00,11L00,22 + L11,00L00,22
+ L00,11L11,22 + L11,00L11,22 + L00,11L22,00 + L11,22L22,00
+ L22,11L00,22 + L11,00L22,11 + L22,00L22,11)
]1/2}
. (4.23)
With the system being detuned this expression can be simplified further, namely
Γr ≈ πL00,22 for Ω < Eqb; Γr ≈ πL00,11 for Ω > Eqb. (4.24)
In Fig. 4.1 the relaxation rate Γr as obtained from Eq. (4.23) is shown as a function of the
oscillator frequency Ω. It is maximal close to resonance (Ω ≈ Eqb), however, not at exact
resonance as one would expect using the formulae obtained by a path-integral approach based
on the assumption of weak coupling between TLS and structured bath, as it was done, e.g., in
[22, 23]. This point of maximal relaxation rate is of great interest for statistical measurement
setups where a repeated read-out and therefore fast relaxation to the equilibrium state is
needed. If Ω is detuned from the resonance, Γr decays. This effect has already been predicted
by Blais et al. [29]. As the qubit is not directly coupled to the bath but rather through the
oscillator, the latter being detuned filters out the environmental noise at the qubit transition
frequency. Additionally, we show the second smallest contribution in Fig. 4.1. We notice
that there is an avoided crossing close to the resonant point. Finally, we find that
Prelax.(t) = (p0 − p∞)e−Γrt + p∞, (4.25)
where p0 ≡
∑
n pnn(0). For getting p∞ we have in principle to find the steady-state solution
of Eq. (4.12). Here, we just assume for t → ∞ a Boltzmann distribution for the qubit-
oscillator system, so that ρnn(∞) = Z−1e−βEn with Z =
∑
n e
−βEn . Thus, with Eq. (2.22a),
p∞ =
∑
n
∑
i
{
cosΘ
[
〈jg|n〉2 − 〈je|n〉2
]
+ 2 sinΘ〈jg|n〉〈je|n〉
}
ρnn(∞). (4.26)
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Figure 4.1: The relaxation rate Γr as it is given in Eq. (4.23) drawn against the oscillator frequency
Ω (solid line). Used values are ε = 0.5∆, corresponding to a frequency splitting Eqb = 1.118∆, and
coupling g = 0.18∆. Moreover, the damping constant is κ = 0.0154 (α = 4 × 10−3 at Ω = ∆) and
β = 10(~∆)−1. Close to resonance (Ω ≈ Eqb) Γr is maximal. For a comparison also the second
smallest eigenvalue is plotted (dotted-dashed line). The inset shows the two eigenvalues close to
resonance.
The formula for the long-time dynamics is obtained as
P (t) = (p0 − p∞)e−Γrt + p∞ +
∑
n>m
pnm(0)e
−Γnmt cos(ωnmt). (4.27)
To get further insight on the dominant frequencies we evaluate the Fourier transform of Eq.
(4.27) according to
F (ν) = 2
∫ ∞
0
dtP (t) cos νt, (4.28)
yielding
F (ν) =2(p0 − p∞) Γr
ω2 + Γ2r
+ 2πp∞δ(ν)
+
∑
n<m
pnmΓmn
[
1
Γ2mn + (ωmn + ν)
2
+
1
Γ2mn + (ωmn − ν)2
]
. (4.29)
Partial secular approximation (PSA):
An improvement to the FSA is to take into account certain nonvanishing contributions of
ωnm−ωkl. We have to keep in mind, that there are quasidegenerate levels close to resonance.
In our case the first with second energy level and the third with fourth one build a doublet,
72 | 4. The dissipative qubit-oscillator system
meaning that they are close together in energy space. The level spacing is approximately
proportional to g for the former and
√
2g for the latter. Because of that and as the transitions
from level three and four are less probable, we will in the following only consider the first and
second level as being almost degenerate. Taking this into account in Eq. (4.11) we arrive for
the diagonal elements at
σ˙nn(t) = π
∑
k
Lnn,kkσkk(t) + πLnn,12σ12(t)e−iω12t + πLnn,21σ21(t)e−iω21t. (4.30)
A numerical analysis shows that the effect of the last two terms on the right-hand side of
the above equation will in the worst case lead to very small, fast oscillations in σnn(t) and
play no role in P (t). Thus, we finally write
σ˙nn(t) ∼= π
∑
k
Lnn,kkσkk(t), (4.31)
which is the same equation as we got in the FSA approach. However, the off-diagonal
contributions σ01, σ02, σ13, σ23, σ14 and σ24 have to be examined more carefully. From
(4.11) we find that one has to solve the equations
ρ˙nm(t) =(−iωnm + πLnm,nm)ρnm(t) + πLnm,jkρjk(t), (4.32)
ρ˙jk(t) =πLjk,nmρnm(t) + (−iωjk + πLjk,jk)ρjk(t) (4.33)
with {(nm), (jk)} = {(01); (02)},{(13); (23)} or {(14); (24)}. As solution one gets
ρnm =c
(+)
nm,jkv
(+)
nm,jke
λ
(+)
nm,jk
t + c
(−)
nm,jkv
(−)
nm,jke
λ
(−)
nm,jk
t, (4.34)
ρjk =c
(+)
nm,jke
λ
(+)
nm,jk
t + c
(−)
nm,jke
λ
(−)
nm,jk
t. (4.35)
Here, the oscillation frequencies and the decay of the off-diagonal elements are given by
λ
(+/−)
nm,jk =
1
2
[π(Lnm,nm + Ljk,jk)− i(ωnm + ωjk)±Rnm,jk] (4.36)
with
Rnm,jk =
√
[π(Lnm,nm − Ljk,jk)− i(ωnm − ωjk)]2 + 4π2Lnm,jkLjk,nm. (4.37)
The amplitudes of the oscillations are given through the coefficients
c
(+/−)
nm,jk = ±
2πLjk,nmρ0nm − ρ0jk [π(Lnm,nm − Ljk,jk)− i(ωnm − ωjk)∓Rnm,jk]
2Rnm,jk
(4.38)
and
v
(+/−)
nm,jk =
1
2πLjk,nm
[π(Lnm,nm − Ljk,jk)− i(ωnm − ωjk)±Rnm,jk] . (4.39)
Thus, we have again all ingredients to calculate analytically the relaxation and dephasing
part of Eq. (4.16). For the PSA we cannot provide a simple expression for the dephasing rates
as in the FSA, where we had Γnm = −πLnm,nm. As one can see from Eqs. (4.34) and (4.35),
ρ01 and ρ02 are a mixture of contributions decaying with Re{λ(+)01,02} and Re{λ(−)01,02}. Similar
to our findings for the relaxation rate, also here the smallest eigenvalue will dominate the
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Figure 4.2: Comparison between the dephasing rates of the two dominant frequencies as they are
obtained using the FSA or the PSA, respectively. On the left: the FSA rates Γ01 ≡ −πL01,01 (dashed
red line) and Γ02 ≡ −πL02,02 (solid black line). On the right: the real part of λ(−)01,02 (red dashed line)
and λ
(+)
01,02 (black solid line) as given by Eq. (4.36) is shown. The rate dominating the dephasing
behavior is defined as Γ
(+)
12 ≡ −Re{λ(+)01,02}. For Ω < ∆ we see that Γ(+)12 is approximated by the FSA
rate Γ02, while for Ω > ∆ by Γ01. Used values are ε = 0, g = 0.18∆, κ = 0.0154 and β = 10(~∆)
−1.
dephasing behavior. From the right graph in Fig. 4.2 we find that this is Re{λ(+)01,02} ≡ −Γ(+)12 .
Comparing it with the dephasing rates we got using the FSA, left graph in Fig. 4.2, we see
that for positive detuning (Ω < Eqb) the rate Γ02 = −πL02,02 approximates Γ(+)12 , whereas
for negative detuning (Ω > Eqb) this is done by Γ01 = −πL01,01. In the FSA Γ02 and
Γ01 correspond to the frequencies ω20 and ω10, respectively. In the PSA the frequency
ω
(+)
12 ≡ Im{λ(+)01,02} is given by ω(+)12 = ω20 for Ω < Eqb and ω(+)12 = ω10 for Ω > Eqb.
Hence, for positive detuning oscillations with frequency ω20 will dominate the dynamics,
while those with ω10 will almost vanish. For negative detuning it is the other way round.
In Eqs. (4.34) and (4.35) this behavior is reflected by the coefficients c
(+/−)
nm,jk and v
(+/−)
nm,jk .
Around resonance (Ω ≈ Eqb) the dephasing rates and frequencies are a mixture of Γ01 and
Γ02 or ω10 and ω20, respectively. From the left graph in Fig. 4.2 one notices further that the
FSA rate Γ02 grows monotonically with Ω for negative detuning. However, as the weight of
the corresponding frequency ω20 will be almost zero, Γ02 will give no relevant contribution
to Pdephas.(t) in this regime but the dephasing will rather be associated to the FSA rate
Γ01. Hence, out of resonance the FSA will still fairly well describe the dynamics of P (t).
Comparing the expressions for L01,01 and L02,02 given in Appendix C.2 by Eqs. (C.1) and
(C.2) with the approximative expressions for the relaxation rate at negative and positive
detuning Eq. (4.24), we see that for zero bias (ε = 0) the PSA dephasing rate is equal to
Γr/2. For a biased system an additional term is added depending on the spectral density of
the bath at ω = 0. In Fig. 4.3 we compare the three analytical solutions described above
to the numerical solution of the master equation for the case of an unbiased TLS being
at resonance with the oscillator. Concerning both the dynamics of P (t) and its Fourier
spectrum we see a good agreement between the different solutions. The one being closest to
the numerical solution is the PSA solution. We also want to mention that going to stronger
damping κ, the FSA results start to show deviations from the numerical solution. Here, one
should use the PSA only. However, for the parameter regime used in the following, we will
mainly apply Eq. (4.27) due to its simple, analytical form.
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Figure 4.3: Comparison between the behavior of P (t) and its Fourier transform F (ν) as obtained
from the numerically exact solution (black solid curve) of the Eq. (4.7) and the three analytical
approximations discussed in the text. The red dashed curve is the full secular approximation (FSA)
solution, the green dotted-dashed curve the partial secular approximation (PSA) solution and the
blue double-dotted-dashed curve the analytical expressions Eqs (4.27) and (4.29). The parameters
are ε = 0, Ω = ∆, g = 0.18∆, κ = 0.0154 and β = 10(~∆)−1. For the chosen regime of parameters
differences between numerical and analytical results are barely visible.
4.3 Discussion of the results
Having solved the master equation (4.7) analytically and numerically we can examine the
dynamics of the system and its Fourier transform for different situations. First, we will look
at a qubit operated at the degeneracy point (ε = 0) being in and out of resonance with the
oscillator. Then, we will concentrate on the biased qubit in the same regime of parameters.
4.3.1 The unbiased qubit
For unbiased qubits we can compare our predictions with the analytical results obtained
in [65] by starting from a spin-boson model with the effective spectral density Eq. (4.6).
In [65] a so-called weak damping approximation (WDA) based on the non-interacting blip
approximation (NIBA) is applied. The WDA allows for a nonperturbative treatment of the
coupling between the TLS and oscillator and hence can reproduce the occurrence of two
dominating frequencies as expected, e.g., from exact QUAPI calculations [86]. The NIBA,
and hence the WDA, however, become not reliable for a biased TLS. We find that the overall
agreement between our approach and the WDA is very good. However, in the WDA solution
the frequencies are slightly shifted compared to the ones obtained from our master equation.
This may result from the perturbative expansion we have performed with respect to g by
applying the Van Vleck perturbation theory.
First, we look at the resonant case shown in Fig. 4.4. In agreement with previous works
[65, 86], we find that the dynamics is dominated by two frequencies corresponding to ω10 and
ω20 with separation being approximately 2g. The weight of the latter is a bit larger. The
reason for the bigger weight is that at resonance (Ω = ∆) the qubit-oscillator eigenstate |j〉
is not a symmetric superposition of the states |j, e〉 and |j+1, g〉 unlike it is predicted by the
Janyes-Cummings model, see Sec. 2.1. We notice that the two unequal peaks have indeed
been experimentally observed in [31] (see Fig. 4b therein). Considering the states |1〉eff and
|2〉eff in Eqs. (2.16a) and (2.16b), one already sees that for a symmetric superposition of
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Figure 4.4: Dynamics of the population difference P (t) (left-hand side) and its Fourier transform
F (ν) (right-hand side) for an unbiased TLS being in resonance with the oscillator (Ω = ∆). The nu-
merical solution of the master equation (black solid line) is compared with the analytical expressions
(4.27) and (4.29) (red dashed line) and the weak damping approximation (WDA) from [65] (green
dotted-dashed line). The parameters are ε = 0, Ω = ∆, g = 0.18∆, κ = 0.0154 and β = 10(~∆)−1.
From the Fourier transform one sees that two frequencies are dominating the dynamics. The separa-
tion of those two peaks is approximately 2g. The nondissipative dynamics is shown for comparison
in Fig. 2.6.
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Figure 4.5: Dynamics of P (t) and its Fourier transform F (ν) for positive detuning (Ω < ∆) and
for ε = 0. Same parameters as in Fig. 4.4 are used except that now Ω = 0.75∆. The frequency ω20
dominates the dynamics. The inset on the right graph shows a zoom into the Fourier transform. The
numerical solution and the analytical expression Eq. (4.29) exhibit besides the main peaks at ω10
and ω20 two additional peaks, corresponding to the frequencies ω24 (between the two main peaks)
and ω23 (on the left of the first main peak). The two dips come from ω13 and ω14.
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Figure 4.6: Dynamics of P (t) and its Fourier transform F (ν) for negative detuning (Ω > ∆), for
ε = 0 and Ω = 1.5∆. The peak at ω10 dominates. No additional peaks are found. A very good
agreement between all approaches discussed in the text is found. Remaining parameters are as in
Fig. 4.4.
these states we need that δ0 vanishes or that Ω = [(E
4
qb + 2g
2∆2)/E2qb]
1
2 [cf. Eq. (2.20)].
Besides, in order to get the qubit-oscillator eigenstates one still has to perform the Van
Vleck transformation, which adds contributions to |1〉 and |2〉 from states corresponding
to oscillator levels higher than j = 1. Thus, our system behaves for Ω = ∆ as if being
positively detuned, which means that the peak belonging to the higher frequency dominates,
as we will show below. Slightly increasing Ω will give a stronger weight to the peak at ω10.
This effect is not very pronounced for the nondissipative dynamics of the unbiased qubit
(Fig. 2.6), because there the two frequencies are still almost equally weighted. Looking,
however, at the Fourier transform of the dissipative dynamics, Eq. (4.29), one notices that
the dephasing rates also contribute to the weight of the peaks with a prefactor Γ−1nm. As for a
positive detuned system Γ01 is slightly bigger than Γ02, the difference between the two peaks
becomes more clear in the dissipative case. For ε 6= 0 the effect can already be noticed in
the nondissipative case.
Next, we consider in Fig. 4.5 the case of positive detuning, where Ω < ∆. No matter which
approach one is looking at, clearly the frequency ω20 is dominating. Furthermore, paying
attention to the timescale of the dynamics, one notices that the relaxation time is enhanced
compared to the one we found for the resonant system. This behavior was already explained
by the formula (4.23) for the relaxation rate. Again, the numerical and the solution obtained
by using the long-time ansatz in Sec. 4.2.2 agree quite well with each other, whereas the
amplitude of the oscillation with frequency ω20 is stronger in the WDA approach. Also
remarkable is the fact that looking at the Fourier transform in Fig. 4.5 one sees in the inset
already small contributions of the higher oscillator levels. The transitions corresponding to
ω24 and ω23 give raise to small additional peaks, while the contributions of ω13 and ω14
are negatively weighted and cause dips. The WDA approach does not show this additional
contributions. They are, however, confirmed by the numerical QUAPI calculations in [86]
(see figure 2 therein). In the case of negative detuning (Ω > ∆) shown in Fig. 4.6 we
find a quite good agreement between all three approaches. Also for negative detuning the
relaxation time is enhanced compared to the resonant case. Contrary to the positively
detuned situation the additional peaks have vanished. Besides, now the frequency ω10 is
dominating the dynamics. This behavior, namely that for positive detuning ω20 and for
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Figure 4.7: Schematic energy spectrum for three different situations. From left to right: positive
detuning (Ω < Eqb), resonant case (Ω = Eqb) and negative detuning (Ω > Eqb). The dashed lines
show the energy levels for the uncoupled qubit-oscillator system (g = 0). The solid lines depict the
eigenstates obtained by Van Vleck perturbation theory in g.
negative detuning ω10 is dominating, was already found in [86].
We will briefly show how this observation can be explained. For this we look at Fig. 4.7. For a
detuned system (Ω 6= Eqb) the qubit-oscillator eigenstates are not symmetric superpositions
of the states |j, g〉 and |j, e〉. They rather asymptotically approach the eigenstates of the
uncoupled qubit-oscillator Hamiltonian. In Fig. 2.2 we see that for a positively detuned
system (line a) the qubit-oscillator eigenstate |2j + 1〉 approaches the state |(j + 1), g〉,
whereas the main contribution to the state |2j + 2〉 will come from the state |j, e〉. From
the left diagram in Fig. 4.7 we see that the state |2〉 is energetically higher than the state
|1〉. However, due to the Boltzmann distributed occupation of the oscillator, the state |0, e〉
will be more populated than the state |1, g〉 and consequently also |2〉 will exhibit a larger
population than |1〉, as the latter only feels a small contribution from the state |0, e〉. Thus,
transitions from |2〉 to the groundstate are more likely to occur than those from |1〉 to the
groundstate. This explains the dominance of ω20 in Fig. 4.5 and Fig. 4.9. In this case
the frequency ω20 ≈ Eqb and ω10 ≈ Ω. Minor peaks from transitions to the levels lying in
between can be also seen.
For negative detuning (line c in Fig. 2.2) |2j + 1〉 approaches |j, e〉, while |2j + 2〉 is close to
|(j+1), g〉. From the right graph in Fig. 4.7 we see that the state |1〉, being lowest in energy
apart from the groundstate, is now also more probable to be occupied than |2〉. Therefore,
as confirmed by Fig. 4.6 and Fig. 4.10, the frequency ω10 is dominating whereas ω20 is
represented only by a small peak in the Fourier spectrum. Furthermore, as there are no
additional energy levels between the state |1〉, which is most probably to be populated, and
the ground level, other transitions than those corresponding to ω10 or ω20 are very unlikely
to occur. In Fig. 4.10 the dip corresponding to ω21 appears only very faintly.
4.3.2 The biased qubit
We will now examine a qubit being operated at finite bias. We consider the case ε > 0. For
negative bias-offset the behavior is analogous. Again three different situations are taken into
account: the qubit being in resonance with the oscillator (Eqb = Ω), positive (Ω < Eqb) and
negative (Ω > Eqb) detuning.
For the resonant case (Ω = Eqb) depicted in Fig. 4.8 we see a similar behavior as for the
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Figure 4.8: Dynamics of P (t) and its Fourier transform F (ν) for the biased qubit being in resonance
with the oscillator. Here, ε = 0.5∆ and Ω = Eqb. The remaining parameters are the same as for the
unbiased qubit. In the Fourier spectrum the frequencies ω10 and ω20 dominate. At frequency ω21 a
small dip can be seen. At ν = 0 the spectrum exhibits a relaxation peak.
unbiased qubit. Again two frequencies, ω10 and ω20, are dominating the dynamics. Left
to the peak at ω10 a small dip can be found in the Fourier spectrum. This corresponds to
the transition ω21. For infinite time the dynamics relaxes to an equilibrium value which is
nonzero in contrast to the unbiased case. This can be seen in the Fourier spectrum through
a relaxation peak at ν = 0. The peak arises because of the term
2(p0 − p∞) Γr
ν2 + Γ2r
+ 2πp∞δ(ν) (4.40)
in Eq. (4.29). The first part of this sum gives rise to the negative shift of this peak. The
reason that for the analytical solution the peak is not as strongly shifted as for the numerical
one is technical: in order to plot the delta function in Eq. (4.40) we gave it a finite width,
which suppresses the negative contribution of the first term in Eq. (4.40). Like for the
unbiased qubit the highest energy level playing a role for the dynamics is E2; i.e., only the
ground and first excited level of the oscillator are of importance. In Fig. 4.9 the dynamics
and its Fourier transform for a positively detuned qubit-oscillator system with ε 6= 0 are
shown. Like for the unbiased case detuning gives raise to longer relaxation times for the
qubit. Also in agreement with the unbiased case is the dominance of the frequency ω20. We
see that for small t the long-time solution Eq. (4.27) slightly overestimates the maxima of
the oscillations and underestimates its minima. Furthermore, we get here the unphysical
situation that the maximum of the third oscillation in P (t) exceeds the value of one. The
reason for that behavior is that, by construction, we underestimate with Eq. (4.27) the
relaxation at short times. For certain parameters the term (p0 − p∞) in Eq. (4.27) becomes
negative. In this case the relaxation term yields a contribution to P (t) which increases with
time. Thus, a too small relaxation rate Γr means a too fast approach of the equilibrium
value. On a longer timescale both graphs agree quite well. For the case of negative detuning
(Ω > Eqb), which is presented in Fig. 4.10, the upward shift of the dynamics obtained
from Eqs. (4.27) and (4.29) compared to the numerical graph of P (t) at small times is
even stronger. To visualize that it is not a failure of the FSA approach we show in Figures
(4.9) and (4.10) additionally the analytical FSA solution of Eqs. (4.12) and (4.13). The
latter agrees very well with the numerical solution. At long time scales and for the Fourier
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Figure 4.9: Dynamics of P (t) and its Fourier transform F (ν) for positive detuning (Ω < Eqb) with
Ω = 0.9∆ and ε = 0.5∆. Next to the numerical solution (black solid curve) of the full master equation
and the long time ansatz Eqs. (4.27) and (4.29) (red dashed curve), also the FSA solution of Eqs.
(4.12) and (4.13) (green dotted-dashed curve) are shown. The dynamics is dominated by ω20. The
peak at ω10 is much weaker. Like for the resonant, biased qubit a dip is found at ω21 and a relaxation
peak at ω = 0.
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Figure 4.10: Dynamics and Fourier transform for negative detuning (Ω > Eqb) for Ω = 1.5∆ and
ε = 0.5∆. Like in Fig. 4.9 three different approaches are compared. In all three cases the frequency
ω10 dominates.
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Figure 4.11: Fourier transform of the symmetrized correlation function plotted versus Fourier
frequency ν and qubit bias ε. In the left-hand graph S(ν) is plotted in linear scale, in the right-
hand graph |S(ν)| in logarithmic scale. The parameters are: Ω = ∆, g = 0.18∆, κ = 0.0154 and
β = 10(~∆)−1. The white dashed, horizontal line indicates the oscillator frequency ν = Ω. The other
two dashed white lines correspond to ν = Eqb and ν = Eqb − Ω.
spectrum all three approaches match with each other very well.
To conclude this paragraph we want to mention that all the results found both for the
unbiased and the biased qubit confirm the numerical QUAPI results in [86].
4.3.3 Symmetrized correlation function
So far we have always considered the qubit for certain values of ε and finite or zero detuning.
In this section, we fix the oscillator frequency at Ω = ∆. That means that an unbiased qubit
will be at resonance with the oscillator. Changing the bias to positive or negative values
will always lead to positive detuning, as Eqb ≥ ∆. Figure 4.11 shows a density plot of the
Fourier transform of the symmetrized correlation function against the bias of the qubit and
the Fourier frequency ν. We consider this correlation function rather than P (t), as it is
symmetric in the bias ε. The symmetrized correlation function is defined as follows [1]:
S(t) =
1
2
〈σz(t)σz(0) + σz(0)σz(t)〉 − p2∞, (4.41)
where σz(t) = e
iHTLS-osct/~σze
−iHTLS-osct/~. Expressed in terms of the population difference
P (t) this becomes,
S(t) = Ps(t) + p∞(Pa(t)− p∞), (4.42)
with Ps(t) and Pa(t) being symmetric and antisymmetric in ε and P (t) = Ps(t)+Pa(t). The
Fourier transform of S(t) is defined as
S(ν) = 2
∫ ∞
0
dt cos(νt)S(t). (4.43)
Considering now Fig. 4.11 we see that for any bias the spectrum is dominated by two
frequencies, namely ω10 and ω20. Detuning the system ω20 gets more and more important,
4.4. Comparison with the Jaynes-Cummings model | 81
as we could already observe in the two previous sections for the positively detuned systems.
Furthermore, the peaks are shifted to higher frequency values and at ν = 0 the relaxation
peak occurs. We want to compare these results to the circuit QED experiment performed by
Wallraff et al. [31]. There the qubit is realized by a Cooper-pair box, which is coupled to a
superconducting transmission line resonator, see Chapter 1. The properties of the system are
determined by probing the resonator spectroscopically. The amplitude of a microwave probe
beam transmitted through the resonator is measured versus the probe frequency and the gate
charge of the Cooper-pair box (see figure 4 in [31]). Via the gate charge the qubit can be
detuned in situ from the degeneracy point. The frequency of the resonator is chosen in such
a way that it is in resonance with a qubit being operated at the degeneracy point. For the
resonant case two dominating frequencies, being almost equally weighted and symmetrically
positioned around the cavity frequency, are observed. Going away from the degeneracy point
the system becomes detuned and the frequency of the cavity dominates. The behavior we
observe in Fig. 4.11 is similar. However, as we are looking at the dynamics of the qubit, it
corresponds to a spectroscopic measurement on the TLS rather than on the oscillator. As
explained above the two lowest excited states of the coupled qubit-oscillator system, namely
|1〉 and |2〉, evolve from an almost symmetric superposition of basis states {|j, g〉, |j, e〉} at
resonance (ε = 0) to the states |1, g〉 and |0, e〉 (cf the left graph in Fig. 4.7). For ε = 0
the two peaks of the Rabi splitting are observed. For ε 6= 0, which means positive detuning
in this case, the peak with the lower frequency corresponding to ω10 approaches more and
more the frequency Ω of the oscillator, as the state |1〉 becomes |1, g〉 for large detuning and
then ω10 ≈ E|1,g〉 − E|0,g〉 = Ω. Furthermore, the transition peak for ω10 gets weaker as
also the occupation probability of |1〉 decreases. At ε ≈ ±0.8∆ the absolute value of the
symmetrized correlation function vanishes at ω10 and increases again for higher values of
|ε|, see right-hand graph in Fig. 4.11. Here, the amplitude p10 in P (t) changes its sign. In
contrast the peak at ω20 becomes stronger with the detuning and approaches more and more
the qubit splitting energy ~Eqb, as |2〉 approaches |0, e〉 and then ω20 ≈ E|0,e〉−E|0,g〉 = Eqb.
Additionally, looking at the logarithmic plot one sees around ν = 0.4∆ a peak appearing,
which corresponds to the frequency ω21 and is zero at ε = 0. For large detuning it arises from
transitions from |0, e〉 to |1, g〉 and therefore has the value ω21 ≈ Eqb − Ω. The amplitude
of this peak is very small compared to the peaks at ω10 and ω20 and is not resolved in the
experiment of Wallraff et al. .
4.4 Comparison with the Jaynes-Cummings model
As we did in Sec. 2.2.2 for the nondissipative dynamics, we want to compare in this section
the results we obtained for the dissipative case using Van Vleck perturbation theory in g
against the Jaynes-Cummings model (JCM). In both situations we use the eigenstates and
eigenvalues, Eqs. (2.15) – (2.18) for Van Vleck perturbation theory in g and Eqs. (2.7) –
(2.9) for the JCM, in the Born-Markov master equation (4.7) and solve the resulting system
of differential equations numerically. The fixed parameters we use are: ε = 0, g/∆ = 0.18,
κ = 0.0154 and ~β∆ = 10. The oscillator frequency Ω is varied. For all the three possible
cases (negative, positive and zero detuning) one notices from Figures 4.12 – 4.14 that the
Jaynes-Cummings approach underestimates the dephasing rate Γ10 (means a larger peak
at frequency ω10) and overestimates the rate Γ20 (smaller peak at ω20) compared to the
approach with the full Hamiltonian HTLS-osc.
The case of negative detuning (Ω > ∆) is shown in Fig. 4.12. As here the dynamics is
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Figure 4.12: Dynamics P (t) of the population difference and its Fourier transform F (ν) for negative
detuning (Ω = 1.5∆). The parameters are: ε/∆ = 0, g/∆ = 0.18, κ = 0.0154 and ~∆β = 10. The red
dashed line shows the solution obtained numerically from the master equation using the eigenstates
and eigenenergies obtained by VVP in g. The solid line shows the results obtained from the Jaynes-
Cummings Hamiltonian.
dominated by the frequency ω10, the equilibrium value is reached on a too long time scale
using the Jaynes-Cummings Hamiltonian. On the contrary, for positive detuning (Ω < ∆),
which is shown in Fig. 4.13, and where ω20 dominates, the equilibrium value is reached too
fast within the JCM. Furthermore, considering the graph of the Fourier transform we find
that small contributions which come from higher level transitions, and which have already
been discussed in Sec. 4.3.1, are not covered by the JCM. For the resonant case (Ω = ∆)
in Fig. 4.14, we find that the JCM predicts ω10 to be slightly dominating whereas if we
consider the counter-rotating terms by using the Hamiltonian HTLS-osc, then the frequency
ω20 dominates. The reason for this discrepancy is that we have for HTLS-osc no symmetric
or antisymmetric superposition of the unperturbed eigenstates at Ω = ∆ due to the counter-
rotating terms in contrast to the JCM.
To conclude this section we can say that for an unbiased qubit-oscillator system the JCM
gives a good insight in the qualitative behavior of P (t) both for a slightly detuned and a
nondetuned system. However, it under- or overestimates dephasing times for the system.
Furthermore, we find taking into account counter-rotating terms in HTLS-osc that at Ω = Eqb
the dressed eigenstates are not a symmetric or antisymmetric superposition of the uncoupled
states. Moreover, the effects of transitions between states of different manifolds are neglected
within the JCM.
4.5 Summary
In conclusion, we discussed in this chapter the dissipative dynamics of a qubit coupled
through a harmonic oscillator to an environmental bath described by an Ohmic spectral
density. In particular, we examined the regime of weak damping and moderate coupling
between oscillator and TLS. An equivalent description of our system is provided by the spin-
boson model with a structured spectral density. In contrast to many other works on this field,
our starting point was not the Jaynes-Cummings Hamiltonian, but the full qubit-oscillator
Hamiltonian, Eq. (4.2), where no initial rotating-wave approximation is applied. We provide
two different approximations schemes to solve the Born-Markov master equation: The full
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Figure 4.13: Dynamics P (t) of the population difference and its Fourier transform F (ν) for positive
detuning (Ω = 0.75∆). The remaining parameters are the same as in Fig. 4.12. The red dashed
line shows the solution obtained numerically from the master equation using the eigenstates and
eigenenergies obtained by VVP in g. The solid line shows the results obtained from the Jaynes-
Cummings Hamiltonian.
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Figure 4.14: Dynamics P (t) of the population difference and its Fourier transform F (ν) for the
resonant case (Ω = ∆). The remaining parameters are the same as in Fig. 4.12. The red dashed
line shows the solution obtained numerically from the master equation using the eigenstates and
eigenenergies obtained by VVP in g. The solid line shows the results obtained from the Jaynes-
Cummings Hamiltonian.
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secular approximation completely decouples the coherences of the qubit-oscillator density
matrix from the populations, thus leading to a simple expression for the dephasing part in
the qubit’s dynamics. Assuming again low temperatures also the relaxation part can be
solved analytically. The resulting equations are, however, quite evolved, see Appendix C.3.
To simplify these expressions further, we took only the smallest relaxatory contribution into
account, yielding the closed analytical formula (4.27). Using as second approach a partial
secular approximation we paid attention to the fact that the first two excited energy levels
are almost degenerate for the parameters we are interested in, and transitions between them
might yield nonnegligible contributions. We tested the different approximations against a
numerical solution of the master equation and found a good overall agreement.
We showed that both relaxation and dephasing time are enhanced in the detuned regime.
In particular, we found that the rates are not maximal exactly at resonance (Eqb = Ω) as
would be expected from a standard weak coupling treatment of the spin-boson model with
a structured environment.
The dynamics of both a biased and an unbiased qubit were intensively studied for zero and
finite detuning in Sec. 4.3. The results also agree qualitatively with the numerical findings
within the ab-initio QUAPI approach [86]. Besides, in Sec. 4.3.1 a good agreement with the
results of the weak damping approximation performed in [65] for a symmetric spin-boson
model was found. We further could explain the dominance of frequency ω20 in the case
of positive detuning (Ω < Eqb) and of frequency ω10 for negative detuning (Ω > Eqb), re-
spectively. Moreover, we showed that for large positive detuning ω20 approaches the energy
splitting Eqb of the qubit, whereas ω10 approximates the oscillator frequency Ω. This behav-
ior agrees nicely with spectroscopic experiments performed on the circuit QED architecture
in [31].
In Sec. 4.4 we compared our results for an unbiased system to the ones obtained from the
Jaynes-Cummings model. At resonance an initial RWA represents a good approximation
and seems to be favorable as it is analytically exactly diagonalizable. For detuned systems,
however, we find discrepancies concerning relaxation and dephasing times, and a RWA be-
comes less appropriate to give precise results. Thus, we think that our approach represents
an improvement as it is valid in a wider parameter range avoiding an initial RWA. To our
knowledge it provides for the first time analytical results for the dynamics of an unbiased and
biased qubit coupled to a structured environment being valid simultaneously in the resonant
and detuned regime. Furthermore, due to the generality of the qubit-oscillator model, we
expect our results to be of interest for a wide range of experimental applications.
5 The dissipative, driven two-level system
Parts of this chapter have been published in collaboration with M. Grifoni in [76].
So far we have always considered a TLS coupled to a quantized harmonic oscillator, where
the latter is occupied by a small number of photons and can also be seen as a weak driving
acting on the qubit. Also for strong driving, the applied field can still be described by a
quantized oscillator. We saw in Sec. 2.3.1 that for strong coupling the qubit-oscillator system
is conveniently treated in the dressed state or displaced oscillator basis, leading to a dress-
ing by Laguerre polynomials of the tunneling matrix, which becomes a Bessel function like
dressing for high photon numbers [28, 68, 69, 72]. In this strong driving regime, a series of
experiments and theoretical investigations has been performed recently on superconducting
qubits examining Rabi oscillations in the multiphoton regime and the validity of the dressed
state picture [70, 71, 75, 96–105]. To account for environmental effects, the latter is usually
combined with the phenomenological Bloch equations [70, 71, 75, 96].
With the applied field being in a coherent state and for high photon numbers, an equivalent
description consists in replacing the quantized oscillator by an external, classical driving
[28, 106]. Already in the nondissipative case the driven TLS leads to a variety of phenomena
like coherent destruction of tunneling (CDT) [107–109] or driving-induced tunneling oscilla-
tions (DITO) [70, 110–112]. Together with the coupling to a bath of harmonic oscillators,
we arrive at the driven spin-boson model [1, 74, 112]. It is given by the undriven spin-boson
Hamiltonian (4.1) in Chapter 4 simply with an external driving added to the TLS. In this
work we will assume a sinusoidal modulation of the static bias, ε(t) = ε+A cosωext, with A
being the amplitude and ωex the frequency of the external driving. As for the undriven case
various techniques have been applied to solve the driven spin-boson model. For example,
the NIBA provides good approximate results for intermediate to high bath temperatures
and/or strong damping of the system with arbitrary driving frequencies. However, there is
the same drawback as already noted for the undriven case, namely that NIBA fails to repro-
duce the dynamics of a biased TLS correctly at low temperature. In [113–117] the polaron
transformation leads to an integro-differential kinetic equation for the populations of the
density matrix, which is equivalent to the generalized master equation under the NIBA. An
alternative way to gain the dynamics of the driven spin-boson model for weak system-bath
coupling and within the Markovian limit is to solve the underlying Bloch-Redfield equations.
This is done numerically for weak damping in [111, 118, 119], while [111, 119] additionally
provide an analytical examination of the dynamics in the high-frequency regime.
In this chapter we introduce a new approach to solve the dynamics of the monochromati-
cally driven spin-boson model taking into account analytically the fast oscillations induced
by the driving as well as the transient dynamics. In a first step, we combine Floquet theory
[74, 106, 120] with Van Vleck perturbation theory (VVP) [28, 55] to derive the dynamics of
the nondissipative system. This approach has recently been used also in [121] to evaluate
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the time-averaged transition probability of a nondissipative TLS. Going to second order in
the tunneling matrix element, we derive expressions which include the fast oscillatory be-
havior of the Floquet states and are beyond the common rotating-wave results [99, 122] or
perturbation theory in the driving strength [106, 123]. Further, to analyze dissipative effects,
we consider the regime of weak damping and solve the corresponding Floquet-Born-Markov
master equation applying a moderate rotating-wave approximation. While in [88, 89] a
similar approach is used to study the asymptotic dynamics of the driven spin-boson model
perturbatively in the driving strength, our approach treats the full time evolution of the
system, to all orders in the driving amplitude, in the regime of moderate as well as high
external frequencies and for arbitrary static bias. Specifically, we are able to give closed
analytic expressions for both the relaxation and dephasing rates.
Our analysis enables us to shed light on the famous effects of CDT [107–109] and DITO
[110–112]. Many investigations of those phenomena have been performed in the high-driving
regime. This work treats them analytically also for moderate driving frequency and am-
plitude. We examine both the nondissipative and dissipative cases and compare them to a
numerical solution of the problem.
In order to provide a toolbox to deal with periodically driven quantum systems, we will
give in Sec. 5.1 a short overview of Floquet theory, the concept of the spatial Hilbert space
extended to the time-domain and also introduce the Floquet-Born-Markov master equation.
As a start we first examine in Sec. 5.2 the nondissipative, driven TLS by analyzing the
quasienergy spectrum and eigenstates of the corresponding Floquet Hamiltonian applying
a rotating-wave approximation (RWA) in Sec. 5.2.2. We can give an improved picture of
the dynamics by using in Sec. 5.2.3 VVP to second order in the tunneling matrix element,
whose validity is throughly tested for an extensive parameter range in Sec. 5.2.4. In Sec. 5.3
the driven spin-boson Hamiltonian is analyzed by solving the Floquet-Born-Markov master
equation. We compare the analytical expressions for the relaxation and dephasing rates to
the results obtained within the RWA and close the section with a discussion of CDT and
DITO.
5.1 Driven quantum systems and Floquet theory
In this section, we will introduce the methods which we use to solve the periodically driven
TLS. We mainly follow [106]. To start with, we assume an arbitrary, explicitly time depen-
dent Hamiltonian imposing only the demand that it is periodic in time, namely H(t+ T ) =
H(t), where T = 2π/ωex, and ωex is the external driving frequency. We consider the time
dependent Schro¨dinger equation
i~∂t|ψβ(t)〉 = H(t)|ψβ(t)〉. (5.1)
According to Floquet’s theorem it can be solved by
|ψβ(t)〉 = |uβ(t)〉e−iεβt (5.2)
with the periodic function, |uβ(t + T )〉 = |uβ(t)〉, and the so-called quasienergy1 ~εβ for
certain basis states {|β〉}. With H(t) being Hermitian there exists a solution to (5.1) in which
|ψβ(t)〉 is unitary at all times and thus also ~εβ is real. Note that un,β(t) ≡ exp(−inωext)uβ(t)
1In the literature εβ is often also called characteristic exponent.
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yields a solution of (5.1) identical to (5.2) but with the shifted quasienergy ~εn,α ≡ ~εα −
~nωex.
2 We expand now the periodic functions in (5.1) in a Fourier series so that the
components of |ψβ(t)〉 read
ψαβ(t) ≡ 〈α|ψβ(t)〉 =
∑
n
u
(n)
αβ e
inωexte−iεβt (5.3)
and for the Hamiltonian
Hαβ(t) =
∑
n
H
(n)
αβ e
inωext. (5.4)
Using those two expansions in (5.1) we find∑
γ,n,k
[
H(n−k)αγ + n~ωexδα,γδk,n
]
einωextu
(k)
γβ =
∑
n
einωext~εβu
(n)
αβ . (5.5)
Thus, for each Fourier coefficient u
(n)
αβ there exists an equation∑
γ,k
[
H(n−k)αγ + n~ωexδα,γδk,n
]
u
(k)
γβ = ~εβu
(n)
αβ . (5.6)
In order to interpret this equation, we consider |uα(t)〉 and its Fourier expansion,
|uα(t)〉 =
∑
n
einωext|u(n)α 〉 (5.7)
so that |uα(t)〉 is automatically separated in a time dependent and time independent part.
As basis for the time independent contributions we use the set {|γ〉} representing a possible
basis of H(0). In this basis we get
|uα(t)〉 =
∑
γ,n
〈γ|u(n)α 〉|γ〉einωext. (5.8)
5.1.1 Extended Hilbert space and periodicity relations
Now, we introduce the Hilbert space T of the T–periodic functions with the inner product
defined as
(f, g) =
1
T
∫ T
0
dt f∗(t)g(t). (5.9)
The functions (t|k) = exp{−ikωext} build an orthonormal and complete basis set of T [124].
Let us now consider the extended Hilbert or Sambe space T ⊗ H [120], where we define as
a basis |k, γ〉〉 ≡ |k)⊗ |γ〉 and the scalar product
〈〈·|·〉〉 = 1
T
∫ T
0
dt 〈·|·〉. (5.10)
In this basis we find
〈〈k, γ|uα〉〉 = (k|〈γ|
∑
n
| − n)|u(n)α 〉 =
∑
n
δk,−n〈γ|u(n)α 〉 = 〈γ|u(−k)α 〉. (5.11)
2We write the Floquet index n = 0 only in cases where it helps for understanding.
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Thus, we know how to expand |uα〉〉 in the Floquet basis {|k, γ〉〉}:
|uα〉〉 =
∑
γ,k
〈γ|u(−k)α 〉|k, γ〉〉. (5.12)
The Fourier coefficients with negative index are the expansion coefficients. An equivalent
way to derive the relation between the Fourier coefficients and the Floquet states can be
achieved by considering the inverse Fourier transform:
〈γ|u(k)α 〉 =
1
T
∫ T
0
dte−ikωext〈γ|uα(t)〉 = 1
T
∫ T
0
dt〈γ|uk,α(t)〉 = 〈〈γ|uk,α〉〉. (5.13)
In the last step we used the definition of the internal product of the extended Hilbert space.
Comparing Eq. (5.13) to (5.11) we find the relation
〈〈0, γ|uk,α〉〉 = 〈〈−k, γ|u0,α〉〉. (5.14)
Furthermore using Eq. (5.13) in (5.8) we obtain
|uα(t)〉 =
∑
γ,k
eikωext〈〈−k, γ|u0,α〉〉|γ〉. (5.15)
Equation (5.6) therefore can be interpreted as a matrix equation for the Floquet Hamiltonian
defined as
H ≡ H(t)− i~∂t. (5.16)
On the left-hand side of Eq. (5.6) the component 〈〈−k, γ|uβ〉〉 of the vector |uβ〉〉 is applied
to H and yields as an outcome the component 〈〈−n, α|uβ〉〉 multiplied with the eigenenergy
~εβ. In the Floquet basis the matrix elements are then determined as
〈〈n, α|H|k, γ〉〉 = Hk−nαγ − ~nωexδγ,αδk,n. (5.17)
In the following we derive a useful periodicity relation among the components of the eigen-
vectors of H, see [106, Eq. (11)]. We start with the eigenvalue equation for |um+p,β〉〉:
H|um+p,β〉〉 = ~(εm,β − pωex)|um+p,β〉〉. (5.18)
Applying this equation on the state |n + p, α〉〉 and looking to the left-hand side we get
〈〈n+ p, α|H|um+p,β〉〉 =
∑
γ,j
〈〈n+ p, α|H|j, γ〉〉〈〈j, γ|um+p,β 〉〉. (5.19)
With the help of Eq. (5.17) one finds∑
γ,j
[Hj−n−pαγ − ~(n+ p)ωexδα,γδn+p,j] 〈〈j, γ|um+p,β〉〉 = ~(εm,β − pωex)〈〈n + p, α|um+p,β〉〉,
(5.20)
which leads to∑
γ,l
[
Hl−nαγ − ~nωexδα,γδn,l
]
〈〈l + p, γ|um+p,β〉〉 = ~εm,β〈〈n+ p, α|um+p,β〉〉. (5.21)
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Using again Eq. (5.17)∑
γ,l
〈〈n, α|H|l, γ〉〉〈〈l + p, γ|um+p,β〉〉 = ~εm,β〈〈n + p, α|um+p,β〉〉. (5.22)
As ∑
γ,l
|l, γ〉〉〈〈p + l, γ| = δp,0 (5.23)
one arrives at
〈〈n, α|H|um,β〉〉 = ~εm,β〈〈n + p, α|um+p,β〉〉 (5.24)
or finally at
〈〈n, α|um,β〉〉 = 〈〈n+ p, α|um+p,β〉〉. (5.25)
Thus, it is enough to calculate the quasienergies and corresponding Floquet states in the
interval −ωex/2 < εn,α ≤ ωex/2. For example, in order to calculate the vector |uα(t)〉 in the
basis {|γ〉} the individual components are determined by
〈γ|uα(t)〉 =
∑
k
〈〈γ|uk,α〉〉eikωext =
∑
k
〈〈−k, γ|u0,α〉〉eikωext, (5.26)
so that we need in the end only the Floquet state |u0,α〉〉. This can be used to avoid certain
problems occurring with a numerical calculation of the Floquet states: When diagonalizing
the Floquet Hamiltonian numerically the eigenvectors obtain an arbitrary phase for different
indices k. In case of real eigenvalues this arbitrary phase is either a plus or minus sign.
Therefore, we perform the sum in the above Fourier transform over the basis states |−k, γ〉〉,
for which we can control the phase by definition, rather than over the Floquet states |uk,α〉〉.
Furthermore, as the infinite Hilbert space has to be truncated at a certain value nmax for
a numerical calculation, the best choice for the Floquet state with fixed value of k is the
one corresponding to the quasienergy lying in the “middle” of the Hilbert space, because the
results belonging to eigenstates and eigenvalues lying at the edge suffer most from truncation
effects.
5.1.2 Time evolution operator in the Floquet picture
The time evolution operator expressed in Floquet eigenstates of H(t) is
U(t, t0) =
∑
γ
e−iεγ(t−t0)|uγ(t)〉〈uγ(t0)|. (5.27)
Its matrix elements read
Uα,β(t, t0) ≡ 〈α|U(t, t0)|β〉 =
∑
γ
uαγ(t)u
∗
βγ(t0). (5.28)
By using Eq. (5.15) we can express the time evolution operator in the extended Hilbert
space and the Floquet states:
Uα,β(t, t0) =
∑
γ
∑
k,l
〈〈−k, α|ul,γ〉〉〈〈ul,γ |0, β〉〉e−iεl,γ(t−t0)eikωext. (5.29)
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As the states {|ul,γ〉〉} build a complete basis set in the extended Hilbert space and are
eigenstates of the Floquet Hamiltonian (5.16) we can write
Uα,β(t, t0) =
∑
k
U (k)α,βeikωext =
∑
k
〈〈−k, α| exp[−iH(t− t0)]|0, β〉〉eikωext. (5.30)
This matrix element can be interpreted in the following ways:
1. Uα,β(t, t0) gives the amplitude that a system which is at time t0 in the state |β〉 evolves
to the state |α〉 at time t according to the time dependent Hamiltonian H(t).
2. U (k)α,β gives the amplitude that a system which is initially in the Floquet state |0, β〉〉
evolves to the Floquet state |−k, α〉〉 according to the “time independent” Hamiltonian
H. Each of these amplitudes is weighted by a factor eikωext and summing over all k
gives the time dependent amplitude.
Thus, we expressed the evolution of a time dependent problem through a time independent
one.
5.1.3 Floquet master equation
In order to take environmental influences into account, we consider in this section the
Caldeira-Leggett model as introduced in Sec. 3.5.2 for a time dependent system Hamil-
tonian HS(t). We assume further that HS(t) is periodic in time, HS(t+ T ) = HS(t), so that
we can use Floquet theory. We want to calculate the time evolution of the matrix elements
of the reduced density operator (3.58) in the basis of the periodic states introduced in Eq.
(5.2):
ρ˙αβ(t) =
∂
∂t
〈uα(t)|ρS(t)|uβ(t)〉. (5.31)
Using Eqs. (3.58) and (5.16) this can be written as
ρ˙αβ(t) =− i
~
〈uα(t)|
(
i~
←−
∂
∂t
+HS(t)
)
ρS(t)|uβ(t)〉+ i
~
〈uα(t)|ρS(t)
(
HS(t)− i~
−→
∂
∂t
)
|uβ(t)〉
+ 〈uα(t)|LDissρS(t)|uβ(t)〉
=− i
~
〈uα(t)|H†S(t)ρS(t)|uβ(t)〉+
i
~
〈uα(t)|ρS(t)HS(t)|uβ(t)〉+ 〈uα(t)|LDissρS(t)|uβ(t)〉
=− i(εα − εβ)ραβ(t) + 〈uα(t)|LDissρS(t)|uβ(t)〉. (5.32)
Analogous to Sec. 3.5.2, we define the now time dependent matrix elements of position and
momentum operator as
Qαβ(t) =
∫ ∞
0
dτ 〈uα(t)|U †S(t− τ, t)X˜US(t− τ, t)|uβ(t)〉
∫ ∞
0
dωG(ω) cos(ωτ) coth
(
~βω
2
)
=
∫ ∞
0
dτ
∫ ∞
0
dωG(ω) cos(ωτ) coth
(
~βω
2
)
e−i(εα−εβ)τ 〈uα(t− τ)|X˜ |uβ(t− τ)〉,
(5.33)
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where we used Eq. (5.27) in the second step. Similarly,
Pαβ(t) =− 1
~
∫ ∞
0
dτ 〈uα(t)|U †S(t− τ, t)
[
X˜,HS(t)
]
US(t− τ, t)|uβ(t)〉
×
∫ ∞
0
dω
G(ω)
ω
cos(ωτ)
=− 1
~
∫ ∞
0
dτ
∫ ∞
0
dω
G(ω)
ω
cos(ωτ)e−i(εα−εβ)τ 〈uα(t− τ)|
[
X˜,HS(t)
]
|uβ(t− τ)〉
=(εα − εβ − i∂t)
∫ ∞
0
dτ
∫ ∞
0
dω
G(ω)
ω
cos(ωτ)e−i(εα−εβ)τ X˜αβ(t− τ) (5.34)
and
X˜αβ(t) = 〈uα(t)|X˜ |uβ(t)〉. (5.35)
Taking into account the periodicity of |uα(t)〉 we perform a Fourier expansion on the position
matrix elements:
X˜αβ(t) =
∑
n
einωextX˜n,αβ. (5.36)
With this Eq. (5.33) becomes
Qαβ(t) =
∑
n
einωextX˜n,αβ
∫ ∞
0
dτ
∫ ∞
0
dωG(ω) cos(ωτ) coth
(
~βω
2
)
e−i(εα−εβ+nωex)τ
=
∑
n
einωextX˜n,αβ
∫ ∞
0
dω G(ω) coth
(
~βω
2
)
1
2
[
πδ (ω − εα + εβ − nωex)
+ πδ (−ω − εα + εβ − nωex) + iP
(
1
ω − εα + εβ − nωex
)
+ iP
(
1
−ω − εα + εβ − nωex
)]
. (5.37)
We neglect the contributions coming from the principal value P, which would give again rise
to Stark- and Lamb-shifted oscillation frequencies, and thus,
Qαβ(t) ≈ π
2
∑
n
einωextG(εα − εβ + nωex) coth
[
~β(εα − εβ + nωex)
2
]
X˜n,αβ . (5.38)
Also Eq. (5.34) is expanded into a Fourier series:
Pαβ(t) =
∑
n
X˜n,αβ(εα − εβ + nωex)einωext
∫ ∞
0
dτ
∫ ∞
0
dω
G(ω)
ω
cos(ωτ)e−i(εα−εβ+ωex)τ
=
∑
n
X˜n,αβ(εα − εβ + nωex)einωext
∫ ∞
0
dω
G(ω)
ω
1
2
[
πδ (ω − εα + εβ − nωex)
+ πδ (−ω − εα + εβ − nωex) + iP
(
1
ω − εα + εβ − nωex
)
+ iP
(
1
−ω − εα + εβ − nωex
)]
. (5.39)
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Neglecting again the principal value, we arrive at
Pαβ(t) ≈ π
2
∑
n
einωextG(εα − εβ + nωex)X˜n,αβ . (5.40)
Combining those results in Eq. (3.60), we find after some calculation
〈uα(t)|LDissρS(t)|uβ(t)〉 = π
∑
α′,β′
∑
n,n′
ei(n+n
′)ωext
{(
Nn,αα′ +N−n′,ββ′
)
X˜n,αα′X˜n′,β′β
− δββ′
∑
β′′
X˜n′,αβ′′Nn,β′′α′X˜n,β′′α′ − δαα′
∑
α′′
N−n,α′′β′X˜n,β′α′′X˜n′,α′′β
}
ρα′β′(t)
≡ πLαβ,α′β′(t)ρα′β′(t) (5.41)
with Nn,αβ = N(εα − εβ + nωex), N(ω) = G(ω)nth(ω) and nth(ω) = 12 [coth(~βω/2) − 1].
Finally, the master equation for the reduced density matrix becomes
ρ˙αβ(t) = −i(εα − εβ)ραβ(t) + π
∑
α′β′
Lαβ,α′β′(t)ρα′β′(t). (5.42)
This is the Floquet-Born-Markov master equation [125].
5.2 The nondissipative, driven two-level system
We consider now a specific example of a periodically driven quantum system. Again we
investigate the two-level Hamiltonian introduced in Section 1.1, but now drive its longitudinal
component, so that the Hamiltonian reads
HTLS(t) = −~
2
[∆σx + (ε+A cosωext)σz] . (5.43)
The coupling ∆ between the two localized basis states | ↑〉 and | ↓〉 remains time independent,
whereas the bias point consists of the static dc-component ε and a sinusoidal modulation of
amplitude A and frequency ωex. Furthermore, for now we neglect environmental influences.
5.2.1 Floquet Hamiltonian
To resolve the dynamics of the driven system we consider the Floquet Hamiltonian HTLS(t) =
HTLS(t)− i~∂t, which has for ∆ = 0 the following set of eigenstates:
|u0n,↑/↓(t)〉 = | ↑ / ↓〉 exp
[
±i A
2ωex
sinωext− inωext
]
= | ↑ / ↓〉
∑
k
e±ikωextJk
(
A
2ωex
)
e−inωext
(5.44)
with quasienergies ~E0n,↑/↓ = ∓~2ε− ~nωex. Here, Jk(x) is the kth-order Bessel function. In
the composite Hilbert space T ⊗H [120] those states become
|u0n,↑/↓〉〉 = | ↑ / ↓〉
∑
l
J±(n−l)
(
A
2ωex
)
|l). (5.45)
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For the case of a finite tunneling matrix element ∆, the Floquet Hamiltonian HTLS is non-
diagonal in the above basis (5.45) and becomes in matrix representation
~

. . . |u0n,↑〉〉 |u0n,↓〉〉 |u0n+1,↑〉〉 |u0n+1,↓〉〉 |u0n+2,↑〉〉 |u0n+2,↓〉〉
|u0n,↑〉〉 E0n,↑ −12∆0 0 −12∆−1 0 −12∆−2
|u0n,↓〉〉 −12∆0 E0n,↓ −12∆1 0 −12∆2 0
|u0n+1,↑〉〉 0 −12∆1 E0n+1,↑ −12∆0 0 −12∆−1
|u0n+1,↓〉〉 −12∆−1 0 −12∆0 E0n+1,↓ −12∆1 0
|u0n+2,↑〉〉 0 −12∆2 0 −12∆1 E0n+2,↑ −12∆0
|u0n+2,↓〉〉 −12∆−2 0 −12∆−1 0 −12∆0 E0n+2,↓
. . .

.
(5.46)
We defined
∆n−l ≡ ∆〈〈u0n,↑|σx|u0l,↓〉〉 = Jn−l
(
A
ωex
)
∆, (5.47)
where we used the relation [126]
Jn(u± v) =
∞∑
k=−∞
Jn∓k(u)Jk(v). (5.48)
To find the dynamics of the system, we have to diagonalize the Floquet matrix. At this point,
it is worth noticing that the dressed tunneling matrix elements introduced here, can be di-
rectly related to the ones we obtained in Sec. 2.3.1, Eq. (2.33), as the dressing by Laguerre
polynomials becomes in the high photon limit of the quantized oscillator the Bessel function
dressing we find here. Although working in the extended Hilbert space, the Floquet Hamil-
tonian exhibits a similar structure than the qubit-oscillator Hamiltonian HTLS-osc expressed
in the basis of displaced oscillator states. Therefore in order to diagonalize the Hamilto-
nian, we can use similar approximation schemes as discussed in Sec. 2.3.1. A rotating-wave
approximation scheme, which corresponds to the adiabatic approximation in Sec. 2.3.1, is
applied in Sec. 5.2.2, while in Sec. 5.2.3 VVP in ∆ is used. We also show that the RWA
results can be obtained with VVP to lowest order in ∆.
5.2.2 Rotating-wave approximation
Let us look at the spectrum of the unperturbed problem (∆ = 0). We notice that whenever
the static bias fulfills the condition ε = mωex, the states |u0n,↑〉〉 and |u0n+m,↓〉〉 are degenerate,
as then
E0n+m,↓ − E0n,↑ = ε−mωex = 0. (5.49)
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ε
mωex
E0n,↑
E0n+m,↓
E0n,↑
E0n+m,↓
|u0n+m,↓〉〉|u
0
n,↑〉〉
|u0n,↑〉〉|ΦRWAn,− 〉〉
|u0n+m,↓〉〉
ERWAn,−
|ΦRWAn+m,+〉〉
ERWAn+m,+
Figure 5.1: Quasienergies ~ERWAn,− and ~E
RWA
n+m,+ (triangles) and unperturbed quasienergies ~E
0
n,↑
and ~E0n+m,↓ (dashed line and dotted-dashed line) for an m-photon resonance. The unperturbed
quasienergies show an exact crossing at ε = mωex according to Eq. (5.49). The corresponding
eigenstates are |u0n,↑〉〉 and |u0n+m,↓〉〉. For finite ∆ an avoided crossing can be observed. The energy
~ERWAn,− and the corresponding eigenstate |ΦRWAn,− 〉〉 are represented by red upward triangles, whereas
~ERWAn+m,+ and |ΦRWAn+m,+〉〉 are shown by black downward triangles. For ε > mωex we find that |ΦRWAn,− 〉〉
approaches |u0n,↑〉〉, while |ΦRWAn+m,+〉〉 becomes |u0n+m,↓〉〉 and vice versa for ε < mωex. The labeling of
the perturbed eigenstates and eigenenergies is chosen in a way that ERWAn+m,+ ≥ ERWAn,− for all ε.
In this case, we speak of an m-photon resonance. As long as ∆ is only a small perturbation,
ωex ≫ ∆, then HTLS will exhibit a similar energy spectrum. The main corrections to the
unperturbed Hamiltonian come from matrix elements connecting the (almost) degenerate
levels. Thus, as a first approximation, we diagonalize an effective Hamiltonian, which consists
of 2 × 2 blocks of the kind (
~E0n,↑ −~2∆−m
−~2∆−m ~E0n+m,↓
)
, (5.50)
and describes the energy states being connected by an m-photon resonance.
This result is also obtained within the RWA scheme as introduced in [99, 122]. In those works,
the time dependent system Hamiltonian (5.43) is transformed to a rotating frame, and only
terms fulfilling the resonance condition (5.49) are kept, while the fast-rotating components
are neglected. This RWA is equivalent to the adiabatic approximation introduced in Sec.
2.3.1. The latter is nonperturbative in the qubit-oscillator coupling g and therefore has to
be contrasted to the RWA used to derive the Jaynes-Cummings model in Sec. 2.1. In
the case of a classical driving, the “Jaynes-Cummings RWA” translates to a so-called Rabi
rotating-wave approximation, which is perturbative in the driving amplitude A, see, e.g.,
[28, 123], and becomes exact for circularly polarized radiation. In contrast, the RWA we are
using here treats the driving amplitude nonperturbatively. Concerning the eigenenergies of
the Floquet Hamiltonian for finite ∆, we notice that the exact crossing of the unperturbed
energies (∆ = 0) at ε = mωex becomes an avoided crossing (see Fig. 5.1), and the perturbed
eigenstates are a mixture of the unperturbed ones. Those with higher eigenenergies are
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labeled |ΦRWAn+m,+〉〉; those with lower energies |ΦRWAn,− 〉〉.3 They are defined below. In the far
off-resonant case, |ΦRWAn+m,+〉〉 corresponds for ε > mωex to the unperturbed state |u0n+m,↓〉〉,
and |ΦRWAn,− 〉〉 to |u0n,↑〉〉. For ε < mωex, the state |ΦRWAn+m,+〉〉 corresponds to |u0n,↑〉〉, and
|ΦRWAn,− 〉〉 to |u0n+m,↓〉〉. The eigenenergies are
~ERWAn,− = ~[(−n−
1
2
m)ωex− 1
2
ΩRWAm ] and ~E
RWA
n+m,+ = ~[(−n−
1
2
m)ωex+
1
2
ΩRWAm ] (5.51)
with the dressed oscillation frequency
ΩRWAm ≡
√
(−ε+mωex)2 +∆2m. (5.52)
The corresponding eigenstates are
|ΦRWAn,− 〉〉 = − sin
ΘRWAm
2
|u0n,↑〉〉 − sign (∆−m) cos
ΘRWAm
2
|u0n+m,↓〉〉, (5.53)
|ΦRWAn+m,+〉〉 = cos
ΘRWAm
2
|u0n,↑〉〉 − sign (∆−m) sin
ΘRWAm
2
|u0n+m,↓〉〉, (5.54)
with the RWA mixing angle defined by
tanΘRWAm =
|∆−m|
−ε+mωex for 0 < Θ
RWA
m ≤ π. (5.55)
Now we are able to recover the time dependent dynamics of the system (see Appendix B.2).
As an example, we give the probability for the TLS starting in the localized state | ↓〉 and
returning to it:
PRWA↓→↓ (t) = cos
2
(
ΩRWAm
t
2
)
+ cos2ΘRWAm sin
2
(
ΩRWAm
t
2
)
. (5.56)
For the special case of vanishing static bias (ε = 0 ) and 0-photon resonance,
PRWA↓→↓ (t) = cos
2
(
|J0(A/ωex)∆| t
2
)
, (5.57)
which agrees with the high-frequency result, ωex ≫ ∆, of earlier works [74, 106, 112].
5.2.3 Van Vleck perturbation theory in ∆
As pointed out already in [99, 121], the RWA fails in explaining higher-order effects in ∆
such as a shift in the oscillation frequency. Furthermore, we will show that the couplings
between the nondegenerate states in (5.46) are needed to get physically correct expressions
for the relaxation and dephasing rates. We proceed in the following like in Sec. 2.3.1, where
we diagonalized the qubit coupled to a quantized oscillator using Van Vleck perturbation
theory (VVP) in ∆. That means we calculate now for the classical oscillator the effective
Floquet Hamiltonian, given by Heff = exp(iS)HTLS exp(−iS). The transformation matrix S
is again determined to second order in ∆ and is given in Appendix A.2.2. Like in Sec. 2.3.1
3The motivation to choose the indices n and n +m of the perturbed eigenstates in this way is that they
agree with the ones of the unperturbed states for ε > mωex. This labeling is arbitrary as long as one stays
consistent throughout the calculation.
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the effective Hamiltonian for an m-photon resonance again consists of 2 × 2 blocks of the
shape
~
(
E0n,↑ − 14
∑
l 6=−m
∆2l
ε+lωex
−12∆−m
−12∆−m E0n+m,↓ + 14
∑
l 6=−m
∆2l
ε+lωex
)
. (5.58)
The analogy to the qubit-(quantized) oscillator case is obvious when comparing to the ef-
fective Hamiltonian (2.34). There we just have to make a few replacements in order to
arrive at the effective Floquet Hamiltonian (5.58): First, we replace l by −m and set further
j = n + m. Instead of a tunneling element dressed by Laguerre polynomials, Eq. (2.33),
we have to use the Bessel-function-like dressing of Eq. (5.47): ∆j
′
j → ∆j′−j. Further we
need to keep in mind that we deal with quasienergies: the Floquet indices n can also become
negative, while the oscillator quantum number j is restricted to j ≥ 0. This yields an infinite
sum in the second-order corrections in Eq. (5.58), which will lead to certain cancellations in
the following calculations. Diagonalizing the effective Hamiltonian, we get the quasienergies
~En,− = ~[(−n− 1
2
m)ωex − 1
2
Ω(2)m ], (5.59)
~En+m,+ = ~[(−n− 1
2
m)ωex +
1
2
Ω(2)m ], (5.60)
with the second-order dressed oscillation frequency4
Ω(2)m =
√√√√√
−ε+mωex − 1
2
∑
l 6=−m
∆2l
ε+ lωex
2 +∆2−m. (5.61)
This corresponds to formulas (2.37) and (2.38) in Sec. 2.3.1. Compared to the frequency
obtained within the RWA, Eq. (5.52), this new frequency is shifted due to the second-order
elements in (5.58), and the condition for an m-photon resonance reads now
ε = mωex − 1
2
∑
l 6=−m
∆2l
ε+ lωex
. (5.62)
In Fig. 5.2, we compare Eqs. (5.59) and (5.60) for the quasienergies against the eigenener-
gies we find from a numerical diagonalization of the Floquet matrix (5.46). Whenever the
resonance condition, Eq. (5.62), is fulfilled, we notice avoided crossings whose gap distance
is determined by ∆m for an m-photon resonance. The eigenstates |Φeffn,±〉〉 of the effective
Hamiltonian are the same as in (5.53) and (5.54), with the mixing angle ΘRWAm replaced by
Θm = arctan
 |∆−m|
−ε+mωex − 12
∑
l 6=−m
∆2
l
ε+lωex
 . (5.63)
To get the eigenstates of HTLS, we calculate |Φn,±〉〉 = exp(−iS)|Φeffn,±〉〉 and, following
Appendix B.2, we determine the survival probability P↓→↓(t). In Fig. 5.3, we visualize the
results for the survival probability close to a 2-photon resonance obtained from the RWA
4We perform the calculation of the effective Hamiltonian (5.58) and the corresponding transformation
matrix only to second order in ∆, whereas for the frequency [Eq. (5.61)], the mixing angle [Eq. (5.63)], and
the calculation of the survival probability, we retain also higher orders.
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Figure 5.2: Quasienergies against static bias ε. The upward triangles result from numerical
diagonalization of the Floquet matrix (5.46), while the solid lines correspond to the analytical formulas
(5.59) and (5.60). Parameters are ωex/∆ = 2.0, A/∆ = 3.0. At an m-photon resonance, we find
avoided crossings with a gap distance of ∆m.
approach and first- and second-order Van Vleck perturbation theory. We notice that by
applying the RWA the fast oscillations in the first-order Van Vleck result are averaged out.
When we compare first- and second-order predictions, the shift of the oscillation frequency
is striking. But also the amplitude of the oscillations changes, which is due to the corrected
mixing angle, Eq. (5.63). Inserting the second-order mixing angle and frequency into the
RWA formula (5.56) results in averaging over the fast oscillations of the second-order Van
Vleck graph. To cover also the fast driving-induced oscillations, it is essential to use the
eigenstates |Φn,±〉〉 instead of the effective ones, which leads to a more complicated formula
for P↓→↓(t), see Appendix B.2.
5.2.4 Validity of the Van Vleck approach
We close this section with an overview of the parameter regime in which our approach is valid.
To apply Van Vleck perturbation theory at all, a requirement for the Floquet Hamiltonian
is that it has for finite ∆ a similar doublet structure as in the unperturbed case (∆ = 0).
This means that the off-diagonal elements in (5.46) connecting different doublets with each
other must be much smaller than the distance between those doublets [28]:
|〈〈u0n,↑|∆σx|u0l+m+n,↓〉〉| ≪ |E0n,↑ − E0l+m+n,↓| (5.64)
for any l 6= 0. Using Eqs. (5.47) and (5.49), this becomes
|∆−l−m| ≪ |ε− (l +m)ωex|. (5.65)
Because |∆−l−m| ≤ ∆, this condition can be even fulfilled for frequencies ωex < ∆. Once
Eq. (5.65) is satisfied, we still have to check at which order one can stop the perturbative
expansion in ∆. We will distinguish now between two situations: the case of being close to
or at an m-photon resonance and the regime far from resonance.
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Figure 5.3: Survival probability P↓→↓(t) close to a 2-photon resonance. The parameters are
ε/∆ = 4.1, ωex/∆ = 2.0, A/∆ = 3.0. We compare results obtained from a RWA and the first-
and second-order VVP. Furthermore, we show the averaged second-order Van Vleck dynamics, which
correspond to Eq. (5.56) with the Van Vleck frequency [Eq. (5.61)] and second-order mixing angle
[Eq. (5.63)].
Dynamics close to or at resonance
Using ε ∼ mωex, Eq. (5.65) becomes simply
ωex ≫ |∆−l−m||l| . (5.66)
Note that the right-hand side of (5.66) still depends on A/ωex. Thus, while being surely
fulfilled in the RWA case, ωex ≫ ∆, condition (5.66) is in general less restrictive. To show
this, we examine the following two limiting cases. First, the limit A/ωex ≪ 1 is considered.
For arguments with 0 < x≪ √n+ 1, the nth-order Bessel function becomes approximately
[77]
|Jn(x)| ≈ x
|n|
2|n||n|! . (5.67)
Thus, for A/ωex ≪ 1, we find that
|∆n| ≈ (A/ωex)
|n|
2|n||n|! ∆ (5.68)
and (5.66) becomes
ωex ≫ ∆ (A/ωex)
|−l−m|
2|−l−m||l|| − l −m|! . (5.69)
Because A/ωex ≪ 1, Eq. (5.69) is fulfilled for any l 6= 0 if it is satisfied for l = −m; i.e., if
ωex ≫ ∆|m| . (5.70)
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In the case of a 1-photon resonance, this leaves us with the RWA condition, ωex ≫ ∆,
as then nearest-neighbor doublets are connected by a ∆0 element in the Floquet matrix
which approaches ∆ for small A/ωex. All other perturbative off-diagonal entries in (5.46)
are vanishingly small. In the case of an m-photon resonance with m 6= ±1, the dressed
element ∆0 connects more distant doublets, so that the Van Vleck condition (5.66) can be
realized according to (5.70) for frequencies smaller than the ones demanded by the RWA.
In the opposite limit of A/ωex ≫ 1, an upper bound for the dressed Bessel function is [77]
|∆n| ≤ ∆
√
ωex/A. (5.71)
Using this, we find that (5.66) is verified if
ωex ≫ ∆
2
A
. (5.72)
Since A ≫ ωex, it follows that ∆2 ≪ Aωex < A2 and thus A ≫ ∆. Hence, Eq. (5.72)
represents an improvement to the RWA condition.
Figure 5.4: Comparison of the main oscillation frequency ΩRWAm obtained by the RWA and second-
order Van Vleck frequency Ω
(2)
m for a fixed static bias, ε = 4.0∆. The relative mistake performing the
RWA is shown against the driving frequency ωex/∆ and driving amplitude A/∆. The darkest areas
show regions in parameter space of small or no deviations between the two approaches, whereas the
lightest areas show a deviation of 15 % or more.
Further, being close to an m-photon resonance, one single frequency will dominate the sys-
tem’s behavior, and thus neglecting the remaining fast-oscillating terms will already give
a good picture of the coarse-grained dynamics. This dominating frequency is represented
by ΩRWAm and by Ω
(2)
m in the case of the RWA and the second-order VVP, respectively. To
obtain those frequencies, it is enough to diagonalize the corresponding effective Hamiltonian,
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without yet considering any modification of the eigenstates of the effective Hamiltonian. As
shown in the previous subsection, ΩRWAm corresponds to the main frequency of the system
obtained by applying VVP to first order in ∆. Naturally the question arises as to how good
these approximations are, or which orders in ∆ are necessary depending on the parameter
regime.
In a first step, we examine the improvement obtained by using second-order VVP compared
to the RWA; that is, we consider
ǫRWA =
|ΩRWAm − Ω(2)m |
Ω
(2)
m
, (5.73)
and plot it in Fig. 5.4 against the driving frequency ωex and amplitude A at a fixed value
of the static bias ε. The deviations are visualized through different shades of color. The
lightest areas stand for a relative mistake of 15 % or more. We can tell from Fig. 5.4 that the
RWA fails for low driving frequencies and/or weak driving amplitudes. The darkest areas
determine regions in the parameter space where almost no difference between the RWA and
second-order VVP can be found. Of course this is no indication that the results are reliable
in those areas, but rather that second-order perturbation theory yields no improvement to
the RWA.
Figure 5.5: Comparison of the main oscillation frequency Ωm obtained by second-order and third-
order VVP for a fixed static bias, ε = 4.0∆. The relative mistake performing second-order perturba-
tion theory is shown against the driving frequency ωex/∆ and driving amplitude A/∆. Color scale is
the same as in Fig. 5.4.
To check the accuracy of the second-order Van Vleck frequency Ω
(2)
m , we calculate the devi-
ation
ǫ(2) =
|Ω(2)m − Ω(3)m |
Ω
(3)
m
(5.74)
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from the frequency Ω
(3)
m obtained applying VVP to third order [121]. Results for ǫ(2) are
shown in Fig. 5.5. Again we only consider mistakes up to 15 %. We find strong deviations in
the region of low driving frequencies and intermediate driving amplitudes. In the remaining
parameter space, the agreement between second- and third-order VVP is quite good apart
from small islands. Those islands are located at values of ωex and A where the second-
order condition for coherent destruction of tunneling (CDT) is fulfilled, see discussion in
Sec. 5.3.3. For example, for ε/∆ = 4.0 and ωex/∆ = 2.0, they occur at the zeros of the
Bessel function J2(A/ωex). Since at those points the second-order frequency Ω
(2)
m vanishes,
even small third-order contributions yield a significant correction. This behavior visualizes
nicely the findings of Barata et al. [127] and Frasca [128], who proved analytically that Ωm
does not completely vanish at the zeros of the Bessel function if third-order contributions in
∆ are taken into account. On the contrary, both the RWA and second-order VVP predict a
vanishing frequency at those points and therefore agree perfectly with each other in Fig. 5.4.
We want to emphasize again that, as can be seen from Fig. 5.5, our approach also yields
good results for low driving frequencies, ωex < ∆, and small driving amplitudes, A ∼ ∆.
In Fig. 5.6, we show the survival probability P↓→↓(t) and its Fourier transform
F (ν) :=
∫ ∞
−∞
dt P↓→↓(t)e
iνt (5.75)
at resonance ε = ωex but for a driving amplitude with |J1(A/ωex)| 6= 0. One clearly sees that
one frequency, namely, Ω1, is dominating, and already the RWA conveys a good impression
of the dynamics.
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Figure 5.6: Survival probability P↓→↓(t) and the absolute value of its Fourier transform F (ν) for
ε/∆ = 4.0, ωex/∆ = 4.0, and A/∆ = 4.1. The oscillation frequency corresponding to Ω1 = 0.45∆
is dominating and is also predicted by the RWA approach. Notice, that there is exact agreement
between the second-order VVP and the numerical results.
Dynamics away from resonance
The situation changes when we are away from a resonance. Already intuitively it becomes
clear that the dynamics will not be governed anymore by a single frequency. Therefore, by
looking only at the coarse-grained dynamics of the system and averaging out the driving-
induced oscillations, significant information is lost. This case is presented in Fig. 5.7, where
we are in the region between the 1- and 2-photon resonances. In contrast to Fig. 5.6 we find
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that several frequencies are dominating and determine the dynamics of the system. Second-
order VVP reflects this behavior almost perfectly because the driving-induced oscillations
are accounted for. However, the RWA shows only one single oscillation since the others are
averaged out. It depends on the choice of m in the formula for the RWA, Eq. (5.52), which
of the frequencies is taken. This explains also the cuts in Fig. 5.4; see, for example, the
horizontal line just below ωex/∆ ≈ 3. At these values of the frequency we change m in
our analytical calculation. In Fig. 5.5 those cuts are barely visible. Being away from the
resonance point, the modifications of the external driving on the system’s eigenstates must
not be neglected.
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Figure 5.7: Survival probability P↓→↓(t) and the absolute value of its Fourier transform F (ν) for
ε/∆ = 4.0, ωex/∆ = 2.7, and A/∆ = 4.1. The numerical and the second-order Van Vleck graph
clearly show several dominating oscillation frequencies, while the RWA only shows one of them. Note
also the different scale of the y axis of the right graph compared to Fig. 5.6
Off-resonance, the requirement (5.65) for VVP is surely fulfilled for a large enough static
bias,
|∆−l−m| ≪ ε. (5.76)
5.3 The dissipative system
To include dissipative effects on our system, we consider the time dependent spin-boson
Hamiltonian [1, 74, 112]
H(t) = HTLS(t) +HB +HS-B, (5.77)
introduced in Sec. 3.5.2, Eq. (3.51). As a reminder: The environmental degrees of freedom
are modeled by an infinite set of harmonic oscillators, HB =
∑
k ~ωkb
†
kbk, which are bilinearly
coupled to the TLS by the coupling Hamiltonian
HS-B = X˜
∑
k
~νk(b
†
k + bk) + X˜
2
∑
k
~
ν2k
ωk
. (5.78)
We define X˜ = σz/2 as the position of the TLS and omit the tilde in the following discussion.
We saw in Sec. 5.1.3 how the Floquet-Born-Markov master equation is derived from the spin-
boson Hamiltonian (5.77). For the driven TLS it reads
ρ˙αβ(t) = −i(Eα − Eβ)ραβ(t) + π
∑
α′,β′
Lαβ,α′β′(t)ρα′β′(t), (5.79)
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where the density matrix is expressed in the basis of the energy eigenstates of the TLS:
ραβ(t) = 〈Φα(t)|ρ(t)|Φβ(t)〉, α, β = ±. (5.80)
Notice that Eα ≡ E0,α and |Φα(t)〉 ≡ |Φ0,α(t)〉. The first part of (5.79) describes the
nondissipative dynamics as treated in Sec. 5.2. The influence of the bath is fully characterized
by the time dependent rate coefficients
Lαβ,α′β′(t) =
∑
n,n′
ei(n+n
′)ωext
{
(Nn,αα′ +N−n′,ββ′)Xn,αα′Xn′,β′β
− δββ′
∑
β′′
Xn′,αβ′′Nn,β′′α′Xn,β′′α′ − δαα′
∑
α′′
N−n,α′′β′Xn,β′α′′Xn′,α′′β
}
(5.81)
with Nn,αβ = N(Eα − Eβ + nωex), N(ω) = G(ω)nth(ω), and nth(ω) = 12 [coth(~βω/2) − 1].
5.3.1 Position matrix elements
As also the matrix elements of the position operator X = σz/2 are periodic in time, we
express them in a Fourier series, 〈Φα(t)|X|Φβ(t)〉 =
∑
n e
inωextXn,αβ. According to Sec.
5.1.1, the Fourier coefficients Xn,αβ, which also appear in the rate equations (5.81), can be
calculated by
Xn,αβ =
1
T
∫ T
0
dt e−inωext〈Φα(t)|X|Φβ(t)〉 = 〈〈Φn,α|X|Φn,β〉〉. (5.82)
From this we find that X−n,αβ = X
∗
n,βα and that we can use the Floquet eigenstates (A.24)
and (A.25) to calculate the Fourier coefficients to second order in ∆. We get
X
(2)
n,−+ = X
(1)
n,−+(Θm) +
sinΘm
8
∑
k 6=n,m
∆n−k−m∆−k
[ε+ (n− k −m)ωex][−ε+ kωex] , (5.83)
X
(2)
n,−− = X
(1)
n,−−(Θm)−
cosΘm
8
∑
k 6=n+m,m
∆n−k∆−k
[ε+ (n− k)ωex][−ε+ kωex] , (5.84)
with
X
(1)
n,−+(ξ) =
sin ξ
2
δn,m − sign (∆−m)
2
[
sin2
ξ
2
∆−n
−ε+ nωex + cos
2 ξ
2
∆n−2m
ε+ (n− 2m)ωex
]
(1− δn,m),
(5.85)
X
(1)
n,−−(ξ) = −
cos ξ
2
δn,0 +
sign (∆−m)
4
sin ξ
[
∆−m−n
−ε+ (m+ n)ωex −
∆n−m
ε+ (n−m)ωex
]
(1− δn,0),
(5.86)
where for ξ either the mixing angle ΘRWAm or Θm is used. Further, we find that X
(2)
n,++ =
−X(2)n,−−. Within the RWA, we would get
XRWAn,−+ =
1
2
sinΘRWAm δn,m and X
RWA
n,−− = −
1
2
cosΘRWAm δn,0. (5.87)
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Figure 5.8: Fourier coefficient |Xn,−−| for various values of n against driving amplitude A. We
examine the case ε = 2ωex = 4.0∆. The black triangles show data points from numerical diagonaliza-
tion of the Floquet matrix; the red dashed curve is obtained from first-order perturbation in ∆ [Eq.
(5.86)], whereas the green solid curve is obtained by going to second order in ∆, see Eq. (5.84).
From this we notice that, in the case of a simple RWA, XRWAn,−+ would be nonzero for n = m
and XRWAn,−− for n = 0 only. An improvement to that can already be achieved by using VVP
to first order in ∆, yielding X
(1)
n,αβ(Θ
RWA
m ). It contains next to the RWA results additionally
first-order corrections for any index n in Xn,αβ . Figures 5.8 and 5.9 show the absolute value
of the coefficients Xn,−− and Xn,−+, respectively. We find a good agreement between the
results obtained by a numerical diagonalization of the Floquet matrix (5.46) and second-
order VVP, Eqs. (5.83) and (5.84). Concerning Figs. 5.8 (b) and (d) we see a qualitative
improvement by going from first to second order in ∆. While in Fig. 5.8 (b) the first-order
result approaches a nonvanishing coefficient X2,−− for A → 0, Eq. (5.84) corresponds to
the numerical calculation very well even in the region of low driving amplitude and meets
our expectation that all Fourier coefficients except for X0,αβ vanish at zero driving. The
problem of the first-order results at low driving strength is caused by the definition of the
first-order mixing angle ΘRWAm , Eq. (5.55), which is π/2 for ε = mωex. When n 6= ±m in
X
(1)
n,−−(Θ
RWA
m ), the coefficient approaches zero for A→ 0 because of the term[
∆−m−n
−ε+ (m+ n)ωex −
∆n−m
ε+ (n−m)ωex
]
(5.88)
in Eq. (5.86). However, for n = ±m a zeroth-order Bessel function occurs in that part which
does not vanish for A → 0. A second-order improvement of the mixing angle as done in
Eq. (5.63) solves this problem. In Fig. 5.8 (d) the first-order solution predicts a coefficient
X
(1)
0,−−(Θ
RWA
m ) which is constantly zero.
Also, in Fig. 5.9 a noticeable improvement between first- and second-order perturbation the-
ory can be seen. In 5.9 (c) the first-order solution shows a constant coefficientX
(1)
2,−+(Θ
RWA
m ) =
0.5. We see from the numerics and second-order results that indeed this constant value is
reached asymptotically for high driving amplitudes; however, for small driving amplitudes,
we find a vanishing coefficient. In Fig. 5.9 (h) we can observe a behavior like in 5.8 (b),
namely, that X
(1)
4,−+(Θ
RWA
m ) does not approach zero for A→ 0. The explanation is similar to
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Figure 5.9: Fourier coefficient |Xn,−+| for various values of n against driving amplitude A. The
parameters are the same as in Fig. 5.8.
the above case.
5.3.2 Moderate rotating-wave approximation
Having calculated the position matrix elements, our rate coefficients Lαβ,α′β′(t) are fully
determined. What remains to do is to solve the Floquet-Born-Markov master equation
(5.79) for the density matrix ρ. For an analytical calculation, there is, however, still a
difficulty: the time dependence of the coefficients. To get rid of this, we perform a moderate
rotating-wave approximation (MRWA) [125]; i.e., we neglect fast-oscillatory terms in (5.81),
which amounts to selecting only the terms with n′ = −n, and obtain
LMRWAαβ,α′β′ =
∑
n
{
(Nn,αα′ +Nn,ββ′)Xn,αα′X−n,β′β
− δββ′
∑
β′′
X−n,αβ′′Nn,β′′α′Xn,β′′α′ − δαα′
∑
α′′
N−n,α′′β′Xn,β′α′′X−n,α′′β
}
. (5.89)
We observe that LMRWAαα,−+ = LMRWAαα,+− , LMRWA−+,αα = LMRWA+−,αα , LMRWAαβ,αβ = LMRWAβα,βα , and LMRWAαβ,βα =
LMRWAβα,αβ . Moreover, ρ−−(t)+ρ++(t) = 1 and ρ+−(t) = ρ∗−+(t). This yields simple expressions
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for the reduced density matrix elements to first order in the coupling κ to the bath:
ρ−−(t) = π
LMRWA−−,++
γrel
+ crel
i
π
(mωex +Ω
(2)
m )e
−γrelt + 2LMRWA−−,−+Re{cdephe−i(mωex+Ω
(2)
m )t}e−γdepht,
(5.90)
ρ−+(t) = crel(LMRWA−+,++ − LMRWA−+,−−)e−γrelt +
1
2
LMRWA−+,+−cdephe−i(mωex+Ω
(2)
m )te−γdepht
+ c∗deph
i
π
(mωex +Ω
(2)
m )e
i(mωex+Ω
(2)
m )te−γdepht. (5.91)
The constants crel and cdeph are fully determined by the initial conditions, Eq. (B.11). The
expressions for the relaxation and dephasing rates are
γrel = π
(LMRWA−−,++ − LMRWA−−,−−) , γdeph = −πLMRWA−+,−+. (5.92)
With (5.89) we can express them in terms of the position matrix elements, yielding
γrel = 4π
∑
n
[
Nn,−+ +
1
2
κ(E− − E+ + nωex)
]
X2n,−+, (5.93)
γdeph =
1
2
γrel + 4π
∑
n
Nn,−−X
2
n,−−. (5.94)
With (5.83) and (5.84) we arrive finally at one major result:
γrel = γ
0
rel +
∑
n 6=0
γnrel and γdeph = γ
0
deph +
∑
n 6=0
γndeph (5.95)
with the contributions
γ0rel = πG
(
Ω
(2)
m
2
)
coth
(
~β
2
Ω(2)m
)
sin2Θm
[
1− 1
2
∑
k 6=m
∆2−k
(ε− kωex)2
]
, (5.96)
γnrel = πG
[
1
2
(Ω(2)m − nωex)
]
coth
[
~β
2
(
Ω(2)m − nωex
)]
×
[
cos2
Θm
2
∆n−m
ε+ (n−m)ωex − sin
2 Θm
2
∆−(n+m)
ε− (n+m)ωex
]2
(5.97)
and
γ0deph =
1
2
γrel + πN(0) cos
2Θm
[
1− 1
2
∑
k 6=m
∆2−k
(ε− kωex)2
]
, (5.98)
γndeph =
π
8
G(nωex)
[
coth
(
~β
2
nωex
)
− 1
]
sin2Θm
[
∆−m−n
−ε+ (m+ n)ωex −
∆n−m
−ε+ (n−m)ωex
]2
.
(5.99)
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Figure 5.10: Relaxation (a) and dephasing rate (b) against driving amplitude A for ωex/∆ = 2.0,
ε/∆ = 4.1, ~β∆ = 10, and κ = 0.01. Results obtained within second-order VVP are compared with
RWA calculations. Notice that the RWA predicts an unphysical vanishing of the relaxation rates at
the zeros of ∆2.
For zero temperature, an instructive interpretation of those rates in terms of a dressed energy
level diagram is given in [75]. Within the RWA, on the contrary, the corresponding rates
read
γRWArel = πG
(
ΩRWAm
2
)
coth
β~
2
ΩRWAm sin
2ΘRWAm and γ
RWA
deph =
1
2
γRWArel + πN(0) cos
2ΘRWAm .
(5.100)
The RWA rates correspond to those of an undriven TLS [1] using the dressed energy levels
and the RWA mixing angle ΘRWAm .
In Fig. 5.10, we compare the rates obtained through VVP with the RWA ones for an Ohmic
spectral density, GOhm(ω) = κω. For both the relaxation rate, Fig. 5.10 (a), and the
dephasing rate, Fig. 5.10 (b), the RWA approach underestimates the rates. The failing
of the RWA becomes especially evident in Fig. 5.10 (a), where a zero relaxation rate is
predicted for driving amplitudes A under which ∆m vanishes. This implies in particular no
relaxation at zero driving and m 6= 0 simultaneously. Again we see that the higher-order
matrix elements in the Floquet matrix (5.46) are necessary in order to correctly describe
the dynamics. We find that for certain values of the driving amplitude, namely, whenever
∆m = 0, γ
0
rel vanishes and thus γrel becomes minimal. This could be exploited experimentally
to minimize relaxation. On the other hand, for higher driving amplitudes, γdeph exhibits
peaks at ∆m = 0 because of the cosine in γ
0
deph. For a high driving amplitude, our rates
approach asymptotically the ones predicted by an RWA approach. In the opposite regime of
small driving amplitudes, however, deviations between the RWA and Van Vleck rates occur,
as matrix elements connecting the different doublets in the Floquet matrix play a more
important role. Common to both approaches is that the external driving yields a reduction
of the rates with increasing strength, a behavior which was already numerically predicted,
e.g., in [129].
The failure of the RWA also becomes evident in Fig. 5.11, where we show the dissipative
dynamics obtained for an Ohmic environment. Comparing the results for P↓→↓(t) which
we obtain from second-order VVP – formulae (5.90) and (5.91) combined with (B.9) – with
the RWA result, we find striking differences. Considering the long-time dynamics (the inset
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Figure 5.11: Dissipative dynamics close to a 2-photon resonance. The parameters are ε/∆ = 4.1,
ωex/∆ = 2.0, A/∆ = 3.0, κ = 0.01, and ~β∆ = 10. Analytical results obtained by second-order VVP
are compared with RWA results. Left-hand graph: Survival probability P↓→↓(t). The inset shows
the long-time dynamics and visualizes the deviation of the RWA from the Van Vleck dynamics in the
asymptotic limit.
Right-hand graph: Absolute value of the Fourier transform F (ν) of the survival probability. Next
to the relaxation peak at ν = 0 the RWA dynamics are governed by a single frequency ν = ΩRWAm .
The second-order dynamics also exhibit the relaxation peak and a main frequency, which, however, is
shifted to ν = Ω
(2)
m . Additionally, the higher harmonics of the driving can be seen in the second-order
dynamics. For visualization of the δ peaks, appearing at ν = nωex, a finite width and height have
been artificially introduced. Furthermore, broadened peaks appear at ν = nωex ± Ω(2)m .
in the left graph of Fig. 5.11), we see that the RWA predicts quite a different asymptotic
value for P↓→↓(t). We notice further that the RWA exhibits a single oscillation frequency,
which decays completely to a constant value, while within the Van Vleck solution P↓→↓(t)
oscillates for t → ∞ around the equilibrium value. This latter behavior corresponds to
the continuous driving of the system through the external field. It is completely missed
by the RWA approach. For a further analysis of the dynamics, it is helpful to consider
the Fourier transform of P↓→↓(t), see right-hand graph in Fig. 5.11. Both the RWA and
Van Vleck dynamics exhibit a relaxation peak at ν = 0 and the dressed frequency of the
system at ν = ΩRWAm and ν = Ω
(2)
m , respectively. Those latter peaks have a finite width due
to the dephasing. Within the RWA ΩRWAm is the only frequency, while we find additional
frequencies for second-order Van Vleck dynamics. They result from the higher harmonics of
the driving and are located at integer multiples of the driving frequency, ν = nωex, and at
ν = nωex ± Ω(2)m . The peaks at ν = nωex are δ shaped as they suffer no dephasing, whereas
the peaks at ν = nωex ± Ω(2)m show the broadening of the main frequency. Already in the
nondissipative dynamics, Eq. (B.19), we found the appearance of those multiple frequencies.
They result from the beyond-RWA contributions in (B.14) and (B.15) and reflect the external
driving. Dephasing only influences the dressed frequency Ω
(2)
m in ρ−−(t) and ρ−+(t), see
(5.90) and (5.91), and thus for the equilibrium state, the external frequency at ν = nωex is
dominating. This asymptotic behavior agrees well with the findings in [130–132].
5.3.3 Coherent destruction of tunneling
It has been found in [107, 108] for a driven double-well potential and for a driven TLS in
[109] that under certain conditions, coherent destruction of tunneling (CDT) occurs. For a
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symmetric TLS (ε = 0) and for high enough driving frequencies (ωex ≫ ∆) this phenomenon
was predicted to happen approximately at the zeros of J0(A/ωex), as can also be seen from
Eq. (5.57). For a nonzero static bias and high frequencies, the necessary conditions for CDT
are ε = mωex and Jm(A/ωex) = 0 [133, 134]. In this section, we compare the predictions of
the RWA and VVP against exact numerical results.
For the case of an exact m-photon resonance (ε = mωex) and nonvanishing ∆m, the RWA
mixing angle is ΘRWAm = π/2, and we get from Eq. (5.56),
PRWA↓→↓ (t) = cos
2
(
|Jm(A/ωex)∆| t
2
)
. (5.101)
Also from this formula, we see that CDT occurs at the zeros of Jm(A/ωex). Notice, however,
that for Jm(A/ωex) = 0, Eq. (5.56) predicts P
RWA
↓→↓ (t) ≡ 1 even for systems which are not at
an m-photon resonance; i.e., within the RWA, the condition ε = mωex is not necessary for
CDT.
Interestingly, also second-order VVP predicts Ω
(2)
m = 0 for ε = mωex and Jm(A/ωex) = 0, see
Eq. (5.61). However, as shown in [127, 128] and discussed in Sec. 5.2.4, this condition holds
only to second order in ∆; third-order corrections will cause Ω
(3)
m to be small but finite for
ε = mωex and Jm(A/ωex) = 0. Thus, instead of being localized, the dynamics will oscillate
with a large period.
To visualize this behavior, we examine in the following without loss of generality the case of a
3-photon resonance. We choose ωex/∆ = 2.0 and ε/∆ = 6.0. Then the first zero of J3(A/ωex)
occurs at A/∆ ≈ 12.7603. Using those parameters in Eq. (5.61), the Van Vleck oscillation
frequency Ω
(2)
3 is zero. Figure 5.12 shows a comparison between the RWA and Van Vleck
dynamics to second order and an exact numerical treatment of the Floquet Hamiltonian for
the above parameters. For the RWA, we see a complete destruction of tunneling because the
driving-induced oscillations are not accounted for. Also, within the Van Vleck description,
the coherent oscillations are strongly suppressed; however, we notice fast oscillations because
of the external driving. This becomes especially clear in Fig. 5.12 (b). At t = (2n+1)π/ωex
with n = 0, 1, 2, 3..., we find sharp dips. The plateaus in between show weak oscillations
whose number changes with m. The situation changes strongly for the numerical graph:
instead of a localization, a complete inversion of the population occurs; CDT seems to have
vanished completely, as Ωm is not zero. Considering, however, the time scale in Fig. 5.12
(a), we notice that the period of 2π/Ωm is rather large. For short times, see figure 5.12 (b),
also the numerical dynamics appear to be localized. Note that this observation also holds
for the high-frequency case examined in [109]: considering the dynamics at long times the
localization will also be destroyed there due to higher-order effects.
In Fig. 5.13, CDT under the influence of dissipation is examined. As in Fig. 5.12, we
investigate a 3-photon resonance with vanishing frequencies ΩRWA3 and Ω
(2)
3 . We compare
the dynamics obtained by a numerical solution of the Floquet-Born-Markov master equation
(5.79) using the exact eigenstates of the Floquet Hamiltonian, the analytical Van Vleck-
MRWA approach, Eqs. (5.90) and (5.91), and the RWA. While the Van Vleck and RWA
solutions relax incoherently to a stationary state, the numerical solution exhibits two full
oscillations with Ωm. As in the nondissipative case, the exact oscillation frequency Ωm
is nonzero. For stronger damping those slow oscillations disappear. Both the numerical
and Van Vleck oscillations show fast driving-induced oscillations which survive also in the
stationary state. While for short time scale, Fig. 5.13 (b), both approaches agree quite well,
one finds that in the long time limit the amplitude of the fast oscillations predicted by the
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Figure 5.12: Coherent destruction of tunneling for the nondissipative case (κ = 0). The survival
probability P↓→↓(t) is shown at a 3-photon resonance. The parameters are ε/∆ = 6.0, ωex/∆ =
2.0, and A/∆ = 12.7603. The Van Vleck solution is compared with the RWA and a numerical
diagonalization of the Floquet Hamiltonian. Within the RWA, a complete destruction of tunneling
can be observed, whereas the analytic Van Vleck solution exhibits driving-induced oscillations. The
numerical solution predicts, on the contrary, complete population inversion with low but nonvanishing
frequency Ωm. Figure (b) is a blowup from figure (a) for a shorter time scale. There, the numerical
and Van Vleck solutions agree well, and one can nicely see the small oscillations resulting from a
3-photon absorption or emission.
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Figure 5.13: Coherent destruction of tunneling for the dissipative case (κ = 0.01, ~β∆ = 10). The
remaining parameters are the same as in Fig. 5.12. A comparison between the numerical solution
of the Floquet Hamiltonian and the full master equation (5.79), the Van Vleck combined with the
MRWA approach, and RWA results is provided. The RWA approach predicts a slower relaxation
than the numerical one and Van Vleck solution. Deviations between the numerical and Van Vleck
solutions can be seen especially in the long time limit. As in Fig. 5.12, the numerical result predicts
oscillations with a nonvanishing frequency Ωm. For short times, see figure (b), the numerical and
Van Vleck results agree well.
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analytical solution is smaller than the exact numerical one. Compared to the RWA solution,
where the equilibrium value is reached after longer time and the fast oscillations are averaged
out, VVP is clearly an improvement.
5.3.4 Driving-induced tunneling oscillations
An effect contrary to CDT are driving-induced tunneling oscillations (DITO). It has been
predicted in [110–112] and experimentally shown in [70] that for a high static energy bias,
ε ≫ ∆, and for high driving frequency, ωex ≫ ∆, coherent oscillations with frequency
∆|Jm(A/ωex)| and large amplitude are induced if ε ≈ mωex. The DITO are often also
named Rabi oscillations even though in the original problem of Rabi [135] a circularly po-
larized driving field couples to the TLS. As a consequence, the obtained frequency of the
oscillations is linear in A.
In this section, we are going to investigate the effect in the regime of moderate energy bias
and driving frequency. First, we examine again the nondissipative case (κ = 0), see Fig.
5.14. As parameters, we choose a moderate driving amplitude and frequency: A/∆ = 3.0
and ωex/∆ = 2.0. For an exact 3-photon resonance, condition (5.62) must be fulfilled and
thus ε/∆ ≈ 5.9011. Note that the RWA resonance condition (5.49), ε = 3ωex, is only
valid in the case of high frequencies ωex ≫ ∆. With condition (5.62) used, VVP results
in the oscillation frequency Ω
(2)
3 = ∆|J3(A/ωex)|, and for times t = (2n + 1)π/Ω(2)3 with
n = 0, 1, 2, 3..., one finds a complete population inversion, see the Van Vleck graph in Fig.
5.14 (a). Furthermore, in Fig. 5.14 (b), one can nicely see the modifications resulting from
the external driving: three small oscillations corresponding to a 3-photon resonance. The
exact numerical solution shows a slightly shifted main oscillation frequency Ω3. The RWA
approach exhibits the oscillation frequency ΩRWA3 , which is strongly out of phase compared
to the numerical and Van Vleck one, and also has a smaller amplitude, so that a complete
population inversion is not reached. When changing the driving frequency to be slightly
out of resonance, the driving-induced tunneling oscillations are strongly suppressed, and the
system is almost completely localized in the initial state. This behavior originates – contrary
to the CDT – not in a zero oscillation frequency Ω
(2)
3 but rather in a vanishing amplitude of
the Ω
(2)
3 oscillation. Also the RWA at ωex = 1.9∆ is suppressed.
In Fig. 5.15, we consider the influence of the environment. At exact resonance, we observe
within the numerical solution and the Van Vleck-MRWA approach coherent oscillations de-
caying to an equilibrium value. Before reaching the equilibrium value, the dynamics are
dominated by the frequency Ω3, while in the long time limit the coherent oscillations die
out; faster ones with the driving frequency ωex and its higher harmonics around a static
equilibrium value are found. The agreement between the numerical and analytical calcula-
tions is quite good. Also, in the RWA approach, the coherent oscillation of frequency ΩRWA3
dies out to a stationary state. However, apart from the frequency shift already observed in
the nondissipative case and the smaller amplitude, the equilibrium value also differs strongly
from the one obtained within the Van Vleck solution. Furthermore, since fast oscillations are
completely neglected, the stationary state is constant. Considering the Van Vleck solution
for a slightly shifted driving frequency, ωex/∆ = 1.9, we notice an almost incoherent decay
to an equilibrium value which is much lower than the one of the dynamics with ωex/∆ = 2.0.
Thus, dissipation leads here to an almost complete inversion of the population.
We observe that our analytical methods are also able to recover the findings for the pop-
ulation difference in Chapter 3.2 of [112] in the high-frequency limit (ωex ≫ ∆) and even
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Figure 5.14: Driving-induced tunneling oscillations for the nondissipative case (κ = 0). The
survival probability P↓→↓(t) is shown for A/∆ = 3.0, ωex/∆ = 2.0, and ε/∆ = 5.9011 (exact 3-
photon resonance). Three approaches are compared: a complete numerical solution of the Floquet
Hamiltonian, second-order VVP, and the RWA approach. For the first two approaches, complete
population inversion is predicted, and for the Van Vleck dynamics we find the main oscillation
frequency Ω
(2)
3 = ∆|J3(A/ωex)|. Besides, the numerical and Van Vleck approaches exhibit small
driving-induced oscillations, see especially figure (b). The RWA predicts a strongly shifted oscillation
frequency. Moreover, population inversion is incomplete. For further comparison, the RWA and the
Van Vleck approaches are shown for a slightly shifted external frequency, ωex/∆ = 1.9. The dynamics
in this case are almost completely localized.
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Figure 5.15: Driving-induced tunneling oscillations for the dissipative case (κ = 0.01 and ~β∆ =
10). Remaining parameters are the same as in Fig. 5.14. The numerical solution of the master
equation (5.79), the analytical Van Vleck-MRWA solution, and the RWA solution for ωex/∆ = 2.0
are compared. Good agreement between the numerical and the Van Vleck solutions can be observed
on both long (a) and short (b) time scales. Within the RWA, not only are the main frequency and
amplitude changed and the driving-induced oscillations missed, but also the equilibrium value lies
far above the Van Vleck prediction. The RWA and the Van Vleck-MRWA solution for ωex/∆ = 1.9
show an almost incoherent decay, and their long time limits differ strongly from the corresponding
ones for ωex/∆ = 2.0.
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can reproduce the small modulations which are found there by a numerical treatment of
the dynamics. Furthermore, we are able to go beyond the assumption of a high driving
frequency.
5.4 Summary
In conclusion, we discussed the dynamics of the spin-boson system exposed to an external
ac driving. For zero qubit-bath coupling, our investigations in this chapter can be seen as
an extension of the work on the qubit-oscillator system done in the previous chapters, in the
sense that the oscillator is now in the high-photon limit and thus can be treated classically.
Indeed, we could use Van Vleck perturbation theory in ∆ just as we did in Sec. 2.3 to find an
effective Floquet Hammiltonian. We could show in Sec 5.2.3 that this effective Hamiltonian
is equivalent to the one found in the case of a quantized oscillator, where now the dressing of
the tunneling matrix element by Laguerre polynomials is replaced by a dressing with Bessel
functions.
We found corrections to the renormalized Rabi frequency ΩRWAm [Eq. (5.52)] also leading to
a shift of the resonance condition for an m-photon resonance [Eq. (5.62)]. The so calculated
quasienergy spectrum is in very good agreement with results found by a numerical diagonal-
ization of the Floquet Hamiltonian for all values of the static bias ε. Upon investigation of
the survival probability P↓→↓(t), we could recover the shifted oscillation frequency reported
already in [121]. We included also the second-order modifications to the Floquet states in our
calculation, which account for the higher harmonics induced through the external driving
and lead to fast oscillations in P↓→↓(t), see Figs. 5.3 and 5.11. Our results are at the same
time valid for the whole range of the driving amplitude A and for moderate to high driving
frequencies ωex, see the discussion in Sec. 5.2.4.
Assuming weak coupling between TLS and bath, we arrived at a closed analytical expres-
sion for the time evolution of the system. In contrast to the NIBA, we are able to treat
both an unbiased and a biased TLS for low temperatures and weak damping, applying the
Born-Markov and moderate rotating-wave approximation in Sec. 5.3.2. In Sec. 5.3.1, we
visualized the good agreement between our analytical formulas for the position matrix ele-
ments and a numerical calculation even for low driving amplitudes. This turned out to be
essential to arriving at a physically realistic result for the relaxation and dephasing rates
given in Sec. 5.3.2. Comparing RWA to Van Vleck results, we found strong deviations
and even unphysical predictions for the former one at low driving amplitudes. We remark
that our rates agree very well with the zero-temperature results derived recently in [75] via
the dressed state approach. In this work, a charge qubit is strongly driven by a microwave
field and connected to a dc-SQUID. The higher-order corrections to the rates prove to be
important to correctly reflecting the physical findings in this experiment. From this we are
encouraged that our results provide a realistic picture of relaxation and dephasing processes
in a driven two-level system and, due to the generality of the model, are of interest to a wide
range of physical applications.
In Sec. 5.3.3, we performed a detailed analysis of the TLS at an exact 3-photon resonance
and for a vanishing third-order Bessel function, which is known to lead to coherent destruc-
tion of tunneling in the high-frequency limit. For moderate driving frequencies, we found
second-order modifications to the RWA solution. While the latter predicts a complete lo-
calization of the TLS in the initial state, the Van Vleck solution shows that driving-induced
oscillations survive. Furthermore, for the dissipative case we found an incoherent decay to a
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quasistationary value.
In Sec. 5.3.4, we examined an effect opposite to the coherent destruction of tunneling: for
an appropriately chosen driving amplitude, coherent tunneling oscillations with frequency
Ωm, Eq. (5.61), can be observed at an m-photon resonance. By slightly changing the driv-
ing frequency out of resonance, these oscillations are almost completely suppressed and the
system shows an incoherent behavior.
6 The driven qubit coupled to an oscillator
Parts of this chapter have been published in collaboration with M. Grifoni in [136].
In the previous chapters, we examined the qubit-oscillator system in two different limits. On
the one hand, we assumed the oscillator to be quantized, Chapters 2 and 4, on the other
hand in the limit of high photon numbers we chose a semiclassical treatment, where the
oscillator was represented by a sinusoidal modulation, Chapter 5. In this chapter, we are
interested in the combination of those two viewpoints and therefore will consider the qubit
being coupled to two fields, a classical and a quantized one, leading to the Hamiltonian
HTLS-osc(t) = HTLS(t) +Hosc +Hint. (6.1)
We know already its individual parts: it consists of the qubit-oscillator Hamiltonian given
in Eq. (1.15), with the TLS being subject to a time dependent external driving just as in
Eq. (5.43), namely
HTLS(t) = −~
2
[∆σx + (ε+A cosωext)σz] . (6.2)
Such a model is not only of mere academical interest. It describes the probing of the qubit-
oscillator system by an external radiation as done, for instance, in experiments on the strong
coupling regime [35, 43]. For its numerical and analytical treatment usually the driven
Jaynes-Cummings model is invoked [137]. It is obtained from Eq. (6.1), following the lines
in Sec. 2.1: In the energy basis and for zero static bias (ε = 0), the driving term in Eq. (6.2)
translates to
~
2
σ′xA cosωext =
~
2
(σ′+ + σ
′
−)A cosωext. (6.3)
Also here counter-rotating terms are neglected, so that we get in the end,
HJCM(t) = −~∆
2
σ′z +
~
4
A
(
σ′+e
−iωext + σ′−e
iωext
)
+ ~ΩB†B − ~g(σ′+B + σ′−B†), (6.4)
As we saw already in Section 2.1, the JCM is not valid for a biased qubit and at strong
detuning. In particular, it fails in the ultrastrong coupling regime. Furthermore, even in the
regime where the undriven JCM works well, the underlying RWA breaks down for extreme
driving (A≫ Eqb) [138]. Therefore, we will go beyond the driven JCM and avoid the RWA by
applying the techniques, introduced in Secs. 2.3 and 5.2: we use the displaced oscillator states
together with Floquet and perturbation theory in ∆. There will be only one perturbative
parameter in our discussion, and thus we will be able to treat ultrastrong coupling and
extreme driving simultaneously. We will investigate the nondissipative dynamics of the
qubit and also provide a short discussion on the effect of coherent destruction of tunneling
in those systems.
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6.1 Dressed Floquet states
For a vanishing tunneling matrix element (∆ = 0), we found already the eigenstates for the
undriven qubit-oscillator system and the driven TLS in the previous chapters, namely Eqs.
(2.29), (2.30) and (5.45). We combine these states to arrive at the dressed Floquet state
basis,
| ˜n,K, ↑ / ↓〉〉 = exp
{
±g(B −B
†)
Ω
}
|u0n,↑/↓〉〉|K〉. (6.5)
The lower-case letters stand for the Floquet modes, while the upper-case ones give the
oscillator quantum numbers. The dressed Floquet states are eigenstates of (6.1) with the
quasienergies
~E0n,K,↑/↓ = ∓
~
2
ε− ~nωex + ~KΩ− ~g
2
Ω
. (6.6)
This result is analytically exact and treats the problem for arbitrary coupling strength g.
Thus, it provides a good test base for a direct numerical diagonalization of the Floquet
Hamiltonian. The latter consists of an infinite-dimensional Hilbert space. If the undriven
system is represented by a finite number of degrees of freedom, a usual numerical approach
for the driven system is to consider only a finite number nmax of Floquet modes and thus to
deal with a truncated Hilbert space. This was also the way we proceeded in Chapter 5 for
numerical calculations on the driven TLS. There, the undriven system consisted only of two
degrees of freedom, and usually a truncation concerning the Floquet modes converges for a
high enough number nmax. In this chapter, already the undriven system lives in an infinite
Hilbert space, that we additionally have to truncate to a certain maximum number Kmax.
In Fig. 6.1, the exact analytical solution is compared to a numerical diagonalization of the
Floquet Hamiltonian, and we can see that a truncation of the oscillator can be problematic
already for small values of g. In the example the oscillator is truncated at Kmax = 5. The
closer the index K of the quasienergies E0n,K,↑/↓ comes to Kmax, the earlier with respect to
g the numerics deviate from the exact result. We find better numerical results concerning
the lower levels for a higher maximum oscillator number Kmax (not shown), while increasing
the maximum number of Floquet modes nmax yields no improvement. For numerical inves-
tigations of ultrastrong coupling cases, i.e., of g/Ω & 1, values of Kmax ≥ 30 are needed to
reach converging results.
Another peculiarity can be seen in Fig. 6.1: always two levels are degenerate, namely
E0n+2,K,↓ and E
0
n,K,↑. This degeneracy occurs because we chose ε = 2ωex, the condition for a
2–photon resonance known already from the considerations on the driven TLS. In Figure 6.2,
the energy spectrum Eq. (6.6) is shown against the static bias ε for ∆ = 0 (green diamonds).
We find that further degeneracies occur for
ε = mωex − LΩ. (6.7)
At this bias value, the energy levels E0n+m,K+L,↓ and E
0
n,K,↑ cross each other, where we set
K + L = 0, 1, . . . ,∞ and m,n = −∞, . . . ,∞. Those crossings are crucial for a perturbative
calculation of the spectrum at finite ∆. Just like in the undriven case, for L 6= 0 there are
always L nondegenerate levels. For L > 0 those are the first L spin-down states (positive
slope), while for L < 0 the first L spin-up states (negative slope). Thus, for ε = mωex ±
|L|Ω the qubit-oscillator states | ˜↑ / ↓, n,K〉〉 for K < L are nondegenerate and thus can be
distinguished from the other states in the spectrum at this bias point.
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Figure 6.1: The quasienergy spectrum for ∆ = 0, Eq. (6.6), within the interval {−ωex/2, ωex/2}
against coupling g. The parameters are Ω/ωex =
√
2, Kmax = 5. We consider the special case of a
2-photon resonance, ε/ωex = 2.0. Furthermore, exact analytical results (red circles) are compared to
a numerical diagonalization (black triangles) with the Floquet Hamiltonian truncated at nmax = 30.
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Figure 6.2: Quasienergy spectrum of the qubit and the TLS for finite ∆ = 0.2 against the static bias
ε for weak qubit-oscillator coupling g/ωex = 0.05. Remaining parameters are Ω/ωex =
√
2, A/ωex = 2,
nmax = 30, and Kmax = 5. Numerical calculations are shown by black triangles, analytical results in
the region of avoided crossings by red solid lines. A good agreement between the analytics and the
numerics is found. Only for energy levels with K = 5 the numerics yield deviating results due to the
truncation. The green diamonds represent the unperturbed case (∆ = 0). The dashed line indicates
the bias point ε = 2ωex − 2Ω.
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Additional crossings occur independently of ε if the frequency of the external driving and
the oscillator are commensurable, Ω/ωex = j/N for j and N being positive integers. In
this case the levels E0n,K,↑/↓, E
0
n+j,K+N,↑/↓, E
0
n+2j,K+2N,↑/↓ etc. are degenerate. Then, the
spectrum can be divided into manifolds, where each single one includes an infinite number of
degenerate states, which is problematic concerning quasidegenerate perturbation theory. We
can avoid such a situation by either choosing incommensurable frequencies or large values
for j and N so that only high-photon processes are involved, which we will neglect in the
further discussion.
6.2 Quasienergy spectrum for finite ∆
After having found the eigenstates and quasienergies for the unperturbed case, ∆ = 0, we
calculate now the spectrum for finite ∆. For this, we proceed again like in Sections 2.3 and
5.2. First, the off-diagonal elements of the full Floquet Hamiltonian represented in dressed
Floquet states, Eq. (6.5), are determined. We find:
∆˜n
′,K ′
n,K ≡ 〈〈n˜,K, ↓|∆σx| ˜n′,K ′, ↑〉〉 = [sign
(
K ′ −K)]|K ′−K|∆n′−nΞ|K ′−K|Min{K,K ′}(α). (6.8)
This is a combination of the Bessel function dressing
∆m = ∆Jm (A/ωex) , (6.9)
resulting from the classical driving of the TLS, and the dressing by Laguerre polynomials
ΞLK(α) = α
L/2
√
K!/(K + L)!LLK(α)e
−α
2 (6.10)
due to the coupling to the quantized oscillator. These off-diagonal elements give raise to
avoided crossings in the energy spectrum in Fig. 6.2. They are located around the resonances,
Eq. (6.7), and their width is determined to first order by the dressed tunneling matrix
element ∆˜n,Kn+m,K+L. Thus, the most dominant crossings are the ones where the static bias is
an integer multiple of the driving frequency, ε = mωex (an m–photon process), with L = 0.
The latter means that energy levels which cross each other at this point for ∆ = 0 belong
to the same oscillator quantum K, and that the dressing contains a Laguerre polynomial
of the kind L0K(α). Those gaps are wider than the ones belonging to levels of different
oscillator quanta and can even cover them. For instance, one would expect gaps to open for
ε = 2ωex− 2Ω, see the dashed line in Fig. 6.2. Indeed, the spectrum exhibits crossings along
this line for ∆ = 0. However, there are the gaps of ε = −ωex in direct neighborhood, which
completely cover the small gaps characterized by ∆˜n,Kn+2,K+2. Therefore, care has to be taken
when choosing the resonances determining the spectrum and consequently the dynamics.
In Fig. 6.2 we show also a numerical calculation of the energy spectrum and see indeed the
gaps open.1 We can give an analytical description of the quasienergy spectrum by identifying
again degenerate subspaces. For a static bias according to Eq. (6.7) there is a two-fold
degeneracy, and from the discussions before we readily obtain an effective Hamiltonian to
second order in ∆:2
~
 E0n,K,↑ − 14ε
(2)
n,K,↑ −12∆˜n,Kn+m,K+L
−12∆˜n,Kn+m,K+L E0n+m,K+L,↓ + 14ε
(2)
n+m,K+L,↓
 , (6.11)
1In order to obtain reliable numerical results for a low value of Kmax, we keep ∆ and g small in this
example.
2Without loss of generality we assume L ≥ 0.
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with
ε
(2)
n,K,↑/↓ ≡
∞∑
p=-∞
∞∑
P=-K
{p,P}6={−m,±L}
(
∆˜n,Kn−p,K+P
)2
ε+ pωex ± PΩ . (6.12)
The eigenvalues of Eq. (6.11) are found as
~Em,Ln,K,∓ =
~
2
[
−(2n+m)ωex + (2K + L)Ω + 1
4
(ε
(2)
n+m,K+L,↓ − ε
(2)
n,K,↑)−
2g2
Ω
∓ Ωm,Ln,K
]
(6.13)
with the dressed oscillation frequency
Ωm,Ln,K =
√[
ε−mωex + LΩ+ 1
4
(ε
(2)
n+m,K+L,↓ + ε
(2)
n,K,↑)
]2
+
[
∆−mΞLK(α)
]2
. (6.14)
The corrected energies
E0n,K,↓ +
1
4
ε
(2)
n,K,↓ (6.15)
of the L nondegenerate spin-down states build together with the eigenvalues of Eq. (6.13)
the quasienergy spectrum. The eigenstates are to first order in ∆:
|Φm,Ln,K,↓〉〉 = |n˜,K, ↓〉〉 (6.16)
|Φm,Ln,K,−〉〉 = − sin
(
Θm,Ln,K/2
)
|n˜,K, ↑〉〉 − sign
(
∆˜n,Kn+m,K+L
)
cos
(
Θm,Ln,K/2
)
| ˜n+m,K + L, ↓〉〉,
(6.17)
and
|Φm,Ln,K,+〉〉 = cos
(
Θm,Ln,K/2
)
|n˜,K, ↑〉〉 − sign
(
∆˜n,Kn+m,K+L
)
sin
(
Θm,Ln,K/2
)
| ˜n+m,K + L, ↓〉〉,
(6.18)
with the mixing angle
tanΘm,Ln,K =
|∆˜m,Ln,J |
−ε+mωex − LΩ− 14 (ε
(2)
n+m,K+L,↓ + ε
(2)
n,K,↑)
. (6.19)
To keep the discussion simple, we neglect in this chapter the higher-order corrections to the
states coming from the transformation between the effective Hamiltonian and the original
one. Note, however, that already second-order corrections to the diagonal elements of the
unperturbed Hamiltonian yield a small shift in the resonance condition, so that the latter
becomes,
ε = mωex − LΩ− 1
4
(ε
(2)
n+m,K+L,↓ + ε
(2)
n,K,↑). (6.20)
Just like we saw before, this second-order shift vanishes in the case of an unbiased qubit.
The quasienergy spectrum obtained from Eqs. (6.13) and (6.15) is shown in Fig. 6.2 around
the resonances. Away from a resonance it is given by the unperturbed spectrum, Eq. (6.6).
We see a very good agreement with the numerical calculation. Only for levels with K =
Kmax, the numerics slightly deviate from the analytical results due to the already mentioned
truncation effects. By increasing Kmax this deviations will vanish, but also the spectrum
will become more dense and harder to interpret. For couplings as weak as used in Fig. 6.2,
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Figure 6.3: Quasienergy spectrum against the coupling strength g in the unbiased case ε = 0.
Further, we set ωex/Ω = 5.3 and ∆/Ω = 1.0. The spectrum is examined for A/Ω = 8.0 (red triangles)
and A/Ω = 12.74 (black dots). For the former, avoided crossings of amplitude ΩK occur, which vanish
at values of g yielding zeros of the Laguerre polynomials. For the latter, all ΩK vanish simultaneously
for all values of g, since the CDT condition J0(A/ωex) = 0 is fullfilled independent of the coupling
strength g. As a reference the green curves show the unperturbed case ∆ = 0.
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Figure 6.4: Size of the avoided crossing ΩK against the dimensionless coupling strength g/Ω for
an unbiased qubit (ε = 0). Further, ∆/Ω = 0.4, ωex/Ω = 5.3 and A/Ω = 8.0. ΩK vanishes at the
zeros of the Laguerre polynomial L0K(α). The dashed lines a), b), c) represent g/Ω = 0.1, 0.5, 1.0,
respectively, as considered in Fig. 6.5.
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the width of the gaps at resonances which fullfill ε = mωex is almost the same for different
oscillator quanta K, because the dressing by Laguerre polynomials Ξ0K approaches one for
α→ 0. For stronger coupling g, the width varies with K.
In Fig. 6.3, the quasienergy spectrum against the coupling strength g is shown for finite
∆. We examine the unbiased case ε = 0, which implies m = L = 0 and hence gaps
with Ω0,0n,K = |∆0LK(α)e−
α
2 | ≡ ΩK . For g = 0 and ∆ 6= 0, the twofold degeneracy of the
unperturbed case is lifted by a gap of width ∆0. For g 6= 0, the gap is further determined
by the dressing Ξ0K , so that additional degeneracies occur at the roots of the Laguerre
polynomials. In Fig. 6.4, the dressed oscillation frequencies corresponding to the avoided
crossings in Fig. 6.3, but for a weaker tunneling matrix element ∆, are plotted against the
dimensionless coupling strength g/Ω.3 Next to an exponential decay, they depend through
the Laguerre polynomial characteristically on the oscillator quantum number K and exhibit
zeros for certain values of g. This changes when choosing the driving amplitude A in such
a way that A/ωex hits a root of the Bessel function in ∆0. Under this condition coherent
destruction of tunneling occurred in the case of the driven TLS [74, 107, 108]. For the latter
being coupled to a quantum oscillator, two levels with the same quantum number K in Fig.
6.3 stay degenerate for any value of g, since the dressing by the Bessel function does not
depend on g or the oscillator level. This leads to the conclusion that CDT also occurs in
the case of the extended model discussed in this chapter. We will examine this in the next
section, where the dynamics of the qubit-oscillator system is determined.
6.3 Dynamics
In this section, we want to determine the survival probability of the qubit P↓→↓(t) = 〈↓
|ρred(t)| ↓〉. From the eigenstates in the extended Hilbert space representation, Eqs. (6.16)
– (6.18), and using that4
|Φm,Ln,K,α(t)〉 =
∑
k,γ
eikωext〈〈−k, γ|Φm,Ln,K,α〉〉|γ〉, (6.21)
where |γ〉ǫ{|K ′, ↑ / ↓〉} is a basis state of the unperturbed (∆ = 0), undriven (A = 0) and
uncoupled (g = 0) system, we find the time dependent Floquet states,
|Φm,Ln,K,↓(t)〉 =−
∑
K ′
[
sign
(
K ′ −K − L)]|K+L−K ′| Ξ|K+L−K ′|Min{K+L,K ′} (α4)
× ei
h
A
2ωex
sinωext+mωext
i
|K ′, ↓〉, (6.22)
3Note, that in Fig. 6.3 we choose ∆/Ω = 1 for a better visibility of the oscillations. In Fig. 6.4 and
the following graphs, we use instead ∆/Ω = 0.4 in order to be able to compare to numerical results. The
qualitative behavior remains unchanged.
4See Eq. (5.15) in Section 5.1.1.
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|Φm,Ln,K,−(t)〉 = einωext
∑
K ′
{
− [sign (K −K ′)]|K ′−K| sin(Θm,Ln,K
2
)
Ξ
|K ′−K|
Min{K,K ′}
(α
4
)
× e−i A2ωex sinωext|K ′, ↑〉
− sign
(
∆˜n,Kn+m,K+L
) [
sign
(
K ′ −K − L)]|K+L−K ′| cos(Θm,Ln,K
2
)
Ξ
|K+L−K ′|
Min{K+L,K ′}
(α
4
)
× ei[ A2ωex sinωext+mωext]|K ′, ↓〉
}
(6.23)
and
|Φm,Ln,K,+(t)〉 = einωext
∑
K ′
{[
sign
(
K −K ′)]|K ′−K| cos(Θm,Ln,K
2
)
Ξ
|K ′−K|
Min{K,K ′}
(α
4
)
× e−i A2ωex sinωext|K ′, ↑〉
− sign
(
∆˜n,Kn+m,K+L
) [
sign
(
K ′ −K − L)]|K+L−K ′| sin(Θm,Ln,K
2
)
Ξ
|K+L−K ′|
Min{K+L,K ′}
(α
4
)
× ei[ A2ωex sinωext+mωext]|K ′, ↓〉
}
. (6.24)
For the dynamics, we need to determine the matrix elements of the qubit-oscillator density
operator, which we define as
ρm,LK,α;K ′,β(t) = 〈Φm,LK,α(t)|ρ(t)|Φm,LK ′,β(t)〉 = ρm,LK,α;K ′,β(0) e
−iωm,L
K,α;K′,β
t
(6.25)
with
ωm,LK,α;K ′,β = E
m,L
K,α − Em,LK ′,β. (6.26)
Here, we set {α, β} ǫ {−,+, ↓} and dropped the index n as it just leads to an overall phase
and, thus, does not effect the dynamics. From Eq. (6.25), one expects two main oscillatory
contributions, namely ωm,L∓K;±K = ±Ωm,LK and ωm,LαK;αK ′ = (K −K ′)Ω. Also sums of both can
occur.
As starting conditions we assume the qubit to be in the spin-down state and the oscillator
obeying a Boltzmann distribution, so that
ρ(0) = | ↓〉〈↓ | ⊗
∑
K
1
Z
e−~βKΩ|K〉〈K|. (6.27)
In Fig. 6.5, we plot the dynamics for zero bias and three different coupling strengths,
indicated by the dashed lines in Fig. 6.4. For a weak coupling of g/Ω = 0.1 (a), the
analytical calculation shows oscillations between the states | ↓〉 and | ↑〉 with the single
frequency Ω0. The higher oscillator levels seem to play no role. This is confirmed by the
numerical calculation. For stronger coupling g/Ω = 0.5 (b), a second peak in the Fourier
spectrum occurs, the dressed frequency Ω2. The amplitude of this latter frequency is very
small so that its effect on the survival probability is almost not visible. The peak at Ω1
is absent, because the corresponding Laguerre polynomial vanishes at this value exactly,
see Fig. 6.4. Correspondingly, we observe a tunneling reduction compared to case (a).
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Figure 6.5: Dynamics of the qubit for ε = 0, ∆/Ω = 0.4, ωex/Ω = 5.3, A/Ω = 8.0 and ~βΩ = 10.
Analytical calculations (black) are compared to numerical results (orange). The graphs show the
Fourier transform F (ν) of the survival probability P↓→↓(t) (see the insets). We investigate the
different coupling strengths indicated in Fig. 6.4, namely g/Ω = 0.1 (a), 0.5 (b) and 1.0 (c).
Thus, by varying g, so that α = 2g/Ω hits the root of a Laguerre polynomial, one can
make certain oscillatory contributions disappear. This is in analogy to CDT, only that
there a zero of a Bessel function leads to complete localization in the high-frequency limit
∆ ≪ ωex. Considering the numerics, we additionally see fast oscillation in the graph of
P↓→↓(t). They result from the external frequency ωex and the oscillator frequency Ω. The
corresponding peaks are out of the plotted range in Fig. 6.5 and are not covered by the
analytical results. We saw already in Chapter 5 that, in order to include also the influence
of this fast oscillations, one needs to take into account the Van Vleck back-transformation.
Still, our analytical results give a faithful picture of the coarse-grained dynamics. In graph
(c) of Fig. 6.5 we are with g/Ω = 1.0 already deep in the ultrastrong coupling regime.
The frequency Ω1 is now different from zero, and additionally Ω3 appears. The lowest peak
belongs to the frequencies Ω0, Ω2 and Ω4, which are equal for g/Ω = 1.0, see Fig. 6.4. A
complete population inversion again takes place. For the numerics, the frequency Ω1 in graph
(c) is shifted slightly to the left in the spectrum so that, concerning the survival probability,
the numerical and analytical curve get out of phase for longer times t. Furthermore, we see
again fast oscillations overlaid.
As a last point, we want to examine if CDT survives in a TLS which is coupled to an
oscillator. We noticed already in Fig. 6.3 that the criteria for CDT is independent of the
coupling strength g. For an unbiased qubit, we choose A/ωex in Fig. 6.6 so that the zeroth
order Bessel function in ∆0 and therefore the dressed frequencies ΩK vanish. The analytical
results predict independently of the coupling strength g complete localization of the survival
probability. Also the numerics show strong localization, which is just slightly lifted due to
the fast oscillatory contributions coming from ωex and Ω. However, for long time scale, this
localization completely vanishes. The situation is shown in the inset of graph (a) in Fig.
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Figure 6.6: Coherent destruction of tunneling in a driven qubit-oscillator system. The survival
probability is shown for the same parameters as in Fig. 6.5 except for the amplitude A/Ω = 12.7,
which leads to ∆0 = 0. Three different coupling strengths are examined: g/Ω = 0.1 (a), 0.5 (b)
and 1.0 (c). The analytical calculations (black, dashed curves) predict complete localization for all
three cases. Also the numerics (red curves) show strong localization for short time scales with fast
oscillations overlaid. For long times this localization vanishes (see inset in (a)).
6.6 and is similar also for stronger coupling. We have encountered this behavior already in
Section 5.3.3, where we investigated CDT for a driven TLS. The explanation is the same:
due to higher-order contributions Ω0 is not completely zero even with the conditions for CDT
being fullfilled. The resulting oscillations have a large period, and the analytics represent a
good approximation on a short time scale and for high frequencies ωex ≫ ∆. The numerical
curves, especially in graph (c), lead to the assumption that localization gets less stable for
stronger couplings. However, for such strong couplings, the effects due to the truncation of
the Hilbert space become stronger, and higher K-values have to be taken into account in
order to reach convergent results, which makes a numerical calculation less feasible. Because
of computational restrictions we chose as maximum value Kmax = 30, which might still not
be high enough for g/Ω = 1.0 in the case of CDT.
The behavior of the dynamics of the biased qubit (ε 6= 0) is analogous and provided as well
by the above equations. We will not further discuss it here. Besides, we investigated also
higher values of ∆, in particular the resonant case ∆ = Ω. There the behavior is qualitatively
the same as in Fig. 6.5, but, especially for strong couplings like treated in graph (c) of Fig.
6.5, the dephasing between the analytical and the numerical curve becomes stronger, and
higher-order elements in ∆ become more important.
6.4 Summary
In this chapter, we combined the approaches used in Chapters 2 and 5 for the qubit-oscillator
system and the driven TLS to obtain the dressed Floquet state basis. The latter represents
a starting point for a perturbative treatment of the driven qubit-oscillator system beyond
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the rotating-wave approximation and thus for parameter regimes where the driven Jaynes-
Cummings model fails, in particular for extreme driving and ultrastrong coupling. Sepa-
rately, these two situations have already been realized experimentally [71, 75] or are close
to be reached [46, 48]. We showed that the appearance of avoided crossings in the energy
spectrum at certain bias values can be modelled by a dressing of the tunneling matrix ele-
ment by both Bessel functions and Laguerre polynomials, where the former result from the
classical and the latter from the quantized oscillator. Thus, the tunneling oscillations in the
dynamics can be modulated by a variation of the external driving or the qubit-oscillator
coupling parameter. Both approaches are strongly related as also the quantized oscillator
is described in the high-photon limit as classical oscillator. However, also differences exist:
the Bessel function dressing can be completely suppressed by a suitable choice of driving
amplitude A and external frequency ωex - coherent destruction of tunneling occurs. We
can show that this CDT is robust against the oscillator coupling, at least to first order in
∆. A numerical analysis reveals a small but nonvanishing dressed frequency which leads to
large-period oscillations between the two qubit states. This had already been observed in
the previous chapter on the driven TLS. Nevertheless, also the numerics predict a strong lo-
calization on the short timescale. Contrary to the dressing coming from the external driving,
the dressing by Laguerre polynomials depends on the coupling strength g. Moreover, there
exists a dressed frequency for each oscillator quantum number K, and the corresponding
Laguerre polynomials do not vanish for the same value of g. For low g/Ω only the dressing
Ω0 is of importance which exhibits no zero.
In the above discussion, we calculated second-order corrections only for the diagonal elements
of the effective Hamiltonian. In order to cover also the driving-induced fast oscillations a
higher-order treatment of the states would be necessary. This could be achieved by apply-
ing Van Vleck perturbation theory as introduced in Sections 2.3 and 5.2.3 to the dressed
Floquet states. Concerning the validity of the above approach, we refer to the discussion of
the RWA used for the driven TLS and the adiabatic approximation of the qubit-oscillator
system. In particular, high-frequency driving ωex ≫ ∆ and negative detuning between qubit
and oscillator ∆ < Ω assures reliable results, while we saw already in Chapter 5.2.4 that even
second-order corrections in ∆ are not sufficient for exactly determining the disappearing of
the dressed oscillation frequency. Our discussion is also valid for the biased case.
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7 Summary and open questions
At the end we want to give a short overview of the major findings in this thesis. More
detailed summaries can be found in Chapters 2, 4, 5 and 6.
When we started this project three years ago its working title was “Spin-boson dynamics
in characteristic environments”. It was based on a diploma project where we tried to gen-
eralize the investigations of Nesi et al. on the dynamics of an unbiased qubit in presence
of a structured environment [139] to the biased case [140]. In that project we used the
Feynman-Vernon real-time path-integral formalism to solve the spin-boson problem. One of
its advantages is that one starts from an exact, non-Markovian master equation. However,
the resulting formulae can still be rather complicated and hard to interpret. Therefore, in
order to get a more intuitive understanding, we decided to use in this thesis as central setup
the qubit-oscillator system coupled to an Ohmic bath for which an exact mapping to the
spin-boson problem with a structured environment exists [20, 22, 85].
The first difficulty we faced was the diagonalization of the Hamiltonian of the nondissipa-
tive system. Apart from including the bias of the TLS, we wanted to avoid a rotating-wave
approximation (RWA) and go beyond the Jaynes-Cummings model. In chapter 2, we intro-
duced two methods to circumvent this difficulty.
First, in Sec. 2.2, Van Vleck perturbation theory (VVP) with respect to the coupling strength
g was used. It takes nicely advantage of the doublet structure of the qubit-oscillator system’s
energy spectrum at resonance and works also for slightly detuned systems, see Sec. 2.2. We
included second-order corrections in g, and thereby could also account for the Bloch-Siegert
shift.
We used this approach also in Chapter 4 to determine the nondissipative dynamics. Thereby,
we assumed a weak coupling between oscillator and bath, and calculated the density matrix
of the qubit-oscillator system by applying the Bloch-Redfield master equations. Invoking
further approximations, we were able to give analytical expressions for the relaxation and
dephasing rates of the qubit, which we checked by a comparison to numerical results. In con-
trast to previous works where the model was treated by a perturbative approach with respect
to the coupling between TLS and structured bath, we could correctly include the influence
of the oscillator on the rates. To our knowledge, this work provided for the first time closed
analytical expressions for the dissipative qubit-oscillator system for both the biased and unbi-
ased, resonant and detuned case. A comparison to the dissipative Jaynes-Cummings model
in Section 4.4 showed that for a slightly detuned system an inclusion of counter-rotating
terms is necessary to obtain a correct picture of the relaxation and dephasing behavior. An
understanding of the rates is crucial in experimental situations as introduced in Chapter
1, where the qubit suffers from dissipation and decoherence induced from the surrounding
circuitry. However, analytical expressions for the dynamics and the rates do not come for
free: Because of the Born approximation we were limited to small system bath couplings,
κ ≪ 1, which corresponds to an oscillator of small linewidth Γ/2πΩ ≪ 1. Furthermore,
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for too low bath temperatures the Markov approximation becomes questionable. In this
work we assumed temperatures corresponding to frequencies being one order of magnitude
smaller than the qubit’s energy splitting. Together with the used values for the damping
the resulting relaxation times are at the lower limit for the Markov approximation to be jus-
tified. Stronger damping or lower bath temperatures (larger thermal correlation time) ask
for a non-Markovian treatment as provided, e.g., by the path-integral formalism. Despite all
these limitations, the model seems to be suited to mimic realistic, experimental situations
[20, 22].
Another limitation concerned the qubit-oscillator coupling: The perturbative treatment with
respect to g restricted our considerations to intermediate coupling strengths. Nevertheless,
by the time doing the above calculations this was only a minor concern, because dimension-
less coupling strengths of more than a few percent seemed to be beyond the experimental
reach, and effects like the Bloch-Siegert shift were unlikely to be observed. The situation
changed dramatically within an astonishingly short time: fabrication techniques of circuit
QED devices experienced an enormous boost, and ultrastrong coupling became more than
just a theoretical concept, see Chapter 1. The break-down of the Jaynes-Cummings Hamil-
tonian has been demonstrated and the Bloch-Siegert shift has been measured. As even
coupling strengths of g/Ω ≥ 1 seem possible, nonperturbative treatments in g became nec-
essary. Therefore, we used in Sec. 2.3 as our second analytical approach to diagonalize the
qubit-oscillator system a combination of the polaron transformation and Van Vleck pertur-
bation theory in the qubit tunneling matrix element ∆. We compared this approach to the
generalized rotating-wave approximation (GRWA) and the so-called adiabatic approxima-
tion, where we extended the latter to the biased case. Numerical calculations showed that
our analytics yield reliable results for ∆ < Ω and for certain coupling strengths even for
resonance and positive detuning, see discussion in Sec. 2.3.
In Chapter 5 we investigated – motivated by the experiment by Wilson et al. [71] – the
qubit coupled to an oscillator in the high-photon limit. In contrast to Chapter 2, we did
not use the dressed state picture to describe the dynamics of the system, but rather chose a
semiclassical treatment in which the oscillator is described by a classical driving term acting
on the bias of the qubit. In order to diagonalize the underlying Floquet Hamiltonian we
applied Van Vleck perturbation theory with respect to ∆. There is a strong analogy to the
approach used in Sec. 2.3: The coupling to the quantized oscillator with coupling strength
g and frequency Ω becomes a sinusoidal driving of amplitude A and external frequency ωex.
The dressing of the tunneling matrix element by Laguerre polynomials is replaced by a dress-
ing with Bessel functions and the adiabatic approximation corresponds to a rotating-wave
approximation with respect to ∆ in the Floquet Hamiltonian. We went beyond this RWA
and included also second-order corrections which become especially important away from
an m–photon resonance ε = mωex and, furthermore, are necessary to take into account fast
driving-induced oscillations in the dynamics. Coupling the driven TLS to an Ohmic bath led
us to the driven spin-boson model, which we solved using the Floquet-Born-Markov master
equation. We found that we had to go beyond the RWA for an accurate description of the
relaxation and dephasing rates. For both cases of a TLS with and without bath we exam-
ined coherent destruction of tunneling and driving-induced tunneling oscillations, where also
strong differences between the RWA and VVP treatment were found.
Finally, in Chapter 6, we used both the dressed state picture of Sec. 2.3 and Floquet theory
to treat the classically driven qubit-oscillator system. Remarkably, our approach is pertur-
bative neither in the coupling strength g nor in the driving amplitude A and thus clearly
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goes beyond previous approaches like the driven Jaynes-Cummings model. Owing to the
complexity of the problem, we only treated the spectrum of the Floquet Hamiltonian up to
second order in ∆, while using first-order states. Still, the coarse-grained dynamics obtained
from the analytics exhibits a good agreement with the numerics, and we were able to ex-
plain the appearance or vanishing of certain oscillation frequencies, in particular proving the
existence of CDT also for the qubit-oscillator system.
The field of quantum circuit QED evolves at an incredible speed. Only a bit more than 10
years passed between the first proof of microscopic quantum coherence in superconducting
circuits and the advance into the ultrastrong coupling regime. Today, simple gate operations
are performed with superconducting qubits, and transmission lines are used as quantum
buses. We hope that we can give with this thesis a small contribution to the further develop-
ment. There are still many open questions left. We will list a few of them which are directly
related to this work and give suggestions for further proceeding:
Open questions
• In this thesis we included dissipative effects for the case of the qubit-oscillator system
treated within Van Vleck perturbation theory with respect to g and for the driven TLS.
It should be straightforward to use the methods introduced there also for the displaced
oscillator basis and the driven qubit-oscillator system. For g ≪ ∆ the dependence of
the dephasing on g is found to be rather weak [86]. It will be interesting to see if this
behavior changes in the ultrastrong coupling regime.
• Although a bit tedious, a calculation of the eigenstates of the Floquet Hamiltonian of
the driven qubit-oscillator system to second order follows the same lines as in Secs. 2.3
and 5.2.3. It will allow us to use larger tunneling matrix elements, ∆ & Ω, and give in
combination with a master equation approach a realistic picture of the rates.
• In Chapter 6, the driving was assumed to couple to the TLS. Also the contrary case of
the oscillator being driven promises to be interesting and has been so far only examined
within the driven Jaynes-Cummings model [137]. The basis for this project is already
given in the Bachelor thesis of Johannes Kleiner [141].
• We also used the approach of Sec. 2.2 for a qubit coupled to a nonlinear oscillator [36].
This work could also be extended to the ultrastrong coupling and extreme driving
regime.
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A Van Vleck perturbation theory
Let us consider the Hamiltonian
H = H0 + V (A.1)
consisting of the free Hamiltonian H0 and a small perturbation V . Additionally we assume
that the energy levels Ej,α of H0 are grouped into manifolds, with α being the index of
the manifold and j is used to distinguish between different energy levels within the same
manifold. The energy levels Ej,α are eigenenergies of H0:
H0|j, α〉 = Ej,α|j, α〉. (A.2)
Through the perturbation V different manifolds are coupled together. As long as the pertur-
bation is small, namely |〈j, α|V |j, β〉| ≪ |Ej,α−Ej,β| for α 6= β, also the energy levels of the
total Hamiltonian H are clustered into manifolds. Using the transformationHeff = e
iSHe−iS ,
we construct an effective Hamiltonian Heff which acts only within the individual manifolds;
i.e., 〈j, α|Heff |j, β〉 = 0 for α 6= β, and has the same eigenvalues as H within the manifolds.
We expand S and Heff in terms of the small parameter V up to second order:
S = S(1) + S(2) +O(V 3) and Heff = H(0)eff +H(1)eff +H(2)eff +O(V 3) (A.3)
For calculating S(1/2) and H
(1/2)
eff we use that 〈j, α|H
(1/2)
eff |j, β〉 = 0 for α 6= β and furthermore
choose that S has no matrix elements within a manifold, namely 〈j, α|iS(1/2) |j, α〉 = 0. Now,
one can iteratively calculate S and Heff order by order. For details see [28]. Here, we give
only the results. For the transformation one has
〈j, α|iS(1)|j, β〉 = 〈j, α|V |j, β〉
Ej,α − Ej,β , for α 6= β, (A.4)
and
〈j, α|iS(2) |j, β〉 =1
2
∑
k,γ 6=α,β
〈j, α|V |k, γ〉〈k, γ|V |j, β〉
Ej,β − Ej,α
[
1
Ek,γ − Ej,α +
1
Ek,γ − Ej,β
]
+
∑
k
1
Ej,β − Ej,α
〈j, α|V |k, β〉〈k, β|V |j, β〉
Ek,β − Ej,α
+
∑
k
1
Ej,β − Ej,α
〈j, α|V |k, α〉〈k, α|V |j, β〉
Ek,α − Ej,β , for α 6= β. (A.5)
The effective Hamiltonian is up to second order
〈i, α|Heff|j, α〉 =Ej,αδij + 〈i, α|V |j, α〉 (A.6)
+
1
2
∑
k,γ 6=α
〈i, α|V |k, γ〉〈k, γ|V |j, α〉
[
1
Ei,α − Ek,γ +
1
Ej,α − Ek,γ
]
+O(V 3).
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Finally, we get the transformation up to second order in V :
e±iS = 1± iS(1) ± iS(2) + 1
2
iS(1)iS(1) +O(V 3). (A.7)
A.1 Perturbation in g
In this section, we give the transformation matrix elements of S for Van Vleck perturbation
theory performed on the qubit-oscillator Hamiltonian with respect to the coupling strength,
g, see Sec. 2.2. The first-order matrix elements are
iS(1)ej−1ej =
√
j
ε
EqbΩ
g, (A.8a)
iS(1)gjgj+1 = −
√
j + 1
ε
EqbΩ
g, (A.8b)
iS(1)gjej+1 =
√
j + 1
∆
Eqb(Eqb +Ω)
g, (A.8c)
and for the second-order contributions
iS(2)ejgj+2 = 2
√
(j + 1)(j + 2)
ε∆
E2qbΩ(2Ω− Eqb)
g2, (A.9a)
iS(2)ejej+2 = −
√
(j + 1)(j + 2)
∆2
2E2qbΩ(Eqb +Ω)
g2, (A.9b)
iS(2)gjej = −
1
2
(2j + 1)
ε∆
E2qbΩ(Eqb +Ω)
g2, (A.9c)
iS(2)gjgj+2 =
1
2
√
(j + 1)(j + 2)
∆2
E2qbΩ(Ω + Eqb)
g2, (A.9d)
iS(2)gjej+2 = −
√
(j + 1)(j + 2)
ε∆
EqbΩ(Eqb +Ω)(Eqb + 2Ω)
g2, (A.9e)
where, e.g.,
S(1)ej−1ej = 〈(j − 1), e|S|j, e〉. (A.10)
These matrix elements change sign under index transposition and all other matrix elements
vanish.
A.2 Perturbation in ∆
We calculate the matrix element of the transformation matrix S obtained by Van Vleck
perturbation theory with respect to ∆ for the qubit-oscillator system, where the latter is
either in the quantized (Sec. 2.3) or in the classical regime (Sec. 5.2.3). Both situations are
analogous and can be derived from each other. For clearness we show both cases.
A.2.1 The quantized oscillator
We examine the TLS coupled to a quantized harmonic oscillator, Sec. 2.3. As basis states
we use {|j˜, ↑〉, |j˜, ↓〉}, Eqs. (2.29) and (2.30). To first order the matrix elements are:
〈j˜, ↓ / ↑|iS(1)| ˜j′, ↑ / ↓〉 = −(±)
|j′−j|
2
∆j
′
j
ε∓ (j′ − j)Ω(1− δj±l,j′). (A.11)
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To second order we get,
〈j˜, ↑|iS(2)|j˜′, ↑〉 = 1
4(j′ − j)Ω
{ ∞∑
k=0
k 6={j−l,j′−l}
∆jk∆
j′
k
2
[
1
ε+ (k − j)Ω +
1
ε+ (k − j′)Ω
]
+
∆jj′−l∆
j′
j′−l
ε+ (j′ − l − j)Ω +
∆jj−l∆
j′
j−l
ε+ (j − l − j′)Ω
}
(1− δj,j′), (A.12)
〈j˜, ↓|iS(2)|j˜′, ↓〉 = 1
4(j′ − j)Ω
{ ∞∑
k=0
k 6={j+l,j′+l}
∆kj∆
k
j′
2
[
1
−ε+ (k − j)Ω +
1
−ε+ (k − j′)Ω
]
+
∆j
′+l
j ∆
j′+l
j′
−ε+ (j′ + l − j)Ω +
∆j+lj ∆
j+l
j′
−ε+ (j + l − j′)Ω
}
(1− δj,j′). (A.13)
Using the above expressions, we find the eigenstates of H to second order in ∆ as
|Φj,±〉 = |Φ(0)j,±〉+ |Φ(1)j,±〉+ |Φ(2)j,±〉 (A.14)
with
|Φ(1)j,−〉 = sin
Θlj
2
∞∑
j′=0
|j˜′, ↑〉〈j˜′, ↑|iS(1)|j˜, ↓〉+ sign
(
∆j+lj
)
cos
Θlj
2
∞∑
j′=0
|j˜′, ↓〉〈j˜′, ↓|iS(1)|j˜ + l, ↑〉
(A.15)
and
|Φ(2)j,−〉 =sin
Θlj
2
∞∑
j′=0
|j˜′, ↓〉〈j˜′, ↓|iS(2)|j˜, ↓〉+ sign
(
∆j+lj
)
cos
Θlj
2
∞∑
j′=0
|j˜′, ↑〉〈j˜′, ↑|iS(2)|j˜ + l, ↑〉
− 1
2
sin
Θlj
2
∞∑
j′=0,k′=0
|j˜′, ↓〉〈j˜′, ↓|iS(1)|k˜′, ↑〉〈k˜′, ↑|iS(1)|j˜, ↓〉
− 1
2
sign
(
∆j+lj
)
cos
Θlj
2
∞∑
j′=0,k′=0
|j˜′, ↑〉〈j˜′, ↑|iS(1)|k˜′, ↓〉〈k˜′, ↓|iS(1)|j˜ + l, ↑〉. (A.16)
For |Φ(i)j,+〉 one just replaces sin
Θlj
2 → − cos
Θlj
2 and cos
Θlj
2 → sin
Θlj
2 .
A.2.2 The classical oscillator
Here, we give the matrix elements of the transformation matrix S to second order in ∆
expressed in the eigenstates (5.45) of the unperturbed Hamiltonian of the classically driven
system in Sec. 5.2.3. Its elements are [28]
〈〈u0n,↑|iS(1)|u0l,↓〉〉 =
1
2
∆n−l
ε+ ω(n− l)(1− δl−n,m), (A.17)
〈〈u0l,↓|iS(1)|u0n,↑〉〉 = −
1
2
∆n−l
ε+ ω(n− l) (1− δl−n,m). (A.18)
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For the second-order elements, we find
〈〈u0n,↑|iS(2)|u0j,↑〉〉 =
1
4(n − j)ω
{ ∑
k 6=n+m
k 6=j+m
∆n−k∆j−k
2
[
1
ε+ (n − k)ω +
1
ε+ (j − k)ω
]
+
∆n−j−m∆−m
ε+ (n − j −m)ω +
∆j−n−m∆−m
ε+ (j − n−m)ω
}
(1− δj,n), (A.19)
〈〈u0n,↓|iS(2)|u0j,↓〉〉 =
1
4(n − j)ω
{ ∑
k 6=n−m
k 6=j−m
∆k−n∆k−j
2
[
1
−ε+ (n − k)ω +
1
−ε+ (j − k)ω
]
+
∆j−m−n∆−m
−ε+ (n − j +m)ω +
∆n−m−j∆−m
−ε+ (j − n+m)ω
}
(1− δj,n), (A.20)
〈〈u0n,↑|iS(2)|u0j,↓〉〉 = 〈〈u0j,↓|iS(2)|u0n,↑〉〉 = 0. (A.21)
These matrix elements correspond to the ones of the qubit coupled to the quantized oscillator,
Eqs. (A.11) – (A.13). By applying the transformation now on the eigenstates of the effective
Hamiltonian |Φeffn,∓〉〉, see Sec. 5.2.3, we get the eigenstates of the Floquet Hamiltonian HTLS
to first order in ∆,
|Φ(1)n,−〉〉 =|Φeffn,−〉〉+
1
2
∑
j 6=−m
∆j
ε+ jω
{
sign (∆−m) cos
Θm
2
|u0j+n+m,↑〉〉 − sin
Θm
2
|u0n−j,↓〉〉
}
,
(A.22)
|Φ(1)n,+〉〉 =|Φeffn,+〉〉+
1
2
∑
j 6=−m
∆j
ε+ jω
{
sign (∆−m) sin
Θm
2
|u0j+n,↑〉〉+ cos
Θm
2
|u0n−m−j,↓〉〉
}
.
(A.23)
And to second order,
|Φ(2)n,−〉〉 = |Φ(1)n,−〉〉+
∑
j 6=0
{
sin
Θm
2
|u0j+n,↑〉〉+ sign (∆−m) cos
Θm
2
|u0−j+n+m,↓〉〉
}
×
{
∆−m
4jω
[
∆j−m
ε+ (j −m)ω +
∆−j−m
ε− (j +m)ω
]
+
∑
p 6=−j−m
p 6=−m
1
4jω
∆j+p∆p
2
[
1
ε+ (j + p)ω
+
1
ε+ pω
]}
+
1
8
∑
k 6=−m
∑
j 6=−m
∆k∆j
(ε+ kω)(ε+ jω)
{
sin
Θm
2
|u0k+n−j,↑〉〉+ sign (∆−m) cos
Θm
2
|u0k+n+m−j,↓〉〉
}
,
(A.24)
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|Φ(2)n,+〉〉 = |Φ(1)n,+〉〉 −
∑
j 6=0
{
cos
Θm
2
|u0j+n−m,↑〉〉 − sign (∆−m) sin
Θm
2
|u0−j+n,↓〉〉
}
×
{
1
4jω
[
∆j−m∆−m
ε+ (j −m)ω +
∆−j−m∆−m
ε− (j +m)ω
]
+
∑
p 6=−j−m
p 6=−m
1
4jω
∆j+p∆p
2
[
1
ε+ (j + p)ω
+
1
ε+ pω
]}
− 1
8
∑
k 6=−m
∑
j 6=−m
∆k∆j
(ε+ kω)(ε+ jω)
{
cos
Θm
2
|u0k+n−j−m,↑〉〉 − sign (∆−m) sin
Θm
2
|u0j+n−k,↓〉〉
}
.
(A.25)
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B Dynamics
In this appendix, we derive expressions for the population difference and survival probability,
starting from the density operator of the system under observation.
B.1 Dynamics of the qubit-oscillator system
Here, we show how to derive Eq. (2.21) given in Sec. 2.2.2. In order to trace out the
oscillator degrees of freedom we transform ρnm(t) into the basis {|j, g〉; |j, e〉} and by using
ρnm = ρ
∗
mn we find
ρjg,jg(t) =〈j, g|ρ(t)|j, g〉 =
∑
n
〈j, g|n〉2ρnn(t) +
∑
n,m
n 6=m
Re{ρnm(t)}〈j, g|n〉〈m|j, g〉 (B.1a)
ρje,je(t) =〈j, e|ρ(t)|j, e〉 =
∑
n
〈j, e|n〉2ρnn(t) +
∑
n,m
n 6=m
Re{ρnm(t)}〈j, e|n〉〈m|j, e〉. (B.1b)
Performing the trace over the oscillator
ρred;gg(t) =〈g|ρred(t)|g〉 =
∞∑
j=0
∑
n
〈j, g|n〉2ρnn(t) +
∞∑
j=0
∑
n,m
n 6=m
Re{ρnm(t)}〈j, g|n〉〈m|j, g〉,
(B.2a)
ρred;ee(t) =〈e|ρred(t)|e〉 =
∞∑
j=0
∑
n
〈j, e|n〉2ρnn(t) +
∞∑
j=0
∑
n,m
n 6=m
Re{ρnm(t)}〈j, e|n〉〈m|j, e〉.
(B.2b)
Similarily, we find for the off-diagonal elements of the reduced density matrix
ρred;eg(t) =
∞∑
j=0
∑
n
〈j, e|n〉ρnn(t)〈n|j, g〉
+
1
2
∞∑
j=0
∑
n,m
n 6=m
[〈j, e|n〉ρnm(t)〈m|j, g〉+ 〈j, e|m〉ρ∗nm(t)〈j, g|n〉] , (B.3a)
ρred;ge(t) =
∞∑
j=0
∑
n
〈j, g|n〉ρnn(t)〈n|j, e〉
+
1
2
∞∑
j=0
∑
n,m
n 6=m
[〈j, g|n〉ρnm(t)〈m|j, e〉+ 〈j, g|m〉ρ∗nm(t)〈j, e|n〉] . (B.3b)
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With this we can express the population difference P (t) in the energy basis, yielding
P (t) = cosΘ [ρred;gg(t)− ρred;ee(t)] + sinΘ [ρred;ge(t) + ρred;eg(t)]
= cosΘ
( ∞∑
j=0
∑
n
[〈jg|n〉2 − 〈j, e|n〉2] ρnn(t)
+
∞∑
j=0
∑
n,m
n 6=m
[〈j, g|n〉〈m|j, g〉 − 〈j, g|n〉〈m|j, g〉] Re{ρnm(t)}
)
+ sinΘ
(
2
∞∑
j=0
∑
n
〈j, e|n〉ρnn(t)〈n|j, g〉 (B.4)
+
∞∑
j=0
∑
n,m
n 6=m
[〈j, e|n〉〈m|j, g〉+ 〈j, e|m〉〈j, g|n〉] Re{ρnm(t)}
)
. (B.5)
With Eq. (2.23) we can write
P (t) =
∑
n
pnn(t) +
∑
n,m
n>m
pnm(t) cos ωnmt, (B.6)
where
pnn(t) =
∑
j
{
cosΘ
[
〈j, g|n〉2 − 〈j, e|n〉2
]
+ 2 sinΘ〈j, g|n〉〈j, e|n〉
}
ρnn(t), (B.7a)
pnm(t) =2
∑
j
{
cosΘ
[
〈j, g|n〉〈m|j, g〉 − 〈j, e|n〉〈m|j, e〉
]
+ sinΘ
[
〈j, e|n〉〈m|j, g〉+ 〈j, e|m〉〈n|j, g〉
]}
Re{ρnm(t)}. (B.7b)
B.2 Dynamics of the driven TLS
To calculate the survival probability of the system, Pγ→γ(t), where γ =↑, ↓, we start with
the density operator ρ(t) of the TLS, fulfilling the condition that ρ(0) = |γ〉〈γ|. By diago-
nalization of the Floquet matrix (5.46) or by solving the master equation (5.79), we obtain
the density matrix in energy basis with the matrix elements
ραβ(t) = 〈Φα(t)|ρ(t)|Φβ(t)〉 α, β = ±. (B.8)
Using that ρ−−(t) + ρ++(t) = 1 and ρ−+(t) = ρ
∗
+−(t), we get
Pγ→γ(t) =2Re {〈γ|Φ−(t)〉〈Φ+(t)|γ〉ρ−+(t)}+ |〈γ|Φ+(t)〉|2
+
(|〈γ|Φ−(t)〉|2 − |〈γ|Φ+(t)〉|2) ρ−−(t). (B.9)
The corresponding transition probability is just Pγ→δ(t) = 1 − Pγ→γ(t), where δ 6= γ. We
get the components 〈γ|Φα(t)〉 of the Floquet states in Eq. (B.9) using formula (5.26).
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B.2.1 Survival probability in the nondissipative case
For the Hamiltonian of the nondissipative TLS, Eq. (5.43), the master equation is simply
ρ˙αβ(t) = −i(εα − εβ)ραβ(t), (B.10)
so that ρ−−(t) = ρ−−(0) and ρ−+(t) = ρ−+(0) exp
[
i
(
mωex +Ω
(2)
m
)
t
]
, where we used the
general expression for the quasienergies at an m-photon resonance found in Sec. 5.2. The
starting conditions are calculated through
ραβ(0) = 〈Φα(0)|γ〉〈γ|Φβ(0)〉. (B.11)
Combing this, one gets
Pγ→γ(t) =
(|〈γ|Φ−(t)〉|2 − |〈γ|Φ+(t)〉|2) |〈γ|Φ−(0)〉|2 + |〈γ|Φ+(t)〉|2
+ 2Re
{
〈γ|Φ−(t)〉〈Φ+(t)|γ〉〈Φ−(0)|γ〉〈γ|Φ+(0)〉ei
“
mωex+Ω
(2)
m
”
t
}
. (B.12)
RWA survival probability
Using in this general expression the eigenstates (5.53) and (5.54), we arrive at the survival
probability in the RWA,
PRWA↓→↓ (t) = cos
2
(
ΩRWAm
t
2
)
+ cos2ΘRWAm sin
2
(
ΩRWAm
t
2
)
. (B.13)
Van Vleck survival probability
To get the survival probability to second order in ∆, we use (A.22) – (A.25) in (5.26) and
obtain
〈↓ |Φ(2)− (t)〉 = exp
(
−i A
2ωex
sinωext
){
−sign (∆−m) cos Θm
2
e−imωext − 1
2
sin
Θm
2
A(t)
+ sign (∆−m) cos
Θm
2
e−imωext [B(t) + C(t)]
}
, (B.14)
〈↓ |Φ(2)+ (t)〉 = exp
(
−i A
2ωex
sinωext
){
−sign (∆−m) sin Θm
2
+
1
2
cos
Θm
2
eimωextA(t)
+ sign (∆−m) sin
Θm
2
[B(t) +C(t)]
}
, (B.15)
where we defined
A(t) ≡
∑
n 6=−m
einωext
∆n
ε+ nωex
, (B.16)
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B(t) =
∑
n 6=0
einωext
1
4nωex
[
∆n−m∆−m
ε+ (n−m)ωex +
∆−m−n∆−m
ε− (n +m)ωex
]
+
1
8
|A(t)|2, (B.17)
C(t) =
∑
n 6=0
∑
p 6=−m
p 6=−n−m
∆p∆p+n
8nωex
einωext
[
1
ε+ pωex
+
1
ε+ (p + n)ωex
]
(B.18)
Using those expressions in (B.12), we obtain the survival probability
P↓→↓(t) = P
RWA′
↓→↓ (t) + P
(1)
↓→↓(t) + P
(2)
↓→↓(t). (B.19)
We distinguish three different parts. The first one corresponds to the averaged second-order
Van Vleck approach:
PRWA
′
↓→↓ (t) = cos
2
(
Ω(2)m
t
2
)
+ cos2Θm sin
2
(
Ω(2)m
t
2
)
. (B.20)
Then we have additional contributions from Van Vleck perturbation theory to first order in
∆:
P
(1)
↓→↓(t) = −
1
2
sign (∆m) sinΘm sinΩ
(2)
m t
∑
n 6=−m
∆n
ε+ nωex
sin[(n+m)ωext]
+ sign (∆m) sin 2Θm sin
2
(
Ω(2)m
t
2
) ∑
n 6=−m
1
2
∆n
ε+ nωex
cos(n+m)ωext+
1
2
A(0)
 . (B.21)
And finally the second-order part:
P
(2)
↓→↓(t) =− sign (∆m) sin 2Θm sin2
(
Ω(2)m
t
2
)√
1
4
A(0)2 − 2[B(0) + C(0) cos Θm]
+
1
4
sin2Θm sin
2
(
Ω(2)m
t
2
) ∑
n 6=−m
∆n
ε+ nωex
sin(n+m)ωext
2 +A(0)2
+
 ∑
n 6=−m
∆n
ε+ nωex
cos(n+m)ωext
2
+
∑
n 6=−m
A(0)∆n
2(ε+ nωex)
[
cos(n+m)ωext cos
2
(
Ω(2)m
t
2
)
+ cosΘm sin(n+m)ωext sinΩ
(2)
m t
− cos(n+m)ωext cos2Θm sin2
(
Ω(2)m
t
2
)
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−
[
cos2
(
Ω(2)m
t
2
)
+ cos2Θm sin
2
(
Ω(2)m
t
2
)]
×
−14 ∑
j 6=−m
∑
k 6=−m
∆j∆k
(ε+ kωex)(ε+ jωex)
cos(j − k)ωext
+
∑
n 6=0
1
2nωex
[
∆n−m∆−m
ε+ (n−m)ωex +
∆−m−n∆−m
ε− (n +m)ωex
]
cosnωext
+
∑
n 6=0
∑
p 6=−m
p 6=−n−m
∆p∆p+n
4nωex
[
1
ε+ pωex
+
1
ε+ (p+ n)ωex
]
cosΘm cosnωext

− 1
4
A(0)
[
cos2
(
Ω(2)m
t
2
)
+ cos2Θm sin
2
(
Ω(2)m
t
2
)
− sinΘm cos2
(
Ω(2)m
t
2
)]
. (B.22)
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C Dissipative qubit-oscillator system
In this appendix, we give the ingredients necessary to solve the Bloch-Redfield master equa-
tion (4.7) in Chapter 4.
C.1 Oscillator matrix elements
The position matrix elements Xnm defined in Sec. 4.2.1 are
X2j+1,2j+1 =− 2L0 cosαj +
√
j + 1L−q,osc sinαj,
X2j+1,2j+2 =2L0 sinαj +
√
j + 1L−q,osc cosαj,
X2j+1,2j+3 =Lq cos(αj/2) sin(αj+1/2) +
√
j + 2(1 + Losc) cos(αj/2) cos(αj+1/2)
+
√
j + 1(1− Losc) sin(αj/2) sin(αj+1/2),
X2j+1,2j+4 =Lq cos(αj/2) cos(αj+1/2) −
√
j + 2(1 + Losc) cos(αj/2) sin(αj+1/2)
+
√
j + 1(1− Losc) sin(αj/2) cos(αj+1/2),
X2j+1,2j+5 =
√
j + 2L+q,osc cos(αj/2) sin(αj+2/2),
X2j+1,2j+6 =
√
j + 2L+q,osc cos(αj/2) cos(αj+2/2),
X2j+2,2j+2 =2L0 cosαj −
√
j + 1L−q,osc sinαj,
X2j+2,2j+3 =− Lq sin(αj/2) sin(αj+1/2) −
√
j + 2(1 + Losc) sin(αj/2) cos(αj+1/2)
+
√
j + 1(1− Losc) cos(αj/2) sin(αj+1/2),
X2j+2,2j+4 =− Lq sin(αj/2) cos(αj+1/2) +
√
j + 2(1 + Losc) sin(αj/2) sin(αj+1/2)
+
√
j + 1(1− Losc) cos(αj/2) cos(αj+1/2),
X2j+2,2j+5 =−
√
j + 2L+q,osc sin(αj/2) sin(αj+2/2),
X2j+2,2j+6 =−
√
j + 2L+q,osc sin(αj/2) cos(αj+2/2).
Matrix elements including the groundstate are given separately because of the special shape
of |0〉:
X0,0 =− 2L0,
X0,1 =sin(α0/2)Lq + cos(α0/2)(1 + Losc),
X0,2 =cos(α0/2)Lq − sin(α0/2)(1 + Losc),
X0,3 =sin(α1/2)L
+
q,osc,
X0,4 =cos(α1/2)L
+
q,osc.
All other matrix elements are zero.
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C.2 Rate coefficients for the off-diagonal density matrix ele-
ments
The dephasing coefficients of the Bloch-Redfield tensor as needed in Eq. (4.17) are:
L01,01 =4κ
~β
L20(2 cosα0 − cos2 α0 − 1)−
1
2
L00,11, (C.1)
L02,02 =4κ
~β
L20(−2 cosα0 − cos2 α0 − 1)−
1
2
L00,22, (C.2)
L03,03 =4κ
~β
L20(2 cosα1 − cos2 α1 − 1)−
1
2
L11,33 − 1
2
L22,33, (C.3)
L04,04 =4κ
~β
L20(−2 cosα1 − cos2 α1 − 1)−
1
2
L11,44 − 1
2
L22,44, (C.4)
L12,12 =− 16κ
~β
L20 cos
2 α0 − 1
2
L00,11 − 1
2
L00,22, (C.5)
L13,13 =− 4κ
~β
L20(cosα0 − cosα1)2 −
1
2
L00,11 − 1
2
L11,33 − 1
2
L22,33, (C.6)
L14,14 =− 4κ
~β
L20(cosα0 + cosα1)
2 − 1
2
L00,11 − 1
2
L11,44 − 1
2
L22,44, (C.7)
L23,23 =− 4κ
~β
L20(cosα0 + cosα1)
2 − 1
2
L00,22 − 1
2
L11,33 − 1
2
L22,33, (C.8)
L24,24 =− 4κ
~β
L20(cosα0 − cosα1)2 −
1
2
L00,22 − 1
2
L11,44 − 1
2
L22,44, (C.9)
L12,12 =− 16κ
~β
L20 cos
2 α1 − 1
2
L11,33 − 1
2
L22,33 − 1
2
L11,44 − 1
2
L22,44, (C.10)
(C.11)
L01,02 = 4κ
~β
(X00X12 −X12X22)−G(ω02)N02X01X02 −G(ω12)N12X11X12
−G(ω32)N32X13X23 −G(ω42)N42X14X24, (C.12)
L02,01 = 4κ
~β
(X00X12 −X12X11)−G(ω01)N01X01X02 −G(ω21)N21X22X12
−G(ω31)N31X13X23 −G(ω41)N41X14X24, (C.13)
L13,23 = 4κ
~β
(X33X12 −X12X22)−G(ω12)N12(X11X12 −X12X33)
−G(ω02)N02X01X02 −G(ω32)N32X13X23 −G(ω42)N42X14X24, (C.14)
L23,13 = 4κ
~β
(X33X12 −X12X11)−G(ω21)N21(X22X12 −X12X33)
−G(ω01)N01X01X02 −G(ω31)N31X13X23 −G(ω41)N41X14X24, (C.15)
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L14,24 = 4κ
~β
(X44X12 −X12X22)−G(ω12)N12(X11X12 −X12X44)
−G(ω02)N02X01X02 −G(ω32)N32X13X23 −G(ω42)N42X14X24, (C.16)
L24,14 = 4κ
~β
(X44X12 −X12X11)−G(ω21)N21(X22X12 −X12X33)
−G(ω01)N01X01X02 −G(ω31)N31X13X23 −G(ω41)N41X14X24. (C.17)
C.3 Diagonal reduced density matrix elements
The solutions of the FSA master equation Eq. (4.21) for the diagonal elements reads:
σ00(t) = σ
0
00 + σ
0
11 + σ
0
22 + σ
0
33 + σ
0
44
− e−piL00,11t
(
σ011 + σ
0
33
L11,33
−L00,11 + L11,33 + L22,33 + σ
0
44
L11,44
−L00,11 + L11,44 + L22,44
)
− e−piL00,22t
(
σ022 + σ
0
33
L22,33
−L00,22 + L11,33 + L22,33 + σ
0
44
L22,44
−L00,22 + L11,44 + L22,44
)
+ e−pi(L11,33+L22,33)tσ033
( L00,22 − L11,33
−L00,22 + L11,33 + L22,33 +
L11,33
−L00,11 + L11,33 + L22,33
)
+ e−pi(L11,44+L22,44)tσ044
( L00,22 − L11,44
−L00,22 + L11,44 + L22,44 +
L11,44
−L00,11 + L11,44 + L22,44
)
, (C.18)
σ11(t) =− e−piL00,11tσ011 − e−pi(L00,11+L11,33+L22,33)tσ033
L11,33
−L00,11 + L11,33 + L22,33
− e−pi(L00,11+L11,44+L22,44)tσ044
L11,44
−L00,11 + L11,44 + L22,44 , (C.19)
σ22(t) =− e−piL00,22tσ022 − e−pi(L00,22+L11,33+L22,33)tσ033
L22,33
−L00,22 + L11,33 + L22,33
− e−pi(L00,22+L11,44+L22,44)tσ044
L22,44
−L00,22 + L11,44 + L22,44 , (C.20)
σ33(t) = e
−pi(L11,33+L22,33)tσ033, (C.21)
σ44(t) = e
−pi(L11,44+L22,44)tσ044. (C.22)
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Nomenclature
In the following we give a list of the abbreviations and symbols most frequently used in this
thesis.
Abbreviations
CDT Coherent destruction of tunneling.
DITO Driving-induced tunneling oscillations.
FSA Full secular approximation.
GRWA Generalized rotating wave approximation.
JCM Jaynes-Cummings model.
MQC Macroscopic quantum coherence.
MQT Macroscopic quantum tunneling.
MRWA Moderate rotating-wave approximation.
NIBA Non-interacting blip approximation.
PSA Partial secular approximation.
QED Quantum electrodynamics.
QUAPI Quasiadiabatic propagator path-integral method.
RWA Rotating-wave approximation.
SQUID Superconducting quantum interference device.
TLS Two-level system.
VVP Van Vleck perturbation theory.
WDA Weak damping approximation.
154 | Nomenclature
States
|·〉〉 Dirac notation in the extended Hilbert space H⊗ T , see page 87.
|·) Dirac notation in the Hilbert space T of the time-periodic functions, see page
87.
| ↑ / ↓〉 Logical states of the qubit; localized basis states of the TLS.
|Φj,±〉 Eigenstates of the qubit-oscillator Hamiltonion obtained by perturbation theory
in ∆, see page 35.
|Φn,∓〉〉 Eigenstates of the Floquet Hamiltonian of the driven TLS, see page 95.
|Φm,Ln,K,α〉〉 Eigenstates of the Floquet Hamiltonian of the driven qubit-oscillator system,
see page 119.
|g/e〉 Groundstate and excited state of the qubit, see Eq. (2.3).
|j〉 Fock-number states of the harmonic oscillator.
|j˜, ↑ / ↓〉 Displaced-oscillator states for the undriven qubit-oscillator system, see page 33.
| ˜n,K, ↑ / ↓〉〉 Dressed Floquet states for the driven qubit-oscillator system, see Eq. (6.5).
|n〉 Eigenstates of the qubit oscillator system obtained by perturbation theory in
g, see Eq. (2.18).
|n〉JCM Eigenstates of the Jaynes-Cummings Hamiltonian, see page 23.
|u0n,↑/↓〉〉 Eigenstates of the Floquet Hamiltonian of the driven TLS for ∆ = 0, see Eq.
(5.45).
Greek Letters
α Dimensionless coupling constant α = (2g/Ω), see page 33.
αj Mixing angle of the qubit-oscillator Hamiltonian (perturbation theory in g), see
page 25.
β Inverse temperature (kBT )
−1 of the harmonic oscillator, page 21, and the heat
bath, page 57.
∆ Tunneling element of the TLS, see page 11.
∆˜ Dressed tunneling matrix element of the qubit-oscillator system (perturbation
theory in g), see page 25.
∆j
′
j Dressed tunneling matrix element of the qubit-oscillator system (perturbation
theory in ∆), see Eq. (2.33).
∆n Dressed tunneling matrix element of the driven TLS, see Eq. (5.47).
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∆˜n
′,K ′
n,K Dressed tunneling matrix element of the driven qubit-oscillator system, see Eq.
(6.8).
ε Static bias of the TLS, see page 11.
ε
(2)
j,↓/↑ Second-order corrections to the effective Hamiltonian of the qubit-oscillator
system, see Eq. (2.35).
ε
(2)
n,K,↑/↓ Second-order corrections to the effective Hamiltonian of the driven qubit-oscillator
system, see Eq. (6.12).
Γr Relaxation rate of the qubit-oscillator system, see page 70.
Γnm Dephasing rate of the qubit-oscillator system, see page 69.
γrel Relaxation rate of the driven TLS, see Eq. (5.93).
γdeph Dephasing rate of the driven TLS, see Eq. (5.94).
κ Dimensionless damping constant, see Eq. (3.72).
ρ Density operator of the qubit-oscillator system, see page 21.
ρred Reduced density operator of the TLS, see page 21.
σi Pauli-spin matrix, see page 11.
Θ Qubit mixing angle, see page 22.
Θlj Mixing angle of the qubit-oscillator system (perturbation theory in ∆), see Eq.
(2.41).
Θm Mixing angle of the driven TLS, see Eq. (5.63).
Θm,Ln,K Mixing angle of the driven qubit-oscillator system, see Eq. (6.19).
ωc High-frequency cutoff in the spectral density J(ω), see Eq. (3.34).
ωex External driving frequency, see page 86.
ωnm Transition frequency between energy level En and Em of the qubit-oscillator
system, see page 28.
ωm,LK,α;K ′,β Transition frequencies of the driven qubit-oscillator system, see Eq. (6.26).
Ω Frequency of the harmonic oscillator, see page 15.
Ωlj Dressed oscillation frequency of the qubit-oscillator system, see Eq. (2.38).
Ωm Dressed oscillation frequency of the driven TLS, see Eq. (5.61).
Ωm,Ln,K Dressed oscillation frequency of the driven qubit-oscillator system, see Eq.
(6.14).
Ξlj Modified Laguerre polynomial, see Eq. (2.31).
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Latin letters
A Driving amplitude for the driven TLS, see page 92.
B,B† Annihilation and creation operator of the harmonic oscillator, see page 15.
Eqb Qubit transition frequency, see page 22.
En Eigenenergies of the qubit-oscillator system obtained by perturbation theory in
g, see Eq. (2.17).
EJCMn Eigenenergies of the Jaynes-Cummings Hamiltonian, see Eq. (2.9).
E0j,↑/↓ Eigenenergies of the qubit-oscillator Hamiltonian for ∆ = 0, see Eq. (2.32).
Ej,∓ Eigenenergies of the qubit-oscillator system obtained by perturbation in ∆, see
Eq. (2.37).
E0n,↑/↓ Quasienergies of the driven TLS for ∆ = 0, see page 92.
En,± Quasienergies of the driven TLS, see page 96.
E0n,K,↑/↓ Quasienergies of the driven qubit-oscillator system for ∆ = 0, see Eq. (6.6).
Em,Ln,K,∓ Quasienergies of the driven qubit-oscillator system, see Eq. (6.13).
g Coupling strength between qubit and oscillator, see page 15.
G(ω) Spectral density of the bath, see Eq. (3.59).
Heff Effective Hamiltonian, see Eq. (2.10).
Heff Effective Floquet Hamiltonian, see page 95.
Hint Interaction Hamiltonian between qubit and oscillator, see page 15.
HJCM Jaynes-Cummings Hamiltonian, see Eq. (2.6).
Hosc Hamiltonian of the harmonic oscillator, see page 15.
HSB Spin-boson Hamiltonian, see Eq. (4.1).
HTLS Hamiltonian of the TLS, see Eq. (1.9).
HTLS Floquet Hamiltonian of the driven TLS, see Eq. (5.46).
HTLS-osc Qubit-oscillator Hamiltonian, see Eq. (1.15), see page 15.
Jk(x) Bessel function of oder k, see page 92.
LDiss(t) Kernel of the dissipative environment, see Eq. (3.60).
Lnm,kl Bloch-Redfield tensor, see Eq. (3.70).
P↓→↓(t) Survival or returning probability of a TLS starting in the state | ↓〉, see Eq.
(5.56).
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P (t) Population difference between the localized states of the qubit, see Eq. (2.1).
S Transformation matrix of Van Vleck perturbation theory.
W0, W1 Second-order contributions in g, see page 25.
X˜n,αβ Fourier coefficients of the position matrix element X˜αβ(t), see Eq. (5.36).
Z Partition function of the harmonic oscillator, see page 21.
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