Abstract -We consider the convergence issues of distributed power control algorithms for mobile cellular systems. A convergence theorem for power control algorithms of canonical type is proven. Our result generalizes Yates' framework and provides a new outlook on the problem. The general applicability of the theorem is demonstrated by showing that all the well-known algorithms are canonical. Furthermore, by devising a new discrete algorithm, we exemplify how the theorem can be used to aid new design.
Introduction
Power control plays an important role in the design of mobile cellular systems. The objective is to assign minimum power levels to mobile units and at the same time, to manage mutual interference so that each mobile unit can meet its signal-to-interference (SIR) quality requirement. Since Zander's works on centralized Apart from SIR balancing, another paradigm was established in the literature. Foschini and Miljanic considered a more general model in which a positive receiver noise and a target SIR were taken into account [3] . A distributed algorithm was proposed and was proven to converge in both synchronous [3] and asynchronous [6] systems. Based on Foschini and Miljanic's algorithm, Grandhi and Zander suggests a distributed constrained power control (DCPC) power control algorithm [5] , in which a ceiling was imposed on the transmit power of each user. Another distributed algorithm was proposed by Bambos et. al., 'This work was supported by a grant from Graudate School, CUHK. cwsung@cs.cityu.edu.hk which aims t o protect active links from quality degradation when new users try to access the channel. Due to the distributive nature of these algorithms, the most important criterion to be met is the convergence. Yates provided a framework [13] on convergence of power control algorithms, which can be applied to [l, 3, 5, 61. Algorithms which fit into this framework is called standard.
In all the aforementioned works, the power levels are allowed to take any positive real value. In practical systems, power levels are quantized into discrete units. Based on this observation, Sung and Wong proposed the Fixed-step Algorithm [8] . Since this new algorithm is not standard, a convergence proof is given in [SI. It hints that Yates' framework can possibly be further generalized.
The essence of Yates' framework is generalization of the interference measure. It was shown that for a broad class of power controlled systems, the interference measure satisfies the positivity, monotonicity and scalability conditions. Coincidently, it was shown in [ll] that the Fixed-step Algorithm also converges under the same type of interference measures. This motivates us t o explore the reasons behind.
In this paper, we establish a more general framework on convergence analysis. We identify two crucial conditions for convergence of power control algorithms. Algorithms which satisfy these conditions are called canonical. We show that standard algorithms form a proper subset of the canonical ones. It implies that our new framework can be applied to a broader class of algorithms. A new algorithm will be given as an example. It demonstrates that our result may provide guidelines for the design of more sophisticated algorithms in the future.
The rest of the paper is organized as follows. In Section 2, we describe the system model and define some terms. In Section 3, we introduce a new concept called target region, to which a power control algorithm aims to converge. In Section 4, we state and investigate the Canonical Algorithm. In Section 5, we give applications of the Canonical Convergence Theorem. In Section 6 , we draw a conclusion. . . . ,rK(P)). In real situation, the function r(P) may be time varying since the locations of the mobiles are changing. However, in our model, the power control iteration process is carried out frequently enough that we may assume the channel is static throughout the process.
Totally Asynchronous Model
These assumptions guarantee that each component is updated infinitely often, and that old information is eventually purged from the system. More precisely, given any time tl, there exists a time t 2 > tl such
In words, given any time t l , values of components generated prior t o tl will not be used in updates after a sufficieintly long time t 2 . On the other hand, the amount (t -T ; ( t ) ) by which the information used in iterations are outdated can become unbounded as t
In this section, we introduce the totally asynchronous power control model in [2] with Some modifications.
Following ), E T, There was one more condition in the original standard
riwhere ~j ( t ) are times satisfying interference function, the positivity condition: Ii(P) > 0. However, we discover that it can be treated as a consequence of the other two conditions. The proof is straightforward and is omitted.
Total Asynchronism
For every mobile i, T i stands for the set of times 3 at which Pi is updated significantly. The definition of the term 'updated significantly' in this paper will The Canonical Power Control Algorithm is composed be clear after introducing the reaching condition in of two main parts, the target region and the Canonical section 3.2.
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Figure 1: The QoS of the two mobiles change in the direction opposite to the target QoS.
Target Region
Let x be a closed subset of the set of all positive real numbers, b. When I' i E x, the link quality of mobile i is regarded as acceptable. The objective of power control is to find a power vector such that ri E for all i. We call 7;: the target region of mobile i.
The system target region is defined as T =~x~x % x " . x ? # K .
Canonical Power Control Iteration
The change of power level from Pjt) to Pjt+') is called a power control iteration. If the type of iterations satisfy the bounding and reaching conditions, we call it canonical. Before defining these conditions, we have to introduce the concept of separation between two sets and the feasibility of a QoS vector. We define separate using concepts in topology [7] . We are now ready t o state the bounding and reaching conditions. In the reaching condition, the QoS of the mobiles are not allowed to stay outside the target region indefinitely. The power keeps on significantly changing whenever the target region has not been reached.
Roughly speaking, if these conditions are satisfied, the power of each mobile moves in a correct direction towards the target and it will not stop until the target is reached. Together with the assumption that the target QoS vector is feasible, we can prove that the QoS vector converges to the system target region. The result is formally stated as follows, and the proof can be found in [12] . 
Applications of the Theorem
The Canonical Convergence Theorem applies to a broad type of power control algorithms. In this section, we will examine a few examples. The convergence of some of them has not been proven before. Futhermore, the theorem provides a guideline for the design of a new algorithm. We will demonstrate this fact by considering a discrete version of the Standard Algorithm.
Foschini and Miljanic's Standard
The algorithm proposed by Foschini and Miljanic updates the power of the mobiles as follows This algorithm was proven to converge when all users update their power simultaneously. This result was later extended to a totally asynchronous system by Mitra [6] . Yates further generalized the result such that the algorithm converges under any standard interference function [13] . In fact all these results can be obtained by the Canonical Convergence Theorem. We prove the algorithm is canonical by checking the following 3 properties.
Target Region
The target region 7;: is [yi,yi], which is closed in Et+. 1 log P?+l) -log Pjt) I > log 6.
Bounding Condition
Hence, Standard Algorithm is canonical and its convergence is implied by the Canonical Convergence Theorem.
4.2
The standard algorithm allows the link QoS to drop below the target during the evolution. 
Sung and Wong's Fixed-step Algorithm
In practicle, the transmit power of a mobile are quantized into discrete levels. In view of this, Sung and
Wong proposed the fixed-step algorithm [8] . The same as the ALP algorithm, this algorithm also possess the property of active link protection. Furthermore, it was proven to converge in synchronous system. The iterative procedure is as follows:
{ Pit) otherwise where 6 > 1.
Suppose we let the target region be the closed interval [yiS-',yiS] (in QoS domain) for every mobile i. Note that mobile i increases its power by a factor of S when its QoS is below S-lyi, that is when P i < Ii/S. Hence Pit+') never exceed 7 i I j t ) , satisfying the bounding condition. As the step size of power change is adways S as long as the target region has not been reached, the reaching condition is also satisfied. By the Canonical Convergence Theorem, the fixedstep algorithm converges also in totally asynchronous system.
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Discrete Standard Algorithm
The Standard Algorithm assumes a continuous-valued power system. In practical systems, there are only finite number of power levels. Suppose the power level is quantized uniformly in logarithmic scale. In linear scale, the levels can be represented by {~~~, S -2 p~, S -1 p o , p~, S p~, S 2 p o ,~~~} ,
where b > 1 is the quantization step size. We let 1 . J be the largest quantized power level that is smaller than or equal to 2. Similarly, we let 1 .1 be the smallest quantized power level that is larger than or equal to 2. We define a discrete version of the Standard Algorithm as follows:
1 T i~i t ) j if $1 < 6-17~ P?+') = ryi~{t)l if rtt) > byi (4) i Pit) otherwise Though this discrete algorithm is modified from the Standard Algorithm, it does not fall within Yates' framework [13] . However, it is easy to check that this algorithm is canonical with a target region of [b-lyi, Syi] for each mobile i. Hence, its convergence is guaranteed by the Canonical Convergence Theorem.
Note that in designing this algorithm, we quantize the output of the Standard Algorithm in the above way, instead of choosing the closest quantized level. The reason is that the above quantization method fulfills the bounding condition. It exemplifies how the Theorem can be used to aid the design of new algorit hms.
Conclusion
A new framework for distributed power control is established. By identifying two crucial conditions for convergence, we define a canonical form for a class of power control algorithms. We show that all canonical algorithms converge in totally asynchronous system. This canonical class covers all the well-known algorithms in the literature, some of which have not been proven to converge before. Moreover, through this investigation, we can have a deeper insight on how to design better power control algorithms.
