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Abstract
In this paper, we analyze mean-field game modulated by finite states markov chains. We first
develop a sufficient stochastic maximum principle for the optimal control of a Markov-modulated
stochastic differential equation (SDE) of mean-field type whose coefficients depend on the state
of the process, some functional of its law as well as variation of time and sample. As coefficients
are perturbed by a Markov chain and thus random, to study such SDEs, we analyze existence
and uniqueness of solutions of a class of mean-field type SDEs whose coefficients are random
Lipschitz as well as the property of propagation of chaos for associated interacting particles
system with method parallel to existing results as a byproduct. We also solve approximate
Nash equilibrium for the Markov-modulated mean-field game by mean-field theory.
Keywords : Mean-field type SDEs, interacting particle systems, Markov-modulated, stochastic
control, stochastic maximum principle, mean-field game, approximate Nash equilibrium
1 Introduction
Mean-field type stochastic differential control (games) has become a very popular topic and de-
veloped rapidly during recent years, for instance, see Huang et al. (2003, 2006) and Lasry & Lions
(2007). Tools to analyze such problems include mean-field games method (e.g. see Huang et al.
2006) which solves a standard control problem for a deterministic function firstly, and then uti-
lize fixed point method to determine that there exists such function which is the distribution of
the state process, and partial differential equation (e.g. see Borkar & Kumar 2010) and stochastic
maximum principle of mean-field type (e.g. see Andersson & Djehiche 2011) which solve mean-field
type control problem in a direct manner.
This paper aims to generalize the stochastic maximum principle of mean-field type developed in
Andersson & Djehiche (2011) to the case modulated by a homogenous Markov chain defined finite
state space, and analyze Markov-modulated mean-field game. We consider the stochastic problem of
a Markov-modulated SDE of mean-field type whose coefficients depend on the state of the process,
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some functional of its law as well as variation of time and sample (see Problem 2.1 for details).
Under suitable assumptions, the Markov-modulated SDE of mean-field type can be obtained as a
limit of an interacting particles system modulated by independent, identically distributed (i.i.d.)
Markov chains defined on finite state space (see the system (1) for details). We provide sufficient
conditions for maximum principle of mean-field type modulated by a Markov chain. Compared to
Andersson & Djehiche (2011), the adjoint equation in this paper involves Markov regime-switching
jumps which inhabit property of martingale. As in Andersson & Djehiche (2011), we establish the
sufficient conditions for maximum principle in general set-up that only requires predictable processes
and some integrability conditions without any other special conditions for admissible controls, which
makes it suitable to handle time inconsistency of the mean-field type control problem. Stochastic
maximum principles of mean-field type include Buckdahn et al. (2011), Hosking (2012), Li (2012),
Shen & Siu (2013). For standard maximum principles modulated by Markov chains, please see
Zhang et al. (e.g. 2012).
As coefficients of mean-field type SDEs are left continuous with right limit, and perturbed by
a Markov chain and thus random, to study such SDEs, it is necessary to analyze existence and
uniqueness of solutions of a class of mean-field type SDEs whose coefficients are random Lipschitz
as well as the property of propagation of chaos for associated interacting particles system although
methods used by us are simply parallel to the ones from existing results in Jourdain et al. (2008).
We also analyze asymptotic errors between stochastic dynamic game and its limiting optimal
problem. By mean-field game theory, we find approximate Nash equilibrium for our model.
The remaining of this paper is organized as follows. In Section 2, we introduce Markov-
modulated diffusion, weakly coupled stochastic dynamic game and mean-field type SDEs, and
analyze existence and uniqueness of mean-field type SDEs as well as the property of propagation of
chaos of the associated interacting particles system. In Section 3, we provide sufficient conditions
for maximum principle. In Section 4, we make make asymptotic analysis and verify approximate
Nash equilibrium. In Section 5, we comment concluding remarks.
2 Problem formulation
In this section, we define the Markov-modulated diffusion model and formulate the Markov-
modulated weakly coupled interacting particles control system governed by n dimensional nonlin-
ear stochastic system and its limit system governed by Markov-modulated mean-field type SDEs.
Meanwhile, we analyze existence and uniqueness of two systems as well as approximation of two
systems. Assume that T > 0 is time horizon and (Ω,F ,P) is a complete probability space. We
shall make use of the following notation:
R : the real Euclidean space;
Rn : the n-dimensional real Euclidean space;
| · | : the Euclidean norm;
M∗ : the transpose of any matrix or vector;
Diag(y) : the diagonal matrix with the elements of y;
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L2M(0, T ;V) : the space of all measurable, Mt-predictable processes
f : [0, T ] × Ω −→ V such that E ∫ T
0
|f(t)|2dt <∞, where
Mt is a σ-field and V is a subset of R;
U : the action space which is a nonempty, closed and convex subset of R;
C : a constant which may change from line to line.
2.1 The Markov-modulated diffusion model
Let the time-homogeneous Markov chain α take values in finite state space S , {1, 2, . . . , d} associ-
ated with the generator Λ , [λij]i,j=1,...,d. We assume that that chain starts in a fixed state i0 ∈ S
such that α0 = i0. Let Nt(i, j) be the number of jumps from state i to state j up to time t. Denote
by 1 the indicator function. Then
Nt(i, j) =
∑
0<s≤t
1{αs−=i}1{αs=j}, ∀t ∈ [0, T ].
Define the intensity process mt(i, j) , λij1{αt−=i}. If we compensate Nt(i, j) by
∫ t
0
ms(i, j)ds, then
the resulting process Nt(i, j)−
∫ t
0
ms(i, j)ds is a purely discontinuous, square integrable martingale
which is null at the origin. Let
Φ˜t(j) ,
d∑
i=1,i 6=j
(
Nt(i, j) −
∫ t
0
ms(i, j)ds
)
, j = 1, . . . , d,
Φ˜t(j) is a martingale. Denote Φ˜t , (Φ˜t(1), . . . , Φ˜t(d)) and mt , (mt(1), . . . ,mt(d)), where mt(j) ,
d∑
i=1,i 6=j
∫ t
0
ms(i, j)ds, for j = 1, . . . , d.
2.2 Weakly coupled stochastic dynamic game and mean-field type SDEs
We consider weakly coupled system of n interacting particles modulated by independent Markov
chains. The dynamic of each particle is given by dx
i,n
t = b
(
t, x
i,n
t− ,
1
n
n∑
j=1
ψ(xj,nt− ), u
i
t
)
r
(
αit−
)
dt+ σ
(
t, x
i,n
t− ,
1
n
n∑
j=1
φ(xj,nt− ), u
i
t
)
r
(
αit−
)
dwit,
x
i,n
0
= xi0, i = 1, . . . , n, t ∈ [0, T ],
(1)
where w1t , . . . , w
n
t , t ∈ [0, T ], are n independent standard scalar Brownian motions and α1t , . . . , αnt ,
t ∈ [0, T ], are n i.i.d. time-homogeneous Markov chains taking values in S. The initial states
x10, . . . , x
n
0 are mutually independent and satisfy E|xi0|2 < ∞, i = 1, . . . , n. We also assume
that {x10, . . . , xn0}, {w1t , . . . , wnt } and {α1t , . . . , αnt } are mutually independent. The control ui ∈
L2G(0, T ;U), i = 1, . . . , n, where
Gt , σ({x10, . . . , xn0}, {w1s , . . . , wns }, {α1t , . . . , αnt }, s ≤ t).
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The functions b, σ, ψ and φ are given as follows:
b : [0, T ] ×R×R×U −→ R,
σ : [0, T ] ×R×R×U −→ R,
ψ : R −→ R,
φ : R −→ R,
r : R −→ R.
Each particle is often called an agent (or a player).
The cost functional for the ith agent is given by
J i(u1, . . . , un)
, E
(∫ T
0
h
(
t, x
i,n
t ,
1
n
n∑
j=1
ϕ(xj,nt ), u
i
t
)
r
(
αit
)
dt+ g
(
x
i,n
T ,
1
n
n∑
j=1
χ(xj,nT )
)
r
(
αiT
))
,
where
g : R×R −→ R,
h : [0, T ]×R×R×U −→ R,
ϕ : R −→ R,
χ : R −→ R.
The objective of each agent is to minimize his own cost by properly controlling his own dynamics.
Due to the interaction between agents, the computation of a Nash equilibrium is highly complicated,
especially for a large population of agents. In practice, a convenient computable strategy is highly
demanded. Instead of Nash equilibrium, an approximate ε-Nash equilibrium which was introduced
successfully solve this problem (e.g. see Huang et al. 2006).
Definition 2.1. For the n agents, a sequence of controls ui ∈ L2G(0, T ;U) (resp., ui ∈ L2F i(0, T ;U))
which is a Lipschitz feedback, where F it , σ(xi0, wis, αit, s ≤ t), i = 1, . . . , d, is called ε-Nash
equilibrium with respect to the cost J i(u1, . . . , un) if there exists ε > 0 such that for any fixed
1 ≤ i ≤ n, we have
J i(u1, . . . , un) ≤ J i(u1, . . . , ui−1, vi, ui+1, . . . , un) + ε,
when any alternative control vi ∈ L2G(0, T ;U) (resp., vi ∈ L2F i(0, T ;U)) which is another Lipschitz
feedback is applied by the ith agent.
By the mean field game theory, a candidate for ε-Nash equilibrium can be solved via solving
the following limiting problem.
Problem 2.1. Find an control strategy uˆ ∈ L2
F¯
(0, T ;U), minimize
J(u¯) , E
(∫ T
0
h (t, xt,Eϕ(xt), u¯t) r (αt) dt+ g (xT ,Eχ(xT )) r (αT )
)
subject to {
dxt = b(t, xt−,Eψ(xt−), u¯t)r(αt−)dt+ σ(t, xt−,Eφ(xt−), u¯t)r(αt−)dwt,
x0 = x(0),
(2)
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for any control u¯ ∈ L2
F¯
(0, T ;U), where F¯t , σ(x(0), ws, αt, s ≤ t). We assume that wt, t ∈ [0, T ],
is a standard scalar Brownian motion. αt, t ∈ [0, T ], is a time-homogeneous Markov chain defined
on S and independent of wt. The initial state satisfies E|x(0)|2 < ∞ and is independent of wt
and αt. In the above equation, the expectation means the conditional expectation conditioned on
{x0 = x(0), α0 = i0}.
Once Problem 2.1 were solved with uˆ, we could obtain controls ui ∈ L2F i(0, T ;U), i = 1, . . . , n.
u1, . . . , un are independent. It can be shown that (u1, . . . , un) is a ε-Nash equilibrium. In this
paper, we shall develop a stochastic maximum principle of mean-field type for Problem 2.1 which
generalizes the result in Andersson & Djehiche (2011). The following assumptions will be imposed
throughout this paper, where x denotes the state variable, y the ”expected value”, v the control
variable and t the time.
(A.1) ψ, φ, χ and ϕ are continuously differentiable. g is continuously differentiable with respect
to (x, y). b, σ and h are continuously differentiable with respect to (x, y, v). b and σ are left
continuous with right limit with respect to t. r is positive continuous function.
(A.2) All the derivatives in (A.1) are Lipschitz continuous and bounded.
(A.3)
∫ T
0
(|b(s, 0, ψ(0), 0)|2 + |σ(s, 0, φ(0), 0)|2)ds <∞.
Under the assumptions (A.1), (A.2) and (A.3), the solutions to the system (1) and equation (2)
are unique.
Remark 2.1. If b and σ are continuous with respect to t, then the assumption (A.3) can be relaxed.
2.3 Solution to mean-field type SDEs and propagation of chaos
In this subsection, we analyze solvability of the system (1) and the equation (2). Instead of directly
analyzing the system (1) and the equation (2), we study a more general case driven by square
integrable Le´vy processes {zt, t ∈ [0, T ]} parallel to Jourdain et al. (2008). To do this, we introduce
nonlinear stochastic differential equation of mean-field type modulated by a Markov chain defined
on S and corresponding system of n interacting particles as follows:{
dx˜t = σ˜(t, x˜t−,Pt−))r(α˜t−)dzt, t ∈ [0, T ]
x˜0 = x˜(0),
(3)
where {zt, t ∈ [0, T ]} is a Le´vy process with value in R, {α˜t, t ∈ [0, T ]} is a Markov chain on S. For
t ∈ [0, T ], Pt denotes the probability distribution of x˜t, and Ps− = P◦ x˜−1s− is the weak limit of Pt as
t→ s increasingly. The initial state x˜(0) takes values in R, distributed according to pi, and satisfies
E|x˜(0)|2 < ∞. Furthermore, x˜(0), {zt, t ∈ [0, T ]} and {α˜t, t ∈ [0, T ]} are mutually independent.
The functions σ˜ is given as follows:
σ˜ : [0, T ]×R× P(R) −→ R,
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where P(R) is the space of probability measures on R. By choosing σ˜ linear in the third variable,
the classical Mckean-Vlasov model studied in Sznitman (1991) can be obtained as a special case
of (3). Let ˜˜σ(t, ω, ·,Pt−) , σ˜(t, ·,Pt−)r(α˜t−(ω)). It is noted that the above equation have more
general coefficient which depends not only on the state process and the probability distribution of
the state process, but also on the time and the sample.
For i = 1, . . . , n, let (x˜i0, z
i) be a sequence of independent copies of (x˜(0), z). Define the weakly
coupled system of n interacting particles{
dx˜
i,n
t = σ˜(t, x˜
i,n
t− , µ
n
s−))r(α˜t−)dz
i
t , t ∈ [0, T ], i = 1, . . . , n,
x˜
i,n
0
= x˜i0, µ
n , 1n
∑n
j=1 δx˜j,n is the empirical distribution, δx is Dirac measure.
(4)
We shall show that as n→∞, for i = 1, . . . , n, x˜i,n converge to a limit x˜i which is an independent
copy of the solution to equation (3).
Let P2(R) be the space of probability measures on R with finite second order moments. For
µ, ν ∈ P2(R), we define the Vaserstein metric as follows:
d(µ, ν) = inf
{(∫
R×R
|x− y|2Q(dx, dy)
)1/2
: Q ∈ P(R×R) with marginals µ and ν
}
.
It induces the topology of weak convergence together with convergence of moments up to order
2. Due to r(·) being continuous and thus bounded on any compact set, if for each t, σ˜(t, ·, ·) is
Lipschitz continuous when R×P2(R) is endowed with the product of the canonical metric on R and
the Vaserstein metric on P2(R), then for each (t, ω, ·, ν), ˜˜σ(t, ω, ·, ν) is random Lipschitz continuous
with respect to the canonical metric on R.
The solvability of the equation (3) and the system (4) is given as follows:
Proposition 2.1. Assume that {zt, t ∈ [0, T ]} is square integrable, and that for each t, σ˜(t, ·, ·) is
Lipschitz continuous when R × P2(R) is endowed with the product of the canonical metric on R
and the Vaserstein metric on P2(R). In addition, for fixed x and ν, σ˜(·, x, ν) is left continuous
with right limit and
∫ T
0
|σ˜(s, 0, δ0)|2ds < ∞, where ν ∈ P2(R) and δ0 is Dirac measure. Then
equation (3) admits a unique strong solution such that E(supt≤T |x˜t|2) <∞.
Since for ξ = (x1, . . . , xn) and ζ = (y1, . . . , yn) in R
n, we have
d
 1
n
n∑
j=1
δxj ,
1
n
n∑
j=1
δyj
 ≤
 1
n
n∑
j=1
|xj − yj|2
1/2 = 1√
n
|ξ − ζ|. (5)
Thus, let ϑ(t, ω, x1, . . . , xn) , ˜˜σ(t, ω, xi,
1
n
∑n
j=1 δxj), we have ϑ : [0, T ] × Ω ×Rn −→ R is random
Lipschitz continuous. It induces a process Lipschitz operator which is therefore functional Lipschitz.
Hence, existence of a unique solution to the system (4), with finite second order moments, follows
from Theorem 7, p.253, in Protter (2004).
Next, we give the trajectorial propagation of chaos result for the system (4).
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Proposition 2.2. Under the assumptions of Proposition 2.1
lim
n→∞
sup
i≤n
E
(
sup
t≤T
|x˜i,nt − x˜it|2
)
= 0.
Moreover, if σ˜(t, x˜, ν) =
∫
R
η(t, x˜, y˜)ν(dy˜), where η : [0, T ]×R×R −→ R is a Lipschitz continuous
function with respect to (x˜, y˜) and left continuous with right limit with respect to t, then
sup
i≤n
E
(
sup
t≤T
|x˜i,nt − x˜it|2
)
≤ C
n
where C does not depend on n.
Remark 2.2. In Proposition 2.1 and 2.2, we only state 1-dimensional case. In fact, the results can
be similarly generalized to multi-dimensional case.
In Jourdain et al. (2008), the coefficients are defined on R × P(R) (Rk × P(Rk)). We consider
an extended case in which the coefficients are defined on [0, T ] × Ω × R × P(R), depending on
variation of the time and sample. Proofs of Propositions 2.1 and 2.2 are similar to Jourdain et al.
(2008). With the help of Protter (2004) on general stochastic differential equations, we mimic
proofs of Jourdain et al. (2008) to prove our results. For detailed proofs, please see the Appendix.
Now, we apply Proposition 2.1 and related discussion to analyze solvability of the system (1)
and equation (2). Since b and σ are Lipschitz continuous with respect to x, it remains to verify
they are also Lipschitz continuous with respect to the Vasertein metric. Noticing that b, σ, ψ and
φ are all Lipschitz continuous, we have∣∣b (t, ·, ∫ ψ(x)µ(dx)) r(αt(·)) − b (t, ·, ∫ ψ(y)ν(dy)) r(αt(·))∣∣
≤ C ∣∣∫ ψ(x)dµ(x) − ∫ ψ(y)dν(y)∣∣
≤ Cd(µ, ν)
and similarly for σr. Hence, for given control, under assumptions (A.1), (A.2) and (A.3), Propo-
sition 2.1 implies equation (2) admits a unique strong solution. Replacing µ and ν by empirical
measures in the above inequality together with equation (5), we have that the coefficients in the
system (1) satisfy the property of functional Lipschitz. Thus, for given controls, the system (1)
admits a unique solution.
3 Sufficient conditions for maximum principle
In this section, we develop sufficient conditions for maximum principle for Problem 2.1. Define the
Hamiltonian
H(t, x, µ, u, i, p, q) , h(t, x,
∫
ϕdµ, u)r(i) + b(t, x,
∫
ψdµ, u)r(i)p + σ(t, x,
∫
φdµ, u)r(i)q
For notational convenience, whenever x is random variable associated with probability law µ, we
rewrite the Hamiltonian as
H(t, x, u, α, p, q) , h(t, x,Eϕ(x), u)r(α) + b(t, x,Eψ(x), u)r(α)p + σ(t, x,Eφ(x), u)r(α)q.
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We also denote by bx, by and bv the derivative of b with respect to the state variable, the ”expected
value” and the control variable, respectively, and similarly for σ, h, g and ψ, φ, ϕ, χ. We shall
use short-hand notation b(t) = b(t, xt,E(ψ(xt)), ut) and similarly for other functions. Let uˆt be an
equilibrium strategy to Problem 2.1 and xˆt be the associated state variable. We define ψˆ(t) , ψ(xˆt)
and bˆ(t) , b(t, xˆt,Eψˆ(t), uˆt) and similarly for the other functions and their derivatives. Then, the
adjoint equation is given by
dp(t) = −
(
bˆx(t)r(αt)pˆt + σˆx(t)r(αt)qˆt + hˆx(t)r(αt)
)
dt
−
(
E
(
bˆy(t)r(αt)pˆt
)
ψˆx(t) + E (σˆy(t)r(αt)qˆt) φˆx(t) + E
(
hˆy(t)r(αt)
)
ϕˆx(t)
)
dt
+qˆtdwt + s(t)dΦ˜t
pˆT = gˆx(T )r(αT ) + E(gˆy(T )r(αT ))χˆx(T ),
which is a backward stochastic differential equation (BSDE). For the existence and uniqueness
of solutions to BSDEs, see Pardoux & Peng (1990). For existence and uniqueness of solutions to
BSDEs driven by Markov chains, see Cohen et al. (2010).
We impose the following assumptions for sufficient conditions for maximum principle:
(A.4) the function g is convex in (x, y).
(A.5) the Hamiltonian is convex in (x, y, v).
(A.6) ψ, φ, ϕ, χ are convex.
(A.7) the functions by, σy, hy, gy are nonnegative.
Theorem 3.1. Assume the assumptions (A.1)–(A.7) are satisfied and let uˆ ∈ L2
F¯
(0, T ;U) with
corresponding state process xˆt and suppose there exists solutions (pˆt, qˆt, sˆt) to the adjoint equation
satisfying for all u ∈ L2
F¯
(0, T ;U),
E
∫ T
0
|σ(t)r(αt)pˆt|2dt <∞ (6)
E
∫ T
0
|(xˆt − xt)qˆt|2dt <∞ (7)
E
∫ T
0
|(xˆt − xt)sˆ∗tDiag(mt)sˆt(xˆt − xt)|dt <∞ (8)
Then, if
H(t, xˆt, uˆt, αt, pˆt, qˆt) = inf
v
H(t, xˆt, v, αt, pˆt, qˆt) (9)
for all t ∈ [0, T ], P-a.s., uˆ is an optimal strategy to Problem 2.1.
Proof: Let H(t) , H(t, xt, ut, αt, pˆt, qˆt) and Hˆ(t) , H(t, xˆt, uˆt, αt, pˆt, qˆt). For any u ∈ L2F¯ (0, T ;U),
we have
J(uˆ)− J(u) = E
∫ T
0
(
hˆ(t)− h(t)
)
r(αt)dt+ E((gˆ(T )− g(T )) r(αT )).
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By the convexity of g and χ as well as gy ≥ 0 and r > 0, we obtain
E((gˆ − g)r) ≤ E (gˆx(T )r(αT )(xˆT − xT ) + gˆy(T )r(αT )E(χˆ(T )− χ(T )))
≤ E (gˆx(T )r(αT )(xˆT − xT ) + gˆy(T )r(αT )E(χˆx(T )(xˆT − xT )))
= E(pˆT (xˆT − xT )).
Apply Iroˆ’s formula to expand pˆ(xˆT − xT ) to get
pˆT (xˆT − xT ) =
∫ T
0
(xˆt − xt)dpˆt +
∫ T
0
pˆtd(xˆt − xt) + [pˆt, xˆt − xt](T )
=
∫ T
0
(xˆt − xt)
{
−
(
bˆx(t)r(αt)pˆt + σˆx(t)r(αt)qˆt + hˆx(t)r(αt)
)
dt
−
(
E
(
bˆy(t)r(αt)pˆt
)
ψˆx(t) + E (σˆy(t)r(αt)qˆt) φˆx(t) + E
(
hˆy(t)r(αt)
)
ϕˆx(t)
)
dt
+qˆtdwt + s(t)dΦ˜t
}
+
∫ T
0
pˆt(bˆ(t)− b(t))r(αt)dt+
∫ T
0
pˆt(σˆ(t)− σ(t))r(αt)dt
+
∫ T
0
qˆt(σˆ(t)− σ(t))r(αt)dt.
Due to the integrability condition (6), (7) and (8), the Brownian motion and Markov chain martin-
gale integrals in the above equation are square integrable martingales which are null at the origin,
we have
E(pˆT (xˆT − xT ))
= −E ∫ T
0
(xˆt − xt)(bˆx(t)r(αt)pˆt + E
(
bˆy(t)r(αt)pˆt
)
ψˆx(t)
+σˆx(t)r(αt)qˆt + E (σˆy(t)r(αt)qˆt) φˆx(t) + hˆx(t)r(αt) + E
(
hˆy(t)r(αt)
)
ϕˆx(t))dt
+E
∫ T
0
pˆt(bˆ(t)− b(t))r(αt)dt+
∫ T
0
qˆt(σˆ(t)− σ(t))r(αt)dt
Hence,
J(uˆ)− J(u)
≤ E ∫ T
0
(
hˆ(t)− h(t)
)
r(αt)dt+ E(pˆT (xˆT − xT ))
= E
∫ T
0
(
Hˆ(t)−H(t)
)
dt− E ∫ T
0
pˆt
(
bˆ(t)− b(t)
)
r(αt)dt− E
∫ T
0
qˆt (σˆ(t)− σ(t)) r(αt)dt
+E(pˆT (xˆT − xT ))
= E
∫ T
0
(
Hˆ(t)−H(t)
)
dt− E ∫ T
0
(xˆt − xt)(bˆx(t)r(αt)pˆt + E
(
bˆy(t)r(αt)pˆt
)
ψˆx(t)
+σˆx(t)r(αt)qˆt + E (σˆy(t)r(αt)qˆt) φˆx(t) + hˆx(t)r(αt) + E
(
hˆy(t)r(αt)
)
ϕˆx(t))dt.
On the other hand, we differentiate the Hamiltonian and use the convexity of the functions to
get for all t ∈ [0, T ], P-a.s.(
Hˆ(t)−H(t)
)
≤ Hˆx(t)(xˆt − xt) + hˆy(t)r(αt)E(ϕˆ(t)− ϕ(t))
+bˆy(t)r(αt)E(ψˆ(t)− ψ(t))pˆt + σˆy(t)r(αt)E(φˆ(t)− φ(t))qˆt + Hˆu(t)(uˆt − ut)
≤ Hˆx(t)(xˆt − xt) + hˆy(t)r(αt)E(ϕˆx(t)(xˆt − xt))
+bˆy(t)r(αt)E(ψˆx(t)(xˆt − xt))pˆt + σˆy(t)r(αt)E(φˆx(t)(xˆt − xt))qˆt + Hˆu(t)(uˆt − ut)
≤ Hˆx(t)(xˆt − xt) + hˆy(t)r(αt)E(ϕˆx(t)(xˆt − xt))
+bˆy(t)r(αt)E(ψˆx(t)(xˆt − xt))pˆt + σˆy(t)r(αt)E(φˆx(t)(xˆt − xt))qˆt
where in the last inequality, we have used that Hˆu(t)(uˆt − ut) ≤ 0 due to the minimization condi-
tion (9). Therefore, J(uˆ)− J(u) ≤ 0. Thus, uˆ is an optimal strategy.
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4 Approximate Nash equilibrium
We assume that the assumptions of Theorem 3.1 are satisfied, therefore, Problem 2.1 has an op-
timal strategy. In this section, we shall show that the optimal feedback strategy uit , u(t, x
i
t, α
i
t)
solved from Problem 2.1 is an ε-Nash equilibrium. In order to show that (u1, . . . , un) is an ε-Nash
equilibrium, we prove that for any ε > 0, there exists N > 0 such that whenever n > N , the
definition 2.1 is satisfied. We impose an additional assumption for feedback control strategy: for
i = 1, . . . , n, ui satisfies Lipschitz condition. We write the closed-loop equation and the associated
Mckean-Vlasov equation as follows: for i = 1, . . . , n,
dx
i,n
t = b
(
t, x
i,n
t− ,
1
n
n∑
j=1
ψ(xj,nt− ), u(t, x
i,n
t− , α
i
t−)
)
r
(
αit−
)
dt
+σ
(
t, x
i,n
t− ,
1
n
n∑
j=1
φ(xj,nt− ), u(t, x
i,n
t− , α
i
t−)
)
r
(
αit−
)
dwit.
(10)
dxit = b(t, x
i
t−,Eψ(x
i
t−), u(t, x
i
t−, α
i
t−))r(α
i
t−)dt+ σ(t, x
i
t−,Eφ(x
i
t−), u(t, x
i
t−, α
i
t−))r(α
i
t−)dw
i
t. (11)
Then, we have that xi,n can be approximated by xi as n→∞.
Proposition 4.1. As n→∞, we have that supi≤n E
(
supt≤T |xi,nt − xit|2
)
→ 0. Moreover, if b and
σ is linear in the third variable as in Proposition 2.2, then, supi≤n E
(
supt≤T |xi,nt − xit|2
)
= O
(
1
n
)
For the proof, see Appendix 2. Now, let ε1n , supi≤n E
(
supt≤T |xi,nt − xit|2
)
. Proposition 4.1
implies limn→∞ εn → 0 and J i(u1, . . . , un) = J i(ui) + O(√εn), where J i(ui) formulated as Prob-
lem 2.1 is the limiting optimization problem corresponding to J i(u1, . . . , un). εn will be determined.
Theorem 4.1. (u1, . . . , un) is an ε-Nash equilibrium of the cost J i subject to the system (1), for
i = 1, . . . , n. That is, for any fixed 1 ≤ i ≤ n, we have
J i(u1, . . . , un) ≤ J i(u1, . . . , ui−1, vi, ui+1, . . . , un) +√εn,
when any alternative control vi ∈ L2
F i
(0, T ;U) which is another Lipschitz feedback is applied by the
ith agent.
Remark 4.1. If b, σ, h and g are linear in the third variable as in Proposition 2.2, then εn will be
specified as 1n .
For the proof of Theorem 4.1, see Appendix 2. We simply interpret the above theorem as
follows. If a given agent changes its control, it results in state process variations for other agents.
These variations and the initial control will affect the dynamics of that agent.
5 Concluding remark
We have proved sufficient stochastic maximum principle for Markov-modulated diffusion model.
We modulate the dynamics in a special way by multiplying coefficients by a positive function of a
10
Markov chain. It is possible that a analogy to more general coefficients involving a Markov chain
which satisfy suitable Lipchitz condition. On the other hand, a generalization to Markov-modulated
jump diffusion for maximum principle is also possible. On the other hand, developing necessary
conditions for maximum principle is also possible.
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Appendix 1: proofs for solutions of mean-field type SDEs
Proof of Proposition 2.1: Let D denote the space of ca`dla`g functions from [0, T ] to R, P2(D)
the space of probability measures Q on D such that
∫
D
supt≤T |y˜t|2Q(dy˜) <∞. For P, Q ∈ P2(D),
define the Vaserstein metric, for t ∈ [0, T ],
Dt(P,Q)
= inf
{(∫
D×D sups≤t |y˜s − w˜s|2R(dy˜, dw˜)
)1/2
: R ∈ P(D×D) with marginals P and Q
}
.
Under the above metric, P2(D) is a complete space.
For any fixed Q ∈ P2(D) with time-marginals {Qt : t ∈ [0, T ]}, we show
x˜Qt = x˜(0) +
∫ t
0
σ˜(s, x˜Qs−,Qs−)r(α˜s−)dzs, t ∈ [0, T ] (12)
admits a unique solution, where Qs− = Q ◦ y˜−1s− is the weak limit of Qt as t → s increasingly.
Noticing that by Lebesgue’s theorem, as s→ t increasingly, the distance
d(Qt−,Qs−) ≤
∫
D
|y˜t− − y˜s−|2Q(dy˜)
converges to 0. Similarly,
d(Qt,Qs−) ≤
∫
D
|y˜t − y˜s−|2Q(dy˜)
converges to 0 as s→ t decreasingly. Hence, we obtain that the mapping t ∈ [0, T ] −→ Qt is ca`dla`d
under the metric d defined on P2(R). Thus, for fixed x ∈ R, the mapping t ∈ [0, T ] −→ σ˜(t, x,Qt) is
ca`dla`d. On the other hand, r(·) is continuous function and α˜t− is ca`dla`d. Hence, σ˜(t, x,Qt)r(α˜t(ω))
is ca`dla`d. Then, according to Theorem 6, p. 249, in Protter (2004), equation (12) admits a unique
strong solution since σ˜(t, x,Qt)r(α˜t(ω)) is random continuous.
Let Φ denote the mapping on P2(D) which associates the law of x˜Q with Q. To use fixed point
method, we shall verify that Φ is a mapping from P2(D) to P2(D). Indeed, for K > 0, we set
τK = inf{s ≤ T : |x˜Qs | ≥ K}. By Theorem 66, p.339 in Protter (2004) and Lipschitz property of
σ˜(t, ·, ·)r(α˜t(·)), we have
E
(
sups≤t
∣∣∣x˜Qs∧τK ∣∣∣2)
≤ C
(
E |x˜(0)|2 + ∫ t
0
E
(
1{s≤τK}
∣∣σ˜(s, x˜Qs ,Qs)− σ˜(s, 0, δ0)∣∣2 |r(α˜s)|2 + |σ˜(s, 0, δ0)|2 |r(α˜s)|2) ds)
≤ C
(
E |x˜(0)|2 + ∫ t
0
E
(
1{s≤τK}
∣∣σ˜(s, x˜Qs ,Qs)− σ˜(s, 0, δ0)∣∣2 + |σ˜(s, 0, δ0)|2) ds)
≤ C
(
E |x˜(0)|2 + ∫ t
0
E
(
supu≤s |x˜u∧τK |2
)
ds+ t
∫
D
supt≤T |y˜t|2Q(dy˜) +
∫ t
0
|σ˜(s, 0, δ0)|2 ds
)
.
By Gronwall’s Lemma, it follows that
E
(
sup
s≤t
∣∣∣x˜Qs∧τK ∣∣∣2) ≤ C
(
E |x˜(0)|2 +
∫
D
sup
t≤T
|y˜t|2Q(dy˜) +
∫ t
0
|σ˜(s, 0, δ0)|2 ds
)
,
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where C does not depend on K. Let K →∞, by Fatou’s Lemma,
∫
D
supt≤T |y˜t|2 dΦ(Q)(y˜) = E
(
sups≤t
∣∣∣x˜Qs ∣∣∣2)
≤ C
(
E |x˜(0)|2 + ∫
D
supt≤T |y˜t|2Q(dy˜) +
∫ t
0
|σ˜(s, 0, δ0)|2 ds
)
.
(13)
Hence, Φ is a mapping from P2(D) to P2(D).
Since a process {x˜t : t ∈ [0, T ]} such that E
(
supt≤T |x˜t|2
)
<∞ solves equation (3) if and only
if its law is a fixed point of Φ. In the following, we shall verify that Φ admits a unique fixed point.
For P, Q ∈ P2(D), by a localization procedure similar to the one used above, we have that
E
(
sups≤t
∣∣x˜Ps − x˜Qs ∣∣2) ≤ C ∫ t0 E(∣∣σ˜(s, x˜Ps ,Ps)− σ˜(s, x˜Qs ,Qs)∣∣2 |r(α˜s)|2) ds
≤ C ∫ t
0
E
(∣∣σ˜(s, x˜Ps ,Ps)− σ˜(s, x˜Qs ,Qs)∣∣2) ds
≤ C ∫ t
0
(
E
(
supu≤s
∣∣x˜Pu − x˜Qu ∣∣2)+ d2(Ps,Qs)) ds
From Gronwall’s Lemma, we obtain that ∀ ∈ [0, T ],
E
(
sup
s≤t
∣∣∣x˜Ps − x˜Qs ∣∣∣2) ≤ C ∫ t
0
d2(Ps,Qs)ds.
It is noted that D2t (Φ(P),Φ(Q)) ≤ E
(
sups≤t
∣∣x˜Ps − x˜Qs ∣∣2) and d(Ps,Qs) ≤ Ds(P,Q), we have that
∀t ∈ [0, T ],
D2t (Φ(P),Φ(Q)) ≤
∫ t
0
D2s (P,Q) ds.
Iterating this inequality and denoting by Φn the n-fold composition of Φ, we obtain that n =
1, 2, . . . ,
D2T (Φ
n(P),Φn(Q)) ≤ Cn
∫ T
0
(T − s)n−1
(n− 1)! D
2
s (P,Q) ds ≤
CnT n
n!
D2T (P,Q) .
Hence, for sufficiently large n, Φn is a contraction, therefore, Φ admits a unique fixed point.
Proof of Proposition 2.2: Let Pn = 1n
∑n
j=1 δx˜j be the empirical measure of the independent
nonlinear process{
dx˜it = σ˜(t, x˜
i
t−,Pt))r(α˜
i
t−)dzt, t ∈ [0, T ]
x˜i0 = x˜
i
0, ∀t ∈ [0, T ], Pt denotes the probability distribution of x˜it.
By a localization procedure similar to the one used in the proof of Proposition 2.1, we have
E
(
sups≤t
∣∣∣x˜i,ns − x˜is∣∣∣2) ≤ C ∫ t0 E(∣∣∣σ˜(s, x˜i,ns , µns )− σ˜(s, x˜is,Pns )∣∣∣2 ∣∣r(α˜is)∣∣2) ds
+ C
∫ t
0
E
(∣∣σ˜(s, x˜is,Pns )− σ˜(s, x˜is,Ps)∣∣2 ∣∣r(α˜is)∣∣2) ds
≤ C ∫ t
0
E
(∣∣∣σ˜(s, x˜i,ns , µns )− σ˜(s, x˜is,Pns )∣∣∣2) ds
+ C
∫ t
0
E
(∣∣σ˜(s, x˜is,Pns )− σ˜(s, x˜is,Ps)∣∣2) ds
(14)
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Due to the Lipschitz property of σ˜, equation (5) and exchangeability of the couples (x˜i, x˜i,n), i =
1, . . . , n, the first term of the right in the above inequality is less than C
∫ t
0
E
(
supu≤s
∣∣∣x˜i,nu − x˜iu∣∣∣2) ds.
By Gronwall’s Lemma and Lipschitz assumption on σ˜, we have
E
(
sup
s≤t
∣∣x˜i,ns − x˜is∣∣2) ≤ C ∫ t
0
E
(∣∣σ˜(s, x˜is,Pns )− σ˜(s, x˜is,Ps)∣∣2) ds ≤ C ∫ t
0
E(d2(Pns ,Ps))ds,
From Lemma 4 in Jourdain et al. (2008), the upper bounds of the second order moments in Propo-
sition 2.1, we yield the first assertion.
Moreover, if σ˜(t, x˜, ν) =
∫
R
η(t, x˜, y˜)ν(dy˜), we have E
(∣∣σ˜(s, x˜is,Pns )− σ˜(s, x˜is,Ps)∣∣2) is equal to
1
n
n∑
j,l=1
E
([
η(s, x˜is, x˜
j
s)−
∫
R
η(s, x˜is, y˜)Ps(dy˜)
] [
η(s, x˜is, x˜
l
s)−
∫
R
η(s, x˜is, y˜)Ps(dy˜)
])
.
By the independence of the random variables x˜1s, . . . , x˜
n
s with common law Ps, the expectation in
the above summation vanishes as long as j 6= l. As a consequence, the result follows.
Appendix 2: proofs for Proposition 4.1
Proof of Proposition 4.1: Let σ˜(t, xi,nt , µ
n
t , u
i,n
t ) ,
(
b
(
t, x
i,n
t ,
1
n
n∑
j=1
ψ(xj,nt ), u(t, x
i,n
t , α
i
t)
)
,
σ
(
t, x
i,n
t ,
1
n
n∑
j=1
φ(xj,nt ), u(t, x
i,n
t , α
i
t)
))
, zit = (t, w
i
t)
∗, σ˜(t, xit, µt, u
i
t) ,
(
b
(
t, xit,Eψ(x
i
t), u(t, x
i
t, α
i
t)
)
,
σ
(
t, xit,Eφ(x
i
t), u(t, x
i
t, α
i
t)
))
, where µnt =
1
n
n∑
j=1
δ
xj,nt
, µt is the marginal distribution of x
i
t, u
i,n
t =
u(t, xi,nt , α
i
t) and u
i
t = u(t, x
i
t, α
i
t). Let ν
n
t ,
1
n
n∑
j=1
δ
xjt
. Then, we can rewrite equations (10) and (11)
as follows:
dx
i,n
t = σ˜(t, x
i,n
t , µ
n
t , u
i,n
t )r(α
i
t)dz
i
t .
dxit = σ˜(t, x
i
t, µt, u
i
t)r(α
i
t)dz
i
t .
Hence, we have
x
i,n
t − xit =
∫ t
0
[
σ˜(s, xi,ns , µns , u
i,n
s )− σ˜(t, xit, µt, uit)
]
r(αit)dz
i
t
=
∫ t
0
[
σ˜(s, xi,ns , µns , u
i,n
s )− σ˜(t, xit, νnt , uit) + σ˜(t, xit, νnt , uit)− σ˜(t, xit, µt, uit)
]
r(αit)dz
i
t .
It is noted that b and σ are differentiable with respect to (x, y, v), and thus satisfy Lipschitz
condition. Since ui,n and ui satisfy Lipschitz condition, by a similar argument to the proof of
Proposition 2.2, we yield Proposition 4.1.
Proof of Theorem 4.1: Due to symmetry of index i, we only need to consider a control strategy
for the first agent. We first analyze the running cost, and then the terminal cost by a similar
procedure. We write the system with changed control variable for the first agent as follows:
dxˆ
1,n
t = σ˜(t, xˆ
1,n
t , µˆ
n
t , vˆ
1,n
t )r(α
1
t )dz
1
t ,
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dxˆ
i,n
t = σ˜(t, xˆ
i,n
t , µˆ
n
t , uˆ
i,n
t )r(α
i
t)dz
i
t , i = 2, . . . , n,
where µˆnt and vˆ
1,n
t , uˆ
2,n
t , . . . , uˆ
n,n
t are defined along the same line with µ
n
t and u
i,n
t , for i = 1, . . . , n,
in the proof of Proposition 4.1.
For i 6= 1, we have the following estimate
sup
2≤j≤n
E
(
sup
s≤T
|xi,ns − xˆi,ns |2
)
≤ ε2n, for sufficiently large n.
Indeed, the above estimate can be verified by Gronwall’s lemma together with euqtion (5). The ex-
pectation in the above equation is less than C
∫ T
0
E
(
supu≤s
(∣∣∣xi,nu − xˆi,nu ∣∣∣2 + 1n ∣∣∣x1,nu − xˆ1,nu ∣∣∣2)) ds
by treating x1,nu and xˆ
1,n
u as additional quantities and applying equation (5). Finiteness of
∣∣∣x˜1,nu − xˆ1,nu ∣∣∣2
can be analyzed as same as equation (13). Then, the above inequality follows from Gronewall’s
lemma. By the same procedure as in the proof of Proposition 4.1 and treating x1u and xˆ
1,n
u as
additional quantities, we also have the following estimate
sup
2≤j≤n
E
(
sup
s≤T
|xis − xˆi,ns |2
)
≤ ε3n, for sufficiently large n.
We construct a new equation
dx¯
1,n
t = σ˜(t, x¯
1,n
t , ν
n
t , v¯
1
t )r(α
1
t )dz
1
t .
Then, we have the following estimate
E
(
sup
s≤T
|x¯1,ns − xˆ1,ns |2
)
≤ ε4n, for sufficiently large n.
Now, we define the equation corresponding
dxˆ1t = σ˜(t, xˆ
1
t , µt, vˆ
1
t )r(α
1
t )dz
1
t .
Then, by a similar argument to the proof of Proposition 4.1, we obtain
E
(
sup
s≤T
|xˆ1s − x¯1,ns |2
)
≤ ε5n, for sufficiently large n.
Let εn = max{ε1n, . . . , ε5n} and h¯(t, xi,nt , µnt , ui,nt ) , h
(
t, x
i,n
t ,
1
n
n∑
j=1
ψ(xj,nt ), u(t, x
i,n
t , α
i
t)
)
. Based
on above estimates, we obtain
E
∫ T
0
h¯(t, xˆ1,nt , µˆ
n
t , vˆ
1,n
t )dt
≥ E ∫ T
0
h¯(t, xˆ1,nt , ν
n
t , vˆ
1,n
t )dt−O(
√
εn)
≥ E ∫ T
0
h¯(t, xˆ1t , ν
n
t , vˆ
1
t )dt−O(
√
εn)
≥ E ∫ T
0
h¯(t, xˆ1t , µt, vˆ
1
t )dt−O(
√
εn)
≥ E ∫ T
0
h¯(t, x1t , µt, u
1
t )dt−O(
√
εn),
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where last inequality results from the optimality assumption. Similarly, we can analyze the terminal
cost. Hence, we get
J (v1, u2, . . . , un) = J1(v1)−O(√εn)
≥ J1(u1)−O(√εn)
= J 1(u1, . . . , un)−O(√εn),
where last equality follows from Proposition 4.1.
References
Andersson, D. & Djehiche, B. (2011), ‘A maximum principle for sdes of mean-field type’, Applied
Mathematics & Optimization 63(3), 341–356.
Borkar, V. S. & Kumar, K. S. (2010), ‘Mckean–vlasov limit in portfolio optimization’, Stochastic
Analysis and Applications 28(5), 884–906.
Buckdahn, R., Djehiche, B. & Li, J. (2011), ‘A general stochastic maximum principle for sdes of
mean-field type’, Applied Mathematics & Optimization 64(2), 197–216.
Cohen, S. N., Elliott, R. J. et al. (2010), ‘Comparisons for backward stochastic differential equa-
tions on markov chains and related no-arbitrage conditions’, The Annals of Applied Probability
20(1), 267–311.
Hosking, J. J. A. (2012), ‘A stochastic maximum principle for a stochastic differential game of a
mean-field type’, Applied Mathematics & Optimization 66(3), 415–454.
Huang, M., Caines, P. E. & Malhame´, R. P. (2003), Individual and mass behaviour in large popu-
lation stochastic wireless power control problems: centralized and nash equilibrium solutions, in
‘Decision and Control, 2003. Proceedings. 42nd IEEE Conference on’, Vol. 1, IEEE, pp. 98–103.
Huang, M., Malhame´, R. P., Caines, P. E. et al. (2006), ‘Large population stochastic dynamic
games: closed-loop mckean-vlasov systems and the nash certainty equivalence principle’, Com-
munications in Information & Systems 6(3), 221–252.
Jourdain, B., Me´le´ard, S. & Woyczynski, W. (2008), ‘Nonlinear sdes driven by le´vy processes and
related pdes’, Alea 4, 1–29.
Lasry, J.-M. & Lions, P.-L. (2007), ‘Mean field games’, Japanese Journal of Mathematics 2(1), 229–
260.
Li, J. (2012), ‘Stochastic maximum principle in the mean-field controls’, Automatica 48(2), 366–373.
Pardoux, E. & Peng, S. (1990), ‘Adapted solution of a backward stochastic differential equation’,
Systems & Control Letters 14(1), 55–61.
16
Protter, P. E. (2004), Stochastic Integration and Differential Equations: Second eidition, Vol. 21,
Springer.
Shen, Y. & Siu, T. K. (2013), ‘The maximum principle for a jump-diffusion mean-field model and its
application to the mean–variance problem’, Nonlinear Analysis: Theory, Methods & Applications
86, 58–73.
Sznitman, A.-S. (1991), Topics in propagation of chaos, in ‘Ecole d’Ete´ de Probabilite´s de Saint-
Flour XIX1989’, Springer, pp. 165–251.
Zhang, X., Elliott, R. J. & Siu, T. K. (2012), ‘A stochastic maximum principle for a markov regime-
switching jump-diffusion model and its application to finance’, SIAM Journal on Control and
Optimization 50(2), 964–990.
17
