Abstract-The time delay of arrival (TDOA) between multiple microphones has been used since 2006 as a source of information (localization) to complement the spectral features for speaker diarization. In this paper, we propose a new localization feature, the intensity channel contribution (ICC) based on the relative energy of the signal arriving at each channel compared to the sum of the energy of all the channels. We have demonstrated that by joining the ICC features and the TDOA features, the robustness of the localization features is improved and that the diarization error rate (DER) of the complete system (using localization and spectral features) has been reduced. By using this new localization feature, we have been able to achieve a 5.2% DER relative improvement in our development data, a 3.6% DER relative improvement in the RT07 evaluation data and a 7.9% DER relative improvement in the last year's RT09 evaluation data.
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I. INTRODUCTION
S PEAKER diarization is the task of identifying the number of participants in a meeting and creating a list of speech time intervals for each participant. Speaker diarization is useful as a first step in the speech transcription of meetings in which each spoken sentence has to be assigned to a defined speaker. It can also be used for speaker adaptation in speech recognition.
In some speech research areas, like automatic language identification, automatic speaker identification and verification or text-to-speech synthesis, state-of-the-art algorithms are evaluated over a common framework, in order to learn the goodness and weakness of each algorithm in comparison with the others. These evaluations [1] - [3] , have contributed to a rapid improvement in the technology in those areas. In case of speaker diarization, NIST evaluations for meetings started in 2002 and have been held after that in 2004, 2005, 2006, 2007, and 2009 [4] .
In [5] , a detailed overview of automatic speaker diarization systems is given. the feature extraction module and the segmentation and clustering module. The accuracy of the VAD module is essential for the purity of the speech frames that would be used by the clustering module. VAD algorithms differ, depending on the type of non-speech sounds that appear next to the speech or mixed with it, from Gaussian mixture models (GMMs) to Laplacian and gamma probability density functions [6] . If speech is mixed with music, some authors have used extra features as the modulation energy [7] . Other authors have detected speech by using integrated algorithms that treat VAD and speaker diarization simultaneously [8] . Some speaker diarization systems use bottom-up agglomerative clustering [9] , [10] , while others use a top-down universal background model (UBM) as a starting point to apply iteratively adaptation techniques to build the speaker models [11] . Clustering algorithms are typically based on the Bayesian information criterion (BIC) distance [12] although recent studies have also presented great improvements using other alternatives based on the t-test distance [13] . Most systems extract spectral features related to the spectral envelope such as the Mel frequency cepstral coefficients (MFCCs) [9] , [14] , although some studies have presented improvements with the fusion of spectral envelope and pitch features [15] . In [16] , an exhaustive analysis of the goodness of prosodic and long-term features in speaker diarization is presented. In speaker diarization with multiple distant microphones (MDMs), redundant information is available (one signal per microphone) in comparison with single distant microphone (SDM) diarization. Commonly, all speech signals are combined into one [17] , from which some acoustic features (such as spectral or prosodic features) are extracted. The other source of information used in MDM scenarios is the information related to speaker localization [18] , such as the time delay of arrival (TDOA) features [19] . TDOA features permit short-term speaker segmentation but do not provide any speaker identity information. On the other hand, acoustic features provide long-term speaker identity but require minimum durations to build reliable acoustic models. In [20] , it was demonstrated that TDOA between channels could be combined with spectral features to obtain improved performance over a base system that only used spectral features. This TDOA information combined with the MFCC information has been used by all systems in the latest Rich Transcription evaluation [4] .
The shortcomings of TDOA methods are because of distant microphones. There are noises and reverberation in the recordings and the results are not free from errors. In speaker diarization in MDM scenarios, not only the improvement of the VAD module or the segmentation and pattern classification modules is necessary. It is also important to search for new features that convey additional information to improve system performance. In this paper, we propose a new source of information related 1558-7916/$26.00 © 2010 IEEE to speaker localization that complements current TDOA features and by extension the MFCC features. We propose to use the information on intensity channel contribution (ICC) to carry out speaker diarization by itself and combined with current systems. We demonstrate that by using this new feature, previous state-of-the-art systems can be improved.
The paper is organized as follows. Section II presents the database used and the experiments carried out, Section III presents the system architecture and the mechanisms for obtaining the new features, Section IV describes the system setup, Section V presents experiment results, Section VI is the discussion, and Section VII ends with the conclusion.
II. CORPORA
In this paper, a subset of the NIST Rich Transcription of 2002-2005 and RT06 has been used for development and RT-07 has been used as the test set. Additionally, results are given for RT-09 [4] .
A subset of RT02, RT04, and RT05 [named devel06 in [21] and RT-06 together (named all06 from now on)] is made up of more than 13 hours of audio data divided into 20 different meetings, and RT-07 comprises more than five hours of audio data divided into eight different meetings.
The segments (UEM parts) defined by NIST for the official evaluations have been used to measure the performance of the systems described in this work. These parts consist of 16 793.56 seconds (1 679 356 frames) for all06 and 10 819 seconds (1 981 900 frames) for RT-07 and 10 858.49 seconds (1 085 849 frames) for RT-09 that are taken into account to calculate the statistical significance of the results. Fig. 1 shows the system architecture. The input coming from different microphones is first Wiener filtered in order to reduce the background noise.
III. SYSTEM DESCRIPTION

A. System Architecture and Baseline Features
Then, in order to estimate the TDOA between two segments from two microphones, we use a modified version of the Generalized Cross Correlation (GCC) called "generalized cross correlation with phase transform" (GCC-PHAT) [22] . First, one of the channels is selected as the reference channel ( , the one with highest SNR). Then the GCC-PHAT between and is estimated as (1) where and are the Fourier transforms of the two signals and denotes the complex conjugate. The TDOA for these two microphones is estimated as (2) where is the inverse Fourier transform of (1). The set of TDOAs from each microphone to the reference channel will form what we call the TDOA vector .
Once the vector is calculated, a weighted delayand-sum algorithm is applied in the Acoustic Fusion module, where the input signals are delayed and added together with a triangular window to generate a new composed signal (3) is the composed signal, is the segment being processed, is the segment length (we use 250 ms), is the sample within the segment being processed, is the delay between channel and the reference channel for segment and is a weight factor applied to the channel of segment that is dynamically calculated; see [17] .
The composed signal is then processed by the MFCC estimation module, where MFCC vectors of 19 components are calculated every 30 ms using a window shift of 10 ms.
The module is a hybrid energy-based detector and model-based decoder. In the first stage, an energy-based detector finds all segments with low energy, while applying a minimum segment duration. An energy threshold is set automatically to obtain enough non-speech segments. The segmentation is used to train speech and non-speech models in the second module and then several iterations of Viterbi segmentation and model retraining take place, finally outputting the speech/non-speech segmentation when the likelihood converges. More information about the VAD module can be found in [23] .
The segmentation and agglomerative clustering process consists of an initialization and a segmentation and merging process [24] . The initialization process segments the speech into blocks (equivalent to an initial hypothesis of speakers or clusters) uniformly distributed. We have set to 16 empirically. An individual cluster model consists of a set of sub-states, where the number of sub-states is determined by the minimum duration of each cluster. Every sub-state is modeled using a Gaussian mixture model (GMM) containing a number of components that has to be specified initially. After the initial segmentation a set of training and re-segmenting steps is carried out using Viterbi decoding. Then the merging step takes place. When a merging takes place, the GMM for the new cluster is retrained with the data now assigned to it and the number of parameters (mixtures) of the merged model is the sum of the number of mixtures of the component models. The segmentation and clustering steps are repeated until a stopping criterion is reached.
To decide which clusters to merge, and when to stop the merging, the BIC criterion has been used. The penalty term in the BIC score is eliminated because we constrain both hypothesis to have the same number of parameters [24] . When all possible merge pairs give a negative BIC the merging is stopped. The baseline features used in the diarization task are the MFCC combined with the TDOA. In the implemented system [20] , [21] , the first 19 MFCC coefficients are extracted and treated as the stream and the TDOA features are treated as the stream. Each source of information is modeled using a statistical model whose individual likelihoods are combined using (4) keeping . is the compound model for any given cluster , is the model created for cluster using the stream , and is the model created for cluster using the stream .
B. Intensity Level Features
In this paper, we propose the use of intensity measures as an additional feature related to speaker localization. The red/gray dashed flow diagram in Fig. 1 shows the new modules added to the diarization system. The hypothesis proposed is based on the assumption that the position of the speaker has an impact on the speech intensity level captured by each microphone, and consequently to its location, analogous to the TDOA.
The energy captured by each channel is related to the distance of the speaker to that particular channel: when higher energy is detected, it means that the speaker is closer to that channel. This is related to the localization of the speaker similar to the information conveyed by the TDOA features. The difference is that the signal delay information used in the estimation of the TDOA feature is proportional to the distance, while the intensity is inversely proportional to it. The consideration of both features, TDOA and the proposed energy related features, assumes that the speakers do not move around the room.
In order to confirm the hypothesis presented, two new features are considered:
• the absolute intensity of each audio channel at frame ; • the speech intensity channel contribution (ICC), the contribution of the absolute intensity per channel at frame to the sum of speech intensities coming from all the channels at frame ; see (5)
where is the dimension of the ICC feature vector (equivalent to the number of microphones). An initial oracle study was carried out using Multi-Dimensional Scaling (MDS) analysis over part of the devel06 set. MDS strategies [25] consider "proximity values" between two objects as their input (Euclidean distance between speakers model in our case). The result of the MDS analysis is a -dimensional space in which each object is represented by a single point. MDS defines the localization of the points in the output space by minimizing the disparity between the Euclidean distances given the dissimilarity matrix (i.e., the proximity data) and the Euclidean distances in the object space, in the least squares sense" [26 p. 2169] .
Using the speakers' references, we estimated a -dimensional Gaussian model ( is the number of audio channels minus one) for each speaker using TDOA features and a -dimensional Gaussian model using ICC features. An MDS analysis was conducted on speaker models to obtain a mapping of those models on a 2-D space with a goodness of fit measure (GoF) higher than 90%.
As an example, in Fig. 2 the 2-D MDS output space using TDOA and ICC features for the NIST_20030623-1409 meeting can be seen. The MDS approach shows the distance between speakers, using TDOA or ICC features. One of the characteristics of the MDS analysis is the relationship (direct or indirect) of the output dimensions with some physical dimension related to the objects (coordinates in the room map in this case). The Pearson Coefficient between the speakers' localization in the two MDS is 0.86. This correlation is high, supporting a certain relationship between both features. Unfortunately, information on the geometry of the meeting room, information on the speakers and microphone localization, instant video in- formation, etc. is not available for the evaluated corpora, not being possible to confirm empirically the relationship between the axes and the location of the speakers.
Further research with additional labeled corpora needs to be carried out to find an interpretation of the MDS output dimensions. However, in the last instance, the goodness of the proposed ICC features must be assessed using the diarization error rates (DER) which will be done in the next section.
IV. SYSTEM SETUP
A. Preliminary Experiments
In order to assess the intensity related features relevance, the DER has been calculated on a subset of six RT-02 and RT-04 meetings. Table I presents the results obtained when using the absolute intensity features and the ICC feature [as defined in (5)], respectively.
Results show that intensity level features carry information related to the location of the speaker. Much better results are obtained with ICC features (37.40%), that clearly outperform the results obtained with absolute intensity level features (53.59%). Table II presents the results obtained on the all06 set when  the system uses only one feature stream (  ,  ,  ,  or ), or when all information related to the speaker location ( and ) is considered in the same stream (joint vector with dimension equal to ). For completeness the results with the combination of and (joint vector ) are also presented. Separately, MFCC features clearly provide the best system performance (18.73%), surpassing TDOA features (33.87%) and ICC features (39.71%). However, when these last two features are jointly considered (31.85%) they outperform their separate performance indicating that ICC features can be combined with the TDOA information to improve performance. No improvement is obtained when the TDOA features are joined with absolute intensity features in the same stream (35.36%). This fact may well be explained by the fact that energy features alone provide bad results (55.65%) and instead of complementing the TDOA features performance, they degrade it. Note that although apparently both absolute energy and ICC features are obtained from the same measure (the energy) if the same speaker at a certain location augments his intensity level from one turn to another, the absolute energy features computed at each channel will have a bias corrupting the speaker models while the ICC features will not have this problem resulting in a more robust set of features.
B. Integrating ICC Features in the Final System
After the preliminary experiments, we have carried out research in a system that integrates all the three features, MFCC, TDOA, and ICC.
Our baseline system is based on the MFCC and the TDOA features treated as separated streams. More information regarding the experimental framework using this configuration can be found in [21] .
In this paper, the inclusion of the ICC features has been analyzed using two different alternatives:
• : MFCC and ICC are considered as and -dimensional separated streams, respectively; • : TDOA and ICC are modeled jointly in one -dimensional stream. It can be seen in Fig. 3 that there are several points in which the results obtained with MFCC alone can be improved by merging them with ICC features similar to what was presented in [21] with the merging of MFCC features with TDOA features. Table III presents the optimum results for weights 0.9 and 0.1, respectively. The relative reduction of the error rate compared to the use of MFCC alone is a significant 3.3%.
Finally in Fig. 4 the results of the all06 set are presented changing the weights for the first and second string using MFCC features as the first string and TDOA+ICC features as the second string. The baseline system has a performance of 13.4% 1 which has been outperformed by joining TDOA and ICC in the same vector. Table IV presents the optimum results. A significant 5.2% reduction in the DER has been obtained. To assess the validity of the previous analysis, we have calculated the DER for the evaluation set (RT07) using the optimum weights obtained in the previous experiments with the all06 set. It can be seen in Table V that the use of the energy together with the TDOA improves the previous system by a significant 3.6% relative.
This contribution has been part of the system presented by Universidad Politecnica de Madrid (UPM) at RT 2009. To further demonstrate the validity of this approach, recent post-eval experiments performed with the recently released RT09 set (used as a second evaluation set) gives a result of 23.64 DER with ICC features compared to 25.67% without the ICC features, a relative improvement of 7.9%. Results are shown in Table VI. VI. DISCUSSION From the presented experiments, it is demonstrated that the ICC features constitute an additional source of information that can be used in conjunction with the previously used TDOA features. Results show a consistent improvement in the development set and the two RT evaluation data sets (5.2%, 3.6%, and 7.9% relative on all06, RT-07 and RT-09, respectively). These improvements suggest that ICC features might contribute to the improvement of alternative state of the art systems evaluated in the 2009 Rich Transcription Evaluation.
While the ICC features alone do not outperform the TDOA features alone, the join vector outperforms both of them. In addition, while the simple union of ICC with MFCC features does not outperform the improvement obtained when TDOA features are joined with MFCC features when both location features are combined with MFCC the overall DER decreases. This result proves that both location features complement themselves and are more robust than any of them separately.
If we analyze the results in detail meeting by meeting we notice that the combination of ICC features with TDOA features provide very large improvements in the EDI_20061113-1500 (RT-07) meeting (36% relative) and in the NIST_20080307-0955 (RT-09) meeting (41% relative) while the variation of DER in the other meetings is very small. However, the big improvement in these two meetings is enough to result in an overall significant improvement.
What can be done is a detailed analysis of the errors that we have got. In Table VII , we show the number of microphones and the number of reference speakers for each meeting of RT-07 and RT-09 to search for relationships between these two variables. A Pearson Coefficient of 0.3 shows a low correlation between the number of channels and DER. Table VII also presents the number of identified speakers (ID SPK), missed speakers (MISS) and false alarms (FA) obtained with and . Results show that the inclusion of the ICC features reduces the FA (from 6 to 5) and the MISS (from 11 to 9) improving the number of identified speakers (from 52 to 54). These improvements come from the EDI_20061113-1500 meeting and the NIST_20080307-0955 meeting (the ones with higher relative improvement in DER).
We have also analyzed which speakers have been identified correctly and those missed with the system and the system. The analysis is presented in Table VIII . Both systems present a similar behavior, so most of the time both systems make the same errors. However, the system identifies speaker and speaker 302 while is not able to identify these two speakers resulting in an overall improvement in these two meetings.
VII. CONCLUSION
We have researched additional localization features to improve the results of a previous speaker diarization system.
We have proposed the use of a new measure, the ICC, as an additional source of information. We have successfully merged this information with TDOA and MFCC features to obtain an enhanced system, better than our baseline system which only used MFCC and TDOA features.
The enhanced system improves the baseline system significantly by 5.2% relative in the development set, as well as 3.6% and 7.9% relative in the RT-07 and RT-09 evaluation sets, respectively, thus demonstrating in all cases the robustness of the approach. 
