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Figura  2.4  Peatones  víctimas  de  accidentes  de  tráfico    en  España  
desde 1985 por cada 1.000 vehículos [3]    4 
 










































Figura 3.12  (a) Disparidad de  la  imagen  izquierda  con  respecto a  la 
derecha  (imagen equalizada),  (b) disparidad de  la  ima‐
gen derecha con respecto a la izquierda (imagen equali‐
zada), (c) disparidad resultante tras el cross‐checking, (d) 
disparidad  resultante  tras  el  cross‐checking  (imagen 
equalizada)    33 
 




















del mapa de disparidad de  la  imagen  izquierda  con  res‐
pecto a la derecha, en función de la nomenclatura indica‐
da en la figura 4.4, para una dmáx=3; (b) valores constituti‐
vos de  los  vectores  coste para diversas posiciones de  la 
disparidad  de  la  imagen  derecha  con  respecto  a  la  iz‐






















Figura  4.11  Solapamiento  entre  dos  ventanas  con  la  coordenada  x 
correlativa    48 
 


















Figura 4.19  (a) Mapa de obstáculos  (imagen equalizada),  (b) bordes 
presentes  en  el  mapa  de  obstáculos,  (c)  resultado  del 
Blob  Analysis:  identificación  de  cuatro  obstáculos  en  la 
imagen, (d) regiones de interés determinadas    54 
 



































(a) Diversas  imágenes de un peatón  realizando un  reco‐
rrido en zig‐zag frente al vehículo; (b) resultados de su lo‐
calización (en rojo, mediante el método de  la disparidad; 

































































































































This paper details an algorithm able  to detect and  locate obstacles  from  the  im‐
ages captured by a stereo rig that emulates the human vision system. Firstly the infor‐
mation  about  the depth  is obtained  through  the  comparison between both  images. 
Subsequently  this  information  is used  to detect  the obstacles  in  front of  the vehicle 
and determine their location with a high resolution. 
 
Once developed the algorithm,  its  forming parameters are studied, as well as  its 








































































































































La universalización del  transporte por  carretera acontecida en  la  segunda mitad 
del siglo XX trajo consigo una serie de retos: la mejora de la seguridad, la optimización 
de  la red vial y  la reducción del consumo energético y de  los niveles de polución. En 
respuesta a estas necesidades surgió la idea de la conducción automática (completa o 
parcial). Las metas a alcanzar eran, entre otras,  la detección de  las  líneas de carril, el 






























a  las nuevas posibilidades  tecnológicas,  comienzan a  crearse  los primeros productos 
experimentales. Dado su elevado coste, se  trataba generalmente aplicaciones milita‐
























En  esta  primera  edición,  ninguno  de  los  15  participantes  terminó  la  prueba.  El 
vehículo diseñado por la universidad Carnegie Mellon, un Hummer cuyo coste de cons‐





de  la universidad de Stanford, un Volkswagen Touareg equipado  con  cinco  sensores 
















































































culos que  incluyen diversas  versiones de este  tipo de equipamiento. Además de  los 















mejorar  la seguridad en  la conducción mediante  la  integración de sistemas activos y 
























































































km/h. Un dispositivo  láser detecta  si el vehículo de delante está parado o  se mueve 
lentamente (a menos de 15 km/h). Si se  identifica una posible colisión  inminente,  los 
frenos se precargan para responder con mayor rapidez. Si el conductor no frena, el City 




































mático  Temporal  (TAP  ≡  Temporary  Auto  Pilot).  El  vehículo  circula  semi‐
automáticamente, con supervisión del conductor, a velocidades de hasta 130 Km/h. El 
objetivo es prevenir errores debidos a la pérdida de concentración del conductor [18]. 
Para ello, el  sistema mantiene  la distancia de  seguridad, conduciendo a  la velocidad 
seleccionada por el conductor y reduciéndola de acuerdo a  las condiciones de  la vía, 
mantiene al vehículo centrado en el carril, respetando las normas de adelantamiento, 









Como se puede ver en  la  imagen previa,  los vehículos HAVEit cuentan con cuatro 
tipos de sensores para la adquisición de los datos [17]. La zona frontal es cubierta por 
cámaras y, en un ángulo más amplio, por escáneres  láser;  los  laterales por  sensores 



























































El algoritmo  implementado en este proyecto  calcula el mapa de disparidad  y, a 



















































  u ൌ   ୤W U  (1) 
 












mismo  punto  P(W,U,V)  se  proyecta  en  las  imágenes  en  las  posiciones  p1(u1,v1)  y 






































  ୳భ.W୤  ൅  
B
ଶ ൌ  U  (5) 
  ୳మ.W୤  െ  
B
ଶ ൌ  U  (6) 









୤  ൌ B  (8) 
   W୤  ሺuଶെuଵሻ ൌ B  (9) 











































En una  imagen rectificada,  las  líneas epipolares son paralelas a  las  filas, es decir, 

































Todas  las  imágenes  tienen una cierta cantidad de  ruido  [10]. Las causas de esta 
distorsión pueden ser diversas, debiéndose habitualmente al sensor de la cámara y al 










































Esta  naturaleza multiplicativa  conlleva  que  las  zonas más  claras  de  la  imagen  sean 






































Otro  tipo de  filtros  son  aquellos que  intentan  imitar  la  forma de una  gaussiana 
(13), donde u y v son las posiciones de los píxeles vecinos respecto del central. 
 







































 Mala  respuesta en bordes diagonales  (el gradiente presenta una excesiva de‐








Cuando  la  imagen presenta un cambio de  intensidad en una dirección, genera un 

















































































































             (c)  (d) 
 







imagen  derecha  con  respecto  a  la  izquierda.  En  ambos  casos  se  han  equalizado  las 
imágenes resultantes, (e) y (f), para facilitar su interpretación. 
 























 Diferencias absolutas de  intensidad    (AD ≡ Absolute  Intensity Differences). En 
este caso se calcula la diferencia absoluta entre los dos valores de intensidad. 
 
Tradicionalmente,  se  han  usado  también  otros  métodos,  como  la  normalized 
cross‐correlation, que se comporta de forma similar a la suma de diferencias cuadráti‐









de píxeles. Se comparan  los valores de  intensidad de  los píxeles que forman  la región 
de  soporte, agregándose  los  costes  sumados o promediados. Estas  regiones pueden 
ser de diversos tipos [2]: 
 
 Ventana  rectangular: Los algoritmos de ventana  rectangular  son  los más  senci‐












 Pesos  adaptativos: Este  tipo de  algoritmos es una evolución de  los  anteriores, 
otorgando mayor peso a  los píxeles de  la ventana que tienen mayor probabilidad de 
















































para que el proceso sea efectivo,  las  intensidades deben variar suavemente y  las re‐
giones sobre las que se aplica, pertenecer a la misma superficie. 
 




























Las  imágenes  u‐v  disparity  [22]  se  construyen  a  partir  del mapa  de  disparidad. 
Ambas  contienen  sus  histogramas  laterales,  columna  a  columna  en  el  caso  de  la 
u_disparity y por filas en el de la v_disparity. 
 















































nes en  la  imagen más claras/oscuras que  los alrededores, denominadas Blobs (Binary 
Large Object) [21]. 
 
























































































Tomando  una  ventana  de  la  imagen  izquierda  como  referencia  se  busca,  en  la 
imagen derecha, la ventana que ofrezca mayor similitud. Para una ventana de  la  ima‐
gen  izquierda centrada en el píxel  (x0,y0)izda,  la búsqueda comienza en  la misma posi‐




base a su mayor  facilidad de  implementación, el método de  las diferencias absolutas 
de  las  intensidades. El valor resultante se nombra, a lo  largo del presente ensayo, co‐
y0  y0 









En el  vector  coste  se almacenan  los  valores del  coste de  comparar  cada par de 
ventanas (x0,y0)izda con (x0,y0)dcha y posteriores hasta (x0+dmáx,yo)dcha. Siguiendo el cálcu‐








desde j=0 hasta j=n 
 desde i=0 hasta i=n 
  coste=coste+abs(imagen_izda[j,i]–imagen_dcha[j,i]) 













En esta primera evolución  se busca  reducir el coste computacional. Para ello,  la 
coste de agregación de  la primera ventana de  cada  columna  se  calcula  siguiendo el 
patrón expuesto en el  apartado  anterior  (esto es,  comparando  todas  las parejas de 
píxeles que forman la ventana). Este resultado de comparar una ventana de la imagen 

























desde i=0 hasta i=n 
coste=coste +abs(imagen_izda[i,y0+1+w] –imagen_dcha[i,y0+1+w ]) 
    -abs(imagen_izda[i,y0]  –imagen_dcha[i,y0]  ) 
fin desde 
 








































posición  (x0,y0)dcha en  la  imagen derecha han  sido previamente obtenidos durante el 






coste para  las coordenadas (x0,y0) del mapa de disparidad de  la  imagen  izquierda con 



























           
y0                     
           







|e‐B| |e‐C| |e‐D| |e‐E| 
 
|f‐C| |f‐D| |f‐E| |f‐F| 
 
|g‐D| |g‐E| |g‐F| |g‐G| 
 
|h‐E| |h‐F| |h‐G| |h‐H| 
 
 
y0                    
 








         
y0    A  B  C  D  E  F  G  H  I  J 
         
     x0‐3 x0‐2 x0‐1    x0  x0+1  x0+2 x0+3 x0+4 x0+5 x0+6
       
y0    a  b  c  d  e  f  g  h  i  j   
       



























 desde j=0 hasta j=n 
  desde i=0 hasta i=n 
   coste_fila[j]=coste_fila[j]+abs(im_izda[i,j]-im_dcha[i,j]) 
  fin desde 
  coste=coste+coste_fila[j] 
 fin desde 
 
Este algoritmo comienza calculando el valor del coste de agregación para la venta‐















 desde i=0 hasta i=n 
  coste_fila[y0+1+w]=coste_fila[y0+1+w]+abs(im_izda[i]-im_dcha[i]) 



















De  forma  que,  en  la  posición  (x0,y0)  de  la matriz  coste_fila  se  conserva  el  coste  de 
agregación resultante de comparar los píxeles entre las posiciones (x0‐w,y0) y (x0+w,y0) 















prendidas entre (x0+d‐w,y0) y (x0+d +w,y0) de  la  imagen derecha. En el sentido de  las 


















 desde j=0 hasta j=n 
  coste_fila[j]=coste_fila[j]+abs(im_izda[x0+1+w]-im_dcha[x0+1+w]) 
       -abs(im_izda[x0-w ]-im_dcha[x0-w ]) 
  coste=coste+coste_fila[j] 

































         +abs(im_izda[x0+1+w,y0+1+w ]-im_dcha[x0+1+w,y0+1+w]) 














inferior  (y0+1+w), hay que actualizarlo a  la columna sobre  la que se está  trabajando, 
centrada en  (x0‐1) puesto que el  valor  guardado  corresponde  a  la  columna  anterior 





























 desde j=0 hasta j= am_y 
  desde i =0 hasta i=tam_x 
   desde k=0 hasta k=dmáx 
    AD[k,j,i]=AD[k,j,i]+abs(im_izda[k,j,i]-im_dcha[k,j,i]) 
   fin desde 
  fin desde 















































 desde j=0 hasta j=n 
  coste=coste +abs(im_izda[x0+1+w] -im_dcha[x0+1+w] ) 
       -abs(im_izda[x0-w] -im_dcha[x0-w]  ) 








































































      +AD(imagen_izda[1]-imagen_dcha[1]) 
      -AD(imagen_izda[2]-imagen_dcha[2]) 
      -AD(imagen_izda[3]-imagen_dcha[3]) 
      +AD(imagen_izda[4]-imagen_dcha[4]) 
 
Al  igual que en el anterior desarrollo, se observa que a  lo  largo del algoritmo se 





        +AD[1]-AD[2]-AD[3]+AD[4] 
 
Por tanto, el cálculo del coste de agregación de una ventana que no pertenezca a 
un borde de  la  imagen  se  reduce a ocho accesos a memoria y  seis operaciones ma‐

































togramas de  cada  columna del mapa de disparidad.  En ella,  los obstáculos  situados 




































































              (a)  (b) 


















































           (a)  (b) 
 






disparidad. Sin embargo, usar el mapa  libre eleva  las probabilidades de que  la  línea 
más significativa de  la v_disparity sea dicho road profile (recta oblicua), facilitando su 
identificación,  como  se  puede  comprobar  en  la  imagen  superior  (figura  4.21  (d)). A 






         






























































donde  P(W,U,V)  representa  un  punto  del  espacio  y  p(u,v)  su  proyección  correspon‐
diente en  la  imagen  izquierda, d es  la disparidad,  f  la distancia  focal y B  la distancia 
entre las cámaras (denominada baseline). 
 
































































Combinando  las ecuaciones  (22) y  (23),  se obtiene que  la distancia  (W) entre el 















































































































1  2  3  4  4 opt.  5  5 opt. 
Debug (seg.)  42,656  4,719 4,860 0,391 0,343 0,625  0,359 
















                                                 
























Tamaño imagen (px.)  320x240  640x480  1280x960 
Tamaño ventana (px.)  11x11  17x17  23x23 17x17 11x11 17x17 23x23 17x17  11x11  17x17 23x23 17x17
Disparidad  0‐30  0‐60  0‐30  0‐60  0‐30  0‐60 
Debug (seg.)  0,078  0,078  0,079 0,156 0,343 0,343 0,344 0,656  1,359  1,375 1,375 2,625






































Tamaño imagen (px.)  320x240  640x480  1280x960 
Tamaño ventana (px.)  11x11  17x17  23x23 17x17 11x11 17x17 23x23 17x17  11x11  17x17 23x23 17x17
Disparidad  0‐30  0‐60  0‐30  0‐60  0‐30  0‐60 
Debug (seg.)  0,094  0,094  0,094 0,171 0,360 0,359 0,360 0,687  1,437  1,438 1,437 2,781






En  las tablas 5.2 y 5.3 se recogen  los tiempos de cómputo de  las versiones 4 y 5 





































































































































Tamaño imagen (px.)  320x240  640x480  1280x960 
Tamaño ventana (px.)  11x11  17x17 23x23 11x11  17x17 23x23 11x11  17x17  23x23
Debug (seg.)  0,110  0,109 0,094 0,391 0,406 0,406 1,625  1,656  1,641
















































































































constituye  la etapa de mayor coste computacional. Por  tanto,  la elección de  los mis‐
mos  se  fija  en  un  tamaño  de  ventana  de  agregación  de  17x17px.  y  una  disparidad 




















































ción  implementada  y  el  tiempo  de  cómputo  requerido. Además,  se  ha  desarrollado 














































































































































































































ción es  la mayor simplicidad del almacenamiento de  las  imágenes en  las  librerías MIL 

























La  transformada de Hough  se encuentra  implementada en  las  librerías OpenCv. 

















 nChannels es  el  número  de  canales  de  color  (en  este  caso,  por  tanto, 
nChannels=1). 
  
 En OpenCv es necesario definir una cabecera que contenga toda  la  información de 
la imagen: 
IplImage *cvCreateImageHeader(cvSize, int depth, int channels); 
Donde : 
 cvSize es el tamaño de la imagen destino. 



































#define tam_x    640  // Ancho de las imagenes estéreo. 
#define tam_y    480  // Alto de las imagenes estéreo. 
#define tam_coste  30   // Disparidad máxima (=tamaño vector coste). 
#define rad_vent   8   // Radio de la ventana de búsqueda (lado 
              de la ventana de búsqueda=2*rad_vent+1) 
#define umbral_u   48   // Valor umbral para la binarización de la 
              u_disparity. 
#define umbral_obs  3   // Valor umbral para la binarización del 
              mapa obstáculo. 
#define umbral_v   30   // Valor umbral para la umbralización de 
              la v_disparity. 




void laplaciana(unsigned char*,int*,unsigned char*); 
void disparidad(unsigned char*,unsigned char*,unsigned char*,unsigned    
char*); 
void u_disparity(unsigned char*,unsigned char*); 
void mapas(unsigned char*,unsigned char*,unsigned char*,unsigned char*); 












MIL_ID  MilApplication, // Identificador de la aplicación. 
   MilSystem,   // Identificador del sistema MIL. 
   MilDisplay,   // Identificador del entorno de visualización. 
   MilImageRight, // Identificador de la imagen (1) [tam_x*tam_y]. 
   MilImageLeft,  // Identificador de la imagen (2) [tam_x*tam_y]. 
   MilImageDisp,  // Identificador de display. 
   MilImageAux1,  // Identificador de la imagen [tam_x*tam_coste]. 
   MilImageAux2,  // Identificador de la imagen [tam_coste*tam_y]. 
   BlobResult,   // Identificador del resultado de blobs. 
   FeatureList;  // Identificador de las características de los 
blobs. 
 
















clock_t init, final; 
init=clock(); 
 
// Inicialización de las matrices de datos de imágenes. 
unsigned char* im_izda=  (unsigned char*)calloc((tam_x*tam_y),    
sizeof(unsigned char)); 
unsigned char* im_dcha=  (unsigned char*)calloc((tam_x*tam_y),    
sizeof(unsigned char)); 
unsigned char* lp_izda=  (unsigned char*)calloc((tam_x*tam_y),    
sizeof(unsigned char)); 
unsigned char* lp_dcha=  (unsigned char*)calloc((tam_x*tam_y),    
sizeof(unsigned char)); 
unsigned char* disp_izda= (unsigned char*)calloc((tam_x*tam_y),    
sizeof(unsigned char)); 
unsigned char* disp_dcha= (unsigned char*)calloc((tam_x*tam_y),    
sizeof(unsigned char)); 
unsigned char* u_disp=    (unsigned char*)calloc((tam_x*tam_coste), 
sizeof(unsigned char)); 
unsigned char* mapa_obs = (unsigned char*)calloc((tam_x*tam_y),   
sizeof(unsigned char)); 
unsigned char* mapa_lib = (unsigned char*)calloc((tam_x*tam_y),   
sizeof(unsigned char)); 
unsigned char* v_disp =   (unsigned char*)calloc((tam_coste*tam_y) 
,sizeof(unsigned char)); 
 










// Se define la máscara usada para el cálculo de la Laplaciana de la 
Gaussiana. 
 
 int lg [25] = {  0, -1, -4, -1,  0, 
        -1, -4,  2, -4, -1, 
        -4,  2, 32,  2, -4, 
        -1, -4,  2, -4, -1, 
         0, -1, -4, -1,  0}; 
 
// LAPLACIANA DE LA GAUSSIANA // 
 
laplaciana(im_izda, lg, lp_izda); 





// DISPARIDAD // 
 





// CROSS-CHECKING // 
 
for (int k=0; k<(tam_x*tam_y); k++) 
{ 
 if (abs(disp_dcha[k]-disp_izda[k])>2) 









// MAPA OBSTÁCULO Y MAPA LIBRE // 
 








// TRANSFORMADA DE HOUGH // 
 
// Se realiza la conversión entre el formato de imagen de las MIL  
// (formato de origen) y el de las OpenCV (formato en el cual se va  
// realizar la transformada de Hough). 
 
// Se define la matriz donde se van a volcar los datos en formato  
// OpenCV. Para más información sobre el tamaño de la matriz,  
// consultar la memoria, Capítulo 4.3. Tratamiento de las imágenes con  
// librerías OpenCv. 
 





// Se define la cabecera de la nueva imagen. 
 
IplImage *v = cvCreateImageHeader(cvSize(tam_coste,tam_y),8,1); 
 
// IplImage *cvCreateImageHeader(cvSize, int depth, int channels); 
//   cvSize   -> Tamaño de la imagen destino. 
//   depth    -> Tamaño de cada píxel, en bits. 
//   channels -> Número de canales de color. 
 
// En los tres parámetros se han conservado los valores de la imagen 
//    origen (v_disp): 
//      cvSize = tam_coste x tam_y. 
//     depth = unsigned char = 8 bits. 
//     channels = 1. 
 
// Se realiza la equivalencia entre los píxeles de la imagen,  
// almacenados en formato MIL (v_disp), a formato OpenCv (aux_v). 
 
// for(y) y for(x) recorren todos los píxeles de la matriz origen  
// (v_disp), cargando los datos en el lugar indicado de la matriz  
// destino (aux_v). 
 
for(int y=0; y<tam_y; y++) 
{  
 for(int x=0; x<tam_coste; x++) 
 { 
  aux_v[v->widthStep*y+x*v->nChannels]=v_disp[y*tam_coste+x]; 
 
  // Para realizar la conversión de los datos desde formato MIL a  
  // formato OpenCV, se requieren dos parámetros de la imagen  
  // OpenCV: 
  //    widthStep -> Tamaño asignado a la columna de la imagen en  
  //    bytes (widthStep=32). 
  //   nChannels -> Número de canales de color (nChannels=1). 
  // Por tanto, la diferencia entre la matriz de datos en formato  
  // MIL y en formato OpenCv, en este caso, serán en dos columnas 




// Se cargan los datos de la nueva matriz calculada a la imagen OpenCv. 
 
v->imageData = aux_v; 
 
// Se define una estructura para poder almacenar datos genéricos de  
// forma dinámica en formato OpenCv. 
 
CvMemStorage* datos = cvCreateMemStorage(0); 
 
// Se define una estructura para poder almacenar líneas de forma  
// dinámica en formato OpenCv. 
 
CvSeq* lineas = 0; 
 
// Se calcula la transformada de Hough de la imagen v, almacenando los 
// resultados en lineas. 
 






// CvSeq* cvHoughLines2(CvArr* image,void* storage,int method,double rho, 
//     double theta,int threshold,double param1=0,double param2=0); 
//    image  -> Imagen de origen. 
//    storage -> Almacenamiento de las líneas detectadas. 
//    method -> Método de cálculo de la transformada de Hough: 
//            CV_HOUGH_STANDARD    -> Método clásico. 
//            CV_HOUGH_PROBABILISTIC -> Método probabilístico. 
//            CV_HOUGH_MULTI_SCALE    -> Variable multiescala del 
//                    método clásico. 
//    rho   -> Distancia de resolución (en píxeles). 
//    theta  -> Ángulo de resolución (en radianes). 
//    threshold -> Parámetro umbral. 
//    param1 -> Para la transformada de Hough probabilística,  
//         longitud mínima de la línea.  
//    param2 -> Máxima distancia entre dos segmentos para ser  
//        considerados pertenecientes a la misma línea. 
 
// Extracción de la primera línea de todas las obtenidas en la  
// transformada de Hough. 
  
CvPoint* linea = (CvPoint*)cvGetSeqElem(lineas,0); 
  
// char* cvGetSeqElem(const CvSeq* seq, int index) 
//    seq   -> Secuencia. 





// BLOB ANALYSIS // 
 
long num_obs;  // Número de obstáculos detectados.  
 





// Habilitación de la lista donde se almacenarán las características  
// de los blobs. 
 
MblobAllocFeatureList(MilSystem,&FeatureList); // Memoria para la lista. 
 
// Habilitación de los diversos campos que contiene la lista de  
// características de los blobs.  
 
MblobSelectFeature(FeatureList, M_AREA); // Número de píxeles de los blobs. 
 
MblobSelectFeature(FeatureList, M_BOX_X_MIN); // Coordenada x mínima. 
MblobSelectFeature(FeatureList, M_BOX_Y_MIN); // Coordenada y mínima. 
MblobSelectFeature(FeatureList, M_BOX_X_MAX); // Coordenada x máxima. 
MblobSelectFeature(FeatureList, M_BOX_Y_MAX); // Coordenada y máxima. 
 




// Cálculo de los blobs. 
 





// Eliminación de los blobs menores de M_AREA para eliminar ruido a la  
// solución. 
 
MblobSelect(BlobResult, M_EXCLUDE, M_AREA, M_LESS_OR_EQUAL, umbral_blob, 
M_NULL); 
 




// Creación de estructuras dinámicas donde almacenar las coordenadas  
// de los blobs. 
 
long* x_min = (long*)malloc(num_obs*sizeof(long)); 
long* y_min = (long*)malloc(num_obs*sizeof(long)); 
long* x_max = (long*)malloc(num_obs*sizeof(long)); 
long* y_max = (long*)malloc(num_obs*sizeof(long)); 
 
// Extracción de las coordenadas de los blobs. 
MblobGetResult(BlobResult, M_BOX_X_MIN+M_TYPE_LONG, x_min); 
MblobGetResult(BlobResult, M_BOX_Y_MIN+M_TYPE_LONG, y_min); 
MblobGetResult(BlobResult, M_BOX_X_MAX+M_TYPE_LONG, x_max); 





























// Desde el punto de vista computacional, el cálculo de la Laplaciana  
// de la Gaussiana de una imagen dada se reduce a evaluar cada píxel  
// en función de sus vecinos mediante una máscara predeterminada (lg). 
 
void laplaciana(unsigned char* im, int* lg, unsigned char* lp) 
{ 
 // for(j) y for(i) recorren todos los píxeles de la imagen. Notar  
 // que se excluye del cálculo un borde de 2 px alrededor de la imagen. 
 // Sólo se van a evaluar con respecto a sus vecinos aquellos píxeles 




 // El área de sombra, en comparación con el tamaño total de la imagen, 
 // es despreciable. 
 
 for(int y=2; y<(tam_y-2); y++) 
 { 
  for(int x=2; x<(tam_x-2); x++) 
  { 
 
   // Se ha desarrollado el algoritmo para conseguir un ahorro de  
   // tiempo de computo de entorno al 50%. De forma teórica se va  
   // a trabajar sobre la versión reducida, siendo la versión  
   // ampliada idéntica a ésta. 
   // for(j) y for(i) recorren todos los píxeles de la máscara. 
 
   // Para evitar la saturación del píxel sobre el que se trabaja,  
   // el filtro se aplica con el coeficiente 80, consiguiendo así 
   // mantener la ganancia a 1. 
 
   // Para centrar la imange en el espectro de color medio, se le  
   // suma a cada píxel 177 (la mitad del total, 254). 
 
   lp[x+y*tam_x]=im[(x-2 )+(y-2)*tam_x]*lg[ 0]/80 
          +im[(x-1  )+(y-2)*tam_x]*lg[ 1]/80  
         +im[(x    )+(y-2)*tam_x]*lg[ 2]/80 
         +im[(x+1  )+(y-2)*tam_x]*lg[ 3]/80 
         +im[(x+2  )+(y-2)*tam_x]*lg[ 4]/80  
         +im[(x-2  )+(y-1)*tam_x]*lg[ 5]/80   
         +im[(x-1  )+(y-1)*tam_x]*lg[ 6]/80  
         +im[(x    )+(y-1)*tam_x]*lg[ 7]/80  
         +im[(x+1  )+(y-1)*tam_x]*lg[ 8]/80  
         + im[(x+2 )+(y-1)*tam_x]*lg[ 9]/80 
         +im[(x-2  )+(y  )*tam_x]*lg[10]/80  
         +im[(x-1  )+(y  )*tam_x]*lg[11]/80  
         +im[(x    )+(y  )*tam_x]*lg[12]/80  
         +im[(x+1  )+(y  )*tam_x]*lg[13]/80  
         + im[(x+2 )+(y  )*tam_x]*lg[14]/80  
         + im[(x-2 )+(y+1)*tam_x]*lg[15]/80  
         + im[(x-1 )+(y+1)*tam_x]*lg[16]/80  
         + im[(x   )+(y+1)*tam_x]*lg[17]/80 
         + im[(x+1 )+(y+1)*tam_x]*lg[18]/80  
         + im[(x+2 )+(y+1)*tam_x]*lg[19]/80  
         + im[(x-2 )+(y+2)*tam_x]*lg[20]/80  
         + im[(x-1 )+(y+2)*tam_x]*lg[20]/80  
         + im[(x   )+(y+2)*tam_x]*lg[22]/80 
         + im[(x+1 )+(y+2)*tam_x]*lg[23]/80  
         + im[(x+2 )+(y+2)*tam_x]*lg[24]/80+ 127; 
  






// CÁLCULO DE LA DISPARIDAD. 
 
// Este algoritmo calcula el mapa de disparidad de dos imágenes, 
// optimizando el coste computacional y obteniendo, de forma simultánea, 
// la disparidad de la imagen izquierda con respecto a la imagen derecha y 





// El algoritmo se divide en dos partes diferenciadas: el cálculo de  
// la primera columna y de las demás. Dentro de cada 
// columna, a su vez, se haya en primer lugar la ventana superior y,  
// a partir de ella, el resto.  
 
// En la primera se obtiene, en primer lugar, la ventana superior,  
// hayando todas las SAD que la componen. Las siguientes ventanas 
// se calculan restando la contribución al coste de la fila que sólo  
// pertenece a la antigua y sumándole la privativa de la nueva. 
 
// Estos valores se almacenan en la matriz coste_fila. En cada fila  
// de dicha matriz se conservan los costes resultantes al comparar 
// una ventana de la imagen izquierda (y,x) con la correspondiente de  
// la imagen derecha (y,x) y sucesivas, hasta (y,x+tam_coste). 
 
// Para los primeros elementos de las demás columnas, procederemos 
// fila a fila a partir del valor guardado en la matriz  
// coste_fila. Para cada fila, restaremos el valor de SAD del píxel de 
// la derecha, que pertenecía en exclusiva a la anterior 
// ventana, sumándole el del de la izquierda, privativo de la nueva.  
// Para este primer elemento, obtendremos el valor del coste 
// de la ventana sumando todas sus filas. 
 
// Para los demás elementos de la columna, partiremos del anterior,  
// aprovechando el solapamiento que se produce entre dos ventanas 
// correlativas. Los valores de cada fila de todas las ventanas están 
// almacenados en la matriz coste_fila. Por tanto, basta con 
// actualizar este valor a la columna siguiente, restándole el píxel 
// izquierdo y sumándole el derecho.  
 
// Además, para evitar el cálculo redundante de AD, al comienzo de la  
// función se calculan todas las diferencias necesarias a lo largo de  
// la misma, almacenándolas en el vector AD. 
 
void disparidad(unsigned char* im_izda,unsigned char* im_dcha, unsigned 
char* disp_izda,unsigned char* disp_dcha) 
{ 
 // Se definen las matrices de datos:  
//  - coste_fila almacena los resultados de comparar una columna de  
//    la imagen izquierda con la correspondiente de la derecha. 
 //   A lo largo de cada fila se almacenan la comparación del píxel 
//    izquierdo (y,x) con el derecho (y,x) y posteriores, hasta  
//   (y,x+tam_coste).  
 //   En cada fila de coste_fila se almacenan los valores 
//    correspondientes a esa misma fila de la imagen. 
 //  - coste_dcha almacena los resultados de comparar la imagen 
 //    derecha con la izquierda. 
 //   Cada celda de la matriz guarda la menor AD encontrada para esa 
//    posición.  
 //  - AD almacena las diferencias absolutas requeridas a lo largo  
 //   del algoritmo. 
 //   AD[k+y*tam_coste+x*tam_y*tam_coste] 
 //   La matriz AD es un conjunto de submatrices, cada una de las  
 //   cuales contiene la información de una columna. En cada  una 
 //   de estas submatrices se almacena, en sentido x, la AD entre  
 //   el píxel izquierdo (y,x) y el derecho (y,x), y sucesivos, hasta  
 //   (y,x+tam_coste). En sentido y, recorre todos los elementos de  
 //   la columna. 
 
 int* coste_fila=(int*)calloc(tam_coste*tam_y,sizeof(int)); 




 int* AD=(int*)calloc(tam_coste*tam_x*tam_y,sizeof(int)); 
 
 // Para posibilitar que la matriz coste_dcha guarde la menor AD  
 // encontrada para cada posición, se inicializa en el mayor valor 
 // posible. 
 
 int lim = 255*(2*rad_vent+1)*(2*rad_vent+1); 
 for(int d=0; d<(tam_x*tam_y); d++) 
 { coste_dcha[d]=lim; }  
 
 // CÁLCULO DE LAS AD. 
 
 // A continuación se calculan todas las AD requeridas a lo largo del  
 // algoritmo. 
 //  - for(j) y for(i) recorren todos los píxeles de la matriz. 
 //  - for(k) permite comparar la ventana izquierda (y,x) con la  
 //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 
 for (int j=0; j<tam_y; j++) 
 { 
  for (int i=0; i<tam_x; i++) 
  { 
   for (int k=0; k<tam_coste; k++) 
   { 
    AD[k+j*tam_coste+i*tam_y*tam_coste]= 
      AD[k+j*tam_coste+i*tam_y*tam_coste] 
     +abs(im_izda[i+tam_x*j]-im_dcha[k+i+tam_x*j]);  
   } 
  } 
 } 
 
 // Primera columna · Primer elemento. 
 
 // coste almacena las SAD entre el píxel izquierdo (y,x) y el  
 // derecho (y,x), y sucesivos, hasta (y,x+tam_coste). 
 // Este valor se inicializará para cada columna (a partir del  
 // primer elemento de cada columna, se calculan los demás). 
 
 int* coste=(int*) calloc(tam_coste, sizeof(int)); 
   
 // A continuación se calculan las SAD del primer elemento de la  
 // primera columna de la imagen izquierda. 
 //  - for(k) permite comparar la ventana izquierda (y,x) con la  
 //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 //  - for(j) y for(i) recorren todos los píxeles de la ventana. 
 // El resultado de acumular todas las AD de una fila de la ventana  
 // de búsqueda se almacena en coste_fila. 
 // El resultado de la ventana de búsqueda completa se almacena en coste. 
  
  for(int k=0; k<tam_coste; k++) 
  { 
   for(int j=-rad_vent; j<=rad_vent; j++) 
   { 
    for(int i=-rad_vent; i<=rad_vent; i++) 
    { 
     coste_fila[k+(rad_vent+j)*tam_coste]= 
       coste_fila[k+(rad_vent+j)*tam_coste] 
      +AD[k+(rad_vent+j)*tam_coste+(rad_vent+i)*tam_y*tam_coste]; 
    } 
    coste[k]=coste[k]+coste_fila[k+(rad_vent+j)*tam_coste]; 




  // En disp_izda se almacena la menor disparidad izquierda encontrada  
  // hasta el momento para cada píxel. Este valor se compara con cada  
  // SAD a medida que se calculan, guardando el nuevo valor en caso de  
  // ser menor. 
   
  if(coste[k]<coste[disp_izda[rad_vent+(tam_x*rad_vent)]]) 
   { disp_izda[rad_vent+(tam_x*rad_vent)]=k; } 
 
  // En coste_dcha se almacena el menor valor de SAD encontrado  
  // hasta el momento para cada píxel. Este valor se compara con  
  // cada SAD a medida que se calculan, guardando el nuevo valor en  
  // caso de ser menor. En disp_dcha se almacena, de forma simultánea,  
  // la disparidad a la que corresponde el valor guardado en coste_dcha. 
 
  if(coste[k]<coste_dcha[k+rad_vent+(tam_x*rad_vent)]) 
  { 
   disp_dcha[k+rad_vent+(tam_x*rad_vent)]=k; 
   coste_dcha[k+rad_vent+(tam_x*rad_vent)]=coste[k]; 
  } 
 } 
 
 // Primera columna · Demás elementos. 
 
 // A continuación se calculan las SAD de los demás elementos de la  
 // primera columna de la imagen izquierda. 
 //  - for(y) permite recorrer la columna en sentido descendente. 
 //  - for(k) permite comparar la ventana izquierda (y,x) con la  
 //    ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 //  - for(i) recorre el borde inferior de la ventana de búsqueda,  
 //    calculando la nueva fila implicada. 
 
 for (int y=(rad_vent+1); y<(tam_y-rad_vent); y++) 
 { 
  for(int k=0; k<tam_coste; k++) 
  { 
   for(int i=-rad_vent; i<=rad_vent; i++) 
   { 
   // Al valor de coste almacenado para la ventana precedente, se  
   // le resta el valor de la fila superior (calculado previamente  
   // y almacenado en la matriz coste_fila) y se le suma el valor  
   // de la fila inferior (recién calculado).  
 
    coste_fila[k+(y+rad_vent)*tam_coste]= 
      coste_fila[k+(y+rad_vent)*tam_coste] 
     +AD[k+(y+rad_vent)*tam_coste+(rad_vent+i)*tam_y*tam_coste]; 
   } 
 
   coste[k]=coste[k]+coste_fila[k+(y+rad_vent)*tam_coste] 
        -coste_fila[k+(y-(rad_vent+1))*tam_coste]; 
 
   if(coste[k]<coste[disp_izda[rad_vent+(tam_x*y)]]) 
    { disp_izda[rad_vent+(tam_x*y)]=k; } 
 
   if(coste[k]<coste_dcha[k+rad_vent+(tam_x*y)]) 
   { 
    disp_dcha[k+rad_vent+(tam_x*y)]=k; 
    coste_dcha[k+rad_vent+(tam_x*y)]=coste[k]; 
   } 








 // for(x) recorre todas las columnas de la imagen de izquierda a derecha. 
 
 for (int x=(rad_vent+1); x<(tam_x-tam_coste); x++) 
 { 
 
 // Demás columnas · Primer elemento. 
 
 int* coste=(int*) calloc(tam_coste, sizeof(int)); 
 
 // A continuación se calculan las SAD del primer elemento de las  
 // demás columnas. 
 //  - for(k) permite comparar la ventana izquierda (y,x) con la  
 //    ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 //   - for(j) recorre los bordes laterales de la ventana de 
 //     búsqueda. Al valor almacenado de cada fila(correspondiente a la 
 //    columna anexa) se le resta la AD del píxel izquierdo, 
 //     sumándole la del derecho para obtener el valor de la fila de la 
 //    nueva columna. 
 
 for(int k=0; k<tam_coste; k++)  
 { 
  for(int j=-rad_vent; j<=rad_vent; j++) 
  { 
   coste_fila[k+(rad_vent+j)*tam_coste]= 
     coste_fila[k+(rad_vent+j)*tam_coste] 
    +AD[k+(rad_vent+j)*tam_coste+(x+ rad_vent)*tam_y*tam_coste] 
    -AD[k+(rad_vent+j)*tam_coste+(x(rad_vent+1))*tam_y*tam_coste]; 
 
   coste[k]=coste[k]+coste_fila[k+(rad_vent+j)*tam_coste]; 
  } 
    
  if(coste[k]<coste[disp_izda[x+(tam_x*rad_vent)]]) 
   { disp_izda[x+(tam_x*rad_vent)]=k; } 
 
  if(coste[k]<coste_dcha[k+x+(tam_x*rad_vent)]) 
  { 
   disp_dcha[k+x+(tam_x*rad_vent)]=k; 
   coste_dcha[k+x+(tam_x*rad_vent)]=coste[k]; 
  } 
 } 
 
 // Demás columnas · Demás elementos. 
 
 // A continuación se calculan las SAD de los demás elementos. 
 //  - for(y) permite recorrer la columna en sentido descendente. 
 //  - for(k) permite comparar la ventana izquierda (y,x) con la  
 //    ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 
 for (int y=(rad_vent+1); y<(tam_y-rad_vent); y++) 
 { 
  for(int k=0; k<tam_coste; k++) 
  { 
  // A partir del valor de la columna anexa, se actualiza el valor  








   coste_fila[k+(y+rad_vent)*tam_coste]= 
     coste_fila[k+(y+rad_vent)*tam_coste] 
    +AD[k+(y+rad_vent)*tam_coste+(x+ rad_vent)*tam_y*tam_coste] 
    -AD[k+(y+rad_vent)*tam_coste+(x-(rad_vent+1))*tam_y*tam_coste]; 
 
   coste[k]=coste[k]+ 
     coste_fila[k+(y+rad_vent)*tam_coste] 
    -coste_fila[k+(y-(rad_vent+1))*tam_coste]; 
 
   if(coste[k]<coste[disp_izda[x+(tam_x*y)]]) 
    { disp_izda[x+(tam_x*y)]=k; } 
 
   if(coste[k]<coste_dcha[k+x+(tam_x*y)]) 
   { 
    disp_dcha[k+x+(tam_x*y)]=k; 
    coste_dcha[k+x+(tam_x*y)]=coste[k]; 
   } 













// La función u_disparity calcula el histograma, columna a columna, del  
// mapa de disparidad. Como resultado se obtiene la imagen u_disp. 
 
void u_disparity(unsigned char* disp_izda, unsigned char* u_disp) 
{ 
 // for(y) y for(x) recorren todos los píxeles del mapa de disparidad. 
 
 for(int y=0; y<tam_y; y++) 
 { 
  for(int x=0; x<tam_x; x++) 
  { 
   // La matriz u_disparity tiene un tamaño (tam_coste, tam_x): 
   // - La coordenada x indica la columna de la imagen a la que  
   //  corresponde esa columna del histograma. 
   // - La coordenada y indica el valor de la disparidad que  
   //  representa dicho píxel. Para d=0, y=0; para d=dmáx, y=dmáx. 
   // - El valor del píxel representa la densidad de dicha  
   //  disparidad (d=y) en esa columna (x). 
   // Se comprueba que el valor del píxel sea menor que 255 (el  
   // máximo) para evitar desbordamientos. 
 
   if(u_disp[x+disp_izda[x+y*tam_x]*tam_x]!=255) 
    {u_disp[x+disp_izda[x+y*tam_x]*tam_x]++;} 
  } 
 } 
 
 // Para evitar datos erróneos a la hora de detectar los obstáculos  
 // posteriormente, la fila superior, que siempre mostrará  
 // valores elevados de densidad para el color negro (que se asume  





 for (int k=0; k<tam_x; k++) 
 { u_disp[k]=0; } 
 
 // Se binarizan los valores de u_disp en función de umbral_u. 
 
 for(int k=tam_x; k<(tam_x*tam_coste); k++) 
 { 
  if(u_disp[k]<=umbral_u) 
  { u_disp[k]=0; } 
  else 






// MAPA OBSTÁCULO Y MAPA LIBRE. 
// El mapa obstáculo se obtiene mediante la extracción del mapa de  
// disparidad (disp_izda) los píxeles marcados como obstáculos por la  
// matriz u_disparity. El resto de los píxeles, que se asume que no  
// forman parte de ningún obstáculo, conforman el mapa libre (de  
// obstáculos). 
 
void mapas(unsigned char* disp_izda,unsigned char* u_disp,unsigned 
char* mapa_obs,unsigned char* mapa_lib) 
{ 
 // for(x) y for(y) recorren todos los píxeles de la u_disparity. 
 
 for(int x=0; x<tam_x; x++) 
 { 
  for(int y=0; y<tam_coste; y++) 
  { 
   // Se localizan los píxeles distintos de cero en el histograma  
   // (u_disparity), que es donde se asume que están los obstáculos. 
 
   if(u_disp[x+y*tam_x]!=0) 
   { 
    // Para cada píxel distinto de cero, el bucle for(y_disp)  
    // recorre toda la columna correspondiente de la imagen. 
 
    for(int y_disp=0; y_disp<tam_y; y_disp++) 
    { 
     // Los píxeles de la imagen cuyo valor coincida con los  
     // marcados como obstáculos por el histograma, se cargan 
     // en el mapa obstáculo (mapa_obs). 
 
     if(disp_izda[x+y_disp*tam_x]==y) 
     { 
      mapa_obs[x+y_disp*tam_x]=disp_izda[x+y_disp*tam_x]; 
     } 
    } 
   } 
  }  
 } 
 
 // for(k) recorre todos los píxeles de la imagen. Se cargan en el  
 // mapa libre todos aquellos valores de la disparidad que no forman 
 // parte del mapa obstáculo. 
 
 for (int k=0; k<(tam_x*tam_y); k++) 




  if(mapa_obs[k]==0) 
   {mapa_lib[k]=disp_izda[k];} 
 } 
 
 // Se binarizan los valores del mapa obstáculo en función de umbral_obs. 
 
 for(int k=0; k<(tam_x*tam_y); k++) 
 { 
  if(mapa_obs[k]<umbral_obs) 
   { mapa_obs[k]=0; } 
  else 







// La función v_disparity calcula el histograma, fila a fila, del  
// mapa de disparidad. Como resultado se obtiene la imagen v_disp. 
 
void v_disparity(unsigned char* disp_izda, unsigned char* v_disp) 
{ 
 // for(y) y for(x) recorren todos los píxeles del mapa de disparidad. 
 
 for(int y=0; y<tam_y; y++) 
 { 
  for(int x=0; x<tam_x; x++) 
  { 
   // La matriz v_disparity tiene un tamaño (tam_y, tam_coste): 
   // - La coordenada y indica la fila de la imagen a la que  
   //  corresponde esa fila del histograma. 
   // - La coordenada x indica el valor de la disparidad que  
   //  representa dicho píxel. Para d=0, x=0; para d=dmáx, x=dmáx. 
   // - El valor del píxel representa la densidad de dicha  
   //  disparidad (d=x) en esa columna (y). 
   //  Se comprueba que el valor del píxel sea menor que 255 (el  
   // máximo) para evitar desbordamientos. 
 
   if (v_disp[y*tam_coste+disp_izda[x+y*tam_x]]!=255) 
    {v_disp[y*tam_coste+disp_izda[x+y*tam_x]]++;} 
  } 
 } 
 
 // Para evitar datos erróneos a la hora de detectar los obstáculos  
 // posteriormente, la columna derecha, que siempre mostrará  
 // valores elevados de densidad para el color negro (que se asume  
 // como color de fondo), se va a anular. 
 
 for (int k=0; k<tam_y; k++) 
 { v_disp[k*tam_coste]=0; } 
 
 // Se umbralizan los valores de v_disp en función de umbral_v. 
 
 for(int k=tam_x; k<(tam_coste*tam_y); k++) 
 { 
  if(v_disp[k]<=umbral_v) 













En  todos  los  casos,  las  imágenes originales  son  cargadas a  formato matriz en el 
programa  principal.  Así  mismo,  las  imágenes  de  partida  de  la  función, im_izda, 
im_dcha, han sido tratadas previamente, aplicándoles la Laplaciana de la Gaussiana. 
 
De  igual modo,  las  imágenes destino, disp o disp_izda y disp_dcha en fun‐
ción del algoritmo, han sido definidas en el programa principal como: 
 




















VERSIÓN 1 · CÁLCULO DEL MAPA DE DISPARIDAD. 
El algoritmo calcula el mapa de disparidad. 
 
Ésto se consigue mediante tres grupos de bucles for anidados: 
 - El bucle interno (compuesto por for(i) y for(j))recorre todos los 
elementos de una ventana (2*rad_vent+1)^2 para el cálculo de la 
SAD. 
 - El segundo bucle (compuesto por for(k)) permite comparar la ventana 
izquierda (y,x) con la ventana derecha(y,x)y posteriores, hasta 
(y,x+tam_coste). 
 - El bucle externo (compuesto por for(y) y for(x)) recorre todos los 
píxeles de la imagen izquierda. Desde la ventana superior 
izquierda, se desplaza en cada columna de arriba a abajo, y de 




void disparidad(unsigned char* im_izda, unsigned char* im_dcha, 
 unsigned char* disp) 
{ 
 // for(y) y for(x) recorren todos los píxeles de la imagen izquierda 
 
 for (int x=rad_vent; x<(tam_x-rad_vent); x++) 
 { 
  for (int y=rad_vent; y<(tam_y-rad_vent); y++) 
  { 
   // coste almacena las SAD entre el píxel izquierdo (y,x) y el 
   // derecho (y,x), y sucesivos, hasta (y,x+tam_coste). 
   // Este valor se inicializará para cada ventana. 
 
   int* coste=(int*) calloc(tam_coste, sizeof(int)); 
 
   // for(k) permite comparar la ventana izquierda (y,x) con la 
   // ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 
   for(int k=0; k<tam_coste; k++) 
   { 
    // for(j) y for(i) recorren todos los píxeles de la ventana 
    // de búsqueda. 
 
    for(int j=-rad_vent; j<=rad_vent; j++) 
    { 
     for(int i=-rad_vent; i<=rad_vent; i++) 
     { 
      coste[k]=coste[k]+abs(im_izda[(x+i)+tam_x*(y+j)]- 
  im_dcha[(k+x+i)+tam_x*(y+j)]); 
     } 
    } 
    // En disp se almacena la menor disparidad izquierda 
    // encontrada hasta el momento para cada píxel. Este valor se 
    // compara con cada SAD a medida que se calculan, guardando 
    // el nuevo valor en caso de ser menor. 
 
    if(coste[k]<coste[disp[x+(tam_x*y)]]) 
     { disp[x+(tam_x*y)]=k; } 





   free(coste); 













VERSIÓN 2 · CÁLCULO DEL MAPA DE DISPARIDAD A PARTIR DEL PRIMER 
ELEMENTO DE CADA COLUMNA. 
Este algoritmo es una evolución de la Versión 1 cuyo objetivo es 
reducir el coste computacional. El cálculo de las SAD de las ventanas 
cada columna se lleva a cabo en dos pasos. 
 
En primer lugar se calcula la SAD de la ventana superior de cada 
columna, recorriendo todos sus píxeles. 
 
A partir de este valor, se calcula el de las ventanas siguientes 
restándole las AD de los píxeles de la fila privativa de la anterior 




El bucle externo (for(x)) recorre la imagen columna a columna. 
 1.- Mediante los bucles anidados (for(j) y for(i)) se calcula la SAD 
de la ventana superior de cada columna. 
 2.- Mediante el bucle for(y) se recorren los demás elementos de la 
columna de arriba a abajo. Para cada uno de ellos, al coste de 
la anterior fila se le resta la contribución de de los píxeles 
que sólo pertenecen a la antigua ventana, sumándole los 
privativos de la nueva. Ello se consigue mediante el bucle 
for(i), que recorre la ventana de izquierda a derecha. 
En ambos casos, el bucle for(k) permite comparar la ventana izquierda 





void disparidad(unsigned char* im_izda, unsigned char* im_dcha, 
 unsigned char* disp) 
{ 
 // for(x) recorre todas las columnas de la imagen de izquierda a 
 // derecha. 
 
 for (int x=rad_vent; x<(tam_x-tam_coste); x++) 
 { 
 
// Todas las columnas · Primer elemento. 
  
  // coste almacena las SAD entre el píxel izquierdo (y,x) y el 
  // derecho (y,x), y sucesivos, hasta (y,x+tam_coste). 
  // Este valor se inicializará para cada columna. 
 
  int* coste=(int*) calloc(tam_coste, sizeof(int)); 
 
   // for(k) permite comparar la ventana izquierda (y,x) con la 
   // ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 
   for(int k=0; k<tam_coste; k++) 
   { 
    // for(j) y for(i) recorren todos los píxeles de la ventana 





    for(int j=-rad_vent; j<=rad_vent; j++) 
    { 
     for(int i=-rad_vent; i<=rad_vent; i++) 
     { 
      coste[k]=coste[k]+abs(im_izda[(x+i)+tam_x*(rad_vent+j)]- 
      im_dcha[(k+x+i)+tam_x*(rad_vent+j)]); 
     } 
    } 
 
    // En disp se almacena la menor disparidad izquierda 
    // encontrada hasta el momento para cada píxel. Este valor se 
    // compara con cada SAD a medida que se calculan, guardando 
    // el nuevo valor en caso de ser menor. 
 
    if(coste[k]<coste[disp[x+(tam_x*rad_vent)]]) 
     { disp[x+(tam_x*rad_vent)]=k; } 
   } 
 
// Todas las columnas · Demás elementos. 
 
  // A continuación se calculan las SAD de los demás elementos cada 
  // columna. 
  //  - for(y) permite recorrer la columna en sentido descendente. 
  //  - for(k) permite comparar la ventana izquierda (y,x) con la 
  //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
  //  - for(i) recorre el borde superior e inferior de la ventana de 
  //   búsqueda. 
 
  for (int y=(rad_vent+1); y<(tam_y-rad_vent); y++) 
  { 
   for(int k=0; k<tam_coste; k++) 
   { 
    for(int i=-rad_vent; i<=rad_vent; i++) 
    { 
     // Al valor de coste almacenado para la ventana precedente, 
     // se le resta el valor de la fila superior (que sólo 
     // pertenece a la anterior ventana) y se le suma el valor 
     // de la fila inferior (privativa de la nueva).  
 
     coste[k]=coste[k]+abs(im_izda[(x+i)+tam_x*(y+(rad_vent))]- 
               im_dcha[(k+x+i)+tam_x*(y+(rad_vent))])- 
             abs(im_izda[(x+i)+tam_x*(y-(rad_vent+1))]- 
               im_dcha[(k+x+i)+tam_x*(y-(rad_vent+1))]); 
    } 
     
    if(coste[k]<coste[disp[x+(tam_x*y)]]) 
     { disp[x+(tam_x*y)]=k; } 
   } 
  } 
 













VERSIÓN 3 · CÁLCULO DE LAS DISPARIDADES IZQUIERDA Y DERECHA DE FORMA 
SIMULTÁNEA. 
El algoritmo es una evolución de la Versión 2 cuyo objetivo es 
calcular, de manera simultánea, los mapas de disparidad izquierdo y 
derecho. Como se demostró en el Capítulo 4 de la memoria, todas las 
SAD necesarias para el cálculo de la disparidad derecha han sido 
previamente obtenidas durante el cálculo de la disparidad izquierda. 
 
Durante el cálculo de la disparidad izquierda (que no varía con 
respecto a la versión 2), los costes resultantes de comparar la 
ventana izquierda (y,x) con la ventana derecha(y,x) y sucesivas, hasta 
(y,x+tam_coste), se almacenan en el vector coste, de tamaño tam_coste. 
En el caso de la disparidad derecha, al calcularse las SAD de forma 
desordenada, se requiere una matriz de las mismas dimensiones que las 





void disparidad(unsigned char* im_izda, unsigned char* im_dcha, 
 unsigned char* disp_izda, unsigned char* disp_dcha) 
{ 
 // coste almacena las SAD entre el píxel izquierdo (y,x) y el 
 // derecho (y,x), y sucesivos, hasta (y,x+tam_coste). 
 // Este valor se inicializará para cada columna. 
  
 int* coste_dcha=(int*)calloc(tam_x*tam_y, sizeof(int)); 
 
 // Para posibilitar que la matriz coste_dcha guarde la menor AD 
 // encontrada para cada posición, se inicializa en el mayor valor 
 // posible. 
 
 int lim = 255*(2*rad_vent+1)*(2*rad_vent+1); 
 for(int d=0; d<(tam_x*tam_y); d++) 
 { coste_dcha[d]=lim; }  
 
 // for(x) recorre todas las columnas de la imagen de izquierda a 
 // derecha. 
 
 for (int x=rad_vent; x<(tam_x-tam_coste); x++) 
 { 
 
// Todas las columnas · Primer elemento. 
 
  int* coste=(int*) calloc(tam_coste, sizeof(int)); 
 
  // for(k) permite comparar la ventana izquierda (y,x) con la 
  // ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 
  for(int k=0; k<tam_coste; k++) 
  { 
   // for(j) y for(i) recorren todos los píxeles de la ventana de 






   for(int j=-rad_vent; j<=rad_vent; j++) 
   { 
    for(int i=-rad_vent; i<=rad_vent; i++) 
    { 
     coste[k]=coste[k]+abs(im_izda[(x+i)+tam_x*(rad_vent+j)]- 
        im_dcha[(k+x+i)+tam_x*(rad_vent+j)]); 
    } 
   } 
 
   // En disp se almacena la menor disparidad izquierda encontrada 
   // hasta el momento para cada píxel. Este valor se compara con 
   // cada SAD a medida que se calculan, guardando el nuevo valor 
   // en caso de ser menor. 
 
   if(coste[k]<coste[disp_izda[x+(tam_x*rad_vent)]]) 
    { disp_izda[x+(tam_x*rad_vent)]=k; } 
 
   // En coste_dcha se almacena el menor valor de SAD encontrado 
   // hasta el momento para cada píxel. Este valor se compara con 
   // cada SAD a medida que se calculan, guardando el nuevo valor 
   // en caso de ser menor. En disp_dcha se almacena, de forma 
   // simultánea, la disparidad a la que corresponde el valor 
   // guardado en coste_dcha. 
 
   if(coste[k]<coste_dcha[k+x+(tam_x*rad_vent)]) 
   { 
    disp_dcha[k+x+(tam_x*rad_vent)]=k; 
    coste_dcha[k+x+(tam_x*rad_vent)]=coste[k]; 
   } 
  } 
 
// Todas las columnas · Demás elementos. 
 
  // A continuación se calculan las SAD de los demás elementos del 
  // resto de las columnas de la imagen izquierda. 
  //  - for(y) permite recorrer la columna en sentido descendente. 
  //  - for(k) permite comparar la ventana izquierda (y,x) con la 
  //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
  //  - for(i) recorre el borde inferior de la ventana de búsqueda, 
  //   calculando la nueva fila implicada. 
 
  for (int y=(rad_vent+1); y<(tam_y-rad_vent); y++) 
  { 
   for(int k=0; k<tam_coste; k++) 
   { 
    for(int i=-rad_vent; i<=rad_vent; i++) 
    { 
     // Al valor de coste almacenado para la ventana precedente, 
     // se le resta el valor de la fila superior (que sólo 
     // pertenece a la anterior ventana) y se le suma el valor 
     // de la fila inferior (privativa de la nueva).  
 
     coste[k]=coste[k]-abs(im_izda[(x+i)+tam_x*(y-(rad_vent+1))]- 
        im_dcha[(k+x+i)+tam_x*(y-(rad_vent+1))])+ 
        abs(im_izda[(x+i)+tam_x*(y+rad_vent)]- 
        im_dcha[(k+x+i)+tam_x*(y+rad_vent)]); 
    } 
 
    if(coste[k]<coste[disp_izda[x+(tam_x*y)]]) 





    if(coste[k]<coste_dcha[k+x+(tam_x*y)]) 
    { 
     disp_dcha[k+x+(tam_x*y)]=k; 
     coste_dcha[k+x+(tam_x*y)]=coste[k]; 
    } 
   } 
  } 
 













VERSIÓN 4 · CÁLCULO DEL MAPA DE DISPARIDAD MEDIANTE LA DESCOMPOSICIÓN 
DE LA VENTANA EN FILAS. 
Este algoritmo es una evolución de la Versión 3 cuyo objetivo es 
reducir el coste computacional, manteniendo el cálculo simultáneo de 
las dos disparidades. 
 
El algoritmo se divide en dos partes diferenciadas: el cálculo de la 
primera columna y de las demás. Dentro de cada columna, a su vez, se 
haya en primer lugar la ventana superior y, a partir de ella, el 
resto.  
 
La primera columna se calcula de forma análoga a la expuesta en la 
Versión 2. En primer lugar se obtiene la ventana superior, hayando 
todas las SAD que la componen. Las siguientes ventanas se calculan 
restando la contribución al coste de la fila que sólo pertenece a la 
antigua y sumándole la privativa de la nueva. 
 
La única diferencia con respecto al anterior desarrollo cosiste en que 
en este caso los valores no se almacenan directamente en el vector 
coste, sino en la matriz coste_fila. En cada fila de la matriz se 
conservan los costes resultantes al comparar una ventana de la imagen 
izquierda (y,x) con la correspondiente de la imagen derecha (y,x) y 
sucesivas, hasta (y,x+tam_coste). 
 
Para los primeros elementos de las demás columnas, procederemos fila a 
fila a partir del valor guardado en la matriz coste_fila. Para cada 
fila, restaremos el valor de SAD del píxel de la derecha, que 
pertenecía en exclusiva a la anterior ventana, sumándole el del de la 
izquierda, privativo de la nueva. Para este primer elemento, 
obtendremos el valor del coste de la ventana sumando todas sus filas. 
 
Para los demás elementos de la columna, partiremos del anterior y 
procederemos de forma análoga a la de la Versión 2. Es decir, 
aprovechando el solapamiento que se produce entre dos ventanas 
correlativas. La mejora con respecto al anterior algoritmo se basa en 
que los valores de cada fila de todas las ventanas están almacenados 
en la matriz coste_fila. Por tanto, basta con actualizar este valor a 
la columna siguiente, restándole el píxel izquierdo y sumándole el 
derecho.  
 
Además, para evitar el cálculo redundante de AD, se calculan todas las 





void disparidad(unsigned char* im_izda, unsigned char* im_dcha, 
 unsigned char* disp_izda, unsigned char* disp_dcha) 
{ 
 // Se definen las matrices de datos:  
 //  - coste_fila almacena los resultados de comparar una columna de 
 //    la imagen izquierda con la correspondiente de la derecha. 
 //   A lo largo de cada fila se almacenan la comparación del píxel 
 //    izquierdo (y,x) con el derecho (y,x) y posteriores, hasta 




 //   En cada fila de coste_fila se almacenan los valores 
 //    correspondientes a esa misma fila de la imagen. 
 //  - coste_dcha almacena los resultados de comparar la imagen 
 //    derecha con la izquierda. 
 //   Cada celda de la matriz guarda la menor AD encontrada para 
 //    esa posición. 
 //  - AD almacena las diferencias absolutas requeridas a lo largo 
 //    del algoritmo. 
 //   AD[k+y*tam_coste+x*tam_y*tam_coste] 
 //   La matriz AD es un conjunto de submatrices, cada una de las 
 //    cuales contiene la información de una columna. En cada una 
 //    de estas submatrices se almacena, en sentido x, la AD entre 
 //    el píxel izquierdo (y,x) y el derecho (y,x), y sucesivos, 
 //    hasta (y,x+tam_coste). En sentido y, recorre todos los 
 //    elementos de la columna. 
 
 int* coste_fila=(int*)calloc(tam_coste*tam_y,sizeof(int)); 
 int* coste_dcha=(int*)calloc(tam_x*tam_y,sizeof(int)); 
 int* AD=(int*)calloc(tam_coste*tam_x*tam_y,sizeof(int)); 
 
 // Para posibilitar que la matriz coste_dcha guarde la menor AD 
 // encontrada para cada posición, se inicializa en el mayor valor 
 // posible. 
 
 int lim = 255*(2*rad_vent+1)*(2*rad_vent+1); 
 for(int d=0; d<(tam_x*tam_y); d++) 
 { coste_dcha[d]=lim; }  
 
 // CÁLCULO DE LAS AD. 
 
 // A continuación se calculan todas las AD requeridas a lo largo del 
 // algoritmo. 
 //  - for(j) y for(i) recorren todos los píxeles de la matriz. 
 //  - for(k) permite comparar la ventana izquierda (y,x) con la 
 //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 
 for (int j=0; j<tam_y; j++) 
 { 
  for (int i=0; i<tam_x; i++) 
  { 
   for (int k=0; k<tam_coste; k++) 
   { 
    AD[k+j*tam_coste+i*tam_y*tam_coste]= 
      AD[k+j*tam_coste+i*tam_y*tam_coste]+ 
      abs(im_izda[i+tam_x*j]-im_dcha[k+i+tam_x*j]); 
   } 
  } 
 } 
 
// Primera columna · Primer elemento. 
 
  // coste almacena las SAD entre el píxel izquierdo (y,x) y el 
  // derecho (y,x), y sucesivos, hasta (y,x+tam_coste). 
  // Este valor se inicializará para cada columna (a partir del 
  // primer elemento de cada columna, se calculan los demás). 
 
  int* coste=(int*) calloc(tam_coste, sizeof(int)); 
   
  // A continuación se calculan las SAD del primer elemento de la 




  //  - for(k) permite comparar la ventana izquierda (y,x) con la 
  //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
  //  - for(j) y for(i) recorren todos los píxeles de la ventana. 
  // El resultado de acumular todas las AD de una fila de la ventana 
  // de búsqueda se almacena en coste_fila. 
  // El resultado de la ventana de búsqueda completa se almacena en 
  // coste. 
  
  for(int k=0; k<tam_coste; k++) 
  { 
   for(int j=-rad_vent; j<=rad_vent; j++) 
   { 
    for(int i=-rad_vent; i<=rad_vent; i++) 
    { 
     coste_fila[k+(rad_vent+j)*tam_coste]= 
       coste_fila[k+(rad_vent+j)*tam_coste]+ 
       AD[k+(rad_vent+j)*tam_coste+(rad_vent+i)*tam_y*tam_coste]; 
    } 
    coste[k]=coste[k]+coste_fila[k+(rad_vent+j)*tam_coste]; 
   } 
   
   // En disp_izda se almacena la menor disparidad izquierda 
   // encontrada hasta el momento para cada píxel. Este valor se 
   // compara con cada SAD a medida que se calculan, guardando el 
   // nuevo valor en caso de ser menor. 
   
   if(coste[k]<coste[disp_izda[rad_vent+(tam_x*rad_vent)]]) 
    { disp_izda[rad_vent+(tam_x*rad_vent)]=k; } 
 
   // En coste_dcha se almacena el menor valor de SAD encontrado 
   // hasta el momento para cada píxel. Este valor se compara con 
   // cada SAD a medida que se calculan, guardando el nuevo valor 
   // en caso de ser menor. En disp_dcha se almacena, de forma 
   // simultánea, la disparidad a la que corresponde el valor 
   // guardado en coste_dcha. 
 
   if(coste[k]<coste_dcha[k+rad_vent+(tam_x*rad_vent)]) 
    {disp_dcha[k+rad_vent+(tam_x*rad_vent)]=k; 
    coste_dcha[k+rad_vent+(tam_x*rad_vent)]=coste[k]; 
    } 
  } 
 
// Primera columna · Demás elementos. 
 
  // A continuación se calculan las SAD de los demás elementos de la 
  // primera columna de la imagen izquierda. 
  //  - for(y) permite recorrer la columna en sentido descendente. 
  //  - for(k) permite comparar la ventana izquierda (y,x) con la 
  //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
  //  - for(i) recorre el borde inferior de la ventana de búsqueda, 
  //   calculando la nueva fila implicada. 
 
  for (int y=(rad_vent+1); y<(tam_y-rad_vent); y++) 
  { 
   for(int k=0; k<tam_coste; k++) 
   { 
    for(int i=-rad_vent; i<=rad_vent; i++) 
    { 
     // Al valor de coste almacenado para la ventana precedente, 




     // previamente y almacenado en la matriz coste_fila) y se 
     // le suma el valor de la fila inferior (recién calculado). 
 
     coste_fila[k+(y+rad_vent)*tam_coste]= 
       coste_fila[k+(y+rad_vent)*tam_coste]+ 
       AD[k+(y+rad_vent)*tam_coste+(rad_vent+i)*tam_y*tam_coste]; 
    } 
 
    coste[k]=coste[k]+coste_fila[k+(y+rad_vent)*tam_coste]- 
      coste_fila[k+(y-(rad_vent+1))*tam_coste]; 
 
    if(coste[k]<coste[disp_izda[rad_vent+(tam_x*y)]]) 
     { disp_izda[rad_vent+(tam_x*y)]=k; } 
 
    if(coste[k]<coste_dcha[k+rad_vent+(tam_x*y)]) 
    { 
     disp_dcha[k+rad_vent+(tam_x*y)]=k; 
     coste_dcha[k+rad_vent+(tam_x*y)]=coste[k]; 
    } 
   } 
  } 
 
  free(coste); 
 
 // for(x) recorre todas las columnas de la imagen de izquierda a 
 // derecha. 
 
 for (int x=(rad_vent+1); x<(tam_x-tam_coste); x++) 
 { 
 
// Demás columnas · Primer elemento. 
 
  int* coste=(int*) calloc(tam_coste, sizeof(int)); 
 
  // A continuación se calculan las SAD del primer elemento de las 
  // demás columnas. 
  //  - for(k) permite comparar la ventana izquierda (y,x) con la 
  //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
  //  - for(j) recorre los bordes laterales de la ventana de 
  //   búsqueda. Al valor almacenado de cada fila(correspondiente 
  //   a la columna anexa) se le resta la AD del píxel izquierdo, 
  //   sumándole la del derecho para obtener el valor de la fila 
  //   de la nueva columna. 
 
  for(int k=0; k<tam_coste; k++)  
  { 
   for(int j=-rad_vent; j<=rad_vent; j++) 
   { 
    coste_fila[k+(rad_vent+j)*tam_coste]= 
      coste_fila[k+(rad_vent+j)*tam_coste]+ 
      AD[k+(rad_vent+j)*tam_coste+(x+rad_vent)*tam_y*tam_coste]- 
      AD[k+(rad_vent+j)*tam_coste+(x-(rad_vent+1))*tam_y*tam_coste]; 
 
    coste[k]=coste[k]+coste_fila[k+(rad_vent+j)*tam_coste]; 
   } 
    
   if(coste[k]<coste[disp_izda[x+(tam_x*rad_vent)]]) 
    { disp_izda[x+(tam_x*rad_vent)]=k; } 
 
   if(coste[k]<coste_dcha[k+x+(tam_x*rad_vent)]) 




    disp_dcha[k+x+(tam_x*rad_vent)]=k; 
    coste_dcha[k+x+(tam_x*rad_vent)]=coste[k]; 
   } 
  } 
 
// Demás columnas · Demás elementos. 
 
  // A continuación se calculan las SAD de los demás elementos. 
  //  - for(y) permite recorrer la columna en sentido descendente. 
  //  - for(k) permite comparar la ventana izquierda (y,x) con la 
  //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 
  for (int y=(rad_vent+1); y<(tam_y-rad_vent); y++) 
  { 
   for(int k=0; k<tam_coste; k++) 
   { 
    // A partir del valor de la columna anexa, se actualiza el 
    // valor de la fila inferior de la cada ventana. 
 
    coste_fila[k+(y+rad_vent)*tam_coste]= 
      coste_fila[k+(y+rad_vent)*tam_coste]+ 
      AD[k+(y+rad_vent)*tam_coste+(x+rad_vent)*tam_y*tam_coste]- 
      AD[k+(y+rad_vent)*tam_coste+(x-(rad_vent+1))*tam_y*tam_coste]; 
 
    coste[k]=coste[k]+coste_fila[k+(y+rad_vent)*tam_coste]- 
      coste_fila[k+(y-(rad_vent+1))*tam_coste]; 
 
    if(coste[k]<coste[disp_izda[x+(tam_x*y)]]) 
     { disp_izda[x+(tam_x*y)]=k; } 
 
    if(coste[k]<coste_dcha[k+x+(tam_x*y)]) 
    { 
     disp_dcha[k+x+(tam_x*y)]=k; 
     coste_dcha[k+x+(tam_x*y)]=coste[k]; 
    } 
   } 
  } 
 
  free(coste); 
 } 
  free(coste_dcha); 
  free(coste_fila); 












VERSIÓN 6 · CÁLCULO DEL MAPA DE DISPARIDAD MEDIANTE LA SUPERPOSICIÓN 
DE VENTANAS. 
Este algoritmo es una evolución de la Versión 3. La primera columna y 
la fila superior de la imagen (las primeras ventanas de búsqueda de 
cada columna) se calculan del mismo modo que en la versión precedente. 
 
La SAD del resto de las ventanas de búsqueda de la imagen se calcula 
mediante superposición. . A partir del coste calculado para las tres 
ventanas circundantes, se obtiene el valor de la nueva ventana(y,x): 
  coste_ventana(y,x)=coste_ventana(y-1,x)+coste_ventana(y,x-1)- 
   coste_ventana(y-1,x-1)+AD_píxel(arriba,izquierda)- 
   AD_píxel(arriba,derecha)-AD_píxel(abajo,izquierda)+ 
   AD_píxel(abajo,derecha) 
Donde la posición de los píxeles se refiere al conjunto de las cuatro 
ventanas de búsqueda superpuestas. 
 
Además, para evitar el cálculo redundante de AD, se calculan todas las 





void disparidad(unsigned char* im_izda, unsigned char* im_dcha, 
 unsigned char* disp_izda, unsigned char* disp_dcha) 
{ 
 // Se definen las matrices de datos:  
 //  - coste contiene, a su vez, dos submatrices. 
 //   - En la primera se almacenan los resultados de comparar una 
 //    columna impar de la imagen izquierda con la correspondiente 
 //    de la derecha. Cada columna contiene la comparación del 
 //    píxel izquierdo (y,x) con el derecho (y,x) y posteriores, 
 //    hasta (y,x+tam_coste). Cada fila de la submatriz almacena 
 //    los datos correspondientes a esa misma fila de la imagen. 
 //   - En la segunda submatriz se almacenan los mismos datos para 
 //    las columnas pares de la imagen. 
 //  - coste_dcha almacena los resultados de comparar la imagen 
 //   derecha con la izquierda. Cada celda de la matriz guarda la 
 //   menor AD encontrada para esa posición.  
 //  - AD almacena las diferencias absolutas requeridas a lo largo 
 //   del algoritmo. 
 //    AD[k+y*tam_coste+x*tam_y*tam_coste] 
 //   La matriz AD es un conjunto de submatrices, cada una de las 
 //   cuales contiene la información de una columna. En cada una de 
 //   estas submatrices se almacena, en sentido x, la AD entre el 
 //   píxel izquierdo (y,x) y el derecho (y,x), y sucesivos, hasta 
 //   (y,x+tam_coste). En sentido y, recorre todos los elementos de 
 //   la columna. 
 
 int* coste=(int*) calloc((tam_coste*tam_y*2), sizeof(int)); 
 int* coste_dcha=(int*)calloc(tam_x*tam_y, sizeof(int)); 
 int* AD=(int*)calloc(tam_coste*tam_x*tam_y, sizeof(int)); 
 
 // Para posibilitar que la matriz coste_dcha guarde la menor AD 
 // encontrada para cada posición, se inicializa en el mayor valor 





 int lim = 255*(2*rad_vent+1)*(2*rad_vent+1); 
 for(int d=0; d<(tam_x*tam_y); d++) 
 { coste_dcha[d]=lim; }  
 
 // CÁLCULO DE LOS AD. 
 
 // A continuación se calculan todas las AD requeridas a lo largo del 
 // algoritmo. 
 //  - for(j) y for(i) recorren todos los píxeles de la matriz. 
 //  - for(k) permite comparar la ventana izquierda (y,x) con la 
 //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 
 for (int j=0; j<tam_y; j++) 
 { 
  for (int i=0; i<tam_x; i++) 
  {  
   for (int k=0; k<tam_coste; k++) 
   { 
    AD[k+j*tam_coste+i*tam_y*tam_coste]= 
      AD[k+j*tam_coste+i*tam_y*tam_coste]+ 
      abs(im_izda[i+tam_x*j]-im_dcha[k+i+tam_x*j]); 
   } 
  } 
 } 
 
// Primera columna · Primer elemento. 
 
  // A continuación se calculan las SAD del primer elemento de la 
  // primera columna de la imagen izquierda. 
  //  - for(k) permite comparar la ventana izquierda (y,x) con la 
  //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
  //  - for(j) y for(i) recorren todos los píxeles de la ventana. 
  // El resultado de acumular todas las AD de una fila de la ventana 
  // de búsqueda se almacena en coste_fila. 
  // El resultado de la ventana de búsqueda completa se almacena en 
  // coste. 
 
  for(int k=0; k<tam_coste; k++) 
  { 
   for(int j=-rad_vent; j<=rad_vent; j++) 
   { 
    for(int i=-rad_vent; i<=rad_vent; i++) 
    { 
     coste[k+rad_vent*tam_coste]=coste[k+rad_vent*tam_coste]+ 
       AD[k+(rad_vent+j)*tam_coste+(rad_vent+i)*tam_y*tam_coste]; 
    } 
   } 
 
   // En disp_izda se almacena la menor disparidad izquierda 
   // encontrada hasta el momento para cada píxel. Este valor se 
   // compara con cada SAD a medida que se calculan, guardando el 
   // nuevo valor en caso de ser menor. 
 
   if(coste[k+rad_vent*tam_coste]< 
     coste[disp_izda[rad_vent+(tam_x*rad_vent)]+rad_vent*tam_coste]) 
 
    { disp_izda[rad_vent+(tam_x*rad_vent)]=k; } 
 
   // En coste_dcha se almacena el menor valor de SAD encontrado 




   // cada SAD a medida que se calculan, guardando el nuevo valor 
   // en caso de ser menor. En disp_dcha se almacena, de forma 
   // simultánea, la disparidad a la que corresponde el valor 
   // guardado en coste_dcha. 
 
   if(coste[k+rad_vent*tam_coste]< 
     coste_dcha[k+rad_vent+(tam_x*rad_vent)]) 
 
   { 
    disp_dcha[k+rad_vent+(tam_x*rad_vent)]=k; 
    coste_dcha[k+rad_vent+(tam_x*rad_vent)]= 
      coste[k+rad_vent*tam_coste]; 
   } 
  } 
 
// Primera columna · Demás elementos. 
 
  // A continuación se calculan las SAD de los demás elementos de la 
  // primera columna de la imagen izquierda. 
  //  - for(y) permite recorrer la columna en sentido descendente. 
  //  - for(k) permite comparar la ventana izquierda (y,x) con la 
  //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
  //  - for(i) recorre el borde inferior de la ventana de búsqueda, 
  //   calculando la nueva fila implicada. 
 
  for (int y=(rad_vent+1); y<(tam_y-rad_vent); y++) 
  { 
   for(int k=0; k<tam_coste; k++) 
   { 
    // El valor de coste para la ventana y de la primera columna 
    // se calcula a partir del coste de la ventana previa (y-1). 
 
    coste[k+y*tam_coste]=coste[k+(y-1)*tam_coste]; 
 
    for(int i=-rad_vent; i<=rad_vent; i++) 
    { 
     // Al valor de coste almacenado para la ventana precedente, 
     // se le resta el valor de la fila superior (que sólo  
     // pertenece a la anterior ventana) y se le suma el valor 
     // de la fila inferior (privativa de la nueva).  
 
     coste[k+y*tam_coste]=coste[k+y*tam_coste]+ 
       AD[k+(y+rad_vent)*tam_coste+(rad_vent+i)*tam_y*tam_coste]- 
       AD[k+(y-(rad_vent+1))*tam_coste+ 
         (rad_vent+i)*tam_y*tam_coste]; 
   } 
 
    if(coste[k+y*tam_coste]< 
      coste[disp_izda[rad_vent+(tam_x*y)]+y*tam_coste]) 
 
     { disp_izda[rad_vent+(tam_x*y)]=k; } 
 
    if(coste[k+y*tam_coste]<coste_dcha[k+rad_vent+(tam_x*y)]) 
    { 
     disp_dcha[k+rad_vent+(tam_x*y)]=k; 
     coste_dcha[k+rad_vent+(tam_x*y)]=coste[k+y*tam_coste]; 
    } 
   } 





 // Para poder discriminar si la actual ventana de búsqueda pertenece 
 // a una columna par o impar, y por tanto, hacer uso de una parte u 
 // otra de la memoria, se definen dos variables booleanas. Para las 
 // columnas pares las variables tomarán los valores de inicio (notar 
 // que la primera columna, impar, se ha calculado previamente). 
   
 bool par=1; 
 bool impar=0; 
 
 // for(x) recorre todas las columnas de la imagen de izquierda a 
 // derecha. 
 
 for (int x=(rad_vent+1); x<(tam_x-tam_coste); x++) 
 { 
 
// Demás columnas · Primer elemento. 
 
  for(int k=0; k<tam_coste; k++) 
  { 
   // El valor de coste para una ventana x de la primera fila se 
   // calcula a partir del coste de la ventana de la columna anexa 
   // (x-1). 
  
   coste[k+rad_vent*tam_coste+par*tam_y*tam_coste]= 
     coste[k+rad_vent*tam_coste+impar*tam_y*tam_coste]; 
 
   // for(j) recorre los bordes laterales de la ventana de 
   // búsqueda. Al valor almacenado (correspondiente a la columna 
   // anexa) se le resta la AD del píxel izquierdo, sumándole la 
   // del derecho para obtener el valor de la fila de la nueva 
   // columna. 
 
   for(int j=-rad_vent; j<=rad_vent; j++) 
   { 
    coste[k+rad_vent*tam_coste+par*tam_y*tam_coste]= 
      coste[k+rad_vent*tam_coste+par*tam_y*tam_coste]+ 
      AD[k+(rad_vent+j)*tam_coste+(x+rad_vent)*tam_y*tam_coste]- 
      AD[k+(rad_vent+j)*tam_coste+ 
       (x-(rad_vent+1))*tam_y*tam_coste]; 
   } 
    
   if(coste[k+rad_vent*tam_coste+par*tam_y*tam_coste]< 
     coste[disp_izda[x+(tam_x*rad_vent)]+rad_vent*tam_coste+ 
         par*tam_y*tam_coste]) 
 
    { disp_izda[x+(tam_x*rad_vent)]=k; } 
 
   if(coste[k+rad_vent*tam_coste+par*tam_y*tam_coste]< 
     coste_dcha[k+x+(tam_x*rad_vent)]) 
 
   { 
    disp_dcha[k+x+(tam_x*rad_vent)]=k; 
    coste_dcha[k+x+(tam_x*rad_vent)]= 
      coste[k+rad_vent*tam_coste+par*tam_y*tam_coste]; 
   } 
  } 
   
// Demás columnas · Demás elementos. 
 
  // A continuación se calculan las SAD de los demás elementos. 




  //  - for(k) permite comparar la ventana izquierda (y,x) con la 
  //   ventana derecha(y,x) y posteriores, hasta (y,x+tam_coste). 
 
  for (int y=(rad_vent+1); y<(tam_y-rad_vent); y++) 
  { 
   for(int k=0; k<tam_coste; k++) 
   { 
    // El coste de la ventana (y,x),por superposición, sería: 
    // coste(y,x)=coste(y-1,x)+coste(y,x-1)-coste(y-1,x-1)+ 
    //  px(arriba,izquierda)-px(arriba,derecha)- 
    //  px(abajo,izquierda)+px(abajo,derecha) 
    // Donde la posición de los píxeles se refiere al conjunto de 
    // las cuatro ventanas de búsqueda superpuestas. 
    // (Notar que el orden de la fórmula coincide con el descrito 
    // en el algoritmo). 
 
    coste[k+y*tam_coste+par*tam_y*tam_coste]= 
      coste[k+(y-1)*tam_coste+par*tam_y*tam_coste]+ 
      coste[k+y*tam_coste+impar*tam_y*tam_coste]- 
      coste[k+(y-1)*tam_coste+impar*tam_y*tam_coste]+ 
      AD[k+(y-(rad_vent+1))*tam_coste+ 
       (x-(rad_vent+1))*tam_y*tam_coste]- 
      AD[k+(y-(rad_vent+1))*tam_coste+ 
       (x+(rad_vent))*tam_y*tam_coste]- 
      AD[k+(y+(rad_vent))*tam_coste+ 
       (x-(rad_vent+1))*tam_y*tam_coste]+ 
      AD[k+(y+(rad_vent))*tam_coste+ 
       (x+(rad_vent))*tam_y*tam_coste]; 
      
    if(coste[k+y*tam_coste+par*tam_y*tam_coste]< 
      coste[disp_izda[x+(tam_x*y)]+y*tam_coste+par*tam_y*tam_coste]) 
 
     { disp_izda[x+(tam_x*y)]=k; } 
 
    if(coste[k+y*tam_coste+par*tam_y*tam_coste]< 
      coste_dcha[k+x+(tam_x*y)]) 
 
    { 
     disp_dcha[k+x+(tam_x*y)]=k; 
     coste_dcha[k+x+(tam_x*y)]= 
       coste[k+y*tam_coste+par*tam_y*tam_coste]; 
    } 
   } 
  } 
 
  par=par-1; 
  impar=impar-1; 
 } 
 free(coste); 
 free(coste_dcha); 
 free(AD); 
} 
 
  
 
 
