The Need for Alternative Metrics
There is only one adequate approach to evaluating the quality of an individual paper: read it carefully, or talk to others who have done so. The same is largely true when it comes to evaluating any small collection of papers, such as the publications of an individual scholar. But as one moves toward assessment challenges that involve larger bodies of work across broader segments of scholarship, reading individual papers becomes infeasible and a legitimate need arises for quantitative metrics for research evaluation.
The impact factor measure is perhaps the best known tool for this purpose. Impact factor was originally conceived by Eugene Garfield as way of selecting which journals to include in his Science Citation Index (Garfield 2006 ), but its use has expanded enormously: impact factor scores now affect hiring decisions, ad placement, promotion and tenure, university rankings and academic funding (Menastosky 2005) . With so much at stake, we should be careful how aggregate, journal-level metrics like impact factor are used 1 .
Impact factor has certain advantages as a citation measure: it is widely used and well understood. Moreover it is simple to calculate, and simple to explain. But this simplicity comes at a cost. Impact factor tallies the number of citations received, but ignores any information about the sources of those citations. A citation from top tier journal such as The American Economic Review is weighted the same as a citation from a journal that is 1 Because of the large skew in the distribution of citations to papers in any given journal (Redner 1998) , the quality or influence of a single paper is poorly estimated by the impact factor of the journal in which it has been published. For example, in 2005 the journal Nature reported that 89 percent of its impact factor came from 25 percent of its papers (Editor 2005) . As a result, most papers from this journal are over-inflated by this method and some are greatly under-inflated.
3 rarely cited by anyone. Accounting for the source of each citation requires a more complicated computation, but the reward is a richer measure of quality. The Eigenfactor Metrics take this approach.
The Eigenfactor Metrics
Each year, tens of thousands of scholarly journals publish hundreds of thousands of scholarly papers, collectively containing tens of millions of citations. By viewing citation data as a network, we can use powerful algorithmic tools to mine valuable information from these data.
The most famous of these tools, known as eigenvector centrality, was first introduced by sociologist Phillip Bonacich in 1972 as a way of quantifying an individual's status or popularity in communication networks (Bonacich 1972 ). Bonacich's aim was to use a network structure's to figure out who were the important people in the network. How do we tell who are the important people? They are the ones with important friends, of course.
While this answer may sound circular, it turns out to be well-defined mathematically, and moreover the "importances" of individuals in a network are easy to compute in a recursive manner. The most prominent commercial application of eigenvector centrality is Google's PageRank algorithm, which The concept of eigenvector centrality is at the core of the Eigenfactor Metrics as well (Bergstrom 2007 ). The idea is to take a network like the one shown in Figure 1 and determine which journals are the important journals.
The importance depends on where a journal resides in this mesh of citation links. The more citations a journal receives-especially from other well 5 connected journals-the more central the journal is in the network.
There are a number of ways to think about the recursive calculations by which importance scores are determined. For our purposes, it is particularly useful to think about the importance scores as coming from the result of a simple random process:
Imagine that a researcher is to spend all eternity in the library randomly following citations within scientific periodicals. The researcher begins by picking a random journal in the library. From this volume she selects a random citation. She then walks over to the journal referenced by this citation.
From this new volume she now selects another random citation and proceeds to that journal. This process is repeated ad infinitum.
How often does the researcher visit each journal? The researcher will frequently visit journals that are highly cited by journals that are also highly Real citation networks are much more complicated than the one in Figure With all else equal, bigger journals will have larger Eigenfactor Scores:
they have more articles and so we expect them to be visited more often. But in scholarly publishing, the most prestigious journals are not necessarily the biggest. They are ones that receive the most citations per article. These are the journals that (in the good old days of paper) would be tattered and worn from being pulled off the shelf so many times. The Article Influence
Score measures the influence, per article, of a given journal and such is directly comparable to Thomson-Reuters' impact factor metric. The Article Influence Score is calculated as a journal's Eigenfactor Score divided by the number of articles in that journal, normalized so that the average article in the Journal Citation Reports has an Article Influence Score of 1. Table 2 lists the top 20 journals by Article Influence. As is the case with impact factor scores, review journals will score higher because of the large number of citations that individual articles in these journals receive. Thus, it can be important for some applications to compare non-review journals with non-review journals and review journals with review journals.
The difference between the two measures is best illustrated with an ex- There are several reasons for these differences. We have already discussed the way that the Eigenfactor Metrics account for differences in the prestige of the citing journal. They also adjust for differences in citation patterns.
Impact factors vary widely across disciplines due to differences in the number of citations in a typical paper, in the prevalence of citations to preprints, in the average age of cited papers, and other considerations (Althouse et al. 2009 ). The random-walker model used to derive the Eigenfactor Metrics is relatively insensitive to these differences, because with the Eigenfactor Metrics, we look at the proportion of citations going to any given source rather than at the absolute number going to that source. In a field that cites 80 articles per paper, each citation is worth only 1/80th of a vote, so to speak, whereas in a field that cites 10 articles per paper, each citation is 
15
Another difference between impact factor and the Eigenfactor Metrics is that the former counts citations over a two-year census window, whereas the latter counts citations across a five year window 6 . This difference can lift fields such as Mathematics and Ecology, in which it can take longer for an article to begin to receive citations. Another major difference between the standard impact factor measure and the Eigenfactor Metrics is that the Eigenfactor Metrics do not include self-citations 7 . This is done to minimize the opportunity and incentive for journal editors and others to game the system by artfully placed self-citations 6 As of February 2009, the Thomson-Reuters Journal Citation Reports introduced a new impact factor based on a five-year window. 7 Because we work with citations at the level of journals and not individual papers, "self-citations" are between journals, not individual authors. In other words, a citation from an author from Journal A to another author also from Journal A would be considered a self-citation in our journal citation matrix.
