LIONEL SEINTURIER, Inria lille nord europe MARTIN MONPERRUS, KTH royal institute of technology As a kind of meta-data feature, annotations have been formally introduced into Java since Java 5. Since the introduction, annotations have been widely used by the Java community for different purposes, such as compiler guidance and runtime processing. Despite the ever-growing use, there is still limited empirical evidence about how developers use annotations in practice and the impact of annotation use on software quality. To fill this gap, we perform the first large-scale empirical study about Java annotation uses on 1,094 open-source projects hosted on GitHub. Our study answers some fundamental questions about Java annotation use. First, we answer the question "annotate what?" and find that annotations are typically used to annotate 4 aspects of program elements. Second, we answer the question "how annotations evolve?" and identify 6 different annotation change types, their frequencies, and their characteristics. Third, we answer the question "who uses annotations?" and establish the relationships between annotation uses and code ownership and developer experience. In addition, we also use regression models to explore the correlation between annotation uses and code quality, and we find that annotations do have an impact on making code less error-prone.
INTRODUCTION
Annotations are a kind of meta-data feature that can associate additional information for program elements, and have been formally introduced into Java since Java 5 [Gosling et al. 2005] . The additional metadata information can be used for different purposes, such as the three possible uses pointed out by java official tutorial [Oracle 2017 ]: guidance for the compiler, compile-time or deployment-time processing, and runtime processing. Besides, it is also widely known that many industry frameworks such as Spring and Hibernate use annotations to customize program behaviours. In academia, there also exist tools or frameworks which make use of compile time annotation processing to enforce stronger type checking [Papi et al. 2008] or generate code [Zhang et al. 2015] .
Despite the ever-growing use of annotations among the Java community since its introduction, there is still limited empirical evidence about how developers use annotations in practice and the impact of annotation use on software quality. In particular, we are unclear about several fundamental aspects related with annotation use: annotate what? who uses annotations? how annotations evolve? In addition, annotations are declarative in essence, and one popular argument is that annotation uses can make code less error-prone [Coblenz et al. 2017; Dietl et al. 2011; Josh 2017 ; Oracle 2018] . Is this argument true?
To shed light on these questions, we perform the first large-scale empirical study about Java annotation uses on 1,094 open-source projects hosted on GitHub. We collect the commit history of these projects and analyze the data to answer the following research questions:
RQ1:What aspects of program elements are specified with annotations? By manually analyzing comments in the source files for 283 most widely used annotations in our data, we find that annotations are typically used to annotate 4 aspects of program elements: operation on program element (56%), constraint of program element (22%), nature of program element (11%), and behaviour of program element (10%). We also give the applications of annotations when they are used to annotate these different aspects, e.g., mapping and data binding, dependency injection, code generation, static analysis, and run-time check.
RQ2: How does annotation code evolve over the software lifecycle? We found that majority (86.57%) of annotation use changes occur in parallel with changes made to the annotated program elements. For the other annotation use changes, the annotated program elements stay the same and they are more likely to reflect developers' concerns over the annotation uses. We identify several facts about these annotation use changes and give their implications which can inspire researchers and tool designers to develop techniques and tools to help developers use annotations.
RQ3: How does annotation usage relate to collaborative software engineering aspects such as ownership and experience? We found that there is a strong relationship between annotation usage and ownership and experience of developers, and annotations are more likely to be used by developers with higher ownership of the code and more experience with the code.
RQ4: To what extent is there a correlation between annotation usage and error-proneness? By using regression modeling, we found that annotations do have an impact on making code less error-prone even though the effect size is small. Moreover, we also found that the positive impact is larger for bigger files as well as for files with fewer developers and commits.
To sum up, the contributions of this paper are:
• The first large-scale empirical study to answer several fundamental questions about Java annotation usage, combining both source code analysis and evolution analysis at the commit level.
• The first well-founded result about the correlation between annotation usage and code quality, showing that Java code with annotation tends to be less error-prone.
• A curated dataset of 5M+ Java annotation uses over 1,094 projects that will be made publicly available for future research on this topic.
The remainder of this paper is structured as follows. We first present background about Java annotation in Section 2. Section 3 gives the research questions we try to answer in this paper. In Sections 4 and 5, we explain methodology for data analysis and results of the four research questions, respectively. Section 6 discusses threats to validity, followed by Section 7 which gives related work. Finally, we conclude this paper in Section 8.
BACKGROUND
Motivation for Annotation. The need for metadata information about the source code in Java has been around for quite a while, and the java platform provides some ad-hoc annotation mechanisms to provide metadata traditionally. For instance, the marker interface and the @deprecated javadoc tag have both been widely used by developers. While these existing ad-hoc annotation mechanisms are useful, they sometimes do not generalize and scale well. To formalize and standardize the use of metadata in Java code, Java 5 formally introduced annotation as a syntactic feature [Gosling et al. 2005] . Annotation Definition and Use. Before the use of an annotation, it should first be declared. The declaration of an annotation type is similar to the declaration of an interface type, and the compilers use keyword @interface to recognize it. Figure 1 shows a typical annotation type declaration format, which mainly includes use of some meta-annotations and declaration of an annotation type body.
/ / meta − a n n o t a t i o n s , e . g . , @Retention , @Target < m o d i f i e r s > @ i n t e r f a c e < a n n o t a t i o n −t yp e −name> { / / a n n o t a t i o n t y p e body Method ( i ) : < r e t u r n t yp e > <method name> < d e f a u l t v a l u e > } Fig. 1 . Format of annotation type declaration.
Meta-annotations are annotation types designed for annotating other annotation type declarations, and built-in meta-annotations which define the basic property and usage scenario of the declared annotation type are typically used. For example, meta-annotation @Target is used to specify the targeted kinds of program elements for an annotation type. Annotations are initially only allowed to annotate the program element declarations, and the application on type use is allowed since Java 8 [Gosling et al. 2014] . For another example, meta-annotation @Retention determines at what point annotations should be discarded. The annotations can be kept only on the source file, or kept on the class file, or even available at runtime.
Annotation type body can be empty or contain a set of method declarations. Each declared method, if any, is an element of the declared annotation type and should not have any parameters or a throws clause. In addition, the method can possibly have default values and the return types should only be primitives, String, Class, enums, annotations, and arrays of the preceding types [Gosling et al. 2005] .
Developers can use annotations declared by the Java platform (called built-in annotations), third-party libraries or declare annotations themselves (called custom annotations). To use an annotation in the code, it should be put on program elements allowed by this annotation and the information given to the annotation takes the form of method-value pairs. Besides, the value given to each method must be a compile time constant. Figure 2 shows the declarations and use cases for the built-in annotation @Override and the JUnit framework annotation @RunWith. According to the meta-annotation @Target, they can be used to annotate method and type declaration respectively. @RunWith has a method named value and is embodied with constant SpringJUnit4ClassRunner.class in this example. Annotation Processing. After the use of annotations on program elements, there are several different strategies to process them so that annotation metadata take effect. During the compile time, Java provides a compiler-plugin mechanism to deal with annotations. An annotation processor for a specific annotation can be first defined and plugged to the compilation process, and then the compiler will inspect the codebase against the presence of the annotation and respond according to the processing procedure specified in the annotation processor. For example, the annotation processor for @Override will check whether the method toString() in Figure 2 is really an override, and cause a compile error if not. If the annotations are not discarded after the compilation process and are kept in the compiled class files, the annotation metadata can be used for bytecode level post processing. Finally, for those annotations that are available at runtime, reflection can be used to retrieve the annotation metadata and the program behaviour can be customized accordingly. For instance, according to the retrieved metadata for the @RunWith annotation in Figure 2 , SpringJUnit4ClassRunner will be used to run the tests instead of the default JUnit test runner.
RESEARCH QUESTIONS
To our knowledge, there exists no systematic study that investigates what kinds of information annotations typically provide for the annotated program elements, and how the information are @Target (METHOD) @Override @ R e t e n t i o n ( SOURCE ) p u b l i c S t r i n g t o S t r i n g ( ) { p u b l i c @ i n t e r f a c e O v e r r i d e { <−−> / / o v e r r i d e c o d e } } . . . @Target ( TYPE ) @RunWith ( v a l u e = " S p r i n g @ R e t e n t i o n ( RUNTIME ) J U n i t 4 C l a s s R u n n e r . c l a s s " ) p u b l i c @ i n t e r f a c e RunWith { c l a s s S p r i n g T e s t s { C l a s s <? e x t e n d s Runner > v a l u e ( ) ; <−−> / / t e s t c o d e } } Fig. 2 . The source code and use cases for the built-in annotation @Override and JUnit annotation @RunWith.
used in practice. Thus, we want to first answer the following question in a well-founded empirical manner:
RQ1: (annotation goals) What aspects of program elements are specified with annotations?
Software is in constant evolution due to ever evolving requirements and technologies [Lehman 1980; Rajlich 2014] . To our knowledge, there exists no study about the evolution of annotation code. What is the churn rate of annotation code compared to the entire code? What kinds of evolution are made to annotation code? Does the annotation code change independently or jointly with changes made to the annotated program elements? Thus, our second research question is as follows, RQ2: (annotation code evolution) How does annotation code evolve over the software lifecycle?
Annotation is a relatively new Java language feature and previous research [Dyer et al. 2014; Parnin et al. 2013] has shown that annotations are mainly used by a small number of people in the development team. However, it is unknown whether some specific developers are more likely to use annotations. Also, human aspects such as ownership and experience have been widely studied in empirical software engineering [Rahman and Devanbu 2011] [Bird et al. 2011] [Eyolfson et al. 2011] , but not in the context of annotations. This leads to our third research question, RQ3: (human-aspect of annotations) How does annotation usage relate to collaborative software engineering aspects such as ownership and experience?
The annotation metadata is helpful for software development process and it is argued that the use of annotations can reduce the likelihood of errors in the code compared to other non-annotation approaches. For annotations processed before run-time, they are typically used for static analysis and boilerplate code generation. For annotations processed at run-time, they are typically used for replacing conventional "side files" maintained in parallel with programs. The argument arises as these three major use cases can all contribute to making code less error-prone. Static analysis annotations can raise problems about the code early [Coblenz et al. 2017; Dietl et al. 2011] , code generation annotations partially replace the error-prone process of implementing code [Josh 2017] , and maintaining information contained in "side files" directly in the program can simplify the development process and make code less error-prone [Oracle 2018] . To investigate whether the argument is valid in practice, we ask the final research question in this paper, RQ4: (annotation impact) To what extent is there a correlation between annotation usage and error-proneness?
METHODOLOGY

Study Subjects
To answer our research questions, we decide to use projects hosted in Github as the study subjects. We first retrieve all non-fork java repositories whose stargazers counts (which indicate the popularity of projects) are larger than 100. Then, to avoid inactive projects, we discard projects that do not have a single event of activity within 6 months prior to our data collection date, October 28, 2017. This leaves us with 5,683 repositories. Next, following the guidance in [Kalliamvakou et al. 2016] , we exclude repositories with less than 3 contributors to further focus on the active projects. This leaves us with 4,035 repositories. For the remaining repositories, we prioritize them according to the commit numbers. Finally, we use all the 1,094 repositories whose commit numbers are larger than 1,000 as the study subjects. The studied repositories include most well-know java projects in Github such as android/platform_frameworks_base, JetBrains/intellijcommunity, apache/hadoop, springprojects/springframeworks, gradle/gradle, and apache/tomcat, etc. These studied projects cover typical domains such as framework, library, database, middleware, web utility, build management, etc.
Data Collection
To use the selected study subjects to answer our research questions, we need to identify annotations in a file and compare them for one version of a file with that for another version of the file, retrieve the evolution history of a project, and get the bug-fixing history of each file.
Retrieving and comparing annotations in code. We use the Spoon library [Pawlak et al. 2015] to retrieve annotations in a Java sourc code file. Spoon is a library that parses source code file into the AST and provides a set of APIs for conducting program analysis. With regard to annotations, it has a set of APIs for accessing annotation definitions and uses. For each file, we use the APIs to get the annotation declarations and annotation uses in the code. For the latest versions of the studied 1,094 projects, we have 11,163 annotation declarations and 5,280,414 annotation uses in total respectively.
Our study needs to compare the annotation uses in different versions of a file (Note we mainly focus on use of annotations but not definition of annotations in this paper). For different versions of a file, the annotations can be added, deleted, replaced or the changes are just made to annotation values. Meanwhile, the annotations can be changed independently or in parallel with the annotated program elements. We define and calculate the following kinds of changes. Figure 3 gives an illustration of these kinds of changes.
• AUA-N: The new version of a file adds a new annotation use and the annotated program element does not exist in the old version of the file.
• AUA-Y: The new version of a file adds a new annotation use and the annotated program element exists in the old version of the file.
• AUD-N: The new version of a file deletes an old annotation use and the annotated program element in the old version of the file does not exist in the new version of the file.
• AUD-Y: The new version of a file deletes an old annotation use and the annotated program element in the old version of the file still exists in the new version of the file. • AUC: The annotation on a program element in the old version of a file has been changed to a different annotation for the same program element in the new version of the file.
• AUU: The annotation on a program element in the old version of a file is also on the same program element in the new version of the file, but the annotation values are different.
We use GumTree [Falleri et al. 2014 ] to determine whether an annotated program element exists in different versions of a file. GumTree is an off-the-shelf, state-of-the-art tree differencing tool that computes AST-level program modifications. We customize it to output the changes to annotated program elements for different file versions. Note that the annotated program elements can also be updated or moved across different file versions, but we find these cases are relatively rare (see subsection 5.2 for related statistics). To simplify the definition of different changes made to annotation uses, the annotated program element is considered to have existed in both versions if it is updated or moved between two file versions in the above definition.
Retrieving project evolution history. For each source file, our study process needs to parse different versions of it and do comparisons. As there will be too many file parsings and parsing result comparisons if we consider the complete evolution history for each project, we focus on the evolution history of the past three years to make the time manageable. To download the evolution history of the past three years for each of the studied 1,094 projects, we use the git log command git log -after="2014-10-28" -before="2017-10-28" -no-merges -numstat. The command will output all non-merged commits along with the commit log, author date, author name and files that have been changed for each commit. For 21 projects, developers frequently commit to them and the size of the log file that contains the commit history of the past three years is larger than 15MB, we thus limit the considered commit history to the past one year for them.
Then, we remove changes made to non-java files by seeing whether a changed file has the suffix '.java'. Meanwhile, we also remove changes made to test files as we focus on characteristics of annotation use in source files in this study. The use of annotations in test files can be different from their uses in source files, and studying its characteristics is out of scope of this paper. To achieve this, we view a file as a test file in case the keyword 'test' is present within the file name. For each remaining changed file in a certain commit, we compare annotation uses in the file version corresponding to this commit with that in the file version corresponding to the previous commit.
Estimating bug-fixing commits. To get the bug-fixing commits, we use the method proposed by Mockus et al. [Mockus and Votta 2000] to look for error related key words in commit message associated with each commit. First, we use Stanford natural language processing (NLP) tool [Manning et al. 2014 ] to convert each commit message to a bag-of-words and lemmatize the bag-of-words. Then, a commit is marked as a bug-fixing commit if the corresponding lemmatized bag-of-words contains at least one of the error related keywords: 'error', 'bug', 'fix', 'issue', 'fixup', 'bugfix', 'npe', 'mistake', 'blunder', 'incorrect', 'fault', 'defect', 'flaw', 'glitch', 'gremlin', 'erroneous'. Several previous studies [Casalnuovo et al. 2015 ] [Ray et al. 2016 ] [Ray et al. 2014] [ Kochhar and Lo 2017] have adopted the same method to identify bug-fixing commits.
As this method in principle is a heuristic, we randomly select 500 commits for the top 100 projects in terms of commit log size (5 for each project) and manually examine the commit messages to evaluate the accuracy of the above classification. If we are not sure from the commit message, we further examine the source code and linked issues, if exist, to help us understand the purpose of the commit. For 5 commits, we are still not able to determine whether they are bug-fixing commits or not. Out of the remaining 495 commits, 470 have been classified correctly (95%) and 25 commits (5%) have been classified incorrectly-16 false negatives and 9 false positives. Overall, the accuracy of the approach is acceptable.
Statistical Methods
Our study involves a large amount of data, thus we seek to use statistical methods to answer the research questions.
First, boxplots are used to visually display the distributions of different populations. The visual results are further confirmed using the non parametric Wilcoxon test, and the test results are interpreted using the p-values, which indicates the probability of a hypothesis being true by chance. In addition, we also consider the Cohen's d effect size values.
Second, we use regression model to estimate the effect of annotation use on the occurrence of faults in the history of a file. The response variable in the model is nbbug, which is the number of estimated bug-fixing commits associated with a file during the commit history we considered. Our interested experimental variable is nbAnnotation, which we define as the average number of annotation uses across all the versions of a file during the commit history we considered. For instance, suppose a file has 2 versions during the 3 years of commit history, and the first version has 10 annotation uses and the second version has 16 annotation uses, then the value of nbAnnotation for this file will be 13. When using regression models, it is important to control the confounding factors. Following previous study [Casalnuovo et al. 2015; Devanbu et al. 2016; Ray et al. 2014] , we use the following 3 control measures, codesize: the average size of the file (in terms of lines of code) across all the versions of the file during the commit history we considered. Previous study [Emam et al. 2001] has shown that the size of the file is strongly correlated with the occurrence of defects in the file. In our model, we log-transform this control measure as it exhibits a log-linear distribution and is not strictly a count variable. Previous studies [Cohen and Cohen 1975; Ray et al. 2014] have shown that doing so can stabilize the variance and improve model fit.
nbCommit: the number of commits made to the file during the commit history we considered. In general, it [Nagappan and Ball 2005] has been shown that the more commits made to a file, the more likely errors can be introduced. nbDev: the number of developers that have made commits to the file during the commit history we considered. Earlier study [Rahman and Devanbu 2011] has shown that the number of developers has an impact on the delivered quality of the software.
A special challenge arises for our data is that a large number of files does not have any bug-fixing commits during the commit history we considered, i.e., the number of zero values overwhelms the non-zero values. If we fit a single regression model to the entire data collected, the results may be biased as it implicitly assumes that both the zero-defect and non-zero defect data come from the same distribution, which can be untrue. To deal with this issue, we use hurdle regression models [Hu et al. 2011] , which helps handle data with excess zeros and over-dispersion. The hurdle regression model is a two-part model that specifies one process for zero counts (called hurdle model) and another process for positive counts (called count model). For our case, the hurdle model models the effect of passing from zero defect count to non-zero defect count, and the count model models the effect of going from one non-zero count to another non-zero count. In general, the two models use nonlinear multiple regression with different linking functions. For this paper, we use the default setting, which uses binomial regression for the hurdle model and Poisson regression for the count model.
RESULTS
RQ1: What aspects of programs are specified with annotations?
To answer this question, we need to retrieve the most widely used annotations in practice. For each source file of the latest version of a studied project, we retrieve the (fully qualified) name and number of uses for each used annotation. Then, we summarize the information for all source files of all projects and prioritize the annotation names according to their numbers of uses. After this process, we have 16,180 used annotations and 5,280,414 annotation uses in total. We then select the top 300 annotations that have been used at least by 3 projects. These selected 300 annotations account for 87.9% (4,644,902) of the total annotation use. We expect these selected annotations to be representative.
After selecting the 300 annotations, we get the source files that define these 300 annotations and seek to understand their usages through the comments in the source files. For 17 annotations, the source files do not have comments for their usages and we discard them. For the remaining 283 annotations, we carefully read their comments and seek tutorials available online, if possible, to understand their usages. Finally, we classify the annotated program element aspects into the 4 categories as shown in Table 1 .
(1) Operation on program element. 56% (160) of the studied annotations give information for operations to be conducted on the annotated element. By using the information contained in the annotations, operations will be performed accordingly on the annotated element at developmenttime by the IDE or the compiler, or at run-time by a framework. In particular, we identify three most frequent operations that make use of information from annotations. Figure 4 gives an example annotation for each of the three operations. Note due to the size reason, we have slightly modified the original comments in the source files for the three annotations in Figure 4 .
• Mapping and Data Binding. Among the 159 annotations, 61% (99) of them give information about mapping the annotated program elements to other external or inner entities, and binding and synchronizing data sources between them. Figure 4 (a) gives an example annotation @javax.xml.bind.annotation.XmlElement in this category, which guides the process of mapping and binding a JavaBean property with a XML element. [Ed and Bhakti 2003] , and JPA (Java persistence API) [Martin 2015 ].
• Dependency Injection. 15% (24) of the 159 annotations give information about supplying the dependencies for the annotated program elements. An example annotation @com.google.
inject.Inject in this category is shown in Figure 4 (b). The large number of annotations in this category arises because the dependency injection design pattern is widely used in practice, and many frameworks such as Spring [spring projects 2018] , Guice [Google 2018] , butterknife [JakeWharton 2018], and Dagger [square 2018] have their respective annotations to support annotation based dependency injection.
• Code Generation. For 10% (16) of the 159 annotations, they give information for generating related boilerplate code for the annotated program elements. For annotations in this category, the information contained in the annotations is typically used by annotation processors at compile time to automatically generate some boilerplate code, aiming to improve developer productivity and can at the same time make the code less error-prone. For instance, the example annotation @lombok.Getter in Figure 4 (c) will make lombok [rzwitserloot 2018] automatically generate the standard getter method for the annotated element. From our checked annotations, we see other boilerplate code reduction uses for annotations in this category, including generating standard setter, null-check, @equals and @hashCode methods, implementation of abstract type (6 annotations), constructor (3 annotations), @toString method, logger field, inner class.
Besides the above three most frequent operations, the remaining 19% (20) of the 159 annotations provide information for some more specific operations on the annotated program element. For example, the widely used @SuppressWarnings annotation can instruct the compiler to suppress the named compiler warnings on the annotated element during the compile process. j a v a x . xml . b i n d . a n n o t a t i o n ; com . g o o g l e . i n j e c t ; lombok ; / / Maps a J a v a B e a n p r o p e r t y t o / / A n n o t a t e s members o f / / P u t on any f i e l d t o / / a XML e l e m e n t d e r i v e d from / / i m p l e m e n t a t i o n c l a s s / / make lombok b u i l d / / p r o p e r t y name , and b i n d s / / i n t o which i n j e c t o r s / / a s t a n d a r d g e t t e r / / t h e i r v a l u e s / / s h o u l d i n j e c t v a l u e s p u b l i c @ i n t e r f a c e XmlElement { p u b l i c @ i n t e r f a c e I n j e c t { p u b l i c @ i n t e r f a c e G e t t e r { S t r i n g name ( ) d e f a u l t ; b o o l e a n o p t i o n a l ( ) ; b o o l e a n l a z y ( ) ; o r g . j e t b r a i n s . a n n o t a t i o n s ; j a v a x . v a l i d a t i o n . c o n s t r a i n t s ; / / An a n n o t a t e d e l e m e n t c l a i m s n u l l v a l u e / / The a n n o t a t e d e l e m e n t s h o u l d be a / / i s f o r b i d d e n t o r e t u r n f o r methods , / / number whose v a l u e i s h i g h e r o r / / i n t e n d e d t o be u s e d by s t a t i c a n a l y s i s / / e q u a l t o t h e s p e c i f i e d minimum , Figure 5 gives an example annotation for each of these two uses.
• Static Analysis. For 63% (40) of the 62 annotations, the constraints are used by compilers or other static analysis tools to detect possible problems with the code, aiming to improve the quality of the code and make the code less error-prone. Typically, they use annotation processors at compile time to check whether the specified constraints can possibly be violated at any actual run. Figure 5 (a) gives an example annotation @org.jetbrains.annotations.
NotNull in this category, and the widely used annotation @Override also belongs to this category, whose constraint is "the annotated method declaration should override a method declaration in a super-type". Among the 40 annotations, 50% (20) of them are related with nullability analysis as many frameworks have their respective annotations for specifying nullability constraints.
• Run-time Check. For the remaining 37% (22) of the 62 annotations, the constraints are used by frameworks or the program itself at runtime to check whether the program behaviours are normal with respect to the constraints, and throw corresponding exceptions if not. For instance, a java bean validation framework can use the @javax.validation.constraints.Min annotation in Figure 5 (b) to validate that the annotated property of a java bean has a value no smaller than the value attribute specified in the annotation. In addition, 7 (%33) out of the 21 annotations belong to this kind of java bean validation annotations. (3) Nature of program element. 11% (31) of the studied annotations specify the nature of the annotated program element. Annotations in this category basically provide additional metadata o r g . s p r i n g f r a m e w o r k . s t e r e o t y p e ; o r g . s p r i n g f r a m e w o r k . t r a n s a c t i o n ; / / I n d i c a t e s t h a t an a n n o t a t e d c l a s s i s a / / D e s c r i b e s t r a n s a c t i o n a t t r i b u t e s / / " component " , s u c h c l a s s e s a r e c o n s i d e r e d / / on a method o r c l a s s , c o m p a r a b l e / / a s c a n d i d a t e s f o r auto − d e t e c t i o n when / / t o R u l e B a s e d T r a n s a c t i o n A t t r i b u t e / / u s i n g a n n o t a t i o n −b a s e d c o n f i g u r a t i o n / / from S p r i n g p u b l i c @ i n t e r f a c e Component { p u b l i c @ i n t e r f a c e T r a n s a c t i o n a l { S t r i n g v a l u e ( ) d e f a u l t " " ; S t r i n g v a l u e ( ) d e f a u l t " " ; } } ( a ) N a t u r e o f t h e E l e m e n t ( b ) B e h a v i o u r o f t h e E l e m e n t Answer for RQ1: Our results are the first to systematically explore what kinds of information annotations provide for the annotated program elements. We find that annotations are typically used to annotate 4 aspects: operation on program element, constraint of program element, nature of program element, and behaviour of program element. Among them, annotating operation on program elements (56%) and constraint of program elements (22%) are most common. When annotating operation on program elements, the vast majority (61%) of them are used for mapping and data binding, followed by 15% for dependency injection, and another 10% for code generation. When annotating constraint of the element, 63% of them are used for static analysis and the other 37% are used for Run-time Check. These results provide a significant better understanding of java annotation usage.
RQ2: How Does Annotation Code Evolve Over the Software Lifecycle?
5.2.1 Overall Evolution Characteristic. We are interested to investigate the overall evolution characteristics of the annotation code. To achieve this, we first calculate the number of the six different kinds of changes (defined in subsection 4.2) made to annotation uses for the considered three years of commit history. Table 3 gives a summary of the result. In this table, the Change Type column gives the abbreviation for the types of change made, the Frequency and Percentage columns give the actual number and percentage for each change type respectively, and finally the #Commits, #Files and #Projects columns show the number of unique commits, files, and projects that each change type is involved respectively. It can be seen from the resultant Table 3 that the most frequent annotation change is adding annotations (68.48%, including change types "AUA-N" and "AUA-Y"). Moreover, the majority of them (90.02%, change type "AUA-N") occur at the same time with the add of the annotated program elements. This implies that developers are more likely to make up the decision of whether or not use annotations at the first time when they implement the code, and they are less likely to introduce annotations later as "after-thought". Besides adding new annotations, the second most frequent annotation change is deleting annotations (27.09%, including change types "AUD-N" and "AUD-Y"). However, most of them (91.36%, change type "AUD-N") occur because the annotated program elements have been deleted due to other code changes. Compared with changes of adding or deleting annotations, replacing old annotations and changing annotation values occur less often, which have a percentage of 2.61% and 1.82% respectively. In particular, we can see from the table that these two change types occur for 784 and 796 projects respectively, while the other 4 change types all occur for more than 1,000 projects. Overall, as the two normal code (i.e., other source code) related change types "AUA-N" and "AUD-N" account for 86.57% of all the changes made to annotation uses, we can conclude majority of annotation use changes occur in parallel with changes to other code.
We then further compare the churn rate of annotation code with that of the entire code. The code churn rate is measured as Churned LOC/Total LOC [Nagappan and Ball 2005] , where Churned LOC includes code lines added, modified or deleted. Similarly, we define churn rate for annotation code as Churned annotation /Total annotation, where Churned annotation includes the above six different kinds of changes made to annotation uses. We analyze each revision in the studied three year's commit history to measure the churned code and annotation code, and then calculate the churn rate for each year. Figure 7 shows the distribution of the two churn rates across all studied projects. It can be seen from the figure that the churn rate of annotation code is in general slightly higher than that of the entire code. The average churn rate of annotation code is 0.95, 0.86, and 0.48 respectively for the considered three years, while the corresponding churn rate for the entire code is 0.92, 0.80, and 0.44 respectively. We think this result is understandable, and the churn rate of annotation code is a little higher than that of the entire code because 1) most annotation use changes happen at the same time with the change of the annotated program elements, so there will be no significant differences in general, and 2) there exist other annotation change types for which the annotated program elements stay the same, so the churn rate of annotation code is higher than that of the entire code.
Detailed Finding About Annotation Evolution.
After identifying the overall annotation evolution characteristics, we are interested to further gain some detailed insights about annotation evolution. These insights hopefully provide exploitable findings about annotation evolution, and can possibly inspire design of techniques or tools to help with annotation evolution. As said above, the two most frequent annotation change types are "AUA-N" and "AUD-N". The reason for the change type "AUD-N" is obvious as it is the by-product of deleting the annotated program elements. The change type "AUA-N" reflects more about developers' own motivation of using annotations in the program. We focus more on the other 4 change types ("AUA-Y", "AUD-Y", "AUC", and "AUU") in this paper as they are likely to reflect developers' concerns over the annotation uses (missing annotations or problems with existing annotations). These 4 change types account a non-neglectable 13.43% (999,575 instances in total) of all the changes made to annotation uses. Among the 999,575 change instances for the 4 change types, the annotated program element is updated or moved for 101,594 (10.1%) change instances, we further exclude these instances as the changes to annotations are likely to be update changes with other code for these instances. For the remaining 897,981 instances, we sample 384 instances for each change type to study them in detail, which corresponds to a 95% confidence level and ±5% confidence interval. Due to the inherent difficulty of studying the exact reason underlying each annotation change instance, we focus more on getting obvious and valid facts contained in the change instances.
First, we have an overall finding that holds for all the studied 4 annotation change types.
• Single Change vs Group Change. We use "Single Change" to refer to the scenario where a specific annotation change (e.g., replacing @Nullable with @Notnull) has appeared exactly once in a single commit, and we use "Group Change" to refer to the scenario where a specific annotation change has appeared multiple times in a single commit. We count how many times the "Single Change" and "Group Change" have happened for the sampled instances, and the results are given in Table 4 . For "Group Change", the same multiple annotation changes can appear in a single file or in multiple files, and the columns Number(SF) and Number(MF) show the number of "Group Change" annotations that has appeared in a single file or in multiple files respectively. We can see from Table 4 that for any of the 4 change types, most annotation changes are "Group Change". Across all the 4 change types, 79.7% of the annotation changes are "Group Change". The "Group Change" can appear in a single file or in multiple files, and both happen frequently. In general, the annotated program elements for "Group Change" annotations are related in some ways. This suggests that developers should pay attention to other related program elements when they made changes to annotations for a certain program element. Moreover, code recommendation tools can also employ advanced code analysis techniques (such as clone detection techniques [Rattan et al. 2013; Roy et al. 2009 Roy et al. , 2014 ) to help developers with this process. Second, we identify two interesting facts associated with change type AUC, i.e., replacing one annotation with another annotation.
• Switching to opposite annotation. Among the 384 change instances for change type AUC, 32.0% (123) of them are replacing one annotation with another annotation that gives opposite metadata. Table 5 shows the different kinds of opposite annotation changes and their percentage. Note the nullability related annotations involve annotations from different API providers, such as jetbrains, android, eclipse and others. Switching an annotation to its opposite annotation typically implies an "annotation bug", and the large percentage of this kind of annotation change suggests an interesting avenue for future research: automatically identifying and repairing annotation bugs that require replacing one annotation with its opposite annotation.
• Switching to another annotation with the same name but from different API providers. Among the 384 change instances for change type AUC, 19.0% (73) of them are replacing one annotation with another annotation that has the same name but from different API providers. In particular, for the change instances sampled, we have observed that this kind of annotation change happens frequently for nullability related annotations (29, e.g.,@Nullable), serialization related annotations (18, e.g., @JsonIgnore), and persistence related annotations (12, e.g., @column). For annotations involved in this kind of change, there are typically several API providers that provide different implementations for the same annotations. For instance, jetbrains, android, eclipse, and checkerframework [Dietl et al. 2011 ] all have their respective implementations for the nullability related annotation @Nullable. The large number of annotation change in this category suggests that developers are often confused about which specific annotation to use when several API providers all provide the annotation, calling for a unified standardization among the community.
Third, we also identify an interesting fact associated with change type AUU, i.e., changing annotation values. Commit message : Update d o c u m e n t a t i o n f o r " run now " r e q u e s t s . @POST @Path ( " / r e q u e s t / { r e q u e s t I d } / run " ) @Consumes ( { MediaType . APPLICATION_JSON } )
−@ApiOperation ( v a l u e = " S c h e d u l e a one − o f f o r s c h e d u l e d S i n g u l a r i t y r e q u e s t f o r i m m e d i a t e e x e c u t i o n . " , r e s p o n s e = S i n g u l a r i t y R e q u e s t P a r e n t . c l a s s ) + @ApiOperation ( v a l u e = " S c h e d u l e a one − o f f o r s c h e d u l e d S i n g u l a r i t y r e q u e s t f o r i m m e d i a t e o r d e l a y e d e x e c u t i o n . " , r e s p o n s e = S i n g u l a r i t y R e q u e s t P a r e n t . c l a s s ) } ) p u b l i c S i n g u l a r i t y P e n d i n g R e q u e s t P a r e n t s c h e d u l e I m m e d i a t e l y ( ) Fig. 8 . An example static text info change due to consistency update with other code. Figure 8 , the annotation member value for annotation @ApiOperation gives an example annotation member in this category. Developers change static text info for several reasons, and Table 6 gives a summary of the reasons for the sampled change instances. We can see from the table that 43.4% of them are due to consistency update with other code changes, and the change example in Figure 8 (corresponding to commit 008fa50 for project HubSpot/Singularity) gives an example change due to this reason. To detect the possible inconsistency between text description of the annotation value and the annotated program element, it would be beneficial to use natural language processing together with static source code analysis, similar to iComment [Tan et al. 2007 ] which uses natural language processing to automatically analyze comment and source code in order to detect inconsistency.
Answer for RQ2: Our study shows that majority (86.57%) of annotation use changes occur in parallel with changes made to the annotated program elements, which makes the churn rate of annotation code just a little higher than that of the entire code. For the other annotation use changes, the annotated program elements stay the same and they are more likely to reflect developers' concerns over the annotation uses. We identify several facts about these annotation use changes: 1) majorly "Group Change" (79.7% across all 4 change types) which makes automatic annotation change recommendation possible; 2) high percentage (32.0% for change type AUC) of switching to opposite annotation which suggests the prospect of automatically identifying and repairing annotation bugs; 3) high percentage (19.0% for change type AUC) of switching to same name annotation from different API providers which calls for unified standardization among the community; 4) high percentage (12.8% for change type AUU) of updating static text of annotation value for consistency with other code which makes combing natural language processing with static source code analysis beneficial.
5.3 RQ3: How does annotation usage relate to collaborative software engineering aspects such as ownership and experience? This research question aims to explore what kinds of developers in the development team are more likely to use annotations during the development process. Annotation is a relatively new language feature and using it requires both the understanding of the annotation itself and the code to be annotated. Without this understanding, inappropriate annotations can possibly be placed in the code and bring negative impact. Consequently, it is reasonable to infer that compared to developers who just made changes to other regular code, developers who use annotations in general will have a high degree of commitment to the code and also a good conceptual understanding of the logic behind the code. Translating it into the concepts of collaborative software engineering, we can expect that for a specific file f, developers who use annotations on it 1) have a higher ownership of it than other developers who just change other regular code, and 2) already have some experience with implementing code of it. Note ownership and experience are a related but not identical aspect of collaborative software engineering [Rahman and Devanbu 2011] . For a file that is changed frequently, a developer can gain a lot of experience with the file but may not gain a high degree of ownership of the file as some other developers can even make more changes to the file. Conversely, for a file with few changes made to it, a developer can gain a high ownership of it without gaining much experience with it. We thus separately explore the relationship of both ownership and experience with annotation uses.
To explore the relationship, we first calculate the ownership and experience of developers for each developer-file pair. Following the previous measure of ownership [Bird et al. 2011 ], we calculate it as the percentage of changes made to a particular file by a certain developer. For instance, if there are 40 commits made to a specific file f during its life-cycle and a single developer a made 12 commits, then the ownership of developer a for file f is 0.3. Compared with ownership which is a fraction between 0 and 1, experience is a cumulative measure which increases monotonically with time as a developer engages in more and more activity. For the experience of a developer a with regard to a certain file f, we calculate it by counting the total number of commits made by developer a for file f. After calculating the ownership and experience, for a certain file f, we then separate all developers for the file into two groups: one group contains developers who have used annotations and the other group contains developers who have not used annotations. If a developer has once added, deleted, or modified annotations, we consider this developer has used annotations. In other words, if a developer has made any of the 6 annotation change types defined in subsection 4.2, then the developer is deemed to have used annotations. If any of the two groups is empty, we omit the file from our analysis. Finally, we calculate the median ownership and experience of each group of developers for each file and Figure 9 shows the distributions of the results for each group. Note for experience, we use the log transform value.
(1) Ownership. Figure 9a shows the boxplot distribution of median ownership of developers who have used annotations on a file and the ones who have not used annotations. From the boxplot, we can clearly see that developers who have used annotations are associated with higher ownership. The median value of ownership for developers who have used annotations on a file is 0.42, whereas the corresponding value for developers who have not used annotations is 0.25. The lower and upper quartile values for ownership of developers who have used annotations on a file are 0.26 and 0.50 respectively, whereas the corresponding values for developers who have not used annotations are 0.14 and 0.44 respectively. The clear visual impression is further confirmed by Wilcoxon-MannWhitney test, which shows that the difference between the two groups is significant with a p-value less than 2.2*e −16 . The result of the effect-size test (Cohen's d) suggests that the effect is small. These results support our hypothesis that developers who have higher ownership of the code are more likely to use annotations on the code.
(2) Experience. Similarly, Figure 9b shows the boxplot distribution of median experience of developers who have used annotations on a file and the ones who have not used annotations. Again, we can see from the boxplot that developers who have used annotations are associated with more experience. The median log transformed value of experience for developers who have used annotations on a file is 0.69, whereas the corresponding value for developers who have not used annotations is 0 (note the number 0 means the developer has made just one commit to the file). The lower and upper quartile values for experience of developers who have used annotations on a file are 0.0 and 1.1 respectively, whereas the corresponding values for developers who have not used annotations are 0.0 and 0.35 respectively. We also use the Wilcoxon-Mann-Whitney test to confirm the clear visual impression, and the p-value is less than 2.2*e −16 . A Cohen's d effect size test shows the effect to be medium. Again, these results suggest that our hypothesis about the relationship between annotation uses and developer experience is true-developers who have more experience with the code are more likely to use annotations on the code.
Answer for RQ3:
There is a strong relationship between annotation usage and ownership and experience of developers, suggesting that using annotation requires good understanding of the annotation itself and the code to be annotated. One implication of this result is that developers in general are not that acquainted with usages of annotations and better tutorial and dedicated training about annotation usages would be valuable, in particular for junior developers. This may also question the curriculum of our universities: we may conjecture that the concepts (metadata on program elements and behavior) and the practice of annotations are not generally well taught at universities.
RQ4:
To what extent is there a correlation between annotation usage and error-proneness? We use the regression model described in subsection 4.3 to estimate the correlation between annotation usage and error-proneness. For the three years of commit history considered, we in total have 1,296,342 data instances, i.e., files with collected data about response variable nbbug, experimental variable nbAnnotation, and control measures codesize, nbCommit, and nbDev. Among the data instances, the response variable nbbug is zero for 960,651 data instances, which means 74.1% of the files do not have any bug-fixing commits during the commit history considered. The used hurdle model, which involves hurdle model for zero counts and count model for positive counts, is an ideal model for dealing data instances with "excess zero" characteristic. For our setting, the hurdle model corresponds to asking the question "Is there an effect of using annotations on there being or not a fault in the file's history?". With the hurdle overcome, the count model equates to asking "For those files with at least one fault in their history, is there any effect of using annotations on the number of faults in their history?".
Overall Results.
We first use hurdle model on the entire 1,296,342 data instances, and the modeling results are presented in Table 7 . The left column contains the coefficients of the hurdle model and the corresponding standard errors, and the right column contains the coefficients of the count model and the corresponding standard errors. We can see from Table 7 that the coefficients for annotation uses are negative in both the hurdle and count models, which is in line with the argument that the use of annotations can reduce the likelihood of errors in the code. We can also see that the coefficients for the three control measures are all positive in both models, which mean they are positively related with defect occurrence and this result is in line with previous studies [Casalnuovo et al. 2015; Devanbu et al. 2016; Nagappan and Ball 2005; Ray et al. 2014 ] on impact of these control measures on code error-proneness. Compared with the coefficients of the control measures, the absolute value of the coefficients for annotation use are much smaller in both models, which implies that the control measures play the dominant role in determining error-proneness of code. Compared with the coefficient of annotation use in the count model, the absolute value of the coefficient for annotation use in the hurdle model is much larger and statistically significant as the p-value is less than 0.001, which suggests the use of annotations plays a more important role in determining whether a bug occurs in the file, but a less important role in determining the number of bugs that occurs in the file (when at least one bug has already occured in the file). We then further study how annotation uses relate to code error-proneness when the control measures are big and small respectively. To this end, for each of the three control measures, we split the entire data instances into two groups according to the median value of the control measure, one group for which the control measure is less than or equal to the median value, and the other group for which the control measure is larger than the median value. After splitting the data instances into two groups, we then apply the hurdle model to each group and compare the result for one group with that for the other group.
(1) Split by developer number. For the control measure nbDev, the median value of the entire data instances for it is 2. We thus split the entire data instances by developer number according to this value, and the results for applying hurdle model to both groups are shown in Table 8 . For space reason, we do not show the standard errors in the group comparison tables. It can be seen from Table 8 that the coefficients for annotation uses in hurdle and count models are still negative in both groups, and the absolute values of the two coefficients in the "Fewer Developers" group is much larger than that in the "More Developers" group, which suggests that the positive impact of annotation uses on code error-proneness is larger when fewer developers are involved with the code. This happens perhaps because annotations are typically used by a few experienced contributors with high ownership of the code, and the less experienced "minor contributors" will ignore them. For "More Developers" group, it is likely that there will be more less experienced "minor contributors" with it. (2) Split by commit number. For the control measure nbCommit, the median value of the entire data instances for it is also 2. Similarly, we split the entire data instances by commit number according to this value, and the results for applying hurdle model to both groups are shown in Table 9 . From this table, we again see that the coefficients for annotation uses in hurdle and count models are negative in both groups, and the absolute values of the two coefficients in the "Fewer Commits" group is larger than that in the "More Commits" group, which suggests than the positive impact of annotation uses on code error-proneness is larger when fewer commits are made to the code. The possible reason is with more commits made to the code, the information contained in the annotations are gradually diluted and the value of annotations thus decreases. Note: * p<0.1; * * p<0.05; * * * p<0.001 (3) Split by code size. For the control measure codesize, the median value of the entire data instances for it is 32. Again, we split the entire data instances by code size according to this value, and the results for applying hurdle model to both groups are shown in Table 10 . We can see from the table that the coefficients for annotation uses in both hurdle and count models become positive for "Smaller Size" group, and they are still negative for "Larger Size" group. This result suggests that the positive impact of annotation uses on code error-proneness lies more in big files, and for small files, annotation uses can even have negative impact. The possible reason is that small files are generally simple in function and logic, thus the additional information provided by annotations are not that useful. The negative impact for small files arises perhaps because developers can possibly use annotations in a wrong manner. Answer for RQ4: Our strong result is that annotations do have an impact on making code less error-proneness. However, we note that the effect size is small. In addition, our result also shows that the positive impact on making code less error-proneness is larger for bigger files as well as for files with fewer developers and commits. This result can serve as a motivation for Java developers to use annotations in their code as it can potentially lead to an improvement in software quality.
THREATS TO VALIDITY
Construct Validity. We search error related key words in the commit message to identify bugfixing commits and use them as a proxy for defect occurrences. It is possible that developers do not use or use some other error related key words to describe a bug-fixing commit. Meanwhile, the commit messages for some other kinds of commits can possibly have error related key words. Thus, our classification method can incorrectly classify some commits. However, due to the large size of our dataset, it is extremely difficult to manually check each commit message. We sample some commits and the manual analysis shows that the accuracy of the classification is acceptable. In addition, several previous studies [Mockus and Votta 2000] [Casalnuovo et al. 2015 ] [Ray et al. 2016 ] [Ray et al. 2014] [Kochhar and Lo 2017] have adopted the same method to classify commits. Internal Validity. We manually check hundreds of widely used annotations to determine their purposes of use. This process may introduce errors. To reduce this threat as much as possible, we only select annotations whose definitions have comments about their purposes of use. For those ambiguous cases, we seek tutorials available online, if possible, to improve our understanding. In addition, the results are made available at our replication website to help readers better understand of our study and analysis.
External Validity. We use projects hosted on Github in this study, a potential threat to validity is whether the results will generalize to other projects hosted on other platforms. To reduce this threat, we use a large number of projects and these projects cover various domains. In addition, the used projects are all open-source projects and it can be possible that the characteristics of annotation use in closed-source projects are different.
RELATED WORK
Empirical Study on Java Annotations. Using 106 open source Java projects as the subjects, Rocha and Valente [Rocha and Valente 2011] empirically investigate what are the most used annotations and what program elements are more likely to be annotated. Compared with their work, we target more fundamental questions related with annotation use in this paper and our study is much more large scale. To understand the evolution of API documentation, Shi et al. [Shi et al. 2011 ] explore how Java API annotations are changed in five real-world libraries. In contrast, our work uses a large dataset to understand the evolution characteristics of the general annotations in source code. Parnin et al. [Parnin et al. 2013 ] use 40 open-source Java projects to study the adoption of Java generics and contrast it with the adoption of annotations. Dyer et al. [Dyer et al. 2014 ] use projects on SourceForge to find uses of 18 Java language features over time, and annotation is one of the studied features. Both these two studies have shown that annotations are mainly adopted by a few people in the development team, but it is not clear what kinds of developers are likely to use annotations.
Empirical Study on Other Java Language Features. Basit et al. [Basit et al. 2005] use two case studies to investigate the usefulness of generics in removing redundant code. Tempero et al. [Tempero et al. 2008] empirically investigate the use of inheritance and the inheritance structures in real-world programs. Tempero [Tempero 2009 ] also conducts an empirical study to see whether the principle of avoiding use of non-private fields is followed in practice. Grechanik et al. [Grechanik et al. 2010 ] use a large corpus to study how a set of language features are used by developers in practice. The studied features do not include new features introduced after JLS2 [Gosling et al. 2000] such as annotation and generics. Hoppe and Hanenberg [Hoppe and Hanenberg 2013] empirically explore whether the use of Java generic can actually result in an increased developer productivity. Due to the increasing importance of optimizing energy consumption, Hasan et al. [Hasan et al. 2016] investigate how different common operations on Java collections classes will consume energy. Kochhar and Lo [Kochhar and Lo 2017] investigate how assertion uses are related with defect occurrence, code ownership and developer experience. Dietrich et al. [Dietrich et al. 2017 ] perform an empirical study to characterize the use and evolution of contracts in real Java programs. To better understand the usefulness and limitations of existing static analysis techniques in dealing with code that uses Java reflection API, Landman et al. [Landman et al. 2017 ] conduct an empirical study to characterize the usage of Java reflection API in real Java code.
Java Annotation Related Techniques. To detect more errors during compile time, Papi et al. [Papi et al. 2008 ] introduce a pluggable type checking system called Checker Framework. The framework first uses Java annotations to define type qualifiers and then uses annotation processing at compile time to enforce the semantics of the defined annotations. The type checkers can be used for achieving different kinds of checking, such as nullness analysis [Dietl et al. 2011] , reference immutability [Huang et al. 2012] , implicit control flow [Barros et al. 2015] , locking discipline [Ernst et al. 2016 ] and class immutability [Coblenz et al. 2017] . In light of the fact that a large amount of boilerplate code is used to traverse the Abstract Syntax Trees (ASTs), Zhang et al. [Zhang et al. 2015 ] present a framework called Shy which makes use of compile time annotation processing to generate generic code for various types of traversals.
Annotation Languages. Many annotation languages have been proposed for different kinds of programming languages. These annotation languages typically aim to conduct certain kinds of program analysis. For Java, even before annotation is introduced as a language feature, there exist annotation languages used for verification and debugging [Zhang et al. 2015] , for compile time checking [Flanagan et al. 2002] , and for both verification and compile time checking [Khurshid et al. 2002] . For C, annotation languages have been used for annotating control flows and function interface [Microsoft 2015 ] [Evans 1996 ], for expressing synchronization assumptions , and for specifying locking requirements [spa 2018] . For Ada, there exist an annotation language named ANNA [Luckham and Henke 1984] that can be used for specifying subprograms, packages, exceptions, and contexts.
CONCLUSIONS
Despite the ever-growing use of Java annotations, there is still limited empirical evidence about how developers use annotations in practice and the impact of annotation usage on software quality. In this paper, we have performed the first large-scale empirical study about Java annotation usage over 1,094 open-source projects hosted on GitHub.
Our study gives answers to several fundamental questions about Java annotation uses, including "annotate what?", "how annotations evolve?", and "who uses annotations?". First, we found that annotations are typically used for annotating 4 aspects of program elements: operation on program element (56%), constraints of program elements (22%), nature of program elements (11%), and behaviour of program elements (10%). Second, we found that the majority (86.57%) of annotation use changes occur in parallel with changes made to the annotated program elements. For the other annotation use changes (i.e., the annotated program elements stay the same), we identify several facts about these annotation use changes and give their implications which can inspire researchers and tool designers to develop techniques and tools to help developers with use annotations. Third, we found that there is a strong relationship between annotation usage and ownership and experience of developers. Annotations are more likely to be used by developers with higher ownership of the code and more experience with the code. In addition, we also explored the correlation between annotation usage and code quality by using regression modeling, and found that annotations do have an impact on making code less error-prone.
For future work, we plan to make use of our actionable findings about annotation use changes and develop techniques for automatically detecting and repairing annotation bugs which involve replacing one annotation with its opposite annotation.
