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Abstract
An essential feature in many of the dynamic traﬃc assignment methods that are used to study planning and traﬃc management
problems is to compute the dynamic user equilibrium (DUE). In this paper the focus is on eﬃciently computing the deterministic
and stochastic DUE. Both these types of equilibria are found using an iterative solution procedure. An important step in the solution
algorithm for deterministic assignments is the choice for the contraction factor which determines how fast the related quadratic
programming problem is solved. For stochastic assignments the step size to determine the starting point for the next iteration
is important for convergence speed. As we show, the contraction factor and the step size heavily aﬀect both the convergence
eﬃciency and stability. We discuss various ﬁxed contraction factors, a number of step size adjustments proposed by others, and
a newly proposed dynamically adjusted step size. The solution method is evaluated on two transport networks of diﬀerent scale.
The comparative analysis suggests that, particularly for larger networks where equilibrium is harder to obtain, a dynamic adjusted
contraction factor for deterministic assignments or a dynamic step size for stochastic assignments is preferable as it consistently
converges considerably faster, because it does not suﬀer from a decreasing convergence rate.
c© 2015 The Authors. Published by Elsevier B. V.
Selection and peer-review under responsibility of Delft University of Technology.
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1. Introduction
In traﬃc and transport models are used for several applications, for example to underpin policy choices, to deter-
mine the impact of infrastructural or traﬃc management measures, to make a better planning for road works and the
accompanying measures, to test traﬃc systems, to train traﬃc operators, to support decisions that are made by the
traﬃc operators, to optimise traﬃc management plans or to aid evaluation studies. For all these applications diﬀerent
traﬃc models are available with their own characteristics, input demands and pitfalls. For planning purposes and to
calculate the eﬀect of policy measures most of the time traﬃc assignment models are used.
Traﬃc assignment models are concerned with the distribution of the demand among the available routes for every
origin-destination pair and if it is a dynamic traﬃc assignment model also for every time period. Starting with the
original four-step transport models, traﬃc assignment models have evolved into useful tools for traﬃc research, also
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in a dynamic context. The dynamic part is important, because traﬃc is a dynamic process. Travel demand changes
during the time of day and has a large inﬂuence on traﬃc operations and this has to be captured by this type of models.
There is a large amount of literature concerning the development and application of traﬃc assignment models. For
an overview of the relevant literature, the reader is referred to Chen (1999) and Bliemer (2001). According to the
classiﬁcation of Chen (1999) a deterministic dynamic user optimal assignment, a stochastic dynamic user optimal
assignment and a system optimum assignment can be distinguished. In the paper the focus will be on deterministic
and stochastic dynamic traﬃc assignment. Both these types of assignment use an iterative procedure to get to an
equilibrium solution. An important step in the solution algorithms is the choice of the step size to determine the
starting point for the next iteration. The paper will discuss the current practise in choosing these step sizes and
previous reported improvements (Pel et al., 2010) and will also suggest other methods to improve convergence. The
results in terms of the solution (equilibrium ﬂows and travel times) and the time needed to reach that solution will be
given for a number of networks.
First we will summarise some literature on the topic and then describe some characteristics of the dynamic traﬃc
assignment models we use and we then will focus on the convergence properties of the deterministic and stochastic
assignment methods.
2. Literature
Dynamic traﬃc assignment models focus on predicting time-varying network conditions by describing route choice
behaviour of drivers on an infrastructure network and the way in which the traﬃc dynamically ﬂows over the net-
work. A common assumption within traﬃc assignment models is referred to as user equilibrium, ﬁrst formalized by
Beckmann et al. (1956), and pertains to the route ﬂow assignment under which drivers travel times are unilaterally
minimised. Here an important distinction can be made between the deterministic equilibrium where drivers act homo-
geneously and the stochastic equilibrium where heterogeneity in drivers route choice behavior is accounted for. The
latter leads to the well-known Logit and Probit models ﬁrst proposed by Dial (1971) and Daganzo and Sheﬃ (1977)
where unobserved inﬂuence factors are assumed to be respectively Gumbel and Normal distributed among drivers.
The equilibrium assignment relates to a ﬁxed-point problem, as route choices and travel times are interdependent,
and can be solved by an iterative process. Over consecutive iterations, [1] the route traﬃc ﬂows are loaded onto the
network to yield travel times, [2] convergence is checked to know whether equilibrium conditions are (suﬃciently)
satisﬁed, and if not, then [3] route ﬂows are redistributed, typically based on the route ﬂows and travel times found
in the previous iteration or iterations. Decisions made in each of these modelling steps may inﬂuence the equilibrium
assignment.
For the network-loading step, a model is used to simulate the traﬃc ﬂows. Examples of commonly used simulation-
based models are various queuing models (Mounce, 2006), the Cell Transmission Model (Ziliaskopoulos and Lee,
1996) and the Link Transmission Model (Gentile, 2015), and second order Kinematic Wave-based models such as
METANET (Messmer, 2000). As this is beyond the scope of this paper, we refer the interested reader to Mahmassani
and Alibabai (2010) who discuss how the traﬃc ﬂow phenomena captured by these various network-loading models
aﬀect the existence of equilibrium and the convergence of solution algorithms.
In checking for convergence, usually one uses an equilibrium gap function to measure how close drivers travel
times are to equilibrium, such as the duality gap. Or otherwise a proxy indicator is sometimes used that measures
how the consecutive intermediate solutions in the iterative process stabilize, such as marginal changes in route ﬂows
or travel times between iterations. Mounce and Carey (2011) discuss these various convergence measures. Evidently,
an equilibrium gap function can guarantee convergence, while the mere stabilisation of intermediate solutions may
not necessarily guarantee convergence depending on the ﬂow redistribution method that is used (see also Chiu et al.
(2011)).
In this paper we are particularly interested in how traﬃc ﬂows are redistributed across routes. The reason is
that the iterative convergence procedure tends to be computation time-consuming, while the latter ﬂow redistribution
step largely determines the eﬃciency and eﬃcacy of the iterative process in ﬁnding the equilibrium assignment.
Here indeed eﬃciency i.e., computation time or number of iterations as well as memory usage and eﬃcacy i.e.,
convergence accuracy are the dominant criteria when comparing and evaluating diﬀerent ﬂow redistribution methods.
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For redistributing the traﬃc ﬂows, methods can be distinguished based on how they determine, ﬁrstly, which routes
to use for ﬂow redistribution, and secondly, how much ﬂow to redistribute. For example, where the classic Method of
Successive Averages shifts a ﬁxed amount of traﬃc depending on the iteration number from all used routes to only the
least cost route, instead Projected Gradient methods by Mahut et al. (2008) and Gentile (2014) as well as the Route
Swapping mechanism by Smith and Mounce (2011) are generally more eﬃcient as they shift a variable amount of
traﬃc determined by a gap function from all routes with above average travel time to all routes with below average
travel time.
Various studies exist in which the multitude of alternative ﬂow redistribution methods (also referred to as ﬂow
averaging) have been compared with respect to computation time and convergence accuracy. See the recent reviews
by Perederieieva et al. (2013), Barcelo´ (2010) and Mahut et al. (2008) for comparative analyses. General ﬁndings
show that algorithms tend to have their advantages and disadvantages, depending on the particular requirements for
the traﬃc assignment problem at hand. As a one-size-ﬁts-all solution does not (yet) exist, this supports the need to
better understand how these diﬀerent methods operate under diﬀerent conditions. One aspect that we particularly look
into in the remainder of this paper is the role of the step size, i.e., the amount of traﬃc ﬂow to redistribute between
iterations, to improve the convergence eﬃciency.
3. Assignment modelling
3.1. Deterministic dynamic traﬃc assignment
A deterministic dynamic user optimal assignment assumes all travellers have perfect knowledge of the traﬃc
conditions they encounter during their trip. Therefore, it leads to the deterministic dynamic user equilibrium (DDUE),
which is deﬁned as that for each origin-destination (OD) pair, the route travel costs for all users travelling between
a speciﬁc OD pair and departing during a speciﬁc time interval are equal, and less than (or equal to) the route travel
costs which would be experienced by a single user on any unused feasible route for that time interval.
We consider a networkM = (N ,A) with nodes N and directed links A. Let f rodk be the ﬂow rate taking route
r ∈ od from origin o ∈ O ⊆ N to destination d ∈ D ⊆ N , departing during time interval k, where od is a certain
set of feasible routes between o and d. Let crodk be the travel costs experienced by the travellers for this route and
departure time interval and qodk the demand for this OD pair and departure time interval, then the DDUE is deﬁned as(
f rodk > 0 =⇒ crodk = πodk
)
, ∀o, d, r ∈ od, k, (1)
where
πodk ≡ minr∈odc
rod
k , ∀o, d, k, (2)
∑
r∈od
f rodk = q
od
k , ∀o, d, r ∈ od, k. (3)
To solve this problem such that condition (1) is satisﬁed, a variational inequality (VI) problem formulation is used,
because the equilibrium condition can easily be transformed into a VI problem. Then a route-based formulation for
the discrete-time case (time is divided into periods) is as follows: ﬁnd an f ∈ Ω such that∑
o,d
∑
r∈od
∑
k
crodk (f)( f
rod
k − f
rod
k ) ≥ 0, ∀f ∈ Ω, (4)
where Ω is deﬁned as the set of all route ﬂow patterns f, which are ≥ 0 and also satisfy constraint (3). The general
scheme for solving this problem is amongst others given in Bliemer (2001). We will not go into detail, but will suﬃce
that it comes down to solving the following quadratic programming problem for every assignment iteration j
f( j) = argmin
f∈Ω
∑
k
∑
o,d
∑
r∈od
1
2
( f rodk )
2 +
(
ρcrod( j−1)k (f
( j−1)) − f rod( j−1)k
)
f rodk . (5)
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In formula (5) ρ is called the contraction factor and it is very important for convergence of the algorithm. It must
be chosen such that 0 < ρ < 1/L, where L is the Lipschitz constant for the route cost function c(f). The Lipschitz
constant for a function f is the smallest value K ≥ 0 for which holds | f (x1) − f (x2)| ≤ K |x1 − x2|, for every (x1, x2) in
the domain.
The choice of ρ is important for the convergence behaviour. The most obvious choice is to take it constant, but in
practise choosing a good constant ρ, which leads to convergence, is diﬃcult. In this paper we have chosen ρ to be
diﬀerent from iteration to iteration and for every time period k to be as close as possible to the Lipschitz constant to
ensure maximum convergence speed. We deﬁne it as
ρ
( j)
k =
1
L( j)k
− η =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣maxr∈od
∣∣∣∣c( j−1)k − c( j−2)k ∣∣∣∣∣∣∣∣f( j−1)k − f( j−2)k ∣∣∣∣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
−1
− η, (6)
where j is the iteration number and η a small parameter, which is introduced to make sure that ρk < 1/Lk. Based on
some test simulations the value of η is set to 0.01. To initialize the sequence, a ﬁxed ρ is chosen for the ﬁrst iteration.
3.2. Stochastic dynamic traﬃc assignment
The stochastic dynamic user equilibrium (SDUE) is deﬁned such that for each origin-destination (OD) pair, any
road user travelling between a speciﬁc OD pair and departing during a speciﬁc time interval, cannot improve his
perceived route travel costs by unilaterally changing routes during that time interval. The perceived route costs ĉrodk
for OD pair od, route r and time period k can be represented by
ĉrodk = c
rod
k + ε
rod
k , (7)
where crodk are the real travel costs and ε
rod
k is the random component. If it is assumed that the random term is an
independently and identically distributed Gumbel variate, then the multinomial logit (MNL) model is obtained (Sheﬃ,
1985).
For the stochastic dynamic traﬃc assignment assignment procedure we use the C-logit model as proposed by
Cascetta et al. (1996). This model takes into account overlap in routes with the so-called commonality factor CF.
There are several possibilities to deﬁne CF and based on the work of Cascetta et al. (1996) we use the following
speciﬁcation. For route r of OD pair od per time period k, the commonality factor CF is deﬁned by
CFrodk = β ln
∑
s∈od
[
Lrs√
LrLs
]γ
, ∀o, d, r ∈ od, k, (8)
where Lr and Ls are the ‘lengths’ of routes r and s belonging to OD pair od. Lrs is the ‘length’ of the common links
shared by routes r and s and β and γ are positive parameters, to be estimated or calibrated. In this paper for ’length’
the free ﬂow travel times are used. With this commonality factor and the known travel costs, the probability to choose
route r, for OD pair od and time period k, and the corresponding ﬂow f , are given by
Prodk =
e−θcrodk −CFrodk∑
s∈od
e−θcsodk −CFsodk
, ∀o, d, r ∈ od, k, (9)
f rodk = P
rod
k q
od
k , ∀o, d, r ∈ od, k, (10)
where θ > 0 is a parameter that reﬂects the degree of uncertainty in the travel time knowledge of the road users.
In the limit when θ approaches inﬁnity, perfect knowledge is assumed and the deterministic user equilibrium solution
is obtained. For a stochastic assignment to convergence normally the ﬂows are smoothed. That means that for every
iteration the new route ﬂows are a weighted combination of the previous ones and the calculated ones, for which
equations (9) and (10) are used:
f( j)k = f
( j−1)
k + ζ
( j)(f(calc)k − f( j−1)k ). (11)
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To smooth the ﬂows the method of successive averages (MSA) can be used, which means that ζ( j) = 1/ j. The
convergence of the MSA is slow, because the step size ζ quickly becomes small and slowly decreases. Several
adjustments have been made to speed up convergence, for example Polyak (1990) chooses the step size sequence
ζ( j) = j(−2/3) and Taale (2008) uses ζ( j) = a1e−a2 j + a3/ j. All these solutions need parameters, which are problem
dependent. To obtain a better convergence which is problem independent, a dynamic step step size sequence was
developed along the lines of the self-regulating method described by Liu et al. (2007).
First, for every time period k a check is done whether or not the new calculated solution f(calc)k diverges from the
current solution. If that is the case the step size should be small, otherwise it can be larger to explore the solution
space. Liu et al. (2007) use ﬁxed values to adjust the step size, but in this paper dynamic adjustments are used,
dependent on the maximal distance between the current and newly calculated solution
β
j
k = β
j−1
k +
max
r
∣∣∣∣f( j)k − f( j,calc)k ∣∣∣∣
max
r
∣∣∣∣f( j−1)k − f( j−1,calc)k ∣∣∣∣ , if
∥∥∥∥f( j)k − f( j,calc)k ∥∥∥∥ > ∥∥∥∥f( j−1)k − f( j−1,calc)k ∥∥∥∥ . (12a)
β
j
k = β
j−1
k + η, otherwise, where η is small. (12b)
ζ
( j)
k = 1/β
j
k. (12c)
All these deﬁnitions for the step size meet the necessary conditions for convergence deﬁned by Sheﬃ (1985). In
the next paragraph an assignment framework and deﬁnitions for convergence are given.
3.3. Assignment framework and convergence
Both types of dynamic traﬃc assignment problems can be solved with an iterative algorithm, which consists of the
steps given in table 1.
Table 1. Steps in the assignment framework
Step 1: Construct a set of routes between every OD pair and for the stochastic assignment calculate commonality factors with equation (8).
Step 2: For each time period k determine an initial route ﬂow solution f(0)k ∈ Ω.
Set iteration counter j := 1.
Step 3: Calculate route costs c( j)k (f
( j−1)) using a dynamic network loading model.
Step 4: Calculate new route ﬂows f( j)k ∈ Ω with equation (5) or (11).
Step 5: If convergence criterion is met, then stop.
Otherwise, set j := j + 1 and return to Step 3.
The dynamic network loading model mentioned in step 3 is described in Taale (2008). The convergence in step 5
is reached if the convergence error ε if smaller than a prespeciﬁed threshold ε∗. The convergence error itself is deﬁned
as the maximum diﬀerence (over OD pairs and time periods) between the route ﬂows of two iterations, calculated as
a percentage of the demand of that OD pair during that time period:
ε = 100% ·max
k
max
od
max
r
∣∣∣∣ f rod( j)k − f rod( j−1)k ∣∣∣∣
qodk
. (13)
It can be considered as the maximum shift in ﬂow from one route to another, for a certain OD pair and time period.
Bliemer and Taale (2006) state that, although this criterion is useful to check if at some point the algorithm can be
terminated, theoretically it does not guarantee that the algorithm has reached a (stochastic) dynamic user equilibrium.
This is due to the fact that applying MSA or other averaging schemes yield smaller route ﬂow changes in each iteration
by default, so the use of ﬂows is not a good measure for convergence to a user equilibrium. A better measure is the
dynamic relative duality gap G, which is deﬁned as
G =
∑
o,d
∑
r∈od
∑
k
f rodk (c
rod
k − πodk )∑
o,d
∑
k
qodk π
rod
k
. (14)
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Fig. 1. Studied networks
The duality gap gives the diﬀerence between the realised travel costs and the equilibrium travel costs. It goes to
zero in case of a deterministic user assignment, because then all travellers use the route with minimum costs. In case
of a stochastic assignment the gap function stabilises to a value larger than zero, because not all travellers use the route
with the least costs. To which value the gap converges is not known beforehand, which makes is diﬃcult to determine
if convergence is reached. Therefore in this paper we will use the deﬁnition (13) to keep the comparison of diﬀerent
choices for the deterministic and stochastic assignment consistent.
4. Case studies
To show the improvements of choosing a dynamic contraction factor ρ for the deterministic assignment and an
adjusted MSA step size two cases are studies (see Fig. 1). We start with a small case to show the principles and will
then also give the results for a somewhat larger case. All simulations were run on a laptop with an Intel Core i7-4600U
CPU and 8GB of RAM.
4.1. Small network
The small network consists of 7 links and 6 nodes and has one OD (origin-destination) pair (grey dots) with three
routes (dashed grey lines) and one controlled intersection (black dot), with a ﬁxed-time control plan. The simulation
period for this example is divided into 4 quarters of an hour with increasing and decreasing demand.
For this network and OD demand a deterministic dynamic user equilibrium (DDUE) was calculated for a constant
contraction factor ρ and for the ρ as it is calculated with formula (6). The constant ρ is set to 50, 100, 200, 300 and
400. These values are derived from some test runs. The DDUE is assumed to be reached if the convergence error is
smaller than a threshold value. The convergence error represents the percentage of the demand for the OD pair that
changes routes and for the threshold the value of 0.001% was chosen. For the diﬀerent values of rho the results for
the total delay in the network and the convergence error, as a function of the iteration, are shown in Fig. 2. Note the
logarithmic scale of the right y-axis.
From ﬁgure 2 it is clear that a higher contraction factor leads to faster convergence, but also that certain values
lead to oscillatory behaviour and non-convergence. The dynamic contraction factor gives the best results in terms of
number of iterations and computation time. Details of the results are shown in table 2. In this table ﬂows and travel
times are given for the 3 routes for the second (and also busiest) time period.
The results show that there are some minor diﬀerences in equilibrium ﬂows and travel times, but we can conclude
that the assignment with the dynamic ρ converges to the same equilibrium as the other two and does so much faster.
If we use the stochastic assignment procedure and the diﬀerent deﬁnitions for the step size for the same small
network, we get the results shown in Fig. 3.
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ρ is dynamic
Fig. 2. Results for diﬀerent choices of ρ
Table 2. Detailed results for diﬀerent contraction factors.
Contraction factor Number of iterations CPU time Flow 1 Flow 2 Flow 3 TT 1 TT 2 TT 3 Total Delay
(sec) (veh/hr) (veh/hr) (veh/hr) (min) (min) (min) (veh.hrs)
ρ = 50 83 19.83 1204.324 1255.500 1540.176 13.32 13.32 13.32 226.69
ρ = 200 21 7.32 1204.334 1255.436 1540.230 13.32 13.32 13.32 226.69
ρ is dynamic 13 5.40 1205.277 1256.015 1538.708 13.33 13.33 13.32 226.73
From Fig. 3 we can see that the step size deﬁnitions of Polyak and the Dynamic adjusted step size converge
considerably faster than normal MSA. The Adjusted MSA does not converge within 100 iterations and that is due to
the step size becoming too small within a few iterations. Details of the results are shown in table 3 and it is clear that
the same equilibria are reached, except for the Adjusted MSA which did not converge.
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Fig. 3. Results for diﬀerent step size deﬁnitions
Table 3. Result details for diﬀerent step size deﬁnitions.
Step size deﬁnition Number of CPU time Flow 1 Flow 2 Flow 3 TT 1 TT 2 TT 3 Total Delay
iterations (sec) (veh/hr) (veh/hr) (veh/hr) (min) (min) (min) (veh.hrs)
MSA 95 21.78 1189.257 1418.166 1392.577 13.26 12.98 13.10 224.98
Polyak step size 24 6.15 1189.257 1418.167 1392.576 13.26 12.98 13.10 224.98
Adjusted MSA 100 18.02 1189.258 1416.580 1394.162 13.26 12.98 13.10 225.15
Dynamic adjusted step size 27 6.69 1189.257 1418.167 1392.576 13.26 12.98 13.10 224.98
4.2. Medium-sized network
The second network we consider consists of 8 zones, 62 nodes and 132 links. There are 56 OD pairs and in total
160 routes. The demand is split into 4 periods, of which the second period is the busiest one. For this network we
simulated two options for the contraction factor in the deterministic dynamic traﬃc assignment: ρ is constant and ρ
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Deterministic: ρ is dynamic
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Fig. 4. Results for larger network
is dynamic according to formula (6). For the constant ρ a couple of simulations were necessary to determine a good
value which converged and also was fast enough. In the end a value of 85 gave satisfactory results, although not
completely, as can be seen in Fig. 4, because the equilibrium is not reached within 100 iterations.
The convergence for the stochastic dynamic assignment was tested for two options for the step size: the Polyak
step size and the dynamic adjusted step size which is given in formula (12), because they performed equal for the
small network. For the larger network both simulations converge well and in this case the dynamic adjusted step size
converges faster, because the convergence rate of the Polyak step size decreases. The results are shown in Fig. 4. The
dynamic ρ uses less than half the iterations of the ﬁxed ρ and almost half of the CPU time. The dynamic adjusted step
size is about 20% faster than the Polyak step size
5. Conclusions
In computing the deterministic and stochastic dynamic user equilibrium typically an iterative solution procedure is
used. In this paper the focus was on choosing the right contraction factor for the deterministic assignment and step
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size for the stochastic assignment. For the contraction factor various ﬁxed factors and a dynamically adjusted factor
was tested for a small and medium-sized network. Based on the results, we can draw the conclusion that a higher
contraction factor generally leads to faster convergence. This proved especially beneﬁcial for the smaller test network.
However, certain ﬁxed values may also lead to oscillatory behaviour and non-convergence. Hence, a ﬁxed and high
contraction factor may cause problems and a good one is diﬃcult to pick. This can be solved by applying a contraction
factor that suits the problem and changes over the iterations.
For the stochastic assignment diﬀerent deﬁnitions for the step size were investigated. A decreasing step size may
either follow a certain scheme, such as Polyak, or be dynamically adjusted according to the convergence rate, such as
our proposed dynamic factor. This indeed speeds up convergence, while avoiding stability problems. Particularly for
the larger test network where equilibrium was harder to obtain, the dynamic adjusted step size performed much better
as it did not suﬀer from a decreasing convergence rate.
Future research should focus on testing both assignments methods, with the new developed methods to calculate
step sizes, on larger networks, and to see how they behave for more complex assignment problems.
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