Abstract. In this paper we provide a consistency result for the MLE for partially observed diffusion processes with small noise intensities. We prove that if the underlying deterministic system enjoys an identifiability property, then any MLE is close to the true parameter if the noise intensities are small enough. The proof uses large deviations limits obtained by PDE v~inishing viscosity methods. A deterministic method of parameter estimation is formulated. We also specialize our results to a binary detection problem, and compare deterministic and stochastic notions of identifiability.
Introduction
In this paper we provide a consistency result for the Maximum Likelihood Estimator (MLE) for partially observed diffusions with small noise.
The problem of computing the MLE for partially observed diffusions has received recent attention. Dembo and Zeitouni [8] algorithm, and Campillo and Le Gland [3] have compared this algorithm with a direct maximization approach. Of course, the goal of such efforts is to compute a good estimate of the unknown parameter. The success or otherwise of such algorithms depends on whether the MLE itself is a good approximation to the unknown parameter. The purpose of this paper is to address this question of consistency when the diffusion and observation noise intensities are small.
Our result was in part inspired by some large deviations limit results for nonlinear filtering in [14] , [16] , and [17] . The theory of large deviations for diffusions with small noise is presented in [12] . We exploit the fact that, on finite time intervals, the diffusion X with observations Y are close to a deterministic process x ~ with observations y ~. We formulate a deterministic method of parameter estimation for this deterministic process.
We prove that if the underlying deterministic system is identifiable and if a is the true parameter, then any MLE 0 ~ is close to a if e > 0 is small enough. Our proof uses PDE vanishing viscosity methods and Laplace's asymptotic method.
As an application of our results, we study a binary sequential detection problem, discussed in [1] , when the noise intensities are small. Deterministic and stochastic notions of identifiability are compared in the context of threshold decision policies.
Maximum Likelihood Estimation
On a measurable space (fLg-)we consider 9 for each e > 0, a family ~'~ = {Po, ~, 0 ~ | of probability measures, 9 a pair of stochastic processes X -{X t, 0 < t _< T} and Y -{Yt, 0 < t < T} taking values in R m and R d, respectively, such that under Po, 
dX t = bo(X t) dt + dWt ~ dY t = ho(X t) dt + dVt ~ ~,

)Co -pg' ~(x)
for all x ~ R m, 0 ~ @.
Further, the functions bo, ho, and S ~ depend continuously on the parameter 0 in the sense that:
x~B(O, R)
There is no loss in generality in assuming that f~ is the canonical space C([0, T]; R'n § in which case X and Y are the canonicalprocesses on C([0, T]; R m) and C([0, T]; Rd), respectively, and Po, ~ is the probability law of (X, Y).
It is assumed that only Y is observed. Let Yr denote the o--algebra generated by the process Y on C([0, T]; Ra). The probability measures in A "" are mutually absolutely continuous, and the log-likelihood function for estimating the parameter 0 in the statistical model A '~ given Yr, can be expressed (note the minus sign) as -l~(0) = e logE0*,.(Z~ Here Po t, ~ is a probability measure on ~, equivalent to Po, ~ with Radon-Nikodym derivative dP~ ~ 2 e o so that under Po t '
where {Wt ~ ", t > 0} and {Yt, t > 0} are independent Wiener processes, with covariance matrices el m and dd, respectively, and the random variable X 0 is independent of the Wiener processes, see [3] . The MLE of the parameter 0 in the statistical model ~'~ is defined on the canonical space C([0, T]; R a) by 0~ ~ argminU(0).
0~0
The likelihood function can be computed via the Duncan-Mortensen-Zakai (DMZ) equation
where L],, is the adjoint operator of the infinitesimal generator Lo, ~ of the diffusion process X under the probability measure Po, ~:
The filtering problem is discussed in detail in [9] and [18] . The following lemma is proved in Appendix B. On the other hand, asymptotically when e $ 0, these probability measures look more and more mutually singular, which, together with an identifiability property of the underlying deterministic system, indicates that the MLE may be consistent. Actually, this result is proved below.
The purpose of the next section is to consider the problem of estimating the unknown parameter 0 in the deterministic model ./t "~ = {(E0), 0 ~ |
Deterministic Parameter Estimation
Consider the family J/d ~ = {(N0, 0 ~ O} of deterministic differential systems
Note that, for all 0 ~ O, (E ~ describes the weak limit as 8 $0 of the family of probability measures {Po, ,, ~ > 0}.
The problem is to estimate the unknown parameter 0 on the basis of an observation record, which is supposed to be the output of some deterministic differential system in jr Introduce the following definition: In other words, the mapping 0 ~, {yt ~ 0 < t < T} is injective. The deterministic parameter estimation problem consists of inverting this mapping. This can be expressed in terms of the following variational problems.
A natural idea is to define on O the following criterion: The value function W~ t) is continuous in (x, t) and is the unique viscosity solution of the Hamilton-Jacobi equation [17] O __ 0 (3.6) where the Hamiltonian HO~(x, t, A) is defined by
otW~e(x,t) + H~(x,t, DW~(x,t))
(3.7)
For definitions and an introduction to viscosity solutions of Hamilton-Jacobi equations, the reader is refered to [5] and [6] . Consider then the following alternate criterion, defined on O by
The main result of this section is the following:
where M s has been defined in (3.3) .
Proof. From (ii) ~s = bo(~s), 0 < s < T. 
Cllxl 2 + C > W~ T) > Crxl -C', where the constant C 1 was defined in (A1). (ii) For all R > O, 6 > 0 there is T > 0 such that I O' -O] < 3' implies
Remark 3.4. The notion of identifiability is reminiscent of a notion of observability for nonlinear systems, which also has a variational characterization, see [15] and [16] . 
Consistency Result for MLE
The main result of this paper is the following: The proof of this theorem depends on a technical extension of large deviations limit results for nonlinear filtering contained in [15] and [17] . We need to show that certain limits are uniform in the parameter 0 ~ O. The key technical lemma is the following: 
X ~ R m
To prove the large deviations result we are interested in, we could adopt the path space formulation and employ Varadhan's theorem, which relies on probabilistic arguments only. Instead we use the Laplace's asymptotic method on the state space, which entails use of the PDE vanishing viscosity method. Our choice is motivated by the fact that PDEs provide the most efficient way for computing both the loglikelihood function and the DPE functional. As in [15] and [17] we employ the vanishing viscosity method of Evans and Ishii [10] . We proceed by a logarithmic change of variables used by Fleming and Mitter [11] . Define
W~ t) & -e log p~ t). (4.1)
The ~-measurable random variable [W ~ t) + h~(x)Y t] can be extended to a continuous function defined on the whole canonical space 12 o -{r/~ C([0, T]; Rd): ~70 = 0}, which we denote by u ~ ~[~?](x, t), see [11] and [17] . For any fixed r/~ 12o,
is the unique solution of the Hamilton-Jacobi-Bellman equation where the Hamiltonian H~ t, A) is defined by
The following estimate is obtained as in [15] and [17] using methods introduced in [10] . Proof. We claim first that
~O, O' ~ O, ~l~z,x'---~x,t' ~t
Following Barles and Perthame [2] , if we let ~ denote the upper limit 
H (xi, ti, D~o(xi, ti)) = H~ to, D~(xo, to)); i-->~
hence 0
O---~q~(Xo, t o) + H~
to, Dq~(Xo, to)) < 0, which proves that ~ satisfies the first inequality in the viscosity sense. Similarly, it can be shown that _u satisfies the second inequality in the viscosity sense. By definition, __. < ~, and by the comparison theorem [6] , [2] , ~ < u, thus
This proves (4.6). Suppose the assertion of the lemma is false. Then there are 13 > 0, sequences 8j $ 0, yj $ 0, r/j ElI 0 with II~j -zll _< 3'j, 0j --, 0 in O, and (xj, tj) ~ (x, t) in QR, such that lu~ tj) -u~ tj) I > 13. 
Binary Sequential Detection
In this section we discuss some aspects of a binary detection problem studied by Baras and La Vigna [1] , when the noise intensities are small. Let O = {0, 1}, and let X and Y be the signal and the observation processes described in Section 2. For e > 0 fixed, we consider the two hypotheses H 0 and H 1. Since a < 0 < b, the conclusion follows.
Thus, assuming (5.1), the probability of making an incorrect decision converges to zero as s $0, and so (5.1) can be viewed as an identifiability criterion for the statistical model ~/" = {P0, ~, P1, ,}-We can define a deterministic threshold policy u = (r, 6) as follows. Define
Let a <0<bandset We conclude again r < ~ and 6 = 0.
[] Thus a deterministic threshold policy always makes the correct decision under the (stronger) identifiability condition (5.2). If the integration is sufficiently accurate, then we expect, for a = 0,1, P.,~((~= 6") ~$00.
Note that la], b can be increased to increase the level of confidence.
Appendix A. Uniform Laplace's Asymptotic Formula
The purpose of this appendix is to prove Lemma A.3 below, which is an extension of the Laplace asymptotic formula to the situation where the integrand may depend on a parameter. 
d(]ti, M(f)) > a for some it i ~ M(gi).
Since A is compact, we can assume that ~i ~ ~* E A as i ~ w. Consequently, 
--~z~(x, t) -leAzk(x, t) + g*k (x, t)Dz~(x, t) ---Czk(x, t) < --Cp k,
where p~ --9 0 as k ~ ~. Then by the maximum principle []
