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 i 
ABSTRACT 
Three demand systems were estimated to examine demand sensitivity and welfare 
changes for each commodity under study. In the first essay, a Quadratic Almost Ideal Demand 
System (QUAIDS) was used to examine the effect of the Fukushima Daichi nuclear disaster on 
the demand for imported pelagic fish in the domestic Japanese market. The effect of the 
Fukushima Daichi nuclear disaster was measured using changes in demand after the disaster as 
well as measures of changes in social welfare changes caused by the disaster. A significant 
effect of the disaster on demand sensitivity measures was found, but no significant changes in 
welfare. In the second essay, a differential demand system examined the effect of exchange rate 
fluctuations on the demand for fresh tomatoes in the U.S. Market. It was found that the U.S. 
Dollar-Mexican Peso exchange rate had a significant positive effect on the demand for Mexican 
fresh tomatoes. In the third essay, a Hurdle Negative Binomial demand system was estimated for 
recreational trips to the Boundary Waters Canoe Area Wilderness. This model was estimated 
using Bayesian methods to obtain parameter estimates that could not be obtained by maximum 
likelihood.  The parameters were used to calculate recreational welfare measures for trips to 
seventy-two entry points.  
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CHAPTER 1 
INTRODUCTION 
This dissertation presents three applied studies of demand.  A demand system consists 
of equations where the consumption of goods is a function of their own prices, and other good’s 
prices. One of the main attractive features of this approach is its ability to provide quantitative 
insight into the relationship among goods using the demand system. As a result, the systems 
show the consumer allocation of expenditures on goods and provide aggregated measures of 
consumer sensitivity to price and other changes.  It also allows the calculation of useful measures 
such as demand elasticities and consumer welfare. Understanding such behavior can provide 
avenues for policy evaluation and inform economic decision making. 
Historically, work such as Stone´s (1954) established that individual commodities could 
be examined jointly in a utility theoretic way by generating systems of demand equations.  He 
showed that there were sets of parameter restrictions needed to ensure that the demand systems 
can be consistent with utility maximization. 
Demand systems are derived from a problem in which the consumer chooses the 
amounts to purchase of a set of commodities, subject to his budget constraint, in order to 
maximize his utility.  Formally: 
max
{𝑞1,𝑞2,..,𝑞𝐽}
𝑈 (𝐶, 𝑞
1
, 𝑞
2
, . . , 𝑞
𝐽
)   (1) 
𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜: 𝐶 + 𝑝1𝑞1 + 𝑝2𝑞2+. . +𝑝𝐽𝑞𝐽 ≤ 𝑀 
where 𝑈(. ), represents a utility function dependent on  𝑞1, 𝑞2, . . , 𝑞𝐽 the chosen amounts for the set
of commodities, and 𝐶, the consumption of a numeraire good. Also, (𝑝1 , 𝑝2, . . , 𝑝𝐽) is the vector of 
prices, and 𝑀 is the consumer´s disposable income. Solving optimization problem (1) leads to a 
system of demand equations. This system can be represented as set of J demand functions, one 
for each commodity, which provide the optimal amount of the commodity that the consumer will 
consume as a function of prices and income. These equations are formally known as the 
Marshallian demand equations: 
1 
 2 
𝑞
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= 𝑓
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, . . , 𝑝
𝐽
, 𝑀)  (2) 
 𝑞2 =  𝑓2(𝑝1, 𝑝2, . . , 𝑝𝐽, 𝑀) 
….. 
𝑞
𝐽
=  𝑓
𝐽
(𝑝
1
, 𝑝
2
, . . , 𝑝
𝐽
, 𝑀)
The form of the functions 𝑓1, 𝑓2, . . , 𝑓𝐽 depends on the form of the utility function 𝑈(. ).
Following the work by Geary (1950) for a particular form of the utility function, Stone 
derived the Linear Expenditure System (LES). While the resulting system has the convenience of 
simplicity, it can be very restrictive. The LES assumes all commodities are complements of each 
other with respect to consumption. An assumption that may not hold in scenarios where the 
commodities may be differentiated products. 
Subsequent approaches such as Theil´s (1975) Rotterdam Model provide a better 
formulation for scenarios in which commodities are differentiated products, and allows for 
substitution and complementarity to be included in the model.  The Rotterdam model is based on 
the total differential of equations (2), formally: 
𝑤𝑖𝑑(𝑙𝑜𝑔𝑞𝑖) = 𝜃𝑖𝑑(𝑙𝑜𝑔𝑄) + ∑ 𝑣𝑖𝑗𝑑(𝑙𝑜𝑔
𝑝𝑗
𝑃´
)𝑛𝑗=1             (3) 
where  𝑤𝑖 is the budged share of commodity i, 𝜃𝑖 represents the ith marginal budget share, and 
𝑣𝑖𝑗 represent the price coefficients. 𝑑(𝑙𝑜𝑔𝑄) represents the Divisia volume index of the change in
consumer´s real income, while 𝑑(𝑙𝑜𝑔 (𝑝𝑗 𝑃´)⁄ ) represents the change in the deflated price of j with
𝑑(𝑙𝑜𝑔𝑃´). Equation (3) is expressed in term of relative (deflated) prices, rewriting (3) for absolute 
prices we obtain: 
𝑤𝑖𝑑(𝑙𝑜𝑔𝑞𝑖) = 𝜃𝑖𝑑(𝑙𝑜𝑔𝑄) + ∑ 𝜋𝑖𝑗𝑑(𝑙𝑜𝑔𝑝𝑗)
𝑛
𝑗=1     (4) 
Where 𝜋𝑖𝑗 are the (i, j)th Slutsky coefficients, which account for income flexibility. An important 
feature of these parameters is that theoretical restrictions from demand equations obtained 
through utility maximization such as homogeneity, and symmetry can be imposed on the system. 
 3 
∑ 𝜋𝑖𝑗 = 0
𝑛
𝑗=1    for 𝑖 = 1, … , 𝑛                 (5) 
  𝜋𝑖𝑗 = 𝜋𝑗𝑖  for 𝑖, 𝑗 = 1, … . , 𝑛          (6) 
Homogeneity implies that an equally proportional change in all prices will have no effect on the 
amounts consumed, while Symmetry implies that substitution effects will be symmetric. The 
differential demand equations in either absolute or relative form are defined for infinitesimal 
changes, the Rotterdam model is defined for finite changes. Formally equation (3) and (4) 
become: 
𝑤𝑖𝑡𝐷𝑞𝑖𝑡 = 𝜃𝑖𝐷𝑄𝑡 + ∑ 𝑣𝑖𝑗(𝐷𝑝𝑗𝑡 − 𝐷𝑃´𝑡)
𝑛
𝑗=1   (7) 
𝑤𝑖𝑡𝐷𝑞𝑖𝑡 = 𝜃𝑖𝐷𝑄𝑡 + ∑ 𝜋𝑖𝑗𝐷𝑝𝑗𝑡
𝑛
𝑗=1    (8) 
Where differential amounts are replaced by log differences between time periods t and t-1. An 
important feature of the Rotterdam model is that price coefficients, 𝑣𝑖𝑗 and 𝜋𝑖𝑗 provide information 
regarding the interactions of the commodities within the utility function. In addition, the equations 
and constraints in the absolute and relative versions of the Rotterdam model are linear in the 
parameters making estimation and hypothesis testing straightforward. While these features make 
the Rotterdam model more attractive for cases in which product differentiation is present, it also 
can be attractive to measure the effects of other determinants of demand. Work such as Brown 
and Lee (2002) extended the model to include market characteristics that could also affect the 
demand for the commodities included, which could answer questions regarding policy effects on 
demand. 
The second essay of this dissertation applies a differential demand model to the demand 
for fresh imported tomatoes in the U.S. which accounts for the effects of exchange rate 
fluctuations on the consumption behavior within the U.S. Market. Using monthly records of tomato 
imports by country of origin from the U.S. Census Bureau for the 1991-2014 period, a differential 
demand system is estimated to account for the effects of the 1995-2014 devaluation of the 
Mexican Peso against the U.S. dollar in the consumption of fresh tomatoes. 
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Another specification that has been developed for demand system analysis is the Almost 
Ideal Demand System (AIDS). Proposed by Deaton and Muellbauer (1980), the AIDS model is 
based on solving the consumer utility maximization problem (1) for a utility function of the form: 
  𝑈 = [∏ 𝑞
𝑗
𝛼𝑗𝐽
𝑗=1 ] + ∑ ∑ 𝛿𝑗𝑘𝑞𝑗𝑞𝑘
𝐽
𝑘=1
𝐽
𝑗=1         (9) 
Solving the consumer utility maximization problem (1) for a utility function of the form (9) yields 
the Marshallian demand equations: 
𝑤𝑗 = 𝛼𝑗 + 𝛾𝑗[ln(𝑀) − ln (𝑃)] + ∑ 𝛽𝑗𝑘ln (𝑝𝑘)
𝐽
𝑘=1     (10) 
where 𝑤𝑗 ≡ 𝑝𝑗𝑞𝑗/𝑀 is the expenditure share of product 𝑗, 𝛼𝑗, 𝛾𝑗, and 𝛽𝑗𝑘 are parameters, which 
are functions of the utility parameters 𝛼𝑗 and 𝛿𝑗𝑘. Also, 𝑃 is a price index defined as: ln(𝑃) ≡
∑ 𝛼𝑗ln (𝑝𝑗)
𝐽
𝑗=1 +
1
2
∑ ∑ 𝛽𝑗𝑘ln (𝑝𝑗)
𝐽
𝑘=1
𝐽
𝑗=1 ln (𝑝𝑘). Just like in the case of the price parameters 𝜋𝑖𝑗 of the 
Rotterdam model, the price parameters  𝛽𝑗𝑘 of the AIDS model are also restricted to be 
symmetric 𝛽𝑗𝑘 = 𝛽𝑘𝑗, and homogeneity is also imposed ∑ 𝛽𝑖𝑗 = 0
𝑛
𝑗=1    for 𝑖 = 1, … , 𝑛. 
An attractive feature of the AIDS model is that it allows for extensions to account for 
different effects determining demand for commodities, such as non-linear income effects, and 
other exogenous variables related or affecting the market (e.g. policy effects, and market 
demographics). Estimation of the AIDS model was initially conducted by using a linear 
approximation of the price index ln(𝑃) allowing for linear estimation methods to be applied 
directly. However, advances in non-linear estimation techniques have allowed for a proper 
estimation of the model accounting for the nonlinear nature of the price index. 
The first of the three essays in this dissertation applies a Quadratic version of the AIDS 
model for the demand for fisheries products under the effect of an extraordinary event. 
Specifically I study the demand for fisheries products affected by the Fukushima Daichi nuclear 
disaster of March 2011 using price data for monthly imports of different species of pelagic fish 
into the Japanese Market. The model also, accounts for the effect of the Fukushima disaster 
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event in each product’s consumption pattern that can be attributed to concerns regarding 
radioactive contamination affecting local supply of the studied pelagic fish species. 
Applications of the Rotterdam, and AIDS models mostly consist of datasets containing 
continuous aggregate consumption levels and prices for a single market over T time periods. 
These periods may be monthly, yearly or other aggregations whose continuous nature allows for 
the application of relatively straightforward linear on non-linear least squares regression 
approaches. The estimation of these models is accompanied by the imposition of homogeneity 
and symmetry restrictions on the price parameters, while assuming that prices are exogenous 
and not correlated to the error terms associated with the models. 
While many problems in agricultural and resource economics can be analyzed with data 
such as those  described above may not be represented by consumption records of a continuous 
nature. These problems may be better represented by models designed for data of a positive and 
discrete nature. Natural amenity visitation can be better represented by number of visits to 
wilderness locations over a period of time. These count data have been the subject of the 
development of utility theoretic demand systems for this type of non-market good which can be 
traced back to Burt and Brewer (1971). Although Burt and Brewer (1971) used a continuous 
econometric model, they were the first to treat natural amenity sites as substitutes and therefore 
fit into a system of demand equations. As a result, the prices of substitute sites can be introduced 
into the demand equations for each site. 
Subsequent work by Shaw (1988) identified an important observation that wilderness 
visitation data is a count. The data in many situations is comprised of non-negative integers 
(number of trips of a consumer in a given period). Shaw cast the problem in an individual 
observation setting. 
Hellerstein´s (1991) work provided an additional methodological approach where he 
looked at using zonal aggregates in a count framework. He suggested that the Poisson and 
negative binomial distributions could be applied to visitation permit records present in wilderness 
area administration. Given that these permit records in most cases contain only the ZIP code of 
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the visitor group leader, Hellerstein proposed that permits be aggregated in a geographical area 
such as the ZIP code or county, in order to obtain additional information about visitors such as 
socioeconomic variables. Interestingly, his seminal work was applied to the Boundary Waters 
Canoe Area. 
In a parallel research track LaFrance and Hanemann (1989), and LaFrance (1990) 
developed the restrictions required to enforce a utility theoretic structure in count data 
approaches to modeling demand as a system. Subsequently Englin, Boxall, and Watson (1998) 
applied these utility theoretic count data based demand systems  looking at the demand for 
canoeing recreation trips in Canada. Work by von Haefen (2002), would formalize these cross-
equation parameter restrictions or a wide range of linear exponential systems.  He recognized 
that given that all observable consumption choices, the integrability conditions would only allow 
incomplete systems of demand equations to be integrated to a quasi-utility function.  This function 
has properties that can still provide a utility theoretic bases for the valuations consumers. 
A basic initial quasi-utility function for wilderness visitation demand can be defined as: 
𝜑(𝒄,  𝒒,  𝐼,  𝛽) = 𝐼 − ∑ 𝛽0𝑐𝑘𝑘∈𝑁 −
1
2
∑ ∑ (𝛽1 + 𝛽𝑗)𝑐𝑘𝑐𝑗𝑗∈𝑁𝑘∈𝑁   (11) 
where the utility 𝑈 derived from visitation to a wilderness area is a function of costs of travel to the
site, and all other possible goods (𝒄), the prices of all other possible goods whose demand is not 
explicitly specified (𝒒), the visitor’s income (𝐼), and structural parameters (𝛽). Maximizing the 
quasi-utility function (11), the resulting demand equations take the form: 
𝑦𝑖 = 𝑦𝑖(𝒄, 𝒒, 𝐼, 𝛽) = 𝛽0 + ∑ (𝛽1 + 𝛽𝑘𝑠𝑘)
𝑛
𝑘=1 𝑐𝑘 + 𝛾𝑖𝐼     (12) 
where  𝑠𝑘 is a particular site indicator, and 𝛾𝑖 is the structural parameter associated with the 
visitor’s income. In the most basic sense, the conditions for integrability for count data, are placed 
on the intercept for each site, cross-price effects, and income effects. Only one intercept is 
included in the model, other intercepts may be found by the relationship 
𝛽0𝑗 = 𝛽0𝑘 (
(𝛽1𝑗+𝛽𝑖𝑗
)
(𝛽1𝑘+𝛽𝑘)
)         (13)
   7 
where (𝛽1𝑗 + 𝛽𝑖𝑗) and (𝛽1𝑘 + 𝛽𝑘) represent the own price coefficients for sites j and k, only the 
intercept 𝛽0𝑘 is included in the model. Uncompensated cross-price effects are restricted to zero 
                                                  𝛽𝑗𝑘 = 0     for all 𝑗 ≠ 𝑘                                                                (14) 
 Compensated cross-price effects are obtained from the Slutsky equation, formally 
                                                   𝑠𝑖𝑗𝑘 = 𝑦𝑖𝑗
𝜕𝑦𝑖𝑘
𝜕𝐼𝑖
= 𝛾𝑦𝑖𝑘𝑦𝑖𝑗                                                              (15) 
 where 𝑠𝑖𝑗𝑘 is the compensated substitution effect between sites j and k for individual i. Also, 
income effects are reduced to a singular effect, or 
                                                           𝛾𝑗 = 𝛾𝑘 = 𝛾                                                                        (16) 
Given that trips are separable from all other possible goods, all income effects are considered to 
be the same. Therefore, only one income effect is considered in each demand equation of the 
system. 
An attractive feature of these models is that the consumer value for each site can be 
easily calculated from the model, allowing for the evaluation of subsequent policy effects. In 
addition, the statistical techniques required for count data, allow for straightforward introduction of 
other determinants of demand such as consumer demographics. The final essay of this 
dissertation looks at the demand for eco-system services from the Boundary Waters Canoe Area 
Wilderness in the U.S. Using records for visitation from 2000-2013, a hurdle-negative binomial 
demand system is estimated to calculate the consumer surplus of each entry point in the 
wilderness. The estimation is conducted through Bayesian statistics approaches in order to 
facilitate parameter estimation given the large number of sites available for visitation within the 
data. 
In summary this dissertation contains three essays that document efforts to 
econometrically measure demand using three different methodologies. Each essay deals with a 
different type of demand modeling for the resource or product. Additionally the different nature of 
resources and products studied here provide diverse examples of data structures requiring 
different econometric approaches. 
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Given the different data structures for each case each essay will provides a different 
technique to measure consumer valuation of the resource or product under a different types of 
exogenous shocks. The contribution of this work is to provide an extension to the econometric 
modeling framework in order to provide more accurate measures of resource and product 
valuation that may, in turn, inform public policy regarding resource usage and food product 
trading. 
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CHAPTER 2 
STRUCTURAL BREAKS IN THE QUADRATIC ALMOST IDEAL DEMAND SYSTEM: 
MEASURING THE EFFECT OF THE FUKUSHIMA DAICHI NUCLEAR POWER PLANT 
DISASTER ON THE CONSUMPTION OF PELAGIC FISH IN JAPAN. 
In March 2011 a magnitude 9.0 earthquake hit the eastern part of Japan causing 
widespread damage along the coastline of the Japanese archipelago, a death toll (including 
missing persons) of 18,535 and a loss of 398,898 houses (National Police Agency of Japan, 
2013). Additionally, the earthquake caused severe damage to one nuclear power plant located in 
the town of Fukushima. The tsunami caused by the earthquake damaged the power plant’s 
nuclear reactor cooling systems, causing a meltdown and the release of radioactive materials into 
the surrounding air and sea. The event was categorized by the International Nuclear Event Scale 
(INES) as a level 7 one. A level 7 disaster is described as an event in which a major amount of 
radiation is released in the environment affecting communities a large distance from the reactor, 
requiring evacuation of affected areas and coordination with local authorities for containment 
(IAEA, 2013). The Fukushima event is only second in magnitude to the Chernobyl accident of 
1986. Despite the repeated attempts of Tokyo Electric Power Company (TEPCO) to mitigate the 
radiation spillage, in 2013 300 tons of contaminated water escaped from the facility into the 
ocean, a cause for major safety concerns (Tabuchi, 2013). In 2014 recurring spills into the ocean 
were reported and are expected to be a major threat for the safety of economic activities such as 
fisheries (Fackler, 2014, Schlanger, 2014). 
Japan is a net importer of fisheries products, and the affected prefectures by the Tsunami 
and the Fukushima nuclear power plant disaster (Fukushima, Iwate, and Miyagi) account for 53% 
of Japan’s total fisheries production, and 38% of its marine aquaculture production (Popescu and 
Oguchi, 2013). Concerns about the effect of the accident on Japan’s fisheries safety have 
continued. As of April 2017, monthly inspections by the Japan Fisheries Agency (2017) have 
continued in the regions affected by the Tsunami and the Fukushima nuclear power plant 
disaster. The inspections have consisted of sampling of species in the area to record their 
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radiation content. Figure 2.1 Below shows the radiation contents detected in samples taken from 
March 2011 to April 2017, for the Fukushima prefecture. 
. . Since Japan is the world’s 5th largest producer of fisheries products, with 40% of its 
consumer protein intake coming from fish, damages or the perception of risk to its production 
infrastructure may affect demand patterns for other sources of fisheries products (Fisheries 
Agency, 2012b). Furthermore, Japan is the world’s third largest fisheries importer, with a market 
share of 15%, with a value of 15.71 billion USD in 2013 (Agriculture and Agri-Food Canada, 
2015). Therefore, the possibility that Japanese fisheries production may have decreased 
Figure 2.1 Radiation contents in sampled specimens from the Fukushima prefecture, March 2011 
to April 2017. From: “Results of the monitoring on radioactivity level in fisheries products” by 
Japan Fisheries Agency, 2017 http://www.jfa.maff.go.jp/e/inspection/ In the public domain 
From Figure 2.1 as far as March 2015 samples with radiations contents above the 100 Becquerel 
/kg limit were still being found. For the other affected regions Figure 2.2 below shows the results 
of the inspections conducted from March 2011 to April 2017. 
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Figure 2.2 Radiation contents in sampled specimens from other affected prefectures, March 2011 
to April 2017. From: “Results of the monitoring on radioactivity level in fisheries products” by 
Japan Fisheries Agency, 2017 http://www.jfa.maff.go.jp/e/inspection/ In the public domain 
From Figure 2.2 one can see that samples with contents above the permitted 100 Becquerel/kg 
limit where still being found in September 2014. Wakamatsu and Miyata (2015) while studying the 
demand for cod and pollock products produced domestically, found evidence that the radiation 
contents in cod resulted in negative effects for the demand of cod products, and positive effects in 
the demand for pollock.  Due to these continued food safety concerns, it may be expected that 
the consumption of imported fisheries products could dramatically increase. 
This study looks for the ex-post change in the in the patterns of consumption of imported 
fisheries products in the Japanese Market in the wake of the Fukushima Daichi disaster. The 
analysis applies a Quadratic Almost Ideal Demand System to domestic Japanese demand for 
pelagic fish. Pelagic species of fish are chosen as their position as predators in the ocean 
environment may expose them to increased contamination by radiation residual accumulation as 
they feed. Therefore, it is expected that domestic pelagic fish will be substituted by imported 
pelagic fish. The QUAIDS system is modified to allow the system to account for the ex-post effect 
of the Fukushima Daichi incident. The rest of this chapter is organized as follows. Structural 
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breaks in demand systems are discussed. An econometric model is provided that incorporates 
the structural break into the demand system. The data is described for pelagic fish imports in the 
Japanese Market from 1998 to 2015. The empirical results are described for the model estimates. 
Limitations and further research are discussed. Finally, conclusions are presented for the study. 
Theory 
The possibility of structural breaks within a demand system requires the need for more 
general models of demand when standard assumptions about the stability of preferences is 
violated providing gradual or sudden changes in demand patterns. Moschini and Moro (1996) 
argue that the issue is operational in nature so tests must be made to ascertain if demand is not 
only a function of the price of the commodities or if it is also a function of other demand shifters. 
In parametric approaches, an explicit model of demand is specified and three tests may 
be conducted for structural breaks.  Which test is chosen depends on the functional form for the 
variables of interest.  These tests are consistency analysis, tests of parameter stability, and 
explicit modeling of the structural change. 
Consistency analysis can be undertaken to test whether the data follows theoretical 
restrictions of homogeneity and symmetry, and whether the matrix of substitution terms is 
negative semidefinite. Work by Kilhstrom et al (1976), Jerison (1989), and John (1995) have 
found that within the revealed preference approaches it is possible to equate some of these tests 
to rationality axioms used in non-parametric approaches. Violations of theoretical restrictions are 
a first sign of structural breaks within a demand model. Moschini and Moro (1996) however, 
argue that this approach is rather limited in its ability to explain the mechanisms of a possible 
change in preference structure. For this reason, researchers would seldom follow these tests as 
the only mechanism to measure a structural change. 
Tests of parameter stability consist of detecting structural change by looking at changes 
in model parameter values, while maintaining the same functional form. Classic tests here include 
the Chow test (Chow, 1960, Fisher, 1970), and the CUSUM test (Brown et al., 1975). The main 
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limitation of this approach is that the tests may not distinguish between a structural break and 
other problems such as model misspecification that could be affecting parameter values. 
Another approach to detecting structural change within demand models has been the 
explicit modeling of structural changes. In its simplest version, the inclusion of a time trend or a 
set of dummy variables to account for the possibility of changes in preferences within time series 
consumption data is easily adaptable to demand systems by following Stone (1954), Deaton 
(1975) or Jorgenson and Lau (1975). Another approach is to include demographic shifters to 
account for possible changes in preferences due changes in the composition of the group of 
consumers. Also, other variables, such as lagged consumption, may be included to account for 
habit formation in consumers, or advertising expenditures to elicit the effect of advertising in sales 
of a commodity, or research and innovation expenditures. However, it is also possible to include 
functional effects into the demand model to obtain more nuanced measures of a change in 
demand patterns. 
An important issue associated with explicitly modeling the structural change in a demand 
system is to control for the possibility that the event moves in time with other things in Japan that 
could affect the demand. Barnow, Cain, and Goldberger (1981) proposed the usage of a “control 
function” to create pure exogenous variables of events and policies. The control function creates 
a variable whose addition to a regression renders a policy or event variable appropriately 
exogenous. For Barnow, Cain, and Goldberger (1981) the inclusion of control functions in multiple 
regression allows consistent estimation of the causal effect of a policy intervention or an 
exogenous event. Wooldridge (2015) argues that construction of a valid control function is reliant 
on the availability of one or more instrumental variables. Therefore, the control function approach 
can be considered as an instrumental variables method. Within this method, the equation of 
interest (structural equation) contains at least one explanatory variable that is, or is suspected to 
be correlated with unobservables in the equation. Exogenous variables (instruments) can provide 
a measure of the variation in the endogenous explanatory variables. This variation can be 
captured by the residuals (or generalized residuals) obtained from a reduced form regression, 
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and it is these residuals that serve as control functions. Wooldridge (2015) describes that control 
functions are to be estimated in a first stage equation by which the endogenous explanatory 
variables can become exogenous in a second stage estimating equation. 
The case under study is a possible structural change in demand for imported pelagic fish 
in the Japanese Market resulting from the Fukushima disaster. A modification to the Demographic 
adjusted Quadratic AIDS model (QUAIDS) proposed by Poi (2002) is utilized. The adjustments to 
the system are made to properly reflect preferences for periods before and after the disaster with 
regards to imported amounts of pelagic fish. A two-step approach is used in this analysis. In the 
first step, a probit control function is estimated to control for macroeconomic factors that may be 
temporally correlated with the Fukushima Daichi disaster event in the demand estimation. This is 
done by including the generalized residuals of this first stage probit control function in the demand 
system along with the Fukushima Daichi disaster event shifter as demographic variables, to test if 
preferences for the included pelagic fish species changed between the period before and the 
period after the disaster.  While the proposed model is applied for the Fukushima disaster case, it 
may be generalized to other cases where a exogenous event may affect the demand preferences 
for aggregated consumption of commodities over the periods before and after the Fukushima 
disaster event. 
Econometric Model 
Control function. 
To properly determine any changes in consumer preferences for a group of commodities 
after an event such as the Fukushima disaster it is necessary that any temporal correlations, and 
other economic factors are controlled for, to ensure the exogenous nature of the indicator variable 
separating the periods before and after the event. Considering the binary nature of the event 
indicator, Wooldridge (2015) suggests that it is possible to construct a control function for the 
event indicator by recognizing the binary nature of an endogenous explanatory variable and 
applying a binary response model for the first stage regression. Let 𝑦1be the response variable of 
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interest in the main model (in our case the demand for a given commodity), and 𝑦2 the 
endogenous explanatory variable (the event indicator), we can write the main regression model, 
and its first stage as: 
𝑦
1
= 𝒛𝟏𝜹𝟏 + 𝛾1𝑦2 + 𝑢1  (1)   
 𝑦2 = 1[𝒛𝜹𝟐 + 𝑒2 > 0]  (2) 
where 𝒛𝟏is a vector of exogenous variables and a constant,  𝑢1 represents the structural error. 
While 1[. ] is the binary indicator function, z is a vector of instrumental variables, and 𝑒2 
represents the first stage regression error. Wooldridge (2015) notes that one can assume that 
(𝑢1, 𝑒2) is independent from the instrumental variables z, and if 𝑢1is assumed to be linearly 
related to 𝑒2, while 𝑒2 is distributed as a standard normal with mean zero and variance equal to 1; 
then it is implied that 𝑦2 follows a probit model: 
𝑃(𝑦2 = 1|𝒛) = Φ(𝒛𝜹𝟐)       (3) 
where  Φ(. ) is the standard normal cumulative distribution function. Also, according to 
Wooldridge (2015), the control function approach in this case is based on the conditional 
expectation 𝐸(𝑦1|𝒛, 𝑦2), therefore the application of the control function approach results in the 
estimating the equation: 
𝐸(𝑦1|𝒛, 𝑦2) = 𝒛𝟏𝜹𝟏 + 𝛾1𝑦2 + 𝜂1[𝑦2𝜆(𝒛𝜹𝟐) − (1 − 𝑦2)𝜆(−𝒛𝜹𝟐)]       (4) 
where  𝜆(. ) = 𝜙(. )/Φ(. ) is the inverse Mills ratio. The function: 
𝑟(𝑦2, 𝒛𝜹𝟐) ≡  𝑦2𝜆(𝒛𝜹𝟐) − (1 − 𝑦2)𝜆(−𝒛𝜹𝟐)       (5) 
can be also called a “generalized residual” because it has a mean equal to zero conditional on 
the instrumental variables z. In practice the control function approach with a first stage probit 
model consists of estimating equation (3), and obtaining the “generalized residuals” 
?̂?𝑖2 ≡ 𝑦𝑖2𝜆(𝒛𝒊?̂?𝟐) − (1 − 𝑦𝑖2)𝜆(−𝒛𝒊?̂?𝟐), i =1,...., N.     (6) 
      Once the generalized residuals have been obtained then estimation of the main 
regression involves regressing: 
     𝑦𝑖1 on 𝑧𝑖1, 𝑦𝑖2, ?̂?𝑖2, 𝑖 = 1, … , 𝑁           (7)
 
 17 
    QUAIDS model. 
Regression (7) will consistently estimate all parameters 𝜹𝟏, 𝛾1, and 𝜂1. It is important to 
note that standard errors must be adjusted within the two-step estimation, given that the 
generalized residuals must be accounted for since they are a generated regressor. Bootstrap 
standard errors can be used if other analytical methods are not available. 
In our particular case, regression (7) consists of a model of the expenditure share 
distribution between a group of commodities adjusting preferences for periods of consumption 
before and after a given event (the Fukushima disaster in this study). The model in question is the 
Quadratic Almost Ideal Demand System (QUAIDS) adjusted for demographic characteristics as 
proposed by Poi (2002). In this case the adjustment is a dummy variable indicating time periods 
before and after the Fukushima Daichi Disaster instead of a demographic variable. 
QUAIDS demand systems can be traced back to the work of Deaton and Muellbauer 
(1980) who continued the work initially started by authors including Stone (1954), Christensen, 
Jorgenson, and Lau (1975) and others to choose a estimable system of equations to represent 
household demand. Deaton and Muellbauer’s (1980) development of the Almost Ideal Demand 
System (AIDS) has been popular given ease of aggregation over households, and ease of 
estimation. The demand for a given good i in the AIDS model is of the form: 
𝑤ℎ𝑖 = 𝛼𝑖 + ∑ 𝛾𝑖𝑗𝑙𝑛𝑝𝑗𝑗 + 𝛽𝑖𝑙𝑛 [
𝑚ℎ
𝑷(𝒑)
]            (8) 
were 𝑤ℎ𝑖 is the household h’s expenditure share on good i, 𝑚ℎ is the household’s income, 𝑝𝑗 is 
the price of good j, and 𝑙𝑛𝑷(𝒑) is a price index (where p is the entire vector of prices of all goods) 
defined as: 
𝑙𝑛𝑷(𝒑) ≡ 𝛼0 + ∑ 𝛼𝑘𝑙𝑛𝑝𝑘𝑘 +
1
2
∑ ∑ 𝛾𝑗𝑘𝑙𝑛𝑝𝑗𝑙𝑛𝑝𝑘𝑘𝑗      (9) 
It is also possible to write equation (8) as: 
𝑤ℎ𝑖 = 𝐴𝑖(𝒑) + 𝐵𝑖(𝒑)𝑙𝑛𝑥ℎ       (10) 
where 𝑥ℎ ≡ 𝑚ℎ/𝛼(𝒑), and 𝛼(𝒑) is a price index as in equation (9), 𝐴𝑖(. ), and 𝐵𝑖(. ) are
differentiable functions of the price vector 𝒑. Equation (10) allows identification of demand 
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equations such as (8) within the “price independent generalized linear” (PIGL) class. These 
classes of demand equations have the characteristic of being easily aggregated. Muellbauer 
(1975, 1976) demonstrated that if households have PIGL demands, then the market-level 
demand is also of PIGL form, where the income term 𝑥 is a function only of household incomes 
and not prices. 
Further developments to the AIDS model, such as Gorman (1981), showed that the 
maximum rank of any exactly aggregable demand system is 3 (rank being the number of linearly 
independent terms on the right-hand side of an expenditure share equation). From equation (10) 
the AIDS model has rank 2, given that exactly aggregable demands are linear in functions of 
income. Equation (10) can be further extended following Banks, Blundell, and Lewbel (1997) as: 
𝑤ℎ𝑖 = 𝐴𝑖(𝒑) + 𝐵𝑖(𝒑)𝑙𝑛𝑥ℎ + 𝐶𝑖(𝒑)𝑔(𝑥ℎ)    (11) 
where 𝐶𝑖(. ) is a differentiable function of the price vector 𝒑, and 𝑔(. ) is some continuous function
of income, Banks et al (1997) showed that the indirect utility functions that are consistent with 
expenditure share equations like (11) have the form: 
ln𝑣(𝒑, 𝑚ℎ) = {[
𝑙𝑛𝑚ℎ−𝑙𝑛𝑎(𝒑)
𝑏(𝒑)
]
−1
+ 𝜆(𝒑)}
−1
  (12) 
where 𝜆(𝒑) is differentiable function homogeneous of degree zero, and the expenditure share 
equation (11) must have 𝑔(𝑥ℎ) = (𝑙𝑛𝑥ℎ)
2. In addition, either 𝐵𝑖(𝒑) or 𝐶𝑖(𝒑) must be dependent on
prices, otherwise the two terms would be linearly dependent and the demand system would be of 
rank 2. Banks et al (1997) use the following forms for the terms in (11) for their empirical 
application: 
  𝑙𝑛𝑎(𝒑) = 𝑙𝑛𝑃(𝒑)      (13) 
𝑏(𝒑) = ∏ 𝑝𝑖
𝛽𝑖
𝑖     (14) 
𝜆(𝒑) = ∑ 𝜆𝑖𝑙𝑛𝑝𝑖𝑖   (15) 
Substituting the terms (13), (14), and (15) into (12), the indirect utility function becomes: 
ln𝑣(𝒑, 𝑚ℎ) = {[
𝑙𝑛𝑚ℎ−𝑙𝑛𝑃(𝒑)
∏ 𝑝
𝑖
𝛽𝑖
𝑖
]
−1
+ ∑ 𝜆𝑖𝑙𝑛𝑝𝑖𝑖 }
−1
(16)
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Following Banks et al (1997) the term  [𝑙𝑛𝑚ℎ − 𝑙𝑛𝑃(𝒑)]/ ∏ 𝑝𝑖
𝛽𝑖
𝑖  is the indirect utility function of a 
PIGL demand system, while the term ∑ 𝜆𝑖𝑙𝑛𝑝𝑖𝑖  is a function of prices which is differentiable, and
homogeneous of degree zero. Therefore, the system described by (16) is observationally 
equivalent to the PIGL demand. Applying Roy’s identity to (16), the expenditure shares have the 
form: 
𝑤ℎ𝑖 =
𝜕𝑙𝑛𝑃(𝒑)
𝝏𝑙𝑛𝑝𝑖
+
𝜕 ln(∏ 𝑝
𝑖
𝛽𝑖
𝑖 )
𝝏𝑙𝑛𝑝𝑖
(𝑙𝑛𝑚ℎ − 𝑙𝑛𝑃(𝒑)) + (
𝜕𝜆
𝝏𝑙𝑛𝑝𝑖
) (
1
∏ 𝑝
𝑖
𝛽𝑖
𝑖
) (𝑙𝑛𝑚ℎ − 𝑙𝑛𝑃(𝒑))
2
    (17)
After taking the derivatives and simplifying, the expenditure share equations take the form: 
𝑤ℎ𝑖 = 𝛼𝑖 + ∑ 𝛾𝑖𝑗𝑙𝑛𝑝𝑗𝑗 + 𝛽𝑖𝑙𝑛 [
𝑚ℎ
𝑷(𝒑)
] +
𝜆𝑖
𝑏(𝒑)
{𝑙𝑛 [
𝑚ℎ
𝑷(𝒑)
]}
2
    (18) 
Banks et al (1997) called this new system the Quadratic Almost Ideal Demand System (QUAIDS), 
given the inclusion of an additional quadratic term. For this system, the inclusion of the quadratic 
term can be tested by a joint test of the null hypothesis 𝐻0: 𝜆𝑖 = 0 ∀ 𝑖, a failure to reject this null 
hypothesis will result in the data being better fitted by the AIDS model instead. Both the QUAIDS 
and AIDS models must satisfy the demand theory restrictions: 
   Slutsky symmetry: 𝛾𝑖𝑗 = 𝛾𝑗𝑖       (19) 
Homogeneity: ∑ 𝛾𝑖𝑗𝑗 = 0       (20) 
Adding up: ∑ 𝛼𝑖𝑖 = 1, ∑ 𝛾𝑖𝑗𝑖 = 0, ∑ 𝛽𝑖𝑖 = 0      (21) 
The QUAIDS model has the additional adding up restriction that   ∑ 𝜆𝑖𝑖 = 0.
Poi (2002) argues that a major shortcoming of the AIDS and QUAIDS demand systems is 
that they do not account for household differences. Demographic differences can cause 
households to exhibit different consumption patterns. Following the method developed by Ray 
(1983), Poi (2002) extends the QUAIDS model to control for variation in household composition.  
Let 𝑒𝑅(𝑝, 𝑢ℎ) be the expenditure function of a reference (with regards to levels of the included
demographic variables) household. Letting 𝒛ℎ be a vector of household characteristics, the 
expenditure function for each household can be defined as: 
𝑒(𝒑, 𝒛ℎ , 𝑢ℎ) = 𝑚0(𝒑, 𝒛ℎ, 𝑢ℎ) ∗ 𝑒
𝑅(𝒑, 𝑢ℎ) (22)
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where the function  𝑚0(𝒑, 𝒛ℎ, 𝑢ℎ) scales the expenditure function to account for household
characteristics captured by 𝒛ℎ. Ray (1983) also splits the function 𝑚0(𝒑, 𝒛ℎ, 𝑢ℎ) into two
components: 
𝑚0(𝒑, 𝒛ℎ, 𝑢ℎ) = ?̃?0(𝒛ℎ) ∗ 𝜙(𝒑, 𝒛ℎ, 𝑢ℎ)   (23) 
where the term ?̃?0(𝒛ℎ) measures the basic increase in a household´s expenditure, without
accounting for different consumption patterns. The term 𝜙(𝒑, 𝒛ℎ, 𝑢ℎ) accounts for different 
expenditures among households given different household characteristics, relative prices, and 
utility levels. The household expenditure share equations for each good i under (23) have the 
form: 
𝑤ℎ𝑖 =
𝜕𝑙𝑛𝑒(𝒑,𝒛ℎ,𝑢ℎ)
𝜕𝑙𝑛𝑝𝑖
=
𝜕𝑙𝑛?̃?0(𝒛ℎ)
𝜕𝑙𝑛𝑝𝑖
+
𝜕𝑙𝑛𝜙(𝒑,𝒛ℎ,𝑢ℎ)
𝜕𝑙𝑛𝑝𝑖
+
𝜕𝑙𝑛𝑒𝑅(𝒑,𝑢ℎ)
𝜕𝑙𝑛𝑝𝑖
= 𝑤𝑖
𝑅 +
𝜕𝑙𝑛𝜙(𝒑,𝒛ℎ,𝑢ℎ)
𝜕𝑙𝑛𝑝𝑖
(24) 
Poi (2002) when applying Ray´s (1983) method to the QUAIDS model defines ?̃?0(𝒛ℎ), and
𝜙(𝒑, 𝒛ℎ, 𝑢ℎ) as: 
?̃?0(𝒛ℎ) = 1 + 𝝆′𝒛ℎ    (25) 
𝑙𝑛𝜙(𝒑, 𝒛ℎ, 𝑢ℎ) =
∏ 𝑝𝑘
𝛽𝑘
𝑘 (∏ 𝑝𝑘
𝜂′𝑘𝒛ℎ
𝑘 −1)
1
𝑢ℎ
−∑ 𝜆𝑘𝑙𝑛𝑝𝑘𝑘
  (26) 
Applying definitions (23) and (24) to the expenditure shares, the resulting equations for the 
household expenditure share equation for each good i take the form: 
𝑤ℎ𝑖 = 𝛼𝑖 + ∑ 𝛾𝑖𝑗𝑙𝑛𝑝𝑗𝑗 + (𝛽𝑖 + 𝜼
′
𝑖
𝒛ℎ)𝑙𝑛 [
𝑚ℎ
?̃?0(𝒛ℎ)𝑃(𝒑)
] +
𝜆𝑖
𝑏(𝒑)𝑐(𝒑,𝒛ℎ)
{𝑙𝑛 [
𝑚ℎ
?̃?0(𝒛ℎ)𝑃(𝒑)
]}
2
    (27) 
Where 𝑏(𝒑) ≡ ∏ 𝑝𝑘
𝛽𝑘
𝑘  and𝑐(𝒑, 𝒛ℎ) ≡ ∏ 𝑝𝑘
𝜼′𝑘𝒛ℎ
𝑘 . The inclusion of the demographic variables can be 
tested using a joint test of the null hypotheses𝐻0: 𝜂𝑖 = 0 ∀ 𝑖, 𝐻0: 𝜌 = 0.  Failure to reject the null 
hypotheses results in accepting the hypothesis that the QUAIDS model does not need 
demographics. Additionally, if the null hypothesis for lambda is not rejected, the model reduces to 
the AIDS instead. Estimation of parameters𝛼𝑖, 𝛾𝑖𝑗, 𝛽𝑖, 𝜆𝑖, 𝜂𝑖, and 𝜌 is conducted through iterative 
feasible generalized non-linear least squares, which can be conducted through the “nlsur” 
command in the STATA 14 statistical software. 
  
Equation (27) is the functional form to be estimated for regression (7). In our case since 
we are looking at national consumption patterns from 1998 to 2015, each equation 𝑤ℎ𝑖 is 
estimated using monthly observations. The subscript h will represent the time period in the 
observation instead of a household. Taking advantage of the ease of aggregation that the AIDS 
model and its extensions can provide, it is assumed that aggregated national consumption of a 
commodity will also follow PIGL demand form. Since h represents each time period in our 
application, we are comparing different time periods whose differentiating characteristic is 
whether they are before or after the Fukushima Daichi disaster occurred. The Fukushima disaster 
is treated as a natural experiment. This application is made by including a dummy indicator 
variable t for the periods before and after the disaster in the vector 𝒛ℎ. The control regression (2) 
in this case was implemented with t as a dependent variable regressed on a set of instruments 𝑧𝑖 
from which the generalized residuals ?̂?𝑖2 are obtained. The generalized residuals from the first 
stage regression (2) are also included in the vector 𝒛ℎto ensure the exogeneity of the disaster 
indicator t. Given the application of the control function for t, standard errors for the parameter 
estimates in (27) must be bootstrapped. 
Poi’s (2002) formulation in (27) can also be used to derive the uncompensated price 
elasticities, which take the form: 
   𝜖ℎ𝑖𝑗 = −𝛿𝑖𝑗 +
1
𝑤ℎ𝑖
{𝛾𝑖𝑗 − {𝛽𝑖 + 𝜼
′
𝑖
𝒛ℎ +
2𝜆𝑖
𝑏(𝒑)𝑐(𝒑,𝒛ℎ)
𝑙𝑛 [
𝑚ℎ
?̃?0(𝒛ℎ)𝑃(𝒑)
]} ∗ (𝛼𝑗 + ∑ 𝛾𝑗𝑘𝑙𝑛𝑝𝑘𝑘 ) −
(𝛽𝑗+𝜼
′
𝑗𝒛ℎ)𝜆𝑖
𝑏(𝒑)𝑐(𝒑,𝒛ℎ)
{𝑙𝑛 [
𝑚ℎ
?̃?0(𝒛ℎ)𝑃(𝒑)
]}
2
}            (28) 
where 𝛿𝑖𝑗 is the Kronecker delta, note that given the subscript h the elasticities will also depend 
on the observation’s characteristics (be it a household or the national consumption at a given time 
period). Expenditure elasticities take the form: 
   𝜇ℎ𝑖 = 1 +
1
𝑤ℎ𝑖
{𝛽𝑖 + 𝜼
′
𝑖
𝒛ℎ +
2𝜆𝑖
𝑏(𝒑)𝑐(𝒑,𝒛ℎ)
𝑙𝑛 [
𝑚ℎ
?̃?0(𝒛ℎ)𝑃(𝒑)
]}        (29) 
Poi (2012) provides the compensated price elasticity formulas for the Fukushima Daichi effect 
adjusted QUAIDS which can be obtained from the Slutsky equation as: 
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𝜖ℎ𝑖𝑗
𝐶 = 𝜖ℎ𝑖𝑗 + 𝜇ℎ𝑖𝑤ℎ𝑗   (30) 
Using Poi´s (2002) model it is possible to compute elasticities for “representative” consumers 
(households or time periods) of a given group. In this case, it allows calculation of the differences 
between the price elasticities for each pelagic species for the periods before and after the 
Fukushima disaster. To do so the elasticities must be calculated by setting all variables, except 
the disaster indicator, to their group level means, and restrict the computations to each relevant 
subsample (periods before, and periods after the disaster). It is also possible to asses any 
changes in consumer welfare that could have occurred as a result of price changes caused by 
the natural experiment (may it be the disaster or any policy shift involved). These assessments 
can further illuminate the effect of the Fukushima Daichi disaster on overall market demand, and 
its effects on consumer welfare. 
In order to measure the changes in welfare that could have occurred from the Fukushima 
disaster, the expenditure function approach suggested by Poi (2002) was used. Let 𝒑0 be the 
vector of prices in a time period before the event of the natural experiment, and let 𝑢ℎ
0 be the 
aggregated maximum national utility in time period h given prices 𝒑0. Letting 𝒑1 and 𝑢ℎ
1  be the 
price vector and utility levels after the event of the natural experiment, we can define an 
expenditure function for the price vector 𝒑 and the utility level 𝑢ℎ, 𝑒(𝒑, 𝑢ℎ). With this function we 
can define the Compensated Variation (CV) as the amount of money consumers would have to 
receive in order to maintain the initial level of utility 𝑢ℎ
0 given the new prices 𝒑1. Formally: 
𝐶𝑉ℎ ≡ 𝑒(𝒑
1, 𝑢ℎ
0) − 𝑒(𝒑0, 𝑢ℎ
0) = ∑ ∫ 𝑥ℎ𝑖
𝐶 (𝒑, 𝑢ℎ
0)𝑑𝑝𝑖
𝑝𝑖
1
𝑝𝑖
0𝑖      (31) 
where 𝑥ℎ𝑖
𝐶 (𝒑, 𝑢ℎ
0) is the compensated demand for good i. An important limitation of a direct
approach to calculating CV is its high information requirement, and seldom can the expenditure 
function be recovered directly. For these cases a Taylor series approximation provides a solution. 
Prior to the event of the natural experiment, aggregate expenditures are: 
   𝑀 = ∑ 𝑒(𝒑0, 𝑢ℎ
0)ℎ       (32) 
 Letting 𝒕 ≡ 𝒑1 − 𝒑0 and taking a first order Taylor series expansion centered at 𝒑0, 
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∆𝑀 ≈ ∑ ∑ 𝑡𝑖
𝜕𝑒(𝒑,𝑢ℎ
0)
𝜕𝑝𝑖
𝑖ℎ = ∑ 𝑡𝑖𝑋𝑖(𝒑
0)𝑖   (33) 
where 𝑋𝑖(𝒑
0) is the total market demand for good i at the pre-event prices. The only
requirements to calculate this approximation are the price change t and the market quantities of 
products purchased prior to the event of the natural experiment. In addition to the first-order 
approximation Poi (2002) suggests the application of a second order approximation about  𝒑0 to 
account for the negative slope of demand curves 
∆𝑀 ≈ ∑ [∑ 𝑡𝑖
𝜕𝑒(𝒑,𝑢ℎ
0)
𝜕𝑝𝑖
+
1
2
∑ ∑ 𝑡𝑖𝑡𝑗
𝜕2𝑒(𝒑,𝑢ℎ
0)
𝜕𝑝𝑖𝜕𝑝𝑗
𝑗𝑖𝑖 ]ℎ = ∑ [∑ 𝑡𝑖𝑥ℎ𝑖(𝒑
0, 𝑚ℎ) +
1
2
∑ ∑ 𝑡𝑖𝑡𝑗𝜖ℎ𝑖𝑗
𝐶 𝑥ℎ𝑖(𝒑
0,𝑚ℎ)
𝑝𝑗
0𝑗𝑖𝑖 ]ℎ  (34)    
where  𝑥ℎ𝑖(𝒑
0, 𝑚ℎ) is the consumers uncompensated (Marshallian) demand for good i. This
approximation accounts for the negative slope of demand curves. Moreover, since 𝜖ℎ𝑖𝑗
𝐶 < 0 the
second order approximation to compensating variation will be of lower magnitude than the first 
order approximation. It is important to note that in calculating these approximations, if one is to 
properly account for the changes in preferences caused by the exogenous event of the natural 
experiment, one must solve the demand system (27) to obtain the predicted 𝑥ℎ𝑖(𝒑
0, 𝑚ℎ) for the
market, while it may be simple enough to replace 𝑥ℎ𝑖(𝒑
0, 𝑚ℎ) with the predicted 𝑤ℎ𝑖, this would
only account for changes in prices, but not for the adjustment in preferences due the exogenous 
event. 
Solving the demand system (27) involves a system of quadratic equations for which a 
closed form solution for the quantities demanded is not available. Rivin I (Personal 
Communication, April 26, 2017) notes that if the values of 𝑚ℎ are known it is possible to compute 
𝑤ℎ𝑖, and it is possible to compute 𝑥ℎ𝑖(𝒑
0, 𝑚ℎ), from the formula:
𝑥ℎ𝑖(𝒑
0, 𝑚ℎ) = 𝑚ℎ
𝑤ℎ𝑖
𝑝𝑖
   (35) 
 With respect to computation (35), recall that the properties of the expenditure shares 𝑤ℎ𝑖 are: 
∑ 𝑤ℎ𝑖 = 1    (36) 
      𝑤ℎ𝑖 ≥ 0, for all i.  (37)
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From property (37) it follows that for all observations two 𝑤ℎ𝑖 are quadratic functions in ln (𝑚ℎ) 
with a positive leading term, while the other two have negative leading terms (given that there are 
four commodities included in this study). This implies that there is a small range of ln (𝑚ℎ) values 
where all the terms are positive. This can result in the system having a large range of values for 
𝑚ℎ (with the smallest values being 100 times smaller than the top), which is not satisfying. 
Consequently Rivin I. (Personal Communication, April 26, 2017) suggests that an additional 
assumption is made for these computations, the smallest values of 𝑤ℎ𝑖 are selected in order to 
obtain a unique value of m, and with such value a solution for all 𝑤ℎ𝑖 can be obtained, from which 
a value for 𝑥ℎ𝑖(𝒑
0, 𝑚ℎ) can be obtained from relation (35). Calculation procedures are included in
an appendix detailing a code for the Mathematica software used to perform them. 
Once the calculations for the predicted values of 𝑥ℎ𝑖(𝒑
0, 𝑚ℎ) are completed, the first and
second order approximations to compensating variation are calculated for the time periods 
before, and after the Fukushima disaster to determine if there are any significant differences 
among them, which can allow for a measurement of welfare loss caused by the disaster within 
the Japanese Market for pelagic fish. 
Data 
To estimate the QUAIDS model (27) on imported pelagic fish demand requires time 
series price and quantity data that spans the date of the disaster.  This analysis uses monthly 
records on imports of fisheries products obtained from the Japanese Ministry of Finance (JMF) for 
the years 1998 to 2015. These records are publicly available at the agency’s website, and include 
the amount imported in kilograms for each product, the respective nominal value (in thousands of 
Japanese yen), and the country of origin of each commodity group. Each commodity is classified 
using a combination of the Harmonized Tariffs Code (HTC) and a local coding for specific species 
and presentation. This data was selected due to ease of availability, and the breadth of 
commodities presented. Values for the imported quantities were adjusted for inflation (2015 Yen) 
  
by using the CPI index for all goods in Japan from the Japan Statistics Bureau Official Statistics 
of Japan Portal site (2017). 
For this study aggregated imports for four particular species were selected: bluefin tuna, 
yellowfin tuna, salmon, and swordfish. Aggregate imports from all countries and all presentations 
were calculated for each species in order to have a measure of total national consumption for 
each commodity. These particular species were selected given that they are pelagic species of 
fish, which given their position as predators, would be most exposed to any possible 
contamination residue present in the waters they inhabit. Additionally these species vary greatly 
in how much of Japan´s consumption is imported. Japan produces about 41.7% of  its total 
consumption of tuna, and  49.7% of its consumption of salmon (Japan Fisheries Agency, 2012), 
while only about 0.4% of swordfish is domestic. Imports are much more important (MAFF 2012). 
The expectation is that given concerns over contaminations, Japanese consumers would be more 
inclined to purchase higher amounts of imported fish for these species than those that may be 
produced domestically. This assertion has been already been proposed in a descriptive manner 
by Popescu and Oguchi (2013), however no statistical evidence has been provided to establish if 
any trends in consumption have been significant. 
Table 2.1 below shows descriptive statistics for each of the selected species for the 
1998-2015 period. 
Table 2.1  
Descriptive statistics for selected pelagic fish species imported into Japan (1998-2015). 
Species Average 
Imported 
amount 
(Metric 
tons) 
Min 
Imported 
Amount 
(Metric 
tons) 
Max 
Imported 
Amount 
(Metric 
tons) 
Average 
Price 
(Yen/Kg) 
Min Price 
(Yen/Kg) 
Max 
Price 
(Yen/Kg) 
Bluefin Tuna 3613.047 892.362 10800.000 1731.19 1136.63 2931.30 
Salmon 3325.285 128.502 27000.000 574.37 145.09 1150.97 
Swordfish 1258.323 324.103 3009.097 488.33 331.26 726.65 
Yellowfin Tuna 7809.956 2908.840 18400.000 441.73 298.21 663.86 
Source: Japan Ministry of Finance (2015), and Authors calculations. 
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Table 2.1 shows that bluefin tuna has been the highest valued pelagic fish imported, followed by 
salmon, swordfish, and yellowfin tuna. However, the fish with highest import share has been 
yellowfin tuna followed by bluefin tuna, salmon, and swordfish. Table 2.2 below shows these 
descriptive measures for the months before the Fukushima disaster: 
Table 2.2 
Descriptive statistics for selected pelagic fish species imported into Japan (Jan 1998- Feb 
2011). 
Species Average 
Imported 
amount 
(Metric 
tons) 
Min 
Imported 
Amount 
(Metric 
tons) 
Max 
Imported 
Amount 
(Metric 
tons) 
Average 
Price 
(Yen/Kg) 
Min Price 
(Yen/Kg) 
Max 
Price 
(Yen/Kg) 
Bluefin Tuna 3520.191 892.362 10800.000 1742.33 1136.63 2905.08 
Salmon 1233.145 128.502 15200.000 546.56 145.09 1150.97 
Swordfish 1440.586 641.413 3009.097 468.14 331.26 726.65 
Yellowfin Tuna 8930.200 3299.888 18400.000 420.68 298.21 594.38 
Source: Japan Ministry of Finance (2015), and Authors calculations. 
Before the Fukushima disaster bluefin Tuna was still the highest valued fish on average, followed 
by salmon, swordfish and yellowfin Tuna. Yellowfin tuna was the most imported fish on average, 
followed by bluefin tuna, swordfish, and salmon respectively. Table 2.3 below shows how these 
measures were after the Fukushima disaster took place in March 2011: 
Table 2.3 
Descriptive statistics for selected pelagic fish species imported into Japan (Mar 2011- Dec 
2015). 
Species Average 
Imported 
amount 
(Metric 
tons) 
Min 
Imported 
Amount 
(Metric 
tons) 
Max 
Imported 
Amount 
(Metric 
tons) 
Average 
Price 
(Yen/Kg) 
Min Price 
(Yen/Kg) 
Max 
Price 
(Yen/Kg) 
Bluefin Tuna 3865.997 973.177 7545.578 1700.83 1152.57 2931.3 
Salmon 9024.563 178.254 27000.000 650.11 364.95 1066.67 
Swordfish 761.812 324.103 1449.656 543.35 381.81 669.73 
Yellowfin Tuna 4758.258 2908.840 6912.189 499.06 384.30 663.86 
Source: Japan Ministry of Finance (2015), and Authors calculations. 
After the Fukushima disaster, salmon became the most imported species, followed by bluefin 
tuna, yellowfin tuna, and swordfish. While bluefin tuna remained the most valued import on 
average, salmon and yellowfin tuna increased their average prices, while swordfish prices 
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decreased on average. The descriptive measures from Table 2.3 seem to suggest that some 
changes could have occurred with respect to the consumption patterns for these four species of 
fish after the Fukushima disaster. On the surface, it appears that statistically significant change in 
these consumption patterns may have occurred. 
Given that the estimation of the QUAIDS demand system demand system (27) with the 
Fukushima Daichi dummy requires that the disaster indicator t  be exogenous, it is useful to 
employ the residual control function approach. proxy variables were collected to support the 
residual control function. These included data regarding the Gross Domestic Product (GDP) of 
Japan, obtained from the International data section from the Federal Reserve Bank of St. Louis 
Economic Research Website (2017) for the years 1998-2015, and data for the monthly 
unemployment rate, obtained from the Japan Bureau of Statistics Labor Force Survey (2017). 
The GDP was adjusted for 2015 Yen by using the CPI data from Japan Bureau of Statistics 
(2017). Together with indicators for each month, these variables were included in the first stage 
regression (2), in order to control for any temporal correlation that could be confounded within the 
Fukushima disaster indicator t, and to ensure that the endogeneity of said indicator can be 
properly controlled for. The generalized residual (6) is then computed from regression (2). 
Results 
An initial estimation of model (27) was conducted under the assumption that the 
Fukushima disaster was completely exogenous to the demand for the four imported pelagic 
species included in the data. Under the assumption of an exogenous disaster there should be no 
temporal correlations or omitted variables that could also be affecting the market. The results for 
model (27) were: 
  
Table 2.4 
Parameter estimates for QUAIDS demand for imported fish of selected species for the period 
1998-2015, accounting for Fukushima disaster. 
Price Parameters and Marginal Share Parameters 
Price (𝛾
𝑖𝑗
)
Species Bluefin Tuna Salmon Swordfish Yellowfin 
Tuna 
Marginal 
share (𝛼𝑖)
Bluefin Tuna -0.037
(0.051)
0.018 
(0.027) 
-0.012
(0.006)
0.031 
(0.038) 
0.6074*** 
(0.108) 
Salmon -0.014
(0.013)
-0.002
(0.004)
-0.001
(0.020)
0.029 
(0.107) 
Swordfish 0.030***
(0.005)
-0.015*
(0.007)
0.090*** 
(0.014) 
Yellowfin Tuna -0.014
(0.038)
0.272*** 
(0.071) 
QUAIDS model parameters 
QUAIDS 
Parameter 
Bluefin Tuna Salmon Swordfish Yellowfin 
Tuna 
 t and resid 
β -0.259***
(0.063)
-0.001
(0.068)
0.045*** 
(0.009) 
0.216*** 
(0.043) 
λ 0.076***
(0.009)
-0.0006
(0.011)
-0.015***
(0.002)
-0.061***
(0.000)
ηt 0.036
(0.043)
0.329***
(0.063)
-0.074***
(0.017)
-0.290***
(0.063)
ρt 3.630** 
(1.507) 
“***”,“**”,”*” stand for statistical significance at 1%, 5%, and 10% respectively 
From Table 2.4, own-price parameters, with the exception of swordfish, follow theory. The 
estimates for these parameters and the cross-price ones are mostly not statistically significant. 
However, parameters are normally not directly interpreted in the Quadratic Almost Ideal Demand 
system. Parameters for linear income effects (β) are, for the most part, statistically significant. 
Most parameters for quadratic income effects (λ) are statistically significant. Parameters 
associated with the Fukushima Daichi disaster indicator variable (t) and the parameter on the 
residuals from the probit control function (η, and ρ) are mostly significant for the eta parameters 
of the disaster indicator variable t. Marginal share parameters are statistically significant for all 
species except salmon. 
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Testing for the inclusion of quadratic income effects, and the effects of the demographic 
variables requires the joint testing of parameters. For quadratic income effects, the joint testing of 
all lambda parameters must be tested against their non-inclusion. Similarly, the inclusion of the 
demographic parameters 𝜂 and 𝜌  must be tested using a joint test. These test statistics are 
distributed as chi-square with degrees of freedom equal to the number of parameters tested 
minus one. The results of these tests under the null hypothesis that in each case all parameters 
are equal to zero are presented in Table 2.6 below: 
Table 2.5 
Test statistics and p-values for inclusion of quadratic income effects, Fukushima disaster 
indicator, and probit control function generalized residuals. 
Effect Test statistic value Degrees of freedom p-value
Quadratic income 
effect 
20.92 3 0.000 
Fukushima disaster 
indicator  
8.63 4 0.000 
From Table 2.5 the exclusion of quadratic income effects, and the Fukushima disaster indicator 
are strongly rejected. Therefore, there is evidence suggesting the presence of quadratic income 
effects and effects of the Fukushima disaster in the model. 
Individual parameters are seldom interpreted in the Quadratic Almost Ideal Demand 
system, since the objective of the model is to describe demand for commodities through the 
calculation of price elasticities while accounting for other determinants of demand. All elasticities 
for the model were calculated at sample means of the expenditure shares. 
Expenditure elasticities for demand for fish in Japan over the period from January 1998 to 
December 2015 were: 
Table 2.6 
Expenditure elasticities for demand of pelagic species of fish in Japan (Jan 1998 – Dec 2015) 
Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Estimate 1.171** 
(0.069) 
1.666** 
(0.164) 
0.271** 
(0.126) 
0.574** 
(0.103) 
“**” stands for statistical significance at 5% level. 
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From Table 2.6 bluefin tuna and salmon are expenditure elastic, therefore expenditure increases 
in fish will result in larger expenditure shares for bluefin tuna and salmon, than swordfish and 
yellowfin tuna. 
With regards to price elasticities uncompensated, and compensated price elasticities, 
these were calculated for each of the two periods before and after the Fukushima disaster by 
setting all variables except the disaster indicator equal to their group-level means (the means 
before, and after the Fukushima disaster) by using equation (28). The elasticities are 
Table 2.7 
Uncompensated price elasticities for demand of pelagic species of fish in Japan before 
Fukushima disaster (Jan 1998 – Feb 2011) 
Species Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Bluefin Tuna -1.045**
(0.082)
0.013 
(0.032) 
-0.101**
(0.010)
-0.296**
(0.054)
Salmon 0.448 
(0.501) 
-1.314**
(0.296)
-0.049
(0.075)
0.037 
(0.320) 
Swordfish -0.175
(0.096)
-0.004
(0.046)
-0.403**
(0.085)
0.366** 
(0.095) 
Yellowfin Tuna 0.043 
(0.099) 
0.020 
(0.039) 
0.048** 
(0.018) 
-0.625**
(0.078)
“**” stands for statistical significance at 5% level. 
Before the Fukushima disaster bluefin tuna and salmon were own price elastic, while swordfish 
and yellowfin tuna were own price inelastic. Some species such as swordfish were statistically 
significant complements to bluefin tuna and yellowfin tuna, while yellowfin tuna was a statistically 
significant complement to bluefin tuna and a statistically significant substitute to swordfish. 
After the Fukushima disaster, the uncompensated price elasticities (30) were: 
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Table 2.8 
Uncompensated price elasticities for demand of pelagic species of fish in Japan after 
Fukushima disaster (Mar 2011 – Dec 2015) 
Species Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Bluefin Tuna -0.976**
(0.136)
-0.008
(0.048)
-0.013
(0.017)
0.119 
(0.089) 
Salmon -0.481**
(0.113)
-1.087**
(0.093)
-0.081**
(0.020)
-0.295**
(0.086)
Swordfish 0.598** 
(0.238) 
0.155 
(0.189) 
0.060 
(0.178) 
0.093 
(0.276) 
Yellowfin Tuna 0.780** 
(0.238) 
0.166 
(0.143) 
-0.005
(0.053)
-0.740**
(0.256)
“**” stands for statistical significance at 5% level. 
From Table 2.8 bluefin tuna became own price inelastic, salmon became less own price elastic, 
while swordfish did not have an own-price elasticity different from zero. Yellowfin tuna became 
less own-price inelastic. Salmon became a statistically significant complement to all species, 
while swordfish became a statistically significant substitute to bluefin tuna. Yellowfin tuna was a 
statistically significant substitute to bluefin tuna. 
Compensated price elasticities before the Fukushima disaster were: 
Table 2.9 
Compensated price elasticities for demand of pelagic species of fish in Japan before 
Fukushima disaster (Jan 1998 – Feb 2011) 
Species Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Bluefin Tuna -0.281**
(0.067)
0.079** 
(0.032) 
-0.007
(0.009)
0.209** 
(0.053) 
Salmon 0.917** 
(0.382) 
-1.274**
(0.297)
0.008 
(0.067) 
0.347 
(0.300) 
Swordfish -0.059
(0.076)
0.005 
(0.170) 
-0.389**
(0.085)
0.443 
(0.099) 
Yellowfin Tuna 0.317** 
(0.081) 
0.044 
(0.039) 
0.082** 
(0.018) 
-0.444**
(0.082)
“**” stands for statistical significance at 5% level. 
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From Table 2.9, bluefin tuna was own-price inelastic, salmon was own-price elastic, swordfish 
was own-price inelastic, and yellowfin tuna was own-price inelastic. Salmon was a statistically 
significant substitute to bluefin tuna, and yellowfin tuna was a statistically significant substitute to 
bluefin tuna and swordfish. 
After the Fukushima disaster, the compensated price elasticities were: 
Table 2.10 
Compensated price elasticities for demand of pelagic species of fish in Japan after Fukushima 
disaster (Mar 2011 – Dec 2015) 
Species Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Bluefin Tuna -0.583**
(0.108)
0.294** 
(0.062) 
0.015 
(0.015) 
0.272** 
(0.082) 
Salmon 0.389** 
(0.081) 
-0.416**
(0.098)
-0.017
(0.019)
0.043 
(0.084) 
Swordfish 0.191 
(0.206) 
-0.157
(0.205)
0.030 
(0.177) 
-0.064
(0.267)
Yellowfin Tuna 0.690** 
(0.216) 
0.097 
(0.165) 
-0.011**
(0.050)
-0.775**
(0.242)
“**” stands for statistical significance at 5% level. 
From Table 2.10, bluefin tuna became less own-price inelastic, while salmon became own-price 
inelastic. Swordfish did not have a statistically different from zero compensated own-price 
elasticity, and yellowfin tuna became less own-price inelastic. Salmon was a statistically 
significant substitute to bluefin tuna, and yellowfin tuna was a statistically significant complement 
to bluefin tuna. 
Results from the uncompensated and compensated price elasticities, seem to suggest 
that consumers consistently became less price sensitive for salmon and swordfish. While 
consumers became more price sensitive for yellowfin tuna. Consumers showed less price 
sensitivity after the Fukushima disaster for bluefin tuna in their uncompensated own-price 
elasticities, while they became more price sensitive in their compensated elasticities. These 
results would seem to suggest that the overall effect of the Fukushima disaster was for the 
majority of the species a reduction in consumer price sensitivity, which could suggest increased 
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imports for these species. However, it is difficult to hypothesize that other factors temporally 
correlated with the Fukushima disaster, such as the state of the Japanese economy, and the 
continuing trend of the local fisheries production decline to not be confounded with the effect of 
the Fukushima disaster indicator. Therefore, the control function approach was applied to control 
for the possible confounded effects and obtain a more precise measure of the Fukushima 
disaster effect on the demand for the selected pelagic species. 
Regression (2) is a probit control function in which the disaster indicator variable t is 
regressed on Japanese GDP (in 2015 Yen), and the monthly unemployment rate for Japan for 
the months of January 1998 to December 2015. Squared versions of these variables are included 
to account for possible non-linear relationships. In addition, monthly indicator variables are 
included to account for any temporal correlation. Results of this regression are presented in Table 
2.11 below. 
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Table 2.11 
Probit control function estimates for indicator variable t 
Variable Estimate 
GDP -0.0017**
(0.0007)
GDP2 1.60*10-9**
(7.15*10-10)
Unemployment rate -25.393**
(11.14)
(Unemployment rate)2 2.1771*
(1.2462)
February 0.2565
(0.6980)
March 0.8812
(0.8059)
April 0.8744
(0.9217)
May 0.7615
(1.0520)
June 0.6289
(0.9584)
July 0.3727
(0.8278)
August 0.5755
(0.8648)
September 0.5291
(1.1663)
October 0.1700
(0.9235)
November 0.3687
(0.9604)
December 0.0939
(0.9866)
Constant 537.98***
(172.39)
*,**,*** Stand for statistical significance at 10%, 5% and 1% levels respectively 
Loglikelihood = -25.7663,   Pseudo R squared = 0.7950 
Table 2.11 shows that only the macroeconomic variables such as GDP and unemployment rate 
have a statistically significant effect on the disaster indicator. Since the squared values of these 
variables are also statistically significant there is evidence that some non-linear relationships may 
be also present. The monthly indicators are not statistically significant; therefore there might not 
be evidence (at the monthly level) of temporal correlations taking place. Generalized residuals 
are obtained through relationship (6) which in conjunction with the disaster indicator t, are 
included as demographic adjustment variables in the estimation of demand system (27) to obtain 
the parameters of a QUAIDS model adjusted for the Fukushima disaster. 
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Demand system (27) is run using Iterative Feasible Non-linear least Squares, through the 
“nlsur” command in STATA 14. Parameter estimates for this model and their bootstrapped (50 
bootstraps conducted for the all demand equations blocked together) standard errors can be 
found in Table 2.12 below. 
Table 2.12 
Parameter estimates for QUAIDS demand for imported fish of selected species for the period 
1998-2015, accounting for Fukushima disaster, and residuals from probit control function 
Price Parameters and Marginal Share Parameters 
Price (𝛾𝑖𝑗) 
Species Bluefin Tuna Salmon Swordfish Yellowfin 
Tuna 
Marginal 
share (𝛼𝑖)
Bluefin Tuna -0.036
(0.087)
0.011 
(0.048) 
-0.011
(0.018)
0.036 
(0.053) 
0.586* 
(0.333) 
Salmon -0.014
(0.022)
-0.002
(0.006)
0.005 
(0.034) 
0.045 
(0.175) 
Swordfish 0.030***
(0.007)
-0.016
(0.014)
0.089 
(0.074) 
Yellowfin Tuna -0.025
(0.040)
0.278 
(0.215) 
QUAIDS model parameters 
QUAIDS 
Parameter 
Bluefin Tuna Salmon Swordfish Yellowfin 
Tuna 
 t and resid 
β -0.254
(0.227)
-0.006
(0.120)
0.045 
(0.050) 
0.215 
(0.134) 
λ 0.076**
(0.033)
0.0003
(0.019)
-0.015**
(0.007)
-0.061***
(0.000)
ηt 0.067
(0.070)
0.328**
(0.137)
-0.077**
(0.036)
-0.318**
(0.143)
ηresid -0.045
(0.059)
0.007
(0.010)
0.001
(0.011)
0.036
(0.045)
ρt 3.777 
(2.354) 
ρresid 0.140 
(0.429) 
“***”,“**”,”*” stand for statistical significance at 1%, 5%, and 10% respectively 
Standard errors are obtained from a 50 repetition bootstrap. 
From Table 2.12, own-price parameters, with the exception of swordfish, follow theory. The 
estimates for these parameters and the cross-price ones are mostly not statistically significant. 
However, parameters are normally not directly interpreted in the Quadratic Almost Ideal Demand 
system. Parameters for linear income effects (β) are not statistically significant. Most parameters 
for quadratic income effects (λ) are statistically significant. Parameters associated with the 
Fukushima Daichi disaster indicator variable (t) and the parameter on the residuals from the 
 36 
probit control function (η, and ρ) are mostly significant for the eta parameters of the disaster 
indicator variable t. Marginal share parameters are statistically not significant for all species 
except bluefin tuna. 
Inclusion of quadratic income effects, and the effects of the demographic variables was 
again tested by the joint testing of parameters. For quadratic income effects, the joint testing of all 
lambda parameters and parameters 𝜂 and 𝜌 for each of the demographic variables were jointly 
tested for their inclusion. The results of these tests under the null hypothesis that in each case all 
parameters are equal to zero are presented in Table 2.13 below: 
Table 2.13 
Test statistics and p-values for inclusion of quadratic income effects, Fukushima disaster 
indicator, and probit control function generalized residuals. 
Effect Test statistic value Degrees of freedom p-value
Quadratic income 
effect 
20.92 3 0.000 
Fukushima disaster 
indicator  
8.63 4 0.071 
Probit control function 
generalized residuals 
9.39 4 0.052 
From Table 2.13, excluding each of the additional effects in the model is rejected at the 1% level 
for quadratic income effects, and at the 10% level for the Fukushima disaster indicator and the 
generalized residuals from the probit control function. Therefore, there is statistical evidence 
indicating the presence of quadratic income effects, and the effect of both the Fukushima disaster 
and the included residuals from the probit control function. Given the statistical significance of the 
inclusion of the generalized residuals of the probit control function, there is evidence to suggest 
the exogenous nature of the Fukushima disaster on the demand for the species of pelagic fish 
included in the model. 
Expenditure elasticities for demand for fish in Japan over the period from January 1998 to 
December 2015 were: 
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Table 2.14 
Expenditure elasticities for demand of pelagic species of fish in Japan (Jan 1998 – Dec 2015), 
model with generalized residuals. 
Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Estimate 1.186** 
(0.192) 
1.658** 
(0.351) 
0.276 
(0.397) 
0.552** 
(0.213) 
“**” stands for statistical significance at 5% level. 
From Table 2.14, imported bluefin tuna and salmon are expenditure elastic, while swordfish and 
yellowfin tuna are expenditure inelastic, if expenditures were to increase in the overall fish imports 
category, Japanese consumers would tend to spend more on bluefin tuna and salmon imports 
than imports of swordfish and yellowfin tuna. It is important to note that swordfish expenditure 
elasticities were not statistically significant. 
      Uncompensated price elasticities under the model with the control function generalized 
residuals before the Fukushima disaster were: 
Table 2.15 
Uncompensated price elasticities for demand of pelagic species of fish in Japan before 
Fukushima disaster (Jan 1998 – Feb 2011), model with generalized residuals 
Species Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Bluefin Tuna -1.050**
(0.163)
0.002 
(0.055) 
-0.102
(0.052)
-0.298
(0.170)
Salmon 0.319 
(0.636) 
-1.309**
(0.526)
-0.044
(0.271)
0.148 
(0.791) 
Swordfish -0.164
(0.345)
-0.0008
(0.176)
-0.404**
(0.130)
0.361 
(0.294) 
Yellowfin Tuna 0.065 
(0.173) 
0.036 
(0.049) 
0.048 
(0.043) 
-0.636**
(0.149)
“**” stands for statistical significance at 5% level. 
In Table 2.15, before the Fukushima disaster took place, all species had negative and significant 
own price elasticities in accordance to demand theory. Imports of bluefin tuna and salmon were 
own-price elastic, while imports of swordfish and yellowfin tuna were own price inelastic. Some 
species exhibited positive, but non-significant, cross price elasticities showing substitution among 
some species, while others presented complementarity relationships due to their negative cross  
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price elasticities. After the disaster, the elasticities were: 
Table 2.16  
Uncompensated price elasticities for demand of pelagic species of fish in Japan after 
Fukushima disaster (Mar 2011 – Dec 2015), model with generalized residuals 
Species Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Bluefin Tuna -1.005**
(0.312)
-0.021
(0.093)
-0.013
(0.024)
0.124 
(0.177) 
Salmon -0.478
(0.492)
-1.095**
(0.131)
-0.079
(0.057)
-0.287
(0.147)
Swordfish 0.619 
(0.252) 
0.176 
(0.227) 
0.053 
(0.275) 
0.075 
(0.563) 
Yellowfin Tuna 0.845 
(0.309) 
0.211 
(0.311) 
-0.006
(0.099)
-0.764
(0.478)
“**” stands for statistical significance at 5% level. 
From Table 2.16, bluefin tuna and salmon have become less elastic after the Fukushima Daichi 
event, while yellowfin tuna and swordfish demand was statistically not different from zero. Some 
substitution and complementarity relationships have changed over the two different periods but 
none of them are statistically significant. It can be argued that to some extent consumers have 
become less price sensitive for imports of bluefin tuna and salmon.  
Compensated price elasticities before the Fukushima disaster were: 
Table 2.17 
Compensated price elasticities for demand of pelagic species of fish in Japan before 
Fukushima disaster (Jan 1998 – Feb 2011), model with generalized residuals 
Species Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Bluefin Tuna -1.276
(0.209)
0.068 
(0.052) 
-0.006
(0.045)
0.214 
(0.134) 
Salmon 0.792 
(0.830) 
-1.268**
(0.513)
0.014 
(0.235) 
0.461 
(0.500) 
Swordfish -0.053
(0.401)
0.008 
(0.170) 
-0.390**
(0.128)
0.435 
(0.258) 
Yellowfin Tuna 0.324 
(0.186) 
0.059 
(0.048) 
-0.080
(0.042)
-0.464**
(0.136)
“**” stands for statistical significance at 5% level. 
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From Table 2.17, All species have negative and significant own-price elasticities (except bluefin 
tuna, it was non-significant). salmon is own-price elastic, and all the other species are own-price 
inelastic before the disaster. cross-price elasticities were non-significant for all species. Except 
bluefin tuna own-price elasticity results are similar to those obtained for uncompensated 
elasticities before the disaster. Compensated elasticities after the disaster for the imports of these 
species were: 
Table 2.18  
Compensated price elasticities for demand of pelagic species of fish in Japan after Fukushima 
disaster (Mar 2011 – Dec 2015), model with generalized residuals 
Species Bluefin Tuna Salmon Swordfish Yellowfin Tuna 
Bluefin Tuna -0.595**
(0.178)
0.294** 
(0.125) 
0.016 
(0.029) 
0.283** 
(0.129) 
Salmon 0.390 
(0.327) 
-0.425**
(0.211)
-0.015
(0.065)
0.050 
(0.164) 
Swordfish 0.205 
(0.368) 
-0.142
(0.344)
0.022 
(0.263) 
-0.086
(0.466)
Yellowfin Tuna 0.717 
(0.454) 
0.112 
(0.218) 
-0.015
(0.102)
-0.814**
(0.397)
“**” stands for statistical significance at 5% level. 
From Table 2.18 bluefin tuna is now statistically significant and inelastic, while salmon has gone 
from being elastic to inelastic. swordfish demand was statistically not different from being zero, 
while yellowfin tuna has become less inelastic. bluefin tuna has a significant substitution 
relationship with salmon and yellowfin tuna. It can be argued that from the compensated price 
elasticity perspective, consumers have become less price sensitive for salmon, and more price 
sensitive for yellowfin tuna after the Fukushima disaster. 
   Comparing the results for both uncompensated and compensated elasticities, salmon seems 
to have been affected by the disaster more consistently than other species. Consumers have 
become less sensitive to changes in its price. This can be due to consumer concerns regarding 
the safety of buying domestic fish after the disaster. However, the same argument cannot be 
made for the other species. bluefin tuna does not consistently change its sensitivity to prices in  
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the same manner as salmon. swordfish did not provide statistically significant estimates of its 
elasticities with respect to prices for the period after the disaster, which may imply a need for 
more consumption records in order to better estimate changes in consumption patterns. yellowfin 
tuna become less inelastic but only from the perspective of compensated price elasticities.  
     In order to assess if any changes in consumer welfare could have occurred due to the 
Fukushima disaster, the first and second order approximations to CV were calculated, by 
applying Rivin I.’s suggested method (Personal communication, April 26, 2017) to obtain 
predicted values for the quantity demanded for each species from the parameter estimates 
obtained for QUAIDS model (for an extended look at these calculations please refer to the 
Mathematica code in Appendix A). Looking at the difference between average prices between the 
months before and after the Fukushima disaster the CV amounts were: 
Table 2.19 
Average Compensated Variation, first and second-order Taylor series approximations for 
months before and after the Fukushima disaster, based on QUAIDS model (27) (thousands of 
Yen) 
Period Average CV Standard dev 
CV 
Min CV Max CV 
1st order 
approx. CV 
before 
20,600 110,000 -360,000 270,000 
2nd order 
approx. CV 
before 
2,375.17 115,000 -377,000 242,000 
1st order 
approx. CV 
after 
-97,900 771,000 -5,620,000 810,000 
2nd order 
approx. CV 
after 
-110,000 768,000 -5,620,000 715,000 
Amounts are averages for the months before the disaster, and for the months after the 
disaster, Amounts are in Thousands of Real Yen. 
Average CV for both first and second-order approximations is negative for the period after the 
disaster. Testing for change in CV from one period to the other might not reveal any statistically 
significant differences due to large standard deviations. The stark difference between the 
minimum and maximum CV amounts can also be attributed to the fact that price changes 
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between the two periods were not all in the same direction (particularly not price increases). 
Therefore, there is little evidence to suggest that there was an overall welfare loss for consumers 
in the Japanese Market after the Fukushima disaster. 
 Conclusion 
Overall it was possible to estimate a model that accounted for the effect of the Fukushima 
disaster on the demand for imported species of pelagic fish in the Japanese Market. The model 
controlled for the possibility of quadratic income effects, and the possible endogeneity on the 
effect of the disaster itself due to omitted variables. In addition, a method was developed to obtain 
predictions of the amounts demanded for each commodity, which were used to calculate welfare 
effects related to the Fukushima disaster event in the demand for the studied commodities. 
It was found that  salmon was the species that saw consistent changes in its 
consumption patterns. Consumers became less sensitive to increases in its price in the period 
after the disaster. It was found that its compensated own-price elasticity went from being elastic 
to being inelastic. This suggests that Japanese consumers became significantly concerned with 
the safety of Salmon so that they would pay higher prices to maintain the same quantity 
demanded. However, such a change in price sensitivity is not found with the uncompensated 
own-price measures. Japanese consumers were found to be only less-elastic after the disaster 
with respect to the prices of Salmon. Further testing with additional records for the demand of the 
included commodities is required to confirm if these changes in preferences have been sustained 
over time. In addition, further testing of the model with other species could allow for an 
understanding of which species may have been consistently affected by the disaster. 
With respect to the CV results, there was little evidence from the data to confirm any 
significant welfare losses due the Fukushima disaster in the demand for imported pelagic fish. 
While Japan is the world’s second largest importer of seafood, its domestic production has 
declined over the past 30 years (Popescu and Oguchi, 2013). Therefore, Japan might be more of 
a price taker without sufficient influence to cause global price changes in all species of fish. 
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Additional consumption records may be required to assess if the effects of the Fukushima 
disaster have been sustained in a way that significant differences in consumer welfare may be 
found.  
An important insight from this study is that it is possible to apply the demographically 
adjusted QUAIDS model for adjustments such as structural breaks, without requiring significant 
changes in the estimation procedure. As long as proper control functions can be applied to 
control for endogeneity of disaster event indicator variables. In addition, direct prediction of 
amounts demanded from solving the demand system allows for approximations of money based 
welfare measures. Further testing of the model with additional data of other case studies could 
help in providing tests for the consistency of the model.  
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CHAPTER 3 
EXCHANGE RATE EFFECTS IN A COUNTRY-DIFFERENTIATED IMPORT DEMAND MODEL 
FOR FRESH TOMATOES IN THE UNITED STATES IN 1991 THROUGH 2014 
 
 
While extensive work has been conducted with regards to estimating demand systems 
for fresh produce including fresh tomatoes in the U.S. market.  There is however a dearth of 
research exists on the impact of exchange rates on the import demand for fresh produce.  Asci et 
al (2016), and Valdez-Lafarga (2015), estimate demand systems for U.S. fresh tomato imports 
from its NAFTA partners while aggregating other sources into a separate group. In particular Asci 
et al (2016) find that demand is significant for Field-grown and Greenhouse-grown fresh tomatoes 
in the U.S., while Valdez-Lafarga (2015) estimates the demand for fresh tomatoes regardless of 
mode of production. However, neither of these studies provides analysis of the effects of 
exchange rates on the demand for this particular vegetable.  
One might expect that exchange rate fluctuations between participating countries in the 
trade of a commodity can provide incentives for increased trade volumes. Acharya and Schmitz 
(2004) found some initial evidence when analyzing the demand for fresh produce among different 
countries while accounting for the effects of exchange rates. In addition Valdez-Lafarga and 
Schmitz (2016) found significant initial exchange rate fluctuation effects between the U.S. and 
Mexico for imports of fresh tomatoes into the United States. However, the latter work could not 
properly account, at the same time, for the effect of the exchange rate of other trade participating 
countries such as Canada.  
Considering the relevance of fresh produce for the international economy, and the need 
for increased precision in measuring all the determinants of demand for fresh produce markets, 
the current study extends upon the work of Valdez-Lafarga and Schmitz (2016), and Acharya and 
Schmitz (2004) to account for effects of more than one exchange rate at a time within a 
differential demand system. The rest of this paper is organized as follows. The background of the 
tomato trade history is described. A theory review of the previous methodological approaches is 
presented. The econometric model is provided which incorporates the effect of exchange rate 
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fluctuations into the demand system. The data used is described for the case of fresh tomato 
consumption in the U.S Market in the1990 -2014 period. The empirical results are described for 
the model estimates. Limitations and further research are discussed. Finally conclusions are 
presented for the study. 
 
Background 
Tomatoes are the highest value fresh produce in the U.S. While the world’s leading 
producer is China, the U.S. is still an important producer and market for this product. Between 
2008 and 2009 about 37% of the U.S. consumption of this commodity has been from imports, 
which represents a 20% increase with respect to the early 1990’s (USDA:ERS, 2012). Before 
2010, domestically produced tomatoes held a larger U.S. market share than imports.  However, 
since 2010, imports from Mexico have accounted for the largest share of the market, with 
domestic production and other country imports accounting for the remaining market shares. 
Figure 3.1 below shows market shares by country for the 1991-2014 period (U.S. Department of 
Commerce, 2014, USDA: ERS, 2014). 
 
Figure 3.1: Market share percentage by country for U.S. tomato market. Source: authors’ 
calculations. 
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An important factor in the increased market share of Mexican tomatoes has been 
increased investment by producers in improved production technologies, such as greenhouse 
production, to increase quality and food safety, for produced vegetables (USDA: ERS, 2012). 
While Mexican tomatoes have the largest market share in terms of volume (for the 1991-2014 
period), they do not account for the highest prices in the market. Figure 3.2 below shows how, 
U.S. domestic tomatoes obtain the lowest prices, followed upward by Mexican tomatoes. 
Meanwhile, Canadian and Other country tomatoes obtain the highest prices (U.S. Department of 
Commerce, 2014; USDA: ERS, 2014).  
 
Figure 3.2. Prices received by country for tomatoes in the U.S. market. Source: authors’ 
calculations. 
 
From Figure 2 it can be noted that U.S. Domestic tomatoes have gone from $0.50 U.S. cents per 
kilogram to $1.00 U.S. Dollars per kilogram between 1991 and 2014. For the same period, 
Mexican tomatoes have gone from prices below $1.00/kg to prices above $1.00/kg mark between 
2008 and 2014. Canadian tomatoes, since 1993 have continued to increase in price from above 
$1.00/kg to $2.00/kg or more between 2006 and 2014. Tomatoes from the rest of the world had 
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prices below $1.00/kg in 1992, which steadily increased to $2.50/kg in 2006, and decreased to 
$1.50/kg U.S. between 2012 and 2014. 
Mexican tomatoes compete with domestic tomatoes produced in Florida during the winter 
and early summer season (October-June). Mexican produce is grown primarily in the State of 
Sinaloa, with a production peak in the winter and early spring months (December-April). 
Production declines and ends its season from May to June. Florida tomatoes have their peak of 
production in the April to May period. The season ends in June (USDA: ERS, 2012). Mexican 
tomatoes are shipped mostly to the western U.S., while Florida tomatoes are shipped mostly to 
the Eastern U.S.  Mexican tomatoes accounted for 43-68% of the U.S. market during their 
production peak (Cook and Calvin, 2005). Figure 3 below, shows that while U.S. tomato 
production has remained at roughly the same levels over the 1991-2014 period, there has been a 
steady increase in imports over the same period (U.S. Department of Commerce, 2014; USDA: 
ERS, 2014). 
 
Figure 3.3. U.S. Fresh tomato production volume vs. import volumes. Source: authors’ 
calculations. 
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From Figure 3.3 it can be noted that U.S. tomato production has fluctuated between 1.2 and 1.6 
million metric tons between 1991 and 2014. The highest levels of U.S. tomato production where 
achieved in 2005 at 1.8 metric tons. U.S. tomato imports increased from 0.4 to almost 1.6 million 
metric tons between 1991 and 2014. In 2010, imports began surpassing U.S. tomato production 
in terms of market share. This tendency continued into 2014, with imports accounting for a larger 
portion of the available produce in the U.S. market. 
Historically, tomato trade with the U.S. has included the presence of trade conflicts. In 
particular, dumping accusations have been directed towards Mexican tomato producers by U.S. 
producers. In 1978, three producer groups from Florida filed an anti-dumping case against winter 
produced vegetables from Mexico with the U.S Department of Commerce. No evidence was 
found to support that dumping was taking place, and the case was dropped (Bredahl et al, 1987). 
Another lawsuit was filed in 1996 by Florida producers with the U.S. International Trade 
Commission (USITC) who accused Mexican tomatoes of being a threat to the domestic tomato 
industry. The USITC found that the possibility existed for Mexican tomatoes to cause material 
injury to domestic production and proposed the implementation of anti-dumping tariffs. However, 
in December of the same year, Mexican producers and the U.S. Department of Commerce 
reached an agreement to suspend the ongoing USITC anti-dumping investigation. Mexican 
producers voluntarily agreed to reduce their production levels and also agreed to a minimum 
reference price (price floor) of $0.4647/kg, which came into effect in May, 1997 (U.S. Department 
of Commerce, 1997). In 1998, a new suspension agreement came into effect due to the rise of 
additional regions in Mexico being able to produce tomatoes during the summer season (July-
October). This resulted in two new price floors: $0.4647/kg in the winter (November-June), and 
$0.3792/kg in the summer. In 2002, the refusal of some producers in Mexico to comply with the 
volume restrictions imposed by the suspension agreement nearly caused a new anti-dumping 
investigation. However, in December 2002, a new suspension agreement was reached (Baylis 
and Perloff, 2010). In 2008, the agreement was updated with a higher winter price floor of 
$0.4782/kg (USDA;ERS, 2012). In March 2013, a new agreement was reached with price floors 
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separated by production environment used. Price floors of  $0.6834/kg and $0.5418/kg were set 
for winter and summer respectively for tomatoes that were produced in open fields or adapted 
environments (such as shaded areas). Also, price floors of $0.9038/kg and $0.7167/kg per 
kilogram for winter and summer tomatoes were set for controlled (greenhouse) environment 
production. Specialty varieties also received price floors of $1.3007 and $1.0315 per kilogram for 
winter and summer specialty variety packaged tomatoes. Specialty variety tomatoes that were 
sold loose received winter and summer price floors of $0.9921 and $0.7866 per kilogram 
respectively (USDA: ERS, 2013).  
The reference prices for Mexican tomatoes did not represent a lower bound for the 1991-
2014 period. Figure 3.4 below shows that, at least at monthly aggregation levels, prices always 
have been above the price floors in the U.S. market for fresh tomatoes all varieties of fresh, 
greenhouse produced, Cherry, Grape, and Roma tomatoes (U.S. Department of Commerce, 
2014; USDA: ERS, 2014). 
 
Figure 3.4: Mexican tomato prices in the U.S. market and price floors. Source: authors’ 
calculations. 
 
Since 1997, overall tomato prices have been above the price floors for all varieties (Figure 4).  
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Even during the summer months of 2002 when Roma and fresh tomatoes had prices below 
$0.50/kg, they were still above the price floor of $0.37/kg. Other varieties have historically 
reached higher prices than fresh and Roma tomatoes; therefore, the prices were always above 
the price floor. It can be seen from Figure 4 that (on a monthly basis) for the 1990-2014 period 
there is no evidence in the data that the price floors have represented a lower bound for the 
prices of tomatoes in the U.S. Market. 
Given the situation described by Figure 4, it is difficult to hypothesize that the price floors 
for imported Mexican tomatoes have resulted in a binding effect on the received prices for 
Mexican producers. There is no evidence in the data that the price floors represented the actual 
lower bound of prices during the period in which the price floors have been in effect. Therefore, it 
is difficult to argue that these policies have had any effect on trade that may be discernable from 
a descriptive view of the data. However, another policy event that could have an effect on the 
demand for tomatoes in the U.S. is the exchange rate fluctuations between the U.S. Dollar and 
the Mexican Peso, and the U.S. Dollar and the Canadian Dollar. Figure 3.5 shows how the 
nominal exchange rate has varied for each of these two countries with respect to the U.S. Dollar 
(USDA: ERS, 2015). 
 
Figure 3.5: Nominal exchange rate index for Mexico and Canada with respect to U.S: Source: 
authors’ calculations.  
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From Figure 3.5, while the U.S. Dollar-Canadian Dollar exchange rate has remained relatively 
stable, the Mexican Peso has declined in value with respect to the U.S. dollar since 1995, which 
may have caused export volumes to increase as Mexican producers seek to obtain larger profits 
from exchange rate differences, given lower prices in the market. 
Considering the above, understanding the U.S. fresh tomato market requires accounting 
for the effect that exchange rate fluctuations may have on import demand. As Brown and Lee 
(2002) describe, the addition of preference variables (such as exchange rate fluctuations) will 
have “adjusted” price effects on demand. These “adjusted” changes to demand represent the 
combined effect of commodity prices and exchange rate fluctuations. Therefore, this study 
focuses on estimating a demand system that accounts for this additional effect from exchange 
rates fluctuations on the demand for fresh tomatoes in the U.S. Market. The approach in this 
study extends upon Brown and Lee’s (2002) and Acharya and Schmitz (2004) work by 
developing a model that can account for more than one exchange rate in the demand system. 
This addition provides further insight into the effects exchange rates can have in the demand for 
food commodities in a given market, while remaining consistent with the utility theoretic basis of 
the differential demand system employed. 
 
Theory 
Understanding the demand for imported food commodities, in particular fresh produce, 
has mostly entailed the application of demand systems. Most research efforts have been based 
on the application of demand systems and testing their appropriateness as specifications based 
on demand theory derived from utility maximization. Few studies provide extensions to account 
for additional factors that could affect demand. Schmitz and Seale (2002), while looking at 
Japanese fresh produce consumption, focused on the application of a general model to 
determine the appropriateness of specifications such as the Rotterdam model, the Central 
Bureau of Statistics (CBS) model, the Almost Ideal Demand System (AIDS), or the Natural 
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Bureau of Research (NBR) model.  VanSickle and Seale (2002), while looking at the consumption 
of fresh tomatoes in the U.S., tested a differential demand system, the AIDS, and the Double-log 
models to estimate the import demand for this commodity depending on its country of origin. 
Similar applications can be found in Grant et al (2010), Seale (2013), and Asci et al (2016), in 
which the demand system were extended to account for monthly data which could control for 
seasonality effects present in fresh produce data. While these efforts have provided evidence for 
the appropriateness of applying a demand systems approach to model the consumption of fresh 
produce in different cases, they still do not provide modeling approaches to control for other 
determinants of demand that could be confounded within the effects of the prices of the 
commodities themselves. 
Some researchers have suggested that exchange rate fluctuation effects may be 
confounded within the import price effects themselves (Dornbush (1987); Froot and Klemperer 
(1989); Goldenberg and Knetter (1997)). Following this argument, Brown and Lee (2002) adapted 
the notion of confounded effects when looking at the effect of women labor participation in the 
demand for fresh citrus, finding evidence for the presence of such an effect. Following this notion 
Acharya and Schmitz (2004) found evidence for the presence of an effect of exchange rates 
within import prices. Looking at the demand for imported apples in several countries, this study 
estimates only an individual exchange rate effect in a differential demand system. The model 
below builds upon similar work by Valdez-Lafarga and Schmitz (2016) to extend the application of 
a demand system to account for the effect of multiple exchange rates within a single system 
avoiding the need to estimate separate systems for each single exchange rate to be analyzed.   
 
Econometric model 
Following Theil’s (1965) differential demand system, and the modifications proposed by 
Brown and Lee (2002) the differential demand system proposed here begins by solving the 
following utility maximization problem: 
Maximize 𝑢 = 𝑢(𝑞, 𝑧)        
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                                                               Subject to 𝑝′𝑞 = 𝑚                                                          (1) 
Where 𝑢 is a utility function with the usual properties, 𝑝 and 𝑞 are price and quantity vectors, with 
𝑚 representing total expenditure. The vector 𝑧 represents a set of preference variables, which 
affects the utility function along with prices and income. Obtaining the first order conditions for this 
utility maximization problem, and applying total differentiation allows one to obtain the following 
demand functions: 
𝑈𝑑𝑞 − 𝑝𝑑𝜆 = 𝜆𝑑𝑝 − 𝑉𝑑𝑧         
                                                                     𝑝′𝑑𝑞 = 𝑑𝑚 − 𝑞′𝑑𝑝                                                     (2) 
Solving (2), by using Barten´s fundamental matrix, it is possible to obtain the income 
compensated demand equations: 
                                                      𝑑𝑞 =
𝜕𝑞
𝜕𝑚
= (𝑑𝑚 − 𝑞′𝑑𝑝) + 𝑆(𝑑𝑝 −
𝑉𝑑𝑧
𝜆
)                                     (3) 
Where 𝜕𝑞 𝜕𝑚⁄ = 𝑈−1𝑝 𝑝𝑈−1𝑝⁄  ,  𝜕𝜆 𝜕𝑚⁄ = 1 𝑝𝑈−1𝑝⁄ , and 𝑆 = 𝜆𝑈1 −
(𝜕𝑞 𝜕𝑚⁄ )(𝜕𝑞 𝜕𝑚⁄ )′(𝜆 (𝜕𝜆 𝜕𝑚⁄ )⁄ ). The most important result from (3) is that the effect of the 
preference variables (exchange rates) can be written as: 𝜕𝑞′ 𝜕𝑧⁄ = −𝑆𝑉/𝜆. Following this result, 
Brown and Lee (2002) propose that a modified differential demand system can be written as: 
                                       𝑤𝑖𝑑𝑙𝑛𝑞𝑖 = 𝜃𝑖𝑑𝑙𝑛𝑄 + ∑ 𝜋𝑖𝑗𝑑𝑙𝑛𝑝 + 𝛽𝑖𝑑𝑙𝑛𝑧𝑗      i=1, 2, …., n                         (4) 
For the system of demand equations (4) 𝑤𝑖 = 𝑝𝑖𝑞𝑖/𝑚 is the budget share for good i; 𝜃𝑖 =
𝑝𝑖(𝜕𝑞𝑖 𝜕𝑚⁄ ) is the marginal budget share; 𝑑𝑙𝑛𝑄 = ∑ 𝑤𝑖𝑑𝑙𝑛𝑞𝑖 is the Divisia volume index; 𝜋𝑖𝑗 =
(𝑝𝑖𝑝𝑗 𝑚⁄ )𝑠𝑖𝑗 is the Slutsky coefficient, and 𝑠𝑖𝑗 = ((𝜕𝑞𝑖 𝜕𝑝𝑗⁄ ) + (𝑞𝑗𝜕𝑞𝑖 𝛿𝑚⁄ )) is the (𝑖, 𝑗)
𝑡ℎ element of 
the substitution matrix S; 𝛽𝑖 = 𝑤𝑖(𝜕𝑙𝑛𝑞𝑖 𝜕𝑧⁄ ) is the exchange rate coefficient. The theoretical 
restrictions for this system of demand equations can be written as (Brown and Lee, 2002): 
                                                         Adding up:  ∑ 𝜃𝑖𝑖 = 1      ∑ 𝜋𝑖𝑗𝑖 = 0    ∑ 𝛽𝑖𝑖 = 0;                    (5) 
                                                    Homogeneity:  ∑ 𝜋𝑖𝑗𝑗 = 0;                                                          (6) 
                                                         Symmetry: 𝜋𝑖𝑗 = 𝜋𝑗𝑖                                                              (7) 
Coefficients 𝜃𝑖 and 𝜋𝑖𝑗 are considered constants in the Rotterdam Model. However it may be not 
appropriate to treat 𝛽𝑖 as constants, since 𝜕𝑞 𝜕𝑧′⁄ = −𝑆𝑉 𝜆⁄ . Resulting estimates may not satisfy 
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the restrictions on demand described by (5), (6) and (7). Instead the following specification is 
employed: 
                                                          𝛽𝑖 = ∑ −𝜋𝑖ℎ𝛾ℎℎ    i=1,2,….,n                                                  (8) 
Where 𝛾ℎ = 𝜕ln (𝜕𝑢 𝜕𝑞ℎ⁄ ) 𝜕𝑙𝑛𝑧⁄  is the elasticity of the marginal utility of good h with respect to 
preference variable z. Adding-up and other restrictions can be imposed on 𝛾𝑖 instead of the 𝛽𝑖. 
Therefore, (4) can be estimated directly by eliminating the nth equation and performing an 
iterative seemingly unrelated regression on the system: 
                             𝑤𝑖𝑑𝑙𝑛𝑞𝑖 = 𝜃𝑖𝑑𝑙𝑛𝑄 + ∑ 𝜋𝑖𝑗[𝑑𝑙𝑛𝑝𝑗 − 𝑑𝑙𝑛𝑝𝑛 − 𝛾𝑗
𝑛𝑑𝑙𝑛𝑧𝑗=1…𝑛−1 ], i=1,…., n-1           (9) 
Where 𝛾𝑗
𝑛 = 𝛾𝑗 − 𝛾𝑛. System (9) can be viewed as a relative version of the differential demand 
system modified to account for the effect of exchange rates, while (4) can be viewed as an 
absolute version of the same system also modified to account for the effects of exchange rates.  
According to Acharya and Schmitz (2004), the first term following the Slutsky coefficient 
describes the jth product’s actual price change, to which the impact of the exchange rate on the 
jth product’s marginal utility relative to the nth product’s price change, and the impact of the 
exchange rate on the nth product’s marginal utility is subtracted.  
Actual estimation of system (9) yields a reduced form for the coefficients 𝛽𝑖 associated 
with 𝑑𝑙𝑛𝑧. However, this coefficient is comprised of j-1 components that take the form described 
by (8). Also, individual 𝛾𝑗 parameters cannot be identified from system (9). Instead a linear 
combination of them is recoverable from 𝛽𝑖 through the relationship: 
                                                              (𝛾∗ − 𝑡𝛾𝑛) = −𝜋
∗−1𝛽∗                                                     (10) 
Where 𝛾∗ = (𝛾1 … . 𝛾𝑛−1), 𝜋
∗ = (𝜋1 … . 𝜋𝑛−1), 𝛽
∗ = (𝛽1 … . 𝛽𝑛−1), and t is the summation vector. 
   Given that gammas cannot be directly estimated for system (9) in our routines, they can 
be recovered from the relationship 𝛽𝑖 = −𝜋𝑖𝑗𝛾𝑖. It is also important to note, that adding up 
restrictions can be imposed on 𝛾𝑖, allowing for 𝛽𝑖s that are not constant, this allows us to properly 
represent the effect of exchange rates as an adjustment to the effect of prices. 
To calculate the Slutsky compensated elasticities from the estimated parameters it is 
possible to use the relationships: 
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                                                               𝜂𝑖 = 𝜃𝑖 𝑤𝑖⁄                                                                      (11) 
                                                              𝑆𝑖𝑗 = 𝜋𝑖𝑗 𝑤𝑖⁄                                                                     (12) 
                                                               𝐸𝑖 = 𝛽𝑖/𝑤𝑖                                                                     (13) 
The elasticities are calculated at the sample mean budget share within the time period of the 
data. Relationship (11) represents the conditional expenditure elasticity for each good i. This 
measure indicates consumers’ propensity to purchase the good, increased consumer incomes 
will result in increased consumption of the good if the measure is greater than one. Below one, 
consumption of the good decreases as income increases. Relationship (12) represents the 
conditional compensated price elasticities for each of the goods with respect to themselves and 
other goods. These measures indicate the percentage response in quantities demanded from a 
one percent change in price (holding real expenditures on the good constant). Above one the 
good is price elastic, while below one the good is price inelastic. For the case of Slutsky price 
elasticities of a good with respect to the prices of other goods (when  𝑖 ≠ 𝑗), a positive sign 
indicates that the two products are substitutes. On the other hand, a negative sign indicates the 
products are complements. Relationship (13) represents the conditional compensated exchange 
rate elasticities for each good. This measure indicates the preference for a product given 
percentage changes in exchange rates. Goods with a positive signed exchange rate elasticity will 
be preferred to those with a negative signed exchange rate elasticity. This measure accounts for 
the effect that exchange rate fluctuations may have on the demand for the commodity.   
For the estimation of the differential demand system described above, it is necessary to 
drop one of the equations in the model when estimating the parameters  𝜃𝑖 and 𝜋𝑖𝑗. Barten (1969) 
suggests that an arbitrary equation be dropped given that the system is singular. Therefore, the 
system is estimated for n-1 equations through iterative seemingly unrelated regression (SUR), 
which is done through an available procedure in the STATA statistical software. Restrictions are 
needed for proper estimation of the parameters. First, constants are restricted to zero to satisfy 
the adding up condition from demand theory. Homogeneity and Slutsky symmetry are imposed 
during estimation. Using a STATA macro loop with constraint functions, compensated price 
   58 
effects 𝜋𝑖𝑗 are restricted to add up to zero (imposing adding-up and homogeneity restrictions for 
these parameters). For Slutsky symmetry, another STATA macro loop and constraint functions is 
defined to force the equality of corresponding off-diagonal terms in the compensated price effect 
matrix.  
Standard errors for the 𝛾𝑗
𝑛 parameters were obtained by directly applying the relationship 
𝛽𝑖 = −𝜋𝑖𝑗𝛾𝑖 between the matrix of price parameters 𝜋𝑖𝑗 and the matrix of 𝛽𝑖 exchange rate 
parameters; therefore, letting Π be the matrix of price parameters and Β the matrix of exchange 
rate parameters, parameters 𝛾𝑗
𝑛 are obtained as: 
                                                          𝛾𝑗
𝑛 = Π−1Β                                                                          (14) 
Relationship (14) was calculated in STATA, in a term by term basis, using the “nlcom” command 
in order to obtain the standard errors for each non-linear combination of parameters that 
comprises the calculation to obtain one of the gamma parameters. 
 
Data 
Monthly fresh tomato quantity imports by country of origin, and value (in U.S. Dollars) 
were obtained from the U.S. Department of Commerce in its U.S. Imports of Merchandise 
database for the years 1990 through 2014. The database consists of monthly records of the 
amount, value, entry point unit of measure, origin, and import fees paid for all merchandise 
imported by the U.S. These records are available as monthly compact discs. The original records 
are in Dbase III format (.dbf) for the year 1990-2008, and in text format (.txt) for the years 2009-
2014. Data correspondence was maintained through inspection of field definitions between each 
format. Table 3.1 in Appendix B lists the 10 digit USITC commodity codes selected for imports of 
fresh tomatoes and their description in the database. The complete list of all countries the U.S. 
has imported tomatoes from, since 1990 are Mexico, Canada, The Netherlands, Belgium, Israel, 
Dominican Republic, Mozambique, New Zealand, Niger, Norway, Poland, Somalia, Spain, 
Sweden, Switzerland, Thailand, Trinidad and Tobago, United Kingdom, Venezuela, Argentina, 
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Bahamas, Botswana, Brazil, Chile, Colombia, Costa Rica, Denmark, Ecuador, France, Gaza 
Strip, Germany, Guatemala, India, Italy, Luxemburg, Mauritius, and Morocco.  
This study separates imports of tomatoes in the U.S. Market from participating countries 
in the North American Free Trade Agreement (NAFTA), Mexico and Canada are the only 
disaggregated countries analyzed individually (whom account for the largest share of imports), 
while tomatoes from other countries were aggregated into a Rest of the World group (ROW). 
Domestic tomato production and prices were obtained from shipping-point reports from the USDA 
ERS (2014) from 1990 to 2010. Data after 2010 were obtained from daily shipping point reports 
by the USDA: Agricultural Marketing Service (2015). These two sources were aggregated into 
monthly observations similarly to Asci et al (2016) by aggregating all varieties of tomatoes by their 
country of origin. 
Data for nominal exchange rates between the U.S. and Mexico (U.S. Dollars/Mexican 
Pesos), and the U.S. and Canada (U.S. Dollars/ Canadian Dollars) were obtained from the USDA 
ERS website for the period of 1990 – 2014.  
 
Results 
An initial estimation of a differential demand system (Rotterdam model without the 
inclusion of exchange rates) was conducted to test the adherence of data to theoretical 
restrictions for demand equations. In addition this model serves as a base to test the 
appropriateness of including exchange rates to explain the demand for fresh tomatoes in the U.S. 
Market. Tomatoes from each country are treated as separable from other goods; therefore, the 
demand system is conditional on expenditure allocated to the tomatoes from the countries 
studied. On the basis of the theory of rational random behavior, the Divisia volume index is 
treated as independent from the error term for each equation for the tomatoes from a given 
country (Brown and Lee 2002, Theil 1975, 1976, 1980b; Brown, Behr and Lee, 1994). Estimation 
of the model was conducted by dropping the Rest of the World group equation, and obtaining 
   60 
their parameters from the adding up restrictions (5). The model parameter estimates where the 
following: 
Table 3.2 
 
Rotterdam model without exchange rates: conditional parameter estimates for U.S. import 
demand for fresh tomatoes from selected countries for the period 1991-2014,  
Parameters 
  Price (𝜋𝑖𝑗)  
Country Mexico Canada U.S. ROW Marginal 
Shares (𝜃𝑖) 
Mexico -0.0914*** 
(0.0120) 
0.0049 
(0.0035) 
0.0842*** 
(0.0117) 
 0.0022 
(0.0020) 
0.3718*** 
(0.0476) 
 
Canada  -0.0194*** 
(0.0047) 
0.0108*** 
(0.0025) 
0.0036 
(0.0022) 
0.0358*** 
(0.0089) 
 
U.S.   -0.1007*** 
(0.012) 
0.0057*** 
(0.0015) 
0.5786*** 
(0.0484) 
 
ROW    -0.011*** 
(0.0017) 
0.0137** 
(0.0056) 
“*”,“**”, “***” stand for statistical significance at 10%, 5%, and 1% respectively  
 
 
From Table 3.2, Domestic tomatoes account for the largest share of expenditures while imports 
from Mexico account for the second largest. All expenditure shares are statistically significant (at 
5% and 1% levels). For the Slutsky own price parameters, all own-price parameters are negative 
(and significant at a 1% level), in accordance with demand theory. All cross-price parameters are 
positive as to be expected. It is important to note that the cross-price effects between domestic 
tomatoes and imported tomatoes are significant (1% level) which provides evidence to support 
the hypothesis that there is a significant differentiation between domestic tomatoes and foreign 
tomatoes. 
To test homogeneity and symmetry in the initial Rotterdam (which does not include 
exchange rates) a log-likelihood ratio test was conducted. The obtained log-likelihood values for 
the initial models are presented in table 3.3 below. 
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Table 3.3  
 
Log-likelihood values of Rotterdam demand systems estimated for U.S. import demand for fresh 
tomatoes from selected countries for the period 1991-2014. 
Model Restriction Log-likelihood value 
Mexico, Canada, US, 
ROW 
Mexico, Canada, US, 
ROW 
Unrestricted 1920.85 
 
Homogeneity and Symmetry 1912.84 
 
The test statistic for the log-likelihood ratio test is defined as: 
                                                   𝐿𝑅𝑇 = 2[𝐿𝑜𝑔𝐿(𝜃∗) − 𝐿𝑜𝑔𝐿(𝜃)]                                                  (14) 
Where 𝜃∗ represents a vector of parameter estimates without restrictions, while 𝜃 is a vector of 
parameter estimates with restrictions imposed. The expression  𝐿𝑜𝑔𝐿(∗) represents that the 
values of the log-likelihood function for each model (Harvey, 1990). The value of the test statistic 
is compared to a critical value of 𝜒2(𝑞), where 𝑞 is the number of restrictions imposed. The value 
of 𝑞 for a model with homogeneity and symmetry imposed would be as follows: 
                                                             𝑞 = (𝑐 − 1) + (
(𝑐−1)(𝑐−2)
2
)                                                 (15) 
Where 𝑐 represents the number of countries analyzed in the model. For this case, the number of 
countries is four; therefore, the value of 𝑞 is six 6, which gives a critical value of 12.59, for a 5% 
significance level, and a critical value of 16.81 for a 1% significance level. With a test statistic 
value of 16.02, there is no evidence at the 1% level to reject homogeneity and symmetry. 
Therefore, it is within reason that the resulting demand systems will adhere to utility theory. 
The Slutsky (compensated) price elasticities of demand are:  
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Table 3.4 
 
Conditional expenditure and Slutsky (compensated) price elasticity estimates for U.S. import 
demand for fresh tomatoes from selected countries for the period 1991-2014. (Rotterdam model 
without exchange rates) 
    Cross-Price Elasticities 
Country Expenditure 
Elasticities 
Own-Price 
Elasticities 
Mexico Canada U.S. ROW 
Mexico 1.071*** -0.263*** -- 0.014 0.242*** 0.006 
 
Canada 0.478*** -0.259*** 0.065 -- 0.145*** 0.049 
       
U.S. 1.039*** -0.181*** 0.151*** 0.019** -- 0.010*** 
       
ROW 0.633** -0.540*** 0.105 0.169 0.265*** -- 
“*”,“**”, “***” stand for statistical significance at 10%, 5%, and 1% respectively  
 
 
In Table 3.4 we find that: tomatoes from Mexico are expenditure elastic, Canadian tomatoes are 
expenditure inelastic, domestic tomatoes are expenditure elastic, and tomatoes from the rest of 
the world are expenditure inelastic. Therefore, increased expenditures in tomatoes overall will 
result in increased purchases of Mexican and domestic tomatoes, and decreased purchases of 
Canadian and rest of the world tomatoes. Tomatoes from all countries and domestic tomatoes 
are own-price inelastic. In addition, domestically produced tomatoes are substitutes with respect 
to other countries tomatoes, which is to be expected. Without accounting for exchange rates, the 
general result is that while demand for fresh tomatoes in the U.S. market is not price elastic, it is 
income (expenditure) elastic with tomatoes from the U.S. and Mexico benefiting from increased 
U.S. consumer expenditures in these commodities. However, this initial model does not account 
for the effect of exchange rates which is discussed below. 
To account for the effect of exchange rates on the demand for fresh tomatoes, two 
different versions of the modified differential demand system were estimated. An absolute version 
of the model is described by equation system (4), and a relative version of the model is described 
by equation system (9). As in the case of the models without exchange rates, models (4) and (9) 
treat tomatoes from each country as separable goods, and the Divisia Stone index as 
independent from the error term in each of the country’s tomatoes demand equation. However, 
these models also account for the effect of exchange rates (U.S. dollars/ Mexican Peso, and U.S. 
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Dollars/ Canadian dollar) which are introduced into the vector z as described in equation systems 
(4) and (9). 
     To test the inclusion of the exchange rate variables in the model, a log-likelihood ratio test is 
conducted. The null hypothesis of this test is that exchange rates should not be included in the 
model. The test statistic is equal to twice the difference between the log-likelihood values of the 
restricted (homogeneity and symmetry imposed) model without exchange rates, and the model 
with exchange rates (also with homogeneity and symmetry imposed). This test statistic is 
asymptotically distributed as a chi-square statistic with the number of degrees of freedom being 
equal to the number of restrictions. In this case the number of restrictions is equal to the number 
of 𝛾𝑗
𝑛parameters that have been set to zero. In our case, six gamma parameters were introduced 
into the unrestricted model, therefore the number of restrictions for the restricted model are 
associated with a critical value of 12.59 at the 5% level. With a test statistic value equal to 70.72, 
the test rejects the exclusion of the exchange rate parameters at the 5% level. Therefore there is 
evidence to suggest including the exchange rates in the model. 
Both systems, (4) and (9) under the assumption of homogeneity and symmetry produce the same 
parameter estimates. Results for both are presented below. 
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Table 3.5  
 
Differential demand  parameter estimates of U.S. import demand for fresh tomatoes from 
selected countries for the period 1990-2014, models including exchange rates (Equation 
systems (4) and (9)) 
Price Parameters and Marginal Share Parameters 
 Price (𝜋
𝑖𝑗
)  
Country Mexico Canada U.S. ROW Marginal 
share (𝜃𝑖) 
Mexico -0.0894*** 
(0.0119) 
0.0052 
(0.0034) 
-0.0811*** 
(0.0114) 
0.0030 
(0.0019) 
0.3374*** 
(0.0467) 
Canada  -0.0185*** 
(0.0046) 
-0.0101*** 
(0.0024) 
0.0031 
(0.0022) 
0.0297*** 
(0.0088) 
U.S.   -0.098*** 
(0.0114) 
0.007*** 
(0.0014) 
0.6165*** 
(0.0464) 
ROW    -0.0139** 
(0.0017) 
0.0162** 
(0.005) 
Exchange rate parameters 
Parameter Mexico Canada U.S. ROW  
𝛽
𝑀𝑋
 -0.1649** 
(0.0341) 
-0.027*** 
(0.0064) 
0.207*** 
(0.0338) 
-0.0143** 
(0.0039) 
 
𝛽
𝐶𝐴𝑁
 0.0870 
(0.0743) 
0.0178 
(0.0139) 
-0.068 
(0.0737) 
-0.03** 
(0.0085) 
 
𝛾
𝑀𝑋
 -0.021 
(0.533) 
-0.392 
(0.551) 
2.03** 
(0.407) 
 
 
 
𝛾
𝐶𝐴𝑁
 3.17** 
(0.987) 
3.07** 
(0.998) 
2.22** 
(0.407) 
 
 
 
“***”,“**”,”*” stand for statistical significance at 1%, 5%, and 10% respectively 
 
From Table 3.5 we find that compared to the differential demand system with no 
exchange rates, the expenditure shares (𝜃𝑖) remain largely similar. Domestic tomatoes hold the 
largest expenditure share followed by imports from Mexico, Canada, and the rest of the world 
respectively. All Slutsky own-price parameters are negative, as expected from theory (and 
statistically significant), while cross-price parameters are positive as expected. The reduced form 
coefficients 𝛽𝑀𝑋 for the exchange rate between the Mexican Peso and the U.S. dollar are all 
statistically significant. These coefficients are negative for tomatoes from other countries, while it 
is positive for U.S. domestic tomatoes; therefore, an appreciation of the Mexican peso with 
respect to the U.S. Dollar results in a negative effect on consumption of tomato imports while it 
has a positive effect on the consumption of U.S. domestic tomatoes. For the exchange rate 
between the Canadian Dollar and the U.S. Dollar, the reduced form 𝛽𝐶𝐴𝑁 coefficients are only 
statistically significant for the Rest of the World group of tomatoes. The coefficient for this case 
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was also negative; therefore, tomatoes from the Rest of the World group will be negatively 
affected by an appreciation of the Canadian Dollar with respect to the U.S. Dollar. 
 Estimates for the structural coefficients 𝛾𝑗
𝑛are also shown in Table 3.5 to further indicate 
how both exchange rates considered in the model affect the marginal utilities of tomatoes from 
different countries. Columns 𝛾𝑀𝑋 and 𝛾𝐶𝐴𝑁 show the estimates obtained from model (9), with the 
base elasticity of marginal utility with respect to each exchange rate being for the Rest of World 
group of tomatoes. The estimate in the table for the tomatoes of a given country is that 
commodity’s elasticity of marginal utility with respect to a given exchange rate minus the elasticity 
of marginal utility with respect to exchange rates for the Rest of the World group of tomatoes. The 
estimates suggest that the elasticity of marginal utility with respect to the Mexican Peso – U.S. 
Dollar exchange rate for U.S. domestic tomatoes was significantly higher than the elasticity for 
tomatoes from the Rest of the World group. The elasticity of marginal utility with respect to the 
Mexican Peso-U.S. dollar exchange rate for tomatoes from other countries was not statistically 
different from the elasticity for the Rest of the World group tomatoes. The elasticities of the 
marginal utility with respect to the Canadian Dollar-U.S. Dollar exchange rate were significantly 
higher for all countries when compared to the elasticity for the Rest of the World group of 
tomatoes. 
The Slutsky (compensated) elasticities for models (4) and (9) are: 
Table 3.6  
 
Conditional expenditure and Slutsky (compensated) price elasticity estimates for U.S. import 
demand for fresh tomatoes from selected countries for the period 1991-2014. Models (4) and 
(9). 
   Cross-price elasticities 
Country Expenditure 
elasticities 
Own-price 
elasticities 
Mexico Canada U.S. ROW 
Mexico 0.972** -0.257** -- 0.069 0.145** 0.141 
Canada 0.397** -0.248** 0.015 -- 0.018** 0.146 
U.S. 1.107** -0.177** 0.023** 0.135** -- 0.354** 
ROW 0.750** -0.643** 0.008 0.042 0.013** -- 
“**” stands for statistical significance at 5% level 
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From Table 3.6 we see that domestic tomatoes are expenditure elastic, while imported tomatoes 
are expenditure inelastic. Therefore, if expenditures on tomatoes increases overall, the marginal 
budget share for U.S. domestic tomatoes will increase, while the marginal budget share will 
decrease for tomatoes from all other countries. Tomatoes from any origin are own-price inelastic, 
and are substitutes among one another as is evident based on the positive sign of the cross-price 
parameters (in Table 3.5). The sign of the cross-price elasticities, when compared to the model 
without exchange rates, reveals that domestic tomatoes still have a significant substitution 
relationship with tomatoes from other countries. 
 The exchange rate elasticities for models (4) and (9) are: 
Table 3.7 
 
Exchange rate elasticity for U.S. import demand for fresh tomatoes from selected countries for 
the period 1991-2014. Models (4) and (9). 
Country 𝛽
𝑀𝑋
 𝛽
𝐶𝐴𝑁
 
Mexico -0.475** 0.250 
Canada -0.372** 0.238 
U.S. 0.372** -0.122 
ROW -0.660** -1.691** 
“**” stands for statistical significance at 5% level 
 
From Table 3.7, we also find that elasticities of demand with respect to the exchange rate 
between the Mexican peso and the U.S. dollar are statistically significant (𝛽𝑀𝑋 column). 
Elasticities with respect to this exchange rate are positive for U.S. domestic tomatoes, and 
negative for tomatoes from the rest of the world. This result suggests that an appreciation of the 
Mexican Peso with respect to the U.S. Dollar will result in increased consumption of U.S. 
domestic tomatoes, while decreasing the consumption of imported tomatoes from all other 
countries. Interestingly, an appreciation of the Mexican Peso with respect to the U.S. Dollar can 
have an overall negative effect on demand for imported tomatoes in the U.S. It can be expected 
that a depreciation of the Dollar would have a tendency to reduce imports. The elasticities of 
demand with respect to the exchange rate between the Canadian Dollar and the U.S. Dollar (𝛽𝐶𝐴𝑁 
column) are only statistically significant for the case of demand for tomatoes from the Rest of the 
World group. Demand for tomatoes for the Rest of the World group would decrease if the 
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Canadian Dollar appreciated with respect to the U.S. Dollar. This result provides further indication 
that the depreciation of the U.S. Dollar with respect to other exchange rates could result in an 
overall reduction of imports within the Tomato category. It can be argued that tomato exporting 
countries will benefit from the U.S. Dollar appreciating with respect to their currencies given that it 
would result in an increased demand for imports of this commodity. 
 
Limitations and Further research 
     Further research could attempt imposition of further restrictions on the gamma parameters. 
Given that in the case of U.S. Dollar – Mexican Peso exchange rate only the gamma parameter 
for the difference in elasticity of marginal utility with respect to the exchange rate between the 
U.S. and the Rest of the World was statistically significant, it may be possible to further restrict 
the model. Brown and Lee (2002), Acharya and Schmitz (2004), and Valdez-Lafarga and Schmitz 
(2016) imposed that the marginal utility of a good with respect to a preference variable z would 
be:  
                                                                 𝛾1
𝑛 = 𝛾1 and 𝛾𝑗
𝑛 = 0 for all j=2,..,n                               (16) 
Using relationship (16) the difference in the elasticity of marginal utility with respect to exchange 
rate between the excluded country (Rest of the World group in this case) and the other countries 
would be restricted to zero. Results could be then compared to the results obtained from model 
(9) and the inclusion of this restriction could be tested by a log-likelihood ratio test where the 
critical value would be asymptotically distributed chi-square with degrees of freedom equal to the 
number of parameters included in the unrestricted model minus the number of parameters in the 
restricted model. However, imposing non-linear constraints may require the usage of a different 
estimation routine depending on statistical software chosen. In addition it may not be pertinent to 
apply this same restriction for the case of the U.S. Dollar-Canadian Dollar exchange rate given 
that all gamma parameters in such case were significant. 
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Conclusions 
     Extending upon the work of Brown and Lee (2002), Acharya and Schmitz (2004), and the 
initial work by Valdez-Lafarga and Schmitz (2016), it was possible to estimate a modified 
differential demand system that allows for the introduction of any number of exchange rates at the 
same time. In this case two exchange rates were includes simultaneously in the model. Given 
that multiple exchange rates can be included within the model, the model can better account for 
the effect of exchange rates of different countries without the need to estimate separate models 
for each exchange rate.  Results indicated that the U.S. Dollar and Canadian Dollar exchange 
rate only exerted a significant effect on the demand of tomatoes from the Rest of World group 
tomatoes, but not for tomatoes of any other countries. However, results for the U.S.-Mexico 
currency exchange rate seem to follow expectations from theory. Therefore, there is statistical 
evidence to suggest that a stronger dollar may benefit imports from Mexico, even if increased 
expenditures in tomatoes overall might result in reduced consumption of tomatoes from Mexico. 
Mexican Tomatoes are almost expenditure elastic under the modified differential demand system, 
which could change in the future. For this reason, Mexican producers might continue to benefit 
from a continuing strong dollar with respect to the Mexican peso. Given the current results, 
overall demand for imported tomatoes in the U.S. market is expected to increase if the U.S. Dollar 
appreciates with respect to other currencies, as U.S. consumers can purchase more imports. On 
the other hand, a weakening of the U.S. Dollar with respect to other currencies will result in U.S. 
consumers demanding more domestic tomatoes as their ability to purchase imports would be 
reduced. The model itself however, might require further testing with more cases in order to fully 
assert its robustness with regard to any combination of exchange rates and countries.  
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CHAPTER 4 
RECREATIONAL VALUES ASSOCIATED WITH THE BOUDARY WATERS CANOE AREA 
WILDERNESS, A BAYESIAN APPROACH 
 
 
The Boundary Waters Canoe Area (BWCA) Wilderness is one of the most visited and 
largest wilderness areas within the U.S. According to the USDA Forest Service (2017) it has an 
approximate size of 1 million acres, and annual visitation of about 250,000 people. In addition, the 
wilderness has approximately 1175 lakes and about 190,000 acres of streams. The wilderness 
has 71 entry points registered by the USDA Forest Service (2017); within these entry points, the 
most important activity in the wilderness is canoeing, and to a lesser degree other activities such 
as motorized boating and hiking (Cole, 2015). While the 1978 BWCA Act establishes that the 
wilderness is under the Mining Protection Area Act. In October of 2009 PolyMet corporation 
presented a draft environmental impact statement for a proposed sulfide mining operation located 
near the communities of Babbitt which is located to the southwest of the BWCA. Given that the 
mining operation is considered close to the wilderness, several organizations have voiced 
concerns regarding the possibility of water contamination from the proposed mining activities 
(Marcotty, 2013). The objective of this study is to provide precise and contemporary measures of 
visitor valuation of the BWCA. 
 
Theory 
Valuing wilderness trips has long been accomplished using travel cost models.  While the 
travel cost model can be traced as far back as the work by Hotelling (1949), the primary focus 
here is the application the travel cost model to large systems of recreational demand.  
The original empirical application of the travel cost model was provided by Clawson and 
Knestch (1966), Burt and Brewer (1971), and Cicchetti et al (1969) which extended form a simple 
model to linear demand systems.  In subsequent work Shaw (1988) proposed to move to linear 
exponential systems of demand as these could address the fact that the recreational demand 
data necessarily used integer counts of trips. One cannot take a partial trip nor can one take a 
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negative trip.  Later work by Hellerstein (1991) extended the application of the count Travel Cost 
Method to pooled sites and to aggregate data on visitation using counts of   trips from U.S. 
counties to the Boundary Waters Canoe Area.   
A separate line of research examined the utility theoretic structure of linear exponential 
demand systems.  Further extending subsequent work with count data, LaFrance (1985), and von 
Haefen (2002) obtained the appropriate utility functions that can result in forms chosen for the 
demand function. Some applications of this approach can be found in the work by Englin, Boxall, 
and Watson (1998). 
von Haefen (2002)  shows that a complete structure of preferences cannot be recovered 
from an incomplete demand system since the incomplete demand system is only defined for the 
observed goods (all other goods are not observed within the incomplete demand system). 
However, he also shows that it is possible to recover a quasi-indirect utility function by applying 
the method described by Hausman (1981).  Hausman (1981) shows that a series of partial 
differential equations can be  solved to obtain the underlying quasi-indirect utility function. For the 
demand system described by count data the resulting quasi-indirect utility function would be: 
                       𝜑(𝒄,  𝒒,  𝐼,  𝛽) = 𝐼 − ∑ 𝛽0𝑐𝑘𝑘∈𝑁 −
1
2
∑ ∑ (𝛽1 + 𝛽𝑗)𝑐𝑘𝑐𝑗𝑗∈𝑁𝑘∈𝑁                                         (1)               
Where the indirect utility from visiting a site k is a function of a vector of costs of travel to the site 
and all other possible goods (any other activity) 𝒄. A vector of prices of all other possible goods 
with a non-explicitly specified demand 𝒒, the visitor´s income 𝐼, and a vector of structural 
parameters 𝛽. Solving the consumer maximization problem for the quasi-indirect utility function 
(1), and applying Roy’s theorem the resulting system of demand equations can be described as: 
                                     𝑦𝑖 = 𝑦𝑖(𝒄, 𝒒, 𝐼, 𝛽) = 𝛽0 + ∑ (𝛽1 + 𝛽𝑘𝑠𝑘)
𝑛
𝑘=1 𝑐𝑘 + 𝛾𝑖𝐼                                      (2) 
where  𝑦𝑖 is the ith visitor’s demand (number of trips) to site i, 𝛽0 is a constant term, and 𝑠𝑘 
represent particular site indicator variables. The vectors c, and q, and the income I are 
normalized by 𝜋(𝒒), a degree one homogeneous price index for all other possible goods, which 
ensures that the demand equations are homogeneous of degree zero in prices and income. 
Given that the demand equations in (1) are defined as a function of prices of the goods of interest 
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c, the prices of all other possible goods q, and income, the system of demand equations 
described by (1) is incomplete. In order for this incomplete system of demand equations to satisfy 
theoretical demand conditions for integrability, namely Slutsky symmetry, the parameters must 
satisfy various restrictions. For the intercept terms for sites j and k: 
                                                         𝛽0𝑗 = 𝛽0𝑘 (
(𝛽1𝑗+𝛽𝑖𝑗
)
(𝛽1𝑘+𝛽𝑘)
)                                                               (3) 
where (𝛽1𝑗 + 𝛽𝑖𝑗) and (𝛽1𝑘 + 𝛽𝑘) represent the own price coefficients for the sites j and k. (2) 
implies that only one intercept 𝛽0𝑘 may be estimated in the regression model. For the income 
effects the restrictions are: 
                                                                    𝛾𝑗 = 𝛾𝑘 = 𝛾                                                                 (4) 
from (4) all the income effects γ are considered to be the same, given that the trips are separable 
from all other possible goods; therefore, only a single income effect is considered within each 
demand equation (a single income effect for the trip). For the cross-price effects, restrictions are 
placed for all sites, namely: uncompensated cross price effects are all restricted to zero or: 
                                                              𝛽𝑗𝑘 = 0     for all 𝑗 ≠ 𝑘                                                      (5) 
while compensated cross price effects are non-zero, and are calculated from the Slutsky equation 
as: 
                                                             𝑠𝑖𝑗𝑘 = 𝑦𝑖𝑗
𝜕𝑦𝑖𝑘
𝜕𝐼𝑖
= 𝛾𝑦𝑖𝑘𝑦𝑖𝑗                                                      (6) 
where 𝑠𝑖𝑗𝑘 is the compensated substitution effect between sites j and k for individual i. 
Satisfying the conditions described by expressions (3) to (6) guarantees the demand 
system arises from utility functions with a closed-from solution, which is important to guarantee 
the utility theoretical validity of the demand system. LaFrance and Hanemann (1989) and von 
Haefen (2005) show the various welfare measures associated with this class of quasi-utility 
functions.  Given that the data used in this study is of the count type, the statistical modeling 
approaches appropriate for this data are discussed next. 
 
 
   74 
 Econometric model 
Given that the data at hand for this study is a census of all visitation to the BWCA 
wilderness from the zip codes in the U.S., a large amount of non-visitation (zero) observation are 
present in the data. Therefore, econometric approaches should account for this possibility. 
Zeroes in wilderness visitation count data may be generated by a wide range of reasons.  Given 
the tremendous preponderance of zeros in the data it is important to explicitly model the zero 
non-zero process.  People who live in some zip codes will simply never visit the site., However, in 
census type datasets, such as the one used in this study, it can be important for the researcher to 
answer the question as to what features may determine how likely it is that an individual may be a 
possible park visitor. To this end a two-part model that accounts for these particular features of 
the data can be appropriate.  Specifically, the two underlying data generating processes are the 
zero visitation generation process and  zero truncated count visitation process. An additional 
feature of count data sets that can be present is that, in spite of being discrete, and non-negative, 
it may not be fitted to the most basic count distribution (the Poisson). For the data to be fitted by 
the Poisson distribution the mean of the data and the variance of the data should be equal. 
However, in many wilderness visitation count data sets this feature may not hold, and the 
variance may be in fact larger than the mean. Therefore it is said that the data is over-dispersed, 
and may not be properly fitted by the Poisson distribution. The negative binomial distribution 
account for this feature of the data if it is resent. 
Within the statistics discipline, models that can account for the possibility of two data 
generating processes in a count response are the two part hurdle models. Following Mullahy 
(1986), a hurdle model partitions the model into a first part consisting of a binary process that can 
generate the positive counts and the zero counts, and a second part that generates only the 
positive counts. The first part of the model is estimated as a binary model, while the second part 
of it is estimated as a zero-truncated count model. From a general perspective these models can 
be conjoined in the following structure for their joint log-likelihood function (Hilbe, 2014): 
                                              ℒ = ln(𝑓(0)) + (ln(1 − 𝑓(0)) + 𝑙𝑛𝑃(𝑡))                                           (7) 
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where f(0) represents the probability of a zero count, and P(t) represents the probability of a 
positive count. Equation (7) states that the log-likelihood function of a hurdle model is the log of 
the probability of the response being equal to zero plus the probability of the log of it being equal 
to 1, plus the log of it being a positive count. A common specification for the binary part of the 
model is a logit specification which can be written as: 
                                                    𝑓(0) = 𝑃(𝑦 = 0; 𝑥) =
1
1+exp (𝑥𝑖
′𝛽𝑏)
                                                (8) 
for the probability that the response has a value of zero, while the probability that the response 
has a value of one (or 1-f(0)) is given by the expression: 
                                                                      
exp (𝑥𝑖
′𝛽𝑏)
1+exp (𝑥𝑖
′𝛽𝑏)
                                                                 (9) 
In both cases 𝑥𝑖 represents the explanatory variables for the binary component of the model, 
while 𝛽𝑏 represents the parameters for the binary component of the model. 
For the positive count part of the model, a zero-truncated count model is employed. Since 
it is a common occurrence that wilderness visitation data may be over-dispersed, other models 
should be applied that can relax the equality of mean and variance assumed by the Poisson 
distribution. In particular, the Negative Binomial model is a common choice to solve this issue. 
The zero-truncated version of the negative binomial model starts by defining the probability of a 
zero count as:  
                                                                    (1 + 𝛼𝜇)−1/𝛼                                                             (10) 
where 𝜇 = 𝑥𝑖
′𝛽, and 𝛼 is parameter for the level of overdispersion in the data. The amount (10) is 
subtracted from the probability density function for the zero-truncated Poisson: 
                                                  𝑓(𝑦; 𝜇) =
𝑒−𝜇𝑖𝜇
𝑖
𝑦𝑖
(1−exp(−𝜇𝑖))𝑦𝑖!
− (1 + 𝛼𝜇)−1/𝛼                                       (11) 
by logging the result of the subtraction described by (11), and dividing the reparametrized 
negative binomial by the same result we have: 
                                ℒ(𝜇; 𝑦|𝑦 > 0) = ∑ {ℒ𝑁𝐵2 − ln [1 − {1 + 𝛼exp (𝑥𝑖
′𝛽)}−1/𝛼]}𝑛𝑡=1                          (12)                                                                                                                            
Equation (12) represents the log-likelihood for the zero truncated negative binomial, which would 
account for the positive count part of the hurdle model. The total log-likelihood value of the hurdle 
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model is then the sum of the log-likelihood of the binary part of the model, and the log-likelihood 
of the positive count part of the model, as expressed below: 
                                              ℒ = ∑ ln [
1
1+exp(𝑥𝑖
′𝛽𝑏)
]𝑛𝑡=1 + 𝑙𝑛 [
exp(𝑥𝑖
′𝛽𝑏)
1+exp(𝑥𝑖
′𝛽𝑏)
]                                        (13) 
                                                 + ∑ {ℒ𝑁𝐵2 − ln [1 − {1 + 𝛼exp (𝑥𝑖
′𝛽)}−1/𝛼]}𝑛𝑡=1                                                                                                                                                                           
It is important to note that in general the complexity of the log-likelihood function of a 
hurdle model, as described by (13) can be easily accentuated given that the model of this study 
follows a system of equations approach, which may result in difficulties to apply maximum 
likelihood estimation to obtain parameter estimates for this model, as convergence to a minimum 
value of the log-likelihood equation may be difficult to obtain.   
An alternative approach to maximum likelihood can be found in Monte Carlo based 
simulation approaches through the application of Bayesian statistics to estimate parameter 
distributions for the model. The basic notion of Bayesian estimation is to treat both explanatory 
variables and model parameters as random variables, the latter of which are commonly 
considered as fixed values in frequentist estimation methods such as maximum likelihood.  
The objective of Bayesian estimation is not to obtain fixed parameter estimates but a 
distribution of probabilities for the values of the parameters given the data. Let 𝑃(𝜃|𝑦) represent 
the probability of the observed parameter 𝜃 given the data y, from Bayes rule we know that this 
can be equal to: 
                                                           𝑃(𝜃|𝑦) =
𝑃(𝑦|𝜃)𝑃(𝜃)
𝑃(𝑦)
                                                             (14) 
where  𝑃(𝑦|𝜃) represents the likelihood function of observing the data given the parameter 
values, 𝑃(𝜃) represents prior beliefs regarding the probability distribution of the parameter values 
(and conventionally it is known as the prior distribution of the parameters), while 𝑃(𝑦) represents 
the marginal probability of the data. Through the concept of proportionality it is possible to rewrite 
(14) as the following relationship: 
                                                            𝑃(𝜃|𝑦) ∝ 𝑃(𝑦|𝜃)𝑃(𝜃)                                                       (15) 
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relationship (15) states that the posterior density of the parameters  𝑃(𝜃|𝑦) is proportional to the 
product of the likelihood function of observing the data given the parameter values and the prior 
beliefs regarding the probability distribution of parameter values. It is also possible to think of 
relationship (15) as an updating rule in which the knowledge about the parameters after seeing 
the data can update the prior beliefs regarding the parameters (𝑃(𝜃)), by obtaining the moments 
of these posterior distributions of the model parameters it is possible to analyze the impact of 
explanatory variables as probability distributions that will provide information that can be applied 
towards predicting the chances of an event occurring for the response variable given the data at 
hand. 
Computation of the posterior probabilities typically does not take closed form. In particular 
the marginal distribution of the data or posterior moments (mean, or variance of posterior 
distribution) will not have a closed form solution. For this reason, the procedure for the estimation 
of the posterior distribution of the parameter values given the data requires simulation methods to 
numerically estimate these values. The Markov Chain Monte Carlo (MCMC) simulation method 
allows for an integration procedure in which simulated draws from the posterior distribution can 
be used to solve integrals arising from the calculation of the posterior moments that do not 
commonly possess an analytical solution.  Various algorithmsthat  perform MCMC simulations 
have been developed to initiate the simulation procedure and proceed with the calculations of 
integrals to obtain the posterior distribution of the parameters in a given model.  
One such algorithm is the Metropolis-Hastings Algorithm, proposed by Hastings (1970) 
the algorithm allows for sampling from a posterior distribution by specifying a proposal probability 
distribution q(.) and starts by defining an initial state 𝜃0 within the domain of the posterior density 
𝑝(𝜃0|𝑦) > 0 to generate a Markov chain {𝜃0}𝑡=0
𝑇−1 in which at each step t first a proposal state 𝜃∗ is 
generated conditional in the current state, and secondly 𝜃∗ is accepted or rejected in accordance 
to a defined acceptance probability. The main purpose of this simulation procedure is to explore 
the range of values around a given center of the posterior distribution and generate the 
distribution from the values obtained. 
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Data 
This study was conducted using the BWCA subset of USDA Forest Service project 
conducted by Englin et al (2015). That study created a database that integrates backcountry 
hiking permits from the Visitor Use Permit System (VUPS) with demographic information obtained 
from the U.S. Census Bureau for all zip codes within the U.S. The resulting database consists of 
an aggregated number of trips, counted as number of permits given from a zip code to a 
particular BWCA site in a year (for the yearsfrom 1999 to 2013).  
This aggregation approach follows the suggestion by Hellerstein (1991) that trip counts 
are to be viewed at geographical aggregation level. While the underlying model is for individuals, 
the number of individuals in a geographical area is accounted for by including the population of 
the geographic area as a multiplicative factor. Travel distance and time from each zip code to 
each recreational site in the BWCA was calculated by using the commercial software PC Miler. 
The software is designed to obtain optimal trip routing, which is handled by providing the software 
with the latitude and longitude of each BWCA recreational site and the zip code from which the 
trip may commence. Effectively all zip code-site location combinations were introduced into the 
software to obtain the travel distance and time for each one from the software. Travel costs were 
calculated at 2015 real dollar value by using reimbursement rates of the US Internal Revenue 
Service as Out-of-pocket mileage costs, while time costs were valued at one third the average 
hourly wage (in 2015) in the zip code. The calculation of travel costs consisted of multiplying out-
of-pocket costs per mile and the miles traveled, and of adding the travel time valued at one third 
of the average wage.  
Demographic variables from each zip code such as: total population, average household 
income (by income brackets and by direct amount), percent of population ethnically white, 
average household size, average age of zip code population, and years of attained education for 
individuals 25 years or older in the zip code were obtained from the U.S. Census for the years 
1970, 1980, 1990, 2000, and 2010. To assign the proper value of each demographic variable for 
the year in which the trip took place, linear interpolation was used to obtain the values for each 
   79 
year within a zip code. Table 4.1 in Appendix C presents a statistical summary of the variables 
used for this study. While Table 4.1 provides summary statistics for all variables, the amount of 
trips conducted to each entry point in the BWCA wilderness is presented for each year in Table 
4.2 of Appendix C. From Table 4.2, the VUPS system has been able to better capture the overall 
visitation to the BWCA wilderness for the years 2005 onwards, as years before are lacking in 
registered visitation permits. It is also important to note that entry points such as Eagle Mountain 
Trail, Saganaga Lake, Sawbill Lake, Moose Lake, and Fall Lake have been among the most 
visited places in the wilderness. While Eagle Mountain Trail is a hiking trail, its high visitation rate 
can be attributed to a lack of need for additional outfitting that canoeing trails would require. In 
terms of visitation by state, Table 4.3 of Appendix C provides the number of total permits by state 
for visitation of the BWCA. 
From Table 4.3, most trips to the BWCA in the 1999-2013 period have come from the 
state of Minnesota, accounting for nearly 77% of the total permits issued for the period. 
Wisconsin was the second state with largest amount of permits registered for the period, followed 
by Illinois and Iowa respectively. Other Neighboring states to Minnesota, such as North Dakota 
and South Dakota also had some level of visitation to the wilderness. However, some other 
distant states such as California and Florida had levels of visitation higher than neighboring states 
such as North Dakota and South Dakota. Visitation has seen some level of spread across 
different areas of the U.S. Given that the BWCA is considered one of the more popular 
wilderness areas visited in the U.S. it is expected that visitation from states farther from the 
wilderness is present. 
 
Results and Discussion 
In order to estimate the hurdle negative binomial model (13) for the demand of visitation 
to the BWCA, the estimation was conducted by specifying a Log-likelihood equation (13) 
evaluator in STATA 14. The evaluator is then applied in the bayesmh estimation routine in 
STATA 14. With the specification of the evaluator for equation (13), the priors for the parameters 
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are specified. All parameters in the hurdle part of the model were defined as non-informative flat 
priors, as no proper restriction on this matter could be found in the literature at the time of this 
writing. In addition, standard normal priors were chosen for all model parameters (except the 
over-dispersion parameter alpha) in the count part of model (13) in order to ensure that resulting 
parameters would remain within expected magnitudes from previous research. The over-
dispersion parameter alpha was given a mean zero normal prior distribution with a variance of 
100, as it has been recommended in previous research that a wide spread can improve 
estimation of these models. Finally all continuous variables were included as their standardized 
values to improve estimation as recommended by Hilbe J. (Personal Communication, June 10, 
2016). 
Given that permits for visits to the BWCA in the VUPS database were mostly on 
previously expected levels from 2006 onwards, only the 2006 -2013 period was included in the 
estimations. Also, given that visitation was concentrated in the state of Minnesota and its 
neighboring states, two models were estimated, one for the five closest states to the BWCA, and 
one for all of the U.S. Given the large number of parameters, an initial run was conducted with 1 
million iterations to prevent any issues with autocorrelation within the Monte Carlo Markov Chain 
(MCMC) among the transition matrices in the Metropolis Hastings algorithm affecting the 
efficiency runs of both models (national and five closest states). The results for these initial runs 
are presented in Table 4.4 in Appendix C. 
From Table 4.4, results for the hurdle part indicate that residents in ZIP codes from 
Wisconsin, Iowa, North Dakota and South Dakota are less likely to travel to the BWCA than those 
from Minnesota, ZIP codes with households of income levels between 35,000 to 75,000 and 
200,000 and above per year are less likely to visit the BWCA than ZIP codes with households in 
other income brackets. While increases in the number of standard deviations for household size, 
and percent of white population in a given ZIP code are negatively associated with visiting the 
Wilderness, increases in the number of standard deviations from the mean in average age of the 
ZIP code population and its education attainment are positively associated with visitation to the 
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BWCA. From the count part, I find that overall travel cost parameters for most cases yield 
posterior parameter distributions with only negative values, which is to be expected in a demand 
equation.  
However, some cases do present themselves with posterior travel cost parameter 
distributions that allow combinations or positive and negative, or purely positive values, which 
may seem to contradict theory. These cases do occur for entry points to the wilderness with low 
visitation according to the VUPS database used in this analysis. Therefore, it is possible that lack 
of information is not allowing proper values to be captured by the simulated posterior distribution. 
While parameter estimates for travel costs to each entry point seem to be within reasonable 
levels with respect to previous research, the model´s applicability for prediction is to an extent 
low. Given that the acceptance rate for the parameter values is low, and the efficiency values are 
also very low, there is evidence for high autocorrelation among the transition matrices within the 
MCMC algorithm, suggesting the need for an even larger chain to be simulated.  
For the case of the national data, results can be found in Table 4.5 of Appendix C. From 
Table 4.5, for the hurdle part of the model, ZIP codes with larger number of households up to 
25,000 or with 100,000 to 200,000 dollars in yearly income would be positively associated with 
visiting the BWCA, ZIP codes with larger average household sizes, older populations, and higher 
percent of ethnically white population are negatively associated with visiting the wilderness. ZIP 
codes with more educated populations are positively associated with visiting the wilderness. With 
respect to the count part of the model, the majority travel costs to each entry point are negatively 
associated with visiting the wilderness. However, some cases remain in which unexpected 
positive associations are found, which in most cases correspond to entry points with low visitation 
within the VUPS database. The national model does not improve significantly in terms of its 
prediction capabilities, as measures of efficiency and acceptance rate remain very low. As in the 
case of the model for the five closest states, there is evidence of high autocorrelation among the 
transition matrices of the MCMC algorithm. Therefore, larger runs of the chain for both models 
may be required. 
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In order to run a larger chain with the MCMC algorithm, the thinning option was used to 
discard every 5 iterations and effectively run the chain for 5 million iterations for both national and 
5 closest state models. For the five closest states to the BWCA the results are presented in Table 
4.6 of Appendix C. A 5 iteration thinning of the chain, did not change overall parameter posterior 
distribution estimates, and no apparent gains in acceptance rate and efficiency were made. 
Therefore, an effective 5 million iteration MCMC chain did not solve the autocorrelation issues 
hampering the model’s predictive capability.  
For the national visitation to the BWCA, the results are presented in Table 4.7 of 
Appendix C. From Table 4.7, compared to the results in Table 4.5, while magnitudes and 
direction of most parameter posterior distribution estimates did not change, no significant gains in 
predictive power could be attained as acceptance rate decreased, and efficiency gains were 
almost non-existent. Therefore the national model did not benefit either from a 5 iteration thinning 
of the chain. However, upon analysis of trace plots for the MCMC iterations for each parameter, it 
is possible to see that a large number of parameters are converging to a set of values, an 
example of this convergence is presented below for the travel cost parameter for the entry point 
South Farm Lake: 
 
Figure 4.1 Trace plot for South Farm Lake Travel cost parameter. 
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Figure 4.1 shows that above 400,000 iterations that have been taken into the final sample the 
values for the travel cost parameter for the South Farm Lake entry point begin to converge to a 
range of values below -0.012, given the number of entry points in the data it is expected that the 
travel cost parameter would be small. Another diagnostic graph obtained was the histogram of 
the posterior distribution values to revise its convergence to a unimodal distribution. For the case 
of the South Farm Lake entry point the histogram plot is as follows: 
 
 
Figure 4.2. Histogram for South Farm Lake Travel Cost Parameter 
 
It is clear from Figure 4.2 that the posterior distribution for the South Farm Lake travel cost 
parameter is a unimodal distribution.  Therefore, this parameter is converging to a stable set of 
values.  A complete set of diagnostic plots for all parameters of the national model is included in 
Appendix D for this study.  
Considering the results obtained for the parameters in the 5 million iteration estimation for 
the national visitation, and the visitation from the five closest states to the BWCA, it is possible to 
obtain consumer surplus at each entry point, and individual entry point intercepts from the known 
relationships respectively: 
                                                             𝐶𝑆 =
1
𝛽𝑗
    𝑓𝑜𝑟 𝑗 = 1, . . , 𝑛                                                  (16)   
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                                                             𝛽0𝑗 = 𝛽0𝑘 (
(𝛽𝑗)
(𝛽𝑘)
)     𝑓𝑜𝑟 𝑗, 𝑘 = 1, … . , 𝑛                                 (17) 
relationships (16) and (17), are applied to the posterior distributions of the parameters to obtain 
the posterior distributions of the combinations of parameters described by the expressions. The 
results for the five closest states are in Table 4.8 in Appendix C. 
From Table 4.8, the overall values in general seem to agree with expected results given 
the information present in each entry point (number of trips present in database). Consumer 
surplus distributions for entry points with a larger number of visitation permits registered in the 
database follow a closer distribution. An excerpt from Table 4.8 below is presented for the four 
most visited sites in the wilderness. 
Table 4.8  
 
Posterior distribution 1st and 2nd moments, MCSE, median, and equal tailed 95% credible 
interval for consumer surplus (cs) by entry point of demand for trips to BWCA from five closest 
states to the park. 5 Iteration thinning 
Site Mean Std. dev. MCSE Median 95% 
credible 
interval  
lower limit 
95% 
credible 
interval 
upper limit 
Clearwater 
Lake 
 
-28.049 4.300 0.135 -26.801 -42.628 -26.754 
Duncan Lake 
 
-26.267 1.247 0.038 -26.121 -26.298 -26.034 
Eagle Mountain Trail 
 
-33.530 0.048 0.001 -33.544 -33.578 -33.375 
Sawbill Lake -32.617 0.045 0.001 -32.625 -32.680 -32.478 
 
Sites with higher visitation have consumer surplus distributions that are generally closer. In 
addition, given the small magnitude of their travel cost parameters, consumer surplus 
distributions have lower values compared to values found in similar studies under maximum 
likelihood approaches. Entry points with less visitation permits registered in the database tend to 
form consumer surplus distributions with wider distributions making it difficult to estimate 
reasonable consumer valuations of each trip. 
For the case of the intercepts for each site, for the model of the five closest states, the 
results are presented in Table 4.9 of Appendix C. From Table 4.9, site intercept posterior 
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distributions follow a similar trend to the consumer surplus calculations, in which the sites with 
higher information in the database provide the most sensible estimates, while sites lacking 
information in the database tend to generate values of wider spread. 
The national visitation model provides a similar set of results, for both the consumer surplus and 
the intercept calculations. Tables 4.10, and 4.11 of Appendix C provide the results. An excerpt 
from Table 4.10 is presented below for consumer surplus results: 
Table 4.10  
 
Posterior distribution 1st and 2nd moments, MCSE, median, and equal tailed 95% credible interval 
for consumer surplus (cs) by entry point of demand for trips to BWCA from national visitation to 
the park. 5 Iteration thinning 
Site Mean Std. dev. MCSE Median 95% 
credible 
interval 
lower limit 
95% 
credible 
interval 
upper limit 
Clearwater Lake -88.843 64.672 2.020 -76.174 -213.623 -75.864 
 
Duncan Lake -94.774 0.189 0.005 -94.777 -95.106 -94.407 
 
Eagle Mountain Trail -157.99 0.198 0.006 -157.992 -158.305 -157.600 
 
Sawbill Lake -106.263 0.234 0.007 -106.264 -106.631 -105.807 
       
The national visitation model also presents close credible intervals for the consumer surplus 
distributions for the most visited sites in the data. However, the addition of information from other 
states outside of the five closest ones to the wilderness provides estimates with a magnitude 
closer to the ones observed for similar studies under maximum likelihood approaches. A general 
result is that closer posterior distributions for these combinations of parameters can be obtained 
with larger amounts of information in the database regarding each site. If visitation has not been 
too prevalent in the data, it is difficult to have enough variability to estimate recreationist 
valuations of these trips. From the national visitation a total surplus can be obtained from 
multiplying the consumer surplus for each entry point by its number of permits in the data, and 
summing the resulting amount. In this case the total national consumer surplus for the 71 entry 
points for the BWCA was 6,957,208 USD.  
In general, both models yield parameter estimates for a large set of choices, where  
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maximum likelihood estimation procedures would possibly not achieve convergence. A large 
number of the model parameters, obtained through the Bayesian estimation procedure produced 
parameter posterior distribution estimates which converge to narrow distributions, and whose 
values are in line with theoretical expectations. The Bayesian estimation procedure presents a 
possible solution, albeit computationally intensive, for the large parameters problem present in 
demand systems based on linear exponential demand equations. However, it must be noted that 
Bayesian estimation procedures demand large computation resources and time. Results for a 1 
million iteration run took about 2 days to complete in a 8 core version of STATA 14, running on a 
32 core server, while the 5 million iteration versions of each model took about two weeks to 
complete in the same software and computer equipment. It is therefore advised that versions of 
the software with larger capacity for parallel computing, or equipment with increased parallel 
computing capabilities (more cores) is used in estimating these models. 
 
Conclusion 
A demand system is estimated for a set of 71 of entry points belonging to the BWCA 
wilderness, for the years 2006 to 2013. It was found that it is possible to obtain a distribution for 
the consumer valuation of each of these entry points through Bayesian Estimation avoiding the 
convergence problems that maximum likelihood would present for such a large system of 
equations. This study furthers the construction of large count data demand systems, while 
providing new avenues to study unexpected aspects of the data. In comparison to maximum 
likelihood approaches, MCMC simulations used in Bayesian estimations can provide further 
information regarding model parameters, and provide avenues for further prediction if different 
policy scenarios are to be tested.  
     It is important to note, that further research must be conducted into efficiency and 
predictive power improvement of the model, as this application can be considered a first step in 
estimating parameter values. However, the low acceptance rate of the model which implies  low 
efficiency  provides areas of opportunity for improvement. Further research into proper parameter 
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prior distributions, and other functional forms for the same data, can provide potential grounds for 
model refinement. In addition, larger runs of the current models could also improve efficiency, and 
predictive power of the model. However, these runs will require a move into computing equipment 
with larger capacity, and testing the models in other software languages that may better take 
advantage of parallel computing to reduce the computing time required to obtain posterior 
distribution estimates. Potential candidates for further improvements are web based computing 
services such as Amazon´s Web services for improved hardware, and the usage of programming 
languages such as Python to run the models for increased parallel computing optimizations. 
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CHAPTER 5 
 
CONCLUSIONS 
 
 
This dissertation presented results from three different empirical studies of consumer 
demand systems. Each demand system contained the theoretical restrictions needed to assure 
that they were consistent with consumer utility maximization. The first essay presented an 
application of a QUAIDS model.  This essay used the QUAIDS approach to search for changes in 
the Japanese domestic demand for pelagic fish that resulted from the Fukushima Daichi. The 
second essay presented an extension of the Rotterdam model (a differential demand system) to 
account for the effects of exchange rate fluctuations between the U.S. and Mexico, and the U.S. 
and Canada on the demand for fresh tomatoes in the U.S. market. The third essay presented an 
application of a Hurdle Negative Binomial demand system for the visitation of the 71 registered 
entry points of the Boundary Waters Canoe Area Wilderness.  This model was estimated using 
Bayesian techniques to avoid issues of non-convergence in maximum likelihood estimators.  
All models were estimated maintaining the theoretical parameter restrictions to assure 
consistency with consumer utility maximization. Therefore, the models represent proper economic 
representations of the different demand scenarios that have been presented in each data set. 
Depending on the data set, and the particular effects to be studied in each market, the systematic 
approach was able to be adjusted to provide quantitative measures of demand sensitivity, which 
could potentially inform policy making and provide managerial implications for participating 
entities in each industry. 
For the first essay, it was found that the integration of consumer demographic effects in 
the QUAIDS model can also be used to examine a natural experiment. The QUAIDS model 
allows for structural changes in preferences before and after the Fukushima Daichi disaster, 
which are consistent with the utility theoretic development of the QUAIDS model adjusted for 
exogenous demographic effects presented by Poi (2002). An important contribution of this 
research was development of procedures to estimate the welfare implications of the changes in  
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preferences.  This required the development of new mathematical techniques to provide direct 
commodity demand predictions that were needed to calculate the welfare changes implied by the 
structural break. While results did not show significant changes to welfare for the particular case 
of the demand for Pelagic fish in the Japanese market, further applications in other markets could 
provide significant results for welfare changes. Therefore, the application of the QUAIDS model 
presented in the first essay provides a methodological contribution for the study of systemic 
effects of exogenous policies or events on the demand for a set of commodities. 
The second essay used a differential demand system to examine the effect of a policy 
variable, the fluctuation of exchange rates between countries, on a  U.S. fresh tomato demand. 
The adjustment followed the work by Brown and Lee (2002) that introduced additional variables 
into the differential demand system. In this proposed adjustment, the demand system is properly 
derived from the solution of the consumer utility maximization problem for a set of commodities. 
The system is consistent with the theoretical construction of demand equations. In this 
application, it was possible to measure the effect of exchange rates on the consumption of 
tomatoes in the United States. With these measures it is possible to predict the overall consumer 
behavior given the policy effects, and determine which participants in the supply of the commodity 
might benefit or lose from changing exchange rates in a given market.  
The third essay provided an application of Bayesian statistics in estimating a demand 
system based on count data. Given that natural amenity visitation is commonly over-dispersed, 
and can present large amounts of non-visitation observations, it is important to properly adjust 
models to separate potential consumers of natural amenities from those who are not. An 
application of a hurdle negative binomial demand system was developed. A challenge was the 
large number of parameters that needed to be estimated. There were 71 different entry points in 
the Boundary Waters Canoe Area Wilderness. The large number of observations (more than 24 
million) and entry points caused Maximum likelihood estimators to be unable to converge. To 
address this problem, Bayesian methods were employed to estimate the model parameters. The 
dissertation provided an approach to obtaining these demand parameters by treating them as 
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probability distributions instead of fixed amounts. A contribution from this approach is that 
Bayesian statistics provide a way to circumvent the “many parameters” problem that can be 
associated with demand system estimation. After obtaining posterior distributions for the 
parameters it was possible to provide a distribution of the monetary value that consumers would 
make for a trip to each entry point. However, it was found that the Bayesian statistics approach 
was computationally demanding. Therefore, future research must be conducted into optimizing 
the computational needs for the estimation of these models, through different computational 
resources, and programming languages. 
All the essays discussed within this dissertation, have provided different approaches to 
account for effects in demand systems. The added flexibility to demand systems provided by the 
studies presented in this dissertation can provide future research with utility theoretic approaches 
that can be applied without the requirement for data transformations or ad hoc changes to 
existing demand system models that may not satisfy the restrictions of utility theory. 
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APPENDIX A  
MATHEMATICA CODE FOR PREDICTED QUANTITIES DEMANDED UNDER ESTIMATED 
PARAMETERS FOR QUAIDS MODEL ADJUSTED FOR EFFECT OF FUKUSHIMA DAICHI 
DISASTER 
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*Setting parameter values 
 
*Alpha 
 
  aa0 = 14 
 
  aa = {0.5866049, 0.0459894, 0.0893042, 0.2781015} 
 
*Beta 
 
  bb = {-0.254409, -0.006593,0.045424, 0.2155779} 
 
*Gamma 
 
  gg = {{-0.0369092,0.0112917,-0.0113043, 0.0369158}, 
 
{0.0112917,-0.0145355,-0.0023322,0.005576}, 
 
{-0.0113043,-0.0023322,0.0303403,-0.0167039}, 
 
{0.0369158,0.005576,-0.0167039,-0.0257879}} 
 
*Gamma parameters as a matrix 
 
  MatrixForm[gg] 
 
*Lambda parameter values 
 
  ll = {0.0765947,0.0003208,-0.0152412,-0.0616742} 
 
*Eta parameter values 
 
  eeta = {{0.0675634,0.328791,-0.0774633,-0.3188911}, 
 
     {-0.0450544,0.0073488,0.0015364,0.0361692}} 
 
*Rho parameter values 
 
  rrho = {3.777802,0.1406439} 
 
*Constructing term ?̃?0(𝒛ℎ) 
  m0[z_, rho_:rrho]:= 1 + z . rho 
 
*Constructing term 𝑙𝑛𝑃(𝒑) 
 
  Clear[lnP] 
   
lnP[p_, a0_:aa0, a_:aa, gamma_:gg]:=With[{lp = Log[p]}, a0 + lp . a + (1/2)  lp . gamma . lp] 
 
*Constructing term 𝑏(𝒑) 
  
 b[p_, beta_]:=Apply[Times,  p^beta] 
 
  b[{a,e}, {c, d}] 
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*Constructing term 𝑐(𝒑, 𝒛ℎ) (note: lm is Log[m]) 
 
  c[p_, z_, eta_:eeta]:=With[{newvec = Transpose[eta ]. z},  b[p, newvec]] 
 
*Constructing full share equations 𝑤ℎ𝑖 
 
  Clear[gg] 
 
  Clear[w] 
 
  w[p_, z_, lm_, beta_:bb, a0_:aa0, a_:aa, gamma_:gg,  eta_:eeta,  lambda_:ll, rho_:rrho]:=  
 
With[{lp = Log[p], term1 = lm- Log[m0[z, rho]] - lnP[p, a0, a, gamma],  
 
term2 = lambda/(b[p, beta] c[p, z, eta])}, 
 
a + gamma . lp + (beta + Transpose[eta ]. z) term1 + term2 term1^2] 
 
*Solving the system of equations for Log[m] 
 
  Solve[Total[w[a0, a, gamma, beta, eta, z, lm, p, lambda, rho]]==1, lm] 
 
  lnP[x] 
 
  Log[{1.0, 2.0, 3.0}] 
 
*Importing the data (note that line zh defines the disaster indicator t as 0 for predictions under 
 
preferences before Fukushima Daichi disaster, and 1 for predictions under preferences after the 
 
Fukushima Daichi Disaster). 
 
thedata = Import["/Users/igor/Downloads/QUAIDS_Data2.csv"]; 
 
*Reading values for disaster indicator t, residuals, prices, total expenditure, and expenditure 
shares. 
 
    zh[i_]:= {0, thedata[[i+1]][[-1]]} 
 
   pp[i_]:= With[{row = thedata[[i+1]]}, 
row[[4;;7]]] 
 
   mm[i_]:= With[{row = thedata[[i+1]]}, 
row[[8]]] 
 
   ww[i_]:= With[{row = thedata[[i+1]]}, 
row[[9;;12]]] 
 
*Solving share equations for predicted quantities 𝑞𝑖 
 
maximin3[i_, var_:x]:=With[{best =  NMaximize[Apply[Min, w[pp[i], zh[i], var]] , var]}, 
 
Module[{lnm = var /. best[[2]], ww}, 
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ww = w[pp[i], zh[i], lnm]; 
 
{lnm, ww}]] 
 
getqs[i_] := With[{bestfit = maximin3[i]}, 
 
Module[{m = Exp[bestfit[[1]]], ww = bestfit[[2]]}, 
 
m ww/pp[i]]] 
 
*Obtaining predicted values for 𝑞𝑖 for each observation 
 
getqs /@ Range[216] 
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TABLE 3.1 
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Table 3.1  
 
10-digit commodity codes for imports of fresh tomatoes, and their description. 
Commodity 
code 
Description 
702002000 Tomatoes, entered during the period from March 1 to July 14, inclusive, or the period from 
September 1 to November 14, inclusive, fresh or chilled 
702002010 Greenhouse Tomatoes, entered during the period from March 1 to July 14, inclusive, or the period 
from Sept 1 to November 14, inclusive, fresh or chill 
702002030 Cherry Tomatoes, entered during the period from March 1 to July 14, inclusive, or the period from 
Sept 1 to November 14, inclusive, fresh or chilled 
702002035 Cherry Tomatoes, entered during the period from March 1 to July 14, inclusive, or the period from 
Sept 1 to November 14, inclusive, FR/CH, NESOI* 
702002045 Grape Tomatoes NESOI, entered during the period from March 1 to July 14, inclusive, or the period 
from Sept 1 to November 14, inclusive, fresh or chilled 
702002060 Roma Tomatoes, entered during the period from March 1 to July 14, inclusive, or the period from 
Sept 1 to November 14, inclusive fresh or chilled 
702002065 Roma Tomatoes, entered during the period from March 1 to July 14, inclusive, or the period from 
Sept 1 to November 14, inclusive fresh or chilled, NESOI 
702002090 Tomatoes, NESOI, entered during the period from March 1 to July 14, inclusive, or the period from 
Sept 1 to November 14, inclusive, fresh or chilled. 
702002095 Other Tomatoes, NESOI, entered during the period from March 1 to July 14, inclusive, or the period 
from Sept 1 to November 14, inclusive, fresh of chilled 
702002099 Tomatoes, entered during the period from March 1 to July 14, inclusive, or the period from Sept 1 to 
November 14, inclusive fr/ch NESOI 
702004000 Tomatoes, entered, during the period from July 15 to August 31, inclusive, in any year, fresh or 
chilled 
702004010 Greenhouse Tomatoes, entered during the period from July 15 to August 31, inclusive, in any year, 
fresh or chilled 
702004030 Cherry Tomatoes, entered during the period from July 15 to August 31, inclusive, in any year, fresh 
or chilled 
702004035 Cherry Tomatoes, entered during the period from July 15 to August 31, inclusive, in any year, fresh 
or chilled, except greenhouse tomatoes 
702004045 Grape Tomatoes, entered during the period from July 15 to August 31, inclusive, in any year, fresh 
or chilled 
702004046 Grape Tomatoes, entered during the period from July 15 to August 31, inclusive, in any year, fresh 
or chilled, except greenhouse tomatoes 
702004060 Roma Tomatoes, entered during the period from July 15 to August 31, inclusive, in any year, fresh 
or chilled 
702004065 Roma (Plum type) Tomatoes, entered during the period from July 15 to August 31, inclusive, in any 
year, fresh or chilled, except greenhouse tomatoes 
702004090 Tomatoes, NESOI, entered during the period from July 15, to August 31, inclusive, in any year, 
fresh or chilled 
702004098 Tomatoes, entered during the period from July 15 to August 31, inclusive, in any year, fresh or 
chilled, NESOI 
702004099 Tomatoes, entered during the period from July 15 to August 31, inclusive, in any year, fresh or 
chilled, NESOI 
702004099 Tomatoes, NESOI, entered during the period from July 15 to August 31, inclusive, in any year, fresh 
or chilled 
702006000 Tomatoes, entered during the period from November 15, in any year, to the last day of the following 
February inclusive, fresh or chilled 
702006010 Greenhouse Tomatoes, entered during the period from November 15, in any year, to the last day of 
the following February inclusive, fresh or chilled 
702006030 Cherry Tomatoes, entered during the period from November 15, in any year, to the last day of the 
following February inclusive, fresh or chilled 
702006035 Cherry Tomatoes, entered during the period from November 15, in any year, to the last day of the 
following February inclusive, fresh or chilled, NESOI 
 
 
 
 
 
   105 
Table 3.1  (Continued) 
 
10-digit commodity codes for imports of fresh tomatoes, and their description. 
Commodity 
code 
Description 
702006045 Grape Tomatoes, entered during the period from November 15, in any year, to the last day of the 
following February inclusive, fresh or chilled, NESOI 
702006060 Roma Tomatoes, entered during the period from November 15, in any year, to the last day of the 
following February inclusive, fresh or chilled, 
702006065 Other Roma Tomatoes, entered during the period from November 15, in any year, to the last day of 
the following February inclusive, fresh or chilled, 
702006090 Tomatoes, NESOI, entered during the period from November 15, in any year, to the last day of the 
following February inclusive, fresh or chilled. 
702006095 Other Tomatoes, NESOI, entered during the period from November 15, in any year, to the last day 
of the following February inclusive, fresh or chilled. 
702006099 Tomatoes, entered during the period from November 15, in any year, to the last day of the following 
February inclusive, fresh or chilled, NESOI 
702006099 Tomatoes, NESOI, entered during the period from November 15, in any year, to the last day of the 
following February inclusive, fresh or chilled. 
*Not elsewhere specified or included. 
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APPENDIX C 
 
TABLES 4.1 - 4.11 
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Table 4.1  
 
Summary Statistics of BWCA trip count database. 
Variable Number of 
observations 
Mean Standard 
deviation 
Minimum Maximum 
Trip count 18,977,235 0.003001 0.158437 0 128 
 
Travel distance (miles) 18,022,995 1203.314 532.8347 4.9 4046.8 
 
Travel time (hours) 
 
18,022,995 21.02822 9.20784 0.133333 115.45 
 
Total population 17,591,528 14073.95 15360.4 0 114941 
 
Travel cost (2015 USD) 17,036,379 1650.328 785.5401 4.322593 7933.26 
 
Income (2015 USD) 17,500,151 60.31785 23.69959 0 277.8058 
 
# of households with income less than 
10,000 USD 
18,977,235 117.2665 198.8886 0 3572 
 
# of households with income 10,000 to 
14,999 USD 
18,977,235 74.32206 121.8496 0 1816 
 
# of households with income 15,000 to 
24,999 USD 
18,977,235 215.0867 309.0184 0 4675.143 
 
# of households with income 25,000 to 
34,999 USD 
18,977,235 249.8545 329.4035 0 3659.893 
 
# of households with income 35,000 to 
49,999 USD 
18,977,235 397.9923 483.4243 0 4292.112 
 
# of households with income 50,000 to 
74,999 USD 
18,977,235 635.1354 731.9947 0 6165.298 
 
# of households with income 75,000 to 
99,999 USD 
18,977,235 512.5888 597.5441 0 4740.578 
 
# of households with income 100,000 to 
149,999 USD 
18,977,235 571.4559 726.2774 0 5979.594 
 
 
# of households with income 150,000 to 
199,999 USD 
18,977,235 257.3725 382.205 0 3747.1 
# of households with income above 
200,000 USD 
18,977,235 241.1867 459.1767 0 9566.883 
 
Percent white 17,591,528 85.47477 18.37866 0 100 
 
Average Household size 17,532,030 2.854156 12.84959 1 2029 
 
Average Age 17,558,158 27.49923 2.402253 1 59.57143 
 
Years of education 17,548,999 12.94155 0.998228 4 16 
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Table 4.4  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park. 
Posterior distributions for parameters of hurdle part of model (MN as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
WI -0.0274575 0.0074415 0.000235 -0.0301804 -0.0347751 -0.0064562 
 
IA -0.0536249 0.0082374 0.00026 -0.0566078 -0.0624139 -0.0317661 
 
ND -0.0197065 0.002986 0.000094 -0.0208774 -0.0224187 -0.0117683 
 
SD -0.0190566 0.0038535 0.000122 -0.0202342 -0.0229502 -0.0087465 
 
Income less than 10,000 0.0022233 0.0003087 9.70E-06 0.0022338 0.0015904 0.00287 
 
Income 10,000 to 
14,999 0.0003424 0.0004534 0.000014 0.0002817 -0.0004478 0.0011689 
 
Income 15,000 to 
24,999 0.0009675 0.0002736 8.60E-06 0.0009348 0.0004156 0.0015153 
 
Income 25,000 to 
34,999 0.0010621 0.00024 7.50E-06 0.001069 0.000599 0.0016063 
 
Income 35,000 to 
49,999 -0.002796 0.0001689 5.30E-06 -0.0027866 -0.0031206 -0.0024573 
 
Income 50,000 to 
74,999 -0.0020422 0.0001497 4.70E-06 -0.0020321 -0.0023398 -0.001765 
 
Income 75,000 to 
99,999 
 
0.0008168 
 
0.000154 
 
4.80E-06 
 
0.0008089 
 
0.0005603 
 
0.0011344 
 
Income 100,000 to 
149,999 0.0005742 0.0001502 4.70E-06 0.0005948 0.000266 0.0008463 
 
Income 150,000 to 
199,999 0.00269 0.0002338 7.40E-06 0.002699 0.0022321 0.0030995 
 
Income 200,000 and up -0.0007851 0.0000991 3.00E-06 -0.0007915 -0.0009546 -0.0005698 
 
Standardized Average  
Household size -0.0082192 0.0011034 0.000035 -0.0086676 -0.0092781 -0.0048057 
 
Standardized Average 
Age of ZIP code 
population 0.0102541 0.0025242 0.00008 0.0111681 0.0021082 0.0127441 
 
Standardized Years of 
education 0.0058801 0.0022829 0.000072 0.0070373 -0.0010233 0.0076195 
 
Standardized Percent 
white -0.0242134 0.004425 0.00014 -0.0257175 -0.0288743 -0.0132983 
 
Constant -0.0418805 0.0079241 0.000251 -0.0455595 -0.0487835 -0.0203686 
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Table 4.4 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
Year 2007 indicator -0.0012364 0.0007763 0.000025 -0.0012274 -0.002673 0.0006428 
 
Year 2008 indicator -0.0003819 0.0005656 0.000018 -0.0003523 -0.0013774 0.0010566 
 
Year 2009 indicator 
 
-0.0020264 
 
0.0010213 
 
0.000032 
 
-0.0017368 
 
-0.0044534 
 
-0.000187 
 
Year 2010 indicator -0.0095778 0.0004686 0.000015 -0.0094204 -0.010406 -0.0086797 
 
Year 2011 indicator 
 
0.0053965 
 
0.0008702 
 
0.000028 
 
0.004936 
 
0.0045211 
 
0.0074 
 
Year 2012 indicator -0.0075573 0.0013387 0.000042 -0.0079681 -0.0085083 -0.0028118 
 
Year 2013 indicator 0.0047435 0.0008523 0.000027 0.0049604 0.002986 0.0058651 
 
Angleworm Lake 
Travel cost -0.0094309 0.0029983 0.000095 -0.0095311 -0.0134897 -0.0034856 
 
Angleworm Trail Travel 
cost 
 
 
-0.0165013 
 
 
0.0049074 
 
 
0.000155 
 
 
-0.0185235 
 
 
-0.0213703 
 
 
-0.0035802 
 
Baker Lake Travel cost -0.0233881 0.0056872 0.00018 -0.0256232 -0.0293856 -0.010412 
 
Big Moose Lake Trail 
Travel cost -0.0054585 0.0012094 0.000038 -0.0057279 -0.0069484 -0.0019643 
 
Blandin Trail Travel 
cost -0.0002656 0.0004914 0.000016 -0.0002218 -0.0017847 0.0004934 
 
Bog Lake Travel cost 0.006412 0.0006872 0.000022 0.0061407 0.0056226 0.0080696 
 
Border Route Trail 
Center Travel cost -0.0295888 0.0000566 1.70E-06 -0.0295964 -0.0297046 -0.0294578 
 
Border Route Trail East 
Travel cost 0.0039343 0.0012111 0.000038 0.0033155 0.0027151 0.006948 
 
Border Route Trail 
West Travel cost 
 
 
-0.0040854 
 
 
0.0013795 
 
 
0.000044 
 
 
-0.0047753 
 
 
-0.0051913 
 
 
-0.0007085 
 
Bower Trout Lake 
Travel cost -0.0236884 0.0019788 0.000063 -0.0240201 -0.0260206 -0.018913 
 
Brant Lake Travel cost -0.0138605 0.0007366 0.000023 -0.0137883 -0.0150994 -0.0122183 
 
Brule Lake Travel cost 
 
-0.0173505 
 
0.003192 
 
0.000101 
 
-0.0182613 
 
-0.0206673 
 
-0.0092639 
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Table 4.4 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
Clearwater Lake Travel 
cost -0.0324944 0.0066983 0.000212 -0.0352583 -0.0389642 -0.0159011 
 
Crab and Cummings 
Lakes Travel cost 0.000309 0.0006154 0.000019 0.0001658 -0.0008337 0.0016537 
 
Crocodile River Travel 
cost 0.0025488 0.0009307 0.000029 0.0023014 0.0014046 0.0046602 
 
Cross bay Lake Travel 
cost -0.0095414 0.0018176 0.000057 -0.0101151 -0.011663 -0.0055043 
 
Daniels Lake Travel 
cost -0.0208951 0.0041399 0.000131 -0.0221527 -0.0250261 -0.0092918 
 
Duncan Lake Travel 
cost -0.0375005 0.0028965 0.000091 -0.0383857 -0.0384532 -0.0266183 
 
Eagle Mountain Trail 
Travel cost -0.0287415 0.0000229 6.50E-07 -0.0287387 -0.0288022 -0.0286986 
 
East Bearskin Lake 
Travel cost -0.0290387 0.0014459 0.000046 -0.0294018 -0.029533 -0.0232909 
 
Fall Lake Travel cost -0.0009541 0.0009649 0.00003 -0.0007986 -0.0032646 0.0004547 
 
Farm Lake Travel cost -0.0324516 0.0040271 0.000127 -0.0341353 -0.0342207 -0.0188778 
 
From Big Lake Travel 
cost 0.0044631 0.0004147 0.000013 0.0044281 0.0032881 0.0052831 
 
Herriman Lake Trail 
Travel cost -0.0076313 0.0006161 0.000019 -0.007669 -0.008404 -0.0058103 
 
Hog Creek Travel cost -0.0055367 0.0009055 0.000029 -0.0058255 -0.0065557 -0.003098 
 
Homer Lake Travel 
cost -0.0262211 0.0043468 0.000137 -0.0284432 -0.0296582 -0.013236 
 
Issabella Lake Travel 
cost -0.0293572 0.0025395 0.00008 -0.0301235 -0.0302154 -0.0189112 
 
Island River Travel cost 
 
-0.0179728 
 
0.0032197 
 
0.000102 
 
-0.0190954 
 
-0.0210598 
 
-0.0079045 
 
John Lake Travel cost -0.0186074 0.0028299 0.000089 -0.0196322 -0.0225397 -0.0123767 
 
Kawishiwi Lake Travel 
cost -0.031269 0.0058409 0.000185 -0.0344021 -0.0345137 -0.0123957 
 
Kekekabic Trail West 
Travel cost -0.0132191 0.0025056 0.000079 -0.014205 -0.0160989 -0.0084852 
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Table 4.4 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
Kekekabic Trail East 
Travel cost -0.0331129 0.0061406 0.000194 -0.036713 -0.0369056 -0.015378 
 
Lac La Croix Travel 
cost -0.0064443 0.0006598 0.000021 -0.0064502 -0.0076815 -0.0046458 
 
Lake One Travel cost -0.0354522 0.0000595 1.80E-06 -0.0354528 -0.035584 -0.0353057 
 
Larch Creek Travel 
cost -0.002396 0.00157 0.00005 -0.0029508 -0.0045782 0.0012319 
 
Little Gabbro Lake 
Travel cost -0.0236773 0.0045921 0.000145 -0.0250832 -0.0275125 -0.0092281 
 
Little Indian River 
Sioux South Travel 
cost -0.0123144 0.0012434 0.000039 -0.0128568 -0.0134881 -0.0091994 
 
Little Indian Sioux 
River North Travel cost 
 
-0.0183441 
 
0.0044523 
 
0.000141 
 
-0.0201349 
 
-0.0219046 
 
-0.0056444 
 
Little Isabella River 
Travel cost -0.009345 0.0007459 0.000024 -0.0096335 -0.0102326 -0.0077496 
 
Little Vermillion Lake 
Travel cost -0.014392 0.000654 0.000021 -0.0145797 -0.0152432 -0.013046 
 
Lizz and Swamp Lakes 
Travel cost -0.0211801 0.0054582 0.000173 -0.0236493 -0.0271316 -0.0060294 
 
Magnetic Lake Travel 
cost 
 
-0.0091333 
 
0.0015086 
 
0.000048 
 
-0.0094477 
 
-0.0112434 
 
-0.0059027 
 
Meeds Lake Travel 
cost 0.0075635 0.0007438 0.000024 0.0076588 0.0061141 0.0086096 
 
Missing Link Lake 
Travel cost -0.0062493 0.0016365 0.000052 -0.0065293 -0.0083247 -0.002738 
 
Moose Lake Travel 
cost 0.0010901 0.0007555 0.000024 0.0008458 0.0000982 0.0024292 
 
Moose River Travel 
cost -0.0001493 0.0006061 0.000019 -0.0001061 -0.0011401 0.0008491 
 
Portage River Travel 
cost 0.0020567 0.0012231 0.000039 0.0020027 0.0005826 0.0051806 
 
Morgan Lake Travel 
cost -0.0049388 0.0011309 0.000036 -0.005551 -0.006166 -0.0027672 
 
Mudro Lake Travel cost -0.0003818 0.0008559 0.000027 -0.0007634 -0.0013493 0.0014357 
 
North Fowl Lake Travel 
cost 0.0027635 0.0006557 0.000021 0.0027068 0.0009023 0.0036606 
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Table 4.4 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
North Kawishiwi River 
Travel cost -0.003487 0.0013303 0.000042 -0.0037149 -0.0050892 0.0005931 
 
Norway Trail Travel 
cost -0.0077373 0.0006828 0.000022 -0.0078187 -0.0090698 -0.0065944 
 
Partridge Lake / South 
Lake Trail Travel cost -0.0052184 0.0019936 0.000063 -0.0058227 -0.0073106 -0.0005884 
 
Pine Lake Travel cost -0.006486 0.0020327 0.000064 -0.0071857 -0.0090955 -0.0022726 
 
Pow wow Trail Travel 
cost -0.0191446 0.0015068 0.000048 -0.0196831 -0.0211014 -0.014971 
 
Ram Lake Travel cost -0.0173283 0.0035904 0.000114 -0.0185093 -0.0210397 -0.0071948 
 
Saganaga Lake Travel 
cost -0.0025166 0.0008153 0.000026 -0.0026678 -0.0037721 0.0002296 
 
Sawbill Lake Travel 
cost -0.0314864 0.0000321 9.30E-07 -0.0314853 -0.0315661 -0.031428 
 
Seagull Lake Travel 
cost -0.0024655 0.0005377 0.000017 -0.0025558 -0.0033005 -0.0007303 
 
Sioux Hustler Trail 
Travel cost -0.0129897 0.0009679 0.000031 -0.0126124 -0.014991 -0.0118351 
 
Skipper and Portage 
Lakes Travel cost 0.0016067 0.0004234 0.000013 0.0015302 0.0010006 0.002634 
 
Slim Lake Travel cost -0.0235913 0.0037045 0.000117 -0.025402 -0.0269559 -0.013637 
 
Snake River Travel 
cost -0.0016759 0.0008182 0.000026 -0.0014154 -0.0030917 -0.0004407 
 
Snowbank Lake Travel 
cost -0.0053764 0.0003261 0.00001 -0.0053449 -0.0059954 -0.0046353 
 
South Farm Lake 
Travel cost -0.0056594 0.0019928 0.000063 -0.0064903 -0.0073233 -0.0002372 
 
South Hegman Lake 
Travel cost 
 
-0.0419848 
 
0.0023088 
 
0.000073 
 
-0.0425147 
 
-0.04263 
 
-0.032341 
 
South Kawishiwi River 
Travel cost -0.0091612 0.0021017 0.000066 -0.010066 -0.0111642 -0.0022271 
 
South Lake Travel cost -0.0112657 0.0030388 0.000096 -0.0127689 -0.0140179 -0.0036902 
 
Stuart River Travel cost -0.0047603 0.0013459 0.000043 -0.0050215 -0.0063951 -0.0007998 
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Table 4.4 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
Trout Lake Travel cost -0.0131522 0.0014107 0.000045 -0.0135125 -0.014687 -0.0080855 
 
Wood Lake Travel cost -0.0231465 0.0043395 0.000137 -0.0249188 -0.0272266 -0.0111501 
 
Eagle Mountain trail 
intercept -0.0024504 0.0007211 0.000023 -0.0025745 -0.0031887 0.000024 
 
Standardized 
Household income -0.0072053 0.0011915 0.000038 -0.0076345 -0.0083047 -0.0037896 
 
Standardized Percent 
white -0.0024177 0.0007185 0.000023 -0.0024665 -0.0036064 -0.0007127 
 
Standardized Average 
Household Size 0.0008664 0.0010845 0.000034 0.0010571 -0.0018075 0.0021735 
 
Standardized Average 
Age of ZIP code 
population -0.0035908 0.0008202 0.000026 -0.0034753 -0.005592 -0.002559 
 
Standardized Years of 
Education -0.0080591 0.0008991 0.000028 -0.0082171 -0.0093285 -0.0055566 
 
Ln(total population in 
ZIP code) -0.025468 0.0043001 0.000136 -0.0268964 -0.0301501 -0.0131781 
 
Ln(alpha) -0.0071099 0.0010951 0.000035 -0.0073472 -0.00851 -0.0031901 
Results from Bayesian logistic regression: Random-walk Metropolis-Hastings sampling 
1,050,000 iterations 
50,000 burn in 
1,000,000 MCMC sample size 
Number of observations:   min  4,336 
                                           avg  276,053 
                                           max 547,770 
Acceptance rate:  0.003088 
Efficiency:   min 0.0009998 
                     avg 0.001009 
                     max 0.001222 
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Table 4.5  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park. 
Posterior distributions for parameters of hurdle part of model (AL as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval upper 
limit 
AK 0.0102646 0.0001329 4.20E-06 0.0102652 0.0099953 0.0105419 
 
AZ 0.0021052 0.0007907 0.000025 0.0020754 0.0009336 0.0032182 
 
AR -0.0030374 0.0004469 0.000014 -0.0030172 -0.0037585 -0.002389 
 
CA -0.0051074 0.0020084 0.000064 -0.0054588 -0.0080817 -0.0011872 
 
CO 0.0000839 0.0007923 0.000025 -0.0000467 -0.0009091 0.0015093 
 
CT -0.004403 0.0002475 7.80E-06 -0.0043834 -0.0048936 -0.00395 
 
DE -0.0034062 0.0003203 0.00001 -0.0035623 -0.0037785 -0.0025838 
 
FL 0.005764 0.0005765 0.000018 0.0058335 0.00479 0.0065268 
 
GA -0.0029525 0.0002573 8.10E-06 -0.002939 -0.0034155 -0.0025607 
 
HI -0.0046668 0.0001873 5.90E-06 -0.0046839 -0.0049538 -0.0042779 
 
ID -0.0090544 0.001016 0.000032 -0.0093267 -0.0101579 -0.0071249 
 
IL 0.004961 0.0009788 0.000031 0.0045821 0.0040113 0.0073936 
 
IN 0.0002245 0.0004266 0.000013 0.0002654 -0.0004766 0.0008141 
 
IA 0.0058799 0.00199 0.000063 0.0055863 0.0032756 0.0090823 
 
KS 
 
-0.0005274 
 
0.0005546 
 
0.000018 
 
-0.0004608 
 
-0.0016627 
 
0.000403 
 
KY -0.0005682 0.0002189 6.90E-06 -0.0005822 -0.0008953 -0.0000288 
 
LA -0.0046269 0.0002433 7.70E-06 -0.0046717 -0.0049852 -0.0040832 
 
ME 0.0029007 0.0002986 9.40E-06 0.0028729 0.0024154 0.0034714 
 
MD -0.0035381 0.0004084 0.000013 -0.0036899 -0.0040924 -0.0028353 
 
MA 0.001649 0.0003338 0.000011 0.0016029 0.0011116 0.0023758 
 
MI -0.0052726 0.0006837 0.000022 -0.005529 -0.0060294 -0.0036201 
 
MN -0.0016089 0.0019284 0.000061 -0.0017318 -0.0043489 0.0016375 
 
MS 0.0021121 0.0002513 7.90E-06 0.0021154 0.0016604 0.0026503 
 
MO -0.005311 0.0002521 8.00E-06 -0.0053397 -0.0057597 -0.0048406 
 
MT -0.0092933 0.0005841 0.000018 -0.0093608 -0.0101202 -0.0080021 
 
NE 0.0053976 0.0011078 0.000035 0.0050993 0.0040333 0.0074969 
 
NV 0.0030834 0.000353 0.000011 0.0030755 0.0024274 0.0037665 
 
NH 0.0020349 0.0004474 0.000014 0.0021108 0.0011145 0.0027842 
 
NJ 
 
0.0076734 
 
0.000412 
 
0.000013 
 
0.0077198 
 
0.0070975 
 
0.008406 
 
NM 0.0050645 0.0008991 0.000028 0.0047391 0.0039988 0.0067569 
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Table 4.5 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thninning. 
Posterior distributions for parameters of hurdle part of model (AL as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
NY -0.001215 0.000733 0.000023 -0.0015393 -0.0021 0.0004874 
 
NC 0.0032025 0.0003978 0.000013 0.0031421 0.0026418 0.0039807 
 
ND -0.0110159 0.0010294 0.000033 -0.0115529 -0.0122032 -0.0087985 
 
OH -0.0032794 0.0004896 0.000015 -0.0031598 -0.0039722 -0.0024949 
 
OK -0.0004857 0.0003681 0.000012 -0.0006478 -0.001031 0.000164 
 
OR -0.0013245 0.0010826 0.000034 -0.0019651 -0.0025709 0.000687 
 
PA 0.0003942 0.0005338 0.000017 0.000426 -0.0005285 0.0015538 
 
RI -0.0107663 0.0003141 9.90E-06 -0.0108376 -0.0112695 -0.0102248 
 
SC 0.0062498 0.0003318 0.00001 0.0063454 0.0055691 0.0066791 
 
SD -0.0097835 0.0012149 0.000038 -0.0101266 -0.0111678 -0.0072757 
 
TN -0.0018217 0.0002305 7.30E-06 -0.0017533 -0.0023262 -0.0015346 
 
TX 0.0012058 0.0006384 0.00002 0.0009893 0.0004835 0.0024612 
 
UT -0.000309 0.0005809 0.000018 -0.0005447 -0.0009381 0.0010229 
 
VT -0.0044122 0.0003729 0.000012 -0.0043871 -0.0050359 -0.0036376 
 
VA -0.0046142 0.0006469 0.00002 -0.0048213 -0.0056119 -0.0033643 
 
WA -0.0043267 0.000812 0.000026 -0.004616 -0.0055119 -0.0026922 
 
WV -0.0039354 0.0001726 5.50E-06 -0.0039602 -0.0041978 -0.0035729 
 
WI -0.0181181 0.0008874 0.000028 -0.0184669 -0.0193722 -0.0163225 
 
Income less than 
10,000 
 
 
0.0065744 
 
 
0.0002537 
 
 
8.00E-06 
 
 
0.0066549 
 
 
0.0059885 
 
 
0.0068764 
 
Income 10,000 to 
14,999 0.0001685 0.0013067 0.000041 -0.0005412 -0.0011976 0.0034946 
 
Income 15,000 to 
24,999 0.0042679 0.0005083 0.000016 0.0044362 0.0024762 0.0046889 
 
Income 25,000 to 
34,999 -0.0085779 0.0002904 9.20E-06 -0.0086295 -0.0088743 -0.0073721 
 
Income 35,000 to 
49,999 -0.002184 0.0001934 6.10E-06 -0.002178 -0.0024997 -0.0018267 
 
Income 50,000 to 
74,999 -0.0084716 0.0001378 4.30E-06 -0.0084391 -0.008912 -0.0082974 
 
Income 75,000 to 
99,999 -0.0056664 0.0001174 3.70E-06 -0.0056552 -0.0059286 -0.005419 
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Table 4.5 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thinning. 
Posterior distributions for parameters of hurdle part of model (AL as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Income 100,000 to 
149,999 
 
 
0.0040072 
 
 
0.0000855 
 
 
2.70E-06 
 
 
0.0040101 
 
 
0.0038263 
 
 
0.0041399 
 
Income 150,000 to 
199,999 0.0044589 0.0001749 5.50E-06 0.0044476 0.0041544 0.004881 
 
Income 200,000 and 
up -0.0060235 0.0000858 2.70E-06 -0.0060113 -0.0062322 -0.0058801 
 
Standardized Average  
Household size 
 
 
-0.0034628 
 
 
0.0014985 
 
 
0.000047 
 
 
-0.0040235 
 
 
-0.0053782 
 
 
-0.0000902 
 
Standardized Average 
Age of ZIP code 
population -0.0017992 0.0038036 0.00012 -0.0028755 -0.0070872 0.0057565 
 
Standardized Years of 
education 0.0068178 0.0037127 0.000117 0.0076114 -0.0001556 0.0119015 
 
Standardized Percent 
white -0.0181102 0.0070371 0.000223 -0.0197905 -0.0276123 -0.0044972 
 
Constant -0.0620938 0.0221643 0.000701 -0.0667717 -0.09314 -0.0201471 
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Table 4.5 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
Year 2007 indicator -0.0005622 0.0003411 0.000011 -0.0007076 -0.0009667 0.0001538 
 
Year 2008 indicator -0.0018465 0.0002695 8.50E-06 -0.0019114 -0.0022231 -0.0013762 
 
Year 2009 indicator -0.0090066 0.0002716 8.60E-06 -0.0090184 -0.0094022 -0.0085701 
 
Year 2010 indicator 0.0048296 0.0002329 7.40E-06 0.0048517 0.004419 0.0053874 
 
Year 2011 indicator 0.0084812 0.0003894 0.000012 0.0083213 0.0080445 0.0093309 
 
Year 2012 indicator 0.0003064 0.0005924 0.000019 0.0002697 -0.000763 0.0012927 
 
Year 2013 indicator -0.0111717 0.0001666 5.30E-06 -0.0111988 -0.0114991 -0.0108308 
 
Angleworm Lake 
Travel cost -0.0041246 0.0020808 0.000066 -0.0043292 -0.0071942 -0.0003949 
 
Angleworm Trail 
Travel cost -0.0082694 0.0024178 0.000076 -0.0098632 -0.0099012 -0.0023071 
 
Baker Lake Travel 
cost 
 
-0.0097609 
 
0.0028921 
 
0.000091 
 
-0.0118493 
 
-0.0119392 
 
-0.0029021 
 
Big Moose Lake Trail 
Travel cost -0.0033366 0.0010089 0.000032 -0.0039594 -0.004344 -0.001067 
 
Blandin Trail Travel 
cost  0.0052079 0.0006231 0.00002 0.0049915 0.0042548 0.0062943 
 
Bog Lake Travel cost -0.0013872 0.0001607 5.10E-06 -0.0014187 -0.0016103 -0.0010178 
 
Border Route Trail 
Center Travel cost -0.0079452 8.37E-06 2.20E-07 -0.0079452 -0.0079601 -0.0079271 
 
Border Route Trail 
East Travel cost 0.0022947 0.0008197 0.000026 0.0020732 0.0010122 0.0038416 
 
Border Route Trail 
West Travel cost 0.001916 0.0005107 0.000016 0.001675 0.0014468 0.0032039 
 
Bower Trout Lake 
Travel cost -0.0017989 0.001324 0.000042 -0.0022598 -0.0036292 0.0009734 
 
Brant Lake Travel cost -0.0070118 0.0011773 0.000037 -0.0071944 -0.0087121 -0.0049856 
 
Brule Lake Travel cost 0.0011595 0.0021579 0.000068 0.0005457 -0.002038 0.0052094 
 
Clearwater Lake 
Travel cost -0.0100209 0.0037424 0.000118 -0.0120338 -0.013189 -0.0017412 
 
Crab and Cummings 
Lakes Travel cost 0.0078 0.0008311 0.000026 0.0078505 0.0064769 0.0090163 
 
Crocodile River Travel 
cost 0.0045934 0.0007115 0.000023 0.0045669 0.0034668 0.005984 
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Table 4.5 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Cross bay Lake Travel 
cost -0.0042707 0.0014807 0.000047 -0.0045168 -0.006515 -0.0014826 
 
Daniels Lake Travel 
cost -0.0051587 0.0031512 0.0001 -0.0061742 -0.0092314 0.0004558 
 
Duncan Lake Travel 
cost -0.0105799 0.0000106 2.80E-07 -0.0105801 -0.0105983 -0.0105569 
 
Eagle Mountain Trail 
Travel cost -0.006341 3.32E-06 9.10E-08 -0.0063409 -0.006347 -0.0063347 
 
East Bearskin Lake 
Travel cost -0.0074988 0.003104 0.000098 -0.0096229 -0.0096617 -9.93E-06 
 
Fall Lake Travel cost 0.000212 0.0004644 0.000015 0.000353 -0.0006723 0.0009271 
 
Farm Lake Travel cost -0.007476 0.001936 0.000061 -0.0083146 -0.0083267 -0.0014348 
 
From Big Lake Travel 
cost -0.0091935 0.0006413 0.00002 -0.0091166 -0.0100897 -0.0078376 
 
Herriman Lake Trail 
Travel cost 0.0069613 0.0007795 0.000025 0.0067366 0.0059861 0.0083287 
 
Hog Creek Travel cost 0.0026227 0.0009531 0.00003 0.002157 0.0016467 0.0047808 
 
Homer Lake Travel 
cost -0.0031537 0.0029346 0.000093 -0.0036305 -0.0075057 0.002368 
 
Issabella Lake Travel 
cost -0.0070647 0.0038544 0.000122 -0.0082083 -0.0113083 0.0005119 
 
Island River Travel 
cost -0.0067029 0.002808 0.000089 -0.008241 -0.0090713 -0.0007069 
 
John Lake Travel cost -0.0067362 0.0023699 0.000075 -0.0070874 -0.0098429 -0.001903 
 
Kawishiwi Lake Travel 
cost -0.0138035 0.0035294 0.000112 -0.0164506 -0.0165225 -0.0058858 
 
Kekekabic Trail West 
Travel cost -0.0033519 0.0018704 0.000059 -0.0038155 -0.0057672 0.0003647 
 
Kekekabic Trail East 
Travel cost -0.0111729 0.0042825 0.000135 -0.0138158 -0.0145544 -0.0012917 
 
Lac La Croix Travel 
cost -0.0026743 0.0001868 5.90E-06 -0.00263 -0.0030597 -0.0024155 
 
Lake One Travel cost 
 
-0.0095903 
 
9.88E-06 
 
2.70E-07 
 
-0.0095906 
 
-0.0096077 
 
-0.0095694 
 
Larch Creek Travel 
cost 0.0020179 0.0007466 0.000024 0.0018412 0.0009822 0.0033381 
 
Little Gabbro Lake 
Travel cost -0.001572 0.0034339 0.000109 -0.0026046 -0.0058122 0.0050133 
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Table 4.5 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Little Indian River 
Sioux South Travel 
cost -0.0032472 0.0007733 0.000024 -0.003522 -0.0043692 -0.0019675 
 
Little Indian Sioux 
River North Travel cost -0.0115234 0.0008851 0.000028 -0.0120933 -0.0122544 -0.009536 
 
Little Isabella River 
Travel cost -0.011051 0.0005211 0.000016 -0.0111574 -0.0117814 -0.0101195 
 
Little Vermillion Lake 
Travel cost -0.0107835 0.0001944 6.10E-06 -0.0108689 -0.0110026 -0.0103703 
 
Lizz and Swamp 
Lakes Travel cost 
 
-0.0094463 
 
0.0006247 
 
0.00002 
 
-0.0096316 
 
-0.0096481 
 
-0.0070471 
 
Magnetic Lake Travel 
cost -0.0052404 0.0015929 0.00005 -0.0055641 -0.0073916 -0.0024055 
 
Meeds Lake Travel 
cost -0.0202309 0.0002239 7.10E-06 -0.0202472 -0.0206276 -0.0197656 
 
Missing Link Lake 
Travel cost -0.0013625 0.0012065 0.000038 -0.0011429 -0.0031566 0.0006324 
 
Moose Lake Travel 
cost -0.0073051 0.0004145 0.000013 -0.0074777 -0.0078166 -0.0064914 
 
Moose River Travel 
cost 0.0021419 0.0005019 0.000016 0.0019241 0.0015221 0.0031146 
 
Portage River Travel 
cost -0.0060388 0.0016261 0.000051 -0.0063871 -0.0085646 -0.0029253 
 
Morgan Lake Travel 
cost -0.0025576 0.0015859 0.00005 -0.0030096 -0.0045386 0.0001828 
 
Mudro Lake Travel 
cost -0.0019247 0.0004682 0.000015 -0.0018858 -0.0026202 -0.0010234 
 
North Fowl Lake 
Travel cost -0.0036736 0.0004592 0.000015 -0.0037624 -0.0043184 -0.0023601 
 
North Kawishiwi River 
Travel cost -0.0114516 0.0014201 0.000045 -0.011648 -0.0132932 -0.0086074 
 
Norway Trail Travel 
cost -0.0101993 0.0004135 0.000013 -0.0101176 -0.0109121 -0.0094033 
 
Partridge Lake / South 
Lake Trail Travel cost -0.0022156 0.0020638 0.000065 -0.0026023 -0.0053714 0.001906 
 
Pine Lake Travel cost 0.0088898 0.0016816 0.000053 0.0087327 0.0065972 0.0114727 
 
Pow wow Trail Travel 
cost -0.0101421 0.0015446 0.000049 -0.0112085 -0.0112821 -0.0066877 
 
Ram Lake Travel cost -0.0181267 0.0015802 0.00005 -0.0189363 -0.0195785 -0.0150424 
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Table 4.5 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Saganaga Lake Travel 
cost 0.0048574 0.0001773 5.60E-06 0.0048909 0.0044562 0.0051045 
 
Sawbill Lake Travel 
cost -0.0094406 8.19E-06 2.40E-07 -0.0094401 -0.0094563 -0.0094264 
 
Seagull Lake Travel 
cost 0.0120379 0.0003024 9.60E-06 0.0120965 0.0114793 0.0125411 
 
Sioux Hustler Trail 
Travel cost -0.0074055 0.0013096 0.000041 -0.0077119 -0.0091 -0.0051757 
 
Skipper and Portage 
Lakes Travel cost -0.0145542 0.0010242 0.000032 -0.0148053 -0.0157885 -0.0121622 
 
Slim Lake Travel cost -0.0049065 0.0029974 0.000095 -0.0054482 -0.0092289 0.0008805 
 
Snake River Travel 
cost -0.0078233 0.0002578 8.20E-06 -0.0078506 -0.0082963 -0.0074112 
 
Snowbank Lake Travel 
cost -0.0085959 0.0002424 7.70E-06 -0.0085628 -0.0090777 -0.0081919 
 
South Farm Lake 
Travel cost -0.0054677 0.0013539 0.000043 -0.0057761 -0.0076155 -0.0027022 
 
South Hegman Lake 
Travel cost -0.0091821 9.02E-06 2.50E-07 -0.0091818 -0.0091988 -0.0091644 
 
South Kawishiwi River 
Travel cost -0.0122474 0.0000262 7.90E-07 -0.0122538 -0.0122851 -0.012183 
 
South Lake Travel 
cost -0.0059632 0.0027949 0.000088 -0.0063866 -0.0099318 -0.0010767 
 
Stuart River Travel 
cost 
 
-0.0027069 
 
0.0008616 
 
0.000027 
 
-0.0024854 
 
-0.0040718 
 
-0.0010649 
 
Trout Lake Travel cost -0.0063798 0.0007942 0.000025 -0.0060542 -0.0077483 -0.0051604 
 
Wood Lake Travel 
cost -0.0034012 0.0028765 0.000091 -0.0037057 -0.0074722 0.002532 
 
Eagle Mountain trail 
intercept 0.0053021 0.0002074 6.60E-06 0.0053067 0.0048582 0.005757 
 
Standardized 
Household income -0.0031551 0.0001493 4.70E-06 -0.0031505 -0.0034188 -0.0028735 
 
Standardized Percent 
white -0.0048124 0.0001898 6.00E-06 -0.0048241 -0.0050887 -0.0044677 
 
Standardized Average 
Household Size -0.0025359 0.0003366 0.000011 -0.0025051 -0.0030656 -0.0019222 
 
Standardized Average 
Age of ZIP code 
population -0.0040417 0.0001838 5.80E-06 -0.0040104 -0.0044017 -0.0037278 
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Table 4.5 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Standardized Years of 
Education -0.0000249 0.0004003 0.000013 -0.0002372 -0.0004242 0.0008929 
 
Ln(total population in 
ZIP code) -0.0128033 0.0028159 0.000089 -0.0130445 -0.0168856 -0.0077736 
 
Ln(alpha) -0.001712 0.0002632 8.30E-06 -0.0018066 -0.0020331 -0.001018 
Results from Bayesian logistic regression: Random-walk Metropolis-Hastings sampling 
1,050,000 iterations 
50,000 burn in 
1,000,000 MCMC sample size 
Number of observations:   min  5,545 
                                           avg  1,755,486 
                                           max 3,505,427 
Acceptance rate:  0.09893 
Efficiency:   min 0.0009995 
                     avg 0.001014 
                     max 0.001458  
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Table 4.6  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park, 5 iteration thinning. 
Posterior distributions for parameters of hurdle part of model (MN as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
WI -0.0249338 0.005087 0.000161 -0.0262762 -0.0309642 -0.0089026 
 
IA -0.0495918 0.0057687 0.000182 -0.0517455 -0.0548709 -0.0309838 
 
ND -0.0154701 0.0024687 0.000078 -0.0158358 -0.0188414 -0.0085654 
 
SD -0.0249244 0.0037288 0.000118 -0.0262854 -0.0285381 -0.0128497 
 
Income less than 
10,000 0.0026778 0.0001961 6.10E-06 0.0026849 0.0021748 0.0029248 
 
Income 10,000 to 
14,999 
 
 
0.0000454 
 
 
0.0006033 
 
 
0.000019 
 
 
-0.0001908 
 
 
-0.0005524 
 
 
0.0016493 
 
Income 15,000 to 
24,999 0.0003097 0.0002618 8.20E-06 0.0002998 -0.000274 0.0007586 
 
Income 25,000 to 
34,999 0.0012553 0.0002251 7.10E-06 0.0012796 0.0007467 0.0015619 
 
Income 35,000 to 
49,999 -0.0028491 0.0001877 5.90E-06 -0.0028188 -0.0032758 -0.0025915 
 
Income 50,000 to 
74,999 -0.0014065 0.0001632 5.10E-06 -0.001426 -0.0016877 -0.0011095 
 
Income 75,000 to 
99,999 
 
 
-0.0000456 
 
 
0.000147 
 
 
4.60E-06 
 
 
-0.0000242 
 
 
-0.0003642 
 
 
0.0002233 
 
Income 100,000 to 
149,999 0.0003267 0.0001101 3.40E-06 0.0003344 0.000042 0.0005335 
 
Income 150,000 to 
199,999 0.0039624 0.0001997 6.30E-06 0.0039402 0.0034859 0.004354 
 
Income 200,000 and 
up -0.0011158 0.0000972 3.00E-06 -0.0011213 -0.0013062 -0.0008912 
 
Standardized Average  
Household size -0.0146438 0.0008999 0.000028 -0.0145677 -0.0157312 -0.0131908 
 
Standardized Average 
Age of ZIP code 
population 0.0032548 0.0010397 0.000033 0.0027588 0.0023186 0.0057855 
 
Standardized Years of 
education -0.0072534 0.000576 0.000018 -0.0072919 -0.0082573 -0.0057898 
 
Standardized Percent 
white -0.0235479 0.0034687 0.00011 -0.0243375 -0.0275026 -0.0141216 
 
Constant -0.0398723 0.0060089 0.00019 -0.0419937 -0.0451458 -0.0191134 
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Table 4.6 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park, 5 iteration thinning. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
Year 2007 indicator 0.0018979 0.0010451 0.000033 0.0016534 -0.0002517 0.0033176 
 
Year 2008 indicator 
 
0.0021389 
 
0.0008416 
 
0.000027 
 
0.0019152 
 
0.0009613 
 
0.0048714 
 
Year 2009 indicator -0.0008413 0.0006121 0.000019 -0.0006267 -0.0025064 -0.0002143 
 
Year 2010 indicator 
 
-0.0134896 
 
0.0012653 
 
0.00004 
 
-0.0139593 
 
-0.0146838 
 
-0.0092489 
 
Year 2011 indicator 0.0018346 0.0014696 0.000046 0.0011711 -0.0000983 0.0053113 
 
Year 2012 indicator -0.0083269 0.0013018 0.000041 -0.0084144 -0.0106996 -0.004339 
 
Year 2013 indicator 0.0023988 0.0008956 0.000028 0.0023595 0.0005747 0.0041031 
 
Angleworm Lake 
Travel cost -0.0189973 0.0034926 0.00011 -0.0199184 -0.023459 -0.0096713 
 
Angleworm Trail Travel 
cost -0.0301311 0.0045929 0.000145 -0.0315614 -0.0354233 -0.0183362 
 
Baker Lake Travel cost -0.0331019 0.0035453 0.000112 -0.0341532 -0.0342487 -0.0207535 
 
Big Moose Lake Trail 
Travel cost -0.0089791 0.0013592 0.000043 -0.0094292 -0.0101297 -0.0042936 
 
Blandin Trail Travel 
cost 0.002789 0.000867 0.000027 0.0022823 0.0018698 0.0045309 
 
Bog Lake Travel cost 0.0095442 0.0006105 0.000019 0.009626 0.00824 0.0108597 
 
Border Route Trail 
Center Travel cost -0.0380519 0.0000767 2.20E-06 -0.0380548 -0.0382136 -0.0379417 
 
Border Route Trail East 
Travel cost -0.0017258 0.0017206 0.000054 -0.002349 -0.0027659 0.0035633 
 
Border Route Trail 
West Travel cost -0.0040214 0.0009648 0.00003 -0.0041313 -0.0047655 -0.0001065 
 
Bower Trout Lake 
Travel cost -0.034527 0.0022263 0.00007 -0.0352872 -0.0369282 -0.0262034 
 
Brant Lake Travel cost -0.0203295 0.0018695 0.000059 -0.0207425 -0.0229792 -0.0158485 
 
Brule Lake Travel cost -0.0265637 0.0037869 0.00012 -0.0279365 -0.0301455 -0.0138974 
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Table 4.6 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park, 5 iteration thinning. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
Clearwater Lake Travel 
cost -0.036167 0.0034381 0.000109 -0.0373116 -0.0373773 -0.0234584 
 
Crab and Cummings 
Lakes Travel cost -0.0065808 0.0014059 0.000044 -0.0071137 -0.0077916 -0.0026151 
 
Crocodile River Travel 
cost -0.0021903 0.0011611 0.000037 -0.0024833 -0.0038267 0.0003815 
 
Cross bay Lake Travel 
cost -0.0084045 0.0010276 0.000032 -0.0086976 -0.0094842 -0.0049168 
 
Daniels Lake Travel 
cost -0.0302395 0.0042965 0.000136 -0.0316291 -0.0346813 -0.0174644 
 
Duncan Lake Travel 
cost -0.0381289 0.0012506 0.000039 -0.0382831 -0.0384107 -0.0380255 
 
Eagle Mountain Trail 
Travel cost -0.0298239 0.0000436 1.40E-06 -0.0298107 -0.029962 -0.0297808 
 
East Bearskin Lake 
Travel cost 
 
-0.0419546 
 
0.0034998 
 
0.000111 
 
-0.0433567 
 
-0.0434217 
 
-0.0298089 
 
Fall Lake Travel cost -0.0030433 0.0010965 0.000035 -0.0035133 -0.0042109 -0.0000918 
 
Farm Lake Travel cost -0.035913 0.0030895 0.000097 -0.0366732 -0.0367712 -0.0241321 
 
From Big Lake Travel 
cost -0.0014446 0.001189 0.000038 -0.0019566 -0.0025975 0.0022836 
 
Herriman Lake Trail 
Travel cost -0.0106172 0.0004112 0.000013 -0.0105731 -0.0115421 -0.0095914 
 
Hog Creek Travel cost -0.0209836 0.0028336 0.00009 -0.0221308 -0.023729 -0.0115662 
 
Homer Lake Travel 
cost -0.0387055 0.0050106 0.000158 -0.0405367 -0.0406404 -0.0199475 
 
Issabella Lake Travel 
cost -0.0349613 0.0019815 0.000062 -0.0354188 -0.0355412 -0.0282609 
 
Island River Travel cost -0.0253952 0.0035153 0.000111 -0.026213 -0.0285114 -0.0127639 
 
John Lake Travel cost -0.0259475 0.0037489 0.000118 -0.0275629 -0.0287316 -0.0133524 
 
Kawishiwi Lake Travel 
cost -0.0343999 0.0012651 0.00004 -0.0345947 -0.0346739 -0.0339565 
 
Kekekabic Trail West 
Travel cost -0.0147064 0.0033545 0.000106 -0.016402 -0.0181281 -0.0048514 
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Table 4.6 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park, 5 iteration thinning. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
Kekekabic Trail East 
Travel cost -0.0355911 0.0061155 0.000193 -0.0382776 -0.0384433 -0.0149707 
 
Lac La Croix Travel 
cost 0.0016912 0.0012669 0.00004 0.0020041 -0.0015363 0.0028693 
 
Lake One Travel cost -0.0313458 0.0000577 1.70E-06 -0.0313477 -0.0314878 -0.0312473 
 
Larch Creek Travel 
cost -0.0005741 0.0009593 0.00003 -0.0008973 -0.0017743 0.002154 
 
Little Gabbro Lake 
Travel cost -0.0369831 0.0038576 0.000122 -0.0384833 -0.0386161 -0.0230907 
 
Little Indian River 
Sioux South Travel 
cost -0.0111462 0.0012004 0.000038 -0.0111538 -0.0130474 -0.0081356 
 
Little Indian Sioux 
River North Travel cost -0.0213466 0.0024008 0.000076 -0.0219486 -0.023552 -0.0136535 
 
Little Isabella River 
Travel cost 
 
-0.0084911 
 
0.0011672 
 
0.000037 
 
-0.008724 
 
-0.0098846 
 
-0.0050735 
 
Little Vermillion Lake 
Travel cost -0.02002 0.0015545 0.000049 -0.0207251 -0.0216542 -0.0148636 
 
Lizz and Swamp Lakes 
Travel cost -0.0333621 0.0052878 0.000167 -0.0352939 -0.0388245 -0.0175824 
 
Magnetic Lake Travel 
cost -0.0087985 0.0005345 0.000017 -0.0090091 -0.0093457 -0.0075965 
 
Meeds Lake Travel 
cost 0.0013286 0.0010973 0.000035 0.0011724 -0.0005294 0.0044006 
 
Missing Link Lake 
Travel cost 
 
-0.0094107 
 
0.0024606 
 
0.000078 
 
-0.0104151 
 
-0.011711 
 
-0.0010859 
 
Moose Lake Travel 
cost 0.0043933 0.0007397 0.000023 0.0041123 0.0033771 0.0056198 
 
Moose River Travel 
cost -0.0053544 0.0006324 0.00002 -0.0055454 -0.0059931 -0.0037167 
 
Portage River Travel 
cost -0.0078053 0.0019623 0.000062 -0.0089604 -0.0092409 -0.001802 
 
Morgan Lake Travel 
cost -0.004222 0.0010819 0.000034 -0.0044954 -0.0054736 -0.0016345 
 
Mudro Lake Travel cost 0.0006787 0.0006767 0.000021 0.0005694 -0.0001359 0.0026214 
 
North Fowl Lake Travel 
cost 0.003762 0.0009069 0.000029 0.0037157 0.0022063 0.0049575 
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Table 4.6 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park, 5 iteration thinning. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
North Kawishiwi River 
Travel cost -0.0120183 0.0016348 0.000052 -0.0125067 -0.0138915 -0.0073662 
 
Norway Trail Travel 
cost -0.0023265 0.0005003 0.000016 -0.0022338 -0.0033351 -0.0013868 
 
Partridge Lake / South 
Lake Trail Travel cost -0.0121544 0.0015039 0.000047 -0.0123236 -0.0136083 -0.007352 
 
Pine Lake Travel cost 
 
-0.0099807 
 
0.0017632 
 
0.000056 
 
-0.0107247 
 
-0.0119719 
 
-0.0049618 
 
Pow wow Trail Travel 
cost -0.0288771 0.0030403 0.000096 -0.0298205 -0.0321579 -0.0202749 
 
Ram Lake Travel cost -0.0307208 0.0038586 0.000122 -0.0323555 -0.0330766 -0.0181619 
 
Saganaga Lake Travel 
cost -0.0020792 0.0009648 0.000031 -0.0024063 -0.0027849 0.001217 
 
Sawbill Lake Travel 
cost -0.030658 0.0000429 1.30E-06 -0.0306508 -0.03079 -0.0305991 
 
Seagull Lake Travel 
cost -0.0023358 0.001073 0.000034 -0.0018324 -0.0053692 -0.0013151 
 
Sioux Hustler Trail 
Travel cost 
 
-0.0172392 
 
0.0010565 
 
0.000033 
 
-0.0175116 
 
-0.018348 
 
-0.0141036 
 
Skipper and Portage 
Lakes Travel cost 0.0054511 0.000489 0.000015 0.0054918 0.0038548 0.0064886 
 
Slim Lake Travel cost -0.0337936 0.0036184 0.000114 -0.0350583 -0.0352667 -0.0201723 
 
Snake River Travel 
cost -0.006458 0.0004003 0.000013 -0.0064268 -0.0072107 -0.0057488 
 
Snowbank Lake Travel 
cost 
 
-0.0071067 
 
0.000654 
 
0.000021 
 
-0.0072744 
 
-0.0079693 
 
-0.005151 
 
South Farm Lake 
Travel cost -0.0053236 0.0016738 0.000053 -0.0058433 -0.0068541 0.0003337 
 
South Hegman Lake 
Travel cost -0.0371272 0.0000689 2.10E-06 -0.0371319 -0.0373036 -0.0370146 
 
South Kawishiwi River 
Travel cost -0.0205556 0.0037158 0.000117 -0.021513 -0.0244748 -0.0099801 
 
South Lake Travel cost -0.0132049 0.0025497 0.000081 -0.0143007 -0.0153395 -0.0052944 
 
Stuart River Travel cost 
 
-0.0031961 
 
0.001098 
 
0.000035 
 
-0.0031372 
 
-0.0046205 
 
0.0001262 
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Table 4.6 (continued)  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from five closest states to the park, 5 iteration thinning. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
Trout Lake Travel cost -0.0240286 0.0022002 0.00007 -0.0243368 -0.0262184 -0.016828 
 
Wood Lake Travel cost -0.0203973 0.0034213 0.000108 -0.0216215 -0.0240157 -0.0106539 
 
Eagle Mountain trail 
intercept 0.0031225 0.0008005 0.000025 0.0032909 0.0000532 0.0037371 
 
Standardized 
Household income -0.0030873 0.000646 0.00002 -0.0032374 -0.0041626 -0.001201 
 
Standardized Percent 
white -0.002221 0.0014725 0.000047 -0.0027679 -0.0038752 0.0021941 
 
Standardized Average 
Household Size -0.0013314 0.0014006 0.000044 -0.0016819 -0.0031727 0.0022617 
 
Standardized Average 
Age of ZIP code 
population -0.0097392 0.0014198 0.000045 -0.0102682 -0.0107755 -0.0049868 
 
Standardized Years of 
Education -0.0082374 0.0008863 0.000028 -0.0081568 -0.0100436 -0.0065675 
 
Ln(total population in 
ZIP code) -0.037543 0.0049372 0.000156 -0.0395046 -0.0418066 -0.0203713 
 
Ln(alpha) -0.0002555 0.0006568 0.000021 -0.0000156 -0.0017651 0.0005587 
Results from Bayesian logistic regression: Random-walk Metropolis-Hastings sampling 
5,049,996 iterations 
50,000 burn in 
1,000,000 MCMC sample size 
Number of observations:   min  3,550 
                                           avg  148,378 
                                           max 293,205 
Acceptance rate:  0.0005996 
Efficiency:   min 0.0009997 
                     avg 0.00101 
                     max 0.001193 
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Table 4.7  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thinning. 
Posterior distributions for parameters of hurdle part of model (AL as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
AK 0.0092677 0.0007589 0.000024 0.0090521 0.0080926 0.0104165 
 
AZ 0.0010087 0.0007166 0.000023 0.0008241 0.0001614 0.0030313 
 
AR -0.0035211 0.0004654 0.000015 -0.0036268 -0.0042805 -0.0025494 
 
CA -0.0138332 0.0057476 0.000182 -0.0145922 -0.022455 -0.0022501 
 
CO -0.0021887 0.0015259 0.000048 -0.0020193 -0.0043332 0.0012118 
 
CT -0.0054426 0.0007062 0.000022 -0.0056495 -0.0064289 -0.0041224 
 
DE -0.0034385 0.0002453 7.70E-06 -0.0034355 -0.0038986 -0.002993 
 
FL 0.0051391 0.0006158 0.000019 0.0049933 0.0042793 0.0064052 
 
GA -0.0029435 0.0004531 0.000014 -0.0030044 -0.0036919 -0.0019505 
 
HI -0.0053317 0.0006027 0.000019 -0.0052113 -0.0065028 -0.0043826 
 
ID -0.0111566 0.0016091 0.000051 -0.010644 -0.0136847 -0.0073771 
 
IL 0.0013228 0.0025006 0.000079 0.0014477 -0.0028093 0.006465 
 
IN -0.0013768 0.000996 0.000031 -0.001812 -0.0024897 0.0006936 
 
IA -0.001721 0.0051159 0.000162 -0.0022386 -0.0094647 0.0087872 
 
KS -0.0028641 0.0013394 0.000042 -0.0036648 -0.0040285 0.0000531 
 
KY -0.0006105 0.0002635 8.30E-06 -0.0006059 -0.0012621 -0.0000722 
 
LA -0.0054711 0.0006902 0.000022 -0.0052966 -0.0069042 -0.0042445 
 
ME 0.0015765 0.0008036 0.000025 0.0012967 0.0006435 0.0032856 
 
MD -0.0043749 0.0007472 0.000024 -0.0044079 -0.0056485 -0.0029952 
 
MA 0.0001942 0.001056 0.000033 -0.0000351 -0.0014975 0.0020765 
 
MI -0.0078864 0.0017271 0.000055 -0.0081829 -0.0100982 -0.0045689 
 
MN -0.0097261 0.0052908 0.000167 -0.0105185 -0.0175288 0.0008935 
 
MS 0.0017638 0.0004141 0.000013 0.001716 0.0011182 0.0025495 
 
MO -0.0075385 0.0013719 0.000043 -0.0077118 -0.0096313 -0.0049789 
 
MT -0.0123176 0.0019866 0.000063 -0.0128387 -0.014756 -0.008542 
 
NE 0.0009581 0.0029894 0.000095 0.0006506 -0.0030666 0.0071032 
 
NV 0.0027785 0.0003123 9.90E-06 0.0027643 0.0023288 0.0035801 
 
NH 0.000781 0.0006994 0.000022 0.0005449 0.0000713 0.0024663 
 
NJ 
 
0.0063375 
 
0.0009516 
 
0.00003 
 
0.0061646 
 
0.0046142 
 
0.0082331 
 
NM 0.0025257 0.0016988 0.000054 0.0022186 0.0001656 0.0065582 
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Table 4.7 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thninning. 
Posterior distributions for parameters of hurdle part of model (AL as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
NY 
 
-0.0041702 
 
0.0020826 
 
0.000066 
 
-0.0040441 
 
-0.00733 
 
-0.0002379 
 
NC 0.0023398 0.0008393 0.000027 0.0021251 0.0009787 0.0039521 
 
ND -0.0141044 0.0021712 0.000069 -0.0140368 -0.0173832 -0.0095318 
 
OH -0.0056552 0.001568 0.00005 -0.0059211 -0.0076669 -0.0026959 
 
OK -0.0014674 0.0006557 0.000021 -0.0016003 -0.002371 -0.0000137 
 
OR -0.0047363 0.0023899 0.000076 -0.0048245 -0.0090166 0.0003306 
 
PA -0.0021742 0.0016105 0.000051 -0.0024928 -0.0045869 0.00105 
 
RI -0.0115918 0.000532 0.000017 -0.0116663 -0.0125224 -0.010325 
 
SC 0.0073418 0.0006914 0.000022 0.0076472 0.0057368 0.008176 
 
SD -0.0143284 0.0028513 0.00009 -0.015012 -0.0183584 -0.0079802 
 
TN -0.0019722 0.0003515 0.000011 -0.0019799 -0.0025194 -0.0013523 
 
TX -0.0005322 0.0011167 0.000035 -0.0007948 -0.002282 0.0022252 
 
UT -0.0015751 0.0008519 0.000027 -0.0016915 -0.0025539 0.0006884 
 
VT -0.0070033 0.0019153 0.000061 -0.0068455 -0.0095887 -0.0040335 
 
VA -0.0060696 0.0008438 0.000027 -0.0063525 -0.0070298 -0.0038744 
 
WA -0.0087147 0.0031447 0.000099 -0.0085923 -0.0138733 -0.00302 
 
WV -0.0057538 0.0010766 0.000034 -0.0061625 -0.0069929 -0.0037114 
 
WI -0.0227119 0.0031209 0.000099 -0.02311 -0.0274109 -0.0167427 
 
Income less than 10,000 0.0063665 0.0002525 8.00E-06 0.0063609 0.0059571 0.0068365 
 
Income 10,000 to 14,999 -0.0010989 0.0008775 0.000028 -0.0013531 -0.0017377 0.0018937 
 
Income 15,000 to 24,999 0.0045278 0.0002918 9.20E-06 0.0045747 0.0039332 0.0048854 
 
Income 25,000 to 34,999 -0.0082655 0.0003336 0.000011 -0.0082682 -0.0087869 -0.0076664 
 
Income 35,000 to 49,999 -0.0019278 0.0002168 6.80E-06 -0.0019049 -0.0024337 -0.0015736 
 
Income 50,000 to 74,999 -0.0079724 0.0003275 0.00001 -0.0079175 -0.0086079 -0.007514 
 
Income 75,000 to 99,999 -0.005448 0.0001925 6.10E-06 -0.0054541 -0.0058053 -0.005103 
 
Income 100,000 to 
149,999 
 
 
0.0038708 
 
 
0.0001272 
 
 
4.00E-06 
 
 
0.003883 
 
 
0.0036442 
 
 
0.0041067 
 
 
 
 
   139 
 
Table 4.7 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thinning. 
Posterior distributions for parameters of hurdle part of model (AL as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Income 150,000 to 
199,999 0.0041183 0.0002628 8.30E-06 0.0040958 0.0037117 0.0046267 
 
Income 200,000 and up -0.0058159 0.0001495 4.70E-06 -0.0057921 -0.0061181 -0.0055788 
 
Standardized Average  
Household size 
 
 
-0.0085487 
 
 
0.0031177 
 
 
0.000099 
 
 
-0.009363 
 
 
-0.012227 
 
 
-0.0014466 
 
Standardized Average 
Age of ZIP code 
population -0.016731 0.0094187 0.000298 -0.018841 -0.0290843 0.0036831 
 
Standardized Years of 
education 0.0229393 0.0104869 0.000332 0.024645 0.001552 0.0377591 
 
Standardized Percent 
white -0.0458009 0.0181691 0.000575 -0.0476575 -0.0716996 -0.0083834 
 
Constant -0.1545251 0.0610463 0.001931 -0.1618822 -0.2442101 -0.0311517 
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Table 4.7 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thinning. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
Year 2007 indicator -0.0016283 0.0007377 0.000023 -0.0018697 -0.0025984 -0.0000322 
 
Year 2008 indicator -0.0022347 0.0004478 0.000014 -0.0021758 -0.0030063 -0.0014843 
 
Year 2009 indicator -0.0094137 0.0004064 0.000013 -0.0093631 -0.0101064 -0.0086747 
 
Year 2010 indicator 0.0047142 0.0002832 8.90E-06 0.0047515 0.0041633 0.0051527 
 
Year 2011 indicator 0.0080715 0.0004341 0.000014 0.0080277 0.0074498 0.0091105 
 
Year 2012 indicator 0.0013125 0.0007312 0.000023 0.0013463 -0.0003722 0.0024941 
 
Year 2013 indicator -0.012237 0.0007299 0.000023 -0.0123612 -0.0132487 -0.0109492 
 
Angleworm Lake 
Travel cost -0.0111886 0.0041017 0.00013 -0.0137537 -0.0143413 -0.0012516 
 
Angleworm Trail 
Travel cost -0.0095337 0.0012527 0.00004 -0.0098515 -0.0098944 -0.0044492 
 
Baker Lake Travel 
cost 
 
-0.0114523 
 
0.0015456 
 
0.000049 
 
-0.0118761 
 
-0.011931 
 
-0.0055071 
 
Big Moose Lake Trail 
Travel cost -0.0064016 0.002093 0.000066 -0.0067231 -0.0089628 -0.0018189 
 
Blandin Trail Travel 
cost 0.0052263 0.0003776 0.000012 0.0052493 0.0045107 0.0060539 
 
Bog Lake Travel cost -0.0034368 0.001441 0.000046 -0.003748 -0.0054518 -0.0011751 
 
Border Route Trail 
Center Travel cost 
 
 
-0.0079204 
 
 
0.000018 
 
 
5.40E-07 
 
 
-0.0079202 
 
 
-0.0079551 
 
 
-0.0078896 
 
Border Route Trail 
East Travel cost -0.0019196 0.0028232 0.000089 -0.0020989 -0.0059314 0.0033406 
 
Border Route Trail 
West Travel cost 0.0012859 0.0004518 0.000014 0.0011594 0.0006424 0.0026462 
 
Bower Trout Lake 
Travel cost -0.0076387 0.0039801 0.000126 -0.0075153 -0.0133249 -6.46E-06 
 
Brant Lake Travel cost -0.0096405 0.0014459 0.000046 -0.0103802 -0.0104943 -0.0055845 
 
Brule Lake Travel cost 
 
-0.0082532 
 
0.0061223 
 
0.000194 
 
-0.0094179 
 
-0.016119 
 
0.0038773 
 
Clearwater Lake 
Travel cost -0.0125069 0.0020849 0.000066 -0.0131278 -0.0131814 -0.0046811 
 
Crab and Cummings 
Lakes Travel cost 0.0034046 0.0027144 0.000086 0.0029063 -0.0005351 0.0087372 
 
Crocodile River Travel 
cost 0.003201 0.0009522 0.00003 0.0033141 0.0017891 0.0057293 
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Table 4.7 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thinning 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Cross bay Lake Travel 
cost -0.0088526 0.002514 0.000079 -0.0103572 -0.0104516 -0.0023097 
 
Daniels Lake Travel 
cost -0.012652 0.0041584 0.000131 -0.0150067 -0.015079 -0.0006424 
 
Duncan Lake Travel 
cost 
 
-0.0105514 
 
0.0000211 
 
6.30E-07 
 
-0.0105511 
 
-0.0105923 
 
-0.0105145 
 
Eagle Mountain Trail 
Travel cost -0.0063295 7.96E-06 2.50E-07 -0.0063294 -0.0063452 -0.0063169 
 
East Bearskin Lake 
Travel cost -0.0091884 0.0016252 0.000051 -0.0096124 -0.009654 -0.0027991 
 
Fall Lake Travel cost 0.0009206 0.000462 0.000015 0.0010053 -0.0004858 0.0014827 
 
Farm Lake Travel cost -0.0081345 0.0009264 0.000029 -0.008302 -0.0083236 -0.0050259 
 
From Big Lake Travel 
cost -0.0123616 0.0022219 0.00007 -0.0124015 -0.0153537 -0.0085217 
 
Herriman Lake Trail 
Travel cost 0.004858 0.0012331 0.000039 0.0044383 0.0034421 0.0082028 
 
Hog Creek Travel cost -0.0010096 0.0023793 0.000075 -0.0014098 -0.0041196 0.0039266 
 
Homer Lake Travel 
cost -0.0084919 0.003002 0.000095 -0.0099537 -0.0100096 0.0008295 
 
Issabella Lake Travel 
cost 
 
-0.0104188 
 
0.0024051 
 
0.000076 
 
-0.0112522 
 
-0.0113028 
 
-0.0016758 
 
Island River Travel 
cost -0.0085549 0.0015605 0.000049 -0.0090185 -0.0090643 -0.0024224 
 
John Lake Travel cost 
 
-0.0117023 
 
0.0027507 
 
0.000087 
 
-0.013126 
 
-0.0131954 
 
-0.0033661 
 
Kawishiwi Lake Travel 
cost -0.0159179 0.0019 0.00006 -0.0164471 -0.0165124 -0.0083455 
 
Kekekabic Trail West 
Travel cost -0.0096327 0.0040409 0.000128 -0.010277 -0.0147029 -0.0005465 
 
Kekekabic Trail East 
Travel cost -0.0138273 0.0023302 0.000074 -0.0144902 -0.0145465 -0.0049375 
 
Lac La Croix Travel 
cost -0.0038083 0.0008744 0.000028 -0.0042231 -0.0048618 -0.0024005 
 
Lake One Travel cost -0.0095593 0.0000221 6.80E-07 -0.009559 -0.009602 -0.0095229 
 
Larch Creek Travel 
cost -0.0011115 0.0021399 0.000068 -0.0011757 -0.0047679 0.0031708 
 
Little Gabbro Lake 
Travel cost -0.0103431 0.0050499 0.00016 -0.0137819 -0.0139338 0.0036344 
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Table 4.7 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thinning. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Little Indian River 
Sioux South Travel 
cost -0.0062675 0.0019343 0.000061 -0.0070098 -0.0088608 -0.0022523 
 
Little Indian Sioux 
River North Travel cost -0.0120441 0.0004753 0.000015 -0.0121786 -0.0122431 -0.0102767 
 
Little Isabella River 
Travel cost -0.0128006 0.0012614 0.00004 -0.0126442 -0.0147531 -0.0102768 
 
Little Vermillion Lake 
Travel cost -0.0107405 0.0002014 6.40E-06 -0.0107837 -0.0109818 -0.0102954 
 
Lizz and Swamp 
Lakes Travel cost -0.0095732 0.0002869 9.00E-06 -0.0096096 -0.0096425 -0.0095417 
 
Magnetic Lake Travel 
cost -0.0106349 0.0034039 0.000108 -0.0115167 -0.0139495 -0.0028216 
 
Meeds Lake Travel 
cost -0.0218435 0.0011877 0.000038 -0.0217954 -0.0233922 -0.0199679 
 
Missing Link Lake 
Travel cost -0.0052096 0.0026697 0.000084 -0.0052605 -0.0096762 0.0000952 
 
Moose Lake Travel 
cost -0.0077992 0.0007037 0.000022 -0.0076016 -0.0090094 -0.006726 
 
Moose River Travel 
cost 0.0009898 0.0007877 0.000025 0.0008541 -0.0002812 0.0029003 
 
Portage River Travel 
cost -0.0107015 0.0025499 0.000081 -0.012192 -0.0123148 -0.003647 
 
Morgan Lake Travel 
cost -0.0087169 0.0041531 0.000131 -0.0088962 -0.0146678 -0.0003157 
 
Mudro Lake Travel 
cost -0.0018897 0.0003018 9.50E-06 -0.0018844 -0.0025249 -0.001333 
 
North Fowl Lake 
Travel cost 
 
-0.0065266 
 
0.0017508 
 
0.000055 
 
-0.0072851 
 
-0.008449 
 
-0.0031679 
 
North Kawishiwi River 
Travel cost 
 
-0.0141945 
 
0.0015408 
 
0.000049 
 
-0.0149721 
 
-0.0150588 
 
-0.0096592 
 
Norway Trail Travel 
cost -0.0109619 0.0005899 0.000019 -0.0110483 -0.0119699 -0.0097618 
 
Partridge Lake / South 
Lake Trail Travel cost -0.0062853 0.0022488 0.000071 -0.0073622 -0.0074226 0.0003223 
 
Pine Lake Travel cost 0.0017553 0.0049695 0.000157 0.0015412 -0.0056242 0.0111058 
 
Pow wow Trail Travel 
cost -0.0109983 0.0008133 0.000026 -0.0112176 -0.0112739 -0.0077953 
 
Ram Lake Travel cost -0.0192066 0.0008905 0.000028 -0.0194777 -0.0195661 -0.0158832 
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Table 4.7 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thinning 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Saganaga Lake Travel 
cost 0.0038052 0.0006405 0.00002 0.0036735 0.0029127 0.0050455 
 
Sawbill Lake Travel 
cost -0.0094107 0.0000208 6.50E-07 -0.0094105 -0.0094511 -0.0093781 
 
Seagull Lake Travel 
cost 0.0129598 0.0006302 0.00002 0.013025 0.0116408 0.0139454 
 
Sioux Hustler Trail 
Travel cost -0.0118235 0.0029357 0.000093 -0.0117486 -0.0158234 -0.0056547 
 
Skipper and Portage 
Lakes Travel cost -0.016543 0.0011364 0.000036 -0.0170107 -0.0175242 -0.0130892 
 
Slim Lake Travel cost -0.0104799 0.0031061 0.000098 -0.0119422 -0.0119908 -0.0009148 
 
Snake River Travel 
cost -0.0090443 0.0008928 0.000028 -0.0090432 -0.0104765 -0.0074942 
 
Snowbank Lake Travel 
cost -0.0090377 0.0003399 0.000011 -0.0090538 -0.009787 -0.0083413 
 
South Farm Lake 
Travel cost -0.0106206 0.002858 0.00009 -0.012486 -0.0126013 -0.0037597 
 
South Hegman Lake 
Travel cost -0.0091522 0.0000211 6.50E-07 -0.0091518 -0.0091932 -0.0091185 
 
South Kawishiwi River 
Travel cost -0.0122059 0.0000386 1.20E-06 -0.0122073 -0.0122734 -0.0121183 
 
South Lake Travel 
cost -0.0141548 0.0046971 0.000149 -0.0174162 -0.0175343 -0.0020626 
 
Stuart River Travel 
cost -0.0066207 0.0027668 0.000087 -0.0066869 -0.0110535 -0.0016608 
 
Trout Lake Travel cost -0.010179 0.0026711 0.000084 -0.0098761 -0.014594 -0.0054869 
 
Wood Lake Travel 
cost -0.0112901 0.0043955 0.000139 -0.0139841 -0.0140608 0.0003838 
 
Eagle Mountain trail 
intercept 0.0055323 0.0003329 0.000011 0.0055591 0.0049306 0.0061409 
 
Standardized 
Household income 
 
-0.0019174 
 
0.0008015 
 
0.000025 
 
-0.0016035 
 
-0.0033393 
 
-0.0008759 
 
Standardized Percent 
white -0.0055177 0.0006465 0.00002 -0.0054127 -0.0065275 -0.0045512 
 
Standardized Average 
Household Size -0.002241 0.0003696 0.000012 -0.0023153 -0.0029871 -0.001604 
 
Standardized Average 
Age of ZIP code 
population -0.0046108 0.0004381 0.000014 -0.0046068 -0.0054104 -0.0038263 
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Table 4.7 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for Hurdle Negative 
Binomial Model of demand for trips to BWCA from national visitation to the park, 5 iteration thinning. 
Posterior distributions for parameters of count part of model (year 2006 as base group) 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Standardized Years of 
Education -0.0006767 0.0004446 0.000014 -0.0008353 -0.0013075 0.0005609 
 
Ln(total population in 
ZIP code) -0.0243044 0.0078405 0.000248 -0.0243963 -0.0361895 -0.009021 
 
Ln(alpha) -0.0024824 0.0006052 0.000019 -0.0025045 -0.0036658 -0.0013173 
Results from Bayesian logistic regression: Random-walk Metropolis-Hastings sampling 
5,049,996 iterations 
50,000 burn in 
1,000,000 MCMC sample size 
Number of observations:   min  5,545 
                                           avg  1,755,486 
                                           max 3,505,427 
Acceptance rate:  0.05833 
Efficiency:   min 0.0009995 
                     avg 0.001004 
                     max 0.001115 
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Table 4.8  
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for consumer 
surplus (cs) by entry point of demand for trips to BWCA from five closest states to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
Angleworm Lake (cs) -55.94539 20.3486 0.639759 -50.20487 -103.3984 -42.62757 
 
Angleworm Trail (cs) -34.38999 8.374838 0.263167 -31.68429 -54.53682 -28.22998 
 
Baker Lake (cs) -30.89955 6.784632 0.212978 -29.27982 -48.1847 -29.19815 
 
Big Moose Lake Trail (cs) -116.021 31.9971 1.00792 -106.0539 -232.9039 -98.71916 
 
Blandin Trail (cs) 389.9446 106.1551 3.34445 438.149 220.7053 534.8297 
 
Bog Lake (cs) 105.1901 6.583278 0.207815 103.885 92.08319 121.3597 
 
Border Route Trail Center 
(cs) -26.27997 0.053806 0.001553 -26.27787 -26.3562 -26.16872 
 
Border Route Trail East 
(cs) -399.7117 1382.458 26.193 -406.3972 -1195.757 572.9813 
 
Border Route Trail West 
(cs) -236.4285 2205.614 22.9222 -238.8811 -375.2086 -203.3915 
 
Bower Trout Lake (cs) -29.1114 2.32056 0.073247 -28.33888 -38.16304 -27.07957 
 
Brant Lake (cs) -49.6683 5.253263 0.165871 -48.21031 -63.09742 -43.51756 
 
Brule Lake (cs) -38.99133 10.08629 0.316941 -35.79545 -71.95587 -33.17246 
 
Clearwater Lake (cs) -28.04976 4.300614 0.135436 -26.80131 -42.62858 -26.75423 
 
Crab and Cummings 
Lakes (cs) -166.2149 73.71797 2.32712 -140.5733 -382.3892 -128.3439 
 
Crocodile River (cs) -370.9985 7021.648 87.2059 -401.9315 -1724.692 940.9344 
 
Cross bay Lake (cs) -122.6626 33.34617 1.03788 -114.9738 -203.3826 -105.4381 
 
Daniels Lake (cs) -34.09724 7.612972 0.239906 -31.61641 -57.25944 -28.83401 
 
Duncan Lake (cs) -26.2675 1.247147 0.038862 -26.1212 -26.29813 -26.03439 
 
Eagle Mountain Trail (cs) -33.5302 0.0488633 0.001516 -33.54497 -33.57868 -33.37561 
 
East Bearskin Lake (cs) -24.06053 2.724393 0.08597 -23.06448 -33.54701 -23.02995 
 
Fall Lake (cs) -413.693 17343.99 144.693 -284.0895 -2818.046 -230.4837 
 
Farm Lake (cs) -28.22562 4.560596 0.143288 -27.26788 -41.43853 -27.19516 
 
From Big Lake (cs) -573.1963 16063.37 79.0706 -492.3253 -1265.495 761.2693 
 
Herriman Lake Trail (cs) -94.3286 3.665966 0.115618 -94.58001 -104.2597 -86.63951 
 
Hog Creek (cs) -48.96449 9.904566 0.312861 -45.18594 -86.45848 -42.14253 
 
Homer Lake (cs) -26.67003 6.691867 0.210887 -24.66901 -50.13156 -24.60608 
 
Issabella Lake (cs) -28.73757 2.399927 0.075491 -28.23363 -35.38452 -28.13639 
 
Island River (cs) -40.77237 10.56958 0.332499 -38.14898 -78.34566 -35.07365 
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Table 4.8 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for consumer 
surplus (cs) by entry point of demand for trips to BWCA from five closest states to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
Ram Lake (cs) -33.37332 6.82153 0.214387 -30.90662 -55.06028 -30.23289 
 
Saganaga Lake (cs) -281.4459 42584.3 165.982 -406.3236 -2454.043 4332.951 
 
Sawbill Lake (cs) -32.61795 0.0455614 0.00139 -32.62557 -32.68075 -32.47803 
 
Seagull Lake (cs) -498.1407 164.2137 5.19224 -545.724 -760.3873 -186.2492 
 
Sioux Hustler Trail (cs) -58.27937 4.511215 0.142022 -57.10499 -70.9039 -54.50177 
 
Skipper and Portage 
Lakes (cs) 
 
185.2264 
 
20.38272 
 
0.640179 
 
182.0893 
 
154.1154 
 
259.417 
 
Slim Lake (cs) -30.14986 5.320622 0.167656 -28.52393 -49.573 -28.35537 
 
Snake River (cs) -155.4452 9.689188 0.305113 -155.5993 -173.9482 -138.6831 
 
Snowbank Lake (cs) -142.1851 16.28845 0.512765 -137.4693 -194.1377 -125.482 
 
South Farm Lake (cs) -161.4504 3822.471 23.202 -169.5582 -578.3282 434.9467 
 
South Herriman Lake (cs) -26.93452 0.0500363 0.001494 -26.93104 -27.01637 -26.80709 
 
South Kawishiwi River 
(cs) -51.87376 19.9624 0.629129 -46.48352 -100.1995 -40.85843 
 
South Lake (cs) -82.27747 40.22345 1.25341 -69.92657 -188.8788 -65.19102 
 
Stuart River (cs) -266.9101 6687.422 62.5559 -296.858 -1368.826 747.4268 
 
Trout Lake (cs) -42.05421 4.835841 0.152554 -41.09007 -59.4248 -38.1411 
 
Wood Lake (cs) -51.29346 14.22578 0.448772 -46.25025 -93.86257 -41.63937 
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Table 4.9 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for site intercepts for 
demand equations for trips to BWCA from five closest states to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval upper 
limit 
 
Angleworm Lake  0.0020638 0.0006105 0.000019 0.0022017 0.0000144 0.0027462 
 
Angleworm Trail  0.0032544 0.0009298 0.000029 0.0034587 0.0000289 0.0041886 
 
Baker Lake  0.0035575 0.0009105 0.000029 0.0037705 0.0000313 0.0042666 
 
Big Moose Lake Trail  0.0009725 0.000269 8.50E-06 0.0010348 6.70E-06 0.0012154 
 
Blandin Trail  -0.0002919 0.0001133 3.60E-06 -0.0002527 -0.0005309 -4.76E-06 
 
Bog Lake  -0.0009897 0.0002633 8.30E-06 -0.0010616 -0.0011756 -0.0000197 
 
Border Route Trail Center  0.0039844 0.0010203 0.000032 0.0041953 0.0000678 0.00477 
 
Border Route Trail East  0.0002219 0.0001027 3.20E-06 0.0002634 -0.0000997 0.0003022 
 
Border Route Trail West  0.0004442 0.0001177 3.70E-06 0.0004659 0.0000116 0.0005636 
 
Bower Trout Lake  0.0036685 0.0009468 0.00003 0.0038851 0.0000475 0.0043863 
 
Brant Lake  0.0021641 0.0005897 0.000019 0.0022852 0.0000287 0.0027274 
 
Brule Lake  0.0028698 0.0007806 0.000025 0.0030496 0.0000227 0.0036211 
 
Clearwater Lake  0.0038757 0.001001 0.000032 0.0041171 0.0000374 0.0046694 
 
Crab and Cummings 
Lakes  0.0007152 0.0002183 6.90E-06 0.0008017 2.65E-06 0.0008688 
 
Crocodile River  0.0002497 0.0001228 3.90E-06 0.0002651 1.86E-06 0.000462 
 
Cross bay Lake  0.0009015 0.000226 7.10E-06 0.0009634 8.50E-06 0.0011022 
 
Daniels Lake  0.0032597 0.000908 0.000029 0.0034816 0.0000274 0.0041508 
 
Duncan Lake  0.0040134 0.0010007 0.000032 0.0042272 0.0000591 0.0048007 
 
Eagle Mountain Trail  0.0031225 0.0008005 0.000025 0.0032909 0.0000532 0.0037371 
 
East Bearskin Lake  0.0044805 0.0011724 0.000037 0.0047728 0.0000523 0.0053902 
 
Fall Lake  0.0003414 0.0001217 3.80E-06 0.0003804 9.75E-07 0.000501 
 
Farm Lake  0.0038382 0.0009577 0.00003 0.0040441 0.0000376 0.0045971 
 
From Big Lake  0.0001758 0.0000962 3.00E-06 0.0002109 -0.0001137 0.0003172 
 
Herriman Lake Trail  0.0011083 0.0002827 8.90E-06 0.0011595 0.0000204 0.0013531 
 
Hog Creek  0.0022614 0.0006253 0.00002 0.0024376 0.0000205 0.0027974 
 
Homer Lake  0.0041803 0.0011027 0.000035 0.004465 0.0000304 0.0050766 
 
Issabella Lake  0.0037093 0.000926 0.000029 0.0039146 0.0000454 0.004424 
 
Island River  0.0027462 0.0007419 0.000023 0.0028882 0.0000204 0.0034062 
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Table 4.9 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for site intercepts for 
demand equations for trips to BWCA from five closest states to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
John Lake  
 
0.0028042 
 
0.000767 
 
0.000024 
 
0.0030296 
 
0.0000229 
 
0.003488 
 
Kawishiwi Lake  0.003625 0.0009028 0.000028 0.0038144 0.0000499 0.0043333 
 
Kekekabic Trail West  
 
0.0016052 
 
0.0005011 
 
0.000016 
 
0.0017691 
 
7.04E-06 
 
0.0021589 
 
Kekekabic Trail East  0.0038739 0.0010662 0.000034 0.0042036 0.0000233 0.0047493 
 
Lac La Croix  -0.0001939 0.0001275 4.00E-06 -0.0002291 -0.0003164 0.0001286 
 
Lake One  0.0032819 0.0008414 0.000027 0.0034535 0.000056 0.0039286 
 
Larch Creek  0.0000789 0.0000781 2.50E-06 0.0000992 -0.0001118 0.0002037 
 
Little Gabbro Lake  0.0039698 0.0010359 0.000033 0.0042214 0.0000381 0.0047877 
 
Little Indian River Sioux 
South  0.0011929 0.0003258 0.00001 0.0012373 0.0000131 0.0015397 
 
Little Indian Sioux River 
North  0.0022949 0.0006151 0.000019 0.0024155 0.000021 0.0028308 
 
Little Isabella River  0.0009139 0.0002656 8.40E-06 0.0009511 0.0000103 0.0011816 
 
Little Vermillion Lake  0.0021301 0.000558 0.000018 0.002271 0.0000255 0.0025639 
 
Lizz and Swamp Lakes  0.0036126 0.0010216 0.000032 0.003875 0.0000264 0.0046094 
 
Magnetic Lake  0.0009286 0.0002364 7.50E-06 0.0009933 0.0000121 0.001136 
 
Meeds Lake  -0.0001185 0.0000934 2.90E-06 -0.0001241 -0.0003287 0.0000742 
 
Missing Link Lake  0.0010385 0.0003255 0.00001 0.0011326 2.93E-06 0.0014303 
 
Moose Lake  -0.0004691 0.0001458 4.60E-06 -0.0004399 -0.000668 -5.01E-06 
 
Moose River  0.0005736 0.0001526 4.80E-06 0.0006188 5.70E-06 0.0007257 
 
Portage River  0.0008589 0.0002562 8.10E-06 0.0009508 0.000028 0.0011149 
 
Morgan Lake  0.0004617 0.0001485 4.70E-06 0.000494 0.0000125 0.0006473 
 
Mudro Lake  -0.000059 0.0000556 1.80E-06 -0.0000591 -0.0001658 0.0000183 
 
North Fowl Lake  -0.0003943 0.0001332 4.20E-06 -0.0004137 -0.000543 -6.01E-06 
 
North Kawishiwi River  0.0012959 0.0003558 0.000011 0.001371 0.0000109 0.0016425 
 
Norway Trail  0.0002368 0.0000812 2.60E-06 0.0002385 5.76E-06 0.0003512 
 
Partridge Lake / South 
Lake Trail  0.0013099 0.000353 0.000011 0.0013638 0.0000113 0.0016416 
 
Pine Lake Travel  0.0010806 0.000317 0.00001 0.0011711 8.97E-06 0.0013916 
 
Pow wow Trail  0.0030927 0.000829 0.000026 0.0032753 0.0000308 0.0039045 
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Table 4.9 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for site intercepts for 
demand equations for trips to BWCA from five closest states to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Ram Lake  0.0033073 0.0008874 0.000028 0.0035751 0.0000312 0.0040252 
 
Saganaga Lake  0.0002371 0.0000967 3.10E-06 0.000265 -0.0000427 0.0003292 
 
Sawbill Lake  0.0032099 0.0008229 0.000026 0.0033824 0.0000547 0.0038403 
 
Seagull Lake  0.000226 0.0001013 3.20E-06 0.0001985 8.49E-06 0.0004314 
 
Sioux Hustler Trail  
 
0.0018276 
 
0.0004657 
 
0.000015 
 
0.0019455 
 
0.0000237 
 
0.0022034 
 
Skipper and Portage 
Lakes  -0.0005795 0.0001513 4.80E-06 -0.000606 -0.0007366 -7.39E-06 
 
Slim Lake  0.0036316 0.0009487 0.00003 0.0038438 0.0000337 0.004392 
 
Snake River  0.000679 0.0001782 5.60E-06 0.000697 0.0000106 0.0008548 
 
Snowbank Lake  0.0007569 
 
0.0002014 
 
6.40E-06 
 
0.0007967 
 
7.70E-06 
 
0.0009505 
 
South Farm Lake  0.0005976 0.0001864 5.90E-06 0.0006415 0.0000199 0.000801 
 
South Herriman Lake  0.0038873 0.0009962 0.000031 0.004098 0.0000659 0.004654 
 
South Kawishiwi River  0.0022357 0.0006472 0.00002 0.0023706 0.0000152 0.0028977 
 
South Lake  0.0014388 0.0004181 0.000013 0.0015775 8.32E-06 0.001816 
 
Stuart River  0.0003591 0.0001294 4.10E-06 0.0003569 8.40E-06 0.0005563 
 
Trout Lake  0.0025648 0.0006825 0.000022 0.0027159 0.0000314 0.0031438 
 
Wood Lake  0.0022101 0.0006396 0.00002 0.0023667 0.0000184 0.0028606 
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Table 4.10 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for consumer surplus 
(cs) by entry point of demand for trips to BWCA from National visitation to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Angleworm Lake (cs) -154.8944 328.4887 10.1444 -72.70771 -798.9697 -69.72854 
 
Angleworm Trail (cs) -110.042 42.28444 1.32699 -101.507 -224.7576 -101.0673 
 
Baker Lake (cs) -91.46882 33.09474 1.04058 -84.20266 -181.5827 -83.81513 
 
Big Moose Lake Trail (cs) -187.2395 115.9103 3.65687 -148.7415 -549.7973 -111.5724 
 
Blandin Trail (cs) 192.3528 14.07249 0.444708 190.5027 165.1837 221.6936 
 
Bog Lake (cs) -375.7494 215.344 6.80338 -266.8078 -851.0212 -183.4262 
 
Border Route Trail Center 
(cs) -126.2562 0.2866499 0.008655 -126.2588 -126.7494 -125.7061 
 
Border Route Trail East 
(cs) 132.9796 21415.88 72.5785 -213.732 -1841.432 3427.373 
 
Border Route Trail West 
(cs) 858.4216 261.4261 8.25767 862.4904 377.9032 1556.625 
 
Bower Trout Lake (cs) -2261.65 1086473 2169.5 -130.9622 -1195.095 -73.66247 
 
Brant Lake (cs) -107.1759 23.37015 0.738294 -96.33771 -179.0659 -95.28982 
 
Brule Lake (cs) 234.3077 103060.3 340.831 -88.1074 -2708.131 1135.121 
 
Clearwater Lake (cs) 
 
-88.84361 
 
64.67292 
 
2.02006 
 
-76.17433 
 
-213.6232 
 
-75.86451 
 
Crab and Cummings 
Lakes (cs) 
 
427.0622 
 
217150.8 
 
557.339 
 
325.9166 
 
-2589.536 
 
11573.12 
 
Crocodile River (cs) 341.316 103.2107 3.26357 301.7392 174.5419 558.927 
 
Cross bay Lake (cs) -136.3127 93.96475 2.96472 -96.55082 -432.9659 -95.67875 
 
Daniels Lake (cs) -109.8581 41567.7 77.6346 -66.62643 -735.8359 -66.30064 
 
Duncan Lake (cs) -94.77477 0.1898118 0.005684 -94.77706 -95.10695 -94.40781 
 
Eagle Mountain Trail (cs) -157.9912 0.1987634 0.006152 -157.9926 -158.3057 -157.6 
 
East Bearskin Lake (cs) -127.1976 2409.112 22.5568 -104.0279 -315.1922 -103.5705 
 
Fall Lake (cs) 975.4188 35786.06 39.8541 956.0831 -2207.849 3637.126 
 
Farm Lake (cs) -134.4791 159.8985 4.62582 -120.453 -198.9693 -120.14 
 
From Big Lake (cs) -83.75865 16.19408 0.512016 -80.6352 -117.3479 -65.13085 
 
Herriman Lake Trail (cs) 217.097 45.59498 1.44152 225.309 121.9096 290.5178 
 
Hog Creek (cs) -254.7644 8906.632 64.3899 -265.342 -2711.359 2872.957 
 
Homer Lake (cs) -131.6646 5032.448 19.556 -100.4148 -854.0139 462.9718 
 
Issabella Lake (cs) -147.8047 96807.66 168.521 -88.86704 -496.4595 -88.46022 
 
Island River (cs) -143.1678 217.7913 6.68832 -110.8826 -412.8087 -110.3229 
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Table 4.10 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for consumer 
surplus (cs) by entry point of demand for trips to BWCA from National visitation to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
John Lake (cs) -98.33689 63.41097 1.99716 -76.1844 -297.077 -75.78401 
 
Kawishiwi Lake (cs) -64.63458 15.6694 0.493708 -60.8009 -119.8249 -60.56044 
 
Kekekabic Trail West (cs) -105.4134 1620.933 34.5916 -96.81943 -621.4247 -67.96339 
 
Kekekabic Trail East (cs) -83.87723 93.81384 2.88284 -69.01233 -202.5329 -68.74492 
 
Lac La Croix (cs) -279.0971 72.76859 2.30134 -236.7942 -416.5835 -205.6868 
 
Lake One (cs) -104.6108 0.2420022 0.007427 -104.6133 -105.0096 -104.1446 
 
Larch Creek (cs) -272.0031 83434.21 178.762 -306.2406 -3477.805 4164.589 
 
Little Gabbro Lake (cs) -27.86347 49732.3 66.0929 -72.19567 -514.8665 394.1338 
 
Little Indian River Sioux 
South (cs) -184.3665 86.91597 2.7466 -142.6581 -443.9913 -112.8566 
 
Little Indian Sioux River 
North (cs) -83.18015 3.863931 0.12197 -82.11131 -97.30792 -81.67857 
 
Little Isabella River (cs) -78.89822 7.933067 0.250836 -79.08787 -97.30692 -67.78226 
 
Little Vermillion Lake (cs) -93.13839 1.774535 0.055984 -92.73221 -97.13116 -91.05937 
 
Lizz and Swamp Lakes 
(cs) -104.5865 4.301501 0.134433 -104.0624 -104.8036 -103.7072 
 
Magnetic Lake (cs) -112.4594 65.43385 2.06627 -86.83038 -354.4064 -71.68705 
 
Meeds Lake (cs) 
 
-45.91719 
 
2.521209 
 
0.079737 
 
-45.88132 
 
-50.0803 
 
-42.74937 
 
Missing Link Lake (cs) -124.9774 22929.75 61.664 -177.9485 -2600.211 2003.86 
 
Moose Lake (cs) -129.2509 11.47917 0.362908 -131.5504 -148.6766 -110.9956 
 
Moose River (cs) 
 
1464.964 
 
663566.5 
 
1549.72 
 
939.9207 
 
-8302.085 
 
16740.95 
 
Portage River (cs) -104.1605 48.40891 1.52898 -82.02069 -274.1991 -81.20321 
 
Morgan Lake (cs) -666.379 256829.7 363.915 -110.5257 -2789.23 -67.21013 
 
Mudro Lake (cs) -544.0977 99.28707 3.1206 -530.6664 -750.1963 -396.0509 
 
North Fowl Lake (cs) -169.3449 63.01071 1.98901 -137.2673 -315.6695 -118.3577 
 
North Kawishiwi River 
(cs) -71.55208 10.2585 0.324101 -66.79076 -103.5287 -66.40632 
 
Norway Trail (cs) -91.49674 5.055228 0.15976 -90.51141 -102.4398 -83.54303 
 
Partridge Lake / South 
Lake Trail (cs) -171.8405 35218.93 54.3385 -135.7256 -1492.702 534.0334 
 
Pine Lake Travel (cs) -1634.186 724795.1 1467.12 99.35455 -4030.041 1377.523 
 
Pow wow Trail (cs) -91.63982 9.76028 0.307863 -89.14581 -128.2819 -88.7008 
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Table 4.10 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for consumer 
surplus (cs) by entry point of demand for trips to BWCA from National visitation to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval 
lower limit 
95% credible 
interval 
upper limit 
 
Ram Lake (cs) -52.19795 2.864611 0.090462 -51.34081 -62.95969 -51.10892 
 
Saganaga Lake (cs) 269.9209 42.85703 1.35525 272.2234 198.1947 343.3201 
 
Sawbill Lake (cs) 
 
-106.263 
 
0.2342685 
 
0.007324 
 
-106.2645 
 
-106.6315 
 
-105.8073 
 
Seagull Lake (cs) 77.34857 3.851456 0.121763 76.7752 71.70839 85.9049 
 
Sioux Hustler Trail (cs) -91.52448 29.49837 0.932591 -85.1166 -176.8435 -63.19738 
 
Skipper and Portage 
Lakes (cs) -60.78149 4.871866 0.153899 -58.78641 -76.39883 -57.06411 
 
Slim Lake (cs) 
 
-271.6534 
 
89485.74 
 
174.405 
 
-83.72656 
 
-514.5958 
 
-83.37336 
 
Snake River (cs) -111.6717 11.24131 0.355472 -110.5808 -133.4373 -95.45201 
 
Snowbank Lake (cs) -110.8051 4.202832 0.132748 -110.451 -119.8853 -102.1762 
 
South Farm Lake (cs) -107.5217 53.54306 1.69068 -80.0898 -265.9764 -79.35668 
 
South Herriman Lake (cs) -109.2644 0.2516396 0.00777 -109.2683 -109.6671 -108.7756 
 
South Kawishiwi River 
(cs) -81.92842 0.2592828 0.007808 -81.91794 -82.51983 -81.47728 
 
South Lake (cs) -100.1746 120.1913 3.78192 -57.41778 -484.8171 -57.03098 
 
Stuart River (cs) -198.6584 141.8135 4.46799 -149.5472 -602.1248 -90.46873 
 
Trout Lake (cs) -106.263 31.91416 1.0091 -101.255 -182.2539 -68.5213 
 
Wood Lake (cs) -59.52257 17693.98 35.8079 -71.47009 -641.9804 404.366 
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Table 4.11 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for site intercepts for 
demand equations for trips to BWCA from national visitation to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Angleworm Lake  0.0099244 0.0039203 0.000124 0.0121914 0.0009961 0.0138553 
 
Angleworm Trail  0.0083548 0.001261 0.00004 0.0086342 0.003519 0.0095525 
 
Baker Lake  0.0100367 0.0015517 0.000049 0.0104134 0.0043556 0.0115157 
 
Big Moose Lake Trail  0.0056797 0.0020756 0.000066 0.0059445 0.0014535 0.0085731 
 
Blandin Trail  -0.0045729 0.0004736 0.000015 -0.004705 -0.0053535 -0.0037393 
 
Bog Lake  0.0030632 0.0013996 0.000044 0.0033273 0.0009666 0.0052671 
 
Border Route Trail 
Center  0.0069227 0.0004119 0.000013 0.0069535 0.0061765 0.0076738 
 
Border Route Trail East  0.0017902 0.0025383 0.00008 0.0018789 -0.0027035 0.0057798 
 
Border Route Trail West  -0.0011174 0.0003669 0.000012 -0.0010274 -0.0020993 -0.0005882 
 
Bower Trout Lake  0.0068301 0.0037757 0.000119 0.0066064 5.10E-06 0.0129862 
 
Brant Lake  0.0084615 0.0015194 0.000048 0.0091485 0.004405 0.0100664 
 
Brule Lake  0.0074533 0.005639 0.000178 0.0082775 -0.0031552 0.0156379 
 
Clearwater Lake  0.0109687 0.0020097 0.000063 0.0115114 0.0037037 0.0127273 
 
Crab and Cummings 
Lakes  -0.0028735 0.0022363 0.000071 -0.0025606 -0.0073647 0.0005216 
 
Crocodile River  -0.0027692 0.0007377 0.000023 -0.0028819 -0.0044598 -0.0017123 
 
Cross bay Lake  0.0078101 0.0024147 0.000076 0.0090923 0.0018287 0.0100615 
 
Daniels Lake  0.0111705 0.0038815 0.000123 0.0131826 0.0005065 0.0145739 
 
Duncan Lake  0.0092223 0.0005505 0.000017 0.0092641 0.0082238 0.0102282 
 
Eagle Mountain Trail  0.0055323 0.0003329 0.000011 0.0055591 0.0049306 0.0061409 
 
East Bearskin Lake  0.0080593 0.0015323 0.000048 0.0084264 0.0022143 0.009322 
 
Fall Lake  -0.0008146 0.0004116 0.000013 -0.0008731 -0.0013621 0.0003888 
 
Farm Lake  0.0071253 0.0009549 0.00003 0.007291 0.0039711 0.0080572 
 
From Big Lake  0.0108906 0.0024528 0.000078 0.0108864 0.0067908 0.0148722 
 
Herriman Lake Trail  -0.0042067 0.0009132 0.000029 -0.0039346 -0.0065641 -0.0032533 
 
Hog Creek  0.0009736 0.0020969 0.000066 0.001242 -0.0031315 0.0039455 
 
Homer Lake  0.0074911 0.0027272 0.000086 0.0087329 -0.0006536 0.0096601 
 
Issabella Lake  0.0091519 0.0022242 0.00007 0.0098722 0.0013265 0.010921 
 
Island River  0.0075053 0.0014786 0.000047 0.0079069 0.0019344 0.0087454 
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Table 4.11 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for site intercepts for 
demand equations for trips to BWCA from five closest states to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
John Lake  
 
0.0102964 
 
0.0026469 
 
0.000084 
 
0.0115306 
 
0.0026665 
 
0.0127577 
 
Kawishiwi Lake  0.013946 0.0019755 0.000062 0.0144206 0.0065977 0.0159483 
 
Kekekabic Trail West  
 
0.0085754 
 
0.0038793 
 
0.000123 
 
0.0091066 
 
0.0004325 
 
0.014237 
 
Kekekabic Trail East  0.012127 0.0022326 0.000071 0.0127089 0.00391 0.014052 
 
Lac La Croix  0.003367 0.0009308 0.000029 0.0037275 0.0019302 0.0047231 
 
Lake One  0.008355 0.0004967 0.000016 0.008392 0.0074534 0.0092609 
 
Larch Creek  0.0010525 0.0019206 0.000061 0.0010445 -0.0025028 0.0046604 
 
Little Gabbro Lake  0.0092102 0.0046452 0.000147 0.0119485 -0.002863 0.0134943 
 
Little Indian River Sioux 
South  0.0055553 0.0019381 0.000061 0.0061972 0.0018398 0.0086722 
 
Little Indian Sioux River 
North  0.0105351 0.0008386 0.000026 0.0106815 0.0081578 0.0118094 
 
Little Isabella River  0.0112335 0.0016362 0.000052 0.0112091 0.0082009 0.0141407 
 
Little Vermillion Lake  0.0093885 0.0005991 0.000019 0.0095041 0.0081882 0.0105003 
 
Lizz and Swamp Lakes  0.008371 0.0005975 0.000019 0.0084356 0.0074501 0.0093237 
 
Magnetic Lake  0.0094269 0.003359 0.000106 0.0102117 0.0022577 0.013491 
 
Meeds Lake  0.0191408 0.0020554 0.000065 0.019295 0.0158745 0.0225436 
 
Missing Link Lake  0.0046576 0.0025472 0.000081 0.0046598 -0.000076 0.0094482 
 
Moose Lake  0.0068422 0.0009435 0.00003 0.0065487 0.0052604 0.0086584 
 
Moose River  -0.0008324 0.0006437 0.00002 -0.0007516 -0.0022497 0.0002745 
 
Portage River  0.0094267 0.002505 0.000079 0.0107279 0.0028868 0.0118697 
 
Morgan Lake  0.0077843 0.0039715 0.000126 0.0078876 0.0002517 0.0143129 
 
Mudro Lake  0.0016503 0.0002639 8.30E-06 0.0016772 0.0010685 0.0021541 
 
North Fowl Lake  0.0057711 0.0017708 0.000056 0.0064432 0.0025078 0.0080847 
 
North Kawishiwi River  0.012445 0.0017714 0.000056 0.0131438 0.0076616 0.0145621 
 
Norway Trail  0.0096044 0.0010157 0.000032 0.0098601 0.007769 0.0116554 
 
Partridge Lake / South 
Lake Trail  0.0055432 0.0020376 0.000064 0.00647 -0.0002542 0.0071627 
 
Pine Lake Travel  -0.0013349 0.0042651 0.000135 -0.0013768 -0.008994 0.0055038 
 
Pow wow Trail  0.0096271 0.0010073 0.000032 0.0098323 0.0061889 0.0108878 
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Table 4.11 (continued) 
 
Posterior distribution 1st and 2nd moments, MCSE, Median, and Equal Tailed 95% credible interval for site intercepts for 
demand equations for trips to BWCA from five closest states to the park. 5 Iteration thinning 
Parameter Mean Std. 
deviation 
MCSE Median 95% credible 
interval lower 
limit 
95% credible 
interval 
upper limit 
 
Ram Lake  0.0168026 0.0014222 0.000045 0.0170857 0.0126538 0.0188616 
 
Saganaga Lake  -0.0033073 0.0004744 0.000015 -0.0031543 -0.0042815 -0.0026756 
 
Sawbill Lake  0.0082251 0.0004892 0.000015 0.0082621 0.0073372 0.0091177 
 
Seagull Lake  -0.0113492 0.0011124 0.000035 -0.011747 -0.0131988 -0.0093523 
 
Sioux Hustler Trail  
 
0.010451 
 
0.0030487 
 
0.000096 
 
0.0104369 
 
0.0044732 
 
0.0153661 
 
Skipper and Portage 
Lakes  0.0144928 0.0016183 0.000051 0.0148935 0.0104408 0.0170279 
 
Slim Lake  0.0092277 0.0028605 0.00009 0.0104852 0.0007234 0.0115887 
 
Snake River  0.0079419 0.0011906 0.000038 0.0080293 0.0060366 0.0102241 
 
Snowbank Lake  
 
 
0.0079115 
 
 
0.0007134 
 
 
0.000023 
 
 
0.0079431 
 
 
0.0068034 
 
 
0.0095408 
 
South Farm Lake  0.009374 0.0028056 0.000089 0.0109592 0.002974 0.0121798 
 
South Herriman Lake  0.0079992 0.0004755 0.000015 0.0080349 0.0071366 0.008866 
 
South Kawishiwi River  0.0106681 0.000632 0.00002 0.0107189 0.009519 0.0118201 
 
South Lake  0.0125315 0.0045105 0.000143 0.0151005 0.0016335 0.0169843 
 
Stuart River  0.0058951 0.0026948 0.000085 0.0058844 0.001338 0.0108294 
 
Trout Lake  0.0090027 0.0027725 0.000088 0.008762 0.0043554 0.0141738 
 
Wood Lake  0.0099996 0.0040787 0.000129 0.0122891 -0.000303 0.0135976 
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APPENDIX D 
 
TRACE PLOTS AND HISTOGRAMS FOR HURDLE NEGATIVE BINOMIAL MODEL OF BWCA 
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Trace Plots and Histograms for Count Part of Model. 
 
 
 
Figure 4.1 Trace plot for South Farm Lake travel cost parameter. 
 
 
Figure 4.2 Histogram for South Farm Lake travel cost parameter. 
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Figure 4.3 Trace plot for Angleworm Lake travel cost parameter. 
 
Figure 4.4 Histogram for Angleworm Lake travel cost parameter. 
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Figure 4.5 Trace plot for Angleworm Trail travel cost parameter. 
 
Figure 4.6 Histogram for Angleworm Trail travel cost parameter. 
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Figure 4.7 Trace plot for Baker Laker travel cost parameter. 
 
Figure 4.8 Histogram for Baker Lake travel cost parameter. 
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Figure 4.9 Trace plot for Big Moose Lake Trail travel cost parameter. 
 
Figure 4.10 Histogram for Big Moose Lake Trail travel cost parameter. 
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Figure 4.11 Trace plot for Blandin Trail travel cost parameter. 
 
Figure 4.12 Histogram for Blandin Trail travel cost parameter. 
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Figure 4.13 Trace plot for Bog Lake travel cost parameter. 
 
Figure 4.14 Histogram for Bog Lake travel cost parameter. 
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Figure 4.15 Trace plot for Border Route Trail – Center travel cost parameter. 
 
Figure 4.16 Histogram for Border Route Trail – Center travel cost parameter. 
 
 
 
 
   165 
 
Figure 4.17 Trace plot for Border Route Trail – East travel cost parameter. 
 
Figure 4.18 Histogram for Border Route Trail – East travel cost parameter. 
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Figure 4.19 Trace plot for Border Route Trail – West travel cost parameter. 
 
Figure 4.20 Histogram for Border Route Trail – West travel cost parameter. 
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Figure 4.21 Trace plot for Bower Trout Lake travel cost parameter. 
 
Figure 4.22 Histogram for Bower Trout Lake travel cost parameter. 
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Figure 4.23 Trace plot for Brant Lake travel cost parameter. 
 
Figure 4.24 Histogram for Brant Lake travel cost parameter. 
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Figure 4.25 Trace plot for Brule Lake travel cost parameter. 
 
Figure 4.26 Histogram for Brule Lake travel cost parameter. 
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Figure 4.27 Trace plot for Clearwater Lake travel cost parameter. 
 
Figure 4.28 Histogram for Clearwater Lake travel cost parameter. 
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Figure 4.29 Trace plot for Crab Lake and Cummings Lake travel cost parameter. 
 
Figure 4.30 Histogram for Crab Lake and Cummings Lake travel cost parameter. 
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Figure 4.31 Trace plot for Crocodile River travel cost parameter. 
 
Figure 4.32 Histogram for Crocodile River travel cost parameter. 
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Figure 4.33 Trace plot for Cross Bay Lake travel cost parameter. 
 
Figure 4.34 Histogram for Cross bay Lake travel cost parameter. 
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Figure 4.35 Trace plot for Daniels Lake travel cost parameter. 
 
Figure 4.36 Histogram for Daniels Lake travel cost parameter. 
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Figure 4.37 Trace plot for Duncan Lake travel cost parameter. 
 
Figure 4.38 Histogram for Duncan Lake travel cost parameter. 
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Figure 4.39 Trace plot for Eagle Mountain Trail travel cost parameter. 
 
Figure 4.40 Histogram for Eagle Mountain Trail travel cost parameter. 
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Figure 4.41 Trace plot for East Bearskin Lake travel cost parameter. 
 
Figure 4.42 Histogram for East Bearskin Lake travel cost parameter. 
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Figure 4.43 Trace plot for Fall Lake travel cost parameter. 
 
Figure 4.44 Histogram for Fall Lake travel cost parameter. 
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Figure 4.45 Trace plot for Farm Lake travel cost parameter. 
 
Figure 4.46 Histogram for Farm Lake travel cost parameter. 
 
 
 
 
 
   180 
 
Figure 4.47 Trace plot for From Big Lake travel cost parameter. 
 
Figure 4.48 Histogram for From Big Lake travel cost parameter. 
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Figure 4.49 Trace plot for Herriman Lake Trail travel cost parameter. 
 
Figure 4.50 Histogram for Herriman Lake Trail travel cost parameter. 
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Figure 4.51 Trace plot for Hog Creek travel cost parameter. 
 
Figure 4.52 Histogram for Hog Creek travel cost parameter. 
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Figure 4.53 Trace plot for Homer Lake travel cost parameter. 
 
Figure 4.54 Histogram for Homer Lake travel cost parameter. 
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Figure 4.55 Trace plot for Island River travel cost parameter. 
 
Figure 4.56 Histogram for Island River travel cost parameter. 
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Figure 4.57 Trace plot for Isabella Lake travel cost parameter. 
 
Figure 4.58 Histogram for Isabella Lake travel cost parameter. 
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Figure 4.59 Trace plot for John Lake travel cost parameter. 
 
Figure 4.60 Histogram for John Lake travel cost parameter. 
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Figure 4.61 Trace plot for Kawishiwi Lake travel cost parameter. 
 
Figure 4.62 Histogram for Kawishiwi Lake travel cost parameter. 
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Figure 4.63 Trace plot for Kekekabic Trail West travel cost parameter. 
 
Figure 4.64 Histogram for Kekekabic Trail West travel cost parameter. 
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Figure 4.65 Trace plot for Kekekabic Trail East travel cost parameter. 
 
Figure 4.66 Histogram for Kekekabic Trail East travel cost parameter. 
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Figure 4.67 Trace plot for Lac La Croix travel cost parameter. 
 
Figure 4.68 Histogram for Lac La Croix travel cost parameter. 
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Figure 4.69 Trace plot of Lake One travel cost parameter. 
 
Figure 4.70 Histograme of Lake One travel cost parameter. 
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Figure 4.71 Trace plot for Larch Creek travel cost parameter. 
 
Figure 4.72 Histogram for Larch Creek travel cost parameter. 
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Figure 4.73 Trace plot for Little Gabbro Lake travel cost parameter. 
 
Figure 4.74 Histogram for Little Gabbro Lake travel cost parameter. 
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Figure 4.75 Trace plot for Little Indian Sioux River North travel cost parameter. 
 
Figure 4.76 Histogram for Little Indian Sioux River North travel cost parameter. 
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Figure 4.77 Trace plot for Little Indian River Sioux South travel cost parameter. 
 
Figure 4.78 Histogram for Little Indian River Sioux South travel cost parameter. 
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Figure 4.79 Trace plot for Little Isabella River travel cost parameter. 
 
Figure 4.80 Histogram for Little Isabella River travel cost parameter. 
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Figure 4.81 Trace plot for Little Vermillion Lake travel cost parameter. 
 
Figure 4.82 Histogram of Little Vermillion Lake travel cost parameter. 
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Figure 4.83 Trace plot of Lizz and Swamp Lakes travel cost parameter. 
 
Figure 4.84 Histogram of Lizz and Swamp Lakes travel cost parameter. 
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Figure 4.85 Trace plot of Magnetic Lake travel cost parameter. 
 
Figure 4.86 Histogram for Magnetic Lake travel cost parameter. 
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Figure 4.87 Trace plot for Meeds Lake travel cost parameter. 
 
Figure 4.88 Histogram for Meeds Lake travel cost parameter. 
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Figure 4.89 Trace plot for Missing Link Lake travel cost parameter. 
 
Figure 4.90 Histogram for Missing Link Lake travel cost parameter. 
 
 
 
 
 
 
 
   202 
 
Figure 4.91 Trace plot for Moose Lake travel cost parameter. 
 
Figure 4.92 Histogram for Moose Lake travel cost parameter. 
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Figure 4.93 Trace plot for Moose River travel cost parameter. 
 
Figure 4.94 Histogram for Moose River travel cost parameter. 
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Figure 4.95 Trace plot for Portage River travel cost parameter. 
 
Figure 4.96 Histogram for Portage River travel cost parameter. 
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Figure 4.97 Trace plot for Morgan Lake travel cost parameter. 
 
Figure 4.98 Histogram for Morgan Lake travel cost parameter. 
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Figure 4.99 Trace plot for Mudro Lake travel cost parameter. 
 
Figure 4.100 Histogram for Mudro Lake travel cost parameter. 
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Figure 4.101 Trace plot for North Fowl Lake travel cost parameter. 
 
Figure 4.102 Histogram for North Fowl Lake travel cost parameter. 
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Figure 4.103 Trace plot for North Kawishiwi River travel cost parameter. 
 
Figure 4.104 Histogram for North Kawishiwi River travel cost parameter. 
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Figure 4.105 Trace plot for Norway Trail travel cost parameter. 
 
Figure 4.106 Histogram for Norway Trail travel cost parameter. 
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Figure 4.107 Trace plot for Partridge Lake travel cost parameter. 
 
Figure 4.108 Histogram plot for Partridge Lake travel cost parameter. 
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Figure 4.109 Trace plot for Pine Lake travel cost parameter. 
 
Figure 4.110 Histogram for Pine Lake travel cost parameter. 
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Figure 4.111 Trace plot for Pow Wow Trail travel cost parameter. 
 
Figure 4.112 Histogram for Pow Wow Trail travel cost parameter. 
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Figure 4.113 Trace plot for Ram Lake travel cost parameter. 
 
Figure 4.114 Histogram for Ram Lake travel cost parameter. 
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Figure 4.115 Trace plot for Saganaga Lake travel cost parameter. 
 
Figure 4.116 Histogram for Saganaga Lake travel cost parameter. 
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Figure 4.117 Trace plot for Sawbill Lake travel cost parameter. 
 
Figure 4.118 Histogram for Sawbill Lake travel cost parameter. 
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Figure 4.119 Trace plot for Seagull Lake travel cost parameter. 
 
Figure 4.120 Histogram for Seagull Lake travel cost parameter. 
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Figure 4.121 Trace plot for Sioux Hustler Trail travel cost parameter. 
 
Figure 4.122 Histogram for Sioux Hustler Trail travel cost parameter. 
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Figure 4.123 Trace plot for Skipper and Portage Lakes travel cost parameter. 
 
Figure 4.124 Histogram for Skipper and Portage Lakes travel cost parameter. 
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Figure 4.125 Trace plot for Slim Lake travel cost parameter. 
 
Figure 4.126 Histogram for Slim Lake travel cost parameter. 
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Figure 4.127 Trace plot for Snake River travel cost parameter. 
 
Figure 4.128 Histogram for Snake River travel cost parameter. 
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Figure 4.129 Trace plot for Snowbank Lake travel cost parameter. 
 
Figure 4.130 Histogram for Snowbank Lake travel cost parameter. 
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Figure 4.131 Trace plot for South Hegman Lake travel cost parameter. 
 
Figure 4.132 Histogram for South Hegman Lake travel cost parameter. 
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Figure 4.133 Trace plot for South Kawishiwi River travel cost parameter. 
 
Figure 4.134 Histogram for South Kawishiwi River travel cost parameter. 
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Figure 4.135 Trace plot for South Lake travel cost parameter. 
 
Figure 4.136 Histogram for South Lake travel cost parameter. 
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Figure 4.137 Trace plot for Stuart River travel cost parameter. 
 
Figure 4.138 Histogram for Stuart River travel cost parameter. 
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Figure 4.139 Trace plot for Trout Lake travel cost parameter. 
 
Figure 4.140 Histogram for Trout Lake travel cost parameter. 
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Figure 4.141 Trace plot for Wood Lake travel cost parameter. 
 
Figure 4.142 Histogram for Wood Lake travel cost parameter. 
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Figure 4.143 Trace plot for Eagle Mountain Trail intercept parameter. 
 
Figure 4.144 Histogram for Eagle Mountain Trail intercept parameter. 
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Figure 4.145 Trace plot for year 2007 indicator parameter. 
 
Figure 4.146 Histogram for year 2007 indicator parameter. 
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Figure 4.147 Trace plot for year 2008 indicator parameter. 
 
Figure 4.148 Histogram for year 2008 indicator parameter. 
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Figure 4.149 Trace plot for year 2009 indicator parameter. 
 
Figure 4.150 Histogram for year 2009 indicator parameter. 
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Figure 4.151 Trace plot for year 2010 indicator parameter. 
 
Figure 4.152 Histogram for year 2010 indicator parameter. 
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Figure 4.153 Trace plot for year 2011 indicator parameter. 
 
Figure 4.154 Histogram for year 2011 indicator parameter. 
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Figure 4.155 Trace plot for year 2012 indicator parameter. 
 
Figure 4.156 Histogram for year 2012 indicator parameter. 
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Figure 4.157 Trace plot for year 2013 indicator parameter. 
 
Figure 4.158 Histogram for year 2013 indicator parameter. 
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Figure 4.159 Trace plot for Income in 2015 Dollars parameter. 
 
Figure 4.160 Histogram for Income in 2015 Dollars parameter. 
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Figure 4.161 Trace plot for Standardized Percent White parameter. 
 
Figure 4.162 Histogram for Standardized Percent White parameter. 
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Figure 4.163 Trace plot for Standardized Average Household Size parameter. 
 
Figure 4.164 Histogram for Standardized Average Household Size Parameter. 
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Figure 4.165 Trace plot for Standardized Average Age parameter. 
 
Figure 4.166 Histogram for Standardized Average Age parameter. 
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Figure 4.167 Trace plot for Standardized Years of Education parameter. 
 
Figure 4.168 Histogram for Standardized Years of Education parameter. 
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Figure 4.169 Trace plot for ln(Population) parameter. 
 
Figure 4.170 Histogram for ln(Population) parameter. 
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Figure 4.171 Trace plot for ln(alpha) parameter. 
 
Figure 4.172 Histogram for ln(alpha) parameter. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   243 
Trace Plots and Histograms for Hurdle Part of Model. 
 
 
 
Figure 4.173 Trace plot for AK State indicator parameter. 
 
Figure 4.174 Histogram for AK State indicator parameter. 
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Figure 4.175 Trace plot for AZ State indicator parameter. 
 
Figure 4.176 Histogram for AZ State indicator parameter. 
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Figure 4.177 Trace plot for AR State indicator parameter. 
 
Figure 4.178 Histogram for AR State indicator parameter. 
 
 
 
 
 
 
 
 
   246 
 
Figure 4.179 Trace plot for CA State indicator parameter. 
 
Figure 4.180 Histogram for CA State indicator parameter. 
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Figure 4.181 Trace plot for CO State indicator parameter. 
 
Figure 4.182 Histogram for CO State indicator parameter. 
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Figure 4.183 Trace plot for CT State indicator parameter. 
 
Figure 4.184 Histogram for CT State indicator parameter. 
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Figure 4.185 Trace plot for DE State indicator parameter. 
 
Figure 4.186 Histogram for DE State indicator parameter. 
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Figure 4.187 Trace plot for FL State indicator parameter. 
 
Figure 4.188 Histogram for FL State indicator parameter. 
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Figure 4.189 Trace plot for GA State indicator parameter. 
 
Figure 4.190 Histogram for GA State indicator parameter. 
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Figure 4.191 Trace plot for HI State indicator parameter. 
 
Figure 4.192 Histogram for HI State indicator parameter. 
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Figure 4.193 Trace plot for ID State indicator parameter. 
 
Figure 4.194 Histogram for ID State indicator parameter. 
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Figure 4.195 Trace plot for IL State indicator parameter. 
 
Figure 4.196 Histogram for IL State indicator parameter. 
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Figure 4.197 Trace plot for IN State indicator parameter. 
 
Figure 4.198 Histogram for IN State indicator parameter. 
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Figure 4.199 Trace plot for IA State indicator parameter. 
 
Figure 4.200 Histogram for IA State indicator parameter. 
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Figure 4.201 Trace plot for KS State indicator parameter. 
 
Figure 4.202 Histogram for KS State indicator parameter. 
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Figure 4.203 Trace plot for KY State indicator parameter. 
 
Figure 4.204 Histogram for KY State indicator parameter. 
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Figure 4.205 Trace plot for LA State indicator parameter. 
 
Figure 4.206 Histogram for LA State indicator parameter. 
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Figure 4.207 Trace plot for ME State indicator parameter. 
 
Figure 4.208 Histogram for ME State indicator parameter. 
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Figure 4.209 Trace plot for MD State indicator parameter. 
 
Figure 4.210 Histogram for MD State indicator parameter. 
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Figure 4.211 Trace plot for MA State indicator parameter. 
 
Figure 4.212 Histogram for MA State indicator parameter. 
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Figure 4.213 Trace plot for MI State indicator parameter. 
 
Figure 4.214 Histogram for MI State indicator parameter. 
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Figure 4.215 Trace plot for MN State indicator parameter. 
 
Figure 4.216 Histogram for MN State indicator parameter. 
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Figure 4.217 Trace plot for MS State indicator parameter. 
 
Figure 4.218 Histogram for MS State indicator parameter. 
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Figure 4.219 Trace plot for MO State indicator parameter. 
 
Figure 4.220 Histogram for MO State indicator parameter. 
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Figure 4.221 Trace plot for MT State indicator parameter. 
 
Figure 4.222 Histogram for MT State indicator parameter. 
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Figure 4.223 Trace plot for NE State indicator parameter. 
 
Figure 4.224 Histogram for NE State indicator parameter. 
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Figure 4.225 Trace plot for NV State indicator parameter. 
 
Figure 4.227 Histogram for NV State indicator parameter. 
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Figure 4.228 Trace plot for NH State indicator parameter. 
 
Figure 4.229 Histogram for NH State indicator parameter. 
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Figure 4.230 Trace plot for NJ State indicator parameter. 
 
Figure 4.231 Histogram for NJ State indicator parameter. 
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Figure 4.232 Trace plot for NM State indicator parameter. 
 
Figure 4.233 Histogram for NM State indicator parameter. 
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Figure 4.234 Trace plot for NY State indicator parameter. 
 
Figure 4.235 Histogram for NY State indicator parameter. 
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Figure 4.236 Trace plot for NC State indicator parameter. 
 
Figure 4.236 Histogram for NC State indicator parameter. 
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Figure 4.237 Trace plot for ND State indicator parameter. 
 
Figure 4.238 Histogram for ND State indicator parameter. 
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Figure 4.239 Trace plot for OH State indicator parameter. 
 
Figure 4.240 Histogram for OH State indicator parameter. 
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Figure 4.241 Trace plot for OK State indicator parameter. 
 
Figure 4.242 Histogram for OK State indicator parameter. 
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Figure 4.243 Trace plot for OR State indicator parameter. 
 
Figure 4.244 Histogram for OR State indicator parameter. 
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Figure 4.245 Trace plot for OR State indicator parameter. 
 
Figure 4.246 Histogram for OR State indicator parameter. 
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Figure 4.247 Trace plot for RI State indicator parameter. 
 
Figure 4.248 Histogram for RI State indicator parameter. 
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Figure 4.249 Trace plot for SC indicator parameter. 
 
Figure 4.249 Histogram for SC State indicator parameter. 
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Figure 4.250 Trace plot for SD State indicator parameter. 
 
Figure 4.251 Histogram for SD State indicator parameter. 
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Figure 4.252 Trace plot for TN State indicator parameter. 
 
Figure 4.253 Histogram for TN State indicator parameter. 
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Figure 4.254 Trace plot for TX State indicator parameter. 
 
Figure 4.255 Histogram for TX State indicator parameter. 
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Figure 4.256 Trace plot for UT State indicator parameter. 
 
Figure 4.257 Histogram for UT State indicator parameter. 
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Figure 4.258 Trace plot for VT State indicator parameter. 
 
Figure 4.259 Histogram for VT State indicator parameter. 
 
 
 
 
 
 
 
   287 
 
Figure 4.260 Trace plot for VA State indicator parameter. 
 
Figure 4.261 Histogram for VA State indicator parameter. 
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Figure 4.262 Trace plot for WA State indicator parameter. 
 
Figure 4.263 Histogram for WA State indicator parameter. 
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Figure 4.264 Trace plot for WV State indicator parameter. 
 
Figure 4.265 Histogram for WV State indicator parameter. 
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Figure 4.266 Trace plot for WI State indicator parameter. 
 
Figure 4.267 Histogram for WI State indicator parameter. 
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Figure 4.268 Trace plot for Income Below 10K parameter. 
 
Figure 4.269 Histogram for Income Below 10K parameter. 
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Figure 4.270 Trace plot for Income 10K to 14K parameter. 
 
Figure 4.271 Histogram for Income 10K to 14K parameter. 
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Figure 4.272 Trace plot for Income 15K to 24K parameter. 
 
Figure 4.273 Histogram for Income 15K to 24K parameter. 
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Figure 4.274 Trace plot for Income 25K to 34K parameter. 
 
Figure 4.275 Histogram for Income 25K to 34K parameter. 
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Figure 4.276 Trace plot for Income 35K to 49K parameter. 
 
Figure 4.277 Histogram for Income 35K to 49K parameter. 
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Figure 4.278 Trace plot for Income 50K to 74K parameter. 
 
Figure 4.279 Histogram for Income 50K to 74K parameter. 
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Figure 4.280 Trace plot for Income 75K to 99K parameter. 
 
Figure 4.281 Histogram for Income 75K to 99K parameter. 
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Figure 4.282 Trace plot for Income 100K to 149K parameter. 
 
Figure 4.283 Histogram for Income 100K to 149K parameter. 
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Figure 4.284 Trace plot for Income 150K to 199K parameter. 
 
Figure 4.285 Histogram for Income 150K to 199K parameter. 
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Figure 4.286 Trace plot for Income 200K and Above parameter. 
 
Figure 4.287 Histogram for Income 200K and Above parameter. 
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Figure 4.288 Trace plot for Standardized Average Household Size parameter. 
 
Figure 4.289 Histogram for Standardized Average Household Size parameter. 
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Figure 4.290 Trace plot for Standardized Average Age parameter. 
 
Figure 4.291 Histogram for Standardized Average Age parameter. 
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Figure 4.292 Trace plot for Standardized Years of Education parameter. 
 
Figure 4.293 Histogram for Standardized Years of Education parameter. 
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Figure 4.294 Trace plot for Standardized Percent White parameter. 
 
Figure 4.295 Histogram for Standardized Percent White parameter. 
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Figure 4.296 Trace plot for Constant parameter. 
 
Figure 4.297 Histogram for Constant parameter. 
 
 
 
 
 
 
 
 
