Epidemic data often possess certain characteristics, such as the presence of many zeros, the spatial nature of the disease spread mechanism or environmental noise. This paper addresses these issues via suitable Bayesian modelling. In doing so we utilise stochastic regression models appropriate for spatio-temporal count data with an excess number of zeros. The developed regression framework can incorporate serial correlation and time varying covariates through an Ornstein Uhlenbeck process formulation. In addition, we explore the effect of different priors, including default options and techniques based upon variations of mixtures of g-priors. The effect of different distance kernels for the epidemic model component is investigated. We proceed by developing branching process-based methods for testing scenarios for disease control, thus linking traditional spatio-temporal models with epidemic processes, useful in policy-focused decision making. The approach is illustrated with an application to a sheep pox dataset from the Evros region, Greece.
Introduction
In the present paper we develop suitable methodology for epidemic spatiotemporal data. Specifically, we extend previous analyses (e.g. Choi et al., 2012) , by addressing several important aspects of epidemic modeling. In addition, we provide an epidemic interpretation of our modelling approach, thus gaining insights regarding potential future outbreaks.
Our modelling framework accommodates a number of features: First, we make use of spatial information related to the location of the infected premises. Specifically, we incorporate the spatial coordinates of each infected farm, allowing for the probability of infection between farms to depend upon their distance. A number of spatial transmission kernels are fitted to the spatio-temporal data using Bayesian methods and an extended investigation of their relative importance is performed. Second, we model the inherent serial correlation of the data generating mechanism via a latent Ornstein Uhlenbeck (OU) process evolving around a mean which is regressed upon a number of covariates, including the spatial transmission kernels. The mean of the OU process is allowed to vary across time, adapting to the changes of its predictors. Finally, we investigate one of the basic model selection problems in Bayesian regression-type modeling, namely the one of covariate selection. Various methods have been proposed in order to deal with this task (George and McCulloch, 1993; Kuo and Mallick, 1998 ). Here we tackle this issue by implementing recently developed variable selection methodology. The potential multicolinarity problems are accounted for via g-prior variations such as the unit information prior. For inference purposes we resort to Markov chain Monte Carlo (MCMC) simulation which offers flexibility in the ability to fit complex models of the kind entertained in this paper.
Sheep pox is a highly contagious viral infection that can have devastating consequences (Garner et al., 2000) . The proposed methodology is applied to a historical dataset obtained from the sheep pox epidemic in the Evros Prefecture of Northeastern Greece which began on December 1994 and ended in December 1998, infecting 249 premises. The overall number of dead animals was estimated at approximately 35, 500. The data comprised of daily records of infected herds, temporal information such as the day of culling, detection time of the virus, the putative infection time and farm-level data (i.e. type and number of animals in each farm). To avoid uncertainties related to the exact day of infection we analyze the aggregated weekly counts of infection. A preliminary investigation of the data is presented in Malesios et al. (2014) . In particular, it appears that the sheep pox data strongly support the Poisson and zero inflated Poisson (ZIP)-based models as opposed to those based on the negative binomial distribution. Hence, in this paper we focus upon the Poisson and ZIP specifications.
The following section contains the model formulation while section 3 presents the connection of this class of models with stochastic epidemics, a useful tool for disease control. Section 4 illustrates the results of the analysis and section 5 concludes with some discussion.
2 Bayesian modelling
Spatio-temporal model
The data consist of 260 weekly observations spanning over a time interval of 5 years. Time is measured in weeks and we let t i , i ∈ {0, 1, . . . , 259} correspond to the time after the i-th week. The response vector y = {y i ; i = 0, . . . , 259} is also ordered chronologically where each y i denote the number of sheep pox cases at t i . The fitted models are special cases of the specification scheme described by:
where B t denotes standard Brownian motion, and µ t is the piecewise constant deterministic process:
where each µ (i) corresponding to t i ≤ t < t i+1 , i = 0, 1, . . . , 259, is given by
Moreover, I {y i =0} is an indicator variable denoting whether the response is positive or not, θ i is the instantaneous rate of the process at the i-th time point, p i denotes the proportion of excess zeros for t i and β is a vector of dimension dim(β) with the coefficients of the fixed-effects covariates; the corresponding covariate values for t i are denoted by the row vector X (i) [also of dimension dim(β)]. In our dataset dim(β) = 10, and therefore β=(β 0 , β 1 , β 2 , β 3 , ..., β 9 ) T is the vector of regression coefficients for the intercept (β 0 ), the covariates describing the number of villages infected in the previous week (β 1 ), rainfall (β 2 ), average temperature (β 3 ), maximum temperature (β 4 ), minimum temperature (β 5 ), average humidity (β 6 ) and seasonal effects: spring (β 7 ), summer (β 8 ), autumn (β 9 ). In addition, Θ K is the parameter vector of the transmission kernel function K(·) and b i reflects independent yearly random effects with
T . Note that Poisson regression is recovered when p i = 0 and f denotes the Poisson probability mass function.
The instantaneous λ t is an Ornstein-Uhlenbeck process evolving around µ t , which in turn is determined by the potentially time varying covariates X (i) and the spatial transmission kernels. Its transition density is available in closed form allowing us to write (for all i)
The OU process reflecting λ t need not be stationary. In fact, every change in the covariates provides a shock to the system, to which the latent process λ t adapts through a transient OU process with rate of convergence driven by φ. The Brownian motion B t is linked with the inherent environmental noise of the system, while it can also absorb potential model mis-specification. This formulation is therefore substantially different than that of Branscum et al. (2008) and Choi et al. (2012) , where the covariance of the process is also modeled via that of a stationary OU process in the spirit of Taylor et al. (1994) . It may actually be seen as the model used in Struthers and McLeish (2011) , adapted to the context of this paper. We adopt this formulation as it is seems more natural for our model given the various time varying covariates. Nevertheless, it is still possible to fit a model based on a zero-mean stationary OU component, see Table S2 for a comparison of the two approaches. The K d i , Θ K term is used to model the spatial component of disease propagation; where d i = {d kℓ : k ∈ S i , ℓ ∈ S i−1 }, is the set of all the Euclidean distances between farms k ∈ S i and ℓ ∈ S i−1 , and S i is the set of farms with sheep pox incidence at time point i. The Euclidean distance d kℓ is calculated by d kℓ = (u k − u l ) 2 + (v k − v l ) 2 with (u k , v k ) denoting the geographical coordinates of farm k measured in kms according to global positioning system (GPS). The geographical coordinates were then used for calculating the matrix containing all pairwise distances.
We may now complete our model formulation by using a similar structure for the zero-inflation probability p i as the one for λ i in (1), writing
where the super-script z denotes the parameters used for modeling the zeroinflation probability with similar role as β, b t i , Θ τ , Θ K , respectively.
Spatial kernels
Most of the attempts to capture the spatial structure of transmission of an animal disease have been performed for foot-and-mouth disease (FMD), due to its economically devastating consequences to livestock (Keeling, 2005) . A large amount of epidemic data were collected during the 2001 UK FMD outbreak. Thus, the use of simulation modeling for estimating the spread of highly contagious livestock diseases and for conducting risk assessment for various control measures has become common in recent years (e.g. Keeling et al., 2001 , Tildesley et al., 2006 , Chis-Ster and Ferguson 2007 . The K d i , Θ K term measures the effect of the distance between infected farms. It seems reasonable to assume that the magnitude of disease transmission is negatively affected by distance. This relation is incorporated by including kernels, K(·), of the form:
where |d i | is the cardinality of d i . The pre-specified constant d min denotes the minimum distance beyond which infections cannot occur (see, e.g., Deardon et al., 2010) . In our analysis we set d min = 250km, a distance sufficiently higher than the largest observed distance of 69 kms occurred in the Evros prefecture. Finally, we use the distance of 1km in the case where we have occurrence of the disease in the current week, and no occurrence at all in the previous week (Deardon et al., 2010) , implying that the distances between previous and current week are approximately zero.
For specifying the transmission kernel we have resorted to a variety (see Table 1 ) of relevant functions. Table 1 near here In addition, we allow for a change in the parameter value at some time-point t change by using a latent indicator for t change and placing a Uniform(1, 260) prior on its range.
Intensity Decomposition
An interesting interpretation of such models can be found in Meyer et al. (2012) where the model components are appropriately splitted, disentangling the epidemic and endemic aspects of disease dynamics. In particular, one can imagine that environmental covariate information may well relate to the endemic part of the disease while farm-to-farm contacts or number of villages infected in the previous week are concerned with epidemic spread. Our model can naturally be adapted to this framework via an additive decomposition of µ t , the mean driving the instantaneous log rate of infection λ t . The trajectory of µ t can be split into its endemic and epidemic parts as follows:
This decomposition enhances our ability to inform control strategies since a large epidemic component (relative to the endemic component) would suggest imposing restrictions associated with the spatial allocation of farm structure in the region of interest, whereas the opposite results may indicate that most of infections are due to external factors and thus are less sensitive to such control measures (Brown et al., 2013) .
Prior specification for the variable selection component
The variable selection problem arises naturally when one wishs to simplify the model structure by eliminating predictors with negligible effects (e.g. George and McCulloch, 1993) . Bayesian variable selection typically involves the introduction of a vector of binary indicators γ ∈ {0, 1} dim(β) which contains each possible combination of covariates to be included in the model. Then, MCMC methodology can be used to estimate the posterior distribution of γ. The exploratory results of Malesios et al. (2014) suggest that only a few of the variables under consideration, such as the number of villages infected in the previous week and certain meteorological/environmental variables should be included in the final model.
Hyper g-prior setup.
In the present analysis, we use the hyper-g prior introduced by Liang et al. (2008) and implemented by Bové and Held (2011) in generalized linear models (GLMs). All covariates are first centered and, following Ntzoufras et al. (2003), we consider a slightly modified version of the hyper-g prior:
where β \0 is the vector β excluding β 0 , X \0 is the data matrix X without the column that corresponds to the intercept β 0 and e β 0 denotes a rough estimate of λ i under the above prior setup. This prior can be seen as the power prior of Ibrahim and Chen (2000) for the parameters β \0 conditioned upon the constant β 0 and setting the power equal to g. Then the imaginary covariate values are equal to the observed ones while the imaginary responses are equal to e β 0 , the expected value under the null model (i.e. the simplest model). Hence, this prior accounts for n/g additional data points.
The hyper-g prior, further assigns a Beta density to the shrinkage factor g/(g + 1) so that
We primarily focus on the hyper-g prior using the value α = 4 which corresponds to the uniform prior on the shrinkage parameter but, as we demonstrate later in the paper, the results are fairly robust for different choices of α ∈ (2, 4].
Sensitivity analysis and comparisons with other priors for variable selection.
Bayesian variable selection is notorious for its sensitivity to the choice of prior, particularly the prior variances of β or its multiplicator g in (3). This is due to the well know Bartlett-Lindley paradox; see for details in Lindley (1957) and Bartlett (1957) . To this end, we have performed a number of comparisons and sensitivity analyses to test for the robustness of our results. Specifically, we conducted the following analyses: a) We tested for the sensitivity over different values of the hyper-parameter a ∈ (2, 4].
b) We compared our results with the hyper-g/n prior introduced by Liang et al. (2008) and suggested for GLMs by Bové and Held (2011) including similar sensitivity analysis as in (a).
c) We compared our results with the following default choices, previously reported in literature:
iii) an empirical normal prior with an approximate unit information interpretation, denoted by EIU.
Implementation Details. For both the hyper-g and the hyper-g/n hyperpriors, we perform variable selection using a variety of values for hyperparameter α and we graphically examine the robustness of the posterior inclusion probabilities for each covariate. We expect that results will be robust as previously reported by Dellaportas et al. (2012) . Concerning the comparison with other priors, the ZG(n) can be thought as the default choice in Bayesian variable selection since it has a unit information interpretation and its results correspond asymptotically to those obtained via BIC (Kass and Wasserman, 1995) . Following the modification of Liang et al. (2008) , and in order to have prior structure equivalent to the hyper-g prior, we use (3) with g = n. Similarly, we have also considered as an alternative the (modified) Zellner's g-prior (3) with g = p 2 which corresponds to the risk inflation criterion of Foster and George (1994) ; see also Fernandez et al. (2001) for a related comment.
Finally, following Ntzoufras (2009), we use as a rough yardstick an empirical independent prior with approximate unit interpretation (EIU). It is comprised by independent normal prior distributions for each β j , i.e. β j ∼ N(0, nσ 2 β j ) with σ β j set to the posterior standard deviation of each β j of the full model with flat priors. This setup obviously uses information from the data to specify the prior variance but its multiplication with the sample size n makes this effect minimal and approximately equivalent to one data-point in a similar manner to the g = n choice.
Prior distribution on model space.
Concerning the prior specification of model indicators γ, we primarily use the uniform prior on model space with γ j ∼ Bernoulli(0.5). We also compare our results with the recently used beta-binomial prior on the model space where γ j ∼ Bernoulli(p) with p ∼ Beta(1, 1); see for example Chipman et al. (2001) . The latter is very useful in large scale problems (with large p) due to its shrinkage effect yielding parsimonious model structures. Moreover, it allows for additional prior variability and robustness (Wilson et al. , 2010) .
Prior specification for the remaining parameters
For the Θ τ parameter, associated with number of sheep pox cases in the previous week, a weakly informative normal prior was used with zero mean and large variance (equal to 10 4 ). The same prior was assigned to the parameters of the vector Θ K . Random yearly effects are assumed to follow a N(0, σ 2 b ) density with σ b ∼ U(0, 100).
Epidemic control
This section is concerned with the connection of our model, which can be seen as a typical epidemiological model, to stochastic epidemic models, often considered as invaluable tools for disease control. One of the primary objectives of modelling the spread of an infectious disease is the ability to evaluate disease severity through key measures such as its reproduction number R 0 , often interpreted as the average number of infections produced by a single infective during their infectious period. This facilitates for disease control via appropriate prophylactic measures. Specifically, one can evaluate the corresponding extinction probability q as well as the effect of control strategies in achieving the sine qua non target of reducing R 0 below unity, thus securing that major outbreaks cannot occur. Here, we link our models to stochastic epidemics via considering the corresponding branching process. Subsequently we exploit this connection by exploring alternative, covariatebased, scenarios for the probability of hypothetical sheep pox outbreaks going extinct in the region of Evros.
A branching process represents an accurate approximation to a stochastic epidemic model (i) at the early stages of an outbreak when the number of infected individuals is much smaller than the population size and (ii) at the onset of disease re-emergence in the context of endemic diseases. Assuming constant λ is probably reasonable in these two scenarios.
A general family for the offspring distribution Z of branching processes is given by the power series family where:
with λ being the canonical parameter and α r ≥ 0. Then the probability, q(λ), of an epidemic going extinct is the smallest root of the equation: A(qλ) = qA(λ); see for example Guttorp (1991) and Farrington et al. (2003) . For a r = (r!) −1 we obtain the Poisson distribution whence q(λ) can be numerically calculated as the smallest root of exp(qλ) = q exp(λ).
We proceed by exploring the effect of particular covariates upon q(λ). In particular, we utilise three distinct values for each covariate (minimum, median and maximum) keeping the other covariates fixed at their median values and for each covariate combination we simulate from the posterior density of q(λ) by sampling from the posterior of the β's. Note that by using the posterior output we preserve the correlation structure of the posterior density, an important aspect when estimating non-linear functionals such as q(λ). For the ZIP model where E(Y i ) = (1 − p)λ + p · 0, we adjust the extinction probability via P r(extinction) = 1 ∧ (q(λ) + p).
We also use a recent result due to Britton and Neal (2013) to estimate the expected time, say E(A Q ), the outbreak has Q infected farms via:
This gives a somewhat complementary measure of disease propagation. The following section illustrates the application of the model and the control methods to real data. Table 2 presents the number of sheep pox cases during the 1994-98 period in the Evros Prefecture, Greece. We first illustrate the variable selection procedure through detailed comparisons and extensive sensitivity analyses (Section 4.1.1). Then we investigate the form of the spatial kernels (Section 4.1.2). Having selected our model, we disentangle the endemic and epidemic components in Section 4.2 and estimate the extinction probabilities under several covariate scenarios in Section 4.3. 
Application to sheep pox data

Model building and choice of variables
For all MCMC runs we used an output of ten thousand iterations produced from chains with total length equal to 105,000 iterations and after using a burn-in of 5,000 and a thinning lag of 10 iterations. The analyses were conducted using the WinBUGS software (Lunn et al., 2000) . The codes are available in Appendix B of the supplementary materials.
In the following analysis, we have used the Struthers and McLeish-like OU structure. Those models gave a substantially better fit to the data (see Table S1 in Appendix A) and their running times were about five times lower than those of the Taylor-based alternatives.
Covariate selection
Sensitivity analysis. We performed sensitivity analyses using the hyperparameter values α ∈ {2.01, 2.1, 2.5, 3.0, 3.5, 3.9, 3.99} for the hyper-g and the hyper-g/n prior setups. The results are summarized in Figures 1 and 2 which present posterior inclusion probabilities under the hyper-g and the hyper-g/n priors, respectively, for each covariate regressed on the rate of infection. The corresponding results for the covariates related to the probability of excess zeros are depicted in Figures S1 and S2 in Appendix A. These analyses have been conducted using the uniform prior on model space. The results obtained using the beta-binomial prior (not shown), although quantitatively different to those of the uniform prior, display similar ordering of the importance of the covariates. Comparing the outcomes of the analysis one may deduce that the results are reasonably robust, especially for the covariates associated with excess zeros. Hence, for subsequent analyses under a hyper-g prior setup, we focus on the choice of α = 4 which corresponds to the uniform prior on the shrinkage parameter.
Comparisons with other priors Figure 3 presents a summary of the results on the comparison between the various choices of prior for covariate selection. The results suggest the inclusion of covariates x 4 and x 6 , corresponding to the maximum temperature and the average humidity and, potentially, the selection of covariates x 2 and x 3 (rainfall and average temperature, respectively) regarding the infection rate. On the other hand covariates x 5 and x 6 (i.e. minimum temperature and average humidity) are selected for the prediction of excess zeros. We decided to keep for subsequent analyses the covariates with inclusion probabilities over 0.6. These correspond to maximum temperature and humidity for the infection rate while minimum temperature and humidity are retained for the chance of excess zeros. In summary, it appears that a combination of temperature and humidity seems largely responsible for explaining disease occurrence. This is intuitively reasonable and represents a common finding for animal diseases.
Final selection. For the remaining of this paper, we opt for the hyper-g prior. Hence, we focus on the results of the variable selection approach for the ZIP model under the hyper-g prior specification (Table 3) . Table 3 near here The results refer to the uniform prior on model space, however we have also run the model under the beta-binomial prior on model space to find a similar ordering for the covariates (see Table S1 in Appendix A), inflating upwards however the posterior inclusion probabilities in all covariates (almost all β j and β z j -except for the covariates x 4 , x 6 -ranged between 0.6 and 0.9). Table 4 includes the posterior summaries of the significant coefficients and the other parameters (φ, random effects variance) for the model selected. 
Spatial kernels
We proceed with fitting different kernel forms to the ZIP models in order to assess their relative importance in disease spread. The posterior estimates for each K parameter (i.e. α, δ and/or r) are presented, especially r which allows for occasional cases occurring far from the currently infected farms (Diggle, 2006) .
The inclusion of a change point in the kernel specification was deemed preferable to the alternative of no change point. For all the fitted kernels, the posterior distribution of the corresponding coefficients are well placed away from zero and the model fit is improved indicating the key importance of the spatial component in describing the progression of the epidemic. There are mild differences in the ability of the models with different kernels to capture the observed dynamics of sheep pox occurrences. The fat-tailed kernel (A) (Chis-Ster and Ferguson 2007) yields the best fit, followed by the distance kernels (B) and (C). On the other hand, the distance kernels (D), (E) and (F) (e.g. Szmaragd et al., 2009) gave a slightly worse fit. The better performance of the fat-tailed kernel may be an indication of the importance of long distances on disease spread when compared to the exponential-based functions (i.e. kernels B and C) which place less mass in the tails of the kernel functions. Thus, it appears that the spread of sheep pox epidemic in Evros was affected by long-range interactions. The coefficient r (kernel C), measuring the relative importance of long-range transmission of sheep pox was also significant, confirming the above postulation. The change point is estimated to be around the 50 th week of the epidemic. The parameter c is associated with the rate of decrease with distance. Higher values of c indicate that disease incidence decreases faster with distance (local spread), whereas lower values indicate slower decrease. The current estimates of c before and after the change point (c pre = 8.26 and c post = 5.82) suggests that during the first year (1995) the distance between farms of previous and current week was not especially significant in the limited up to this time -spread of the disease. This period relates to sparse disease occurrence. In contrast, the disease subsequently displayed periodic outbursts with slow decrease of the incidents with distance. Personal communication with the local authorities confirms that during 1996 the local veterinary services have resorted to a policy change for confronting the disease. Specifically, they increased the imposed restrictions to farms located within a 3km ring around a detected infection, by increasing the hitherto time limit of 21 days to 45 days, due to the incubation period of sheep pox in the region believed to be well beyond the 21 days period. In summary, the association between spatial information and progression of the sheep pox disease appears to be best expressed by the following form: 
Endemic/epidemic decomposition
The results regarding the endemic/epidemic decomposition presented in Section 2.1.2 are given in Table 5 where the instantaneous mean (µ t ) of the log rate of infection (λ t ) is decomposed to its endemic (Θ endemic ) and epidemic (Θ epidemic ) components. Figure 6 near here Specifically, we report the mean µ t along with the corresponding 95% credible intervals under various scenarios for a hypothetical outbreak. The results indicate that disease spread is likely to increase for higher levels of the endemic components. Figure 6 demonstrates the endemic/epidemic decomposition over the 5-year period (1994) (1995) (1996) (1997) (1998) of the sheep pox epidemic. This graph may assist in illustrating the relative importance of the epidemic spatial component over the endemic part of the model and vice versa during the progress of the disease spread.
Extinction Probabilities
Here we present results based on the approach introduced in Section 3, investigating the effect of each important covariate on a hypothetical future epidemic outbreak in the Evros region. Specifically, we combine parameter estimates from the historical sheep pox epidemic data and current farm locations in the region to calculate the probability of an epidemic going extinct. The findings are summarized in Table 6 and present extinction probabilities are obtained for the minimum, maximum and median value of each covariate, keeping the other covariates fixed at their median values (the covariate values used for the current analysis refer to year 2012 and are: min=-5.5, max=40.7, median=23.1 for maximum temperature; min=14, max=100, median=65 for humidity; min=0.02, max=45, median=16.26 for distance). Table 6 near here It appears that a large epidemic may occur when (i) the distances between infected farms are small (average extinction probability, q=0.018), (ii) the levels of humidity are low (q=0.001) and (iii) the maximum temperatures are high (q=0.076). These results are based on the branching process approximation to the early stages of an outbreak and provide an indicator towards potential disease re-emergence. Therefore, monitoring these covariates may be useful for surveillance purposes. The results for the expected 'Q-occupation times', Q ∈ {1, 2, 3, 4, 5, 6}, are summarized in Figure 7 , and are typical of a supercritical branching process (i.e. λ t > 1). Indeed, in the few occasions where λ t < 1 we expect only a few farms to get infected thus E(A Q ) is relatively large. In contrast, as λ t increases so does the chance of a large outbreak (see Table S3 ), leading to the apparent negative association between λ t and E(A Q ). 
Discussion
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