Abstract. In this paper, we give the first approximation algorithm for the problem of max-min fair allocation of indivisible goods. An instance of this problem consists of a set of k people and m indivisible goods. Each person has a known linear utility function over the set of goods which might be different from the utility functions of other people. The goal is to distribute the goods among the people and maximize the minimum utility received by them.
1. Introduction. Fair division, also known as the cake cutting problem, has been studied extensively, mostly with a measure theoretic or combinatorial perspective in mathematics literature since the 1950s [26] . More recently this problem has been brought to the attention of the computer science community, in which the emphasis is more on designing efficient algorithms [24, 21, 22] . Moving beyond the metaphor of cake, the focus of most of these works is on practical cases where the goods are less divisible. An interested reader can consult [9] for a long list of applications of these problems.
In this paper, we study the problem of max-min fair allocation of indivisible goods. In our setting, we are allocating m goods to k persons. Each person i has a nonnegative integer valuation u ij for good j. We assume that the valuation functions are linear; i.e. u i,C = j∈C u ij for any set C of goods. The goal is to allocate each good to a person such that the least happy person is as happy as possible. More formally, we want to maximize min i u i,Ci , where C i is the set of goods allocated to person i.
This problem is very similar in nature to job scheduling problems especially minimum makespan scheduling [23] . However, applications of techniques such as rounding the assignment linear program [8, 16] has not yielded algorithms with an approximation ratio better than O(1/k) for this problem so far. Namely, the assignment LP used in [23] yields an additive approximation of max ij u ij [8] ; i.e. it can be used to find a solution of value at least OPT − max ij u ij , where OPT is the value of the optimal solution. Unfortunately, it offers no multiplicative approximation guarantee in the most challenging cases of the problem when OPT ≤ max ij u ij . In the case of subadditive utility functions, Khot and Ponnuswami [20] provide a (2k − 1)-approximation algorithm. Bezakova and Dani [8] showed that this problem is hard to approximate within a factor better than 1 2 . (In fact, this is also the best hardness result known for the general problem.) The most notable progress was made by Bansal and Sviridenko [6] , who gave an Ω(log log log k/ log log k)-approximation schema for the special case of "restricted assignment" in which for all i, j we have u ij ∈ {0, u j }. Their method involves rounding a certain type of linear programming relaxation of the problem (known as a configuration LP, which we will explain shortly). Later, Feige [13] showed that the integrality gap of the LP used in [6] is in fact bounded by some large enough constant. Recently, Asadpour, Feige, and Saberi [3] showed that a local search algorithm can round the solution of the configuration LP to a 1 5 -approximate solution. However, the local search is not guaranteed to find a local optimum in polynomial time. Therefore, finding a constant factor approximation of the problem in the restricted case lies in the complexity class of Polynomial-time Local Search (PLS) [19] .
In this work we introduce the first nontrivial approximation algorithm for the max-min fair allocation problem in the general case. Our algorithm finds an allocation in which the utility of every person is at least Ω(
) of the optimum. In [6] , it is shown that the integrality gap of the configuration LP for this problem is √ k. Therefore, up to some poly-log factor, this is the best that we can expect to get via this LP relaxation.
In the configuration program formulation of the problem, there is an indicator variable x i,C for assigning a valid bundle C to a person i. A valid bundle for person i is a bundle that makes person i (approximately) happy. In our problem, a valid bundle is either a matching bundle consisting of a single good with high value for i or a flow bundle that contains several goods with relatively low value for person i. Here, we will explain briefly how we round the solution of this LP. The concrete description of our algorithm can be found in Section 2.
Consider the bipartite graph defined by the solution of the LP in which the weights of the edges indicate what fraction of a good is allocated to each person. Also consider the two polytopes defined by the fractional assignment of goods to people via matching and flow edges. Both of these polytopes are very well behaved. However, they are defined on the same vertex set and they can not be rounded separately. In fact, the most critical part of the algorithm is to partition the vertices of the graph between the two polytopes. Once we correctly decide which persons should be satisfied with matching edges, it is possible to allocate the rest of the goods to the unmatched persons with a small loss.
We will use a randomized method for rounding the matching edges. For every vertex v corresponding to a good or a person, let m v be the total fraction of matching edges incident to v. We round the fractional matching in such a way that the probability that a vertex v is saturated by the resulting integral matching is m v . There are many ways to do this. For example, one can write the fractional matching as a convex combination of a few integral matchings and pick one of the integral matchings at random with probability proportional to its weight, e.g. using Birkhoff-Von Neumann decomposition. However, such a rounding scheme will impose lots of undesirable dependencies between different vertices and is not appropriate for our goal.
Instead, we show that without loss of generality we can assume that matching edges form a forest. Then we round the edges of the resulting forest iteratively. The description of this part of the algorithm is given in Section 3. Our rounding method tries to avoid imposing additional dependencies between vertices. In fact, we can prove that among all the feasible distributions on the matchings of the forest, the entropy of the distribution defined by our rounding algorithm is the highest (for the formal discussion, see Section 5.2).
The main part of the analysis of our algorithm is to show that after allocating a part of the goods defined by the matching, there will be enough goods left for every unsaturated person. This is done mainly by showing concentration results on the number of elements released in every bundle. We use generalizations of Azuma-Hoeffding inequality on a martingale defined by the process of our algorithm. This part of the analysis is tricky because the expected values of the random variables of interest are sometimes smaller than the maximum step size in the evolution of the martingale. In Section 4.1 we prove our concentration result.
Finally, in Section 5.1 we extend our algorithm to find a solution in which more than a 1 − O( k α 2 log k ) fraction of people receive a bundle with value at least OPT α log 3 k , where OPT is the value of the optimal solution in the case that we want to satisfy all the people and α is any arbitrary chosen parameter greater than 48 log k.
Recently, as a follow-up to our work, Bateni, Charikar, and Guruswami [7] designed an approximation algorithm for a special case of this problem, where the integrality gap of the configuration LP is still known to be large. This special case consists of instances in which all the values are within the set {0, 1, ∞}. Moreover, each item can have value ∞ for at most one person. They show that the integrality gap of the configuration LP in these instances can be as big as Ω(k 1/6 ). Their algorithm is based upon working with a simpler (and polynomial size) linear programming relaxation of the problem and applying multiple rounds of Sherali-Adams lift-and-project on it. They achieve an O(m
time for this special case. They also provide a 4-approximation for another special case of the max-min fair allocation problem in which every item has a nonzero value for at most two people. They also show that none of these problems can be approximated with a factor better than 2 unless P = NP.
Later, Chakrabarty, Chuzhoy, and Khanna [10] improved on the results of [7] and obtained an O(m
time and, consequently, a polylogarithmic approximation in quasi-polynomial time for the general problem. Note that their algorithm outperforms ours in the case that m = poly(k). They also showed a (2 + )-approximation for the other special case with at most two nonzero utilities for each item. The running time of this algorithm is poly(m, 1/ ).
2. Description of the Algorithm. Fix a real number T , and suppose that we want to see if it is possible to do the allocation such that every person i receives a bundle with value at least T . We model the problem of finding such an allocation by a configuration LP similar to that of [6] . A configuration is a subset of goods. A configuration C is called valid for person i if either u i,C ≥ T or it contains a single good j with u ij ≥ T / √ k log 3 k. Let C(i, T ) denote the set of all valid configurations corresponding to person i with respect to T . Now, we can model the problem by the following integer program:
The indicator variable x i,C shows if the configuration C is allocated to person i or not. The first and second sets of constraints respectively ensure that we do not over-allocate any good and that every person has received at least one bundle with 3 high enough value. The configuration LP relaxation of the problem is as follows:
∀i,
Note that if the LP is feasible for some T 0 , then the corresponding LP for all T ≤ T 0 is also feasible. Let OPTLP be the maximum of all such values of T (it can be shown that such a maximum exists). On the other hand, every feasible integral allocation is a feasible solution of its corresponding configuration LP. Therefore, OPTLP ≥ OPT. Also, the value of OPTLP and a feasible solution corresponding to OPTLP can be approximated within any desired degree of accuracy in polynomial time, as shown in [6] .
It is shown in [6] that the integrality gap of the above LP is Ω( √ k). Here we propose an approach for rounding in which each person will receive a bundle with value at least Ω(
). We define a weighted bipartite graph G, with the vertex set A ∪ B corresponding to persons and goods, respectively. There is an edge between vertices corresponding to person i ∈ A and good j ∈ B if a configuration C containing j is fractionally assigned to i. Define w i,j = C j x i,C ; i.e. w i,j is the fraction of good j that is allocated to person i by the fractional solution of LP (1) . A good j is big for a person i if
; otherwise, it is small. The edge {i, j} in the former case is called a matching edge, whereas it is called a flow edge in the latter. Let M and F represent the set of matching and flow edges, respectively. For each vertex v ∈ A ∪ B, let m v be the total fraction of the matching edges incident to it. Also, define f v = 1 − m v . Our algorithm applies a two-stage randomized rounding to the solution of the LP at the top of this page. In the first stage we pick a random matching from M in a way that with probability m v the vertex v is in the matching. We will explain the details of the matching algorithm in the next section.
In the second stage every remaining person i selects one of her bundles C consisting of small goods with probability proportional to x i,C . From that bundle, she will claim the set of goods not saturated by the matching. Note that each person i would not be saturated by the matching with probability 1 − m i = f i . Hence, each such person i will select bundle C with probability
Later, we will show that with high probability there will be enough goods left in every bundle; i.e. the valuation of i for the goods left in the bundle will remain above T / √ k log 2 k. Note that every good might be claimed by several persons. In the last step, we give every good to one of the persons who have claimed that good uniformly at random. Our algorithm is represented in the Figure 1 3. Finding a Random Matching. It is possible to construct several examples to show that rounding of matching edges should be done with a lot of care. For example, a close inspection of Bansal and Sviridenko's [6] example for the integrality gap shows that there is very little flexibility in terms of the set of vertices that should be saturated in the matching when we round the fractional solution. See Figure 4 in the appendix. 1. Do a binary search to guess T , the value of the optimal solution. Solve LP (1) . Find the set M and compute mv and fv for every vertex in G.
2. Select a random matching from edges in M using Algorithm 2 such that for every v ∈ A ∪ B the probability that v is saturated by the matching is mv = 1 − fv.
3. Let every person i who is not matched yet select a bundle C consisting of small goods with probability xi,C /fi and claim the goods in that bundle (except the ones that are assigned in the previous step). 4 . Some of the goods will be claimed by more than one person. Resolve these conflicts as follows: Define a fractional solution that divides each good equally between all the people who have claimed it. Use the additive algorithm of [8] to round this fractional solution. (The details are described in Section 4.3.)
Fig. 1. : The Main Algorithm
We want that each vertex v in the graph is saturated by the matching with probability m v . As we pointed out before, we also want that our algorithm does not impose unnecessary dependencies between vertices. In [2] Arora, Frieze, and Kaplan propose a method for "mixing" the integral matchings to decrease this dependency but it seems that their method is not accurate enough for our purpose. We will propose a different scheme here. Our scheme takes advantage of the fact that without loss of generality, we can assume that M is a forest. The following lemma, gives a proof for this simplifying observation. This observation has been made before in similar settings, most notably in [23] . Lemma 1. It is possible to adjust the weights of the edges in M such that for every vertex v, u w u,v remains the same, and the set of edges with non-zero weight form a forest.
Proof. Suppose that there is a cycle in M with edges e 1 , e 2 , · · · , e 2a . Let e 1 be an edge with minimum weight among all those edges, namely w, then construct a new solution that is the same as this solution on all other edges, but in these 2a edges the weight of odd indexed edges is decreased by w and the weight of the others is increased by w. This process does not change the sum of all edges adjacent to each vertex eventually reduces M to a forest.
Our algorithm for selecting a random matching in the obtained forest is shown in Figure 2 . It iteratively picks a vertex u that has not been processed yet and matches it with one of its neighbors v with probability w Here is the informal intuition about our update rule: If for each u, v, w uv is interpreted as the probability of picking the edges {u, v} in the matching, then we should inform all the edges in the forest about the decision we made at step i. The update rule does this via updating the probability by which each edge is selected in the matching.
Let F i be the σ-field corresponding to the probability distribution that our algorithm imposes over matchings, before step i + 1 is taken. The crucial observation find the unique path that connects e 0 to the first edge whose weight has become zero in previous step, namely e l . Let this path be e 0 , e 1 , ..., e l .
(c) For all edges w e ← w NEW e
. Remove the edges with weight 0. e . Proof. If the edge e is adjacent to the vertex v that we select in the step i then with probability w i−1 e we change its weight to one and with probability w and we are done.
Otherwise let e 0 = e , e 1 , · · · , e l be such a path between e and vertex v. Thus,
The following corollary is an immediate result of Lemma 2.
Corollary 3. The probability that a vertex v ∈ A ∪ B is saturated by the matching generated by Algorithm 2 is m v .
Another important characteristic of our method which will be used in our analysis, is stated in the following lemma.
Lemma 4. Our algorithm is Order Independent; It means that independent from the ordering, it always gives us a matching M with probability p(M ) that only depends on the initial weights of edges in the forest and the matching M itself.
Proof. Straightforward calculation shows that in an ordering, swapping two consecutive vertices will not change the distribution of the weights of the edges after the two steps corresponding to these vertices. The lemma then follows by induction. We omit the details here, but for a formal and entirely different proof one can see Remark 2 in Section 5.2.
4. Analysis. In this part we will prove that the event that our algorithm does not find an integral solution with value
is very rare. We will do that in three steps.
First, we show that for a subset S ⊆ A or S ⊆ B, the distribution of the number of vertices saturated from that subset by the random matching is concentrated around its expected value v∈S m v . This is proved in Section 4.1.
Then we will proceed to show that after allocating the goods defined by the matching, there will be enough goods left for every unsaturated person. In particular, the probability that in step 3 of the algorithm a person claims a bundle in which the value of the remaining goods is less than
is very small. This is done in Section 4.2
Finally, we will prove that with high probability a large portion of the goods will be claimed by no more than O(log k) persons. Due to this fact, we show in Section 4.3 that one can allocate the goods to the unsaturated people such that every person receives about 1/ log k of the her claimed bundle.
Concentration Results for Algorithm 2.
Fix a subset S ⊆ A. We will prove that the number of vertices in S saturated by the random matching is concentrated around its expected value v∈S m v . The proof for a subset S ⊆ B will be the same. Define the random variable X i = u∈S p i u . The next corollary is an immediate result of Corollary 3.
Corollary 5. The random variables X 0 , X 1 , · · · , X END = X define a martingale.
Note that X denotes the number of vertices that will be saturated at the end of Algorithm 2 from subset S and EX = X 0 . Observe that the length of jumps can be as big as 1, and our martingale may have k steps. On the other hand, EX 0 might be so small that the standard Azuma-Hoeffding's inequality could not be applied to get the desired bound. Instead, we will use an extension of the Azuma-Hoeffding inequality from [11] .
A filter G is an increasing chain of σ-subfields
The following result can be found in [11] . 
Then, we have
In order to employ the above theorem to get the desired concentration result, we would need to bound both the length of jumps and also variances of random variables in the martingale. Lemma 7 will bound the maximum change in random variables in every single step. Lemma 11 will provide such a bound on the variance.
Lemma
Otherwise (Case II), we have , where the product is taken over all the edges in the unique path between u and v (see Figure 3) . Remark 1. Note that both u and v are in the same side of the bipartite graph (i.e. u, v ∈ A). Therefore, the distance between u and v is ensured to be even.
Proof. Let u be the first vertex after u on the path from u to v and let e = (u, u ). Also Let N be the set of other edges adjacent to u. We will prove the first equality. The second equality can be proved the same way.
Suppose that the edge {v , v} is picked in the step i. From relation (2) in Algorithm 2 we have the following:
Hence, u . The other two equalities are just algebraic manipulation. Now, we root the tree at v. Letĵ denote the father of j and C j denote the set of grandchildren of j. For each vertex j, define T j to be the set of all vertices in A which lie in the subtree rooted at j.
Lemma 9. For all the vertices r
Proof. By induction on the height of vertices. For the leaves the left hand side of the inequality is zero and the right hand side is non-negative. Consider some vertex r with even edge distance from v. By the induction hypothesis, for all the vertices j ∈ C r , we have
9 Now we compute the sum for the subtree rooted at vertex r. Note that by definition of T r we have:
Plugging (4) into (5), we derive that
We emphasize again that C r is the set of the grandchildren of r, and for each j ∈ C r , the father of j (and subsequently, a child of r) is denoted byĵ. Hence, we conclude
= L rv (1 − w i rr ), which completes the proof of the lemma. Note that (6) is a result of L jv = L jr L rv , which holds by the definition of L .,. whenever the path from j to v in the tree contains r. Also, (7) is immediate by the definition of L .,. . To derive (8) , let S r be the set of the children of r. For every l ∈ S r we have 
Combining (9) and (10) Proof. During step i, the values of vertices in a different connected component as v do not change. Also by Lemma 8, the value p u for an arbitrary vertex u will not increase (decrease) if the edge adjacent to v in its path to u is (is not) processed in the step i. Therefore, it is enough to prove the Lemma 10 only in the case that:
• The set S consists of all the vertices with even edge distance in the same connected component that v is, e.g. S = T v .
• The vertex v is not saturated after step i. We use Lemma 9 for all the vertices u ∈ C v . u∈Tv−{v}
It is sufficient to look at the case where S = T v and the vertex v is not saturated.
Plugging in inequality (11) (11) is a result of Lemma 9. Also, equation (12) is immediate by definition of L jv .
On the other hand, we know that EM = 0. Therefore, if v is matched to v , the value of M will be bounded from below by w The next lemma provides the desired bound for the variance of random variables.
Lemma 11. If we process vertex v ∈ S in the step i, then:
The last inequality is justified by Lemma 7. Now since E[X i −X i−1 |F i−1 ] = 0, we can write the last term as 2E
. By Lemma 10, X i can be bigger than X i−1 only if v is saturated in step i, which happens with probability p
v . The following Lemma establishes our main concentration result. It shows that the number of saturated vertices in any subset S ∈ A is concentrated around its expected value. The corollary after that, provides a similar result about the subsets in the B side.
Lemma 12. For a subset S ⊆ A and a given λ and the martingale X defined as above on the vertices of S, we have
2(2µ log k+λ/3) , where µ = EX. Proof. Lemma 7 establishes the bounded difference property. Using Lemma 11, we need to bound the sum of the variances in terms of µ. By the order independence proved in Lemma 4, the probability distribution of the solution of Algorithm 2 does not change when we change the order in which the vertices are processed. We will choose an ordering that is more convenient for our analysis. In our ordering:
• The vertices in S are processed before other vertices.
• In each step i, 1 ≤ i ≤ |S|, we pick a vertex v, with minimum p 
Plugging this inequality in Theroem 6 completes the proof.
Corollary 13. For a subset S ⊆ B and a given λ, let Z be a random variable denoting the number of vertices in S that are not saturated by Algorithm 2. Then 
Failing
Pairs. Now we can study the process of rounding flow edges. As we stated in the algorithm, each person i who has not received a big good in Algorithm 2 will select one of her bundles, say C, with probability x i,C /f i . The probability that a person i does not receive a good in Algorithm 2, is 1 − m i ≤ f i and hence the probability that she selects bundle C is at most x i,C . We call the pair (i, C) a failing pair if person i is not saturated at the end of Algorithm 2 and her valuation in the set of goods left in C after the matching is selected is less than T /40 √ k log 2 k. First, we will prove that the valuation of a person i in what will be left in a bundle C after Algorithm 2 is not much less than its expected value R i (C) = j∈C f j u ij . Lemma 14 shows that if R i (C) > T / √ k log k, then the probability that (i, C) is a failing pair is very small. But, the probability of observing at least one pair (i, C) with small value of R i (C) by union bound is at most x i,C , where the sum is taken over all such pairs. Finally, in Lemma 16 we will prove that this sum is bounded by o(1). It concludes that with high probability after step 3 of Algorithm 2 each person unsaturated in step 2, will have a value at least T /40 √ k log 2 k from the unsaturated goods of her claimed bundle.
can not be a failing pair at all. This is because the number of goods saturated in a matching is at most k. Therefore, the total valuation of person i for the goods lost to the matching from this interval is at most T /k 2 . Her valuation for the rest of the goods is at at least
We can find an integer 0 ≤ δ < 2.5 log k − 3 log log k, such that
Let C be the set of goods j such that
10 × 2 δ log k .
Using Lemma 12 we can see that the probability that less . To see this note that the RHS of the above inequality is at least log 2 k/10. Now, if more than
goods in C are left unsaturated, then person i will have a valuation of at least
for them which implies that (i, C) is not failing. The observation made in the next lemma is crucial to prove Lemma 16. It implies that for a failing pair (i, C), the major part of most of the goods in C is allocated via matching edges in the fractional solution.
and for all j ∈ M i (C) we have f j ≤ 24 log k/ √ k. Proof. We use the same idea applied in the proof of Lemma 14. Using a similar argument as before we can conclude that
j∈C,r≤uij <2r
u ij ≥ T 6 log k .
For this bundle C, define C to be the set of all goods j in C for which r ≤ u ij < 2r.
. But, for half of the goods j in C , f j is less than twice the average. Therefore,
Those goods form the desired set M i (C). The lemma below summarizes the results of this section by proving that observing a failing pair is a very rare event.
Lemma 16. The probability that a failing pair (i, C) is observed in the third step of Algorithm 2 is o(1).
Proof. Let C be the set of all pairs (i, C) such that R i (C) < T / √ k. Lemma 14 shows that with high probability (at least 1 − ke − log 2 k/40 = 1 − o(1)) every person i who has claimed a bundle C such that (i, C) / ∈ C will observe a value of at least T /40 √ k log k in C after the matching is selected. Therefore, it suffices to prove that the probability that some person i claims a bundle C such that (i, C) ∈ C is o(1).
By union bound, this probability is bounded by (i,C)∈C x i,C . Let N be the set of all goods that belong to M i (C) for a failing pair (i, C) ∈ C.
By equation (13) 
Adding up the above inequality for all j, we derive
Which completes the proof.
The above lemma shows that after step 3 of Algorithm 2 with probability 1−o(1), every person receives valuation at least T /40 √ k log 2 k from the goods left in the bundle she claims.
Resolving
Conflicts. This is the last part of our analysis. Each person who was not saturated by the matching selected in step 2 of the main algorithm will claim some bundle consisting of small goods in step 3. In the previous section, we show that with high probability the value of unsaturated goods demanded by each person is large enough. The only issue is that there might be some conflicts in the bundles demanded by these people. As one can see, we deal with the issue in the last step of the algorithm.
The idea is to first define a fractional solution between the people who have not achieved a big good and the goods that have not been allocated yet. We define such a solution by dividing any such good equally between the people claiming it. In particular, if one good is claimed by only one person, she will get this good entirely. Also, if a good is not claimed by anyone, we allocate it to some person arbitrarily and will not use these goods in our analysis. After defining this fractional solution, we will use the additive approximation algorithm of [8] to allocate these goods. The rest of this section is devoted to analyze this last step of Algorithm 1.
Fix a good j. If (i, j) ∈ F, the probability that i claims a bundle that includes j is w i,j . Now, i w i,j ≤ 1, due to the constraints in configuration LP. Hence, applying Corollary 13 with probability at least 1 − k −γ/4 good j will be claimed by at most γ log k persons.
Fix a person i. By a Markov inequality argument with probability at least 1 − k −γ/8 no more than a fraction of k −γ/8 of the goods in the bundle C that she has claimed are allocated to more than γ log k goods. Note that the same holds for the goods in M i (C) for which all the values are within a factor 2 of each other. Therefore the probability that person i still has a valuation at least T /(80 √ k log 2 k) among the goods in her selected bundle that no more than γ log k other persons have claimed, is at least 1 − k −γ/8
. Choosing γ = 9, we conclude that with probability 1 − k −1/8 this event happens for all persons. Now, we again use the idea of cycle elimination (see Lemma 1) . We make a bipartite graph with people unsaturated by the matching on one side and unallocated goods on the other side. We connect person i to good j if j is in the bundle claimed by i in step 3. We put a weight 1/d j on the edge (i, j) where d j is the number of people who have claimed good j. This weight represents the fractional amount of good j that person i will receive if we divide j uniformly between all the people who want it. Now, one can eliminate cycles in this graph in a way that the total value that each person receives according to the fractional allocation represented by the graph does not decrease. But by the Markov inequality argument before, we know that this value is at least T /(80 √ k log 2 kγ log k) = T /720 √ k log 3 k for all the people. Now, in order to resolve conflicts we make every tree in the graph rooted at some arbitrary vertex and give to each person all the goods corresponding to her children in the tree. In this way, each person will lose at most one good with value less than T /1440 √ k log 3 k and we get our main result.
Theorem 17. With probability 1 − o(1) our algorithm assigns each person a bundle with valuation at least Ω(T / √ k log 3 k).
5. Further Discussion.
5.1. Extension. In our rounding mechanism, we can improve the guarantee for most of the people if we are allowed to leave a small fraction of the them unhappy. More precisely, let OPT be the optimal solution for the max-min fair problem. For any α > 48 log k, we can allocate the goods to people so that everybody except O( k α 2 log k ), receive a bundle whose value is at least Ω(
In order to do this we need to redefine the notions of valid configuration, matching/flow bundles, and big/small goods by replacing √ k with α. We will use the same rounding method as in the Algorithm 1, but with respect to the new definition of matching and flow edges. The analysis of the algorithm remains the same except that √ k will be replaced by α in the extensions of Lemmas 14, 16 and Section 4.3. Here, a failing pair is similarly defined as all the pairs (i, C) so that at the end of Algorithm 2, i is not saturated by the matching and her valuation in the set of goods left in C is less than T /40α log 2 k. In the extension of Lemma 16 we can show that the expected number of failing pairs in the third step of our algorithm is of O( k α 2 log k ). More specifically, we will have j∈N f j = |N |O( log k α ). Moreover, the size of M i,C for all failing pairs (i, C) will be Ω(α log 2 k) (since R i (C) = O(T /α log k)). Thus, by rewriting (14) the expected number of failing bundles is at most
Therefore, by Markov inequality, with probability at least 1/2, the actual number of failing pairs will not be more than twice this number. Hence, everybody, except at most O( k α 2 log k ) people receive a bundle of value at least Ω(
) after resolving the conflicts (and losing another factor of log k).
Maximum Entropy.
The principle of Maximum Entropy, first introduced in Jaynes [17] , is a well-known method to derive the least biased distribution that encodes specific given information. We start this section by a quick review on the principle of maximum entropy applied on the problem of sampling random matchings in bipartite graph. For more detailed description one might refer to [18] .
Consider the following problem:
For a given doubly stochastic matrix A n×n , we want to derive a distribution D over permutations so that the probability that each single entry (i, j) appears in a permutation sampled from D is A ij . In other words, we want to set the values of p i such that
where the sum is taken over all n×n permutation matrices. Note that it can be interpreted as the problem of sampling a random matching in a bipartite graph with given marginal probabilities for the edges. We will use this two notions interchangeably.
Suppose that we want to find such a distribution which is least biased or equivalently, does not add any information other than the constraints already imposed by equation (15) . The principle of maximum entropy states that p i 's should be derived Note that the objective function is strictly concave. Therefore, there exists a unique local maximum which is also global maximum. The KKT condition for the program states that in the optimal point p * , one can find µ e , λ, α i and β i such that:
∀e :
Mi e
Condition (19) simply says that if the probability of selecting a matching M i is positive, then α i = 0. Also, one can see that p * i can be 1 at most for one matching M i , in which case the problem becomes trivial. Therefore, we can assume β i = 0 for all i. Now, rearranging condition (16) we have:
It is clear that p * i 's are from an exponential family. For simplicity let us define new variable η e = e µe . Hence, in the optimum point there are η e 's such that p * i ∝ e∈Mi η e , and the scaling factor Z, which is simply e 1+λ in the denominator of equation (20), comes from the following:
Now, we go back to the second step of our algorithm in which we selected a random matching in our graph. We saw that without loss of generality, we can assume that M is a forest. Then we gave an iterative algorithm for rounding the edges of M to get a matching. Define a distribution D on the possible matchings of M feasible if and only if for every vertex v, the probability that it is saturated by a matching in D is m v .
Theorem 18. The distribution over matchings of M imposed by the output of Algorithm 2 has the maximum entropy among all feasible distributions. respect to the initial marginals. Hence, the outcome of our algorithm is a unique distribution which is independent from the order of vertices.
Remark 3. Later, we extended our rounding method based on sampling from a maximum entropy distribution to other combinatorial structures, including balanced matroids (see [12] for the definition of balanced matroids). In particular, our rounding method, being used to sample trees, played a crucial part in improving the approximation factor for the asymmetric traveling salesman problem (ATSP) to O(log log n/ log log log n) [4] , providing the first asymptotic improvement in the approximation factor 28 years after the work of Frieze et al [15] .
Open Directions.
The most challenging question is to narrow the gap between the approximation ratio of Ω(
) presented here and the factor 1 2 hardness result of [8] . To obtain a considerable improvement for the approximation ratio one needs to come up with something more than the configuration LP as we already know that its integrality gap is √ k. Also, improving the current results for some special cases of the problem would be interesting. As an example, one promising way to improve the result of [6] for the restricted assignment problem is to establish a polynomial upper bound for the convergence time of the local search proposed by [3] .
