The advances in the development of imaging devices resulted in the need of an automatic quality evaluation of displayed visual content in a way that is consistent with human visual perception. In this paper, an approach to full-reference image quality assessment (IQA) is proposed, in which several IQA measures, representing different approaches to modelling human visual perception, are efficiently combined in order to produce objective quality evaluation of examined images, which is highly correlated with evaluation provided by human subjects. In the paper, an optimisation problem of selection of several IQA measures for creating a regression-based IQA hybrid measure, or a multimeasure, is defined and solved using a genetic algorithm. Experimental evaluation on four largest IQA benchmarks reveals that the multimeasures obtained using the proposed approach outperform state-of-the-art full-reference IQA techniques, including other recently developed fusion approaches.
INTRODUCTION
Different image processing schemas, as well as a variety of imaging devices may interfere with the content of the displayed image. Human evaluation of such images can be either inconvenient or expensive. Therefore, in order to measure image quality from the human perception point of view, many image quality assessment (IQA) measures have been developed [1] , [2] . They are divided into three categories. Fullreference techniques evaluate the quality of distorted images based on their distortion-free equivalents; no-reference and reduced reference measures, in turn, do not use such information or it is partially provided [3] , [4] , [5] .
This paper presents a full-reference IQA measure. One of the simplest techniques in this category is peak signalto-noise ratio (PSNR); noise quality measure (NQM) [6] , in turn, uses a linear frequency distortion and an additive noise injection. Other measures which have been introduced in the last decade use: luminance and contrast distortions [7] , structural information [8] , [9] , [10] , statistical properties [10] , [11] , [12] , phase congruency and image gradient magnitude [13] , visual saliency maps [14] , [15] , Riesz-transform features [16] , speeded-up robust features [17] , local binary patterns [18] , structure and contrast changes [19] , inter-patch and intra-patch similarities [20] , or fuzzy gradient similarity deviation [21] .
There are also IQA measures which aggregate several IQA techniques. For example, in [22] , a canonical correlation analysis was used to combine SNR, SSIM, VIF, and VSNR.
Larson and Chandler in [23] introduced the most apparent distortion algorithm (MAD) that adapts local luminance with contrast masking for assessment of high quality images and evaluates low quality images using local statistics of spatialfrequency components. A fusion of IQA measures with preservation of edge direction was introduced in [24] . Local and global measures of distortion were considered in [25] . In [26] , [27] , MSSIM, VIF, and R-SVD, were non-linearly combined. A linear combination of IQA measures can be found in [28] . In [29] , a preliminary approach was presented with a regularized multi-dimensional polynomial estimator for combining seven IQA measures. A conditional Bayesian mixture of experts model with a support vector machines classifier was used in [30] for combining SSIM, VSNR, and VIF using k-nearest-neighbour regression. A support vector regression approach was shown in [31] . In [32] , in turn, image blocks were first classified using decision trees and then FSIM [13] , mean squared error, and different variations of PSNR [33] were combined. In [34] , in turn, lasso regression models were obtained using pairwise scores differences. Six IQA measures were fused using neural network in [35] . In [36] , the two-step approach was proposed in which local image patches were used for finding perceptually meaningful structures and local distortion measurements were combined into a multimeasure by kernel ridge regression.
A fusion measure introduced in this paper uses the multiple linear regression [37] of opinions provided by genetically selected IQA measures. Furthermore, the proposed approach is able to find a well-performing hybrid measure which con-DOI: 10.1515/msr-2016-0040 sists of a small number of IQA measures. Although in the literature many works have used different types of regression for aggregating IQA measures, this paper introduces a very efficient conjunction of the genetic algorithm with multiple linear regression, able to outperform other, often more complex techniques. The multimeasures obtained using the proposed approach are compared with the state-of-the-art techniques using typical evaluation protocol on the four largest IQA benchmark image datasets. The rest of this paper is organised as follows. Section 2 presents the formulation of the optimisation problem of IQA measures fusion. In section 3, the proposed family of regression-based multimeasures is obtained and discussed. Then, in section 4, the approach is compared with popular measures. Finally, section 5 concludes the paper.
METHOD
The desired IQA measure should return scores that are consistent with human subjective evaluation. In order to compare IQA approaches [1] , specific benchmark image datasets can be used. They contain pristine, distortion-free images, their corresponding distorted equivalents and human scores. Human evaluation of images in benchmarks is provided in the form of mean opinion scores (MOS values) or differential mean opinion scores (DMOS values). In the approach proposed in this paper, it is assumed that the resulting measure can provide objective scores that are closer to the human evaluation than measures that were considered as the part of the fusion.
The considered problem is formulated as follows. LetŜ be the estimated response and Q n is the one of N prediction variables in the multiple linear regression model [37] , n = 1, . . . , N.Ŝ can also be seen as the output of a joint decision of k ∈ N IQA measures, or the objective score. In the model, vector B contains fitted coefficients estimated by minimising the mean squared difference between the prediction vector B(Q) that contains objective scores and the vector of subjective scores S. The fitted linear function can be written as:Ŝ
where l = 1, . . . , k denotes a Q n selected for regression. The selection of IQA measures that are used in the regression can be considered as an optimisation problem which requires a formulation of an objective function. In order to find well-performing IQA multimeasures, a one of typically used IQA techniques performance index can be employed. There are four indices used for comparison of IQA measures [38] , [39] : Spearman Rank order Correlation Coefficient (SRCC), Kendall Rank order Correlation Coefficient (KRCC), Pearson linear Correlation Coefficient (PCC), and Root Mean Square Error (RMSE). It is worth noticing that RMSE is widely used in the development of image processing algorithms, e.g., in [40] . SRCC and KRCC evaluate prediction monotonicity, while PCC and RMSE evaluate prediction accuracy. These indices are calculated after a non-linear mapping between a vector of objective scoresŜ, and MOS or DMOS, denoted by S, using the following mapping function for the non-linear regression [38] :
where β = [β 1 , β 2 , . . . , β 5 ] are parameters of the non-linear regression model [38] , andŜ m is the non-linearly mappedŜ. SRCC is given as:
where d i is the difference between i th image inŜ and S, m is the total number of images. In KRCC, the number of concordant pairs in the dataset, m c , is used, as well as the number of discordant pairs, m d ,
PCC, in turn, is calculated as:
where mean-removed vectors are denoted byS m andS. RMSE is calculated as:
In the proposed approach, RMSE was used as the objective function in the optimisation problem of finding wellperforming IQA joint measure. The problem can be written as:
where x and β are optimised decision variables. In the problem, x is a vector of binary weights which indicate measures that are used in the regression. Given fitted regression model, β is used for computation of the objective function, RMSE. 
OBTAINED MULTIMEASURES
In this section, experiments that were carried out in order to obtain a family of multimeasures using the proposed approach are discussed, as well as its evaluation on benchmark image datasets. Moreover, the section considers a contribution of aggregated IQA measures to the performance.
Optimisation results
In experiments, the following 16 IQA measures with publicly available objective scores, or source-code, for used benchmarks took part in the optimisation: VSI [15] , FSIM [13] , FSIMc [13] , GSM [19] , IFC [12] , IW-SSIM [10] , MAD [23] , MSSIM [9] , NQM [6] , PSNR [38] , RFSIM [16] , SR-SIM [14] , SSIM [8] , VIF [11] , IFS [41] , and SFF [42] . It is worth noting that MAD is a multimeasure, but it was used in the optimisation due to its popularity and availability of the source-code. In the approach, the vector of decision variables in the optimisation problem is obtained in a data-driven fashion using a part of images and their subjective scores from benchmark datasets. Objective scores of used measures, if needed, were scaled to be in the [0; 1] range. There are four largest widely used IQA benchmark image datasets; therefore, four IQA multimeasures are introduced in this paper. In the approach, 20% of reference images and their distorted equivalents from a dataset were used, as in [17] . In order to show dataset independent results, each introduced multimeasure was evaluated on all datasets. In the literature, some authors used different numbers of images from benchmarks for this purpose, e.g., 30% [13] , [15] , a one dataset [29] , [24] , [30] , [18] , [35] , or even several datasets jointly, as in [20] . The following four IQA benchmarks were used: TID2013 [2] , TID2008 [43] , CSIQ [23] , and LIVE [8] , they are characterised in Table 1 .
A genetic algorithm (GA) [44] was used to solve the optimisation problem proposed in this paper. The algorithm operates on a population of solutions, called individuals, and applies selection, crossover and mutation operators in order to obtain better solutions in emerging generations of individuals. Experiments were carried out using Matlab version R2012a with Genetic Algorithms and Statistics Toolboxes. The GA parameters were determined experimentally, observing the convergence of the objective function. A population of 100 individuals was used in the GA, which was run for 200 generations. The scattered crossover, Gaussian mutation and stochastic uniform selection rules were used [44] . In experiments, four IQA multimeasures, namely Regression-based SImilarity Measures (rSIMs), were obtained, and their fitted models can be written as: Note: The best two measures for each dataset are written in bold. 
Reduced multimeasures
It can be seen that the GA preferred using most of IQA measures in the fusion. However, not all of them are equally important, and taking into account the practical usage of the obtained multimeasure, it would be desirable to have a small number of IQA measures involved in the fusion. Therefore, for each fusion measure t-statistics and their corresponding pvalues were determined in order to show which IQA measures significantly contribute to the fusion (i.e., multiple regression model). The hypothesis test on a given coefficient tests the null hypothesis that it is not significant as being equal to zero. It turned out that rSIM1 do not seem to differ significantly according to IW-SSIM, MSSIM, SR-SIM, or SFF at the 5 % significance level. Similar observations were made for rSIM2 (FSIM, FSIMc, GSM, MSSIM, SR-SIM, and SFF), rSIM3 (FSIM, FSIMc, IW-SSIM, PSNR, SSIM), and rSIM4 (VSI, FSIM, FSIMc, MSSIM, RFSIM, SR-SIM, SSIM, and SFF).
All obtained rSIMs consist of more than six IQA measures. A development of a multimeasure that uses even less IQA models while maintaining the state-of-the-art performance requires solving another optimisation problem. Therefore, the optimisation problem introduced in (7) was constrained and only fusion measures that are composed of two or three IQA measures were taken into account, i.e., the sum condition responsible for selection of IQA measures for regression in 1,1,-1 1,1,1,-1 1,1,1,-1 1,1,1,-1 1,1,1,1 1,1,1,-1 1,1,0,-1 1,1,0,-1  rSIM2 1,1,1,1 1,1,1,0 1,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1 1,1,0,0  rSIM3 -1,1,1,1 -1,1,1,1 1,1,1,0 -1,1,1,1 1,1,1,1 0,1,1,1 0,1,1,1 0,1,1,1  rSIM4 -1,1,1,1 -1,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1 0,0,1,1 -1,1,1,1 0,1,0,1  rSIM1 3 1,0,1,0 1,0,1,-1 1,1,0,-1 1,1,1,0 1,1,1,1 1,1,1,1 1,0,-1,-1 1,0,-1,-1  rSIM2 3 -1,1,1,1 0,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1 1,1,1,1 0,1,1,1 -1,1,1,1  rSIM3 3 -1,1,1,1 -1,1,1,1 1,1,1,0 1,1,1,1 1,1,1,1 0,1,1,1 -1,1,1,1 0,1,1,1  rSIM4 3 -1,1,1,1 -1,1,1,1 -1,1,1,1 -1,1,1,1 1,1,1,1 -1,0,1,1 -1,1,1,1 -1,1,1,1  rSIM1 2 0,1,-1,-1 1,1,-1,-1 1,1,-1,-1 1,1,1,-1 1,1,1,1 1,0,-1,-1 1,1,-1,-1 1,1,-1,-1  rSIM2 2 -1,1,1,-1 1,1,1,-1 1,1,-1,-1 1,1,1,-1 1,1,1,-1 1,1,1,-1 1,1,0,-1 1,1,-1,-1  rSIM3 2 -1,0,1,1 -1,0,1,0 -1,1,1,-1 -1,1,1,1 1,1,1,1 -1,1,1,1 -1,1,1,1 -1,1,1,-1  rSIM4 2 -1,0,1,1 -1,0,1,1 -1,1,1,1 -1,1,1,1 1,1,1,1 -1,1,1,1 -1,1,1,1 -1,1,1,1 Note: The fusion measure in the row is significantly better than the IQA measure in the column ('1'), worse ('-1'), or indistinguishable ('0'). Results for datasets are separated by commas. The contribution of used measures seems to be equally distributed, except for PSNR in rSIM1 3 and IWSSIM in rSIM4 3 . Here, comparing rSIM1 2 to rSIM1 3 , and rSIM4 2 to rSIM4 3 , the second multimeasure is not influenced much by the presence of PSNR or IW-SSIM, respectively. It can be seen that VSI, IFS, SFF, MAD, and VIF are among the most frequently aggregated IQA measures. There are also measures which are often coupled together, i.e., MAD with VIF, and VSI with IFS, or with its earlier version, SFF. Measures in such pairs seem to complement each other.
Measure selection choices
Since some of the techniques used in experiments tend to be present in rSIMs more often than others, it is desirable to discuss their similarities, in terms of quality of produced objective scores. In order to show similarities between scores returned by IQA techniques, SRCCs between them were obtained on LIVE benchmark (see Table 2 ). Some IQA measures seem to overlap others, e.g., SRCC between FSIMc and SR-SIM is equal to 0.9938. Also, SFF is highly correlated with IFS (0.9928). The conjunction of MAD with VIF seems to be interesting, both measures are less correlated (0.9632) with each other than with other measures, what may produce, together with their good single performance on LIVE dataset, the well-performing fusion measures. VSI is mostly used in fusion measures developed on images from TID2013, i.e., rSIM1 [2] [3] . Here, VSI is the best single performing metric (see section 4) , and that was the main reason for using this measure in the fusion. MAD and VIF perform well on LIVE and CSIQ, and that together with their lower mutual correlation led to the emergence of most short rSIM3s, or rSIM4s. Furthermore, the contribution of MAD to the resulting rSIMs is larger than VIF's due to its better performance on considered benchmarks.
Elastic net regularization
In the proposed approach, the GA was forced to reduce the number of used measures. Such simple multimeasures should avoid overfitting that can characterise regression models using more IQA measures. However, in cases where many correlated predictors are involved in creating the regression model, the multicollinearity can arise in which the least-squares estimate becomes sensitive to random errors in the response. This, along with the lack of independence of used IQA measures for some distortion types or the need for suppressing errors caused by some used predictors, can be responsible for negative regression coefficients in the obtained models. A possible approach to the multicollinearity is to use the elastic net technique [45] . The elastic net is able to identify the important predictors and remove redundancies. This method creates zero-valued coefficients for unimportant predictors and solves the regularization problem [45] . Taking that into account, an experiment was carried out in which the elastic net was fitted using all 16 predictors on LIVE benchmark. In the experiment, in order to ensure better generalisation of the resulting model, 10-fold cross-validation was employed. The following fitted model was obtained: rSIM4 elastic net = 2.26V SI − 29.67FSIM − 20.69FSIMc
Here, SSIM and SR-SIM were excluded by the elastic net from the model, since there are many derivatives of SSIM in the used set of IQA measures. Furthermore, the high correlation of SR-SIM with other measures can be seen in Table 2 . The rSIM4 elastic net aggregates 14 IQA measures and behaves similarly to rSIM4. This also can be said about related rSIMs which were developed using the elastic net on other image benchmarks. Therefore, in the rest of the paper the previously presented multimeasures are evaluated and compared.
EVALUATION
In this section the proposed multimeasures are evaluated on standard datasets and compared with other techniques. Table 3 contains results of such evaluation of all developed fusion measures on four benchmarks in terms of SRCC. The best two measures are written in bold. Since measures were developed using some images from benchmark datasets, obtained results on other datasets allow drawing conclusions on their generalisation abilities. For example, measures developed using LIVE or CSIQ benchmarks, which share most of distortion types, tend to perform weakly on images from TID benchmarks, where many new distortion types were added. Here, measures with longer equations, rSIM3-4, performed better than their shorter equivalents since they better evaluate images with known distortions. Similar observation can be made for rSIM1-2. Weighted results were obtained using the number of images in the benchmark as its weight. Overall results are TID2013 biased, i.e., they are better for techniques that outperform other approaches on TID2013 benchmark. They show that all reduced measures, i.e., rSIM1-4 2-3 , are promising, as well as rSIM3. Matlab scripts which can be used to reproduce these results for rSIMs can be downloaded at http://marosz.kia.prz.edu.pl/rSIM.html. It is worth noting that multimeasures with a smaller number of fused measures performed close to their long equivalents, what is important in practice, where only scores for two or three single measures could be required in order to provide acceptable performance. Table 4 presents evaluation results for the best seven measures, PSNR and rSIM1-4. However, non-rSIM techniques presented in the table can be also compared with reduced rSIMs, i.e.,rSIM1-4 2-3 , using Table 3 as the reference. The top two models for each criterion are shown in boldface. Obtained results clearly indicate that the developed family of fusion measures outperformed the measures used in the optimisation. In these tests, rSIM1, rSIM2, and rSIM3 were better than other techniques. Furthermore, reduced rSIMs also outperformed these methods. Among other techniques, VSI, MAD, and IFS performed better than other non-rSIM measures.
The results obtained on the basis of four performance indices are promising, but it would be desirable to determine if obtained results are statistically better. In evaluation of the statistical significance, hypothesis tests based on the prediction residuals of each measure after non-linear mapping were conducted using left-tailed F-test [23] . Here, smaller residual variance denoted the better prediction. The summary of statistical significance tests is presented in Table 5 . The test covers the best eight used measures and PSNR. The symbol "1", "0" or "-1" in the cell denotes that the measure in the row is statistically better with the confidence greater than 95%, indistinguishable, or worse than the measure in the column, respectively. Obtained results confirm some findings on the performance of measures that were developed using a subset of images from a benchmark that has a completely different set of distortions than the benchmark used for tests. For example, rSIM1 was statistically better than other measures on TID2013 and worse than most of them on LIVE. This can also indicate the overfitting. What is interesting, the behaviour of rSIM2 was better, i.e., this multimeasure was never significantly worse than other measures. Taking into account significance tests, rSIM3 and rSIM4 are also worthy of interest, since they were only worse on TID2013 benchmark. Among short rSIMs, rSIM2 3 was better than other measures. Overall, all obtained multimeasures performed statistically better than any compared measure. This provides an additional motivation for their use.
The superior performance of rSIM family was shown using typical performance indices. It can also be seen on scatter plots with objective and subjective scores. Such scatter plots for rSIM2 and the best three IQA measures for each benchmark dataset are presented in Fig.1 . Here, different types of distortions are represented by differently coloured circles. The colours share the distortion type within a dataset. It can be seen that the compared techniques yielded less accurate quality predictions for large DMOS values and small MOS values (i.e., in presence of severe distortions) than rSIM2.
Obtained multimeasures statistically outperformed popular measures, even in cases where only several measures were selected by the GA. However, it would be desirable to compare them with other fusion IQA measures. Table 6 contains comparative evaluation of rSIMs with known fusion measures based on published SRCC values. SRCC was chosen for this purpose, since it is the most often reported performance index in the literature. Unavailability of the sourcecode, or objective scores, of the majority of compared fusion measures prevents more detailed tests which were shown in the previous paragraphs of this section. In the table, the best three results for a given benchmark are written in boldface, results not reported are denoted by "-". Some measures are not benchmark independent, i.e., their authors reported evaluation results on the benchmark that took part in the development of the measure without providing results for other benchmarks, or prepared a one IQA measure for each benchmark, also without cross-benchmark tests, e.g., [24] , [26] , [27] , [29] , [30] , [31] , [35] , [36] . Results for approaches that are not dataset independent were excluded from comparison, they are written in italics in the table. Overall results take into account IQA measures for which independent results are known. TID2013 was excluded, since most measures were not evaluated on this benchmark. The comparison with other fusion measures revealed that the proposed rSIMs performed better, in terms of SRCC values, than their competitors. Here, rSIM2, rSIM3, and rSIM2 3 were better than other multimeasures, what is shown by overall values. Among other measures, the fusion measure introduced in [28] also obtained good results, but was worse than rSIM2 (overall weighted). Measures trained on images from a given benchmark tend to perform worse on other benchmarks where some unknown distortion types are introduced, as for, e.g., [46] or [47] . For all examined IQA benchmark datasets, rSIM family of multimeasures showed superior performance: rSIM1 on TID2008; rSIM2 3 , rSIM4 3 , and rSIM4 2 on CSIQ; and rSIM2 3 , rSIM3 2 , and rSIM3 3 on LIVE.
CONCLUSIONS
In this paper, an approach to the fusion of full-reference IQA measures was presented. The fusion was obtained by the genetic algorithm that selected some IQA measures used as predictors in the multiple linear regression. The usage of these two techniques for the development of a hybrid fullreference IQA measure is among the contributions of this work. Furthermore, the genetic algorithm was able to find well-performing multimeasures, which are composed of a predefined number of IQA techniques. Tests using such constrained regression models were also presented. The resulting family of multimeasures, rSIMs, was extensively evaluated in terms of SRCC, KRCC, PCC, and RMSE on four largest IQA benchmark datasets. The results of comparison revealed that the proposed approach is significantly better than popular state-of-the-art IQA measures and better than fusion approaches. 
