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ALGEBRAIC CYCLES ON AN ABELIAN VARIETY
PETER O’SULLIVAN
Abstract. It is shown that to every Q-linear cycle α modulo numerical equiv-
alence on an abelian variety A there is canonically associated a Q-linear cycle
α modulo rational equivalence on A lying above α, characterised by a condi-
tion on the spaces of cycles generated by α on products of A with itself. The
assignment α 7→ α respects the algebraic operations and pullback and push
forward along homomorphisms of abelian varieties.
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2 PETER O’SULLIVAN
1. Introduction
Let A be an abelian variety, equipped with a base point, over a field F . Denote by
CH(A)Q the gradedQ-algebra ofQ-linear cycles on Amodulo rational equivalence,
and by CH(A)Q its quotient consisting of the Q-linear cycles modulo numerical
equivalence. Given an α in CHi(A)Q, Beauville has shown ([5], Proposition 5)
that there is an α in CHi(A)Q lying above α such that (nA)
∗(α) = n2iα for
every integer n, where nA : A→ A is multiplication by n on A. He also raised the
question whether such an α is unique. The uniqueness of such an α would imply that
every α in CH(A)Q has a canonical lift α in CH(A)Q, such that the assignment
α 7→ α respects the algebraic operations and pullback and push forward along
homomorphisms of abelian varieties. We show in this paper that such a canonical
lift α indeed exists. It is characterised by the property that α is the unique cycle
lying above α which is symmetrically distinguished in the sense of the definition
below. The endomorphism nA of A is used in this definition only for n = −1. It
is thus necessary to consider also cycles generated by α on products Am of A with
itself, because for i > 1 an α with ((−1)A)∗α = α above a given α is in general not
unique. In the definition αr1 ⊗αr2 ⊗ · · · ⊗αrn denotes the product in CH(An)Q of
the (prj)
∗(αrj ), where prj : A
n → A is the jth projection.
Definition. Let α be a cycle in CHi(A)Q. For each integer m ≥ 0, denote by
Vm(α) the Q-vector subspace of CH(A
m)Q generated by elements of the form
p∗(α
r1 ⊗ αr2 ⊗ · · · ⊗ αrn),
where n ≤ m, the rj are integers ≥ 0, and p : An → Am is a closed immersion with
each component An → A either a projection or the composite of a projection with
(−1)A : A → A. Then α will be called symmetrically distinguished if for every m
the restriction of the projection CH(Am)Q → CH(Am)Q to Vm(α) is injective.
The main result is now the following (cf. Corollary 6.2.6).
Theorem.
(i) Above every cycle in CHi(A)Q there lies a unique symmetrically distin-
guished cycle in CHi(A)Q.
(ii) The symmetrically distinguished cycles in CHi(A)Q form a Q-vector sub-
space, and the product of symmetrically distinguished cycles in CHi(A)Q
and CHj(A)Q is symmetrically distinguished in CH
i+j(A)Q.
(iii) For any homomorphism of abelian varieties f : A → A′, the pullback f∗
and push forward f∗ along f preserve symmetrically distinguished cycles.
It follows immediately from this result that the assignment to each cycle in
CHi(A)Q of the unique symmetrically distinguished cycle in CH
i(A)Q lying above
it respects the algebraic operations and pullback and push forward along homo-
morphisms of abelian varieties. In particular the subspace of symmetrically distin-
guished cycles in CHi(A)Q is contained in the subspace of those cycles α for which
(nA)
∗(α) = n2iα for every n, and coincides with it if there is a unique such α lying
above a given element of CHi(A)Q.
The above Theoremwill be proved in Section 6, after preparation in the preceding
four sections. A fundamental role in the proof is played by the properties of Kimura
categories in the sense of [3], § 9, and by the relations between motives and algebraic
cycles.
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To describe the proof, we first introduce some terminology. Let V be category
with finite products. We assume that V is equipped with an assignment to each
object X in V of an integer dimX , depending only on the isomorphism class of
X , such that dimX × Y = dimX + dimY . For example we may take for V
the category ASF of abelian varieties over F , or of smooth projective varieties
over F which are non-empty and equidimensional, with dim the usual dimension.
Then a Chow theory C with source V is an assignment to each object X in V
of a Z-graded commutative Q-algebra C(X) and to each f : X → Y in V of a
homomorphism f∗ : C(Y ) → C(X) of graded Q-algebras and a homomorphism
f∗ : C(X)→ C(Y ) of degree dimY − dimX of graded Q-vector spaces, satisfying
appropriate compatibilities. A morphism C → C′ of such Chow theories is a
homomorphism C(X)→ C′(X) of graded Q-algebras for every X in V , compatible
with the homomorphisms f∗ and f∗.
Consider in particular the Chow theories C and C with source ASF which send
A respectively to CH(A)Q and CH(A)Q, with f
∗ and f∗ the usual pullback and
push forward. The projections CH(A)Q → CH(A)Q define a projection morphism
C → C. The Theorem now reduces to the following two statements.
(1) The projection C → C has a right inverse.
(2) Any two symmetrically distinguished cycles in CHi(A)Q lying above the
same cycle in CHi(A)Q coincide.
Indeed if τ is right inverse to C → C, (i) will follow because τ(α) is the unique
symmetrically distinguished cycle lying above α, and (ii) and (iii) will then follow
because τ is a morphism of Chow theories. We may reformulate (2) as follows.
Consider the (non-full) subcategory EA of ASF consisting of the powers of Am of
A and those morphisms Am → An for which every component Am → A is either
a projection or the composite of a projection with (−1)A. By restricting C and
C to EA, we obtain Chow theories CA and CA with source EA, and a projection
CA → CA. Given α in CHi(A)Q = (CA)i(A) above α in CHi(A)Q, write Cα
and Cα for the Chow subtheories of CA and CA generated by α and α. Then
CA → CA defines a morphism Cα → Cα. The space Vm(α) in the above Definition
is contained in Cα(A
m) but does not in general coincide with it. However, it can
be shown (cf. Lemma 6.2.4) that α is symmetrically distinguished if and only if
Cα → Cα is an isomorphism. Then (2) is equivalent to the following statement.
(2)′ For α in CHi(A)Q, any two liftings Cα → CA of the embedding Cα → CA
along the projection CA → CA coincide.
Indeed by composing the inverse of Cα → Cα with the embedding Cα → CA, we
may identify a symmetrically distinguished α lying above α with a lifting Cα → CA
of Cα → CA along CA → CA.
The statements (1) and (2)′ are proved by first embedding the category of Chow
theories into an appropriate category of Poincare´ duality theories, by essentially
the same construction as for the usual categories of motives. To describe this, we
begin with some definitions.
A Q-pretensor category is aQ-linear category equipped with a compatible struc-
ture of symmetric monoidal category for which the unit 1 is strict, and a Q-tensor
category is a pseudo-abelian Q-pretensor category. A Q-tensor functor between
Q-pretensor categories is a (strong) symmetric monoidal functor which strictly
preserves the unit 1 and is Q-linear. A Q-pretensor category is said to be rigid if
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each of its objects has a dual. If C is a rigidQ-pretensor category with End(1) = Q,
then C has a unique maximal tensor ideal. We write C for the quotient of C by this
ideal.
Define a Tate Q-pretensor category as a Q-pretensor category C equipped with
a family of objects 1(i) for i in Z, such that 1(0) = 1 and 1(i) ⊗ 1(j) = 1(i + j)
for every i and j, and such that those associativity or commutativity constraints
in C which involve an object 1(i) are identities. If M is an object in such a C, we
write M(i) for M ⊗1(i). A Tate Q-tensor functor is a Q-tensor functor T : C → C′
such that T (1(i)) = 1(i) and the isomorphism from T (M) ⊗ T (N) to T (M ⊗ N)
defining the monoidal structure of T is the identity when M or N is 1(i).
A Poincare´ duality theory with source V is a triple (M, h, ν), where M a Tate
Q-pretensor category, h is a symmetric monoidal functor from Vop to M, and ν is
an assignment to each objectX of V of a morphism νX : h(X)(dimX)→ 1 inM. It
is required that the composite of the twist by dimX of multiplication of the algebra
h(X) with νX should define a duality pairing between h(X) and h(X)(dimX), and
that the νX be compatible with the isomorphisms and products in V . A morphism
from (M, h, ν) to (M′, h′, ν′) is a Tate Q-tensor functor T : M → M′ such that
Th = h′ and T (νX) = ν
′
X for every X . To a Poincare´ duality theory (M, h, ν) with
source V we assign a Chow theory HomM(1, h(−)(·)) with source V , which sends
X to the graded Q-algebra with component HomM(1, h(X)(i)) of degree i. This
assignment extends in an evident way to a functor from Poincare´ duality theories to
Chow theories with source V . The functor so defined has a fully faithful left adjoint,
which sends a Chow theory with source V to its associated Poincare´ duality theory.
If (M, h, ν) is the Poincare´ duality theory associated to a Chow theory, then each
object ofM can be written uniquely in the form h(X)(i). In particularM is rigid.
It is however in general not pseudo-abelian: the usual categories of motives are
obtained by passing to a pseudo-abelian hull.
The targets of the Poincare´ duality theories associated to the Chow theories in (1)
and (2)′ are closely related to the categoryMabF,Q ofQ-linear abelian Chow motives,
generated by the motives abelian varieties over F . The quotientMabF,Q ofM
ab
F,Q is
the category of Q-linear abelian motives modulo numerical equivalence. We have
Poincare´ duality theories (MabF,Q, h
ab, νab) and (MabF,Q, h
ab, νab) with source ASF ,
where hab and hab are the usual cohomology functors sending an abelian variety
to its motive. The projection MabF,Q → M
ab
F,Q is then a morphism of Poincare´
duality theories. For every A, the involution (−1)A of A induces an involution
on the algebras hab(A) and hab(A). The proofs of both (1) and (2)′ rely on the
following fact (cf. Theorem 5.2.1): if R and R′ are commutative algebras with an
involution in MabF,Q lying respectively above h
ab(A) and hab(A′) in MabF,Q, then
above every morphism hab(A) → hab(A′) of algebras with involution there lies a
unique morphism of algebras with involution R→ R′.
It is known that MabF,Q is a Kimura category. A Q-tensor category C is said
to be a Kimura category if it is rigid with End(1) = Q, and if each object of C
is a direct sum of an object for which some exterior power is 0 and an object for
which some symmetric power is 0. If C is such a category, then C is a Kimura
category which is semisimple abelian. The following splitting theorem proved in
[3], (cf. Theorem 4.4.6) is fundamental for the proof (1): if C is a Kimura Q-tensor
category, then the projection C → C has a right inverse. The following unique lifting
theorem (cf. Theorem 4.4.7), which will be proved in Section 4, is fundamental for
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the proof of (2)′: if D and C are Kimura Q-tensor categories, then between any two
liftings D → C along the projection C → C of a faithful Q-tensor functor D → C
there exists a tensor isomorphism lying above the identity.
Once the above abstract machinery has been constructed, the proofs of (1) and
(2)′ are straightforward. In the case of (1) (cf. Theorem 6.1.1), we consider the
Poincare´ duality theory (M, h, ν) associated to C. Then the Poincare´ duality as-
sociated to C is of the form (M, h, ν), and the morphism P from (M, h, ν) to
(M, h, ν) induced by the projection C → C is given by the projection M → M.
Since the associated Poincare´ duality theory functor is fully faithful, it is enough
to show that P has a right inverse. Now by the universal property of (M, h, ν) we
have an embedding of M into MabF,Q. In particular the pseudo-abelian hull of M
is a Kimura category. The splitting theorem for such categories then shows that
there is a Q-tensor functor T right inverse to P . In general, such a T will not be a
morphism from (M, h, ν) to (M, h, ν). However the theorem on algebras with in-
volution associated to abelian varieties gives a canonical isomorphism ξ : h
∼
−→ Th.
We can use ξ to modify T so that the condition h = Th is satisfied. We can then
modify T again so that in addition T is a Tate Q-tensor functor. Such a T is
necessarily compatible with ν and ν, and hence gives the required right inverse.
In the case of (2) (cf. Theorem 6.2.5), we consider the Poincare´ duality theories
(M0, h0, ν0) and (M1, h1, ν1) associated respectively to Cα and CA. The morphism
P induced by the projection CA → CA is given by the projection M1 →M1, and
the morphismK induced by the embedding Cα → CA is given by a faithfulQ-tensor
functor M0 → M1. It is enough to show that any two liftings of K ′ and K ′′ of
K along P coincide. The pseudo-abelian hulls of both M1 and (since EA contains
the (−1)An) M0 are Kimura categories. By the unique lifting theorem for such
categories there is a tensor isomorphism ϕ : K ′
∼
−→ K ′′ lying above the identity of
K. Since K ′ and K ′′ are morphisms of Poincare´ duality theories, K ′h0 and K
′′h0
coincide with h1. Thus ϕh0 is an automorphism of h1 above the identity of h0.
The theorem on algebras with involution associated to abelian varieties then shows
that every ϕh0(An) = (ϕh0)An is the identity. It is immediate that every ϕ1(i) is
the identity. Since K ′ and K ′′ are Tate k-tensor functors, and every object of M0
is of the form h0(A
n)(i), it follows that ϕ is the identity and K ′ = K ′′.
This paper is organised as follows. In Section 2, we recall what is needed concern-
ing tensor categories and rigid categories. The only new results are Lemma 2.3.1
and those in 2.5. Section 3 gives the definitions for Chow and Poincare´ duality
theories and the construction of the associated Poincare´ duality theory. Section 4
contains what is needed concerning Kimura categories. The main new results are
the characterisation of symmetric Hopf algebras in a Kimura category in 4.3, and
the unique lifting theorem for Kimura categories in 4.4. Motives are considered in
Section 5, particularly from the point of view of Kimura categories. We work over
a regular noetherian base, subject to some technical conditions, and with cycles
linear over an arbitrary field of characteristic zero. The main result needed for
the proof of the theorems on symmetrically distinguished cycles is Theorem 5.1.6,
giving the structure of the motive of an abelian scheme. This is essentially due to
Ku¨nnemann [12], but is here obtained as an application of the Hopf theorem of
4.3. It is used in 5.2 to prove Theorem 5.2.1 on algebras with involution associated
to abelian schemes, on which Theorems 6.1.1 and 6.2.5 depend. A brief account
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of the motivic algebra, which is a commutative algebra in the category of ind-
objects of abelian motives modulo numerical equivalence describing the structure
of abelian Chow motives, is given in 5.3. This will not be required in Section 6.
Theorems 6.1.1 and 6.2.5 are proved in Section 6 by the method outlined above.
We work with Chow groups of abelian schemes with coefficients in a field of char-
acteristic 0, modulo an equivalence relation. The main remaining difficulty is the
proof of the criterion for a symmetrically distinguished cycle given in Lemma 6.2.4.
In 6.3 some potential applications of the methods used here to varieties other than
abelian varieties are discussed.
Throughout this paper, k denotes a commutative ring, which from Section 4
on is a field of characteristic zero. If C is a category, we also write C(M,N) for
HomC(M,N), and if T : C → C′ is a functor we write TM,N for the map from
C(M,N) to C′(T (M), T (N)) defined by T . A category will be called essentially
small if it is equivalent to a small category. A morphism in a category will be called
a section if it has a left inverse and a retraction if it has a right inverse.
2. Tensor categories
2.1. Pretensor categories. Recall (see for example [13], XI.1) that a symmetric
monoidal category is a category C equipped with a with a functor ⊗ : C × C → C,
the tensor product, an object 1, the unit, natural isomorphisms from (L⊗M)⊗N
to L⊗ (M ⊗N), the associativities, from M ⊗N to N ⊗M , the symmetries, and
from 1⊗M toM andM⊗1 toM , subject to appropriate compatibility conditions.
If C and C′ symmetric monoidal categories, a symmetric monoidal functor (called
a braided strong monoidal functor in [13], XI.2) from C to C′ is a functor T from
C to C′ equipped with natural isomorphisms, the structural isomorphisms, from
1 to T (1) and T (M) ⊗ T (N) to T (M ⊗ N), subject to appropriate compatibility
conditions with the symmetric monoidal structures of C and C′. If T and T ′ are
symmetric monoidal functors from C to C′, then a monoidal natural transformation
from T to T ′ is a natural transformation ϕ from T to T ′ such that, modulo the
structural isomorphisms, ϕ1 coincides with 11 and ϕM⊗N with ϕM ⊗ ϕN .
Let C be a symmetric monoidal category. Given for each pair of objects M
and N of C an isomorphism ζM,N in C with target M ⊗ N , there exists a unique
symmetric monoidal category C˜ with the same underlying category as C such that
we have a symmetric monoidal functor C → C˜ which is the identity on underlying
categories and whose structural morphisms are 11 and the ζM,N . We say that C˜
is obtained by modifying the tensor product of C according to the family (ζM,N ).
Let T be a symmetric monoidal functor from C to C′. Given for each object M
of C an isomorphism ξM in C′ with target T (M), there exists a unique symmetric
monoidal functor T˜ from C to C′ such that the ξM are the components of a monoidal
isomorphism from T˜ to T . We say that T˜ is obtained by modifying T according to
the family (ξM ).
The unit 1 of a symmetric monoidal category C is said to be strict if the isomor-
phisms 1 ⊗M
∼
−→ M and M ⊗ 1
∼
−→ M are identities. The symmetric monoidal
functor T from C to C′ is said to strictly preserve the units if 1
∼
−→ T (1) is the
identity. If the units of C and C′ are strict and T strictly preserves them, then the
structural isomorphism T (M)⊗ T (N)
∼
−→ T (M ⊗N) of T is the identity whenever
M or N is 1. We obtain from any symmetric monoidal category C a symmetric
ALGEBRAIC CYCLES ON AN ABELIAN VARIETY 7
monoidal category whose unit is strict by modifying the tensor product of C ac-
cording to the family (ζM,N ) with ζM,N the inverse of 1⊗ N
∼
−→ N when M = 1,
the inverse of M ⊗ 1
∼
−→ M when N = 1, and the identity otherwise. Similarly
we obtain from any symmetric monoidal functor T a symmetric monoidal functor
which strictly preserves the units by modifying T according to the family (ξM ) with
ξM the structural isomorphism 1
∼
−→ T (1) when M = 1 and the identity otherwise.
In what follows, it will always be assumed unless the contrary is stated that
the units of any symmetric monoidal categories that occur are strict and that any
symmetric monoidal functors that occur strictly preserve the units. When modifying
the tensor product of a symmetric monoidal category according to a family (ζM,N ),
it will then be necessary to require that ζM,N be the identity when either M or N
is 1. Similarly when modifying a symmetric monoidal functor according to a family
(ξM ) it will be necessary to require that ξ1 be the identity.
A symmetric monoidal category is said to be strict if each of its associativities is
the identity, and a symmetric monoidal functor is said to be strict if each of its struc-
tural isomorphisms is the identity. In a strict symmetric monoidal category multiple
tensor products may be written without brackets. For any symmetric monoidal cat-
egory C, there is a strict symmetric monoidal category C′ and a strict symmetric
monoidal functor from C to C′ which is an equivalence ([13], Theorem XI.2.1). Any
symmetric monoidal functor T has a factorisation T = T ′′T ′, essentially unique,
with T ′ a strict symmetric monoidal functor which is bijective on objects and T ′′
fully faithful.
Even if a symmetric monoidal category is not strict, we still often write multiple
tensor products without brackets when it is of no importance which bracketing is
chosen. The tensor product of n copies of an object M will then be written M⊗n,
and similarly for morphisms. Using the appropriate symmetries and associativities,
we obtain an action of the symmetric group Sn of degree n on M
⊗n by permuting
the factors.
Let V be a category in which finite products exist. To choose a final object 1
and a specific product and projections for every pair of objects in V , such that the
projections X × 1 → X and 1×X → X are identities, is the same as to choose a
symmetric monoidal structure on V such that 1 is a final object of V and for every
X and Y the morphisms X ⊗ Y → X and X ⊗ Y → Y given by tensoring X with
Y → 1 and X → 1 with Y are the projections of a product. When such a choice
has been made, V is said to be a cartesian monoidal category. Let V and V ′ be
cartesian monoidal categories and E be a functor from V to V ′. Then E will be
called product-preserving if E(1) = 1 and the canonical morphism from E(X × Y )
to E(X)× E(Y ) is an isomorphism for every X and Y in V . The functor E has a
symmetric monoidal structure if and only if it is product-preserving, and when this
is so the symmetric monoidal structure is unique.
Let k be a commutative ring. Then a k-linear category is a category with small
hom-sets equipped with a structure of k-module on each hom-set such that com-
position is k-bilinear. A k-linear functor of k-linear categories is a functor which
is k-linear on hom-sets. Recall that idempotents can be lifted along any a surjec-
tive homomorphism R → R′ of (not necessarily commutative) rings whose kernel
consists of nilpotent elements: replacing R by its subring generated by any lifting
of an idempotent in R′, we may suppose that R is commutative. It follows that
idempotent endomorphisms can be lifted along any full k-linear functor T for which
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every endomorphism annulled by T is nilpotent. Similarly such a T reflects isomor-
phisms, sections and retractions. The tensor product C1⊗k C2 over k of two k-linear
categories C1 and C2 is defined as follows. Its set of objects is Ob(C1)×Ob(C2), and
(C1 ⊗k C2)((M1,M2), (N1, N2)) = C1(M1, N1)⊗k C2(M2, N2).
The identities and composition of C1⊗k C2 are defined component-wise, so that for
example the composite of a1 ⊗k a2 with b1 ⊗k b2 is (b1 ◦ a1)⊗k (b2 ◦ a2).
We define a k-pretensor category as a k-linear category C equipped with a struc-
ture of symmetric monoidal category such that the tensor product is k-bilinear on
hom-sets. The tensor product of C may then be regarded as a k-linear functor
C ⊗k C → C. If C and C′ are k-pretensor categories, then a k-tensor functor from
C to C′ is a symmetric monoidal functor from C to C′ whose underlying functor is
k-linear. A monoidal isomorphism between k-tensor functors will also be called a
tensor isomorphism. As with symmetric monoidal categories, it will be assumed
unless the contrary is stated that the units of any k-pretensor categories are strict,
and any k-tensor functors strictly preserve them.
A tensor ideal J in a k-pretensor category C is an assignment to every pair
of objects M and N in C of a k-submodule J (M,N) of C(M,N), such that the
composite of any morphism in J on the left or right with a morphism of C lies in J
and the tensor product of any morphism of J on the left or right with a morphism
of C, or equivalently with an object of C, lies in J . Factoring out the J (M,N), we
obtain the quotient k-pretensor category C/J of C by J . The projection C → C/J
onto C/J is then a strict k-tensor functor with kernel J . If C0 is a full k-pretensor
of C, then any tensor ideal J0 can be extended to a tensor ideal J of C. The smallest
such J is given by taking as J (M,N) the k-submodule of C(M,N) generated by
the M → N of the form h ◦ g ◦ f with g in J0. A morphism f of C is said to be
tensor nilpotent if f⊗n = 0 for some n. The tensor nilpotent morphisms form a
tensor ideal of C. We denote by Cred the quotient of C by this tensor ideal.
Let C1 and C2 be k-pretensor categories. Then C1⊗k C2 has a canonical structure
of k-pretensor category, with tensor product, unit, associativities and symmetries
defined component-wise. There are canonical strict k-tensor functors I1 = (−,1)
from C1 to C1⊗k C2 and I2 = (1,−) from C2 to C1⊗k C2. Given k-tensor functors P1
from C1 to D1 and P2 from C2 to D2, we define component-wise the k-tensor functor
P1⊗kP2 from C1⊗kC2 to D1⊗kD2. If D1 = D2 = C, then there is a k-tensor functor
P : C1 ⊗k C2 → C such that PI1 = P1 and PI2 = P2. Indeed by composing with
P1 ⊗k P2 we reduce to the case where C1 = C = C2 and P1 = IdC = P2. We may
then take as P the functor C ⊗k C → C that sends the object (M1,M2) to M1⊗M2
and the morphism f1 ⊗k f2 to f1 ⊗ f2, with structural isomorphisms defined using
the appropriate symmetries and associativities in C. Given also P ′ : C1 ⊗k C2 → C
with P ′I1 = P1 and P
′I2 = P2, there is a unique tensor isomorphism ϕ from P to
P ′ with ϕI1 and ϕI2 the identity.
An algebra in a k-pretensor category C is an object R in C together with mor-
phisms ι : 1 → R, the unit, and µ : R ⊗ R → R, the multiplication, such that µ
satisfies the usual associativity condition, and ι is a left an right identity for µ. If
R and R′ are algebras in C with units ι and ι′ and multiplications µ and µ′, their
tensor product R⊗R′ has a structure of algebra, with unit ι⊗ ι′ and multiplication
the composite of the appropriate symmetries and associativities with µ⊗ µ′. The
algebra R is said to be commutative if composing the symmetry interchanging the
two factors in R⊗R with the multiplication µ leaves µ unchanged.
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A k-linear category is said to be pseudo-abelian if it has a zero object and direct
sums, and if every idempotent endomorphism has an image. We define a k-tensor
category as a k-pretensor category whose underlying k-linear category is pseudo-
abelian.
Given a commutative monoid Z, a Z-graded k-tensor category is a k-tensor
category C together with a strictly full subcategory Ci of C for each i ∈ Z, such that
every object of C is a coproduct of objects in the Ci, and such that 1 lies in C0, the
tensor product of an object in Ci with an object in Cj lies in Ci+j , and C(M,N) = 0
for M in Ci and N in Cj with i 6= j. To any Z/2-graded k-tensor category C there
is associated a k-tensor category C†, obtained by modifying the symmetry of C
according to the Z/2-grading. The underlying k-linear category, tensor product and
associativities of C† are the same as those of C, but the symmetryM⊗N
∼
−→ N⊗M
in C† is given by multiplying that in C by (−1)ij when M lies in Ci and N in Cj,
and then extending by linearity.
2.2. Pseudo-abelian hulls and ind-completions. A pseudo-abelian hull of a
k-linear category C is a pseudo-abelian k-linear category C′ containing C as a full
subcategory, such that every object of C′ is a direct summand of a direct sum of
objects in C. A pseudo-abelian hull exists for any C and is unique up to k-linear
equivalence. We have in fact the following more precise form of the uniqueness.
Let C be a full subcategory of a k-linear category C′ such that every object of C′ is
a direct summand of a direct sum of objects in C. Then given two k-linear func-
tors C′ → C′′, any natural transformation between their restrictions to C extends
uniquely to a natural transformation between the functors themselves. Further if
C′′ is pseudo-abelian, then any k-linear functor C → C′′ extends to a k-linear functor
C′ → C′′.
A pseudo-abelian hull of a k-pretensor category C is a k-pretensor category C′
containing C as a full k-pretensor subcategory, such that the underlying k-linear
category of C′ is a pseudo-abelian hull of the underlying k-linear category of C.
To see that it exists, start with a pseudo-abelian hull C′ of the underlying k-linear
category of C. Then every object of C′⊗k C′ is a direct summand of a direct sum of
objects of C⊗k C. The tensor product ⊗ of C composed with the embedding C → C′
thus extends to a k-linear functor ⊗′ from C′ ⊗k C
′ to C′, and we may assume that
1 ⊗′ − and − ⊗′ 1 are the identity of C′. The associativities and symmetries for
⊗ then extend uniquely to associativities and symmetries for ⊗′, and the required
compatibilities follow from those for ⊗. A similar argument shows that if C′ is a
pseudo-abelian hull of the k-pretensor category C, then any k-tensor functor C → C′′
with C′′ pseudo-abelian extends uniquely up to tensor isomorphism to a k-tensor
functor C′ → C′′. In particular a pseudo-abelian hull of a k-pretensor category is
unique up to k-tensor equivalence.
Let C be a category with small hom-sets. By a filtered system in C we mean a
functor to C from a small filtered category. An ind-completion of C is a category
C′ with small hom-sets containing C as a full subcategory, such that the colimit of
every filtered system in C exists in C′, every object of C′ is the colimit a filtered
system in C, and C′(M,−) preserves colimits of filtered systems in C for everyM in
C. The category Ind(C) of ind-objects of C ([4], 8.2.4, 8.2.5), where C is identified
with the full subcategory of constant ind-objects, is an ind-completion of C. An
ind-completion is unique up to equivalence. We have in fact the following more
precise form of the uniqueness. Let C be a full subcategory of a category C′ with
10 PETER O’SULLIVAN
small hom-sets, such that every object of C′ is the colimit of a filtered system in
C and C′(M,−) preserves colimits of filtered systems in C for every M in C. Then
given two functors C′ → C′′ which preserve colimits of filtered systems in C, any
natural transformation between their restriction to C extends uniquely to a natural
transformation between the functors themselves. Further any functor C → C′′ for
which the image in C′′ of every filtered system in C has a colimit extends to a functor
C′ → C′′ which preserves colimits of filtered systems in C. Also if C has a k-linear
structure it extends uniquely to C′, and a functor from C′ to a k-linear category
which preserves colimits of filtered systems in C is k-linear when its restriction to
C is.
An ind-completion of a k-pretensor category C is a k-pretensor category C′ con-
taining C as a full k-pretensor subcategory, such that the underlying category of
C′ is an ind-completion of the underlying category of C, and such that the tensor
product with any object of C′ preserves colimits of filtered systems in C. To see that
it exists, start with an ind-completion C′ of the underlying category of C. Then
C′ × C′ is an ind-completion of the category C × C. Now define the tensor product
⊗′ : C′ × C′ → C′, associativities and symmetries of C′ in a similar way to the case
of a pseudo-abelian hull of a k-pretensor category above. When C′ is equipped
with the unique k-linear structure extending that of C, it is then easily checked
that ⊗′ is k-bilinear on hom-spaces. A similar argument shows that if C′ is an
ind-completion of the k-pretensor category C, then any k-tensor functor C → C′′ for
which the image in C′′ of every filtered system in C has a colimit extends uniquely
up to tensor isomorphism to a k-tensor functor C′ → C′′ which preserves colimits
of filtered systems in C. In particular an ind-completion of a k-pretensor category
is unique up to k-tensor equivalence.
Let C be a k-linear category and Ĉ be an ind-completion of C, equipped with
the unique k-linear structure extending that of C. Then applying (−)op shows that
restriction from Ĉop to Cop defines an equivalence between the category H of those
k-linear functors from Ĉop to k-modules which preserve the limit of Iop → Cop
for every filtered system I → C in C and the category of all k-linear functors
from Cop to k-modules. Suppose now that C is essentially small and semisimple
abelian. Then every H in H is representable. Indeed define as follows an object
L of Ĉ and an element l of H(L) which represent H . Choose a small set C0 of
representatives for isomorphism classes of objects of C. Then we have a small
category P whose objects are pairs (M,m) with M ∈ C0 and m ∈ H(M), where
a morphism (M,m) → (M ′,m′) is a morphism f : M → M ′ in C such that H(f)
sends m′ to m. There is an evident forgetful functor P → C. Since C is semisimple
abelian, the category Cop has finite limits, and the restriction of H to Cop preserves
them. Thus given a finite diagram D → Pop, any limiting cone in Cop with base
D → Pop → Cop and vertex in C0 lifts uniquely to a cone in Pop with base D → Pop,
as follows by taking the limit of the diagram of k-modules obtained by composing
D → Cop with H . Hence P is filtered. Now take as L the colimit colim(M,m)∈PM
in Ĉ, and as l the element of H(L) = lim(M,m)∈P H(M) with component m at
(M,m) ∈ P . Then l defines an isomorphism Ĉ(M,L) → H(M) for every M in C0
and hence for every M in Ĉ.
2.3. Rigid categories. Let C be a k-pretensor category. A duality pairing in C
is a quadruple (M,M∨, η, ε), consisting of objects M and M∨ of C and a unit
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η : 1 → M∨ ⊗M and a counit ε : M ⊗M∨ → 1 satisfying triangular identities
analogous to those for an adjunction ([13], p. 85). Explicitly, (ε⊗M)◦α−1◦(M⊗η)
is required to be the identity of M and (M∨ ⊗ ε) ◦ α˜ ◦ (η ⊗M∨) the identity of
M∨, where α and α˜ are the associativities. When such a duality pairing exists, M
is said to be dualisable, and (M,M∨, η, ε) to be a duality pairing for M and M∨
to be a dual for M .
Given duality pairings (M,M∨, η, ε) for M and (M ′,M ′∨, η′, ε′) for M ′, any
morphism f : M → M ′ has a transpose f∨ : M ′∨ → M∨, characterised by the
condition
(2.3.1) ε ◦ (M ⊗ f∨) = ε′ ◦ (f ⊗M ′∨),
or by a similar condition using η and η′. Explicitly, f∨ is the composite of η⊗M ′∨,
the appropriate associativity,M∨⊗(f⊗M ′∨), andM∨⊗ε′. It follows in particular
from (2.3.1) and the similar condition using the units that a duality pairing for M
is determined uniquely up to unique isomorphism, and that the unit of a duality
pairing is determined uniquely when the counit is given, and conversely. Also
(1M )
∨ = 1M∨ and (f
′ ◦ f)∨ = f∨ ◦ f ′∨.
The identity duality pairing in C is (1,1, 11, 11). The tensor product of the dual-
ity pairings (M ′,M ′∨, η′, ε′) and (M ′′,M ′′∨, η′′, ε′′) is (M ′⊗M ′′,M ′∨⊗M ′′∨, η, ε)
with η and ε obtained from η ⊗ η′ and ε ⊗ ε′ by composing with the appropriate
symmetries. The dual of the duality pairing (M,M∨, η, ε) is (M∨,M, η˜, ε˜) with η˜
and ε˜ obtained from η and ε by composing with the appropriate symmetries. The
set of dualisable objects of C is closed under the formation of tensor products and
duals, and when C is pseudo-abelian it is closed under the formation of direct sums
and direct summands. Any k-tensor functor sends dualisable objects to dualisable
objects. If M is dualisable in C, then the component at M of any monoidal natural
transformation ϕ of k-tensor functors with source C is an isomorphism, with inverse
the transpose of ϕM∨ .
The trace tr(f) of an endomorphism f of a dualisable object M of C is defined
as the endomorphism ε ◦ (f ⊗ M∨) ◦ η˜ of 1, where ε is the counit of a duality
pairing for M and η˜ is the unit of the dual pairing. The trace does not depend
on the duality pairing chosen for M , and it is preserved by k-tensor functors. We
have tr(f∨) = tr(f), and if f ′ is an endomorphism of a dualisable object then
tr(f ⊗ f ′) = tr(f) tr(f ′). The rank of M is defined as tr(1M ). More generally the
contraction N → N ′ of a morphism f : N ⊗M → N ′ ⊗M with respect to M
is defined as the composite, modulo the appropriate associativities, of N ⊗ η˜ with
f⊗M∨ and N ′⊗ε. Again it does not depend on the duality chosen for M . For any
j :M →M , the contraction of l⊗ j with respect to M is tr(j)l. If M is the direct
sum of M1,M2, . . . ,Mr, then the contraction of N ⊗M → N ′⊗M with respect to
M is the sum of the contractions of the diagonal components N ⊗Mi → N ′ ⊗Mi
with respect to the Mi.
If (M,M∨, η, ε) is a duality pairing forM in C, then the composite of g : N →M
and h : M → L is given by the composite of N ◦ η, the appropriate associativity,
(g ⊗M∨) ⊗ h, and ε ⊗ L, or equivalently by the contraction with respect to M
of g ⊗ h composed with the appropriate symmetry. To verify this, we reduce to
the case where C is strict by applying a strict k-tensor functor T : C → C′ with
T an equivalence and C′ strict and replacing C by C′. It then suffices to use the
triangular identity (ε⊗M) ◦ (M ⊗ η) = 1M . It follows that if N is also dualisable
then tr(g ◦ h) = tr(h ◦ g). It also follows by induction on n that the composite of
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n morphisms between dualisable objects lies in the tensor ideal generated by their
tensor product. A tensor nilpotent endomorphism of a dualisable object is thus
nilpotent.
Given objects L, M and N in C, and a duality pairing (M,M∨, η, ε) for M , we
have a canonical isomorphism
(2.3.2) ωM,ε;N,L : C(N,M
∨ ⊗ L)
∼
−→ C(M ⊗N,L)
which sends f : N →M∨ ⊗ L to the composite
M ⊗N
M⊗f
−−−→M ⊗ (M∨ ⊗ L)
∼
−→ (M ⊗M∨)⊗ L
ε⊗L
−−−→ L.
Its inverse sends g : M ⊗ N → L to the composite of η ⊗ N , the appropriate
associativity, andM∨⊗g. This can be checked using the triangular identities, after
first reducing to the case where C is strict. When N = 1, we write (2.3.2) as
(2.3.3) ωM,ε;L : C(1,M
∨ ⊗ L)
∼
−→ C(M,L).
If f : 1 → M ′∨ ⊗M is a morphism in C and ε : M ⊗M∨ → 1 is the counit of a
duality pairing for M and ε˜ :M∨ ⊗M → 1 is the counit of its dual, then
(2.3.4) ωM ′,ε′;M (f)
∨ = ωM∨,eε;M ′∨ (σ ◦ f),
where the transpose is defined using ε and ε′, and σ is the symmetry interchanging
M ′∨ and M . Given f ′ : 1→M ′∨ ⊗ L′ and f ′′ : 1→M ′′∨ ⊗ L′′, we have
(2.3.5) ωM ′,ε′;L′(f
′)⊗ ωM ′′,ε′′,L′′(f
′′) = ωM ′⊗M ′′,ε;L′⊗L′′(ρ ◦ (f
′ ⊗ f ′′)),
where ε : M∨ ⊗M → 1 is the counit of the tensor product of the duality pairings
with counits ε′ : M ′∨ ⊗M ′ → 1 and ε′′ : M ′′∨ ⊗M ′′ → 1, and ρ is the symmetry
that interchanges the middle two factors of (M ′∨ ⊗ L′) ⊗ (M ′′∨ ⊗ L′′). Given
f : 1→M∨ ⊗M ′ and f ′ : 1→M ′∨ ⊗M ′′, we have
(2.3.6) ωM ′,ε′;M ′′ (f
′) ◦ ωM,ε;M ′(f) = ωM,ε;M ′′((M
∨ ⊗ (ε′ ⊗M ′′)) ◦ λ ◦ (f ⊗ f ′)),
where λ : (M∨⊗M ′)⊗(M ′∨⊗M ′′)
∼
−→M∨⊗((M ′⊗M ′∨)⊗M ′′) is the associativity.
To verify (2.3.6), we may suppose that C is strict. Then the left hand side of (2.3.6)
is the composite of M ⊗ η′ with ωM,ε;M ′(f)⊗M ′∨ ⊗ ωM ′,ε;M ′′(f ′) and ε′ ⊗M ′′∨,
where η′ : 1 → M ′∨ ⊗M ′ is the unit, and it suffices to use the triangular identity
(ε′ ⊗M ′) ◦ (M ′ ⊗ η′) = 1M ′ . Given v : M → M ′ and duality pairings for M and
M ′ with respective counits ε :M∨ ⊗M → 1 and ε′ :M ′∨ ⊗M ′ → 1, we have
(2.3.7) v = ωM,ε;M ′((v ⊗M
′∨)∨ ◦ ε′∨),
where the transposes are taken using the counits defined by ε and ε′. Indeed
f∨ = ε′ ◦ (ωM,ε;M ′(f)⊗M
′∨)
for any f : 1→ M∨ ⊗M ′, by the definition of the counits for the dual and tensor
product. Taking the transpose and applying ωM,ε;M ′ now gives (2.3.7), because
v = ωM,ε;M ′(f) for some f .
A k-pretensor category is said to be rigid if each of its objects is dualisable.
In a rigid k-pretensor category, every tensor nilpotent endomorphism is nilpotent.
In view of the isomorphism (2.3.3), it is enough for many purposes to consider
only those hom-spaces in a rigid k-pretensor category C of the form C(1, N), or
alternatively C(N,1). For example the assignment J 7→ J (1,−) defines a bijection
between tensor ideals of C and k-linear subfunctors of C(1,−) from C to k-modules.
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Let C be a rigid k-pretensor category with End(1) a field. Then C has a unique
maximal tensor ideal Rad(C), corresponding to the k-linear subfunctor of C(1,−)
that sends N to the set of those morphisms 1 → N which are not sections. The
morphisms f : M → N of C in Rad(C) are those for which tr(f ◦ g) = 0 for every
g : N →M . We write C for C/Rad(C).
Let D be a rigid k-pretensor category. If T : D → D′ is a k-tensor functor such
that T1,N : D(1, N) → D′(1, T (N)) is surjective for every N in D, then T is full.
To see this we reduce after factoring T as a strict k-tensor functor composed with
a fully faithful k-tensor functor to the case where T is strict. If M is an object of
D and ε : M ⊗M∨ → 1 is the counit of a duality pairing for M , then T (ε) is the
counit of a duality pairing for T (M). For any f : 1→M∨ ⊗N we have
ωT (M),T (ε);T (N)(T (f)) = T (ωM,ε;N(f)).
Since the omega are isomorphisms, TM,N is thus surjective when T1,N⊗M∨ is sur-
jective. That T is faithful when the T1,N can be seen in the same way, or deduced
from the remark on tensor ideals above. Similarly if T1 and T2 are strict k-tensor
functors D → D′ which coincide on objects of D and on hom-spaces of D of the
form D(1, N) for N in D, then T1 = T2, because T1(η) = T2(η) for every unit η
implies T1(ε) = T2(ε) for every counit ε. Replacing D and D′ by Dop and D′op
shows that similar results hold with D(N,1) instead of D(1, N).
Let C be a k-pretensor category and R be commutative algebra in C. An R-mod-
ule in C is an objectM of C together with a morphism R⊗M →M , or equivalently
M⊗R→M , which satisfies the usual unit and associativity conditions. The tensor
product M ⊗R N of the R-modules M and N is defined as the coequaliser of the
two morphisms
R⊗ (M ⊗N)→M ⊗N
obtained using the actions of R on M and on N , provided that this coequaliser
exists and is preserved by tensor product with any object of C. If either M or
N is free, i.e. isomorphic to an R-module R ⊗ L for some object L of C, then
M ⊗R N exists: when N = R ⊗ L for example it is given by M ⊗ L. Thus we
obtain a k-pretensor category of free R-modules in C with tensor product ⊗R, and
a k-tensor functor R⊗− to it from C.
More generally, suppose that C is a full k-pretensor subcategory of a k-pretensor
category Ĉ, and let R be a commutative algebra in Ĉ. Then we have a k-pretensor
category of free R-modules in Ĉ on objects of C, consisting of the R-modules iso-
morphic to R⊗M with M in C. It will be convenient for what follows to consider
the k-tensor equivalent category FR, obtained by factoring the k-tensor functor
R ⊗ − from C to free R-modules as a strict k-tensor functor FR : C → FR which
is bijective on objects followed by a fully faithful k-tensor functor. Explicitly, each
object of FR can be written uniquely in the form FR(M) with M an object of C,
and a morphism from FR(M) to FR(N) is a morphism of R-modules from R ⊗M
to R ⊗ N , with composition that of morphisms of R-modules. We then have a
canonical isomorphism
(2.3.8) θR;M,N : FR(FR(M), FR(N))
∼
−→ Ĉ(M,R⊗N)
for every M and N in C, given by composing with ι ⊗M , where ι : 1 → R is the
unit of R. The functor FR sends f :M → N in C to R⊗ f . The tensor product of
a : FR(M) → FR(N) and a′ : FR(M ′) → FR(N ′) has image under θR;M⊗M ′,N⊗N ′
the composite of θR;M,N (a) ⊗ θR;M ′,N ′(a
′) with the symmetry interchanging the
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middle two factors of its target and µ ⊗ N ⊗ N ′, where µ is the multiplication
R⊗R→ R. In what follows, Ĉ will always be an ind-completion of C.
Let u : R → R′ be a morphism of commutative algebras in Ĉ. Then we have
a strict k-tensor functor Fu : FR → FR′ which sends the object FR(M) of FR to
FR′(M) and the morphism a : FR(M) → FR(N) in FR to a′ : FR′ (M) → FR′(N)
with
θR′;M,N(a
′) = (u⊗N) ◦ θR;M,N(a).
It is clear that FR′ = Fu ◦ FR. Also Fv◦u = FvFu, and F1R is the identity of FR.
Lemma 2.3.1. Let C be a rigid k-pretensor category and Ĉ be an ind-completion
of C.
(i) If C is essentially small and semisimple abelian, then for every k-tensor
functor T : C → B there exists a commutative algebra R in Ĉ and a fully
faithful k-tensor functor I : FR → B such that T = IFR.
(ii) If R and R′ are commutative algebras in Ĉ, then for every k-tensor functor
U : FR → FR′ with FR′ = UFR there exists a unique morphism of algebras
u : R→ R′ such that U = Fu.
Proof. (i) Let B̂ be an ind-completion of B. Since the functors FR are bijective on
objects, any factorisation of the composite T1 of T with the embedding B → B̂ as
I1FR with I1 fully faithful gives at the same time a factorisation IFR of T with I
fully faithful. Hence we may suppose, by replacing B by B̂ and T by T1, that T
extends to a k-tensor functor T̂ : Ĉ → B which preserves colimits of filtered systems
in C. Factoring T̂ as T ′T ′′ with T ′ : Ĉ → B′ strict and T ′′ : B′ → B fully faithful,
we may further suppose after replacing B by B′, T̂ by T ′, and T by the restriction
of T ′ to C, that T̂ is strict. The k-linear functor B(T̂ (−),1) from Ĉop to k-modules
preserves the limit in Ĉop of Iop → Cop for every filtered system I → C. Hence
as was seen in 2.2 this functor is representable, because C is essentially small and
semisimple abelian. Thus there is an object R of Ĉ and a morphism a : T̂ (R)→ 1
in B such that for each object M of Ĉ we obtain an isomorphism
ζM : Ĉ(M,R)
∼
−→ B(T̂ (M),1)
by applying T̂ and then composing with a. The object R has a unique structure of
commutative algebra in Ĉ such that a is a morphism of algebras from T̂ (R) to 1 in
B. Indeed the image of the multiplication R⊗R→ R under ζR⊗R is a⊗ a and the
image of the unit 1→ R under ζ1 is 11.
Given a morphism f from FR(M) to FR(N), write
f˜ = (a⊗ T̂ (N)) ◦ T̂ (θR;M,N (f)) : T̂ (M)→ T̂ (N),
where θR;M,N is the isomorphism (2.3.8). Then we have a strict k-tensor functor
I : FR → B with T = IFR, which sends FR(M) to T (M) = T̂ (M) and f to f˜ .
That I strictly preserves tensor products of morphisms follows from the fact that
T̂ does and that a is a morphism of algebras. To see that I preserves composites
and identities, and that T = IFR, note that f˜ is the unique morphism for which
f˜ ◦ (a⊗ T̂ (M)) = (a⊗ T̂ (N)) ◦ T̂ (f),
where f on the right hand side is regarded as a morphism from R⊗M to R⊗N in
Ĉ. Indeed if T̂ (N) is regarded as a T̂ (R)-module in B by means of a : T̂ (R) → 1,
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then both sides are morphisms T̂ (R) ⊗ T̂ (M) → T̂ (N) of T̂ (R)-modules whose
composites with the tensor product of the unit 1 → T̂ (R) and T̂ (M) coincide.
That I strictly preserves associativities and symmetries is clear because T = IFR
with FR bijective on objects and FR and T strict.
For every M the homomorphism IFR(M),FR(1) of hom-spaces is an isomorphism,
because it is the composite of the isomorphism θR;M,1 with ζM . Since FR is rigid,
I is thus fully faithful.
(ii) Since FR′ = UFR with FR bijective on objects and FR and FR′ strict, U is
a strict k-tensor functor. The k-homomorphisms
(2.3.9) ξM = θR′;M,1 ◦ UFR(M),FR(1) ◦ (θR;M,1)
−1
for M in C are the components of a natural transformation ξ from Ĉ(−, R) to
Ĉ(−, R′) on Cop. As was seen in 2.2, such a ξ extends uniquely to a natural trans-
formation of functors on Ĉop, because the hom-functors on Ĉop preserve limits. Thus
ξ = Ĉ(−, u) for a unique morphism u : R → R′ in Ĉ. Considering the image of
θR;1,1(1) under ξ1 shows that u sends the identity of R to the identity of R
′. Write
µ and µ′ for the multiplications of R and R′. If b : M → R and c : N → R are
morphisms in Ĉ with M and N in C, then since U strictly preserves tensor products
of morphisms we have
ξM⊗N (µ ◦ (b⊗ c)) = µ
′ ◦ (ξM (b)⊗ ξN (c)).
It follows that the composites of b ⊗ c with u ◦ µ and with µ′ ◦ (u ⊗ u) coincide.
Writing R ⊗R as the filtered colimit of objects M ⊗N thus shows that u ◦ µ and
µ′ ◦ (u ⊗ u) coincide, so that u is a morphism of algebras.
Since ξ = Ĉ(−, u), the equality (2.3.9) holds for every M with U replaced by
Fu. The strict k-tensor functors U and Fu, which coincide on objects of FR, thus
also coincide on hom-spaces of the form FR(FR(M), FR(1)). Since FR is rigid, it
follows that U = Fu. If U = Fu′ for a morphism of algebras u′ : R → R′, then
ξ = Ĉ(−, u′), so that u′ = u. 
2.4. Free rigid categories. Let (αλ)λ∈Λ be a family of elements of k. A free
rigid k-tensor category of type (αλ)λ∈Λ is a k-tensor category R together with a
family (Nλ)λ∈Λ of objects in R with Nλ dualisable of rank αλ (i.e. the rank of Mλ
is the image of αλ under k → End(1)), such that the following universal property
holds: given a k-tensor category C, every family (Mλ)λ∈Λ in C with Mλ dualisable
of rank αλ is the image of (Nλ)λ∈Λ under some k-tensor functor R → C, and for
every pair of k-tensor functors T, T ′ : R → C and family (ϕλ)λ∈Λ of isomorphisms
ϕλ : T (Nλ)
∼
−→ T ′(Nλ) there exists a unique tensor isomorphism ϕ : T
∼
−→ T ′ with
ϕNλ = ϕλ for each λ. Such an R, equipped with its universal family (Nλ)λ∈Λ, is
unique up to k-tensor equivalence. Since the identity R → R factors up to tensor
isomorphism through any full k-tensor subcategory of R containing the Nλ and
their duals, R is rigid, and generated as a rigid k-tensor category by the Nλ.
Results such as Proposition 2.4.1 below are well known. We include a proof here
because there seems to be no convenient reference giving the form required. For
the proof we need the following notion. A strict rigid k-pretensor category is a
strict k-pretensor category together with an assignment to each of its objects M of
a duality pairing
PM = (M,M
∨, ηM , εM )
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forM , such that P1 is the unit pairing, PM⊗M ′ is the tensor product of the pairings
PM and PM ′ , and PM∨ is the dual pairing of PM . A strict rigid k-tensor functor
between two such categories is a strict k-tensor functor which preserves the assigned
pairings. Every rigid k-pretensor category C is k-tensor equivalent to a strict rigid
k-pretensor category. To see this we may suppose that C is a strict k-pretensor
category. Choose for each object M in C a dual M∨. If C has monoid of objects
Γ, then the map from Γ ∐ Γ to Γ with components M 7→ M and M 7→ M∨
extends uniquely to a homomorphism j : Γ′ → Γ from the free monoid Γ′ on
Γ ∐ Γ. By pulling back the structure of C along j, we obtain a strict k-pretensor
category C′ with monoid of objects Γ′ and a strict k-tensor functor C′ → C which
is an equivalence and coincides with j on monoids of objects. If e1 and e2 are the
components Γ → Γ′ of Γ ∐ Γ → Γ′, then there exists for each M in C a duality
pairing P ′e1(M) for e1(M) with dual e2(M). Any object M
′ of C′ can be written
uniquely as M ′1⊗ · · ·⊗M ′n with each M ′r either e1(M) or e2(M) for some M . We
obtain a strict rigid structure on C′ by assigning to M ′ the tensor product of the
pairings P ′M ′r , where P
′
e2(M) is defined as the pairing dual to P
′
e1(M).
Proposition 2.4.1. For every family (αλ)λ∈Λ of elements of k there exists a free
rigid k-pretensor category of type (αλ)λ∈Λ. If R is such a category and (Nλ)λ∈Λ is
its universal family of objects, and if λ1, λ2, . . . , λn are distinct elements of Λ, then
(2.4.1) R(Nλ1
⊗r1 ⊗Nλ2
⊗r2 ⊗ · · · ⊗Nλn
⊗rn , Nλ1
⊗s1 ⊗Nλ2
⊗s2 ⊗ · · · ⊗Nλn
⊗sn)
is 0 unless ri = si for i = 1, 2, . . . , n, when it is generated as a k-module by the
elements σ1⊗σ2⊗· · ·⊗σn, with σi a symmetry permuting the factors Nλi of Nλi
⊗ri .
Proof. Denote by P the category whose objects are pairs (C, (Mλ)λ∈Λ) consisting
of a small strict rigid k-pretensor category C and a family (Mλ)λ∈Λ of objects in C
with Mλ of rank αλ, where a morphism from (C, (Mλ)λ∈Λ) to (C′, (M ′λ)λ∈Λ) is a
strict rigid k-tensor functor from C to C′ which sendsMλ toM
′
λ. Then P has small
hom sets. Small limits in P exist: they are given by limits of sets of objects and sets
of morphisms equipped with the evident tensor product, symmetries and dualities.
Consider the full subcategory P0 of P consisting of those (C, (Mλ)λ∈Λ) such that C
is generated by (Mλ)λ∈Λ, in the sense that C has no strictly smaller strictly rigid
k-pretensor subcategory (not necessarily full) containing each Mλ. It is essentially
small, because if (C, (Mλ)λ∈Λ) lies in P0 then the sets of objects and of morphisms
of C are either countable or of cardinality bounded by that of Λ. Further every
object (C, (Mλ)λ∈Λ) of P is the target of a morphism with source (C0, (M0λ)λ∈Λ)
in P0, with C0 for example the subcategory of C generated by the Mλ. Thus ([13],
V.6 Theorem 1) P has an initial object (R0, (Nλ)λ∈Λ).
The map from Λ∐Λ to ObR0 with components λ 7→ Nλ and λ 7→ (Nλ)∨ extends
uniquely to a homomorphism h from the free monoid on Λ∐Λ to the monoid ObR0
under tensor product. By pulling back the structure of R0 along h, we obtain a
strict rigid k-tensor functor R′ →R0 which coincides with h on monoids of objects.
It defines a morphism from (R′, (N ′λ)λ∈Λ) to (R0, (Nλ)λ∈Λ) in P , with ObR′ freely
generated by the N ′λ and (N
′
λ)
∨. The identity of (R0, (Nλ)λ∈Λ) factors (uniquely)
through this morphism. It follows that h is an isomorphism from ObR′ to ObR0,
so that ObR0 is freely generated by the Nλ and (Nλ)∨. Thus any object N of R
can be written uniquely as
N = N1 ⊗N2 ⊗ · · · ⊗Nr(N)
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with each Ni either Nλ or (Nλ)
∨ for some λ.
If R is a pseudo-abelian hull of the underlying k-pretensor category of R0, we
show that R together with (Nλ)λ∈Λ is a free rigid category of type (αλ)λ∈Λ. It
will be enough for this to show that the following two properties hold for every
essentially small rigid k-pretensor category C.
(1) If (Mλ)λ∈Λ is a family of dualisable objects in C with Mλ of rank αλ, then
there is a k-tensor functor R0 → C which sends (Nλ)λ∈Λ to (Mλ)λ∈Λ.
(2) If T and T ′ are k-tensor functors R0 → C and (ϕλ)λ∈Λ is a family of
isomorphisms ϕλ : T (Nλ)
∼
−→ T ′(Nλ), then there is a unique tensor iso-
morphism ϕ : T
∼
−→ T ′ with ϕNλ = ϕλ for each λ.
Replacing C by an equivalent category, we may suppose that C is small and has
a structure of strict rigid k-pretensor category. Then (1) holds with a strict rigid
R0 → C. We may thus suppose in (2) that T is strict rigid. If δλ is the canonical
isomorphism from T ′(Nλ)
∨ to T ′((Nλ)
∨), then the tensor product of the isomor-
phisms from T (Ni) to T
′(Ni) defined by ϕλ when Ni = Nλ and δλ ◦ (ϕλ−1)∨ when
Ni = (Nλ)
∨ is an isomorphism
T (N) = T (N1)⊗ T (N2)⊗ · · · ⊗ T (Nr(N))
∼
−→ T ′(N1)⊗ T
′(N2)⊗ · · · ⊗ T
′(Nr(N)).
Denote by ϕN its composite with the structural isomorphism
T ′(N1)⊗ T
′(N2)⊗ · · · ⊗ T
′(Nr(N))
∼
−→ T ′(N1 ⊗N2 ⊗ · · · ⊗Nr(N)) = T
′(N)
of T ′. Then ϕ1 = 11, so that there is a unique k-tensor functor T˜ : R0 → C such
that the ϕN are the components of a tensor isomorphism ϕ from T˜ to T
′. By
construction, ϕN ′⊗N ′′ is ϕN ′ ⊗ ϕN ′′ composed with the structural isomorphism of
T . Thus T˜ is a strict k-tensor functor. Since ϕNλ is ϕλ and ϕ(Nλ)∨ is δλ ◦ (ϕλ
−1)∨,
the canonical isomorphism from T˜ (Nλ)
∨ to T˜ ((Nλ)
∨) is the identity, so that T˜
preserves the duality pairings associated to the Nλ and hence to all objects of R0.
Thus T˜ is a strict rigid k-tensor functor. Since T˜ (Nλ) = T (Nλ) for every λ, we
thus have T˜ = T , so that ϕ is a tensor isomorphism T
∼
−→ T ′ with ϕNλ = ϕλ. The
only tensor automorphism θ of T with each θNλ the identity is the identity, because
θN∨ = ((θN )
∨)−1 and θN ′⊗N ′′ = θN ′ ⊗ θN ′′ for every N , N ′ and N ′′. Thus ϕ is
unique. This proves (2).
It is enough to prove the statement on hom k-modules with R replaced by R0
in (2.4.1). If P and Q are objects of R0, then to each bijection σ from [1, r(P )]
to [1, r(Q)] such that Qi = Pσ(i) there is associated a symmetry P
∼
−→ Q in R0.
Denote by S(P,Q) the set of such symmetries. The S(P,Q) contain all identities
and symmetries ofR0 and are stable under tensor product and composition. Denote
by R′0(P,Q) the k-submodule of R0(P,Q) spanned by the elements
q ◦ (f1 ⊗ f2 ⊗ · · · ⊗ fn) ◦ p
with p in S(P, P ′) and q in S(Q,Q′) for some P ′ and Q′, where each fi is an identity
1Nλ or 1(Nλ)∨ , or a unit ηNλ : 1→ (Nλ)
∨⊗Nλ or counit εNλ : Nλ⊗ (Nλ)
∨ → 1 for
some λ. The R′0(P,Q) contain all identities, symmetries, units ηN and counits εN
of R0, and are stable under tensor product. To see that g ◦ f lies in R′0(P,R) when
f lies in R′0(P,Q) and g lies in R′0(Q,R), we reduce first to the case where f is of
the form f1⊗f2⊗· · ·⊗fn as above, and then by writing f as a composite to the two
cases where f is N ′ ⊗ εNλ ⊗N
′′ or N ′ ⊗ ηNλ ⊗N
′′ for some N ′ and N ′′. The first
case is clear. For the second, we reduce using the naturality of the symmetries and
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the stability of the R′0(P,Q) under tensor product to one of the five cases where
N ′ = N ′′ = 1 and g is the identity, or N ′ = N ′′ = 1 and g is ε(Nλ)∨ , or N
′ = Nλ,
N ′′ = 1 and g is εNλ ⊗ Nλ, or N
′ = 1, N ′′ = (Nλ)
∨ and g is (Nλ)
∨ ⊗ εNλ , or
N ′ = Nλ, N
′′ = (Nλ)
∨ and g is εNλ ⊗ εNλ . The respective composites g ◦ f for
these five cases are ηNλ , αλ11, 1Nλ , 1(Nλ)∨ , and εNλ . The R
′
0(P,Q) thus define
a (not necessarily full) strict rigid k-tensor subcategory R′0 of R0 with the same
objects.
The embedding R′0 →R0 is a morphism (R′0, (Nλ)λ∈Λ)→ (R′0, (Nλ)λ∈Λ) in P ,
through which the identity of (R0, (Nλ)λ∈Λ) necessarily factors. Thus R′0 = R0,
and R′0(P,Q) = R0(P,Q) for every P and Q. Suppose now that P is the source
and Q the target in the hom k-module (2.4.1). Then R′0(P,Q) and hence (2.4.1)
is generated by S(P,Q). Since S(P,Q) is empty unless ri = si for i = 1, 2, . . . , n,
when it coincides with the set of σ1⊗ σ2⊗ · · · ⊗ σn, with σi a symmetry of Nλi
⊗ri ,
the statement on hom k-modules follows. 
It is easily shown that the hom k-module (2.4.1) of Proposition 2.4.1 is in fact
freely generated by the σ1 ⊗ σ2 ⊗ · · · ⊗ σn when ri = si for i = 1, 2, . . . , n, by
reducing to the case where k is a polynomial algebra over Z freely generated by
the αλ and then considering k-tensor functors to the category of Q-vector spaces.
However this will not be required for what follows.
2.5. Tate categories. Let C be a k-pretensor category. An object L of C is called
invertible if there is an object L′ of C such that L ⊗ L′ is isomorphic to 1. Every
invertible object of C has a dual: any isomorphism ε : L⊗L′→ 1 is the counit of a
duality pairing between L and L′ with unit the composite of ε−1 and the symmetry
L ⊗ L′
∼
−→ L′ ⊗ L. An invertible object L in C is said to be even if the symmetry
that interchanges the two factors in L⊗ L is the identity.
We denote by Zk the strict k-pretensor category with monoid of objects the
additive group Z, endomorphism k-algebras k and all other hom k-spaces 0, and
symmetries the identities. Then L is an even invertible object of C if and only if
there exists a k-tensor functor Zk → C which sends the object 1 of Zk to L. In fact
evaluation at 1 ∈ Zk defines an equivalence from the category of k-tensor functors
Zk → C and tensor isomorphisms between them to the category of even invertible
objects of C and isomorphisms between them.
An object L of C will be said to strictly commute with all objects of C if the
symmetry N⊗N ′
∼
−→ N ′⊗N is the identity when either N or N ′ is L, and to strictly
associate with all objects of C if the associativity (N⊗N ′)⊗N ′′
∼
−→ N⊗(N ′⊗N ′′) is
the identity when one of N , N ′ or N ′′ is L. The identity 1 always strictly commutes
and strictly associates with all objects of C.
Definition 2.5.1. A Tate k-pretensor category is a k-pretensor category C equipped
with a family of objects (1(m))m∈Z with 1(0) = 1 and 1(m) ⊗ 1(n) = 1(m + n)
for every m,n ∈ Z, such that 1(m) strictly commutes and strictly associates with
all objects of C for every m ∈ Z. A Tate k-tensor functor from a Tate k-preten-
sor category C to a Tate k-pretensor category C′ is a k-tensor functor T : C → C′
with T (1(m)) = 1(m) for every m ∈ Z, such that the structural isomorphism
T (M)⊗ T (N)
∼
−→ T (M ⊗N) is the identity when either M or N is 1(m) for some
m ∈ Z.
There is a canonical structure of Tate k-pretensor category on Zk, with 1(m)
the object m of Zk. Let C be a Tate k-pretensor category. Then 1(m) is an even
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invertible object in C for every m. In fact there is a unique Tate k-tensor functor
from Zk to C. For any object M of C and integer m, we write
M(m) =M ⊗ 1(m) = 1(m)⊗M,
and similarly for morphisms of C. We then have
M(m)⊗N(n) = (M ⊗N)(m+ n)
for every pair of objects M and N of C and of integers m and n. If σM,N is the
symmetry M ⊗N
∼
−→ N ⊗M in C, then σM(i),N(j) = σM,N (i+ j), and similarly for
the associativities and for the structural isomorphisms of a Tate k-tensor functor.
Lemma 2.5.2. Let B be a k-pretensor category and L be an even invertible object
of B. Then there exists a Tate k-pretensor category B˜ and a strict k-tensor functor
E : B → B˜, such that
(a) E is an equivalence, and every object of B˜ can be written uniquely in the
form E(M)(m) with M ∈ B and m ∈ Z
(b) E(L) is isomorphic to 1(1) in B˜.
Proof. There exists a k-tensor functor I : Zk → B with I(1) = L. Denote by
K1 : B → B ⊗k Zk and K2 : Zk → B ⊗k Zk the strict k-tensor functors (−, 0) and
(1,−). Then there is a k-tensor functor P : B ⊗k Zk → B with PK1 = IdB and
PK2 = I. Factor P as
B ⊗k Zk
P ′
−→ B˜
P ′′
−−→ B
with P ′ a strict k-tensor functor which is bijective on objects and P ′′ fully faithful.
If we write E = P ′K1 and I˜ = P
′K2, then P
′′E = IdB and P
′′I˜ = I. Since P ′′
is fully faithful, it follows that E is an equivalence and that I˜(1) is isomorphic to
E(L) = (EI)(1). The objects K2(m) = (1,m) of B ⊗k Zk strictly commute and
strictly associate with all other objects. Since P ′ is strict and bijective on objects
the same holds for the I˜(m) = P ′(K2(m)) in B˜. Thus B˜ is a Tate k-pretensor
category with 1(m) = I˜(m). 
Lemma 2.5.3. Let B and C be Tate k-pretensor categories, T : B → C be a k-tensor
functor, B0 be a subset of ObB, and t : 1(1)
∼
−→ T (1(1)) be an isomorphism.
Suppose that B0 contains 1, and that every object of B can be written uniquely in
the form M(r), with M ∈ B0 and r ∈ Z. Then there is a unique pair (T ′, ϕ)
consisting of a k-tensor functor T ′ : B → C and a tensor isomorphism ϕ : T ′
∼
−→ T ,
such that
(a) T ′ is a Tate k-tensor functor
(b) (T ′(M), ϕM ) = (T (M), 1T (M)) when M ∈ B0
(c) ϕ1(1) = t.
Proof. Suppose that (a), (b) and (c) hold with (T ′, ϕ) replaced by (T1, ϕ1) and by
(T2, ϕ2). Then θ = (ϕ2)
−1 ◦ ϕ1 is a tensor isomorphism T1
∼
−→ T2 such that θM is
the identity when either M ∈ B0 or M = 1(1). Since T1 and T2 are Tate k-tensor
functors, this implies that θ is the identity and T1 = T2, so that (T1, ϕ1) = (T2, ϕ2).
Thus the pair (T ′, ϕ) is unique if it exists.
Denote the unique Tate k-tensor functors from Zk to B and C by I : Zk → B
and K : Zk → C, and the structural isomorphisms of T by
ψM,N : T (M)⊗ T (N)
∼
−→ T (M ⊗N).
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There is a unique tensor isomorphism τ : K
∼
−→ TI such that τ1 = t. By the
hypotheses on B0, there is a (unique) family (ϕM )M∈ObB of isomorphisms
ϕM : T
′(M)
∼
−→ T (M)
in C such that for every M0 ∈ B0 and m ∈ Z we have T ′(M0(m)) = T (M0)(m) and
(2.5.1) ϕM0(m) = ψM0,1(m) ◦ (T (M0)⊗ τm).
Then ϕ1 = 11, so that the assignment M 7→ T ′(M) extends uniquely to a k-tensor
functor T ′ : B → C such that the ϕM are the components of a tensor isomorphism
ϕ : T ′
∼
−→ T . Clearly (b) and (c) hold for the pair (T ′, ϕ). To show that (a) holds
for (T ′, ϕ), it remains to check that the structural isomorphism
ψ′M,N : T
′(M)⊗ T ′(N)
∼
−→ T ′(M ⊗N)
of T ′ is the identity when N = 1(m) with m ∈ Z. We have ϕM0 = 1T (M0) for every
M0 ∈ B0, and ϕ1(m) = τm for every m ∈ Z. By compatibility of ϕ with the tensor
products, (2.5.1) thus also holds if its left hand side is composed on the right with
ψ′M0,1(m). Hence
ψ′M0,1(m) = 1
for every M0 ∈ B0 and m ∈ Z. Further ϕI = τ , so that T ′I = K is strict. Hence
ψ′1(m′),1(m) = 1
for every m,m′ ∈ Z. By the compatibility of ψ′ with the associativities we have
ψ′M(m′),1(m) ◦ (ψ
′
M,1(m′) ⊗ T
′(1(m))) = ψ′M,1(m+m′) ◦ (T
′(M)⊗ ψ′1(m′),1(m))
for every M ∈ B and m,m′ ∈ Z, because the relevant associativities are identities.
Taking M = M0 ∈ B0 then shows that ψ′M0(m′),1(m) = 1 for every m,m
′ ∈ Z.
Hence (a) holds. 
Call a Tate k-pretensor category separated when M(i) = M implies i = 0 for
every object M and integer i. Let B be a Tate k-pretensor category. Then using
Lemmas 2.5.2 and 2.5.3 we can construct as follows a separated Tate k-pretensor
category B′ and a Tate k-tensor functor T : B′ → B such that the underlying
k-pretensor category of B′ is strict and the underlying k-tensor functor of T is an
equivalence. Let E1 : B → B1 be a k-tensor equivalence to a strict k-pretensor
category B1. By Lemma 2.5.2 there is a Tate k-pretensor category B′ and a strict
k-tensor functor E′ : B1 → B′ such that E′ is an equivalence, every object of B′
can be written uniquely in the form E′(M)(m) for some M in B1 and m ∈ Z, and
(E′E1)(1(1)) is isomorphic to 1(1). The associativity
α : (L′ ⊗M ′)⊗N ′
∼
−→ L′ ⊗ (M ′ ⊗N ′)
in B′ is the identity when each of L′, M ′ and N ′ lies in the image of E′ by strictness
of B1 and E
′, and also when one of L′, M ′ or N ′ is of the form 1(m) because B′ is a
Tate k-pretensor category. Appropriate pentagonal diagrams for the associativities
in B′ then show that α is the identity for every L′, M ′ and N ′ in B′. Thus B′
is strict. Let T ′ : B′ → B be a k-tensor functor quasi-inverse to E′E1. Then
T ′(1(1)) is isomorphic to 1(1). Thus by Lemma 2.5.3 there is a Tate k-tensor
functor T : B′ → B which is tensor isomorphic to T ′, and hence an equivalence.
Let C be a Tate k-pretensor category, and (ζM,N ) be a family parametrised by
pairs of objects of C, with ζM,N an isomorphism with targetM ⊗N such that ζM,N
is the identity when either M or N is 1 and ζM(i),N(j) = ζM,N (i+ j) for every M ,
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N , i and j. Then by modifying the tensor product of C according to (ζM,N ) as in
2.1, we obtain a Tate k-tensor functor C → C′ which is the identity on underlying
k-linear categories and has structural isomorphisms the ζM,N . Let T : B → C be a
Tate k-tensor functor which is injective on objects. Take for ζM,N the inverse
T (M1 ⊗N1)
∼
−→ T (M1)⊗ T (N1)
of the structural isomorphism of T when M = T (M1) and N = T (N1), and the
identity ofM⊗N when eitherM or N is not in the image of T . Then the composite
T ′ : B → C′ of T with C → C′ is a strict Tate k-tensor functor, and C′ is separated
if C is.
Let B be a separated Tate k-pretensor category. If C is a k-pretensor cate-
gory and T : B → C is a fully faithful k-tensor functor, then there is a separated
Tate k-pretensor category B′ containing B as a full k-pretensor subcategory and
a k-tensor equivalence E : C → B′, such that the embedding B → B′ is a Tate
k-tensor functor which is tensor isomorphic ET . Indeed taking a k-tensor equiv-
alence F : C → C1 with the set of objects of C1 sufficiently large, and replacing
C by C1 and T by an appropriate k-tensor functor tensor isomorphic to FT , we
may suppose that T is injective on objects. Replacing T by its composite with an
appropriate k-tensor functor as in Lemma 2.5.2, we may further suppose that C is
a separated Tate k-pretensor category with 1(1) isomorphic to T (1(1)). Since B is
separated, we may apply Lemma 2.5.3 with a suitable B0. Thus after replacing T
may also suppose that T is a Tate k-tensor functor. Composing with C → C′ as
above and replacing C and T by C′ and T ′ we may suppose in addition that T is
strict. Relabelling appropriately the objects of C now gives a B′ and an isomor-
phism E : C → B′ of k-pretensor categories with the required properties. Using this
construction, we obtain for example a pseudo-abelian hull or ind-completion B′ for
B with B′ a Tate k-pretensor category and the embedding B → B′ a Tate k-tensor
functor.
3. Chow theories and Poincare´ duality theories
3.1. Chow theories. Recall that a Z-graded k-module is a family of k-modules
parametrised by Z, or equivalently a k-module M together a family (Mi)i∈Z of
k-submodules of M such that M is the coproduct of the Mi. An element of M is
be said to be homogeneous if it lies Mi for some i. A homomorphism M → M ′
of degree d of Z-graded k-modules a homomorphism M →M ′ of k-modules which
sendsMi intoM
′
i+d. When d = 0 we speak simply of a homomorphism of Z-graded
k-modules. A (commutative) Z-graded k-algebra is a Z-graded k-moduleR together
with a structure of (commutative) algebra on its underlying k-module such that
x.y ∈ Ri+j when x ∈ Ri and y ∈ Rj . A homomorphism of Z-graded k-algebras is a
homomorphism of their underlying Z-graded k-modules which is at the same time
a homomorphism of k-algebras.
A dimension function on a cartesian monoidal category V is an assignment to
each object X of V of an integer dimX , such that dimX ′ = dimX if X ′ is isomor-
phic to X , and dim(X × Y ) = dimX + dim Y for every X and Y .
Definition 3.1.1. Let V be a cartesian monoidal category with a dimension func-
tion. A k-linear Chow theory with source V is an assignment C to each object X
in V of a commutative Z-graded k-algebra C(X) and to each morphism p : X → Y
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in V of a homomorphism p∗ : C(Y )→ C(X) of graded k-algebras and a homomor-
phism p∗ : C(X)→ C(Y ) of degree dimY − dimX of graded k-modules, such that
the following conditions hold.
(a) (1X)
∗ = 1C(X) and (1X)∗ = 1C(X) for every X in V , and (q ◦ p)
∗ = p∗ ◦ q∗
and (q ◦ p)∗ = q∗ ◦ p∗ for every p : X → Y and q : Y → Z in V .
(b) p∗(x.p
∗(y)) = p∗(x).y for every p : X → Y in V and x ∈ C(X) and
y ∈ C(Y ).
(c) i∗ = (i
−1)∗ for every isomorphism i : X
∼
−→ X ′ in V .
(d) (r × s)∗(x⊗ y) = r∗(x)⊗ s∗(y) for every r : X → X
′ and s : Y → Y ′ in V
and x ∈ C(X) and y ∈ C(Y ), where z1 ⊗ z2 denotes (pr1)
∗(z1).(pr2)
∗(z2)
in C(Z1 × Z2) for Z1 and Z2 in V and z1 ∈ C(Z1) and z2 ∈ C(Z2).
In the presence of (a) and (b), condition (c) of Definition 3.1.1 is equivalent to
the following one:
(c)′ i∗(1) = 1 for every isomorphism i : X
∼
−→ X ′ in V .
This can be seen by taking x = 1 in (b). In the presence of (a), (b) and (c),
condition (d) of Definition 3.1.1 is equivalent to the following one:
(d)′ (r× Y )∗ ◦ (pr1)
∗ = (pr1)
∗ ◦ r∗ for every r : X → X ′ and Y in V , where the
projections are from X × Y and X ′ × Y .
Indeed (d)′ is the particular case of (d) where s = 1Y and y = 1. Conversely if (d)
holds with s = 1Y and y = 1 it holds with s = 1Y and arbitrary y by (b), so that
applying the symmetries interchanging the two factors and using (c) shows that it
holds also with r = 1X and arbitrary s, and hence in general.
A k-linear Chow theory with source V will often be called simply a Chow theory
with source V . If C is such a Chow theory, we write Ci(X) for C(X)i. The homo-
morphisms p∗ : C(Y )→ C(X) and p∗ : C(X)→ C(Y ) associated to p : X → Y in
V will be called the pullback and push forward along p.
Definition 3.1.2. Let C and C′ be k-linear Chow theories with source V . A mor-
phism from C to C′ is an assignment ϕ to every object X of V of a homomorphism
ϕX : C(X)→ C′(X) of Z-graded k-algebras such that for every p : X → Y in V
(a) ϕX ◦ p∗ = p∗ ◦ ϕY
(b) ϕY ◦ p∗ = p∗ ◦ ϕX .
We thus have a category of Chow theories with source V , with composition of
morphisms defined component-wise.
Let C be a Chow theory C with source V . An ideal of C is an assignment J to
every object X in V of a graded ideal J(X) of C(X) such that p∗ sends J(Y ) into
J(X) and p∗ sends J(X) into J(Y ) for every p : X → Y in V . Similarly we define a
Chow subtheory of C by considering graded k-subalgebras instead of graded ideals.
In the case of ideals, it is enough require stability under pullback and push forward
along projections in V , because
(3.1.1) p∗ = (pr1)∗((Γp)∗(1).(pr2)
∗(−)),
where Γp denotes the graph of p, and
(3.1.2) p∗ = (pr2)∗((pr1)
∗(−).(Γp)∗(1)).
If J is an ideal in C, then by factoring out the J(X) we obtain the quotient Chow
theory C/J of C with source V . The ideals of C behave in many ways like the ideals
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of a commutative k-algebra. For example call an ideal J of C prime if J 6= C and if
for every x1 ∈ C(X1) and x2 ∈ C(X2) with x1⊗x2 ∈ J(X1×X2) either x1 ∈ J(X1)
or x2 ∈ J(X2). Then the intersection of all prime ideals of C is the nilradical of C,
which assigns to X the set x ∈ C(X) with x⊗n = 0 for some n. When C0(1) is a
field, C has a unique maximal ideal: the elements x of Ci(X) which lie in this ideal
are those which are “numerically equivalent to 0”, i.e. those for which a∗(x.x
′) = 0
for every x′ in CdimX−i(X), where a is the unique morphism X → 1. The quotient
of such a C by its unique maximal ideal will be written C.
Let E : V ′ → V be a functor which preserves products and dimensions and C be a
Chow theory with source V . Then the pullback of C along E is the Chow theory CE
with source V ′ defined by (CE)(X ′) = C(E(X ′)) for X ′ in V ′, and p′∗ = E(p′)∗
and p′∗ = E(p
′)∗ for p
′ : X ′ → Y ′ in V ′. The pullback along E of a morphism
ϕ : C → C′ of Chow theories with source V is the morphism ϕE : CE → C′E
with (ϕE)X′ = ϕE(X′) for X
′ in V ′. If E is an equivalence, it induces by pullback
an equivalence on categories of Chow theories. The pullback JE of the ideal J
of C along E is defined by (JE)(X ′) = J(E(X ′)). Suppose that E is essentially
surjective. Then the assignment J 7→ JE defines a bijection from ideals of C to
ideals of CE. The inverse of J 7→ JE sends the ideal J ′ of CE to the unique ideal
J of C with J(X) = i∗(J ′(X ′)) for every isomorphism i : X
∼
−→ E(X ′). That such
a J exists follows from (3.1.1) and (3.1.2).
Although it will not be necessary for what follows, it sometimes useful to consider
instead of a dimension function on V more generally a dimension functor on V .
Explicitly, a dimension functor is a symmetric monoidal functor (V∗)op → Zk, where
V∗ has objects the objects of V and morphisms the isomorphisms of V , and Zk is
as in Section 2.5. Suppose for example that V is obtained from the category V0 of
abelian varieties over a field by formally inverting the isogenies, and that the choice
of products in V is the same as that in V0. If k contains Q, the usual dimension
function on V0 extends to a strict symmetric monoidal functor (V∗)op → Zk which
sends A to dimA in Z = ObZk and f : A
∼
−→ A′ to the endomorphism d(f) of
dimA = dimA′, where d(f)−1 is the degree of f . Then provided that condition (c)
of Definition 3.1.1 of a Chow theory is replaced by the condition i∗ = d(i)
−1(i−1)∗,
the Chow theory CH(−) ⊗ k with source V0 can be extended to a Chow theory
with source V .
3.2. Poincare´ algebras. Let C be a Tate k-pretensor category. If d is an inte-
ger, then a Poincare´ algebra of dimension d in C is a pair (R, ν) consisting of a
commutative algebra R in C and a morphism ν : R(d) → 1 in C such that the
composite
R⊗R(d) = (R⊗R)(d)
µ(d)
−−−→ R(d)
ν
−→ 1,
where µ : R⊗R→ R is the multiplication, is the counit of a duality pairing between
R and R(d). Often we omit the ν from the notation. For a Poincare´ algebra (R, ν)
of dimension d, the object R has thus a canonical dual R∨ = R(d) and a canonical
duality pairing between R and R(d). The transpose of the identity 1 → R of R
for this pairing is ν. More generally we have a canonical duality pairing between
R(j) and R(d− j) for every j, with the same unit and counit as for that between
R and R(d). Since the multiplication is commutative, the counit for this pairing
is symmetric, in the sense that composing the symmetry interchanging the two
factors in R(d− j)⊗R(j) with the counit leaves the counit unchanged. Hence the
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dual pairing, with R(j) the dual R(d− j)∨ of R(d− j), coincides with the pairing
between R(d− j) and R(j).
If T : C → C′ is a Tate k-tensor functor and (R, ν) is a Poincare´ algebra of
dimension d in C, then (T (R), T (ν)) is a Poincare´ algebra of dimension d in C′.
Let (R, ν) and (R′, ν′) be Poincare´ algebras in C of dimensions respectively d
and d′. Then for a morphism f : R→ R′ in C we define using the canonical duality
pairings the transpose
f∨ : R′(d′)→ R(d)
of f . The morphism
ν ⊗ ν′ : (R⊗R′)(d+ d′) = R(d)⊗R′(d′)→ 1
defines a structure of Poincare´ algebra (R ⊗ R′, ν ⊗ ν′) on R ⊗ R′ of dimension
d + d′. The duality pairing between R ⊗ R′ and (R ⊗ R′)(d + d′) defined by this
structure of Poincare´ algebra is the tensor product of those between R and R(d)
and R′ and R′(d′).
Let (R, ν) and (R′, ν′) be Poincare´ algebras in C of respective dimensions d and
d′, and f : R → R′ be a morphism of algebras in C. If R′(d′) is regarded as an
R-module by restricting its R′-module structure along f , then f∨ : R′(d′)→ R(d)
is a morphism of R-modules, i.e. the square
(3.2.1)
R⊗R′(d′)
β(d′)
−−−−→ R′(d′)yR⊗f∨
yf∨
R⊗R(d)
µ(d)
−−−−→ R(d)
commutes, where µ and µ′ are the multiplications and
β = µ′ ◦ (f ⊗R′)
is the action R⊗R′ → R′ of R on R′. To see that (3.2.1) commutes, we may suppose
by taking a Tate k-tensor functor T : C′ → C with C′ strict and T an equivalence,
and replacing R and R′ by Poincare´ algebras in the image of T and then C by C′,
that C is strict. It suffices then to show that if ε = ν ◦ µ(d) and ε′ = ν′ ◦ µ′(d′)
are the counits, then the isomorphism ωR,ε;R⊗R′(d′),1 of (2.3.2) sends both legs of
(3.2.1) to
(3.2.2) ε′ ◦ ((f ◦ µ)⊗R′(d′)) : R⊗R⊗R′(d′)→ 1.
Since ωR,ε;R⊗R′(d′),1 is defined by tensoring on the left with R and then composing
with ε, it sends the top right leg of (3.2.1) to the composite of R ⊗ β(d′) with
ε′ ◦ (f ⊗R′(d′)), by (2.3.1), and hence to the composite of f ⊗ f ⊗R′(d′) with
ε′ ◦ (R′ ⊗ µ′(d′)) = ε′ ◦ (µ′ ⊗R′(d′)),
by bifunctoriality of the tensor product and the associativity of µ′. This composite
coincides with (3.2.2) by the compatibility µ′ ◦ (f ⊗ f) = f ◦ µ of f with µ and µ′.
Similarly ωR,ε;R⊗R′(d′),1 sends the bottom left leg of (3.2.1) to (3.2.2).
3.3. Poincare´ duality theories. Let V be a cartesian monoidal category. We
denote by V∗ the symmetric monoidal category with objects those of V , morphisms
the isomorphisms of V , and identities, compositions, tensor product, associativities
and symmetries those of V . A product-preserving functor E : V ′ → V then induces
a symmetric monoidal functor E∗ : V ′∗ → V∗. Any symmetric monoidal functor h
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from Vop to a k-pretensor category C lifts canonically to a symmetric monoidal func-
tor from Vop to the category of commutative algebras in C, with the multiplication
of h(X) given by composing the structural isomorphism h(X)⊗h(X)
∼
−→ h(X×X)
of h with h(∆X), where ∆X : X → X ×X is the diagonal, and with the identity
1→ h(X) the image of X → 1. If V is equipped with a dimension function and C
has a structure of Tate k-pretensor category, there is associated to h a symmetric
monoidal functor
h(−)(dim−) : (V∗)op → C,
which sends X to h(X)(dimX) and u : Y
∼
−→ X to h(u)(dimX) = h(u)(dim Y ).
Definition 3.3.1. Let V be a cartesian monoidal category with a dimension func-
tion. Then a k-linear Poincare´ duality theory with source V is a triple (M, h, ν),
where M is a Tate k-pretensor category, h is a symmetric monoidal functor from
Vop to M, and ν is a monoidal natural transformation h(−)(dim−) → 1 of sym-
metric monoidal functors from (V∗)op to M, such that for every object X of V the
pair (h(X), νX) is a Poincare´ algebra of dimension dimX in M.
Let (M, h, ν) be a Poincare´ duality theory with source V . If T :M→M′ is a
Tate k-tensor functor, then (M′, Th, T ν) is a Poincare´ duality theory with source
V , which we call the push forward of (M, h, ν) along T . If E : V ′ → V is a functor
which preserves products and dimensions, then (M, hEop, ν(E∗)op) is a Poincare´
duality theory with source V ′, which we call the pullback of (M, h, ν) along E.
Definition 3.3.2. Let (M, h, ν) and (M′, h′, ν′) be k-linear Poincare´ duality the-
ories with source V . Then a morphism from (M, h, ν) to (M′, h′, ν′) is a Tate
k-tensor functor T from M to M′ such that h′ = Th and ν′ = Tν.
We thus have category of k-linear Poincare´ duality theories with source V , with
composition given by composition of k-tensor functors. A symmetric monoidal
functor h from Vop to a Tate k-pretensor category C will be called taut if every
object of C can written uniquely as h(X)(i) with X ∈ V and i ∈ Z, and a Poincare´
duality theory (M, h, η) will be called taut if h is taut.
Proposition 3.3.3. Let (M, h, ν) be a Poincare´ duality theory with source V.
(i) There exists a morphism U : (M0, h0, ν0)→ (M, h, ν) of Poincare´ duality
theories with h0 taut and strict and U fully faithful.
(ii) If U1 : (M1, h1, ν1) → (M, h, ν) and U2 : (M2, h2, ν2) → (M, h, ν) are
morphisms of Poincare´ duality theories with h1 taut and U2 fully faithful,
then there exists a unique morphism T : (M1, h1, ν1) → (M2, h2, ν2) of
Poincare´ duality theories such that U1 = U2T .
Proof. (i) Define (M0, h0, ν0) as follows. The objects of M0 are pairs (X, r) with
X an object of V and r an integer. Set
M0((X, r), (Y, s)) =M(h(X)(r), h(Y )(s)).
The identities and composition inM0 are the same as those inM. The underlying
functor of h then factors as Uh0, where h0 : Vop → M0 sends X to (X, 0) and
coincides with h on morphisms, and U : M0 → M is the k-linear functor which
sends (X, r) to h(X)(r) and is the identity on hom spaces. Thus U is fully faithful.
The tensor product of (X, r) and (Y, s) in M0 is defined as (X × Y, r + s). If
ψX,Y : h(X)⊗ h(Y )
∼
−→ h(X × Y ),
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is the structural isomorphism of h, write
ρ(X,r),(Y,s) = ψX,Y (r + s) : U((X, r))⊗ U((Y, s))
∼
−→ U((X, r)⊗ (Y, s)).
Since U is fully faithful, the tensor product on morphisms ofM0 is uniquely defined
by requiring that the isomorphism ρ(X,r),(Y,s) be natural in (X, r) and (Y, s). Sim-
ilarly, the associativities and symmetries of M0 are uniquely defined by requiring
that the ρ(X,r),(Y,s) should be the structural isomorphisms of a k-tensor functor U .
That the associativities and symmetries in M0 so defined are natural and satisfy
the necessary compatibilities follows from the corresponding properties in M and
the faithfulness of U . By construction, the ρ(X,r),(Y,s) then define a structure of
k-tensor functor on U . Also h0 : V
op →M0 is a strict symmetric monoidal functor
such that Uh0 = h, because U is faithful and ρh0(X),h0(Y ) = ψX,Y .
The object 1(r) ofM0 is (1, r). That the relevant associativities and symmetries
are identities is easily checked by applying U and using the fact that ρ(X,r),(Y,s)
coincides with ρ(X,0),(Y,0)(r + s). It is then clear that U : M0 → M is a Tate
k-tensor functor. Finally ν0 is uniquely defined by requiring that Uν0 = ν. That
((X, 0), (ν0)X) is a Poincare´ algebra of dimension dimX for every X then follows
from the full faithfulness of U . Thus (M0, h0, ν0) is a Poincare´ duality theory with
source V . That h0 and U have the required properties is clear.
(ii) T is determined uniquely on the object h1(X)(r) of M1 by
T (h1(X)(r)) = h2(X)(r),
because it is required that h2 = Th1, and uniquely on the morphism f of M1 by
U2(T (f)) = U1(f)
and the full faithfulness of U2. Also the structural isomorphism
ϕM,N : T (M)⊗ T (N)
∼
−→ T (M ⊗N)
of T is uniquely determined by the requirement that if θi is the structural isomor-
phism of Ui then
(θ1)M,N = U2(ϕM,N ) ◦ (θ2)T (M),T (N).
That T so determined preserves identities and compositions follows from the fact
that U1 and U2 do and the faithfulness of U2. The naturality of ϕ, its compatibility
with the associativities and symmetries of M1 and M2, and the condition that
ϕM,1(r) = 1 for every M and r, follow similarly. Thus T is a Tate k-tensor functor
from M1 to M2. By construction U1 = U2T . Since h2 and Th1 coincide on
objects and U2h2 = h = U2Th1, we have h2 = Th1 by faithfulness of U2. Similarly
ν2 = Tν1. Thus T is a morphism from (M1, h1, ν1) to (M2, h2, ν2). 
Let (M, h, ν) be Poincare´ duality theory with source V . Then for each X in V
we have a Poincare´ algebra (h(X), νX) of dimension dimX in M. For each X and
i, the object h(X)(i) of M thus has a canonical dual, given by
h(X)(i)∨ = h(X)(dimX − i),
together with a canonical counit εX , given by the composite
h(X)(i)⊗ h(X)(i)∨ = h(X)⊗ h(X)(dimX)
µX (dimX)
−−−−−−−→ h(X)(dimX)
νX−−→ 1,
with µX : h(X)⊗h(X)→ h(X) the multiplication of h(X). We have 1(i)∨ = 1(−i)
and ε1 = 11. Given Y and j, the canonical pairing between h(X × Y )(i + j) and
h(X × Y )(i + j)∨ coincides, modulo the appropriate structural isomorphism of
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h, with the tensor product of those between h(X)(i) and h(X)(i)∨ and between
h(Y )(j) and h(Y )(j)∨. Any morphism (M, h, ν) → (M′, h′, ν′) of Poincare´ dual-
ity theories sends (h(X)(i), νX) to (h
′(X)(i), ν′X), and hence preserves canonical
duality pairings and transposes.
We associate as follows to each k-linear Poincare´ duality theory (M, h, ν) with
source V a k-linear Chow theory
M(1, h(−)(·))
with source V , and to each morphism T of Poincare´ duality theories from (M, h, ν)
to (M′, h′, ν′) a morphism of Chow theories
T1,h(−)(·) :M(1, h(−)(·))→M
′(1, h′(−)(·)).
The Chow theoryM(1, h(−)(·)) assigns to the object X of V the graded k-algebra
M(1, h(X)(·)) whose component of degree i is M(1, h(X)(i)), with the identity
1→ h(X)(0) the identity of the algebra h(X), and the product of a : 1→ h(X)(i)
and b : 1→ h(X)(j) their tensor product in M composed with the (i + j)-fold
twist of the multiplication of h(X). It assigns to the morphism p : X → Y of V the
homomorphism of graded k-algebras
p∗ :M(1, h(Y )(·))→M(1, h(X)(·))
that sends b : 1→ h(Y )(j) to h(p)(j)◦ b, and the homomorphism of graded k-mod-
ules of degree dimY − dimX
p∗ :M(1, h(X)(·))→M(1, h(Y )(·))
that sends a : 1→ h(X)(i) to h(p)∨(i − dimX) ◦ a. The morphism of Chow theo-
ries T1,h(−)(·) assigns to the object X of V the homomorphism T1,h(X)(·) of graded
k-algebras with component T1,h(X)(i) of degree i. That the T1,h(X)(·) are indeed ho-
momorphisms of graded k-algebras which are compatible as in Definition 3.1.2 with
pullback is clear, and their compatibility with push forward follows from the fact
that T preserves canonical transposes. To see that M(1, h(−)(·)) satisfies the con-
ditions of Definition 3.1.1, choose an (M0, h0, ν0) and U as in Proposition 3.3.3 (i).
Since U is fully faithful, each U1,h0(X)(·) is an isomorphism, so that after replacing
(M, h, ν) by (M0, h0, ν0) we may suppose that h is strict. That condition (a) of
Definition 3.1.1 is satisfied is clear. That (b) is satisfied follows by composing the
tensor product of 1 → h(Y )(j) and 1 → h(X)(i) with the twist by i − dimX of
(3.2.1), where R = h(Y ), R′ = h(X) and f = h(p). Condition (c) is satisfied
because for any p : X
∼
−→ Y in V we have
h(p)∨ = h(p−1)(dimX)
by (2.3.1), the fact that h(p) is a morphism of algebras, and the naturality of ν.
For a in M(1, h(X)(i)) and b in M(1, h(Y )(j)), it is easily checked that a ⊗ b in
the sense of Definition 3.1.1 (d) coincides with the tensor product of the morphisms
a : 1→ h(X)(i) and b : 1→ h(Y )(j) inM. Thus condition (d) is satisfied because
the canonical transpose of h(r × s) = h(r) ⊗ h(s) is h(r)∨ ⊗ h(s)∨.
By assigning to each (M, h, ν) its associated Chow theory M(1, h(−)(·)) and
to each T : (M, h, ν) → (M′, h′, ν′) its associated morphism T1,h(−)(·) of Chow
theories we obtain a functor from k-linear Poincare´ duality theories with source
V to k-linear Chow theories with source V . When (M, h, ν) is taut, T1,h(−)(·) is
an isomorphism if and only if T is fully faithful. For any functor E : V ′ → V
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which preserves products and dimensions, passage to associated Chow theories and
associated morphisms of Chow theories commutes with pullback along E.
While the category of Poincare´ duality theories defined above will suffice for what
follows, it is for some purposes inadequate. For example an equivalence V ′ → V
does not in general induce by pullback an equivalence of categories of Poincare´ du-
ality theories. Instead of the category of Poincare´ duality theories with source V ,
we may consider a 2-category with the same objects. A 1-morphism from (M, h, ν)
to (M′, h′, ν′) is a pair (T, ϕ) with T : M → M′ a Tate k-tensor functor and
ϕ : h′
∼
−→ Th a monoidal isomorphism such that ν′X = T (νX)◦ϕX(dimX) for every
X , and a 2-morphism from (T1, ϕ1) to (T2, ϕ2) is a tensor isomorphism θ : T1
∼
−→ T2
such that θ1(i) = 11(i) for every i and ϕ2 = θh ◦ ϕ1. Pullback along an equivalence
V ′ → V then induces an equivalence of 2-categories. Every 1-morphism induces a
morphism of Chow theories, and 2-isomorphic 1-morphisms induce the same mor-
phism of Chow theories. Morphisms in the usual sense from (M, h, ν) to (M′, h′, ν′)
may be identified with 1-morphisms of the form (T, idh′). The important case for
what follows is that where (M, h, ν) is taut. In this case it is enough to consider
only morphisms in the usual sense from (M, h, ν) to (M′, h′, ν′), because they form
a discrete skeleton of the category of 1-morphisms and 2-morphisms between them.
3.4. Universal Poincare´ duality theories. Let (M, h, ν) be Poincare´ duality
theory with source V . Then for each X , Y , i and j we have the canonical isomor-
phism
ωh(X)(i),εX ;h(Y )(j) :M(1, h(X)⊗ h(Y )(dimX + j − i))
∼
−→M(h(X)(i), h(Y )(j))
of (2.3.3), where εX is the counit of the canonical duality pairing between h(X)(i)
and h(X)(dimX−i). Let C be a Chow theory with source V , and γ be a morphism
from C to the Chow theory M(1, h(−)(·)) associated to (M, h, ν). Then we have
a homomorphism
γX,i : C
i(X)→M(1, h(X)(i))
for every X and i. Composing γX×Y,dimX+j−i with the isomorphism
M(1, h(X × Y )(dimX + j − i))
∼
−→M(1, h(X)⊗ h(Y )(dimX + j − i))
defined by the inverse of the structural isomorphism for h, and then with ωh(X)(i),εX ;h(Y )(j),
gives a homomorphism
(3.4.1) γX,Y,i,j : C
dimX+j−i(X × Y )→M(h(X)(i), h(Y )(j))
for every X , Y , i and j. We have γX,i = γ1,X,0,i. When γ is an isomorphism,
each γX,Y,i,j is an isomorphism. If C
′ is a Chow theory and (M′, h′, ν′) a Poincare´
duality theory with source V , and γ′ : C′ → M′(1, h′(−)(·)) and ϕ : C → C′
are morphisms of Chow theories and T : (M, h, ν) → (M′, h′, ν′) a morphism of
Poincare´ duality theories such that
(3.4.2) γ′ ◦ ϕ = T1,h(−)(·) ◦ γ,
then for every X , Y , i and j we have
(3.4.3) γ′X,Y,i,j ◦ ϕX×Y,dimX+j−i = Th(X)(i),h(Y )(j) ◦ γX,Y,i,j .
This can be seen by combining three squares, with the left commutative by (3.4.2),
the middle by the fact that h′ = Th, and the right by the fact that, modulo the rele-
vant structural isomorphism, T sends εX to the counit h
′(X)⊗ h′(X)(dimX)→ 1.
Let V ′ be a cartesian monoidal category with a dimension function and E : V ′ → V
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be functor which preserves products and dimensions. Then for every X ′, Y ′, i and
j the homomorphism (γE)X′,Y ′,i,j is the composite with γE(X′),E(Y ′),i,j of the iso-
morphism from CdimX
′+j−i(E(X ′ × Y ′)) to CdimX
′+j−i(E(X ′)× E(Y ′)) induced
by the structural isomorphism of E.
Proposition 3.4.1. Let C be a Chow theory and (M, h, ν) a Poincare´ duality
theory with source V, and γ : C →M(1, h(−)(·)) be a morphism of Chow theories.
(i) γX,Y,i,j(α)
∨ = γY,X,dimY−j,dimX−i(σ
∗(α)) for every α, where σ is the sym-
metry Y ×X
∼
−→ X × Y .
(ii) γX,Y,i,j(α)⊗γX′,Y ′,i′,j′(α
′) = ξ−1 ◦γX×X′,Y×Y ′,i+i′,j+j′ (ρ
∗(α⊗α′))◦ ζ for
every α and α′, where ζ is the (i + i′)-fold twist of the structural isomor-
phism h(X) ⊗ h(X ′)
∼
−→ h(X ×X ′) and ξ is the (j + j′)-fold twist of the
structural isomorphism h(Y )⊗h(Y ′)
∼
−→ h(Y ×Y ′), and ρ is the symmetry
(X ×X ′)× (Y × Y ′)
∼
−→ (X × Y )× (X ′ × Y ′).
(iii) γY,Z,j,l(β) ◦ γX,Y,i,j(α) = γX,Z,i,l((pr13)∗((pr12)
∗(α).(pr23)
∗(β))) for every
α and β, where pr12, pr23 and pr13 are the projections from X × (Y ×Z).
(iv) h(p) = γX,Y,0,0((p, 1Y )∗(1)) for every p : Y → X.
Proof. By Proposition 3.3.3 (i) there is a U : (M0, h0, ν0)→ (M, h, ν) with h0 strict
and U fully faithful. Then U1,h0(−)(·) is an isomorphism, so that γ = U1,h0(−)(·) ◦γ0
for some γ0 : C → M0(1, h0(−)(·)). By (3.4.3) with ϕ the identity, it is enough
to prove the required results with (M, h, ν) and γ replaced by (M0, h0, ν0) and γ0.
Thus we may assume that h is strict. Then we have
(3.4.4) γX,Y,i,j = ωh(X)(i),εX ;h(Y )(j) ◦ γX×Y,dimX+j−i
for every X , Y , i and j.
The symmetry σ˜ that interchanges the two factors of the tensor product of
h(X)(dimX − i) and h(Y )(j) is given by h(σ)(dimX + j − i), because h is strict.
Since γ is a morphism of Chow theories, it follows that
σ˜ ◦ γX×Y,dimX+j−i(α) = γY×X,dimX+j−i(σ
∗(α))
Applying ωh(Y )(dimY−j),εY ;h(X)(dimX−i) and using (3.4.4) and (2.3.4) now gives (i).
By strictness of h, the tensor product in the Chow theoryM(1, h(−)(·)) is given
by taking the tensor product inM of the relevant morphisms with source 1 in M.
Further if we write d for dimX+j−i and d′ for dimX ′+j′−i′, the symmetry ρ˜ that
interchanges the middle two factors of the tensor product of h(X)(i)∨ ⊗ h(Y )(j)
with h(X ′)(i′)∨⊗h(Y ′)(j′) is h(ρ)(d+d′). Since γ is a morphism of Chow theories,
we thus have
ρ˜ ◦ (γX×Y,d(α) ⊗ γX′×Y ′,d′(α
′)) = ρ˜ ◦ γ(X×Y )×(X′×Y ′),d+d′(α⊗ α
′)
= γ(X×X′)×(Y×Y ′),d+d′(ρ
∗(α⊗ α′)).
Applying ωh(X×X′)(i+i′),εX×X′ ;h(Y×Y ′)(j+j′) and using (3.4.4), (2.3.5), and the fact
that ζ and ξ are identities, now gives (ii).
By definition, the counit εY is the composite of h(∆Y )(dimY ) with the transpose
νY of the morphism 1 → h(Y ) defined by Y → 1. If we write d for dimX + j − i
and e for dim Y + l − j, it follows that
h(X)(i)∨⊗(εY ⊗h(Z)(l)) = h(pr13)
∨(− dimZ+ l− i)◦h(X×(∆Y ×Z))(d+e) = θ,
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say. With λ˜ the appropriate associativity in M, we then have
θ ◦ λ˜ ◦ (γX×Y,d(α) ⊗ γY×Z,e(β)) = θ ◦ γX×((Y×Y )×Z),d+e((pr12)
∗(α).(pr34)
∗(β))
= γX×Z,dimX+l−i((pr13)∗((pr12)
∗(α).(pr23)
∗(β))),
by the definition of α⊗β as in Definition 3.1.1 (d) and the fact that λ˜ = h(λ)(d+e)
for the appropriate associativity λ in V . Applying ωh(X)(i),εX ,h(Z)(l) and using
(3.4.4) and (2.3.6) now gives (iii).
If ι : 1→ h(Y ) is the unit, then since (p, 1Y ) = (p× Y ) ◦∆Y , we have
(h(p)⊗ h(Y )∨)∨ ◦ εY
∨ = h((p, 1Y ))
∨(− dimY ) ◦ ι = γX×Y,dimX((p, 1Y )∗(1)).
Applying ωh(X),εX ;h(Y ) and using (3.4.4) and (2.3.7) now gives (iv). 
Let (M, h, ν), C and γ be as in Proposition 3.4.1. Then it is clear from the
definition of γX,Y,i,j that for every α and d we have
(3.4.5) γX,Y,i,j(α)(d) = γX,Y,i+d,j+d(α).
In fact (3.4.5) follows from Proposition 3.4.1, because γ1,1,0,0(1) is the identity of
1 = h(1) by (iv) and γ1,1,d,d(1) is an idempotent endomorphism of 1(d) by (iii)
which is invertible by (ii) and hence the identity. For any Z and p : Y → X and
β ∈ C(Y × Z), we have
(pr12)
∗((p, 1Y )∗(1)).(pr23)
∗(β) = ((p, 1Y )× Z)∗(β).
in C((X×Y )×Z), by 3.1.1 (b) with (p, 1Y )×Z for p and x = 1 and y = (pr23)
∗(β),
and 3.1.1 (d). Proposition 3.4.1 (iii) with α = (p, 1Y )∗(1) and Proposition 3.4.1 (iv)
thus give
(3.4.6) γY,Z,j,l(β) ◦ h(p)(j) = γX,Z,j,l((p× Z)∗(β)).
Similarly for any X and q : Z → Y and α ∈ C(X × Y ) we have
(pr12)
∗(α).(pr23)
∗((q, 1Z)∗(1)) = (X × (q, 1Z))∗((X × q)
∗(α))
in C(X × (Y × Z)). Proposition 3.4.1 (iii) with β = (q, 1Z)∗(1) thus gives
(3.4.7) h(q)(j) ◦ γX,Y,i,j(α) = γX,Z,i,j((X × q)
∗(α)).
For fixed i and j, we may regard CdimX+j−i(X × Y ) as a bifunctor of X and
Y , covariant in X and contravariant in Y . Given for example a : X → X ′ in V ,
the homomorphism CdimX+j−i(X × Y )→ CdimX
′+j−i(X ′ × Y ) associated to a is
(a× Y )∗. Then (3.4.6) and (3.4.7) show that the homomorphism γX,Y,i,j of (3.4.1)
is natural in X and Y .
Proposition 3.4.2. Let (M, h, ν) be a taut Poincare´ duality theory with source V.
Then for any Poincare´ duality theory (M′, h′, ν′) with source V and morphism
ϕ :M(1, h(−)(·))→M′(1, h′(−)(·)) of Chow theories, there is a unique morphism
T : (M, h, ν)→ (M′, h′, ν′) of Poincare´ duality theories such that T1,h(−)(·) = ϕ.
Proof. By Proposition 3.3.3 (i) and (ii), we may suppose that h and h′ are strict.
Any T : (M, h, ν)→ (M′, h′, ν′) must send h(X)(i) in M to h′(X)(i) in M′. Fur-
ther T must be a strict k-tensor functor, because it is a Tate k-tensor functor with
Th = h′ and h is taut. If we write C forM(1, h(−)(·)) and C′ forM′(1, h′(−)(·)),
then we have identity isomorphisms of Chow theories γ : C
∼
−→M(1, h(−)(·)) and
γ′ : C′
∼
−→ M′(1, h′(−)(·)). Then T1,h(−)(·) = ϕ if and only if (3.4.2) holds, and
it has been seen that (3.4.2) holds if and only if (3.4.3) holds. Since the γX,Y,i,j
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are isomorphisms, a T with T1,h(−)(·) = ϕ is thus unique if it exists. To show
that such a T exists, define T on objects as sending h(X)(i) to h′(X)(i) and on
morphisms by requiring that (3.4.3) should hold. That T so defined is a strict
k-tensor functor with Th = h′ follows from the strictness of h and h′ together with
Proposition 3.4.1 (ii), (iii) and (iv). That it preserves canonical transposes, and
hence sends the transpose νX : h(X)(dimX)→ 1 in M of the identity 1 → h(X)
to ν′X in M′, then follows from Proposition 3.4.1 (i). 
Consider the functor CH from Poincare´ duality theories with source V to Chow
theories with source V that sends (M, h, ν) toM(1, h(−)(·)). By Proposition 3.4.2,
the restriction CH0 of CH to the full subcategory of taut Poincare´ duality theories
is fully faithful. By Proposition 3.3.3, there exists for every (M, h, ν) a morphism U
which is universal among morphisms with target (M, h, ν) and taut source, and CH
sends U to an isomorphism. Thus CH factors up to isomorphism as a right adjoint
to the embedding of taut Poincare´ duality theories followed by CH0. To prove
Theorem 3.4.3 below, it is thus enough to show that CH is essentially surjective.
Recall that a left adjoint is fully faithful if and only if the unit of the adjunction is
an isomorphism.
Theorem 3.4.3. The functor from the category of Poincare´ duality theories with
source V to the category of Chow theories with source V that sends (M, h, ν) to
M(1, h(−)(·)) and T : (M, h, ν)→ (M′, h′, ν′) to T1,h(−)(·) has a fully faithful left
adjoint, with essential image consisting of the taut Poincare´ duality theories.
Proof. Let C be a Chow theory with source V . By the above remarks, it is enough
to construct an (M, h, ν) with M(1, h(−)(·)) isomorphic to C. There exists a
symmetric monoidal equivalence E : V → V ′ with V ′ strict. Then V ′ is cartesian
monoidal and has a dimension function such that E preserves dimensions, and C
is isomorphic to the pullback along E of a Chow theory C′ on V ′. Replacing V and
C by V ′ and C′, we may suppose that V is strict.
Define (M, h, ν) as follows. An object of M is a symbol h(X)(i) with X an
object of V and i an integer. The tensor product is defined on objects of M by
h(X)(i)⊗ h(Y )(j) = h(X × Y )(i + j),
with h(1)(0) the identity of M. The functor h is defined on objects by
h(X) = h(X)(0).
Amorphism from h(X)(i) to h(Y )(j) inM is a symbol γX,Y,i,j(α) with α an element
of CdimX−i+j(X×Y ), and the k-module structure onM(h(X)(i), h(Y )(j)) is that
for which the map α 7→ γX,Y,i,j(α) is an isomorphism of k-modules. There is then
a canonical isomorphism from this hom-space to that obtained by replacing i by
i+ d and j by j + d, which we write as a 7→ a(d) so that (3.4.5) holds. The tensor
product of morphisms of M, composition of M, and action of h on morphisms
of V , are defined by requiring that the equalities of Proposition 3.4.1 (ii) (with ζ
and ξ identities), (iii), and (iv), should respectively hold. The identity of h(X)(i)
is defined as h(1X)(i), and the symmetry that interchanges the two factors in
h(X)(i) ⊗ h(Y )(j) as h(σ)(i + j) with σ the symmetry that interchanges the two
factors in Y × X . With these definitions, both (3.4.6) and (3.4.7) hold, because
they follow as above from the equalities of Proposition 3.4.1 (iii) and (iv).
That the composition is associative follows from the fact that given morphisms
a = γX,Y,i,j(α), b = γY,Z,j,l(α) and z = γZ,W,l,m(ζ) inM, the composites (z ◦ b) ◦ a
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and z ◦ (b ◦ a) both coincide with γX,W,i,m(ξ), with ξ the image under (pr14)∗ of
(3.4.8) (pr12)
∗(α).(pr23)
∗(β).(pr34)
∗(ζ),
where the projections are from X×Y ×Z×W . In the case of z◦(b◦a) for example,
factoring pr14 as
X × Y × Z ×W
pr134−−−→ X × Z ×W
pr13−−−→ X ×W,
and noting that by 3.1.1 (b) the image of (3.4.8) under (pr134)∗ is
(3.4.9) (pr134)∗((pr12)
∗(α).(pr23)
∗(β)).(pr23)
∗(ζ)
shows that ξ is the image of (3.4.9) under (pr13)∗, so that γX,W,i,m(ξ) = z ◦ (b ◦ a)
by 3.1.1 (d) applied to pr13×W = pr134. That h(1X)(i) is indeed the identity of
(X, i) follows from (3.4.6) and (3.4.7). Thus M is a category. We have
(3.4.10) h(q)(j) ◦ h(p)(j) = h(p ◦ q)(j)
for p : Y → X and q : Z → Y , by (3.4.6) with β = (q, 1Z)∗(1). The assignments
X 7→ h(X) = h(X)(0) and p 7→ h(p) thus define a functor Vop → M. The bi-
linearity of the tensor product of M is immediate, and the bifunctorialty follows
from 3.1.1(d). The naturality of the symmetries follows from (3.4.6) and (3.4.7),
together with condition 3.1.1(c). We thus obtain on M a structure of strict k-pre-
tensor category: the symmetries satisfy the required compatibilities by (3.4.10). It
is easily checked that h is a strict symmetric monoidal functor, and that M has
a structure of Tate k-pretensor category with 1(i) = h(1)(i). Then h(X)(i) is the
i-fold twist of h(X) and the d-fold twist sends a : h(X)(i) → h(Y )(j) to the a(d)
already defined.
We have a duality pairing between h(X) and h(X)(dimX) whose unit ηX is
γ1,X×X,0,dimX((∆X)∗(1)) and whose counit εX is γX×X,1,dimX,0((∆X)∗(1)). In-
deed (εX ⊗ h(X)) ◦ (h(X)⊗ ηX) is
γX,X,0,0((pr15)∗(δ12.δ23.δ34.δ45)) = γX,X,0,0((∆X)∗(1)),
where δrs = (prrs)
∗((∆X)∗(1)) with the projections from X×X×X×X×X . This
gives one triangular identity, and the other is similar. Write νX for the morphism
γX,1,dimX,0(1) from h(X)(dimX) to 1, Then since h(∆X) is the multiplication of
h(X) and since νX ◦ h(∆X)(dimX) = εX by (3.4.6), it follows that (h(X), νX) is a
Poincare´ algebra of dimension dimX inM. Clearly ν1 = 11 and νX×Y = νX ⊗ νY
for every X and Y , while νX = νY ◦h(p)(dimX) for an isomorphism p : Y
∼
−→ X by
(3.4.6) and 3.1.1 (c). This shows that (M, h, ν) is a Poincare´ duality theory with
source V .
We show finally that the k-isomorphisms α 7→ γ1,X,0,i(α) define an isomorphism
of Chow theories from C to M(1, h(−)(·)). That they define an isomorphism of
graded algebras C(X)
∼
−→ M(1, h(X)(·)) for each X is clear from the equality of
Proposition 3.4.1 (ii) and (3.4.7) with q = ∆X . The compatibility with pullbacks
follows from (3.4.7) with X = 1. The transpose of γX,1,i,0(β) from h(X)(i) to 1 is
γ1,X,0,dimX−i(β) from 1 to h(X)(dimX − i), because γX,1,i,0(β) coincides with
γX,1,i,0((pr1)∗(δ12.(pr3)
∗(β).δ23)) = εX ◦ (h(X)(i)⊗ γ1,X,0,dimX−i(β)),
where δrs = (prrs)
∗((∆X)∗(1)) with the projections from X ×X ×X . Taking the
transpose of (3.4.6) with Z = 1 thus gives the compatibility with push forward. 
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By Proposition 3.3.3, the left adjoint of Theorem 3.4.3 may be chosen so that
the for every (M, h, ν) in its image, h is strict. We fix such a left adjoint and
its unit, and call the image of the Chow theory C the Poincare´ duality theory
associated to C, and similarly for a morphism of Chow theories. The morphism
of Poincare´ duality theories associated to any morphism of Chow theories is then
a strict k-tensor functor. The Poincare´ duality theory (M, h, ν) associated to C
comes equipped with a universal morphism γ : C
∼
−→ M(1, h(−)(·)), which is an
isomorphism such that for any (M′, h′, ν′) and γ′ : C →M′(1, h′(−)(·)) there is a
unique morphism T from (M, h, ν) to (M′, h′, ν′) with γ′ = T1,h(−)(·) ◦ γ. Further
T :M→M′ is faithful (resp. full) if and only if every component γ′X is injective
(resp. surjective).
Given (M, h, ν), any γ : C →M(1, h(−)(·)) induces a map J 7→ J from the set
of tensor ideals ofM to the set of ideals of C, with J(X) the inverse image under γ
of J (1, h(X)(·)). If (M, h, ν) is the Poincare´ duality theory associated to C and γ
is the universal morphism, then J 7→ J is bijective: its inverse sends J to the kernel
of the morphism of Poincare´ duality theories associated to the projection C → C/J .
Thus we may identify the Poincare´ duality theory associated to C/J with the push
forward of (M, h, ν) along the projection M → M/J . More generally, for any
(M, h, ν) and isomorphism γ : C
∼
−→M(1, h(−)(·)), the map J 7→ J is surjective,
because tensor ideals can be extended from full k-tensor subcategories.
4. Kimura categories
In this section k is a field of characteristic 0.
4.1. Positive and negative objects. Let M be an object in a k-tensor category.
For each integer d ≥ 0 we have a k-homomorphism from k[Sd] to End(M⊗d) which
assigns to an element of the symmetric group Sd the associated symmetry of M
⊗d.
Then the respective images sn and an in EndC(M
⊗n) of the symmetrising and
antisymmetrising idempotents of k[Sn] are idempotent endomorphisms of M
⊗n.
The image of sn will be denoted by S
nM and the image of an by
∧n
M . Thus SnM
and
∧nM are direct summands of M⊗n, and they may be regarded as functors
of M . We have
∧m
M = 0 if and only if am = 0, and in that case
∧n
M = 0 for
every n ≥ m, because the ideal generated by the antisymmetriser of k[Sm] ⊂ k[Sn]
contains the antisymmetriser of k[Sn]. Similarly if S
mM = 0 then SnM = 0
for every n ≥ m. An object M in a k-tensor category will be called positive (resp.
negative) if it is dualisable and if
∧m
M = 0 (resp. SmM = 0) for somem. Suppose
that M is dualisable of rank r. Then the contraction with respect to the last factor
M of a symmetry σ permuting the factors of M⊗(n+1) is rσ0 when σ = σ0 ⊗M
leaves the last factor M fixed, and otherwise is the symmetry of M⊗n given by
omitting n+1 from the cycle containing it in the permutation that defines σ. Thus
the contraction with respect to the last factor M of an+1 is (r − n)/(n + 1)an.
Contracting n + 1 times shows that if an+1 = 0 then
(
r
n+1
)
= 0. Hence if M is
positive then r =
∑
i riei with the ri integers ≥ 0 and the ei idempotents in End(1).
Further if M is positive and r is an integer, then r is the least integer ≥ 0 for which∧r+1
M is 0. Similarly if M is negative then r =
∑
i riei with the ri integers ≤ 0
and the ei idempotents, and if M is negative and r is an integer, then r is the
greatest integer ≤ 0 for which S−r+1M is 0. In particular if M is both positive and
negative then M = 0.
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By a k-group we mean an affine group scheme over k, and by a k-subgoup of a
k-group a closed group subscheme. If G is a k-group, the category of G-modules
will be written REPk(G). It has an structure of k-tensor category given by the
tensor product of G-modules over k. An algebra in REPk(G) is the same as a
G-algebra, i.e. an algebra over k with a structure of G-module such that the points
of G act by algebra isomorphisms. The full k-tensor subcategory of REPk(G)
consisting of the finite dimensional G-modules will be written Repk(G). Then
REPk(G) is an ind-completion of Repk(G). A finite dimensional G-module will
also be called a representation of G. For the following classical result, see for
example [8], Theorem 6.3.
Lemma 4.1.1. Denote by V the standard representation of GLn over k. Then the
homomorphism from k[Sr] to EndGLn(V
⊗r) that assigns to each element in Sr
the associated symmetry of V ⊗r is surjective, with kernel 0 for r ≤ n and the ideal
generated by the antisymmetriser of k[Sn+1] ⊂ k[Sr] for r > n.
The following consequence of Proposition 2.4.1 and Lemma 4.1.1 is well known.
Since the treatment in [16] is rather sketchy, and there seems to be no other suitable
reference, we include a proof here.
Theorem 4.1.2. Let (nλ)λ∈Λ be a family of non-negative integers. Denote by G
the k-group
∏
λ∈ΛGLnλ and by Vλ the standard representation of the factor GLnλ
of G. Then for any k-tensor category C and family (Mλ)λ∈Λ of objects in C with
Mλ positive of rank nλ, there exists, uniquely up to tensor isomorphism, a k-tensor
functor from Repk(G) to C which sends Vλ to Mλ.
Proof. Let R be a free rigid k-tensor category of type (nλ)λ∈Λ and (Nλ)λ∈Λ be
its universal family of objects. Then R is generated as a rigid k-tensor category
by the Nλ. Denote by J the tensor ideal of R generated by the identities of the∧nλ+1Nλ. We have k-tensor functors E : R/J → Repk(G) and R/J → C, unique
up to tensor isomorphism, which send Nλ respectively to Vλ and Mλ. It will suffice
to show that E is an equivalence. By Proposition 2.4.1, the hom k-spaces of R are
finite-dimensional, so that by lifting of idempotents R/J is pseudo-abelian. Since
Repk(G) is generated as a rigid k-tensor category by the Vλ, it is thus enough to
show that E is fully faithful.
Let L and M be objects of R. To show that
EL,M : (R/J )(L,M)→ HomG(E(L), E(M))
is bijective, we may suppose that L is the source and M is the target of the hom
k-space (2.4.1). By Proposition 2.4.1, the canonical homomorphism from the tensor
product over k of the (R/J )(Nλi
⊗ri , Nλi
⊗si) to (R/J )(L,M) is surjective. Its
composite with EL,M factors through the canonical homomorphism from the tensor
product over k of the HomG(Vλi
⊗ri , Vλi
⊗si) to HomG(E(L), E(M)), which is an
isomorphism because G is the product of the GLnλ and Vλ is a representation of
GLnλ . Thus we reduce to the case where L = Nλ
⊗r and M = Nλ
⊗s for some
λ, r and s. If r 6= s, then the source of EL,M is 0 by Proposition 2.4.1, while its
target is 0 because a k-point z of the centre Gm of GLnλ acts a z
r on E(L) and as
zs on E(M). If u is given by the action of Sr on Nλ
⊗r and v modulo structural
isomorphisms of E by ENλ⊗r ,Nλ⊗r , then
k[Sr]
u
−→ EndF/J (Nλ
⊗r)
v
−→ EndG(Vλ
⊗r)
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is given by the action of Sr on Vλ
⊗r. By Proposition 2.4.1, u is surjective, and by
definition of J the kernel of u contains the antisymmetriser α of k[Snλ+1] ⊂ k[Sr]
when r > nλ. By Lemma 4.1.1, v ◦ u is surjective, with kernel 0 when r ≤ nλ and
the ideal generated by α when r > nλ. It follows that v an isomorphism. 
Let C be a k-tensor category. Clearly the dual or any direct summand of a pos-
itive (resp. negative) object in C is positive (resp. negative). Using Theorem 4.1.2,
we can see as follows that the direct sum of two positive (resp. negative) objects
in C is positive (resp. negative), and that the tensor product of two positive or two
negative objects in C is positive and the tensor product of positive and a nega-
tive object in C is negative. We may suppose that the objects have integer rank.
Then in the positive case we reduce by Theorem 4.1.2 to the where C is a category
Repk(G), in which every object is positive. To see for example that N0 ⊗ N1 is
negative when N0 is positive of rank r0 ≥ 0 and N1 is negative of rank r1 ≤ 0 in C,
we may suppose that C = R/J , where R is a free rigid k-tensor category of type
(ri)i=0,1 with universal family (Ni)i=0,1, and J is generated by the identities of∧r0+1N0 and S−r1+1N1. By Proposition 2.4.1, C has then a Z/2-grading, with N0
of degree 0 and N1 of degree 1. If C
† is obtained from C by modifying its symmetry
according to this Z/2-grading, then N0 and N1 and hence N0 ⊗N1 are positive in
C†. Thus since N0 ⊗N1 is of degree 1, it is negative in C.
Let M be a positive and N be a negative object in a k-tensor category. Then
any morphism M → N or N → M is tensor nilpotent. Indeed since N ⊗M∨ and
M ⊗ N∨ are negative, it is enough by (2.3.5) to show that f : 1 → N is tensor
nilpotent when N is negative. By naturality of the symmetries, the composite of
f⊗n with any symmetry permuting the factors of N⊗n is f⊗n. Thus f⊗n factors
through the embedding SnN → N⊗n. Taking n large now gives the result.
For a more precise version of the following Corollary, see [16], Lemma 3.4.
Corollary 4.1.3. Let B be an essentially small k-tensor category in which every
object is positive. Then there exists a faithful and conservative k-tensor functor from
B to the category of finitely generated projective modules over some commutative
k-algebra.
Proof. Every object of B is a direct summand of one of rank an integer ≥ 0. Thus
for an appropriate product G of general linear groups, there is by Theorem 4.1.2
an essentially surjective k-functor from Repk(G) to a full k-pretensor subcategory
B0 of B with pseudo-abelian hull B. Lemma 2.3.1 (i) with C = Repk(G) and
Ĉ = REPk(G) shows that Repk(G) → B0 factors through a k-tensor equivalence
FR → B0 for some commutative algebra R in REPk(G). Now FR is k-tensor
equivalent to the category of free R-modules on objects of Repk(G). If R0 is the
underlying k-algebra of R, we thus have a faithful and conservative k-tensor functor
from FR, and hence from B0 and B, to the category of finitely generated projective
R0-modules. 
From Corollary 4.1.3 we obtain the Cayley–Hamilton theorem: ifM is a positive
object in a k-tensor category and
∧m+1M = 0, then
m∑
i=0
(−1)i tr(
i∧
f)fm−i = 0
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for every endomorphism f ofM . This can also be obtained by contraction, starting
from the fact that M ⊗ f⊗m composed with the antisymmetriser of M⊗(m+1) is 0.
4.2. Kimura objects. We recall here some results on Kimura objects and Kimura
categories. Most of these are due to Andre´ and Kahn ([3], § 9), based on the work
of Kimura [11].
Let C be a k-tensor category. An object in C will be called a Kimura object if
it is the direct sum of a positive and a negative object. Kimura objects are dualis-
able, direct sums and tensor products of Kimura objects are Kimura objects, and
any k-tensor functor between k-tensor categories sends Kimura objects to Kimura
objects. If C is rigid, then any endomorphism in the kernel of C → Cred is nilpotent,
so that Cred is a k-tensor category and an object of C is a Kimura object if and only
if its image in Cred is. Any direct summand of a Kimura object in C is a Kimura
object: it is enough to consider the case where C is reduced, when there are no
non-zero morphisms between positive and negative objects. The full subcategory
of C consisting of the Kimura objects is thus a k-tensor subcategory of C. Similarly
the summands in any decomposition of a Kimura object into a direct sum of a
positive and a negative object are unique up to isomorphism. Considering their
ranks shows that any endomorphism of a Kimura object which is either a section
or a retraction is an isomorphism.
A k-tensor category C will be called a Kimura category if C is essentially small,
EndC(1) = k, and every object of C is a Kimura object. A Kimura k-tensor cat-
egory will be called positive if each of its objects is positive, and split if C(M,N)
and C(N,M) are 0 when M is positive and N is negative. A split Kimura k-tensor
category has a canonical Z/2-grading by positive and negative objects, and any
k-tensor functor between split Kimura k-tensor categories preserves the Z/2-grad-
ings. A reduced Kimura k-tensor category is split.
Let C be a Kimura k-tensor category. Since C is rigid with End(1) a field, it has a
unique maximal tensor ideal Rad(C), consisting of those morphisms f :M → N of C
for which tr(f ◦g) = 0 for every g : N →M . It has been shown in [3], 9.1.14 that the
ideals Rad(C)(N,N) are nilpotent. However we need here only the following weaker
result (cf. [11], 7.5): any endomorphism of C which lies in Rad(C) is nilpotent. To
see this we may after replacing C by Cred suppose that C is reduced, and hence
split. Modifying the symmetry of C according to its canonical Z/2-grading, we
may suppose further that C is positive, in which case it suffices to use the Cayley–
Hamilton theorem. It follows in particular that for any tensor ideal J 6= C of C the
quotient C/J is a Kimura k-tensor category, and the projection C → C/J reflects
isomorphisms, sections and retractions.
Let C be a Kimura k-tensor category and C0 be a full k-linear subcategory of C
which is pseudo-abelian. Then C0 is semisimple abelian if and only if the restriction
to C0 of the projection C → C = C/Rad(C) is faithful. Indeed if C0 is semisimple
abelian then any morphism in C0 factors as a retraction followed by a section,
and a retraction or section is 0 when its image in C is 0. For the converse it is
enough to show that C is semisimple abelian. Replacing C by C, we may suppose
that Rad(C) = 0. Modifying the symmetry of C, we may further suppose that
C is positive. Then by Corollary 4.1.3 there is a k-tensor functor T from C to
the category of finite-dimensional vector spaces over some extension of k. The
dimension over k of C(1,M) is bounded by the rank of M , because any non-zero
1→M is a section. Thus C has finite-dimensional endomorphism k-algebras. It is
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enough to show that they are semisimple. In fact if f lies in the radical of EndC(N),
then f ◦g is nilpotent and hence tr(f ◦g) = tr(T (f ◦g)) = 0 for every g in EndC(N),
so that f = 0.
For any Kimura k-tensor category C there is a split Kimura k-tensor category C′
and a k-tensor functor C′ → C with the following universal property: any k-tensor
functor B → C with B a split Kimura k-tensor category factors uniquely up to tensor
isomorphism through C′ → C. To construct such a C′ note that an isomorphism
between a positive and a negative object of a Kimura k-tensor category can exist
only when both objects are 0. Thus for every C we can define a (not necessarily full)
k-pretensor subcategory C± whose objects are those objects of C which are either
positive or negative, where C±(M,N) coincides with C(M,N) when M and N are
both positive or both negative, and is 0 otherwise. Now take for C′ a pseudo-abelian
hull of C±. Then C′ is a split Kimura k-tensor category, and the embedding C± → C
extends uniquely up to tensor isomorphism to a k-tensor functor C′ → C. Let B be
a split Kimura k-tensor category. Then B± is a full k-pretensor subcategory of B,
and B is a pseudo-abelian hull of B±. Further any k-tensor functor B± → C factors
(uniquely) through C±. Thus any k-tensor functor B → C factors uniquely up to
tensor isomorphism through C′ → C. It is clear from the construction that C′ → C
induces an equivalence on full subcategories of either positive or negative objects.
Thus C′ → C composed with the projection C → C is full and essentially surjective,
and hence induces a k-tensor equivalence C′ → C.
4.3. Hopf algebras. Let C be a k-pretensor category. Then coproducts exist in
the category of commutative algebras in C, and are given by the tensor product of
algebras. A commutative and cocommutative Hopf algebra in C is a commutative
cogroup object in the category of commutative algebras in C. Explicitly, such a Hopf
algebra R has in addition to its commutative algebra structure a cocommutative
coalgebra structure, defined by a counit R→ 1 and a comultiplication R→ R⊗R,
and an antipode R → R, satisfying appropriate compatibilities. For each such R
and integer n, we have an endomorphism nR of R, given by taking the nth multiple,
with (−1)R the antipode.
Let N be a negative object of a k-tensor category C. Since SnN = 0 for n large,
there is defined an object
SymN =
⊕
r
SrN
in C. It has a canonical structure of commutative and cocommutative Hopf algebra,
which respects the Z-grading by the SrN , defined as follows. The unit and counit
of SymN are respectively the embedding of and the projection onto S0N = 1. If
vr : S
rN → N⊗r is the embedding and wr : N⊗r → SrN is the projection, then
the multiplication is defined by
wr+s ◦ (vr ⊗ vs) : S
rN ⊗ SsN → Sr+sN
and the comultiplication by
(r + s)!
r!s!
(wr ⊗ ws) ◦ vr+s : S
r+sN → SrN ⊗ SsN.
The embedding of N = S1N into SymN is universal among morphisms from N
to a commutative algebra in C, and the projection of SymN onto N is universal
among morphisms from a cocommutative coalgebra in C to N . For every n, the
morphism nSymN acts on S
1N = N as n and hence on SrN as nr.
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A commutative and cocommutative Hopf algebra in a k-tensor category C will
be called symmetric if it is isomorphic to SymN for some negative object N of C.
A symmetric Hopf algebra has a canonical Z-grading, with Rr the component of R
on which the nR act as n
r.
We have a functor Sym from the category of negative objects in a k-tensor
category C to the category of commutative and cocommutative Hopf algebras in C.
It can be seen as follows that it is fully faithful. Any morphism h : SymN → SymN ′
of Hopf algebras respects the canonical gradings, because h ◦ 2SymN = 2SymN ′ ◦ h
for example. If h1 is the component of h of degree 1, the universal property of
SymN as a free commutative algebra shows that h = Sym f if and only if f = h1.
We recall here the following facts about morphisms in a pseudo-abelian k-linear
category, which will be needed in the proof of Theorem 4.3.1
(1) If t : M → M satisfies
∏d
i=1 pi(t) = 0 for mutually coprime polynomials
pi(T ) over k, then M has a unique direct sum decomposition
⊕d
i=1Mi
which is respected by t and is such that the component ti :Mi →Mi of t
satisfies pi(ti) = 0 for each i.
(2) If t : M → M and t′ : M ′ → M ′ satisfy p(t) = 0 and p′(t′) = 0 for
mutually coprime polynomials p(T ) and p′(T ) over k, then f ◦ t = t′ ◦ f
implies f = 0 for any f :M →M ′.
For (2), note that f ◦ t = t′ ◦ f implies f ◦ q(t) = q(t′) ◦ f for any polynomial q(T )
over k. Choosing q(T ) such that its image in k[T ]/p(T )×k[T ]/p′(T ) is (1, 0) shows
that f = 0. If the image of ri(T ) in k[T ]/(
∏d
i=1 pi(T )) =
∏d
i=1 k[T ]/pi(T ) has ith
component 1 and jth component 0 for j 6= i, then the ri(t) are idempotents in
End(M) giving a decomposition
⊕d
i=1Mi as in (1). If M =
⊕d
i=1M
′
i is another
such decomposition, the composite Mi →M →M ′j is 0 for i 6= j by (2).
Theorem 4.3.1. A commutative and cocommutative Hopf algebra R in a Kimura
k-tensor category C is symmetric if and only if for every integer n 6= 0 the morphism
nR : R→ R in C is an isomorphism.
Proof. That nR is an isomorphism for any n 6= 0 when R is symmetric is clear.
Conversely suppose that for n 6= 0 the morphism nR in C is an isomorphism. It is
to be shown that R isomorphic to SymN for some negative N in C.
Consider first the case where C is positive. Then by Corollary 4.1.3 there is a
k-tensor functor U from C to finite-dimensional k′-vector spaces for some extension
k′ of k, which we may assume is algebraically closed. In that case Spec(U(R)) is a
discrete finite commutative group scheme over k′ on which each n 6= 0 acts as an
isomorphism. Thus Spec(U(R)) is trivial, so that U(R) and hence R has rank 1.
Since R is positive and has a direct summand 1, we have R = 1.
Now consider the general case. The Kimura k-tensor category C is semisimple
abelian, and hence with an exact tensor product, and has a Z/2-grading by positive
and negative objects. Write M+ and M− for the positive and negative summands
of M in C, and C+ for the strictly full subcategory of C consisting of the positive
objects. If Q is a commutative algebra in C, then the cokernel Q+ of the morphism
Q− ⊗Q− → Q+
in C obtained by restriction from the multiplication of Q is a quotient algebra of Q
which lies in C+. The composite Q→ Q+ → Q+ of the projections is then universal
among morphisms of algebras from Q in C to commutative algebras in C+.
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The image R of R in C is a commutative and cocommutative Hopf algebra in
C with nR an isomorphism for n 6= 0. By the universal property of the algebra
R+, there is a unique structure of commutative and cocommutative Hopf algebra
on R+ such that R → R+ is a morphism of Hopf algebras, and nR+ is then an
isomorphism for n 6= 0. Since C+ is positive, we have R+ = 1. The kernel J of
the counit R → 1 is an ideal in the algebra R. We have R = 1 ⊕ J and hence
R+ = 1⊕ J+. It follows that R− ⊗R− → R+ factors through an epimorphism
(4.3.1) R− ⊗R− → J+ → 0
in C. If R− has rank −d, we have SrR− = 0 for r > d, so that by commutativity
of the multiplication of R the restriction to (R−)⊗r of the r-fold multiplication
µr : R
⊗r → R is 0 for r > d. Since R− ⊗ R− → R+ factors through (4.3.1), it
follows that the restriction of µr to J
⊗r = (J+ ⊕ R−)⊗r is 0 for r > d. Thus the
images Jr of the J⊗r → R form a filtration of R by ideals for which Jd+1 = 0 and
J+ ⊂ J2.
The restriction J → R⊗R of the comultiplication to J has components at 1⊗1,
1 ⊗ J and J ⊗ 1 respectively 0, 1J and 1J . Composing with the multiplication
thus shows that the endomorphism 2R of R acts as 2 on J/J
2. Hence 2R acts as
2r on the quotient Jr/Jr+1 of (J/J2)⊗r for r ≥ 0. It follows that for s ≥ 0 the
endomorphism
∏s
i=0(2R − 2
i+r) acts as 0 on Jr/Jr+s+1. Taking r = 0 and s = d
and using (1) above thus shows that there is a unique decomposition R =
⊕d
r=0Ri
which is respected by 2R and for which 2R acts as 2
r on Rr. The composites
Jr → R→
⊕
i<r Ri and
⊕
i≥r Ri → R→ R/J
r are 0 for each r ≥ 1 by (2) above,
so that Jr =
⊕
i≥r Ri. Thus the quotient R1 = J/J
2 of J/J+ is negative, and
the morphism of algebras SymR1 → R defined by the embedding R1 → R is an
epimorphism in C and hence by semisimplicity of C a retraction.
Since the endomorphism
∏d
i=0(2R − 2
i) of R is 0, there is an e for which the
endomorphism
∏d
i=0(2R − 2
i)e of R is 0. By (1) above, R has thus a unique
decomposition R =
⊕d
r=0Ri respected by 2R such that (2R − 2
r)e is 0 on Rr.
Then Rr lies above Rr for each R. Thus R1 is negative because its image in C is
negative, and the morphism of algebras α : SymR1 → R defined by the embedding
R1 → R is a retraction in C because its image in C is a retraction. By (2) above, the
unit and counit of R factor through R0. Also the endomorphism 2R⊗R = 2R ⊗ 2R
of R ⊗ R sends Rr ⊗ Rs to itself, and (2R⊗R − 2r+s)2e−1 acts on it as 0. Since
the multiplication and comultiplication of R are morphisms of Hopf algebras, their
only non-zero components are thus by (2) those of the form Rr ⊗ Rs → Rr+s
and Rr+s → Rr ⊗ Rs. Thus α induces a retraction 1 → R0, so that R0 = 1,
and the restriction δ : R1 → R ⊗ R of the comultiplication of R to R1 factors
through a morphism, necessarily the diagonal, from R1 to (R1 ⊗ 1) ⊕ (1 ⊗ R1).
The two morphisms of algebras SymR1 → R ⊗ R given by composing α with the
comultiplication of R and the comultiplication of SymR1 with α⊗α thus coincide,
because both have restriction δ to R1. Hence α is a morphism of Hopf algebras.
Similarly the morphism of coalgebras β : R → SymR1 defined by the projection
R → R1 is a morphism of Hopf algebras. Thus β ◦ α is the identity, and α is an
isomorphism. 
4.4. The splitting and unique lifting theorems. Let G be a k-group. A com-
mutativeG-algebraR will be called simple ifR 6= 0 and R has no quotientG-algebra
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other than R and 0. By a G-scheme we mean a scheme over k equipped with an
action of G. If R is a commutative G-algebra, then Spec(R) has a structure of
G-scheme with the action of the point g of G on Spec(R) defined by the action of
g−1 on R. Suppose that G is of finite type. Then a G-scheme X is said to be ho-
mogeneous if for some extension k′ of k and k′-subgroup H of Gk′ , the Gk′ -scheme
Xk′ is isomorphic to Gk′/H . It is equivalent to require that for every k-scheme S
and pair of points x1 and x2 in S, there should exist a surjective e´tale morphism
S′ → S and a point g of G in S′ such that gx1 = x2.
Lemma 4.4.1. (Magid [14], Theorem 4.5) Let G be a k-group of finite type and
let R be a commutative G-algebra with RG = k. Then the G-algebra R is simple if
and only if the G-scheme Spec(R) is homogeneous.
Let G be a k-group. Then limits in the category of G-algebras exist, and coincide
with limits of the underlying G-modules. However limits of G-modules do not
in general coincide with limits of the underlying k-vector spaces: the canonical
homomorphism from a limit of G-modules to the limit of their underlying k-vector
spaces is injective but in general not surjective. If G is reductive, then limits
of G-modules can be calculated isotypic component by isotypic component, and
if R is a finitely generated commutative G-algebra with RG = k, the isotypic
components of R are finite dimensional. This fact renders plausible the following
rather surprising result, for whose proof we refer to [16], Lemma 5.2.
Lemma 4.4.2. Let G be a reductive k-group, R be a finitely generated commutative
G-algebra with RG = k, and J 6= R be a G-ideal of R. Then R is the limit in the
category of G-algebras of its G-quotients R/Jn.
Let G be a k-group and H be a normal k-subgroup of G. Then a (G/H)-scheme
may also be regarded as a G-scheme, and a G-scheme on which H acts trivially as
a G/H-scheme. Suppose that G is of finite type, and let and X be a homogeneous
G-scheme. Then the quotient X/H exists, and is a homogeneous (G/H)-scheme.
Further if H is reductive and X = Spec(R) is affine, then X/H = Spec(RH).
Lemma 4.4.3. Let G be a k-group of finite type, H be a normal k-subgroup of G,
X be a homogeneous G-scheme and Y be a homogeneous G/H-scheme. Then for
any G-morphism Y → X/H, the G-scheme X ×X/H Y is homogeneous.
Proof. Let S be a k-scheme and (x1, y1) and (x2, y2) be S-points of X ×X/H Y .
Since Y is a homogeneous G-scheme, there is a surjective e´tale morphism S′ → S
and a g ∈ G(S′) such that gy1 = y2. Then gx1 and x2 lie above the same S
′-point
of X/H . Thus there is a surjective e´tale morphism S′′ → S′ and an h ∈ H(S′′) such
that hgx1 = x2. Since H acts trivially on Y , we have hg(x1, y1) = (x2, y2). 
Let G be a k-group of finite type and X be a reduced G-scheme of finite type.
Then anyG-morphism toX from a homogeneousG-scheme factors through a homo-
geneous G-subscheme of X . Thus X has a dense open homogeneous G-subscheme
if and only if there exists a dominant G-morphism to X from some homogeneous
G-scheme. Such a G-subscheme is unique when it exists, and every dominant
G-morphism from a homogeneous G-scheme factors (uniquely) through it.
Lemma 4.4.4. Let G be a proreductive k-group, R be a commutative G-algebra
with RG = k, D be a G-subalgebra of R, and p : R → R be the projection onto a
simple quotient G-algebra of R. Suppose that the restriction of p to D is injective.
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Then R has a G-subalgebra D′ containing D such that the restriction of p to D′ is
an isomorphism.
Proof. Denote by J the kernel of p. We consider successively the cases where (1)
G is of finite type, J2 = 0, and D is a finitely generated k-algebra (2) G is of finite
type and D is a finitely generated k-algebra, and then (3) the general case.
(1) By Lemma 4.4.1, the G-scheme Spec(R) is homogeneous. Since D → R
is injective and D is finitely generated, the G-morphism Spec(R)→ Spec(D) thus
factors through an open homogeneousG-subscheme of Spec(D). Hence R is smooth
over D. Write E1 for the set of D-algebra homomorphisms R→ R right inverse to
p, and E0 for the k-space of derivations of R over D with values in J . Let V be a
finite-dimensional G-submodule of R which contains k and generates R. We may
regard E1 as a subset and E0 as a k-subspace of the G-module V
∨⊗k R of k-linear
maps from V to R. By smoothness of R over D, the set E1 is non-empty. Let e be
an element of E1. If extension of scalars to a commutative k-algebra k
′ is denoted
by a subscript k′, then (E0)k′ is the k
′-module of derivations of Rk′ over Dk′ with
values in Jk′ , and
e+ (E0)k′ ⊂ (V
∨ ⊗k R)k′
is the set of Dk′ -algebra homomorphisms Rk′ → Rk′ right inverse to pk′ , and hence
is stable under G(k′). Thus E = ke + E0 is a G-submodule of V
∨ ⊗k R, and
evaluation at 1 ∈ V defines a surjective G-homomorphism from E to k ⊂ R with
fibre E1 above 1 ∈ k. Since G is reductive, the set EG ∩ E1 of homomorphisms of
G-algebras R → R over D right inverse to p is non-empty. Take for D′ the image
of such a homomorphism.
(2) By Lemma 4.4.1, R is a finitely generated k-algebra. Replacing R by its
G-subalgebra generated by D and the lifting to R of a finite set of generators of R,
we may suppose that R is a finitely generated k-algebra. Then by Lemma 4.4.2, R
is the limit in the category of G-algebras of its quotients R/Jn. If Dn is the image
of D in R/Jn, it is thus enough to show that any G-subalgebra D′n ⊃ Dn of R/Jn
with D′n → R an isomorphism can be lifted to a G-subalgebra D′n+1 ⊃ Dn+1 of
R/Jn+1 with D′n+1 → R an isomorphism. To do this, apply (1) with the inverse
image of D′n in R/J
n+1 for R and Dn+1 for D.
(3) By Zorn’s Lemma the set of those G-subalgebras B ⊃ D of R for which
the restriction of p to B is injective has a maximal element D′. Write D′ as the
filtered union of its finitely generated G-subalgebras Dµ, and denote by H the set
of those normal k-subgroups H of G for which G/H is of finite type. For each µ
there is an Hµ ∈ H such that G acts on Dµ through G/Hµ. Now if Q is a simple
G-algebra and H is a normal k-subgroup of G then QH is a simple (G/H)-algebra:
we have Q = QH ⊕Q1 with Q1H = 0, so that I = (QI)H for any (G/H)-ideal I of
QH . Hence by Lemma 4.4.1 Spec(RH) is a homogeneous (G/H)-scheme for H ∈ H.
Since p induces an injective G-homomorphism from Dµ to R
Hµ , each Spec(Dµ) has
thus an open dense homogeneous (G/Hµ)-subscheme Xµ. The Xµ then form an
inverse system of G-schemes.
Let B ⊃ Dµ be a G-subalgebra of C with p(B) ⊃ RHµ . Then p(BHµ) ⊃ RHµ , so
that by (2) with G/Hµ, B
Hµ and Dµ for G, R and D, there is a simple (G/Hµ)-sub-
algebra of BHµ containing Dµ. Thus we have a unique factorisation
Spec(B)
fµ,B
−−−→ Xµ → Spec(Dµ)
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of the G-morphism Spec(B)→ Spec(Dµ).
Since R is the union of the RH with H ∈ H, it will be enough to show that
p(D′) ⊃ RH for every H ∈ H. Fix an H ∈ H. Then (Xµ/H) is a filtered inverse
system of homogeneous (G/H)-schemes, and hence for some µ0 is constant for
µ ≥ µ0. Also H0 = H ∩ Hµ0 lies in H, so that by (2) with G/H0, R
H0 , and
Dµ0 for G, R, and D there is a G-subalgebra D0 ⊃ Dµ0 of R
H0 such that p
induces an isomorphism D0
∼
−→ RH0 . Then D0 and D0H are simple G-algebras, and
p(D0
H) ⊃ RH . Write
i : D′ ⊗k D0
H → R
for the homomorphism of G-algebras defined by the embeddings, and D′′ for the
image of i. Then D′′ ⊃ D′ and p(D′′) ⊃ RH . We show that
(4.4.1) Ker i = Ker(p ◦ i).
This will imply that the restriction of p to D′′ is injective, and thus D′ = D′′ by
maximality of D′, so that p(D′) ⊃ RH as required.
For every µ ≥ µ0 we have a commutative diagram of G-morphisms
Spec(R) −−−−→ Spec(D0) −−−−→ Spec(D0H)
fµ,R
y fµ0,D0
y
y
Xµ −−−−→ Xµ0 −−−−→ Xµ0/H
where the top arrows are defined by the embeddings, the bottom arrows are the
transition morphism and the projection, and the right vertical arrow is defined
using the isomorphism Spec(D0)/H
∼
−→ Spec(D0H). Thus we have a factorisation
Spec(R)→ Xµ ×Xµ0/H Spec(D0
H)→ Xµ × Spec(D0
H)→ Spec(Dµ ⊗k D0
H)
of the morphism defined by the restriction iµ of i to Dµ⊗kD0H . Now Xµ → Xµ0/H
factors through an isomorphism Xµ/H → Xµ0/H , so that the G-scheme
Z = Xµ ×Xµ0/H Spec(D0
H) = Xµ ×Xµ/H Spec(D0
H)
is homogeneous as a (G/(H ∩Hµ))-scheme, by Lemma 4.4.3. Hence the composite
Γ(Z,OZ)→ R→ R is injective, because Spec(R)→ Z factors through a faithfully
flat morphism Spec(RH∩Hµ ) → Z. Thus for µ ≥ µ0 we have Ker iµ = Ker(p ◦ iµ),
because both coincide with the kernel of Dµ ⊗k D0
H → Γ(Z,OZ). Since D
′ is the
union of the Dµ for µ ≥ µ0, this gives (4.4.1). 
Let D′ and D′′ be k-pretensor categories with End(1) = k. We may regard D′
and D′′ as full k-pretensor subcategories of D′ ⊗k D′′. If the pseudo-abelian hulls
of D′ and D′′ are (positive) Kimura k-tensor categories, then the pseudo-abelian
hull of D′ ⊗k D′′ is a (positive) Kimura k-tensor category, because every object of
D′⊗kD
′′ is a tensor product of an object D′ with an object in D′′. Let D be a rigid
k-pretensor category with End(1) = k and Rad(D) = 0. Then Rad(D ⊗k D) = 0.
In particular the k-tensor functor D⊗kD → D with restriction the identity to each
factor D is faithful. If U ′ : D′ → D and U ′′ : D′′ → D are faithful k-tensor functors,
it thus follows by factoring through D⊗kD that D′⊗kD′′ → D with restriction U ′
to D′ and U ′′ to D′′ is faithful.
Let G be a k-group. Then REPk(G) is an ind-completion Repk(G), and an
algebra in REPk(G) is the same as a G-algebra. Given a G-algebra R, we thus
have the k-pretensor category FR and k-tensor functor FR : Repk(G)→ FR defined
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in Section 2.3, and given a morphism f : R → R′ of commutative G-algebras we
have the k-tensor functor Ff : FR → FR′ with FR′ = FfFR. If Ff : FR → FR′
is faithful (resp. full), then f : R → R′ is injective (resp. surjective). Indeed for
every M in Repk(G) the isomorphisms θR;M,1 and θR′;M,1 of (2.3.8) show that
the homomorphism from HomG(M,R) to HomG(M,R
′) induced by f is injective
(resp. surjective). If FR is non-zero and has no tensor ideals other than itself and
0, then R is a simple G-algebra. Indeed any non-zero morphism f : R → R′ of
commutative G-algebras is injective, because Ff is faithful.
Lemma 4.4.5. Let C and D be k-pretensor categories whose pseudo-abelian hulls
are Kimura k-tensor categories. Then any lifting D → C along the projection
P : C → C of a faithful k-tensor functor D → C factors up to tensor isomorphism
through some right inverse to P .
Proof. Let E : D → C be a k-tensor functor with PE faithful. We note that
E factors up to tensor isomorphism through some right inverse to P if and only
if E is tensor isomorphic to TPE for some right inverse T of P . Further these
two equivalent conditions are also equivalent to those obtained by replacing “right
inverse” by “right quasi-inverse”, where T is said to be right quasi-inverse to P when
PT is tensor isomorphic to the identity. Indeed modifying such a T by liftings to C
of the components of a tensor isomorphism PT
∼
−→ IdC gives a strict right inverse.
Let C1 and D1 be pseudo-abelian hulls of C and D. Then C is a full k-pretensor
subcategory of C1, and P is obtained by restriction from the projection P1 : C1 → C1.
Further E : D → C extends to an E1 : D1 → C1, any right inverse T1 to P1 defines
by restriction a right inverse T to P , and E1 tensor isomorphic to T1P1E1 implies E
tensor isomorphic to TPE. Replacing C and D by C1 and D1, we may thus suppose
that C and D are Kimura k-tensor categories.
Since C is split and PE is faithful, D is split. It has been seen in Section 4.2
that there is a split Kimura k-tensor category C′ and a k-tensor functor C′ → C
through which every k-tensor functor from a split Kimura k-tensor category to C
factors up to tensor isomorphism, and whose composite C′ → C with P is full and
essentially surjective. Then C′ → C induces an equivalence C′ → C. Factoring E up
to tensor isomorphism through C′ → C and replacing C by C′, we may thus suppose
that C is split. If we denote by a dagger the k-tensor category obtained from a split
Kimura k-tensor category by modifying its symmetry according to the Z/2-grading
by positive and negative objects, then a k-tensor functor A → C is at the same
time a k-tensor functor A† → C†, and the projection C → C is at the same time the
projection C† → C†. Replacing C and D by C† and D†, we may thus suppose that
C and D are positive Kimura k-tensor categories.
For B the k-tensor category of finite-dimensional representations of an appropri-
ate product of general linear groups over k, there is by Theorem 4.1.2 an essentially
surjective k-tensor functor B → C. We have EndB(1) = k, and Rad(B) = 0 because
B is semisimple abelian. The composite with P of the k-tensor functor
B ⊗k D → C
defined by B → C and E is thus faithful, because its restrictions to B and D are
faithful. If D˜ is a pseudo-abelian hull of B ⊗k D, it follows that E factors through
an essentially surjective k-tensor functor E˜ : D˜ → C with PE˜ faithful. Since each
of B and D is a positive Kimura k-tensor category, so also is D˜. Replacing E by E˜,
we may thus suppose further that E is essentially surjective.
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For an appropriate product G of general linear groups over k we have an essen-
tially surjective k-tensor functor K : Repk(G) → D. We obtain from it as follows
commutative G-algebras D, R and R and a diagram of k-tensor functors
(4.4.2)
D
E
−−−−→ C
P
−−−−→ CxI1
xI2
xI3
FD
Fe−−−−→ FR
Fp
−−−−→ FR
where the Ii are k-tensor equivalences and the squares commute up to tensor iso-
morphism. By Lemma 2.3.1 (i), we have K = I1FD and EK = I2FR with I1 and
I2 fully faithful. Then I1 and I2 are k-tensor equivalences because K and EK are
essentially surjective. Thus there is a k-tensor functor E˜ : FD → FR with EI1
tensor isomorphic to I2E˜. Composing with I2 shows that FR is tensor isomorphic
to E˜FD. Since FD is bijective on objects, we may assume after replacing E˜ by a
tensor isomorphic functor that FR = E˜FD. Thus by Lemma 2.3.1 (ii) E˜ = Fe for a
homomorphism of G-algebras e : D → R. This gives the left square of (4.4.2), and
the right square is obtained similarly. From (4.4.2) it follows that Rad(FR) = 0,
that EndFR(1) = k, and that Fp is full and Fp◦e = FpFe is faithful. Thus R is a
simple G-algebra, RG = HomG(k,R) = k, and p is surjective and p ◦ e is injective.
Lemma 4.4.4 thus shows that p has a right inverse through which e factors, so that
Fp has a right inverse through which Fe factors. Thus by (4.4.2), P has a right
quasi-inverse through which E factors up to tensor isomorphism. 
The following fundamental result is due to Andre´ and Kahn [3], 16.1.1 (a) (see
also [16], Theorem 1.1). As with Theorem 4.4.7 below, it is obtained here as a
consequence of Lemma 4.4.5.
Theorem 4.4.6. (Andre´ and Kahn) Let C be a k-pretensor category whose pseudo-
abelian hull is a Kimura k-tensor category. Then the projection C → C has a right
inverse.
Proof. Apply Lemma 4.4.5 with D consisting of the single object 1 for which
End(1) = k. 
Theorem 4.4.7. Let C and D be k-pretensor categories whose pseudo-abelian hulls
are Kimura k-tensor categories. Then between any two liftings D → C along the
projection C → C of a faithful k-tensor functor K : D → C there exists a tensor
isomorphism lying above the identity of K.
Proof. Let K1 and K2 be liftings D → C of K along the projection P : C → C.
Then the k-tensor functor D ⊗k D → C with restrictions K1 and K2 to the factors
D has a faithful composite with P . By Lemma 4.4.5, it thus factors up to tensor
isomorphism through a right inverse T to P . There thus exists for i = 1, 2 a tensor
isomorphism Ki
∼
−→ TK ′i for some K ′i, and hence ϕi : Ki
∼
−→ TK. Composing with
(TP )(ϕi
−1) shows that ϕi may be taken to lie above the identity of K. The result
follows. 
It follows from [3], Proposition 13.7.1 that the conclusion of Theorem 4.4.7 holds
for any k-pretensor category D (not necessarily rigid) whose pseudo-abelian hull
is semisimple abelian. On the other hand when the pseudo-abelian hull of C is
a positive Kimura category, it can be shown that the conclusion of Theorem 4.4.7
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holds for an arbitrary k-pretensor category D. It seems very likely that in fact The-
orem 4.4.7 is valid without any hypothesis on D. If so, this would have important
consequences for algebraic cycles, as will be explained in 6.3.
5. Motives
In this section k is a field of characteristic 0, and S is a non-empty, connected,
separated, regular excellent noetherian scheme of finite Krull dimension.
5.1. Chow motives. Denote by S the category of those separated, regular, excel-
lent noetherian schemes which are non-empty with every connected component of
the same finite Krull dimension. Given a scheme Z in S, we write CH(Z) for the
Chow group of Z, graded by codimension of cycles, and CH(Z)k for CH(Z) ⊗ k.
Since Z is separated, regular and noetherian, the Grothendieck group K0(Z) of
locally free OZ -modules of finite type coincides with the Grothendieck group of
coherent OZ-modules. Thus K0(Z) has both a γ-filtration defined by its structure
of λ-ring and a filtration by codimension of support of coherent sheaves. There
is a canonical homomorphism CH(Z) → K0(Z) which sends the class in CH(Z)
of the reduced and irreducible closed subscheme W of Z to the class in K0(Z)
of the coherent OZ-module OW . Since k is a field of characteristic 0 and Z is
separated, regular, noetherian and of finite Krull dimension, it follows for exam-
ple from [17], The´ore`me 4 that the γ-filtration and the filtration by codimension
of support induce the same filtration on K0(Z) ⊗ k, and that CH(Z) → K0(Z)
induces an isomorphism from CH(Z)k to the graded k-vector space associated to
K0(Z) ⊗ k. The ring structure on K0(Z) then defines a structure of graded com-
mutative k-algebra on the graded k-vector space CH(Z)k, which coincides when
Z is smooth and quasi-projective over a field with that induced by the Chow ring
structure of CH(Z). Similarly the pullback K0(Z)→ K0(Z ′) along any f : Z ′ → Z
in S defines a homomorphism f∗ : CH(Z)k → CH(Z ′)k of graded k-algebras, and
if f is proper and Z and Z ′ have Krull dimensions d and d′, the push forward
K0(Z
′) → K0(Z) along f defines a homomorphism f∗ : CH(Z ′)k → CH(Z)k of
degree d− d′ of graded k-vector spaces. We have (f ◦ f ′)∗ = f ′∗ ◦ f∗ and if f and
f ′ are proper (f ◦ f ′)∗ = f∗ ◦ f ′∗. If f : Z ′ → Z is proper we have the projection
formula f∗(z
′.f∗z) = f∗z
′.z for z in CH(Z)k and z
′ in CH(Z ′)k. If W is a closed
subscheme of Z with complement U and W lies in S, we have an exact sequence
(5.1.1) CH(W )k → CH(Z)k → CH(U)k → 0,
with the first arrow push forward along the embedding W → Z and the second
pullback along the embedding U → Z.
Let f : Z ′ → Z and p : Y → Z be morphisms in S such that the pullback
h : Y ′ → Y of f along p lies in S, and suppose that f is proper and that Y and Z ′
are Tor-independent over Z. Then if p′ : Y ′ → Z ′ is the projection, we have
(5.1.2) p∗ ◦ f∗ = h∗ ◦ p
′∗.
Indeed (5.1.2) holds with CH(−)k replaced by K0(−), as can be seen by a Cˇech
calculation after taking a finite affine open cover of Z ′ (see for example [10], 8.3.2
and [6], II 2.2.2.1).
Let j :W → Z in S be the embedding of a closed subscheme. Then j is a regular
immersion. If the conormal sheaf N of W in Z a free OW -module of rank > 0, then
(5.1.3) j∗ ◦ j∗ = 0.
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Indeed (5.1.3) holds with CH(−)k replaced by K0(−), because ([6], VII 2.4 and 2.5)
TorOZi (F ,OW ) is isomorphic to F⊗OW
∧iN for every i and locally free OW -module
of finite type F .
Let f : Z ′ → Z in S be proper and surjective. Then f∗ is injective and f∗ is
surjective. Indeed let W be a reduced and irreducible closed subscheme of Z with
generic point w. Then the fibre of f above w is non-empty. If w′ is the image in
Z ′ of a closed point of this fibre, then f(w′) = w, and the residue field of OZ′,w′
is finite over the residue field of OZ,w. Thus f∗ sends the class in CH(Z ′)k of the
reduced and irreducible closed subscheme of Z ′ with generic point w′ to a non-zero
multiple of the class in CH(Z)k of W . This shows that f∗ is surjective, and if
f∗(z
′) = 1, the injectivity of f∗ follows from the projection formula f∗(z
′.f∗z) = z.
Suppose now that f is proper and bijective, and hence a homeomorphism. Then
f∗ and f∗ are bijective. Indeed letW be a reduced and irreducible closed subscheme
of Z with generic point w. Then w = f(w′) for a unique point w′ of Z ′. Any regular
sequence in OZ,w which generates the maximal ideal of OZ,w has image in OZ′,w′
a regular sequence which generates in OZ′,w′ an ideal with radical the maximal
ideal. If w′ is the generic point of the reduced and irreducible closed subscheme
W ′ of Z ′, it thus follows by considering Koszul complexes that the fibre at w′ of
TorOZi (OW ,OZ′) is non-zero for i = 0 and zero for i > 0. Thus f
∗ sends the class
of W in CH(Z)k to a non-zero multiple of the class of W
′ in CH(Z ′)k. This shows
that f∗ is surjective. That f∗ is injective now follows from the projection formula
f∗f
∗(z) = f∗(1).z, because f∗(1) is a unit by the fact that f is a homeomorphism.
Denote by VS the cartesian monoidal category of those proper and smooth
schemes over S which are non-empty and of constant relative dimension. The
category VS has a dimension function with dimX the relative dimension of X over
S. By assumption, S lies in S, and hence every scheme in VS lies in S. We have a
Chow theory CH(−)k on VS which sends X to the graded k-algebra CH(X)k, with
p∗ and p∗ for p : X → Y in VS as defined above. Indeed it is clear that conditions
(a), (b), and (c) in the equivalent form (c)′, of Definition 3.1.1 are satisfied. Given
X → X ′ and Y in VS , the projection X ′×S Y → X ′ is flat, and hence X ′×S Y and
X are Tor-independent over X ′, so that by (5.1.2) condition (d) in the equivalent
form (d)′ is also satisfied.
Write (M0S,k, h0S,k, ν0S,k) for the Poincare´ duality theory associated to CH(−)k
on VS , and γ for the universal morphism. Pushing forward along the embedding
of M0S,k into a pseudo-abelian hull MS,k, we obtain a Poincare´ duality theory
(MS,k, hS,k, νS,k). Then MS,k is the rigid k-tensor category of k-linear Chow mo-
tives over S, and
M0S,k(1, h
0
S,k(−)(·)) =MS,k(1, hS,k(−)(·)).
Usually we write hS,k and νS,k as hS and νS or simply as h and ν. As in (3.4.1), γ
defines for every X and Y in VS and m and n an isomorphism
γX,Y,m,n : CH
dimX+n−m(X × Y )k
∼
−→MS,k(h(X)(m), h(Y )(n))
such that (i), (ii), (iii) and (iv) of Proposition 3.4.1 hold, as well as (3.4.5), (3.4.6)
and (3.4.7). It is possible to take asMS,k the category of Chow motives as usually
defined, where an object is a triple (X, e,m) with X a proper smooth S-scheme,
e in CH(X ×S X)k idempotent under composition of correspondences, and m an
integer, and to identify M0S,k with the full subcategory consisting of the (X, e,m)
with X in VS and e the identity. If k
′ is an extension of k, there is a k-tensor functor
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from MS,k to MS′,k, unique up to tensor isomorphism, which defines a morphism
from (MS,k, hS,k, νS,k) to (MS,k′ , hS,k′ , νS,k′) compatible with the isomorphisms γ.
Let p : X → Y be a morphism in VS . By (3.4.6), h(p) : h(Y ) → h(X) is a
section if and only if there is a β in CH(X ×S Y )k with (p × Y )∗(β) the class of
the diagonal of Y in CH(Y ×S Y )k, and by (3.4.7) h(p) is a retraction if and only
if there is an α in CH(X ×S Y )k with (X × p)∗(α) the class of the diagonal of X
in CH(X ×S X)k. It follows that h(p) is a section when p is surjective, and an
isomorphism when p is a universal homeomorphism. In particular taking for p the
structural morphism of X shows that the identity 1→ h(X) is a section in MS,k.
Let f : S′ → S be a morphism with S′ in S connected. Then the product-
preserving functor −×S S′ : VS → VS′ defined by f preserves the dimensions, and
the homomorphisms
(5.1.4) CH(X)k → CH(X ×S S
′)k
defined by the projections X ×S S′ → X give a morphism ϕ of Chow theories
from CH(−)k on VS to the pullback along VS → VS′ of CH(−)k on VS′ . Indeed
condition (a) of Definition 3.1.2 is clearly satisfied. Also X and Y ×S S′ are Tor-
independent over Y for any X → Y in VS , because X and Y are both flat over S.
It thus follows from (5.1.2) that condition (b) of Definition 3.1.2 is satisfied. By
the universal property of (M0S,k, h0S,k, ν0S,k), there exists a unique morphism from
(M0S,k, h
0
S,k, ν
0
S,k) to the pullback of (M
0
S′,k, h
0
S′,k, ν
0
S′,k) along VS → VS′ whose
associated morphism of Chow theories coincides, modulo isomorphisms γ, with ϕ.
We obtain from it, using the universal property of the pseudo-abelian hullMS,k of
M0S′,k, a k-tensor functor f∗ :MS,k →MS′,k such that
f∗(hS(X)(n)) = hS′(X ×S S
′)(n)
for every X and n, and such that by (3.4.3) the action of f∗ on morphisms from
hS(X)(m) to hS′(Y )(n) is given, modulo the isomorphisms γ and the structural
isomorphisms of VS → VS′ , by (5.1.4) with X replaced by X ×S Y . If f is proper
and surjective then (5.1.4) is injective for every X , so that f∗ is faithful.
Suppose that f : S′ → S is proper and smooth. Then any object in VS′ may be
regarded, after composing its structural morphism with f , as an object of VS . For
any integers n and n′ and X in VS and X ′ in VS′ , we obtain an isomorphism
(5.1.5) MS,k(hS(X)(n), hS(X
′)(n′))
∼
−→MS′,k(hS′(X ×S S
′)(n), hS′(X
′)(n′))
by applying f∗ and then composing with hS′(aX′)(n
′), where aX′ : X
′ → X ′×S S′
the canonical morphism over S′. Indeed (3.4.7) shows that (5.1.5) coincides, modulo
the isomorphisms γ, with CHdimX+n
′−n(−)k applied to the isomorphism
(X ×S S
′)×S′ X
′ → (X ×S S
′)×S′ (X
′ ×S S
′)→ X ×S X
′.
It follows from (5.1.5) that f∗ has a right adjoint f∗, with
f∗(hS′(X
′)(n′)) = hS(X
′)(n′),
where the counit is
h(aX′)(n
′) : f∗f∗(hS′(X
′)(n′))→ hS′(X
′)(n′).
If α is the push forward of α′ along X ′ ×S′ Y ′ → X ′ ×S Y ′, then f∗ sends
γX′,Y ′,i′,j′(α
′) to γX′,Y ′,i′,j′(α), because by (3.4.6) the image of γX′,Y ′,i′,j′(α
′) ◦
hS′(aX′)(i
′) under the inverse of the adjunction isomorphism is γX′,Y ′,i′,j′(α).
Considering images of idempotent endomorphisms then shows using (3.4.5) that
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f∗(M
′(n′)) is isomorphic to f∗(M
′)(n′) for everyM ′, and using Proposition 3.4.1 (i)
that f∗(M
′∨) is isomorphic to f∗(M
′)∨(d) with d the relative dimension of S′ over
S. If bX : X ×S S′ → X is the projection, the unit is
hS(bX)(n) : hS(X)(n)→ f∗f
∗(hS(X)(n)),
because when X ′ = X ×S S′ and n = n′ the image of hS(bX)(n) under (5.1.5) is
the identity. Since every bX is surjective, every hS(bX) is a section, so that the unit
M → f∗f∗M is a section for every M in MS,k. Similarly if f is finite and e´tale
then every aX′ is an open and closed immersion, so that the counit f
∗f∗M
′ →M ′
is a retraction for every M ′ in MS′,k.
Suppose now that f is finite and e´tale. Then there exists a finite Galois cover
f1 : S1 → S of S with S1 connected such that the set Γ of morphisms from S1 to S′
over S is non-empty. For every σ ∈ Γ, composing the counit with σ∗ gives a natural
transformation c(σ) : f1
∗f∗ → σ∗. The morphism from f1∗f∗M ′ to
⊕
σ∈Γ σ
∗M ′
with component c(σ)M ′ at σ is then an isomorphism for every M
′ because it is an
isomorphism when M ′ = hS′(X
′)(n′). In particular the rank of f∗M
′ is the rank
of M ′ multiplied by the degree of f . Further f1
∗f∗ preserves positive and negative
objects. Since f1
∗ is faithful, it follows that f∗ preserves positive and negative
objects.
Proposition 5.1.1. If S′ is the spectrum of the local ring of the generic point of
S and f : S′ → S is the inclusion, then f∗ : MS,k → MS′,k is full, and every
morphism in its kernel is tensor nilpotent.
Proof. It is enough to show that (5.1.4) is surjective for every X in VS , and that
if α lies in its kernel and Xn is the n-fold fibre product of X over S, then α⊗n in
CH(Xn)k is 0 for some n. The surjectivity of (5.1.4) is clear, because each cycle in
CH(X×S S′)k is the pullback along X×S S′ → X×SU of a cycle in CH(X×SU)k
for some non-empty open subscheme U of S, and CH(X)k → CH(X ×S U)k is
surjective.
Let U 6= S be a non-empty open subscheme of S. Then we can see as follows
that there is an open subscheme U ′ of S strictly containing U such that for every
Y in VS and β in CH(Y )k with restriction 0 to Y ×S U , the restriction of β⊗2 to
Y 2 ×S U ′ is 0. The reduced subscheme W1 of S with support S − U has a non-
empty connected open subscheme W which is regular and hence lies in S, because
S and hence W1 is excellent ([9], 7.8.6 (iii)). Then U ∪W is an open subscheme
U ′ of S which is connected because S is irreducible, and W 6= U ′ is a non-empty
closed subscheme of U ′ with complement U . By takingW sufficiently small we may
suppose that the conormal sheaf of W in U ′ is free. Suppose that β in CH(Y )k has
restriction 0 to Y ×S U . Then (5.1.1) applied to the embedding i of Y ×S W into
Y ×S U ′ shows that β has restriction i∗(δ) to Y ×S U ′ for some δ in CH(Y ×SW ).
If j is the embedding of Y 2 ×S W into Y 2 ×S U ′, then by (5.1.2) we have
(prr)
∗i∗(δ) = j∗((prr)
∗(δ))
for r = 1, 2, because the projections are flat. Thus the restriction of β⊗2 to Y 2×SU ′
is
j∗((pr1)
∗(δ)).j∗((pr2)
∗(δ)) = j∗(j
∗j∗((pr1)
∗(δ)).((pr2)
∗(δ))) = 0
by (5.1.3), because the conormal sheaf of Y 2×SW in Y 2×S U ′ is free of rank > 0.
Now let α be a cycle in the kernel of CH(X)k → CH(X×S S′)k. Then for some
non-empty open subscheme U0 of S the restriction of α to X ×S U0 is 0. Since S
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is noetherian, it follows inductively by the above that there is an ascending chain
of open subschemes U0, U1, . . . , Um = X of X such that the restriction of α
⊗2r to
X2
r
×S Ur is 0. Taking r = m now gives what is required. 
A motive in MS,k is called effective if it is a direct summand of h(X) for some
X in VS . Since 1 is a direct summand of h(P1S), any direct summand of h(X) is
also a direct summand of h(X1) with X1 = X×SP1S of dimension dimX+1. The
full subcategory ofMS,k consisting of the effective motives is thus pseudo-abelian,
a hence k-tensor subcategory, which we denote by MeffS,k. The motive 1(−1) is
effective, because it is a direct summand of h(P1S). If M inMS,k is effective, then
MS,k(1,M(i)) = 0
for i < 0, because it is isomorphic when M = h(X) to CHi(X)k. Given f : S
′ → S
in S with S′ connected, f∗ preserves effective motives, as does f∗ when f is proper
and smooth. If M is a direct summand of h(X) for some X of dimension ≤ d, then
M andM∨(−d) are effective. The converse holds when S is the spectrum of a field,
but this will not be needed.
For any integer i ≥ 0, we define inductively as follows the notion of effective
motive of degree ≥ i. Every effective motive in MS,k will be said to be of degree
≥ 0. If i > 0, a motive M in MS,k will be called effective of degree ≥ i if M is
effective and if
MS,k(1,M ⊗ L(i− 1)) = 0
for every effective motive L inMS,k of degree ≥ i− 1. An effective motive M is of
degree ≥ i if and only if M(−1) is of degree ≥ i + 2. Indeed the “only if” follows
because M(−1) ⊗ L(i + 1) is isomorphic to L ⊗M(i), and the “if” then follows
because M ⊗ L(i − 1) coincides with M(−1) ⊗ L(−1)(i + 1). It is easily seen by
induction on i that M effective of degree ≥ i+1 implies M effective of degree ≥ i,
by showing at the same time that M effective of degree ≥ i impliesM(−1) effective
of degree ≥ i + 1. Similarly if M is effective of degree ≥ i and N is effective then
M ⊗N is effective of degree ≥ i. In what follows essential use will be made of this
notion only for i = 0, 1, 2.
For i ≥ 0, a motive M will be called effective of degree ≤ i if M is effective and
M∨(−i) is effective of degree ≥ i, and effective of degree i if it is effective of degree
≥ i and of degree ≤ i. For M effective, M of degree ≤ i implies M of degree ≤ i+1
and M(−1) of degree ≤ i+ 2. If M is effective of degree ≥ i+ 1 and N is effective
of degree ≤ i, then MS,k(N,M) = 0. If both M and M∨(−i) are effective, and in
particular if M is a direct summand of h(X) with dimX ≤ i, then M is of degree
≤ 2i.
Proposition 5.1.2. If S is the spectrum of a field and f : S′ → S is defined
by a purely inseparable extension, then f∗ : MS,k → MS′,k is an equivalence of
categories, and it induces an equivalence between the full subcategories of effective
motives.
Proof. We may assume that S is of characteristic > 0 and f is finite. For every X
in VS , the projection from X ×S S′ to X is then proper and bijective, and hence
induces an isomorphism from CH(X)k to CH(X ×S S′). Thus f∗ is fully faithful.
Since f is defined by a finite purely inseparable extension, a sufficiently high power
FrnS′ of the Frobenius endomorphism FrS′ of S
′ factors as
S′
f
−→ S → S′.
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Let X ′ be a scheme in VS′ . Then if X is the pullback of X ′ along S → S′, the
pullback X˜ ′ ofX ′ along FrnS′ coincides with the pullback ofX along f . By naturality
of Fr, the endomorphism FrnX′ ofX
′ factors as a morphismX ′ → X˜ ′ over S′ followed
by the projection X˜ ′ → X ′. Then X ′ → X˜ ′ is a universal homeomorphism. Hence
hS′(X
′) is isomorphic inMS′,k to f∗hS(X). Since f∗ is fully faithful, it follows that
any direct summandM ′ of hS′(X
′) is isomorphic to f∗M for some direct summand
M ′ of hS(X). Thus f
∗ is essentially surjective on full subcategories of effective
motives. 
Let f : S′ → S be dominant with S′ in S connected. We can see as follows that
f∗ : MS,k → MS′,k reflects isomorphisms, sections and retractions. Reduce by
Proposition 5.1.1 to the case where S is the spectrum of a field, then by replacing
S′ by an open subscheme to the case where S′ is affine, next by writing S′ as the
limit of schemes of finite type over S to the case where f is of finite type, and
finally replacing S′ by the reduced subscheme on a closed point to the case where
S′ is defined by a finite extension of fields, which may be assumed separable by
Proposition 5.1.2. It that case the unit M → f∗f∗M is a section for every M , so
that f∗ reflects sections. Taking duals then shows that f∗ also reflects retractions.
Similarly f∗ reflects Kimura objects: again we reduce to the case where f is defined
by a finite separable extension of fields, when f∗M a Kimura object implies f∗f
∗M
and hence M a Kimura object.
Let f : S′ → S be finite and e´tale with S′ connected. Then f∗(N ′∨) is isomor-
phic to f∗(N
′)∨ and f∗(N
′(n)) to f∗(N
′)(n) for every motive N ′ in MS′,k. Since
f∗ is right adjoint to f
∗ and the units M → f∗f∗M are sections and the counits
f∗f∗M
′ → M ′ are retractions, it follows that both f∗ and f∗ preserve and reflect
effective motives of degree ≥ i and effective motives of degree ≤ i. By Proposi-
tion 5.1.2, the same holds if f : S′ → S is defined by a finite extension of fields. If f
is defined by an algebraic extension of fields, then every object and every morphism
in MS′,k is the pullback from some finite subextension, so that again f∗ preserves
and reflects effective motives of degree ≤ i and of degree ≥ i.
Given X in VS , we have the Stein factorisation X → X0 → S of X → S, where
X0 → S finite and e´tale and p : X → X0 is surjective with geometrically connected
fibres. Then h(p) : h(X0) → h(X) is a section, and h(X0) is self-dual and hence
effective of degree ≤ 0. For any Y in VS , the morphism p ×S Y is proper and
surjective with geometrically connected fibres, and hence induces an isomorphism
from CH0(X0×SY )k to CH0(X×SY )k. Thus h(p)⊗h(Y ) induces an isomorphism
MS,k(1, h(X0)⊗ h(Y ))
∼
−→MS,k(1, h(X)⊗ h(Y )),
so that the cokernel of h(p) is effective of degree ≥ 1. Hence h(p) is universal among
morphisms inMS,k with target h(X) and source an effective motive of degree ≤ 0.
Since every effective M is a direct summand of some h(X), the embedding into
MeffS,k of the full subcategory of effective motives of degree ≤ 0 has a right adjoint
τ≤0, and for each M the counit τ≤0M → M is a section with cokernel effective of
degree ≥ 1. An effective motive M is of degree ≥ 1 if and only if τ≤0M = 0. We
have τ≤0h(X) = h(X0), so that the category of effective motives of degree 0 is the
category of k-linear Artin motives over S, i.e. the pseudo-abelian hull in MS,k of
the full subcategory consisting of the h(X) with X non-empty, finite and e´tale over
S. If M and M∨(−1) are effective, and in particular if M = h(X) with dimX ≤ 1,
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then applying τ≤0 to M
∨(−1) gives a decomposition
(5.1.6) M =M0 ⊕M1 ⊕M2(−1)
with M0 andM2 effective of degree 0 and M1 effective of degree 1. The functor τ≤0
commutes with pullback along any S′ → S, because the Stein factorisation does.
It follows that pullback preserves effective motives of degree ≥ 1.
For any effective motive M in MS,k, we write τ≥1M for the cokernel of the
counit τ≤0M → M . Then M → τ≥1M is universal among morphisms from M to
an effective motive of degree ≥ 1. If L is an effective motive of degree ≥ 1, there is
a retraction h(X) → L for some X in VS , which must factor through a retraction
τ≥1h(X) → L. Thus every effective motive of degree ≥ 1 is a direct summand of
some τ≥1h(X). Suppose that S is the spectrum of a separably closed field. Then
every X in VS has an S-point, and if X is connected the morphism p : h(X) → 1
defined by any S-point of X is left inverse to the counit 1 = τ≤0h(X) → h(X),
so that h(X) → τ≥1h(X) induces an isomorphism from Ker p to τ≥1h(X). Now
for X1 and X2 in VS with the same dimension, h(X1 ∐ X2) is a direct summand
of h(X1 × X2), because h(X1) and h(X2) have the direct summand 1. It follows
that for S the spectrum of a separably closed field, any effective motive inMS,k of
degree ≥ 1 is a direct summand of a motive Ker p with p : h(X)→ 1 defined by an
S-point of a connected X in VS .
Denote by S˜ the spectrum of the local ring of the generic point of S and by
j : S˜ → S the embedding. Then for X in VS , pullback along j induces a bijection
from the set of connected components of X to the set of connected components of
X ×S S˜, and hence an isomorphism from CH0(X)k to CH0(X ×S S˜)k. For L an
effective motive in MS,k, the functor j∗ : MS,k → MeS,k thus defines a natural
isomorphism
(5.1.7) MS,k(1, L)
∼
−→MeS,k(1, j
∗L).
Taking L = M ⊗N with M and N effective then shows that if M is effective and
j∗M is of degree ≥ 1 then M is of degree ≥ 1.
Given X in VS with Stein factorisation X → X0 → S, the reduced and irre-
ducible closed subschemes of X of codimension 1 with image in S strictly contained
in S are the pullbacks along X → X0 of the reduced and irreducible closed sub-
schemes of X0 of codimension 1. With S˜ as above, we thus have a short exact
sequence
0→ CH1(X0)k → CH
1(X)k → CH
1(X ×S S˜)k → 0.
Hence for L an effective motive in MS,k we have a short exact sequence
(5.1.8) 0→MS,k(1, (τ≤0L)(1))→MS,k(1, L(1))→MeS,k(1, (j
∗L)(1))→ 0
which is natural in L, where j is the embedding. If L = M ⊗ N with M and N
effective and N of degree ≥ 1, then τ≤0L = 0 because L is effective of degree ≥ 1.
Thus if M is effective and j∗M is of degree ≥ 2 then M is of degree ≥ 2.
Proposition 5.1.3. Let i ≥ 0 and j ≥ 0 be integers with i+ j ≤ 2, and let M and
N be effective motives in MS,k. Then M ⊗N is of degree ≤ i+ j if M is of degree
≤ i and N is of degree ≤ j, and M ⊗N is of degree ≥ i + j if M is of degree ≥ i
and N is of degree ≥ j.
Proof. By definition, an effective motive L is of degree ≤ r if and only if L∨(−r) is
effective of degree ≥ r. Thus it is enough to prove that M ⊗N is of degree ≥ i+ j
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if M is of degree ≥ i and N is of degree ≥ j. The cases where i or j is 0 have been
seen. It remains to consider the case where i = j = 1.
Suppose that both M and N are of degree ≥ 1. It is to be shown that M ⊗ N
is of degree ≥ 2. Write S˜ and S for the respective spectra of the local ring of
the generic point of S and its algebraic closure. It has been seen that an effective
motive in MS,k is of degree ≥ 2 when its pullback along S˜ → S is of degree ≥ 2,
and similarly for pullback along S → S˜. Since pullback preserves effective motives
of degree ≥ 1, we may thus suppose after replacing S by S that S is the spectrum
of an algebraically closed field. We show in this case that if L1, L2, L3 are effective
motives in MS,k of degree ≥ 1, then
(5.1.9) MS,k(1, L1 ⊗ L2 ⊗ L3(1)) = 0.
Taking L1 = M , L2 = N will then give the required result. We may suppose that
Lr = Ker pr for r = 1, 2, 3 with pr : h(Xr) → 1 defined by an S-point xr of a
connected Xr in VS . The left hand side of (5.1.9) may be then identified by means
of the natural isomorphism
MS,k(1, h(X1)⊗ h(X2)⊗ h(X3)(1))
∼
−→ CH1(X1 ×S X2 ×S X3)k,
with the k-subspace of CH1(X1 ×S X2 ×S X3)k consisting of those elements with
restriction 0 to the subscheme with rth coordinate xr for r = 1, 2, 3. By the theorem
of the cube, this k-subspace is 0 as required. 
Suppose that S is the spectrum of a field. Call a Z in VS almost abelian if
for some S′ over S defined by a finite separable extension Z ×S S′ can be given a
structure of abelian variety over S′. It is equivalent to require that Z can be given
a structure of principal homogeneous space under some abelian variety A over S.
Let X in VS be geometrically connected. Then there exists a morphism
X → Alb1(X)
which is universal among morphisms X → Z in VS with Z almost abelian, and its
formation commutes with extension of scalars. We briefly recall its construction.
By Galois descent we may suppose that X has an S-point x. Write P(X) for the
reduced subscheme of the Picard scheme of X with support the identity component.
It is an abelian variety and represents the functor on reduced connected pointed
schemes (W,w) over S that sends (W,w) to the subgroup of Pic(X ×S W ) trivial
on x×W and X × w. If we take Alb1(X) = PP(X), then the morphism a : X →
Alb1(X) defined by the universal element of Pic(X ×S P(X)) has the required
universal property. Also a induces an isomorphism from P(Alb1(X)) to P(X), and
hence for any reduced connected pointed scheme (W,w) over S an isomorphism
from the subgroup of Pic(Alb1(X)×S W ) trivial on a(x)×W and Alb
1(X)×w to
the subgroup of Pic(X ×S W ) trivial on x×W and X × w.
Theorem 5.1.4. Every effective motive of degree 0 in MS,k is positive and every
effective motive of degree 1 in MS,k is negative.
Proof. Pulling back along S′ → S with S′ the spectrum of an algebraic closure of
the local ring of the generic point of S, we may assume that S is the spectrum of
an algebraically closed field. An effective motive of degree 0 is then a direct sum of
objects 1, and hence is positive.
Let N be an effective motive of degree 1. Since N∨(−1) and N are effective of
degree ≥ 1, there exist connected X and Y in VS and S-points x : S → X and
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y : S → Y such that N∨(−1) is a direct summand of Kerh(x) and N of Kerh(y).
Then we have sections u : N∨(−1)→ h(X) and v : N → h(Y ) with h(x) ◦ u = 0
and h(y) ◦ v = 0. If X has dimension d and we write
f = v ◦ u∨(−1) : h(X)(d− 1)→ h(Y ),
it follows that h(x)◦f∨(−1) = 0 and h(y)◦f = 0. Since u∨(−1) is a retraction and
v is a section, SnN = 0 if and only if Snf = 0. Now f = γX,Y,d−1,0(α) for some α
in CH1(X ×S Y )k, and by (3.4.7) and Proposition 3.4.1 (i) the restrictions of α to
x × Y and X × y are 0. By Proposition 3.4.1 (ii), (3.4.6) and (3.4.7), Snf is 0 if
and only if
(5.1.10)
∑
σ,τ∈Sn
ασ1,τ1.ασ2,τ2. · · · .ασn,τn,
in CHn(Xn ×S Y n)k is 0, where αij denotes the pullback of α along the product
Xn ×S Y n → X ×S Y of the ith and jth projection. To prove that N is negative,
it thus suffices to show that (5.1.10) is 0 for some n.
Write A for Alb1(X) and B for Alb1(Y ). We may regard A and B as abelian
varieties over S with identities the images of x and y under the canonical morphisms
a : X → A and b : Y → B. Factoring a× b as (A× b) ◦ (a× Y ) shows that pullback
along a× b induces an isomorphism from the subspace of CH1(A×S B)k trivial on
0×B and A×0 to the subspace of CH1(X×S Y )k trivial on x×Y and X×y. Thus
α is the pullback along a× b of a π in CH1(A×S B)k trivial on 0×B and A× 0.
The pullback of π along the product Ar ×S Bs → A ×S B of the r-fold addition
of A and s-fold addition of B is
∑
1≤i≤r,1≤j≤s πij , with πij the pullback of π along
the product of the ith and jth projection. This can be seen by induction on r and
the seesaw principle, by restricting to subschemes of Ar ×S Bs with all coordinates
constant but the first and noting that the restriction πz of π to A × z = A is
translation invariant with πz + πz′ = πz+z′ . Now (5.1.10) coincides with
(5.1.11)
∑
I,J⊂[1,n]
(−1)|I|+|J|(
∑
i∈I,j∈J
αij)
n.
Indeed (5.1.11) is a sum of terms cαi1j1 .αi2j2 . · · · .αinjn , where c is (−1)
|I|+|J|
summed over the I that contain I0 = {i1, i2, . . . , in} and the J that contain
J0 = {j1, i2, . . . , jn}, and hence c = 1 when I0 = J0 = [1, n] and c = 0 otherwise.
Each nth power on the right of (5.1.11) is a pullback of πn in CHn(A×SB)k. Thus
for n greater than the dimension of A×S B, (5.1.11) and hence (5.1.10) is 0. 
Theorem 5.1.5. For i = 0, 1, the full subcategory of MS,k consisting of the effec-
tive motives of degree i is semisimple abelian.
Proof. Let M and N be effective motives of degree i, where i is 0 or 1. It is
enough by Theorem 5.1.4 to show that any morphism M → N inMS,k with image
0 in MS,k is 0. If j : S˜ → S is the embedding of the spectrum of the local
ring of the generic point of S, then (5.1.7) and (5.1.8) with L the effective motive
N⊗M∨(−i) of degree ≥ i show that j∗ induces an isomorphism fromMS,k(M,N)
to MeS,k(j
∗M, j∗N). Since by Proposition 5.1.1 j∗ induces a fully faithful functor
fromMS,k toMeS,k, we may thus after replacing S, M and N by S˜, j
∗M and j∗N
suppose that S is the spectrum of a field. Passing to an algebraic closure, we may
further suppose that S is the spectrum of an algebraically closed field. The case
i = 0 is clear because M and N are direct sums of copies of 1.
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Let L1 and L2 be effective motives of degree ≥ 1. We show that any morphism
(5.1.12) 1→ L1 ⊗ L2(1)
inMS,k with image 0 inMS,k is 0. The case i = 1 will follow by taking L1 = N and
L2 =M
∨(−1). We may suppose that Lr = Ker pr for r = 1, 2 with pr : h(Xr)→ 1
defined by an S-point xr of a connected Xr in VS. The k-vector space of morphisms
(5.1.12) may be then identified by means of the natural isomorphism
MS,k(1, h(X1)⊗ h(X2)(1))
∼
−→ CH1(X1 ×S X2)k
with the k-subspace of CH1(X1×SX2)k consisting of those elements with restriction
0 to the subscheme with rth coordinate xr for r = 1, 2. Now for any connected
Z in VS the kernel of the projection CH1(Z)k → CH1(Z)k is the k-subspace
Pic0(Z)⊗Z k of CH1(Z)k = Pic(Z)⊗Z k, where Pic
0 denotes the group of divisor
classes algebraically equivalent to 0 (see e.g. [6], XIII 4.6). Since Pic0(X1 ×S X2)
is the product of Pic0(X1) and Pic
0(X2), the required result follows. 
A bilinear form ϕ :M⊗N → 1(n) in a Tate k-pretensor category C will be called
non-degenerate if there is a morphism ψ : 1(n) → N ⊗M such that ψ(−n) and
ϕ(−n) are the unit and counit of a duality pairing between M and N . Similarly
ψ will be called non-degenerate when there exists a ϕ. If M has a dual M∨, then
by uniqueness up to unique isomorphism of duals, ϕ is non-degenerate if and only
if the morphism N(−n)→ M∨ induced by ϕ is an isomorphism, and similarly for
ψ. When M = N , the form ϕ is symmetric if and only if ψ is symmetric. We then
identify ϕ with the morphism S2N → 1(n) through which it factors, and similarly
for ψ.
Suppose that C is a Kimura k-tensor category and that N is a negative object
in C of rank −2r. Then ψ : 1(n)→ S2N is non-degenerate if and only if
(5.1.13) ψ(r) : 1(rn)→ S2rN,
defined as the composite of ψ⊗r with (S2N)⊗r → S2rN given by the algebra struc-
ture of SymN , is an isomorphism. To see this we may suppose after replacing C
by Cred that C is split. After modifying the symmetry of C, it is then equivalent
to show that if C is a positive Kimura category and N is of rank 2r, the form
ψ : 1(n)→
∧2
N is non-degenerate if and only if ψ(r) : 1(rn)→
∧2r
N defined us-
ing the algebra structure of
∧
N is an isomorphism. As in 2.5, we may suppose that
C is a separated Tate k-tensor category. By Corollary 4.1.3 and Lemma 2.5.3, there
is thus a faithful conservative Tate k-tensor functor from C to the category of finitely
generated projective modules over a commutative k-algebra R with 1(1) = R. It is
enough to prove that ψ : R→
∧2R2r is non-degenerate if and only if ψ(r) : R→ R
is an isomorphism. This is clear because if we identify ψ with a skew-symmetric
2r× 2r matrix, then ψ(r) is 2rr! times the Pfaffian of ψ, while ψ is non-degenerate
if and only if the determinant of ψ, which is the square of the Pfaffian, is invertible.
By an abelian scheme over S we mean a proper and smooth group scheme A
over S with geometrically connected fibres. For such an A it can be seen as follows
that h(A) is a Kimura object inMS,k. Since pullback along a dominant morphism
reflects Kimura objects, we may after replacing S by the spectrum of an algebraic
closure of the local ring of its generic point suppose that S is the spectrum of an
algebraically closed field. Then there is a surjective morphism X → A over S with
X a product of proper smooth curves Xi over S. Since h(A)→ h(X) is a section,
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h(A) is a direct summand of h(X). By (5.1.6) and Theorem 5.1.4 each h(Xi) is a
Kimura object. Thus h(X) and hence h(A) a Kimura object.
Since the group law on an abelian scheme A over S is commutative, h(A) has
a structure of commutative and cocommutative Hopf algebra in MS,k. For n an
integer, we write the multiplication by n on A as nA. Then h(nA) = nh(A). If
n 6= 0, then nA : A→ A is surjective, so that the endomorphism nh(A) of h(A) is a
section, and hence since h(A) is a Kimura object an isomorphism, in MS,k.
The following result is essentially equivalent to the one proved by Ku¨nnemann
[12] using the Fourier-Mukai transform for abelian schemes. We deduce it here from
the Hopf theorem for Kimura categories.
Theorem 5.1.6. Let A be an abelian scheme over S of relative dimension g. Then
the Hopf algebra h(A) in MS,k is symmetric. The component h1(A) of h(A) on
which nh(A) acts as n for every n is a negative object of rank −2g, and there exists
a non-degenerate symmetric bilinear form S2h1(A)→ 1(−1).
Proof. Since h(A) is a Kimura object inMS,k with nh(A) an isomorphism for n 6= 0,
it is symmetric Hopf algebra by Theorem 4.3.1.
To prove the final two statements, we may suppose using Proposition 5.1.1 that
S is the spectrum of a field. Write hi(A) for the direct summand of h(A) on which
h(nA) acts as n
i for each n. Then using the algebra structure of h(A) we may
identify Sih1(A) with hi(A) for each i. Since (nA)∗(1) = n
2g in CH0(A)k = k for
every integer n, and since by Proposition 3.4.1 (i) and (iv) the transpose νA of the
identity of h(A) is γA,S,g,0(1), it follows from (3.4.6) the composite of nh(A)(g) with
νA is n
2gνA. Thus νA is non-zero on the component h
2g(A)(g) of h(A)(g) and zero
on all other components. Since the pairing defined by composing the gth twist of
multiplication of h(A) with νA is non-degenerate, it follows that S
ih1(A) = hi(A)
is non-zero for i = 2g and zero for i > 2g. Thus h1(A) has rank −2g.
Let α be the class in CH1(A)k of a symmetric ample divisor, and write
a = γS,A,−1,0(α) : 1(−1)→ h(A)
and ai for the component 1(−1) → h
i(A) of a. Then we have a0 = 0 because
MS,k(1(−1),1) = 0, and a1 = 0 because (−1)h(A) ◦ a = a by symmetry of α. Thus
a2
(g) : 1(−g)→ S2gh1(A)
as in (5.1.13) is the only non-zero component of ag : 1(−g) → h(A). By (3.4.5),
ag = γS,A,−g,0(α
g) and νA(−g) = γA,S,0,−g(1). Also αg in CHg(A)k has non-
zero push forward along CHg(A)k → CH0(S)k = k, because α is the class of an
ample divisor. Thus by Proposition 3.4.1 (iii) the endomorphism νA(−g) ◦ ag of
1(−g) is non-zero and hence an isomorphism. Since S2gh1(A) is positive of rank
1, it follows that a2
(g) is an isomorphism. This implies as was seen above that
a2 : 1(−1) → S2h1(A) is non-degenerate. Thus there exists a non-degenerate
S2h1(A)→ 1(−1). 
For A as in Theorem 5.1.6 we write hi(A) for the direct summand of h(A) on
which h(nA) acts as n
i for each n. The multiplication of h(A) then defines an
isomorphism Sih1(A)
∼
−→ hi(A) for each i. Since h1(A) is negative of rank −2g
and a non-degenerate bilinear form S2h1(A) → 1(−1) exists, h2g(A) = S2gh1(A)
is isomorphic to 1(−g). The generator νA of the 1-dimensional k-vector space
MS,k(h(A)(g),1) thus factors through an isomorphism h
2g(A)(g)
∼
−→ 1. Further
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h1(A)∨(−1) is isomorphic to h1(A). Thus h0(A) = 1 is effective of degree 0 and
h1(A) is effective of degree 1, so that by Proposition 5.1.3 hi(A) is effective of degree
≥ 2 when i ≥ 2.
Suppose that S is the spectrum of a field, and let Z be a principal homogeneous
space under an abelian variety A over S. Then h(Z) and h(A) are isomorphic as
objects and even as algebras in MS,k. Indeed the class of Z in the Weil–Chaˆtelet
group of A is annulled by some integer n > 0. The push forward Z ′ of Z along
nA : A → A is then isomorphic to A, while Z → Z ′ induces an isomorphism
h(Z ′)
∼
−→ h(Z) because h(Z ′ ×S S
′)→ h(Z ×S S
′) is an isomorphism for some S′.
For completeness we prove in Theorem 5.1.7 below the existence of a right adjoint
τ≤1 analogous to τ≤0. This result will not be required for what follows. Similar
results have been obtained by a different method by Murre [15].
Theorem 5.1.7. (i) For i = 0, 1, the embedding into MeffS,k of the full sub-
category of effective motives of degree ≤ i has a right adjoint τ≤i.
(ii) For i = 0, 1 and every M in MeffS,k, the counit τ≤iM →M is a section and
its cokernel is of degree ≥ i+ 1.
(iii) If X is in VS and X → X0 → S is the Stein factorisation of X → S, then
X → X0 defines an isomorphism h(X0)
∼
−→ τ≤0h(X).
(iv) If S is the spectrum of a field and X in VS is geometrically connected over
S, then the canonical morphism X → Alb1(X) defines an isomorphism
τ≤1h(Alb
1(X))
∼
−→ τ≤1h(X).
Proof. It has already been seen that (i) and (ii) for i = 0 and (iii) hold. Call a
morphism u : N →M in MeffS,k 1-universal if N is of degree ≤ 1 and u is a section
with cokernel of degree ≥ 2. Such a u is universal among morphisms N ′ → M to
M with N ′ effective of degree ≤ 1. To prove (i) and (ii) for i = 1 and (iv), it will
thus suffice to show the following.
(1) If X in VS has geometrically connected fibres, there is a 1-universal mor-
phism with target h(X).
(2) For S and X as in (iv), the composite with h(Alb1(X)) → h(X) of a
1-universal morphism with target h(Alb1(X)) is 1-universal.
Indeed since 1-universal morphisms are preserved by finite e´tale push forward, (1)
will then hold for an arbitrary X in VS , by the Stein factorisation.
Suppose first that S is the spectrum of a field, and let X be as in (1) and (2).
Then Alb1(X) is a principal homogeneous space under an abelian variety A over
S, and h(Alb1(X)) is isomorphic to h(A). It has been seen that the embedding
e : 1⊕ h1(A) = h0(A) ⊕ h1(A)→ h(A)
is 1-universal. Hence the composite of e with an isomorphism h(A)
∼
−→ h(Alb1(X))
is 1-universal. Thus (1) will follow in this case from (2), in the stronger form that
there is a 1-universal morphism 1⊕N → h(X) with N effective of degree ≥ 1 and
N∨(−1) isomorphic to N .
To prove (2) we may suppose that S is the spectrum of an algebraically closed
field, because pullback along an algebraic extension of fields preserves and reflects
1-universal morphisms. Then X has an S-point x. We may identify Alb1(X) with
A in such a way that the canonical morphism a : X → A sends x to the identity of
A. It is then to be shown that
h(a) ◦ e : 1⊕ h1(A)→ h(X)
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is 1-universal. For some n the composite Xn → An → A defined using the multi-
plication of A is surjective. The composite
(5.1.14) h(A)→ h(A)⊗n → h(X)⊗n
is then a section. Write L for the kernel of the retraction h(X)→ 1 defined by x.
The unit 1→ h(X) and L→ h(X) give a direct sum decomposition h(X) = 1⊕L,
and h(a) sends 1 to 1 and h1(A) to L because h1(A) is contained in the kernel of
h(A)→ 1 defined by the identity of A. Thus we have a commutative diagram
1⊕ L −−−−→ 1⊕ L⊕n −−−−→ (1⊕ L)⊗n h(X)⊗nx
x
x
x
1⊕ h1(A) −−−−→ 1⊕ h1(A)⊕n −−−−→ (1⊕ h1(A))⊗n −−−−→ h(A)⊗n
where for example L⊕n consists of the n summands of (1⊕ L)⊗n with exactly one
factor L and L → L⊕n is the diagonal embedding. The left vertical arrow of this
diagram is h(a) ◦ e, and its bottom right leg is e composed with (5.1.14). Since
both e and (5.1.14) are sections, it follows that h(a) ◦ e is a section.
Let v : M ′ → M ′′ be a section in MS,k with M ′ and M ′′ effective and M ′ of
degree ≤ 1. Then v is 1-universal if and only if the homomorphism
θv,M :MS,k(1,M
′ ⊗M(1))→MS,k(1,M
′′ ⊗M(1))
induced by v is an isomorphism for every effective M of degree ≥ 1. Since e is
1-universal and θh(a)◦e,M = θh(a),M ◦ θe,M , the morphism h(a) ◦ e will thus be
1-universal provided that θh(a),M is an isomorphism for every effective M of degree
≥ 1. We may suppose thatM = Ker p, where p : h(Y )→ 1 is defined by an S-point
y of a connected Y in VS . We have an exact sequence
0→MS,k(1, h(Z)⊗ (Ker p)(1))→ CH
1(Z ×S Y )k → CH
1(Z)k,
natural in Z in VS , with the last arrow defined by y. The universal property of the
Picard scheme B of Y thus gives an isomorphism
HomS(Z,B)⊗Z k
∼
−→MS,k(1, h(Z)⊗ (Ker p)(1))
which is natural in Z. The universal property of a : X → A applied to the connected
components of Bred then shows that θh(a),Kerp is an isomorphism. Thus h(a) ◦ e is
1-universal. This proves (2).
To prove (1) for arbitrary S, write S˜ for the spectrum of the local ring of the
generic point of S and j : S˜ → S for the inclusion. It follows from (2) that
heS(X ×S S˜) is the target of a 1-universal morphism u˜ in MeS,k with source 1⊕ N˜ ,
with N˜ effective of degree ≥ 1 and N˜∨(−1) isomorphic to N˜ . By Proposition 5.1.1,
there is a section u : 1 ⊕ N → hS(X) in MS,k with j∗(N) isomorphic to N˜ and
j∗(u) isomorphic as a morphism with target heS(X×S S˜) inMeS,k to u˜. Now for M
inMS,k effective and i = 1, 2, it has been seen that M is of degree ≥ i when j∗(M)
is of degree ≥ i. The cokernel of u is thus effective of degree ≥ 2, and N is effective
of degree ≥ 1, so that N is effective of degree ≤ 1 since N∨(−1) is isomorphic to
N . Hence u is 1-universal. This proves (1). 
It follows from Theorem 5.1.7 (i) and (ii) that for i = 0, 1, 2 the embedding into
MeffS,k of the full subcategory of effective motives of degree ≥ i has a left adjoint
τ≥i, and that for i = 0, 1 the cokernel of τ≤iM → M is M → τ≥i+1M . If M and
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M∨(−d) are effective, and in particular if M is a direct summand of h(X) with
dimX ≤ d, then applying τ≤0 and τ≤1 to (τ≥2M)∨(−d) gives a decomposition
M =M0 ⊕M1 ⊕M2 ⊕M3(−d+ 1)⊕M4(−d)
of M , with M0 and M4 effective of degree 0, M1 and M3 effective of degree 1, and
M2 and M2
∨(−d) effective of degree ≥ 2.
It is clear that τ≤0 and τ≤1 commute with push forward along a finite e´tale
morphism S′ → S, and it has been seen that τ≤0 commutes with arbitrary pull-
back. Theorem 5.1.7 implies as follows that τ≤1 commutes with arbitrary pullback,
so that pullback preserves effective motives of degree ≥ 2. It is enough to show
that for every f : S′ → S and X the canonical morphism from f∗τ≤1hS(X) to
τ≤1f
∗hS(X) is an isomorphism. Since this morphism is by Theorem 5.1.7 (ii) a
section, it thus suffices to show that ranks r+ and r− of the positive and negative
summands of τ≤1hS(X) and r
′
+ and r
′
− of the positive and negative summands of
τ≤1hS′(X ×S S
′) coincide. To do this we may suppose that S′ is the spectrum of
a field. Since τ≤1 commutes with finite e´tale push forward, we may also suppose
that X has geometrically connected fibres. If Alb1(X ×S S′) is a principal homo-
geneous space under A′, then τ≤1hS′(X ×S S′) is isomorphic to 1 ⊕ h1(A′). Thus
by Theorem 5.1.7 (iv), r+ = r
′
+ = 1, while
r′− = −2 dimAlb
1(X ×S S
′),
which is independent of S′ and f . Thus we may suppose finally that f is the
embedding of the spectrum of the local ring of the generic point of S. In that
case it suffices to note that by Proposition 5.1.1 the direct summand h1(A′) of
hS′(X ×S S′) lifts to a direct summand N of hS(X), with N∨(−1) isomorphic to
N because h1(A′)∨(−1) is isomorphic to h1(A′).
Let J be a proper tensor ideal of MS,k, and M′ be a pseudo-abelian hull of
MS,k/J . Then M′ is the category of k-linear motives over S modulo the equiva-
lence defined by J . We may define in the same way as forMS,k a notion of effective
motive, and effective motive of degree ≥ i and ≤ i, in M′. For i = 0, 1, 2, it can
be seen inductively that a motive in M′ is effective of degree ≥ i if and only if it
is a direct summand of the image in M′ of an effective motive in MS,k of degree
≥ i. Suppose for example that i is 1 or 2 and that M ′ in M′ is effective of degree
≥ i. Then if P : MS,k → M
′ is the projection, there is an effective M in MS,k
such that we have a retraction P (M)→M ′ inM′. The cokernelM1 of the section
τ≤i−1M →M is effective of degree ≥ i, and
P (τ≤i−1M)→ P (M)→M
′
is 0 inM′ because by induction P (τ≤i−1M)∨(−i+1) is effective of degree ≥ i− 1.
Thus P (M) → M ′ factors through a retraction P (M1) → M ′, and M ′ is indeed
a direct summand of an object P (M1) with M1 effective of degree ≥ i. It follows
from this that Proposition 5.1.3 and Theorems 5.1.4, 5.1.5 and 5.1.7 hold withMS,k
replaced by M′, and that P commutes with the τ≤i for i = 0, 1. Similarly if k′ is
an extension of k, then MS,k →MS,k′ commutes with the τ≤i for i = 0, 1.
5.2. Abelian motives. We denote byMabS,k the strictly full rigid k-tensor subcat-
egory of MS,k generated by 1(1) and the effective motives of degree either 0 or 1.
By Theorem 5.1.4, it is a Kimura k-tensor category. Equivalently by the decompo-
sition (5.1.6),MabS,k is the strictly full rigid k-tensor subcategory ofMS,k generated
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those motivesM for which M and M∨(−1) are effective. The motives inMabS,k will
be called abelian motives. If an abelian scheme of relative dimension > 0 over S
exists, then MabS,k is generated by the effective motives of degree 1. Indeed there
then exists by Theorem 5.1.6 an effective motive N degree 1 and rank < 0 inMS,k.
Then 1(−1) is a direct summand of N ⊗N∨(−1) with N∨(−1) effective of degree
1, and any effective motive M of degree 0 is a direct summand of (M ⊗N) ⊗N∨
with M ⊗N by Proposition 5.1.3 effective of degree 1.
We denote by ASS the full subcategory of the category of commutative group
schemes over S consisting of the abelian schemes over S. It has a structure of
cartesian monoidal category, and discarding the group structure defines a faith-
ful product-preserving functor ASS → VS . By Theorem 5.1.6, the composite of
(ASS)op → (VS)op with h : (VS)op →MS,k factors throughMabS,k. Thus we obtain
from (MS,k, h, ν) a Poincare´ duality theory (MabS,k, h
ab, νab) with source ASS . Fac-
toring out the maximal tensor ideal of MabS,k then gives a Poincare´ duality theory
(MabS,k, h
ab, νab).
By an algebra with involution in a k-pretensor category C we mean an algebra
R in C equipped with an automorphism of algebras θ : R
∼
−→ R such that θ2 = 1R.
Such a θ may be identified with a Z/2-grading of R in a pseudo-abelian hull of
C. A morphism R → R′ of algebras with involution is a morphism f : R → R′ of
algebras which commutes with the involutions. To any abelian scheme A over S is
associated the algebra h(X) with involution hab((−1)A) = (−1)hab(A) in M
ab
S,k.
Theorem 5.2.1. Let J be a proper tensor ideal of MabS,k, and denote by P the
projection MabS,k/J →M
ab
S,k. Let R1 and R2 be commutative algebras with involu-
tion in MabS,k/J such that P (R1) and P (R2) are isomorphic in M
ab
S,k to algebras
with involution associated to abelian schemes over S. Then above any morphism
P (R1)→ P (R2) of algebras with involution in MabS,k there lies a unique morphism
R1 → R2 of algebras with involution in MabS,k/J .
Proof. Write P ′ : MabS,k → M
ab
S,k/J for the projection. By hypothesis P (Ri) is
isomorphic to the algebra with involution (PP ′)(h(Ai)) for some Ai in ABS . For
i = 1, 2, write Ni for the effective motive h
1(Ai) of degree 1, and Ri
− and h(Ai)
−
for the respective direct summands of Ri and h(Ai) on which the involutions act
as −1. By Theorem 5.1.6, the embedding Ni → h(Ai)− induces an isomorphism
of commutative algebras SymNi
∼
−→ h(Ai) in MabS,k. Choosing an isomorphism of
algebras with involution (PP ′)(h(Ai))
∼
−→ P (Ri), we obtain a morphism
ei : (PP
′)(Ni)→ P (Ri
−)
in MabS,k which induces an isomorphism Sym(PP
′)(Ni)
∼
−→ P (Ri) of commutative
algebras. SinceMabS,k is a Kimura k-tensor category, P reflects isomorphisms. Thus
any lifting P ′(Ni)→ Ri− of ei induces an isomorphism of commutative algebras
SymP ′(Ni)
∼
−→ Ri.
If SymP ′(Ni) is equipped with its canonical involution acting as−1 on P ′(Ni), then
this isomorphism respects the involutions, by the universal property of SymP ′(Ni).
We may thus suppose that Ri = SymP
′(Ni).
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Let f : SymP ′(N1) → SymP ′(N2) be a morphism of algebras with involution.
Since N1 and N2 are effective of degree 1, Proposition 5.1.3 shows that the restric-
tion of f to P ′(N1) factors through 1⊕P ′(N2), and hence through P ′(N2) because
f respects the involutions. Thus f = Sym j for a unique j : P ′(N1) → P ′(N2).
Similarly if f : Sym(PP ′)(N1) → Sym(PP ′)(N2) is a morphism of algebras with
involution then f = Sym  for a unique  : (PP ′)(N1) → (PP
′)(N2). By Theo-
rem 5.1.5 any  lifts uniquely to a j. Thus any f lifts uniquely to an f . 
Theorem 5.2.2. Let J and P be as in Theorem 5.2.1, and h1 and h2 be symmetric
monoidal functors (ASS)op → MabS,k/J such that Ph1 = h
ab = Ph2. Then there
is a unique monoidal isomorphism h1
∼
−→ h2 lying above the identity of hab.
Proof. By Theorem 5.2.1, there is for every A in ASS a unique isomorphism of alge-
bras with involution ϕA : h1(A)
∼
−→ h2(A) with P (ϕA) the identity of hab(A). The
ϕA are the components of a monoidal isomorphism ϕ. Indeed by Theorem 5.2.1 the
squares expressing the naturality and compatibility with tensor products commute
because they lie above commutative squares in MabS,k with all sides morphisms of
algebras with involution. Then Pϕ is the identity of hab. Suppose that also Pϕ′
the identity of hab. Then ϕ′A : h1(A)
∼
−→ h2(A) is an isomorphism of algebras with
involution with P (ϕA) the identity of h
ab(A), so that by Theorem 5.2.1 ϕ′A = ϕA
for every A. Hence ϕ′ = ϕ. 
Theorem 5.2.3. Let J and P be as in Theorem 5.2.1. Then P has a right inverse,
which is unique up to unique tensor isomorphism lying above the identity.
Proof. Since MabS,k/J is a Kimura k-category, the existence and uniqueness up
tensor isomorphism of a right inverse to P follows from Theorems 4.4.6 and 4.4.7.
It remains to show that if T is a right inverse to P and ϕ is a tensor automorphism
of T with Pϕ the identity, then ϕ is the identity. Consider the full subcategory
M0 of MabS,k consisting of those objects M for which ϕM = 1M . By naturality of
ϕ, it is a strictly full subcategory of MabS,k which is pseudo-abelian, and by tensor
naturality of ϕ, it is a rigid k-tensor subcategory of MabS,k. It is to be shown that
M0 =MabS,k. If P
′ :MabS,k →M
ab
S,k/J is the projection, it will suffice to show that
M0 contains (PP ′)(M) for M either effective of degree 0 or 1 or the object 1(1) in
MabS,k, because such objects generateM
ab
S,k as a rigid k-tensor category and PP
′ is
surjective on objects.
Since P is bijective on objects, T sends (PP ′)(M) to P ′(M). If i = 0, 1, then PP ′
is faithful on the full subcategory of MabS,k consisting of effective motives of degree
i, by Theorem 5.1.5. Thus if i = 0, 1, then P is faithful on the full subcategory of
MabS,k/J consisting of the P
′(M) with M effective of degree i. Hence (PP ′)(M)
lies in M0 when M is effective of degree 0 or 1. Similarly (PP ′)(M) lies in M0 if
M = 1(1). 
5.3. The motivic algebra. We give a brief account here of the motivic algebra of
MabS,k, which is an algebra in an ind-completion of M
ab
S,k describing the structure
ofMabS,k. Since this will not be required for what follows, some details are omitted.
Write M for MabS,k and P : M → M for the projection. By Theorem 5.2.3,
P has a right inverse. Any such right inverse is bijective on objects, because P is
bijective on objects. Denote by K the set of those k-tensor functors K :M→M
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for which there exists a tensor isomorphism θ : IdM
∼
−→ K with Pθ = idP . Then K
forms a group under composition. If T and T ′ are right inverses to P , then there
is a unique K ∈ K such that T ′ = KT . Indeed by Theorem 5.2.3 there is a unique
ϕ : T
∼
−→ T ′ with Pϕ the identity, and since T is bijective on objects there is a
unique θ with θT = ϕ.
Since M is a Kimura k-tensor category, M is semisimple abelian. Let M̂ be
an ind-completion of M. Then Lemma 2.3.1 (i) with T a right inverse to P shows
that there exists a pair (R, I), with R a commutative algebra in M̂ and
I : FR
∼
−→M
a k-tensor isomorphism, such that IFR is right inverse to P . Given also (R
′, I ′)
with I ′ : FR′
∼
−→ M a k-tensor isomorphism and I ′FR′ right inverse to P , there
is a unique pair (j,K) with j : R
∼
−→ R′ an isomorphism of algebras and K ∈ K
such that I ′FR′ = KIFR and I
′Fj = KI. Indeed the existence and uniqueness of
a K ∈ L with I ′FR′ = KIFR has been seen, and by Lemma 2.3.1 (ii) there is a
unique j with Fj = I ′−1KI. Thus (R, I) is determined uniquely up to a unique
isomorphism. We call (R, I), or simply R, the motivic algebra of M. Since I is a
k-tensor isomorphism, the motivic algebra R describes the structure of M using
objects defined in (the ind-completion M̂ of) M.
Composing the inverse of (2.3.8) with IFR(M),1 gives an isomorphism
(5.3.1) M̂(M,R)
∼
−→M((IFR)(M),1)
which is natural in the object M of M. Taking M = 1 in 5.3.1 shows that
M̂(1, R) = k.
The algebra R has a unique augmentation p : R → 1, and with the identification
F1 = M we have Fp = PI. More generally we obtain a bijection between ideals
of R and tensor ideals of FR, and hence of M, by assigning to J the kernel of
FR → FR/J . If J is a tensor ideal ofM, and a motivic algebra forM/J is defined
in the same way as for M, then it is given by (R/J, I ′), with J the ideal of R
corresponding to J and I ′ : FR/J → M/J given by factoring the composite of
I with M → M/J . Similarly the motivic algebra of M for arbitrary k can be
obtained from that for k = Q.
There is a unique Z-grading on M such that for i = 0, 1 the image in M of an
effective motive of degree i in M lies in Mi, and such that 1(1) lies in M−2. It
extends uniquely to a Z-grading on M̂, and M̂i is an ind-completion of Mi. It
follows from (5.3.1) that for given i, the k-vector subspace CHri (A)k of CH
r(A)k
on which the nA act as n
2r−i is 0 for every A and r if and only if the component Ri
of R inMi is 0. (The analogue for arbitrary S of) Beauville’s conjecture in [5] that
CHri (A)k = 0 for i < 0 is thus equivalent to the statement that Ri = 0 for i < 0.
Similarly the injectivity of CHr0 (A)k → CH
r(A)k is equivalent to the statement
that R0 = 1.
Suppose that S is the spectrum of a finite field Fq. If FrX denotes the Frobenius
endomorphism of X in VS , then by (3.4.6) and (3.4.7) there is a tensor auto-
morphism of the identity functor of MS,k with component at h(X)(i) given by
q−ih(FrX)(i). By restriction we obtain a tensor automorphism Fr of the identity of
M. It lies above a tensor automorphism Fr of the identity of M, and Fr extends
uniquely to a tensor automorphism F̂r of the identity of M̂. We then have full
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k-tensor subcategoriesM00 ⊂M0 and M̂00 ⊂ M̂0 ofM, consisting of the objects
on which Fr and F̂r respectively act as the identity, and M̂00 is an ind-completion
of M00. It can be seen as follows that
R ∈ M̂00.
Let M be an irreducible object ofM with FrM 6= 1M . Then N = (IFR)(M) in M
lies aboveM , so that FrN −1N is an isomorphism, because its image inM is. Thus
there are no non-zero morphisms N → 1, because by naturality of Fr the composite
of FrN −1N with any N → 1 is 0. It then follows from (5.3.1) and the naturality
of F̂r that F̂rR = 1R.
Let X in VS be such that h(X) lies in MabS,k = M. Then we have a canonical
commutative algebra structure µ on h(X) in M. If h is h composed with the pro-
jection MS,k → MS,k, then P (µ) is the canonical commutative algebra structure
µ on h(X) in M. We thus have a commutative algebra structure I−1(µ) on
FR(h(X)) = I
−1(h(X))
in FR such that Fp(I−1(µ)) = µ, where p : R → 1 is the augmentation. Now FR
was defined by factoring the k-tensor functor R⊗− fromM to free R-modules on
objects of M as a strict k-tensor functor which is bijective on objects followed by
a k-tensor equivalence. Thus I−1(µ) gives an element [I−1(µ)] of the pointed set
D(h(X), R) of deformations of the commutative algebra h(X) parametrised by R.
Explicitly, D(h(X), R) is the set of commutative R-algebras with free underlying
R-module and fibre h(X) along R→ 1, up to an isomorphism with fibre the identity
along R → 1. If (R′, I ′) is another choice of motivic algebra for M, and if (j,K)
is the unique isomorphism as above from (R, I) to (R′, I ′), then it is easily seen
that the bijection from D(h(X), R) to D(h(X), R′) defined by j sends [I−1(µ)] to
[I ′−1(µ)]. The element [I−1(µ)] coincides with the base point of D(h(X), R) if and
only if for some, or equivalently for every, right inverse T of P , the algebra h(X) is
isomorphic to T (h(X)).
Let Q be a quotient algebra of R such that Q = 1⊕Q1 with Q1 in M̂1. Then
Q1 is an ideal of square 0 in Q, so that D(h(X), Q) may be identified with
(5.3.2) M̂(1, H2Harr(h(X), h(X))⊗Q1),
where H2Harr denotes the second Harrison cohomology object, defined in a simi-
lar way as for ordinary commutative algebras over k. The image of [I−1(µ)] in
D(h(X), Q) is thus a canonical element βX of (5.3.2). Suppose for example that
k = Q and S = Spec(C). Then Abel-Jacobi equivalence of cycles modulo torsion
defines a tensor ideal in M, and hence an ideal of R. The quotient of R by this
ideal is a Q as above. Now there exist connected curves X in VS of genus 3 with
the following property (Ceresa [7]): if e : X → A is an embedding of X into its
Jacobian A, then e∗(1) − ((−1)A)∗e∗(1) in CH2(A) has image of infinite order in
the quotient of the intermediate Jacobian J2(A) by its maximal abelian subvariety.
If X is such a curve, then the canonical element βX in (5.3.2) is non-zero.
According to a conjecture of Kimura, MS,k is a Kimura k-tensor category. As-
suming this conjecture, we may define in the same way as above a motivic algebra
describing the structure of MS,k. For an account of this, and its relation to other
conjectures see [1], 12.2 and [2], 4.5. If M′ is a full k-tensor subcategory of MS,k,
it is sometimes possible to show that the quotient of M′ by some tensor ideal J
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is a Kimura k-tensor category. A motivic algebra can then be defined for M′/J ,
but without assuming unproved conjectures its uniqueness can in general be shown
only up to possibly non-unique isomorphism.
6. Symmetrically distinguished cycles
In this section k is a field of characteristic 0, and S is a non-empty, connected,
separated, regular excellent noetherian scheme of finite Krull dimension.
6.1. The splitting theorem. Recall that ASS denotes the cartesian monoidal
category of abelian schemes (equipped with an identity) over S. It has a dimension
function given by relative dimension over S. The forgetful functor ASS → VS pre-
serves products and dimensions. By pulling back along it, we may regard CH(−)k
as a Chow theory onASS . We then have a canonical isomorphism γab from CH(−)k
on ASS to the Chow theory associated to (MabS,k, h
ab, νab). Let C be a quotient of
CH(−)k on ASS by a proper ideal J , and (M, h, ν) be the Poincare´ duality theory
associated to C. As was seen at the end of 3.4, there is a proper tensor ideal J of
MabS,k such that J corresponds under γ
ab to J . Then γab induces an isomorphism
from C to the Chow theory associated to the push forward of (MabS,k, h
ab, νab) along
the projection onto MabS,k/J . The k-tensor functor
(6.1.1) M→MabS,k/J
that gives the morphism from (M, h, ν) to this push forward defined by the universal
property (M, h, ν) is then fully faithful.
Theorem 6.1.1. Let C be a quotient of the Chow theory CH(−)k on ASS by a
proper ideal. Then the projection from C to C has a unique right inverse.
Proof. Denote by (M, h, ν) the Poincare´ duality theory associated to C. Then the
Poincare´ duality theory associated to C is the push forward (M, h, ν) of (M, h, ν)
along the projection P :M→M. From (6.1.1) it follows that the pseudo-abelian
hull of M is a Kimura k-tensor category. By Theorem 5.2.2, it also follows that if
h1 and h2 are symmetric monoidal functors from (ASS)op to M with
Ph1 = h = Ph2,
then there is a unique monoidal isomorphism
(6.1.2) h1
∼
−→ h2
lying above the identity of h.
Since P is the morphism (M, h, ν) → (M, h, ν) associated to the projection
C → C, it will suffice by Theorem 3.4.3 to show that P has a unique right inverse
in the category of Poincare´ duality theories with source ASS . Such a right inverse
is a k-tensor functor T :M→M such that
(1) PT = IdM
(2) Th = h
(3) T is a Tate k-tensor functor.
Indeed if (1), (2) and (3) hold then also Tν = ν, because for any A in ASS the
functor P sends the generator νA of the 1-dimensional k-vector space of morphisms
h(A)(dimA)→ 1 to the generator νA of the 1-dimensional k-vector space of mor-
phisms h(A)(dimA) → 1. It is thus to be shown that there is a unique k-tensor
functor T :M→M such that (1), (2) and (3) hold.
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To prove the existence of such a T , note first that there exists by Theorem 4.4.6
a k-tensor functor T such that (1) holds. Then Ph = h = PTh, so that by (6.1.2)
with h1 = h and h2 = Th there is a monoidal isomorphism ξ : h
∼
−→ Th such that
(6.1.3) Pξ = idh.
Since h is injective on objects, we may define for every object M of M an isomor-
phism ζM in M with target T (M), by taking
(6.1.4) ζh(A) = ξA
and ζM = 1T (M) for M not in the image of h. Then there is a tensor functor
T˜ :M→M such that the ζM are the components of a tensor isomorphism
ζ : T˜
∼
−→ T.
By (6.1.4), we have ζh = ξ, so that T˜ h = h. Similarly Pζ is the identity of IdM, so
that P T˜ = IdM. Replacing T by T˜ , we thus obtain a T such that (1) and (2) hold.
Since P is bijective on objects and sends 1(1) to 1(1), we have T (1(1)) = 1(1) by
(1). The hypotheses of Lemma 2.5.3 are then satisfied if we take B =M, C = M
and t = 11(1), and as B0 the set of those objects of M which lie in the image of
h. Thus we obtain a pair (T ′, ϕ), with T ′ : M→M a Tate k-tensor functor and
ϕ : T ′
∼
−→ T a tensor isomorphism, such that ϕh(A) = 1h(A) and ϕ1(1) = 11(1). Then
ϕh = idh, so that T
′h = h. If we replace C byM and T by IdM in Lemma 2.5.3, the
uniqueness shows that (PT ′, Pϕ) coincides with (IdM, id), whence that PT
′ = IdM.
Replacing T by T ′, we thus obtain a T such that (1), (2) and (3) hold.
Suppose (1), (2) and (3) hold also with T replaced by T1. Then by (1) and
Theorem 4.4.7, there is a tensor isomorphism ρ : T
∼
−→ T1 with Pρ the identity
of IdM. By (2), ρh is a monoidal automorphism of h lying above the identity of
Ph = h. Since by (6.1.2) with h1 = h2 = h such an automorphism of h is unique,
ρh is the identity of h. Thus ρh(A) is the identity for every A. By (3) we have
T (1(i)) = 1(i) = T1(1(i))
for every i. Thus ρ1(i) is the identity, because P induces an isomorphism between
the 1-dimensional k-vector spaces of endomorphisms of 1(i) in M and M. By (3)
the structural isomorphism
T (h(A)) ⊗ T (1(i))
∼
−→ T (h(A)(i))
of T is the identity for every A and i, and similarly for T1. Since every object M
ofM can be written in the form h(A)(i), it thus follows from the tensor naturality
of ρ that ρM is the identity for every M . Hence T = T1. 
6.2. The unique lifting theorem. According to Theorem 6.1.1, there is associ-
ated to every A and α in C(A) a well-defined α in C(A), namely the image of α
under the unique right inverse C → C to C → C. In Theorem 6.2.5 below, α will
be characterised as the unique symmetrically distinguished element of C(A) lying
above α, in the sense of the following definition.
Definition 6.2.1. Let C be a quotient of the Chow theory CH(−)k on ASS by a
proper ideal, A be an abelian scheme over S, and α be a homogeneous element of
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C(A). For each integer m ≥ 0, denote by Vm(α) the k-vector subspace of C(Am)
generated by elements of the form
(6.2.1) p∗(α
r1 ⊗ αr2 ⊗ · · · ⊗ αrn),
where n ≤ m, the rj are integers ≥ 0, and p : An → Am is a closed immersion
with each component An → A either a projection or the composite of a projection
with (−1)A : A→ A. Then α will be called symmetrically distinguished if for every
m the restriction of the projection C(Am) → C(Am) to Vm(α) is injective. An
arbitrary element of C(A) will be called symmetrically distinguished if each of its
homogeneous components is symmetrically distinguished.
For any α the k-vector space Vm(α) of Definition 6.2.1 is clearly finite-dimensional.
Taking the rj zero in (6.2.1) shows that each Vm(α) contains the k-vector subspace
Vm(0) of C(A
m) generated by the p∗(1).
Any symmetrically distinguished element of C(A) is symmetric, in the sense that
it is unchanged by pullback or push forward along (−1)A, because every element
of C(A) is symmetric. Suppose that α in C(A) is homogeneous and symmetrically
distinguished. Then αr = 0 when the degree of αr is greater than dimA, by the
injectivity of V1(α) → C(A). Thus for any r the push forward along A→ S of αr
lies in C0(S) = k.
Symmetrically distinguished elements are stable under change of base scheme, in
the following sense. Let S′ be a non-empty, connected, separated, regular excellent
noetherian scheme of finite Krull dimension, and S′ → S be a morphism of schemes.
Let C be the quotient ofCH(−)k onASS by a proper ideal J , and C′ be the quotient
of CH(−)k on ASS′ by a proper ideal J ′, such that for any A in ASS pullback along
A×S S′ → S sends J(A) into J ′(A×S S′). Then the pullback of any symmetrically
distinguished element of C(A) is symmetrically distinguished in C(A×SS′). Indeed
any element of C(Am) with image in C′(Am ×S S′) numerically equivalent to 0 is
itself numerically equivalent to 0. It is clear also that symmetrically distinguished
elements are stable under extension of the field k, and by projection onto a quotient
of C.
Theorem 6.1.1 implies the existence of a symmetrically distinguished element α of
C(A) lying above a given element α of C(A), namely the image of α under the right
inverse to C → C. The uniqueness of such an α will be proved Theorem 6.2.5 below.
This uniqueness, combined with Theorem 6.1.1, will then imply the stability of
symmetrically distinguished elements under the algebraic operations and pullback
and push forward. To prove Theorem 6.2.5, we first reformulate in Lemma 6.2.4 the
condition for an element α of C(A) to be symmetrically distinguished as a condition
on a certain Chow theory Cα defined by α. Theorem 6.2.5 will then deduced from
Theorems 4.4.7 and 5.2.1.
Given an abelian scheme A over S, denote by EA the (non-full) subcategory
of ASS that consists of the objects Am for m = 0, 1, 2, . . . and those morphisms
An → Am for which each component An → A is either a projection or the composite
of a projection with (−1)A. Then EA has a structure of cartesian monoidal category,
where the final object is A0 and the product of Am and An is Am+n with projections
the projections in ASS onto the first m and the last n factors. Any map from
{1, 2, . . . ,m} to {1, 2, . . . , n} induces a morphism from An to Am in EA, and any
An → Am in EA can be written as the composite of such a morphism with a product
of morphisms (±1)A. A morphism in EA is an isomorphism in EA if and only if it is
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an isomorphism in ASS , and a section in EA if and only if it is a closed immersion.
Any morphism An → Am in EA factors as a projection An → Ap followed by a
closed immersion Ap → Am in EA.
The embedding EA → ASS is a product-preserving functor, so that we obtain
by restriction from ASS a dimension function on EA. Given a Chow theory C with
source ASS , we denote by CA the Chow theory with source EA obtained from C
by restriction. Given an element α of C(A) = CA(A), we denote by Cα the Chow
subtheory of CA generated by α, i.e. the smallest Chow subtheory C
′ of CA such
that C′(A) contains α.
Let A be an abelian scheme over S of relative dimension d and with identity
ι : S → A. Then h(ι) : h(A) → 1 is the projection onto h0(A) = 1. Since
νA : h(A)(d) → 1 factors through h2d(A)(d), it thus follows from (2.3.1) that
h(ι)∨ : 1→ h(A)(d) factors through h2d(A)(d). Hence if d > 0 we have
(6.2.2) ι∗ι∗(1) = 0
in CHd(S)k, because by Proposition 3.4.1 (i) and (iv) and (3.4.7) the image of
ι∗ι∗(1) under γS,S,0,d is h(ι)(d) ◦ h(ι)∨. Write δ : A2 → A for the difference mor-
phism, which sends the point (a, a′) of A2 to a − a′. Then factoring δ as the
involution (pr1, δ) of A
2 followed by the projection pr2 shows that δ
∗ι∗(1) is the
class (∆A)∗(1) of the diagonal in CH
d(A2)k. Thus for any integers r and s
(6.2.3) (rA, sA)
∗(∆A)∗(1) = ((r − s)A)
∗ι∗(1) = (r − s)
2dι∗(1)
in CHd(A)k, by Proposition 3.4.1 (i) and (iv) and (3.4.7).
Lemma 6.2.2. Let C, A and α be as in Definition 6.2.1, and denote by ι : S → A
the identity of A. Suppose that α is symmetric, and that ι∗(α) and the push forward
along A → S of any power of α lie in k ⊂ C(S). Then Cα(Am) is the k-vector
subspace of CA(A
m) = C(Am) generated by the elements of the form
(6.2.4) p∗(β1 ⊗ β2 ⊗ · · · ⊗ βn),
where n ≤ m, each βi is either ι∗(1) or a power of α, and p : A
n → Am is a closed
immersion in EA.
Proof. We may suppose that dimA > 0. Write Um for the k-vector subspace of
C(Am) generated by the elements β1 ⊗ β2 ⊗ . . . βm with each βi either ι∗(1) or a
power of α. Since ι∗(1).ι∗(1) = ι∗ι
∗ι∗(1) = 0 by (6.2.2), and since ι∗(1).α = ι∗ι
∗(α)
is a scalar multiple of ι∗(1) by the condition on ι
∗(α), it is clear that Um is a graded
subalgebra of C(Am). Pullback along v : Al → Am for any v in EA thus sends
Um into Ul, because the algebra Um is generated by pullbacks along projections
Am → A of elements of U1, and every element of U1 is symmetric.
The k-vector subspace Wm of C(A
m) generated by the (6.2.4) is the sum of the
p∗(Un) for n ≤ m and p : An → Am a closed immersion in EA. It is a graded
subspace of C(Am) because α is homogeneous. The element ι∗(1) of C(A) lies in
Cα(A) by (6.2.3) with r = 1 and s = −1. Thus Un ⊂ Cα(An) for every n, and
hence Wm ⊂ Cα(Am) for every m. We show that v∗ sends Wl into Wm and v∗
sends Wm into Wl for every v : A
l → Am in EA. Since the tensor product of two
elements of Wm clearly lies in W2m, pulling back along the diagonal A
m → A2m
will then show that Wm is graded k-subalgebra of C(A
m). The Wm will thus define
a Chow subtheory of CA, so that Wm = Cα(A
m) for every m, as required.
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Since push forward along A → S sends ι∗(1) to 1 and αr into k ⊂ C(S), push
forward along any projection Aj → An sends Uj into Un. Factoring u′ as a projec-
tion followed by a closed immersion in EA thus showsWm is the sum of the u′∗(Un′)
for n′ ≥ 0 and u′ : An
′
→ Am in EA. It follows that v∗ sends Wl into Wm for every
v : Al → Am in EA.
It remains to show that v∗ sends Wm into Wl for every v : A
l → Am in EA.
This is clear when v is an isomorphism, because then v∗ = (v−1)∗. If w is the
projection Aj+1 → Aj onto the first j factors, then w∗ = − ⊗ 1 sends Wj into
Wj+1. Any projection in EA is a composite of such w and isomorphisms in EA, so
that if v : Al → Am is a projection then v∗ sends Wm into Wl. Since an arbitrary
v : Al → Am in EA factors as a projection followed by a closed immersion in EA,
and any closed immersion in EA is a composite of isomorphisms and products of
the diagonal A1 → A2 with some Aj , we reduce to showing that pullback along
e = ∆A ×A
m−2 : Am−1 → Am
sendsWm intoWm−1 for everym ≥ 2. NowWm is the subspace ofC(A
m) generated
by the p∗(1).θ = p∗p
∗(θ) with θ ∈ Um and p : An → Am a closed immersion in EA,
because such p are sections in EA, so that the p∗ induce surjective maps Um → Un. It
is thus enough to show that e∗u∗(1) lies inWm−1 for everym ≥ 2 and u : An → Am
in EA. Write e˜ : Am → Am−1 for the projection onto the last m− 1 factors. Then
e˜ ◦ e is the identity of Am−1, so that
e∗u∗(1) = e˜∗e∗e
∗u∗(1) = e˜∗(u∗(1).e∗(1)) = e˜∗u∗u
∗e∗(1) = (e˜ ◦ u)∗u
∗e∗(1).
Since e∗(1) is the pullback of (∆A)∗(1) along the projection A
m → A2 onto the
first two factors, we reduce finally to showing that u0
∗(∆A)∗(1) lies in Wn for every
u0 : A
n → A2 in EA. Factoring u0 as a projection followed by a section, we may
suppose that it is either ∆A or (1A, (−1)A). It then suffices to apply (6.2.3). 
The following Lemma, which will be needed for the proof of Lemma 6.2.4, is based
on the fact that for V a vector space over k of dimension d we have a canonical
non-degenerate pairing V ⊗k
∧d−1
V →
∧d
V .
Lemma 6.2.3. Let f : N ′ ⊗ L → N ⊗ L be a morphism in a k-tensor category,
with L positive of integer rank d. Denote by f0 : N
′ → N the contraction of f with
respect to L and by a : L⊗d → L⊗d the antisymmetrising idempotent. Then
f0 ⊗ a = d(N ⊗ a) ◦ ξN
−1 ◦ (f ⊗ L⊗(d−1)) ◦ ξN ′ ◦ (N
′ ⊗ a) : N ′ ⊗ L⊗d → N ⊗ L⊗d,
where ξM denotes the associativity M ⊗ L
⊗d ∼−→ (M ⊗ L)⊗ L⊗(d−1).
Proof. Denote by η : 1 → L∨ ⊗ L and ε : L ⊗ L∨ → 1 the unit and counit of a
duality pairing for L, and by η˜ : 1 → L ⊗ L∨ and ε˜ : L∨ ⊗ L → 1 the composites
of η and ε with the symmetries interchanging L and L∨. Write
ψ = (ε˜⊗ L⊗(d−1)) ◦ ξL∨ ◦ (L
∨ ⊗ a) : L∨ ⊗ L⊗d → L⊗(d−1).
Then with ζ : L⊗ (L∨ ⊗ L⊗d)
∼
−→ (L⊗ L∨)⊗ L⊗d the associativity we have
(6.2.5) (ε⊗ a) ◦ ζ = da ◦ (L⊗ ψ).
Indeed by Theorem 4.1.2, it is enough to verify (6.2.5) when L is the standard
representation of GLd on k
d in Repk(GLd). We may then take for L
∨ the contra-
gredient action of GLd on k
d, and if e1, e2, . . . , ed is the standard basis of k
d we
may take for ε the k-homomorphism kd ⊗k k
d → k that sends ei ⊗ ej to 1 when
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i = j and 0 otherwise. The equality (6.2.5) now follows from the fact that if σ is
an element of Sd, then for example a(ei ⊗ eσ2 ⊗ · · · ⊗ eσd) is 0 unless i = σ1, when
it coincides up to the sign of σ with a(e1 ⊗ e2 ⊗ · · · ⊗ ed).
To prove the required result we may suppose that the tensor product is strict,
so that ζ and the ξM are identities. Then (L⊗ ε˜) ◦ (η˜ ⊗ L) = 1L by the triangular
identity. Thus by bifunctoriality of the tensor product we have
(6.2.6) (L ⊗ ψ) ◦ (η˜ ⊗ L⊗d) = a.
Now by definition f0 = (N ⊗ ε) ◦ (f ⊗ L∨) ◦ (N ′ ⊗ η˜), so that
f0 ⊗ a = (N ⊗ ε⊗ a) ◦ (f ⊗ L
∨ ⊗ L⊗d) ◦ (N ′ ⊗ η˜ ⊗ L⊗d).
The fact that (N ⊗ L ⊗ ψ) ◦ (f ⊗ L∨ ⊗ L⊗d) = (f ⊗ L⊗(d−1)) ◦ (N ′ ⊗ L ⊗ ψ) by
bifunctoriality of the tensor product, together with (6.2.5) tensored on the left with
N and (6.2.6) tensored on the left with N ′, thus gives the required result. 
Lemma 6.2.4. Let C, A and α be as in Definition 6.2.1. Then α is symmetrically
distinguished if and only if for every m the restriction to Cα(A
m) ⊂ C(Am) of the
projection C(Am)→ C(Am) is injective.
Proof. Each element of C(Am) of the form (6.2.1) lies in Cα(A
m). Thus α is
symmetrically distinguished if for every m the map Cα(A
m)→ C(Am) is injective.
Conversely suppose that α is symmetrically distinguished. To prove that for
every m the map Cα(A
m) → C(Am) is injective we may suppose that dimA > 0.
Write d = 22 dimA−1. If ι : S → A is the identity of A, we show using Lemma 6.2.3
that
(1) there exists a ζ ∈ V2d(α) such that −⊗ ζ : C(A
j)→ C(Aj+2d) is injective
for every j and such that ι∗(1)⊗ ζ lies in V2d+1(α)
(2) ι∗(α) lies in C0(S).
The injectivity of Cα(A
m) → C(Am) will then be deduced from (1) and (2) using
Lemma 6.2.2.
Denote by (M, h, ν) the Poincare´ duality theory associated to C, and by γ the
universal morphism. LetM′ be a pseudo-abelian hull of the Tate k-tensor category
M. By (6.1.1) and Theorem 5.1.6, the Hopf algebra h(A) inM′ is symmetric on a
negative object h1(A) of rank −2 dimA. Thus h(A) inM′ has a canonical grading
with component hj(A) of degree j the symmetric power Sjh1(A). Then h((−1)A)
acts as (−1)j on hj(A), so that
e = (1 + h((−1)A))/2
is idempotent with image the sum h+(A) of the h2j(A). Thus e = v ◦ u, with
v : h+(A) → h(A) and u : h(A) → h+(A) such that u ◦ v = 1h+(A). The object
h+(A) is positive of rank d.
The antisymmetriser of h(A)⊗d commutes with e⊗d, and their composite is an
idempotent endomorphism z of h(A)⊗d with image
∧d
h+(A) of rank 1. Thus z
has trace 1, so that −⊗ z is injective on any hom-space of M′, with a left inverse
given by contracting with respect to h(A)⊗d. We have
z = γAd,Ad,0,0(ζ)
for a unique ζ in C(A2d). Then by Proposition 3.4.1 (ii), the homomorphism −⊗ ζ
from C(Aj) to C(Aj+2d) is injective for every j. Also z is a k-linear combination
of automorphisms h(w) of h(A)⊗d with w an automorphism of Ad in EA. Thus by
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Proposition 3.4.1 (iv) ζ lies in V2d(α). To prove (1) it remains to show that ι∗(1)⊗ζ
lies in V2d+1(α).
Let l : h(A)⊗(m+1)(i) → h(A)⊗(n+1) be a morphism in M′, and denote by
l0 : h(A)
⊗m(i)→ h(A)⊗n the contraction of
l+ = (h(A)⊗n ⊗ u) ◦ l ◦ (h(A)⊗m(i)⊗ v) : h(A)⊗m(i)⊗ h+(A)→ h(A)⊗n ⊗ h+(A)
with respect to h+(A). Since the identity of h+(A)⊗(d−1) is u⊗(d−1) ◦ v⊗(d−1),
applying Lemma 6.2.3 with N = h(A)⊗n, N ′ = h(A)⊗m(i), L = h+(A), and
f = l+, and then composing with h(A)⊗m(i)⊗ u⊗d on the right and h(A)⊗n ⊗ v⊗d
on the left and using the compatibility of u⊗d and v⊗d with the antisymmetrisers
of h(A)d and h+(A)d, shows that
(6.2.7) l0 ⊗ z = d(h(A)
⊗n ⊗ z) ◦ ξ′ ◦ (l ⊗ h(A)⊗(d−1)) ◦ ξ(i) ◦ (h(A)⊗m(i)⊗ z),
where ξ and ξ′ are the images under h of the appropriate associativities in ASS .
We have
l = γAm+1,An+1,i,0(λ)
for a unique λ in C(Am+n+2), and
l0 = γAm,An,i,0(λ0)
for a unique λ0 in C(A
m+n). Suppose that
(6.2.8) λ ∈ Vm+n+2(α).
Then by Proposition 3.4.1 (ii) and (iv), l ⊗ h(A)⊗(d−1) is the image of an element
of Vm+n+2d(α) under γAm+d,An+d,i,0. Since h(A)
⊗m ⊗ z for example is a k-linear
combination of automorphisms h(w) with w an automorphism of Am+d in EA, it
follows from (3.4.6) and (3.4.7) that the right hand side of (6.2.7) is also the image
of an element of Vm+n+2d(α) under γAm+d,An+d,i,0. Thus we have
(6.2.9) λ0 ⊗ ζ ∈ Vm+n+2d(α),
by (6.2.7) and Proposition 3.4.1 (ii).
Take m = 1, n = 0, i = 0, and for l the multiplication h(A) ⊗ h(A) → h(A).
Then since h(ι) is the projection h(A)→ 1 onto the summand 1 = h0(A) of h(A),
the diagonal entry h(A) ⊗ h2j(A) → h2j(A) of the matrix of l+ is h(ι) ⊗ h2j(A).
Thus l0 = dh(ι), so that λ0 = dι∗(1). Also l = h(∆A), so that λ is the is the push
forward of 1 in C(A) along the diagonal embedding A → A3, and hence (6.2.8)
holds. Thus (6.2.9) holds, and ι∗(1)⊗ ζ lies in V2d+1(α). This proves (1).
Now take m = n = d, for −i the degree of α, and for l the tensor product
z ⊗ γS,A,i,0(α) ⊗ h(ι). Since h(ι) factors through h+(A), the contraction l0 of l+
with respect to h+(A) coincides with the contraction
z ⊗ (h(ι) ◦ γS,A,i,0(α)) = γAd,Ad,0,0(ζ) ⊗ γS,S,i,0(ι
∗(α))
of l with respect to h(A). Thus λ0 is given, up to a symmetry of A
2d, by ι∗(α)⊗ ζ.
Also λ is given, up to a symmetry of A2d+2, by ι∗(1)⊗ ζ ⊗ α. Hence (6.2.8) holds.
Thus (6.2.9) holds, and ι∗(α) ⊗ ζ⊗2 lies in V4d(α). If −i 6= 0, then the image of
ι∗(α) in C(S) and hence of ι∗(α) ⊗ ζ⊗2 in C(A4d) is 0. Since by hypothesis α is
symmetrically distinguished, it follows that ι∗(α)⊗ ζ⊗2 and hence ι∗(α) is 0. This
proves (2).
Since α is symmetrically distinguished, α is symmetric and the push forward
alongA→ S of any power of α lies in C0(A). By (2), the hypotheses of Lemma 6.2.2
are thus satisfied. Hence Cα(A
m) is generated as a k-vector subspace of C(Am)
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by the elements (6.2.4). For n ≤ m, the tensor product of a β1 ⊗ β2 ⊗ · · · ⊗ βn
as in (6.2.4) with ζ⊗m lies in Vn+2dm(α), by (1). Thus the map − ⊗ ζ⊗m from
C(Am) to C(A(2d+1)m), which by (1) is injective, sends Cα(A
m) into V(2d+1)m(α).
The required injectivity of Cα(A
m) → C(Am) now follows from the injectivity of
V(2d+1)m(α)→ C(A
(2d+1)m). 
Theorem 6.2.5. Let C and A be as in Definition 6.2.1. Then above any element
of C(A) there lies a unique symmetrically distinguished element of C(A).
Proof. Let α be a homogeneous element of C(A). By Theorem 6.1.1, the projection
C → C has a right inverse τ . Then τ sends α to a symmetrically distinguished
element of C(A) lying above α. It remains to show that if α′ and α′′ in C(A)
are homogeneous and symmetrically distinguished and lie above α, then α′ = α′′.
By Lemma 6.2.4, the projection π : CA → CA defines by restriction isomorphisms
from Cα′ and Cα′′ to Cα. The composites κ
′ and κ′′ of their inverses with the
embeddings of Cα′ and Cα′′ into CA are then morphisms Cα → CA for which
π ◦ κ′ = κ = π ◦ κ′′,
with κ : Cα → C(A) the embedding. Since κ′ and κ′′ send α in CA(A) = C(A) to
α′ and α′′ in CA(A) = C(A), it will suffice to show that κ
′ = κ′′.
Denote by (M0, h0, ν0) and (M1, h1, ν1) the Poincare´ duality theories with source
EA associated respectively to Cα and CA. The push forward of (M1, h1, ν1) along
the projection P :M1 →M1 is then the Poincare´ duality theory associated to CA,
and P is the morphism of Poincare´ duality theories associated to π. If K ′ and K ′′
are the morphisms (M0, h0, ν0) → (M1, h1, ν1) associated to κ′ and κ′′ and K is
the morphism associated to κ, then
PK ′ = K = PK ′′
with K :M0 →M1 faithful, and
K ′h0 = h1 = K
′′h0.
We show thatK ′ = K ′′. By Theorem 3.4.3, this will imply that κ′ = κ′′ as required.
If (M, h, ν) is the Poincare´ duality theory associated to C, then the universal
property of (M1, h1, ν1) defines a morphism M1 → M from (M1, h1, ν1) to the
restriction of (M, h, ν) to EA. It is fully faithful. Hence its composite
E :M1 →M
ab
S,k/J .
with (6.1.1) is fully faithful. Also Eh1 is the restriction to EA of the composite ĥ
of hab with the projection onto MabS,k/J . Thus E sends the algebra h1(A
n) with
involution h1((−1)An) to the algebra ĥ(An) with involution ĥ((−1)An) = (−1)bh(An).
Let M˜0 and M˜1 be pseudo-abelian hulls of M0 andM1. Since E is fully faithful,
M˜1 is a Kimura category. By Theorem 5.1.6, (−1)bh(An) splits ĥ(A
n) as the direct
sum of a positive object on which it acts as 1 and a negative object on which it acts
as −1. Since the composite of either K ′ or K ′′ with E is faithful and sends h0(An)
to ĥ(An) and h0((−1)An) to (−1)bh(An), it follows that h0((−1)An) similarly splits
h0(A
n) in M˜0. Thus h0(An) is a Kimura object in M˜0 for every n. Hence M˜0 is
a Kimura category, because the objects of M0 are the h0(A
n)(i).
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By Theorem 4.4.7 with D =M0 and C =M1, there is a tensor isomorphism
ϕ : K ′
∼
−→ K ′′
with Pϕ the identity. Then ϕh0 is a monoidal automorphism of h1. The auto-
morphism ϕh0(An) of h1(A
n) respects the algebra structure of h1(A
n) by monoidal
naturality of ϕh0, and the involution h1((−1)An) of h1(An) by naturality of ϕh0.
Applying E and using Theorem 5.2.1 thus shows that ϕh0(An) is the identity for
every n. Also ϕ1(i) is the identity for every i, because P induces an isomorphism
from EndM1(1(i)) = k to EndM1(1(i)) = k. Since every object of M0 is of the
form h0(A
n)(i) and K ′ and K ′′ are Tate k-tensor functors, the tensor naturality of
ϕ thus shows that ϕ is the identity. Thus K ′ = K ′′ as required. 
Corollary 6.2.6. Let C be as in Definition 6.2.1. Then the assignment to each A
in ASS of the set of symmetrically distinguished elements of C(A) defines a Chow
subtheory Csd of C, and the projection C → C induces an isomorphism Csd → C.
Proof. By Theorem 6.1.1, the projection π : C → C has a right inverse τ : C → C.
If α is an element of C(A), then τA(α) is a symmetrically distinguished element
of C(A) lying above α, and by Theorem 6.2.5 it is the unique such element of
C(A). An element α of C(A) is thus symmetrically distinguished if and only if
(τ ◦ π)A(α) = α. The result follows. 
We note finally a criterion for symmetrically distinguished elements which follows
from Theorem 6.2.5. Write (M, h, η) for the push forward of (MabS,k, h
ab, νab) along
the projection onto a quotient M of MabS,k corresponding to the quotient C of
CH(−)k on ASS . We have a canonical isomorphism γ from C to M(1, h(−)(·)),
which induces an isomorphism γ from C to M(1, h(−)(·)), where h = Ph with
P :M→M the projection. If T is right inverse to P , then for any A in ASS there
is by Theorem 5.2.1 a unique isomorphism of algebras
u : T (h(A))
∼
−→ h(A)
with P (u) the identity which respects the involutions induced by (−1)A. Then
α ∈ Ci(A) above α in Ci(A) is symmetrically distinguished if and only if
(6.2.10) γS,A,−i,0(α) = u ◦ T (γS,A,−i,0(α)).
By Theorem 5.2.3, this condition is independent of the choice of T . That for given
α there is a unique α above α for which (6.2.10) holds is clear. To see that this α is
symmetrically distinguished, we may suppose by Lemma 2.5.3 that the restriction
of T to the full k-pretensor subcategory of M consisting of twists of objects in the
image of h is a Tate k-pretensor functor. By Theorem 5.2.2, u is the component at
A of a monoidal isomorphism ϕ : Th
∼
−→ h with P (ϕ) the identity. If we write β
for (6.2.1), β for the image of β in C(Am), and r for r1 + · · ·+ rn, then
γS,Am,−ri,0(β) = ϕAm ◦ T (γS,Am,−ri,0(β))
by Proposition 3.4.1. The injectivity of Vm(α)→ C(Am) follows.
6.3. Concluding remarks. Let C be a quotient of CH(−)k on VS by a proper
ideal. It is natural to consider, instead of the condition of Definition 6.2.1, the
weaker condition on an α in Ci(A) where the p in (6.2.1) run only over those closed
immersions An → Am for which each component An → A is a projection. Call
such an α distinguished. Since the involution (−1)A is no longer used, we have also
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a notion of distinguished element in Ci(X) for an arbitrary X in VS . Denote by
Di(X) the set of such elements. It is non-empty if and only if 0 is distinguished.
The sets Di(X) are stable under multiplication by an element of k and pullback
and push forward along isomorphisms in VS , and the rth power of an element of
Di(X) lies in Dri(X) and the tensor product of elements of Di(X) and Dj(Y ) lies
inDi+j(X×SY ). Distinguished elements are stable under change of base scheme, in
the same sense as for symmetrically distinguished elements. For an abelian scheme
A over S, the symmetrically distinguished elements of Ci(A) and their translates
are distinguished.
Write (M, h, η) for the push forward of (MS,k, hS,k, νS,k) along the projection
onto the quotientM ofMS,k corresponding to the quotient C of CH(−)k. There is
a canonical isomorphism γ from C toM(1, h(−)(·)), which induces an isomorphism
γ from C to M(1, h(−)(·)), where h is h composed with the projection. If M0 is
the strictly full subcategory ofM with objects isomorphic to those in the image of
MabS,k, then the projectionM
0 →M0 has a right inverse T . Denote by V0S the set
of those X in VS with h(X) inM0, and by V00S the set of those X in V
0
S with h(X)
isomorphic as an algebra in M0 to T (h(X)). By Theorem 5.2.3, the last condition
is independent of the choice of T . Both V0S and V
00
S are stable under products. If
X lies in V0S and if α in C
i(X) above α in Ci(X) is such that
(6.3.1) γS,X,−i,0(α) = v ◦ T (γS,X,−i,0(α)),
for some isomorphism of algebras
v : T (h(X))
∼
−→ h(X)
in M0 lying above the identity in M0, then it can be seen in a similar way as
for (6.2.10) above that α is distinguished. Thus for X in V00S , every fibre of the
projection Ci(X)→ Ci(X) contains at least one distinguished element.
A sufficient condition for X in VS to lie in V00S is that the geometric generic
fibre of X should be an abelian variety. If X in VS is of relative dimension 1, then
the necessary and sufficient condition for X to lie in V00S is that the algebra h(X)
should have a Z-grading lifting the canonical Z-grading of h(X). In particular if S
is the spectrum of an algebraic extension of a finite field, then any curve in VS lies
in V00S . If S is the spectrum of an arbitrary field, then any hyperelliptic curve in
VS lies in V00S . On the other hand, suppose that S = Spec(C), and that C is a finer
quotient of CH(−)k than that defined by algebraic equivalence of cycles modulo
torsion. Then by the result of Ceresa [7], if X is a sufficiently general connected
proper smooth curve of genus ≥ 3 over S and if A is the Jacobian of X , the class
of X in C(A) does not coincide with its pullback along (−1)A. Any such X lies
outside V00S .
As was mentioned at the end of 4.4, it seems very plausible that Theorem 4.4.7
can be proved in the stronger form where D is an arbitrary k-pretensor category. If
this were so, it would follow that for every X in V0S , the distinguished elements of
Ci(X) above α in Ci(X) are exactly the elements α for which there is an isomor-
phism of algebras v lying above the identity such that (6.3.1) holds. This would
imply that the X in V00S are exactly the X in V
0
S for which 0 in C(X) is distin-
guished. For an abelian scheme A over S, it would imply that the symmetrically
distinguished elements of Ci(A) are exactly those which are symmetric and dis-
tinguished. If we assume for simplicity that S is the spectrum of an algebraically
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closed field, it would further imply that any two distinguished elements of Ci(A)
lying above the same element of Ci(A) are translates of one another.
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