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Abstract
In the present paper, it is proved that all solutions are bounded for the reversible system x¨ +∑l
i=0 bi(t)x
2i+1 x˙ + x2n+1 +
∑n−1
i=0 ai(t)x
2i+1
= 0, 0 ≤ l ≤ [ n
2
] − 1, t ∈ T1 = R/Z, where ai(t) ∈
C1(T1) ([ n−1
2
] + 1 ≤ i ≤ n − 1), a j(t) ∈ L
1(T1) (0 ≤ j ≤ [ n−1
2
]) and bk(t) ∈ C
1(T1) (0 ≤ k ≤ l).
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1. Introduction
The boundedness of all solutions for the differential equation
x¨ + f (x, t)x˙ + g(x, t) = 0, x ∈ R (1.1)
has been widely and deeply investigated by many authors since 1940’s. The boundedness of
solutions depends heavily on the structure of (1.1).
(i) When f (x, t) ≡ 0, (1.1) is a Hamiltonian system. Let g(x, t) = x2n+1 +
∑2n
j=0 P j(t)x
j, where
P j(t)’s are of period 1. It has been proved by Dieckerhoff-Zehnder in [3] that all solutions of
(1.1) are bounded in t ∈ R if P j(t) ∈ C
∞. The smoothness of P j(t)’s has been recently reduced to
Cγ with 0 < γ < 1 − 1
n
in [17]. See [3, 5, 14–17] for more details.
(ii) When f (x, t) . 0, (1.1) is dissipative with more appropriate conditions. A compact
absorbing domain in the phase space can be constructed such that all solutions of (1.1) always
go into this domain for t ≥ t0. See [4, 6, 11], for example.
(iii) When f (x, t) and g(x, t) are odd in x and even in t, (1.1) is neither Hamiltonian nor
dissipative. In this case, (1.1) is actually in the class of so-called reversible systems. After the
Kolmogorov-Arnold-Moser (KAM) theory was established, Arnold [1, 2] and Moser [9] among
others proposed the study of the existence of invariant tori for the reversible systems by KAM
technique, i.e. to establish KAM theory for the reversible system. See [13] for more details.
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Let f (x, t) =
∑l
i=0 bi(t)x
2i+1, 0 ≤ l ≤ [ n
2
] − 1, and g(x, t) = x2n+1 +
∑n−1
i=0 ai(t)x
2i+1, where
ai(t)’s and bi(t)’s are even and of period 1. Then (1.1) is a simple reversible system, and it has
non-trivial dynamical behaviors. The KAM theory for reversible systems [9, 13] deals with some
integrable systems with small reversible perturbations. When ai(t) ≡ bi(t) ≡ 0, (1.1) is indeed
integrable. However, (1.1) can not be regarded as an integrable system with small reversible
perturbation when ai(t) . 0, bi(t) . 0. Following [3], (1.1) can be transformed into a new
system which consists of an integrable system with a small reversible one around the infinity
by a number of so-called involution transforms. In that direction, Liu in [7] proved that all
solutions are bounded for x¨ + bxx˙ + cx2n+1 = p(t), where b, c are positive constants and p(t)
is a continuous 1-period function. This result was generalized to the more general case where
f (x, t) =
∑l
i=0 bi(t)x
2i+1, 0 ≤ l ≤ [ n
2
] − 1, and g(x, t) = x2n+1 +
∑n−1
i=0 ai(t)x
2i+1, where ai(t) ∈ C
2
and bi(t) ∈ C
2. Later, the smoothness of ai(t) and bi(t) in [10, 12] were furthermore relaxed to
ai(t), bi(t) ∈ C
1+Lip. In the present paper, we relax the smoothness to ai(t), bi(t) ∈ C
1. More
exactly, we have the following theorem.
Theorem 1.1. Consider
x¨ +
l∑
i=0
bi(t)x
2i+1 x˙ + x2n+1 +
n−1∑
i=0
ai(t)x
2i+1
= 0, t ∈ T1 = R/Z, (1.2)
where 0 ≤ l ≤ [ n
2
] − 1, and
• bi(t) ∈ C
1(T1), bi(−t) = bi(t), 0 ≤ i ≤ l,
• ai(t) ∈ C
1(T1), [ n−1
2
] + 1 ≤ i ≤ n − 1; ai(t) ∈ L
1(T1), 0 ≤ i ≤ [ n−1
2
]; ai(−t) = ai(t), 0 ≤ i ≤
n − 1.
Then all solutions of (1.2) are bounded, i.e. the solution (x(t), x˙(t)) with initial values (x(0), y(0))
exists for all t ∈ R and
sup
t∈R
(|x(t)| + |x˙(t)|) ≤ C(x(0),y(0)),
where C(x(0),y(0)) > 0 is a constant depending on the initial values (x(0), y(0)).
Remark 1. It is still open whether the smoothness of ai(t) and bi(t) can be relaxed to C
κ (0 <
κ < 1) as in [17].
2. Action-Angle variables
Consider (1.2). First, rescale x → Ax, where A is a large constant. Then (1.2) can be written
as a system:
x˙ = Any, y˙ = −Anx2n+1 −
n−1∑
i=0
A2i−nai(t)x
2i+1 −
l∑
i=0
A2i+1bi(t)x
2i+1y. (2.1)
First of all, we consider an unperturbed Hamiltonian system
dx
dt
= y =
∂H0
∂y
,
dy
dt
= −x2n+1 = −
∂H0
∂x
, (2.2)
where H0(x, y) =
1
2
y2 + 1
2n+2
x2n+2. Assume (S (t),C(t)) is the solution of (2.2) with the initial
condition (S (0),C(0)) = (0, 1). Clearly, this solution is periodic. Let T0 be its minimal positive
period. It follows from (2.2) that S (t) and C(t) satisfy the following properties:
2
(i) S (t), C(t) ∈ Cω(T) (ii) S (t + T0) = S (t), C(t + T0) = C(t);
(iii) S˙ (t) = C(t), C˙(t) = −S 2n+1(t); (iv) S 2n+2(t) + (n + 1)C2(t) = n + 1;
(v) C(−t) = C(t), S (−t) = −S (t).
Following [3], we define a diffeomorphismψ0 : R
+×T1 → R2\{0}. Let ψ0 : x = c
αραS (θT0), y =
cβρβC(θT0), where α =
1
n+2
, β = 1− α, c = 1
βT0
. By a simple calculation, we have | det
∂(x,y)
∂(ρ,θ)
|= 1.
Thus ψ0 is symplectic. So by ψ0, (2.1) is changed into
dρ
dt
= f1(ρ, θ, t) + f2(ρ, θ, t),
dθ
dt
= dAnρ2β−1 + g1(ρ, θ, t) + g2(ρ, θ, t), (2.3)
where d = βc2β, and
f1(ρ, θ, t) = −
n−1∑
i=[ n−1
2
]+1
A2i−nai(t)T0c
2(i+1)αρ2(i+1)αC(θT0)S
2i+1(θT0)
−
l∑
i=0
A2i+1bi(t)T0c
(2i+1)α+1ρ(2i+1)α+1C2(θT0)S
2i+1(θT0), (2.4)
f2(ρ, θ, t) = −
[ n−1
2
]∑
i=0
A2i−nai(t)T0c
2(i+1)αρ2(i+1)αC(θT0)S
2i+1(θT0), (2.5)
g1(ρ, θ, t) = α
n−1∑
i=[ n−1
2
]+1
A2i−nai(t)c
2(i+1)αρ2(i+1)α−1S 2(i+1)(θT0)
+α
l∑
i=0
A2i+1bi(t)c
2(i+1)α+1ρ2(i+1)αC(θT0)S
2(i+1)(θT0), (2.6)
g2(ρ, θ, t) = α
[ n−1
2
]∑
i=0
A2i−nai(t)c
2(i+1)αρ2(i+1)α−1S 2(i+1)(θT0). (2.7)
Recall C(−t) = C(t), S (−t) = −S (t), ai(−t) = ai(t) and bi(−t) = bi(t). So we have
f1(ρ,−θ, t) = − f1(ρ, θ, t), f2(ρ,−θ,−t) = − f2(ρ, θ, t), f1(ρ,−θ,−t) = − f1(ρ, θ, t), (2.8)
g1(ρ,−θ, t) = g1(ρ, θ, t), g1(ρ, θ,−t) = g1(ρ, θ, t), g2(ρ,−θ,−t) = g2(ρ, θ, t). (2.9)
In addition, by (2.4)-(2.7), we have f1 = O1(A
n−1), f2 = O(A
−1), g1 = O1(A
n−1), g2 = O(A
−1),
where f (ρ, θ, t, A) = O1(A
Γ) means
sup
(ρ, θ, t) ∈ D4−CA−1 × T
1
∣∣∣∣
∑
p+q=k
∂k+1 f
∂ρp∂θq∂t
∣∣∣∣ ≤ CkAΓ, A ≫ 1, k ∈ Z+ (2.10)
with constant Ck depending on k and
Ds = {(ρ, θ) ∈ R × T
1 : 1 ≤ ρ ≤ s, θ ∈ T1}, (2.11)
and f (ρ, θ, t, A) = O(AΓ) means
sup
(ρ, θ, t) ∈ D4−CA−1 × T
1
∣∣∣∣
∑
p+q=k
∂k f
∂ρp∂θq
∣∣∣∣ ≤ CkAΓ, A ≫ 1, k ∈ Z+. (2.12)
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3. Coordinate changes
Lemma 3.1. There exists a diffeomorphismΨ1 : ρ = µ+U1(µ, φ, t), θ = φ such thatΨ
1(D4−C0A−1 ) ⊂
D4 with a constant C0 > 0 and (2.3) is changed into
dµ
dt
= f
(1)
1
(ρ, θ, t) + f
(1)
2
(ρ, θ, t),
dφ
dt
=
dAnµ2β−1 + g
(1)
1
(ρ, θ, t) + g
(1)
2
(ρ, θ, t), where f
(1)
1
, f
(1)
2
and g
(1)
1
, g
(1)
2
satisfy (2.8) and (2.9), respec-
tively, and
f
(1)
1
= O1(A
n−2), f
(1)
2
= O(A−1), g
(1)
1
= O1(A
n−1), g
(1)
2
= O(A−1), (µ, φ) ∈ D4−C0A−1 . (3.1)
Proof. Set Φ1 : µ = ρ+ V1(ρ, θ, t), φ = θ. Under Φ
1, we have
dµ
dt
=
dρ
dt
+
∂V1
∂ρ
dρ
dt
+
∂V1
∂θ
dθ
dt
+ ∂tV1.
By (2.3),
dµ
dt
= f1+ f2+
∂V1
∂ρ
( f1+ f2)+
∂V1
∂θ
(dρ2β−1An+g1+g2)+
∂V1
∂t
. Since f1(ρ,−θ, t) = − f1(ρ, θ, t),
[ f1] =
∫
T1
f1(ρ, θ, t)dθ = 0. So by setting dA
nρ2β−1 ∂V1
∂θ
+ f1(ρ, θ, t) = 0, we can get V1(ρ, θ, t) =
−
∫ θ
0
f1(ρ,s,t)
dAnρ2β−1
ds. Recall f1(ρ,−θ, t) = − f1(ρ, θ, t) and f1 = O1(A
n−1).We have
V1(ρ,−θ, t) = V1(ρ, θ, t) = V1(ρ, θ,−t),V1(ρ, θ, t) = O1(A
−1), (ρ, θ, t) ∈ D4 × T
1. (3.2)
By the implicit function Theorem, we have that there exists the inverse of Φ1, say Ψ1, which can
be written as Ψ1 = (Φ1)−1 : ρ = µ + U1(µ, φ, t), θ = φ, where
U1(µ,−φ, t) = U1(µ, φ, t) = U1(µ, φ,−t),U1 = O1(A
−1), (µ, φ, t) ∈ D4−C0A−1 × T
1. (3.3)
Let f
(1)
1
=
∂V1(µ+U1(µ,φ,t),φ,t)
∂ρ
f1(µ + U1(µ, φ, t), φ, t) +
∂V1(µ+U1 (µ,φ,t),φ,t)
∂θ
g1(µ + U1(µ, φ, t), φ, t), f
(1)
2
=
f2(µ+U1(µ, φ, t), φ, t)+
∂V1(µ+U1 (µ,φ,t),φ,t)
∂ρ
f2+
∂V1(µ+U1 (µ,φ,t),φ,t)
∂θ
g2(µ+U1(µ, φ, t), φ, t)+
∂V1(µ+U1 (µ,φ,t),φ,t)
∂t
,
g
(1)
1
= g1(µ+U1(µ, φ, t), φ, t)− dA
nµ2β−1 + dAn(µ+U1(µ, φ, t))
2β−1, g
(1)
2
= g2(µ+U1(µ, φ, t), φ, t).
Using (2.8), (2.9), (3.2) and (3.3), we have that f
(1)
1
, f
(1)
2
and g
(1)
1
, g
(1)
2
satisfy (2.8) and (2.9), re-
spectively. Using (3.2) and (3.3), we have f
(1)
1
= O1(A
n−2), f
(1)
2
= O(A−1), g
(1)
1
= O1(A
n−1), g
(1)
2
=
O(A−1), (µ, φ) ∈ D4−C0A−1 . This completes the proof of Lemma 3.1.
Repeating Lemma 3.1 n times, we have a new equation (still by (ρ, θ) denoting the variables,
for brevity):
ρ˙ = f
(n)
1
(ρ, θ, t) + f
(n)
2
(ρ, θ, t),θ˙ = dAnρ2β−1+ g
(n)
1
(ρ, θ, t)+ g
(n)
2
(ρ, θ, t), (ρ, θ, t) ∈ D4−CA−1 × T
1,(3.4)
where f
(n)
1
, f
(n)
2
and g
(n)
1
, g
(n)
2
satisfy (2.8) and (2.9), respectively, and
f
(n)
1
= f
(n)
2
= O(A−1), g
(n)
1
= O1(A
n−1), g
(n)
2
= O(A−1). (3.5)
Let F(n) = f
(n)
1
(ρ, θ, t) + f
(n)
2
(ρ, θ, t). Then F(ρ,−θ,−t) = −F(ρ, θ, t), (ρ, θ) ∈ D4−CA−1 , t ∈ T
1, F =
O(A−1). Rewrite (3.4) as follows
ρ˙ = F(ρ, θ, t), θ˙ = dAnρ2β−1 + c0h(ρ, t) + g1(ρ, θ, t) + g2(ρ, θ, t), (3.6)
where (ρ, θ) ∈ D4−CA−1 , t ∈ T
1, and
F(ρ,−θ,−t) = −F(ρ, θ, t), F = O(A−1), h(ρ,−t) = h(ρ, t), h = O1(A
n−1), (3.7)
g1(ρ,−θ, t) = g1(ρ, θ, t), g1(ρ, θ,−t) = g1(ρ, θ, t), g2(ρ,−θ,−t) = g2(ρ, θ, t), (3.8)
g1 = O1(A
n−1), g2 = O(A
−1), c0 = 0. (3.9)
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Lemma 3.2. There exists a diffeomorphismψ2 : ρ = µ, θ = φ+U2(µ, φ, t), (µ, φ, t) ∈ D4−C0A−1×T
1
such that ψ2(D4−C1A−1 × T
1) ⊂ D4−C0A−1 × T
1, (C1 > C0), and (3.6) is transformed into
ρ˙ = F(1)(ρ, θ, t), θ˙ = dAnρ2β−1 + h(1)(ρ, t) + g
(1)
1
(ρ, θ, t) + g
(1)
2
(ρ, θ, t), (3.10)
where F(1), h(1) satisfy (3.7), g
(1)
1
, g
(1)
2
satisfy (3.8) and g
(1)
1
= O1(A
n−2), g
(1)
2
= O(A−1).
Proof. Define a transformationΦ2 : µ = ρ, φ = θ + V2(ρ, θ, t), where
V2(ρ, θ, t) = −
∫ θ
0
g1(ρ,s,t)−[g1](ρ,t)
dAnρ2β−1+c h(ρ,t)
ds, [g1] =
∫
T1
g1(ρ, s, t)ds. By (3.7)-(3.9), we have
V2(ρ,−θ, t) = −V2(ρ, θ, t), V2(ρ, θ,−t) = V2(ρ, θ, t), V2 = O1(A
−1).
Moreover, doing as in the proof of Lemma 1, we have that there exists U2 = U2(µ, φ, t) satisfying
U2(µ,−φ, t) = −U2(µ, φ, t), U2(µ, φ,−t) = U2(µ, φ, t), U2 = O1(A
−1), (3.11)
and ψ2 = Φ
−1
2
: ρ = µ, θ = φ+U2(µ, φ, t) such that ψ2(D4−C3A−1×T
1) ⊂ D4−C2A−1×T
1, C3 > C2.
Then (3.10) is changed into µ˙ = F(1)(µ, φ, t), φ˙ = dAnµ2β−1 + h(1)(µ, t)+ g
(1)
1
(µ, φ, t)+ g
(1)
2
(µ, φ, t),
where F(1) = F(µ, φ + U2(µ, φ, t), t), h
(1)(µ, t) = c0h(µ, t) + [g1](µ, t), g
(1)
1
(µ, φ, t) = g1(µ, φ +
U2(µ, φ, t), t)
∂V2(µ,φ+U2(µ,φ,t),t)
∂θ
, g
(1)
2
(µ, φ, t) = F(1)(µ, φ + U2(µ, φ, t), t)
∂V2(µ,φ+U2 (µ,φ,t),t)
∂ρ
+ g2(µ, φ +
U2(µ, φ, t), t)
∂V2(µ,φ+U2(µ,φ,t),t)
∂θ
+ ∂tV2(µ, φ + U2(µ, φ, t), t). By (3.7)-(3.9) and (3.11), we have that
F(1), h(1), g
(1)
1
, g
(1)
2
satisfy (3.7), (3.8) and g
(1)
1
= O1(A
n−2), g
(1)
2
= O(A−1). This completes the
proof of Lemma 2.
Note that if g(ρ,−θ, t) = g(ρ, θ,−t), we have g(ρ,−θ,−t) = g(ρ, θ, t). Repeating Lemma 2 n
times, we have that (3.6) is changed into
ρ˙ = F (ρ, θ, t), θ˙ = dAnρ2β−1 + H(ρ, t) +G(ρ, φ, t), (3.12)
where F (ρ,−θ,−t) = −F (ρ, θ, t),F = O(A−1),H(ρ,−t) = H(ρ, t), H = O1(A
n−1), G(ρ,−θ,−t) =
G(ρ, θ, t),G = O(A−1), (ρ, θ, t) ∈ D4−C5A−1 × T
1,C5 > C4. Let λ = ρ
2β−1
+ A−n
∫ 1
0
H(ρ, t)dt. By
(3.12), we get the time-1 map (refer to [7, 8])
P : λ1 = λ0 + ξ(λ0, θ, A), θ1 = θ0 + dA
n(λ + η(λ0, θ, A)), (λ0, θ0) ∈ [2, 3] × T
1, A ≫ 1, (3.13)
where ξ(λ0, θ0, A), η(λ0, θ0, A) are analytic in (λ0, θ0) ∈ [2, 3] × T
1, ξ(λ0,−θ0, A) = −ξ(λ0, θ0, A),
η(λ0,−θ0, A) = η(λ0, θ0, A), (λ0, θ0) ∈ [2, 3] × T
1, sup(λ0,θ0)∈[2,3]×T1 |ξ(λ0, θ0, A)| ≤ CA
−1, and
sup(λ0,θ0)∈[2,3]×T1 |η(λ0, θ0, A)| ≤ CA
−1.
Lemma 3.3. LetΩ ⊂ Rm be a closed ball of radius 1 and D∗ ⊂ C
m be a complex neighbourhood
of Ω. Let τ0, τ˜0 ∈ (0, 1]. Let BR(b) also be a closed ball in R
κ with an arbitrary centre b and
radius R. Denote by D the following domain in C2m+κ : D = {x ∈ Cm | |Imx j| < τ0} × {y ∈ C
m |
y ∈ D∗} × {η ∈ C
κ | |ηt − bt| < R + τ˜0}. Suppose that γ, c ∈ (0, 1] are fixed and on D the following
mappings are given: A : (x, y, η) 7→ (x + dγAny + f 1(x, y, η), y + f 2(x, y, η), η + f 3(x, y, η)),
G : (x, y, η) 7→ (−x+ α1(x, y, η), y+α2(x, y, η), η+ α3(x, y, η)), where f τ and ατ (τ = 1, 2, 3) are
normal in D functions. Assume that AGA = G throughout D, where AGA is defined, and if κ > 0
then in addition G2 = id throughout D, where G2 is defined. Let K > 0, ε˜ > 0. A number ω ∈ Rm
is called a number of typeMm(K, ε˜) if for all q ∈ Z
m \ {0} and ρ ∈ Z such that |
(q,ω)
2pi
− ρ |≥ K
|q|m+ε
.
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Introduce the notation Ωγ,C = {ω ∈ γdA
n
Ω | ω is of type Mm(dA
nγC , 1)}. Then for each ε > 0
there exists δ > 0, depending only on ε, Dτ and C but not on γ, such that if on D | f
τ| < γδ
and |ατ| < γδ then for each ω ∈ Ωγ,C the mappings A and G have a common invariant (m + κ)-
dimensional manifold
x = ϕ + Φ1ω(ϕ, χ), y = γ
−1ω + Φ2ω(ϕ, χ), η = χ + Φ
3
ω(ϕ, χ), (3.14)
where Φτω are normal in {ϕ ∈ C
m
∣∣∣|Imϕj| < τ02 } × {χ ∈ Cκ
∣∣∣|χt − bt| < R + τ˜02 } functions, such that
diffeomorphisms of the manifold (3.14) induced by the mappings A andG are (ϕ, χ) 7→ (ϕ+ω, χ)
and (ϕ, χ) 7→ (−ϕ, χ) respectively (so that (3.14) is foliated into invariant under A and G spaces
χ = const) and the following inequality holds Φτω < ε. Moreover, for every two ω
1 and ω2 in
Ωγ,C the following estimate holds |Φ
τ
ω1
−Φτ
ω2
| < γ−1|ω1 − ω2|ε.
The present theorem is Theorem 1.1 of [13] when dAn = 1. When dAn , 1, the proof is
similar to that of Theorem 1.1 in [13] and so is omitted. See [13] for the details.
Proof of Theorem 1.1 Let G : (ρ, θ) 7→ (ρ,−θ) in Lemma 3.3 and let η vanish. By Lemma
3.3 and (3.13), P has an invariant curve T in the annulus [2, 3]×T1. Since A ≫ 1, it follows that
the time-1 map of the original system has an invariant curve TA in [2A + C, 3A − C] × T
1 with
C being a constant independent of A. Choosing A = Ak → ∞ as k → ∞, we have that there are
countable many invariant curves TAk , clustering at ∞. Then any solution of the original system
is bounded. Incidentally, we can obtained that there are many infinite number of quasi-periodic
solutions around the infinity in the (x, x˙) plane.
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