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We develop an approximation framework for linear hereditary systems 
which includes as special cases approximation schemes employing splines of 
arbitrary order. Numerical results for first- and third-order spline-based 
methods are presented and compared with results obtained using a previously 
developed scheme based on averaging ideas. 
1. INTRODUCTION 
In this paper we consider approximation techniques for functional differential 
equations (FDEs) based on classical “least squares” or best L, spline approxima- 
tions. Ina recent paper [7], Burns and Cliff developed an approximation scheme 
that employed piecewise linear function approximations. However, to our 
knowledge, the ideas for use of splines (piecewise linear or higher order) in 
approximating FDEs as developed in our presentation here are new. We develop 
our ideas in the context of an abstract approximation theorem (the Trotter-Kato 
approxrmation theorem in linear semigroup theory) which greatly facilitates 
arguments to establish convergence. Use of the Trotter-Kato heorem in this 
way is not new; indeed, it has been used recently in connection with other 
approximation schemes for problems involving linear and nonlinear FDEs (see 
[3] for a survey and, in addition, the recent papers [l, 2, 4, 7-91). 
* This research supported in part by the National Science Foundation under Grant 
NSF-GP-28931x3, and in part by the U.S. Air Force under contract AF-AFOSR-76-3092. 
t This research supported by the National Science Foundation under grant NSF-GP- 
2893 1x3. 
496 
0022-0396/79/120496-27$02.00/O 
Copyright 0 1979 by Academic Press, Inc. 
AU rights of reproduction in any form reserved. 
SPLINE APPROXIMATIONS 497 
We restrict our considerations i  this paper to linear systems and their 
approximation. The use of the ideas presented here in nonlinear system 
problems along with applications to optimal control and parameter estimation 
problems will be discussed lsewhere. Our main purpose here is to develop the 
fundamental theoretical ideas for spline-based methods and present a sample 
of our findings innumerical experiments with these approximations. A  will be 
evident from our discussions f the numerical results inSection 5 below, we 
believe that these spline-based approximation techniques can offer significant 
advantages over other methods (e.g., those discussed in [l, 3, 7-91) in many 
instances. 
We first develop in Section 2 a general setting for our system approximation 
problem in an appropriate Hilbert space. Much of the material inthis ection is
closely related toknown results, but must be presented inorder to give a com- 
plete and clear discussion of our ideas. A general pproximation result isdeveloped 
in Section 3 and we then in Section 4 show how spline-based m thods can be 
treated ina simple manner as a special case of the approximation ideas of Section 3. 
One feature of our presentation s that he proofs in Section 4 follow imme- 
diately from standard results inspline theory. Aesthetically, our development 
has appeal since the theoretical foundations are cleaner than those for other 
types of methods proposed to date (e.g., see [3, 71). From a practical viewpoint 
these methods, as we have already noted, should prove advantageous inmany 
control and identification problems. 
The following otation will be used thourghout the paper. For ---co < a < 
b < co, &(a, b; R”) is the Hilbert space of equivalence lasses ofall functions 
X: [a, b] -+ R" such that 1 x I2 is integrable. / . /is the Euclidean norm in Rn, 
(., .j2 and 1 . jp denote the usual inner product and norm in &(a, b; R"). 
Ck(a, b; R”), k = 0, 1, 2 ,..., denotes the space of Rn-valued continuous functions 
which possess k continuous derivatives on [a, b]. (At end points of closed inter- 
vals, “derivative” of course means the appropriate one-sided derivative.) For
k = 0 this is the usual space of continuous functions which we denote simply 
by C(a, b; R”). LVr*2(u, b; R”) is the space of absolutely continuous functions 
s: [a, b] ---f R”such that kEL,(u, b; R”). The space of equivalence lasses ofall 
functions X:[0, co) -+ Rn such that ( x I2 is integrable on bounded intervals 
will be denoted by &I,, = L2.roc(0, 0 ;R”). For any t, > 0 the collection of 
all ~EL~.J~~ restricted o [0, tr] gives the space L,(O, t,; Rn), of course. In the 
special case where a = -r, b = 0 with T > 0 we shall abbreviate he notation 
above and simply write L, , C”, etc. The state space for our considerations willbe 
the Hilbert space 2 = Rn x L, with norm I(q, v)lz = (1 r] 12 + I + 12)*/a, 
(7,+) EZ, and inner product ((71 ,'$I), (72 ,$2))z = 71~72 + ($1, #‘2>2 9 
(rli, &) E 2, i = 1, 2. Corresponding to Ck, k = 0, 1, 2 ,..., we introduce 
the linear subspace of 2 defined by 5P = {(4(O), +)I + E P}. Again, 
for k = 0 we write V instead of %‘O. Throughout his paper we shall not distin- 
guish notationally between a function 4 and its equivalence lass in L, . If + is 
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in C, then 4 denotes the element (d(O), $)in V. If on the other hand 4 is an 
element in %‘, then 4 denotes the unique element in C such that r$ = (b(O), 4). 
The identity map in any space and its matrix representations will always be 
denoted by I. 
For a function x: [-r, a) ---f R”, OL > 0, the symbol xt , t E [0, a), denotes 
the function [--Y, 0] +R” defined by xt(r9) = x(t + e), 8 E [-Y, 01. Finally, 
for any function x of one independent variable we shall use interchangeably 
either x or Dx to denote the derivative of xwith respect to this variable. 
2. THE LINEAR FUNCTIONAL DIFFERENTIAL EQUATION 
In this ection we detail the type of equation we consider in this paper and 
state the results for this equation which are important for the developments inthe 
following sections. 
Given (7, 4) E 2 and f ~~~~~~~ we consider the Cauchy problem 
For simplicity of exposition we assume thatl(x,) has the form 
L(x,) = f A,x(t - Tj) + Jo A(B) x(t + 8) de, (2.2) 
i=O -7 
where 0 = 7. < ... < 7M = Y and Ai , A(B) are n x n matrices, the elements 
of 0 -+ A(B) being square-integrable on [-Y, 01. Note that for any any right- 
hand side of type (2.2) we can assume T, = Y (possibly after edefining A(0) or 
with ,4, = 0). The form ofL(x,) given in (2.2) is, to our knowledge, sufficiently 
general to include all inear autonomous FDEs arising inapplications. (In regard 
to more general equations see the remark at the end of this ection.) 
A solution f(2.1) is a function x:[-I, a) -+ R”, 01 > 0, which is absolutely 
continuous on [0, a) such that (x(O), x0) =: (7, 4) and for 0 < t < 01, 
x(t) = 7 + ~otL(JE,) do + Jotf (4du. (2.3) 
A solution f(2.1) is denoted by x(t) = x(t; v,+, f). In case f E 0 we shall 
write simply x(t; 7, +). 
Note that for any two functions x,y: [-I, CQ] -+ Rn, ai > 0, which are 
absolutely continuous on [0, LYE] and satisfy x0= y. in L, and x(t) = y(t) for 
t E [0, 01~1, the maps u -+ L(x,) and u -+ L( yo) are defined and are in the same 
equivalence lass of R”-valued functions on [0, UJ. In general L is not defined 
on all of Z, but can be defined on $5 by L(J) = L(4), 4 E C. 
The following lemma is stated without its quite lementary proof. 
SPLINE APPROXIMATIONS 499 
LEMMA 2.1. The solutions f (2.1) exist on [-r, co) and are uniquely deter- 
mined. Moreover, for sequences (Q ,&) - (7, $) in 2 and fk -+ f in L2.10c wehaae 
for all T > 0 
=& I $1 - Xk(Ol - 0 
as k --t co, where x(t) = x(t; 71, +, f) and xk(t) = x(t; Q. , #lr ,fk). 
In the case of the homogeneous equation, i.e., f = 0, we define the family 
S(t), t> 0, of operators 2 -+ Z by 
for each (7,$) EZ. 
Wh 4) = MC 79 $)9 “th 9)) (2.4) 
LEMMA 2.2. (a) S(t), t > 0, is a C,,-semigroup of bounded linear operators. 
(b) The infinitesimal generator & of this emigroup and its domain 9(d) 
are given by 
q=fq = &b(O), 4)E z I c E w19, 
JwOh $1 = wl% d)9 bN0)~ $1 E %4* 
(c) For k = 1, 2,... the sets 
Tw = {$ E %?‘I d(O) = L(4)) 
and 
are dense in 2. 
(d - XI) 2’” for h su$kiently large 
Parts (a) and (b) of this lemma are by now standard results ifone deals with 
FDEs in the state space Z (cf., for instance, [3,9, 151). 
In order to establish density of (& - XI) W’ we first observe that V, k = 
0, 1, 2 ,..., is dense in Z because &8(&‘“) C W-l and g(~@) = Z for k = 1,2,... . 
This last fact is true for the infinitesimal generator of any C,-semigroup of 
bounded linear operators inZ (see, for instance, any standard reference on
linear semigroup theory such as [lo] or [16]). Then density of (~2 - XI) Bf” 
for h sufficiently large follows once one argues 
(d - AI) $iv = w-1 (2.5) 
fork = 1,2,... and such A. 
The resolvent operator (~2 - AI)-l exists for h sufficiently large and is a 
bounded linear operator Z + B(d). Therefore, given 1,8 E W-1, the equation 
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has a unique solution4 for /\ sufficiently large. We only have to check if4 E 9. 
But using the definition of LS’ we see that (2.6) is equivalent to
I$ - h+ = 4 and W) - W(O) = $wo, 
which implies 4 E Ck and J(O) = @(O) + #(O) = L(4). This proves (2.5). 
Finally, density of 9 now follows at once from 9’” = (XI - hl)-l%k-l for X 
sufficiently large. 
A fundamentai notion we shall use in our approach is the concept of dissi- 
pativeness. Retail, that a linear operator B: 9(B) + 2, 9(B) C 2, is called 
dissipative in 2 if (Bz, zj, < 0 for all z E .9(B). If B is the infinitesimal 
generator fa C,,-semigroup T(t), t> 0, of bounded linear operators Z--+ 2 and 
B - WI is dissipative forsome w E R, then / T(t)z Iz < ewt 1 z Iz for all zE 2 
and t 3 0. The solution semigroup .8(t), t > 0, defined in (2.4) in general 
satisfies an estimate 
I S(t)z Iz< k%+ I z lz , % E 2, t > 0, 
where w E R and M > 1. Therefore XI - WI will not be dissipative n 2 for any 
w E R. Following an idea used in [15] we introduce an equivalent orm in Z 
such that Z with this norm is again a Hilbert space Z, and for some constant 
w E R, & - WI is dissipative n the space Z, . Roughly speaking, the new norm 
reflects the weight placed by (2.2) on different parts of the past history. 
Corresponding tothe difference par-tin (2.2) we define the weighting functiong 
to be a step function [-r, 0] such that 
g(4 = i for 19 E(--T+~+~ ,--T~-~), j = l,..., m. 
The space Z supplied with the norm 
will be denoted by Z, . Obviously, Z is a Hilbert space with inner product 
+I1 341h (172 1952)>2, = 11=7?2 + s" d,W42(4g(~) d4 
--r 
for(7ji,$JEZ,i = 1,2. 
Following the arguments given in [3, p. 1861, we can establish t e following 
result. 
LEMMA 2.3. a? - &is dissipative in Z,, i.e., 
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with 
Obviously, the norm ( . /=, is equivalent to1 . Iz . Therefore, all results stated 
in Z which involve only topological oncepts remain valid in Z, (e.g., the results 
of Lemma 2.2). 
Lemma 2.3 will be basic for our use of the Trotter-Kato heorem in the next 
section i order to obtain an approximation result for the homogeneous Cauchy 
problem, i.e., (2.1) withf = 0. 
We now turn to the general nonhomogeneous case of (2.1) and define 
z(t) - z(t; ~,4,f) = W(q $1 + 1’ W - 4(f(4 0) do> t > 0 (2.7) 
‘0 
for (~~4) E Z andf E -&.I~, . In applications (e pecially control problems) it is also 
important o investigate, forfixed t, > 0, the operator S:L,(O, t,; R”) + 
C(0, t,; Z) defined for 0 < t < t, and f E L,(O, t,; R”) by 
GFf)(t) = j-I s(t - 4(fW, 0) da. 
0 
(2.8) 
For our discussion below, the first part of the following lemma is an essential 
equivalence r sult. The second part, while not essential toour presentation 
here, is needed in applying our approximation results ocontrol problems (see 
[2]), and is stated for future reference. 
LEMMA 2.4. (a) Given (q,+) EZ andf~l,~,,,  we have 
z(t) = (.r(t; 1?,4, f), 4% 4, f)) for t > 0, 
where z(t) is defined by(2.7). 
(b) For any t, > 0 the operator 9 de$ned by (2.8) is a compact linear 
operator. 
The results of this lemma have already been established lsewhere (see 
Theorems 2.1 and 3.2 of [2], Theorem 1 of [4], Lemma 1.3.7 of [I I], or Lemma 
2.2 of [12]) but for the sake of completeness we shall sketch the arguments 
needed to give a proof. 
We first assume (b(O), $)E B(d) and f E C’(0, co; R”). Then (see, for instance, 
[5, p. 311) z(t) given in (2.7) is the unique strong solution tothe abstract Cauchy 
problem 
W) = -Qqt) + (f(t), O t >, 0, 
40) = bbw 6). 
(2.9) 
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On the other hand for x(t) = x(t;4(0), $,f) we have,s E W1*2(-~, t,; R”) for 
any t, > 0, which implies xt E w1s2 for all t > 0. By a characterization of 
functions inWrs2 (see [5, p. 21]), the derivative of the map t - xt considered as
a map [0, cc) 4 L, exists and (d/dt) xt= 9, , where nt(0) = ~(t + 8), 0 E 
[-Y, 01. This together with (2:l) reveals that (x(t), +) is also asolution f(2.9). 
By uniqueness of solutions of(2.9) we have a(t) = (x(t), xJ, t > 0 and thus 
the equivalence inpart (a) of Lemma 2.4 obtains whenever (q, 4) E g(-pP) and 
f E cyo, al; R”). 
To complete the proof of part (a) we observe that $@(zZ) = Z and Cl(O, t,; Rn) 
is dense in L,(O, t,; R”) for any t, > 0. Moreover, for 0 < t ,( t, , z(t) given by 
(2.7) and (x(t), xJ, x(t) = ~(t; r), $,f), depend continuously on (7, 4) E Z and 
f6 L,(O, t,; R”). 
In order to prove part(b) we fix t, > 0 and a bounded subset G of L,(O, t,; R”). 
We have to prove that, for each t in [0, tr], the set {(Ff)(t) / f~ G} is precompact 
in Z and that {Sf 1 f E G} is bounded and equicontinuous. 
If we observe that (Ff)(t) = (~(t; 0, 0, f ), x,(0,0, f)), t E [0, tr], and that 
{.I(.; 0, 0, f) j f E G) and {s;(.; 0, 0, f) 1 f E G} are bounded subsets of C(-Y, 
t,; R”) and L,(-Y, t,; R”), respectively, it isimmediate that {(Ff)(t) 1 f6 G} is 
precompact in % endowed with the norm / 4 1~ = sup-tJ,al 14 1 and therefore 
also in Z. The same arguments also give equicontinuity andboundedness of 
P?fIf~Gl. 
Remark. All results given in this ection remain valid for equations more 
general than those considered here. L must only be a continuous functional from 
C to R” satisfying theconditions given by BorisoviE and Turbabin in [6] (see 
also PI). IfL(4) = JrT [+(41+(4,4 E C th en the weighting function g in this 
more general case has to be defined by g(B) = 1 + St,. j& I, 0E [-Y, 01. 
3. A GENERAL APPROXIMATION SCHEME 
Basic to our approach is the following version of the so-called Trotter-Kato 
theorem (see [10, Theorem 4.61). 
LEMMA 3.1. Let T(t) and T”(t), N = 1, 2,..., t 3 0 be C,,-semigroups in a 
Banach space Y with injinitesimal generators 9 and aN, respectively. Assume that 
the following conditions aresatisjied. 
(i) (Stability hypothesis). There xist constants w and wN such that 99 - WI 
and 9” - w,I are dissipative on Y and the sequence {q,) is bounded. 
(ii) (Consistency hypothesis). There xists a ubset 9 C 9(a) n fizcl 9(W) 
which together with (9 - AZ)3 for some X > 0 is dense in Y and such that SNy 4 By 
for ally E 9. 
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Then 
for ally E Y uniformly onbounded t-intervals. 
We call {.ZN, PN, J&“), N = 1, 2 ,..., anapproximation scheme for the Cauchy 
problem (2.1) if (Z”} is a sequence of subspaces of Z, , {PN} is the sequence of 
orthogonal projections PN: Z, - ZN, and (.zP’} is a sequence of operators 
Z+Z”. 
THEOREM 3.1. Suppose that {ZN, PA”, &“} is an approximation scheme for 
(2.1) satisfying thefollowing conditions: 
(i) Zv C 9(d), N = 1, 2 ,...  
(ii) .A?~ = PN&PV, N = 1, 2 ,...  
(iii) (a) lim,,, PNz = z in Z for all zE Z, 
(b) For some integer k 3 1 we have lim,,,L(+“) = L(#) in Rn and 
lim,-, DILN = D# in L, for all 4 E C”, where I,V is defined byP”$ = ($N(O), t V’). 
Then each J&‘~ is the injkitesimal generator fa C,,-semigroup W(t), t >, 0, 
such that 
and 
s”(t) z” c Z”, N = 1, 2,..., 
lim SN(t)z = S(t)2 AT-+ z (3.1) 
for all zE Z, uniformly onbounded t-intervals. 
Proof. We first how that &IN - WI, N = 1,2,..., is dissipative n Z, with 
w as given in Lemma 2.3. Since PN and its dual map coincide, we get, by using 
the definition of dN and ZN C 9(d), the estimate 
for all zE Z, which proves the claim. We next observe that &PN is closed and 
defined on all of Z and thus by the closed graph theorem [16] is bounded. It 
follows that dN = PN&‘PN is bounded and is the infinitesimal generator f 
a C,,-semigroup SN(t) = edNf, t > 0. Invariance ofZN under SN(t) is a con- 
sequence of dNZN C ZN. In order to establish (3.1) it only remains to verify 
that hypotheses (i) and (ii) of Lemma 3.1 hold. Condition (i) follows from our 
comments above. In considering condition (ii), we choose 9 = 9’“. By part (c) 
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of Lemma 2.2, .P and (JQ’ - AI) gk, for A sufficiently large, are dense in Z 
and therefore also in Z, . For $ E 9” we have the estimate 
The second term on the right-hand side of (3.2) approaches zero as N- 03 
by condition (iiia) ofour hypothesis above. If we write PNt,6 = (g”(O), $N) then 
the first term on the right-hand side of (3.2) is I(L(#N), QP) - (15(#), D#)lzl ,
which tends to zero as N - co by (iiib). Note that convergence inZ is equivalent 
to convergence in Z, . Therefore, we have lim,,, zZN$ = A,$ for all 4 E Bk, 
i.e., hypothesis (ii) of Lemma 3.1 is satisfied. 
Remark 3. I. In order to prove L(tJP’) + I,(#) it suffices to how $” - # in C 
(with sup-norm), because L is a continuous functional C -+ R”. 
Remark 3.2. Since 5P, k = 0, I, 2 ,..., isdense in Z, it is clear that (iiia) 
holds, if lim,,, PN$ = 1+6 for all $ E VP for some integer k > 0. 
Remark 3.3. The proof of the Trotter-Kato heorem also yieldsestimates for 
the rate of convergence ofP’(t).z -+S(t)z, at least for certain z E Z. This can be 
seen as follows. Inequalities (4.2) and (4.3) in [lo, p. 881 imply 
IISN(t) - WI W, ; ~Yz lz 
< Mew* 1 [R(h, ; szfN) - R(X, ;a’)] R(A, ;s.4)~ 1 z 
+ iVIew* 1’I[R(Ao ; d”) - R(X, ;d)] S(o)r Izda 
0 
+ IWo ; d”) - R(Ao ;~41 s(t) R(& ; d)z Iz 
for t E [0, T], T > 0, z E Z. Here A, is a fixed real number such that A, > w and 
R(X; A?‘), R(X; .eP) is the usual notation for (Al - A!)-’ and (AI - ,dN)--l, 
respectively. We also make use of the estimates 
and / R(A,,; &N)I < AI/(&, - W) with some constant M 3 1. Equation (4.14) 
in [lo, p. 911 gives the estimate 
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for z E Z. Thus, for some constant a = a(T) we finally obtain 
IISNV) - S(t)] wo ; w2z I z 
<A &dN--d]R(Xo;d)%Iz 
I 
+ Jo= I[&” - -Q’] S(o) R(&, ; 4~ I z do 
for all t E [0, T] and z E Z. In order to use this estimate suppose that A is a 
subset of 9(&s) such that there xists p so that for each y E .M, there xists 
v = v(y) with 
I[~N--lYIz<+ N = 1, 2,.... 
Suppose A1 C A is such that zE J?, implies 
S(t)z EA? for all t E [0, T], 
and 
S(t)(A$ - d)z E A for all t E [0, T], 
with the constants Y = v(S(t)z), v = v(S(t)(A,J - &)z) being uniform in t. 
Then for each z E .Mi there xists a constant G = i;(z) such that 
IISNG) - W)lz Iz < $-, N = 1, 2,..., 
for all t E [0, T]. 
In the case of spline approximations (which are considered inSection 4), it 
is not difficult to find subsets A and Ai such that all the assumptions given above 
hold and thus convergence rate stimates a mentioned above are obtained. For 
example, define for K > 1 the sets 
Then for the first-order splines discussed inSection 4 we may choose A = Y2 
and A, = 9 while for the cubic splines discussed there we may take A! = Y4 
and &r = Y5. However, the numerical results strongly indicate that the 
estimates one gets this way are not sharp at all. Certainly this problem needs 
further investigation. 
We next turn to the nonhomogeneous problem and define for (7, 4) E Z and 
f EL2,loc 
zN(c q&f 1 = SN(t) PNh 4) + It SN(t - 4 pN(f (c&O) du, (3.3) 
0 
t 3 0, N = 1, 2 ,...  
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THEOREM 3.2. (a) For (7, +) E Z and ~EL,.~,, we hawe 
g; zN(t; %A f) = e; q, 4, f), t >, 0, (3.4) 
uniformly for t in bounded intervals. 
(b) For any t, > 0 the limit in (3.4) is uniform with respect tot E [0, tl] and 
fin bounded subsets ofL,(O, t,; Rn). 
(c) If (f “} is a sequence inL&O, t,; R”) conwerging weakly to f, then 
uniformly for t E [0, tJ. 
Proof. Of course, part (a) is a consequence of part (b). From Theorem 3.1 
and 1 SN(t)z ( =, < pt 1 a lz, for t > 0, x E Z, and N = 1, 2 ,... it is clear that 
uniformly for t E [0, tl]. 
Following [2] define the operators TN(t): Rn + Z and T(t): R” + Z by 
TN(t)( = F(t) PN(5,O) and T(t)5 = S(t)(f, 0) f~ Rn, t > 0. Then it is 
shown in 12, Lemma 3.21 that, for any t > 0, TN(t) -+ T(t) as N -+ co in the 
uniform operator norm and $, 1 TN(u) - T(o)l* du ---f 0 as N -+ cc. Thus for 
t E [O, bl 
1 lt [SN(t - 4 PN(f (01, 0) - s(t - u)(f (u), O)] du 1 z 
< ot 1 TN(t - u) - T(t - u)I 1 f(u)1 da 
I 
which proves part (b) of the theorem. 
Part (c) follows from the inequality 
I zN(t; 7, hf”) - %t; % d,f)lz 
using part (b) above and the fact hat {f “} is in a bounded subset of L,(O, t,; Rn), 
and (b) of Lemma 2.4. 
Remark 3.4. Theorem 3.2, part (c), is of special importance for the applica- 
tion of our approximation results ooptimal control problems. See the discussions 
in 12, 31. 
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Rem& 3.5. If we write zN(t; ~,4,f) = (x”(t), yN(t)), t> 0, then (3.4) 
implies 
uniformly for t E [0, tl], t, > 0. This is clear by definition of the norm in 2. 
In order to obtain algorithms which can be implemented on a computer we 
assume from now on that 
dimZN = k, < co, N = 1, 2,...  
Then .zV(t; 7,$,f) given by (3.3) is the unique solution fthe ordinary differen- 
tial equation 
@J(t) = d%yt) + P(f(t), O), t b 0, 
zN(0) = P”(?,4) 
(3.5) 
in Zv. 
We fix a basis firN,..., Sk”for Z”. Since Zv C L@(,d) we have fljN = (&“(O), 
fij”), j = l,..., k, , with &” E W1-2. Define the n x k, matrix function /3” by 
and 
B” = (PlN,...7 BfN’,) 
B” = (B”(O), B”). 
Then any ZH E ZN can be written as 
ZN = ptiv = (p(o) CYN, p&N), 
where cP = col(~~r~,..., c$ ) E RON is the coordinate v ctor of 9’ with respect to 
the chosen basis. The matrix representation of M” restricted o ZN with respect 
to this basis is denoted by tz”, while w”(t) andFN(t) = col(FIN(t),..., FrN(t)) are 
the coordinate vectors of the solution z”(t) of (3.5) and PN(f(t), 0), respectively. 
That is, z”(t) = ,%‘w”(t) and P”(f(t), 0) = fiNFN(t). Then system (3.5) is 
equivalent tothe system 
zqt) = ANwN(t) + P(t), t b 0, 
wN(0) = WON, 
(3.6) 
in RF-‘N, where fl~vw,,.v = PN(~, 4). If wN(t; wgN, FN) denotes the solution f(3.6), 
then by Theorem 3.2 we have 
lim SNwN(t; wON, FN) = (4C ~~4, f), drl, 4, f)) ,v+ x1 
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uniformly on bounded t-intervals nduniformly with respect to f in bounded 
subsets of L,(O, ti; R”), t, > 0. According to Remark 3.5 we also have 
& B”(O) wNP; WONI FN) = xv; ?I C,f 1
uniformly in t E [0, ti], t, > 0. 
In order to solve system (3.6) on a computer, one must, of course, know how 
to compute PN(v,+) and the matrix A N. We first show how to compute the 
coordinate v ctor of PN(~, 4) for (~~4) E2. S ince PN is the orthogonal projection 
2, --+ ZN the element P”(v, 4) is uniquely determined by the orthogonality 
relationship ( nZ,), 
CP”h 4) - (7, 4)) I ZN. 
This is equivalent to
(j!P%” - (%4), B”>*, = 0 
or 
s”2 = hN(?-/, 4). (3.7) 
where 
Thus, we see that in order to get the coordinate v ctor or” of PN(r], 4)we have to 
solve (3.7). Note that (Q”)-i must exist since PN(q+) is uniquely determined 
by (rl, 4). 
With respect to F”(t) we have hN( f (t), 0) = p”(O)‘f (t) and therefore 
Q”l;“(t) = j3N(0)Tf (t). 
Finally, the matrix AN is calculated in the following manner. ForJN = (dN(0), 
4”) E ZN define cyN ERkN and yN E RkN by 
+v = /JN~w and ~NJN _ /jhjP. 
Now, d + N-N = PNa@’ == P”(L(+“), D@“). In light of the calculations given 
above we see that yN is the solution f
QJyYV = hJV(L(c&V), LqN). 
But by linearity of the map (T,+) -+ hN(~, $) and L we have that 
h”(L(fpy, Lhy) = hN(L@Na”), (Dpy a”) 
= HN’aN, 
SPLINE APPROXIMATIONS 509 
where 
HN 
Thus, we obtain 
hN(JYBN), W  
(3.8) 
8”W JwN) + Jo BNW(WN)(~) kw do. 
-r 
AN = (QN)-lHN. 
Of course, on a computer one never actually computes (Q”)-’ but rather solves 
QNy” = HNa.V (3.9) 
directly inorder to obtain yN = ANaN. 
4. SPLINE APPROXIMATIONS 
In this ection we show that the general scheme given in Section 3 can be 
realized by choosing the ZN as certain subspaces of spline functions. In order 
to keep the presentation brief we give the details only for first-order splines. 
Corresponding tothe partition tiN = -j(y/N), i = O,..., N, of [-Y, 0] we 
define ZiN = {(4(O), 4)E V j 4 is a first-order spline function with knots at 
tjN, j = O,..., N}. A first-order spline function 4 on [-Y, 0] with knots at the 
(tiN} is simply acontinuous function [-Y, 0] which is linear on each subinterval 
[tjN, tj”_J, j = 1 ,..., N. Let Pi” be the orthogonal projection Z,-+ ZrN and 
dlN = P<v~P,N, N = 1, 2 ,...  
THEOREM 4.1. The approximation scheme {ZIN, PIN, &‘l” }satisfies all condi- 
tions of Theorem 3.1 and dim ZIN = n(N + 1). 
Proof. Conditions (i) and (ii) of Theorem 3.1 are trivially satisfied. It isalso 
clear that dim ZIN = n(N + 1). For th e verification of condition (iii) we take 
K = 2. We fix $ E V and put @’ = PIN& Let then &I” denote the interpolating 
first-order spline function defined by 
#INCtiN) = VVtjNh j = O,..., N. 
Using the well-known convergence properties ofinterpolating splines (cf., 
for instance, [14, Theorem 2.51) and the fact that 1 I,$” - $ lz = 
min/,z,N Id - d I=, 
I 
we obtain immediately that 
I$“-$1 z, < I$,” - d lz, < (W2 I ?b,” - * I2 < 0 (&)7 (4.1) 
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as N --f co. Thus, condition (iiia) ofTheorem 3.1 is satisfied (cf. also Remark 
3.2). The theorem in [14] quoted above also provides the estimate 
Therefore 
I WIN - 1cl)lP G 0 (&). 
where for the second term on the right-hand side we have used the Schmidt 
inequality for polynomials of degree one on each of the intervals [tjN, t “_,], 
j = l,..., N (cf. [14, Theorem 1.51). We observe that the constant M in this 
estimate is not dependent on N. Using 
(note that I$ /s < I 4 I=, for 4 E C) along with (4.2), we obtain finally the estimate 
I WN - v% G 0 ($-) (4.3) 
as N - co. This proves the second requirement incondition (iiib) ofTheorem 
3.1 and it only remains to verify that L(#N) -+ L.(4) as N -+ 00. 
For 0 E [-Y, 0] we have 
and hence 
4”(e) = 9”(O) + so WN>(4 do, 
0 
I 4”P) - #(@>I < I 1cl”CO) - W9l + lo I W” - Wdl do 
< I $N(0) - #9l + I 0 Y2 (lo IW” - vW4” d$‘* 
< I 4”(O) - W)l + yl” IWN - $112. 
This estimate ogether with (4.1) and (4.3) implies 
I v(e) - w9i G 0 (j$-) 
as N -+ co, uniformly for 0 E [-Y, 01. Therefore, jL($N) -L.($)I < 0(1/N) 
(see Remark 3.1) and the proof of Theorem 4.1 is completed. 
SPLINE APPROXIMATIONS 511 
Remark 4.1. The estimates given above reveal that 
as N -+ co for $E P. On the basis of this estimate the rate of convergence for
SN(t) indicated in Remark 3.3 is 
as N -+ co, for $ in Y3. 
Adhering to the general outline given in Section 3 for epresentation of system 
(3.5) invector-matrix form, we use the following coordinate representation for 
our numerical calculations withfirst-order splines reported in Section 5 below. 
Let eiN, j = O,..., N, denote the scalar first-order spline function [-Y, 0] 
characterized by 
ej”(tiN) = & , i,j=O N, ,**a, 
sij being the Kronecker symbol. Then the matrix pN is given by 
flN = (e,“,..., eNN)@ I, 
where @ denotes the Kronecker p oduct and I is the n x 12 identity matrix. An
element z in ZrN with coordinate vector aNcan be written as
z = ,@$” = t (ej”(Q 6”) aiN 
where the vectors uiN E R” are such that CP = coI(~,,~~,..., aNN)  Forthe case 
where m = 1 in (2.2) (where we have g(0) = l), simple calculations yield 
‘N/r + 5 Q 0 0’ 
Q 
0 
Q1” = ; 01 
0 _ 
for N = 2, 3,... and 
512 
where 
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Hf”l =
with 
[At, + QN DIN a.* D;el A, + DNN 0 
L : 
. . . 0 
(j . . . 0 1 
and 
for N = 2, 3,...  
Finally FN(t) is given by 
FN(t) = (QIN)--lfiN(0)=f(f) = (QIN)-’ col(f(t),..., 0)  
It is the happy circumstance that all the ideas detailed above for first-order 
splines carry over to splines of higher order. For instance, inthe case of cubic 
splines one may take R = 4 in order to prove a theorem analogous to Theorem 
4.1. Instead of Theorem 2.5 in [ 141 we have to use Theorem 6.7 in [ 141. It can be 
seen that dim ZaN = n(N + 3). For the construction of a basis of ZaN we take 
the cubic de Boor splines (see [14, p. 731). The matrix Q3N is a seven-band 
matrix, HsN is a six-band matrix, which we shall not give here explicitly (but see 
[13] for the details). Forcubic splines we obtain the estimate 
as N --t cc for $ E F4. Use of the estimates inRemark 3.3 will yield 
as N + 00 for $ in 9’5. 
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5. EXAMPLES 
In this ection, we discuss some of the examples we used in computations in
order to investigate typical features ofthe spline approximations. Forcomparison, 
we also give the results for the so-called averaging approximations which are 
discussed in[2, 31. In the following, we write AV, S, , and Sa for the averaging, 
first-order, and cubic spline approximations, respectively. Examples 1, 2, and 5 
for AV and S, were computed on the IBM 360/67 at Brown University, whereas 
examples 3,4, and 5 for S, were run on the UNIVAC 1100 of the Rechenzentrum 
Graz. We are grateful toDr. D. Reber and Mr. P. Potter for their assistance with 
the calculations. Our main interest in performing the calculations was to demon- 
strate that he algorithm presented in Section 4 is numerically feasible and to 
obtain information about rates of convergence and accuracy of approximations. 
Therefore, the programs we used were not optimized with respect to computing 
time, storage, tc. As subroutines for solving (3.7), (3.9), and (3.6) we used 
standard algorithms such as Gaussian elimination a d fourth-order Runge- 
Kutta. 
In the tables below we use the following otation. Sz, is one (appropriately 
chosen for the comparison being made) of the differences I(wlQ(t) - x,(t)l, 
j = 1 ,..., n where zuiN(t) isthe first segment of dimension . in the solution 
vector wN(t) = coI(wiN(t),..., w$+Jt)) of the approximating ODE (see, for 
instance, [3, p. 1791) in case of AV and x(t) is the true solution. Similarly, 8c1 
or 8rs is the appropriate choice from the differences 
l(PN(o) WN)j(t; WON,FN) - "j(t; 7, +~f)l, j = I,..., n, 
when errors for the S, or S, approximations arebeing iven. 
EXAMPLE 1. In this example, we study the equation for a damped oscillator 
with delayed restoring force and constant external force, 
g(t) + 2(t) + x(t - 1) = 10, 
with initial conditions 
x(e) = cos 0, 9(e) = -sin 19, -1 <e<o. 
The solution the interval [0, 21 is given by 
x(t) = p(t) E -9 - sin 1 + lot + (10 + + sin 1 - 4 cos 1) e-t 
+*(sinl-cosI)sint+~(sinl+cosl)cost 
505/31/3-12 
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for t E [0, I] and 
x(t) = p(t) - 29 - 2 sin 1 + cos 1 + (19 + sin l)(t - 1) - 5(t - 1)2 
+ (59/2 + 8 sin 1 - cos 1) e-(“-l) 
+ (10 + 4 sin 1 - 4 cos l)(t - 1) e-“-r) 
+ 4 (sin 1- 1) cos(t - 1) + +(l - cos 1) sin(t - 1) 
for t E [1, 21. 
For this example, the calculations were carried out for itZ V and S, . Tables I 
and II show the numerical results for x(t) and k(t). As is the usual practice, this 
second-order quation was converted for computational purposes into a 2 x 2 
system of first-order equations for the unknown functions xl(t) = x(t) and 
x2(t) = n(t). The results clearly show that the convergence for AV is like 
l/iV-<, with E a small positive number, whereas for S, it is like l/N2. Another 
typical feature exhibited by this example is that the relative error for AV is 
TABLE I 
0.25 1.27048 0.00126 0.00064 0.00032 0.00564 0.00132 0.00033 
0.5 1.99367 0.00377 0.00194 0.00098 0.00895 0.00226 0.00056 
0.75 3.06148 0.0060 I 0.00300 0.00151 0.01170 0.00292 0.00073 
1.0 4.39272 0.0095 I 0.00421 0.00189 0.01346 0.00337 0.00084 
1.25 5.92593 0.02266 0.01089 0.00527 0.01478 0.00374 0.00094 
1.5 7.60007 0.05099 0.02646 0.01357 0.01281 0.00307 0.00075 
1.75 9.34402 0.09117 0.04813 0.02484 0.00763 0.00200 0.00050 
2.0 11.08330 0.1375 0.0725 0.0373 0.0043 0.0010 0.00030 
TABLE II 
t 20) %V P AV 
0.25 2.06969 0.00882 0.00453 
0.5 3.64428 0.01006 0.00521 
0.75 4.84445 0.00851 0.00319 
1.0 5.76581 0.02570 0.01038 
1.25 6.45956 0.08326 0.04532 
1.5 6.88559 0.14066 0.07695 
1.75 7.01599 0.17685 0.09403 
2.0 6.84972 0.19072 0.09909 
P .4 v
0.00230 
0.00267 
0.00135 
0.00389 
0.02428 
0.04057 
0.04835 
0.05029 
0.00721 0.00221 0.00050 
0.00526 0.00120 0.00028 
0.00156 0.00057 0.00014 
0.00083 0.00011 0.00002 
0.00054 0.00003 0.00007 
0.00977 0.00319 0.00063 
0.00853 0.00184 0.00045 
0.00611 0.00160 0.00044 
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increasing much faster with time (in this example for A\- the relative error for 
t = 2 is about seven times the relative error at t = 0.25) than it is for S, . 
EXAMPLE 2. Here we deal with the equation for the oscillator with delayed 
damping 
with initial data 
i(t) + qt - 1) + “v(t) = 1 
ix(e) = n(e) = 0 for eE[-l,O]. 
The solution [0, 21 is 
x(t) = 1 - cos t 
and 
for t 5 [0, l] 
.x(t) = 1 - cos t + i(t - 1) cos(t - 1) - 1 sin(t - 1) for t E [l, 21. 
Again, the calculations were done for AV and S, . The data given in Tables III 
and IV depict behavior similar tothat found in Example 1. 
0.25 0.031088 0 0 0 0.000661 0.000157 O.OOOO4O 
0.5 0.122417 0.000016 0 0 0.001185 0.000298 0.000074 
0.75 0.268311 0.000447 0.000085 0.OOoo10 0.001609 0.000401 0.000100 
1.0 0.459698 0.003599 0.001478 0.000580 0.001767 0.000444 0.000110 
1.25 0.682090 0.012699 0.006737 0.003529 0.001985 0.00048 1 0.000122 
1.5 0.908946 0.023928 0.012988 0.006817 0.001223 0.000293 0.000072 
1.75 1.111810 0.033150 0.017880 0.009290 0.000260 0.000070 0.000020 
2.0 1.265563 0.037213 0.02003 0.010383 0.001887 0.000477 0.000117 
0.25 0.247404 0.000001 0 0 0.001138 0.000314 0.000074 
0.5 0.479426 0.000283 0.000017 O.OOOOO1 0.000913 0.000218 0.000054 
0.75 0.681639 0.004566 0.001231 0.000214 0.000148 0.000081 0.000018 
1.0 0.841471 0.024575 0.013283 0.006999 0.000642 0.000216 0.000078 
1.25 0.918059 0.044008 0.025291 0.013826 0.001180 0.000122 0.000041 
1.5 0.877639 0.043160 0.023308 0.011891 0.002876 0.000854 0.000202 
1.75 0.728371 0.028576 0.014968 0.007548 0.004395 0.001004 0.000255 
2.0 0.488562 0.001830 0.000834 0.00055 1 0.004057 0.001039 0.000265 
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EXAMPLE 3. We consider a two-dimensional system described by the equa- 
tion 
2(t) = (9 ;j X(t) + (8-;) x(t - I) 
with initial condition 
x(e) = col(0, sin 2~0) for eE[-l,O]. 
The solution [0,2] is given by 
*w = (2n)f- 1 (-27~ sin t + sin 277t), 
x2(t) = 3i1(t) 
for t E [0, l] and 
m = c2$- 1 I -sin t + sin(t - 1) - (2n)i _ 1 cos(t - 1) 
+ i (t - 1) sin(t - 1) + (2n)i _ 1 cos 27rt ,
I 
x2(t) = *l(t) 
for t E [l, 21. In Tables V and VI we give the numerical results for AY and S, . 
For AV we have convergence like l/N’-(, E > 0 small. The data for cubic 
splines do not behave as regularly asthe data for A\’ or as that for S, in the 
previous examples. A possible explanation for this is the more complicated 
structure ofthe matrices which one encounters inS, . For instance, one must 
be very careful when dealing with Eq. (3.9). We note that N = 4 for S, gives 
results comparable to that for N = 128 for AV. 
EXAMPLE 4. We next use an example (due to Popov) for a degenerate system 
where we have (1, -2, -l)Tx(t; q,+) = 0 for t >, 2 and all (v,#) E2. The 
equation is 
We choose the discontinuous initial data 
17 = col(1, 1, 1) and 469 = 0 for e E [-1,O). 
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The solution isgiven by 
x(t) = col(l + 2t - t*, 1- t, 1) for t E [O, 11, 
x(t) = co1(2,0, -2 + 4t - t’) for t E [I, 21, 
and 
x(t) = col(2, 0 2) for t > 2. 
Here the initial data are in the subspaces 2~~ for A\’ but not for S, . Thus we 
might expect hat AV will initially (i.e., for t small) give a better approximation 
than S, . Due to the simple algebraic structure ofthe approximating ODES in 
the case of AV it is not difficult to prove that we have 
p_n; WIN(t) = co1 (2 + & ) 0, 2 + +, 
for all N = 1, 2,...  So for AV we also can expect a very good approximation 
of x2(t) for t large. The error for xl(t) and x3(t) should tend to l/N as t + co. 
That this is true is shown by the numerical data displayed inTables VII, VIII, 
and IX. Again, acharacteristic feature of S, is that he error is not increasing in
magnitude over the time interval under consideration. Note that Ss for N = 4 
gives abetter approximation fxl(t) for t > 1 and of x.&t) for t 3 2.6 than AV 
for N = 128. With respect to x2(t) we can see that S, for N = 4 gives abetter 
, . 
approximation than AV for N = 128 around t = 1, where the true solution 
x.,(t) hasa jump discontinuity n the derivative. That AV behaves better for 
TABLE VII 
0.2 1.36000 0 0 0 0.0121 I 0.00493 0.00247 
0.4 1.64ooo 0.00001 0 0 0.00885 0.00528 0.00001 
0.6 1.84000 0.00001 0 0 0.00446 0.00334 0.00190 
0.8 I .96000 0.00105 0.00015 0.00001 0.00980 0.00074 0.00146 
1.0 2.0 0.01416 0.00729 0.00372 0.00020 0.00729 0.00372 
1.2 0.02866 0.01519 0.00777 0.00725 0.00424 0.00175 
1.4 0.03100 0.01562 0.0078 1 0.00160 0.00460 0.00130 
1.6 0.03 I23 0.01563 0.0078 1 0.00527 0.00406 0.00085 
1.8 0.03 I25 0.01563 0.00781 0.0033 1 0.0028 1 0.00242 
2.0 f 0.00256 0.00117 0.00130 
2.2 0.00306 0.00049 0.00096 
2.4 0.00053 0.00178 0.00214 
2.6 0.00212 0.00246 0.00115 
2.8 0.00054 0.0025 1 0.00092 
3.0 2.0 0.03125 0.01563 0.0078 1 0.00117 0.00200 0.00191 
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t x*(t) 
0.2 0.8 
0.4 0.6 
0.6 0.4 
0.8 0.2 
1.0 0 
1.2 0 
1.4 
1.6 
1.8 
2.0 ; 
2.2 
2.4 
2.6 
2.8 
3.0 0 0 
0 
0 
0 
0.00200 
0.04980 
0.00384 
o.OoOO9 
0 
0 
0 
0 
0 
0 
0.00020 
0.03524 
0.00056 
0 
0 
0 
0.00947 0.00536 0.00230 
0.01206 0.00452 0.00035 
0.00526 0.00260 0.00202 
0.00153 0.00015 0.00139 
0.02133 0.01895 0.00949 
0.0 I505 0.00168 0.0000 1
0.01369 0.00068 0.00094 
0.00105 0.00078 0.00208 
0.01148 0.00105 0.00193 
0.00444 0.00123 0.00020 
0.00635 0.00108 0.00173 
0.00521 0.00066 0.00202 
0.00205 0.00019 0.00073 
0.00407 0.00021 0.00084 
0.00039 0.0005 1 0.00119 
TABLE IX 
t 
0.2 
0.4 
0.6 
0.8 
I.0 
1.2 
1.4 
1.6 
1.8 
2.0 
2.2 
2.4 
2.6 
2.8 
3.0 
x,(t) 
1.0 
1.0 
1.36 
1.64 
1.84 
1.96 
2.0 
2.0 
a== A” ,p AV 
- 
0 0 
0 0 
0.0034 0 
0.01658 0.00386 
0. I2652 0.0923 1
0.00115 0.0075 1
0.02780 0.01544 
0.03040 0.01559 
0.02546 0.01424 
0.00207 0.00073 
0.02246 0.01347 
0.02950 0.01547 
0.03098 0.01562 
0.03 122 0.01562 
0.03125 0.01562 
0 
0 
0 
0.00039 
0.06676 
0.00665 
0.0078 I
0.0078 1
0.00760 
0.00026 
0.00746 
0.0078 1
0.0078 I
0.01131 0.00517 0.00235 
0.01278 0.00471 0.00022 
0.00628 0.00373 0.00202 
0.00472 0.00100 0.00164 
0.0487 I 0.03399 0.01807 
0.02598 0.00193 0.00149 
0.02266 0.00337 0.00228 
0.00015 0.00168 0.00248 
0.01932 0.00086 0.00153 
0.01007 0.00266 0.00049 
0.00901 0.00349 0.00223 
0.01127 0.00375 0.00198 
0.00071 0.00321 0.00068 
0.00714 0.00211 0.00049 
0.00465 0.00076 0.00059 
- 
t < 1 - E and t > 1 + E, E some positive number, is due to the specific choice 
of the initial data. 
EXAMPLE 5. For the scalar equation 
2(f) = 5x(t) $- x(t - 1) 
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with initial data 
“v(e) = 5 for BE[-l,O] 
we give the numerical data for AV, S, , and S, in Tables X and XI. The true 
solution is
r(t) = 6? - 1 for t E [0, l] 
and 
x(t) = {x(l) - 6 + 6(t - 1)) e5(*-*) + 6 
for t E [ 1, 21. The initial data re in ZiV, N = 1, 2,..., for all three approximations 
AI-, S, , S, . The numerical results show that the approximation by AV is 
initially better than by S, and S, This appears to be the case in all examples 
where the initial data are in the subspaces ZN for AV, S, , and S, . But the 
relative error increases much faster with increasing time for AV than for S, 
and S, . For instance, for N = 32, S, will do better than AV shortly after t= 2. 
TABLE X 
0 5.0 0 0 0 0 0 0 
.25 19.9421 0.0001 0.0001 0.0001 0.2853 0.0756 0.0192 
SO 72.0950 0.0160 0.0007 0.0001 1.5512 0.4090 0.1037 
.75 254.126 0.428 0.08 1 0.011 7.352 1.937 0.492 
1.00 889.479 4.369 1.481 0.539 32.380 8.531 2.163 
1.25 3109.32 26.65 10.46 4.47 136.14 35.93 9.11 
1.50 10870.4 130.9 53.3 23.4 555.8 147.0 37.3 
1.75 38004.6 589.2 244.6 108.7 2219.9 588.3 149.4 
2.00 132871. 2519. 1058. 474. 8721. 2316. 588. 
TABLE XI 
0.2 15.309691 0.030796 0.004862 0.000289 0.000450 0.000032 
0.4 43.334337 0.051843 0.003990 0.001761 0.000128 0.000303 
0.6 119.513222 0.260592 0.012450 0.001268 0.000888 0.001223 
0.8 326.588900 0.781997 0.018429 0.000120 0.004050 0.003180 
1.0 889.478955 2.388011 0.094175 0.002117 0.013687 0.008994 
1.2 2420.772761 7.268330 0.243622 0.011288 0.038706 0.076608 
1.4 6588.865818 21.936935 0.709869 0.028940 0.155481 0.296237 
1.6 17934.15321 65.33753 2.00746 0.07668 0.54728 1.26327 
1.8 48815.25691 193.16251 5.69496 0.52984 1.80974 4.94164 
2.0 132871.3779 566.4524 16.8275 I .4527 4.9407 17.0516 
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The numerical data also indicate accumulation ferrors for S, if N and t are 
large. The rate of convergence for S, again is like 1/N2. For S, it seems to be like 
l/W+E, E > 0. 
From the numerical results presented here we can draw the following con- 
clusions: 
(a) The rate of convergence for S, in all cases was like l/W compared with 
l/N or less for AV. This superiority s not only true for examples where we 
considered just an initial value problem but also for examples (not presented in 
this paper) where optimal control problems and identification pr blems were 
considered. For S, conclusions to be made from the data are not as clear. 
In the case of the scalar equation of Example 5 the rate of convergence s ems 
to be better than l/N”. For the three-dimensional system of Example 4, iV = 16 
gives just a slightly better approximation than N = 4. A possible explanation 
for this behavior is the Eq. (3.9) must be dealt with more carefully than we did 
in our preliminary calculations. 
(b) For the same value of N, the accuracy of approximation ver large 
t-intervals forS, and S, is considerably etter than for Al’. The latter scheme 
does better initially if the initial data are already in the subspaces ZN for AV 
and in some exceptional cases where the simple algebraic structure ofAY is 
advantageous ( ee Example 4). 
(c) For S, implementation fthe algorithms on a computer is almost as 
easy for AY. For S, the matrices appearing inthe algorithm are more complicated. 
On the other hand in many cases the results u ing AV were comparable in 
accuracy to those obtained using S, with N = 4 onlv if N > 100 was taken in 
the AT’ approximation. 
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