Abstract-Granting banking facility is one of the most important parts of the financial supplies for each bank. So this activity becomes more valuable economically and always has a degree of risk. These days several various developed Artificial Intelligent systems like Neural Network, Decision Tree, Logistic Regression Analysis, Linear Discriminant Analysis and etc, are used in the field of granting facilities that each of this system owns its advantages and disadvantages. But still studying and working are needed to improve the accuracy and performance of them. In this article among other AI methods, fuzzy expert system is selected. This system is based on data and also extracts rules by using data. Therefore the dependency to experts is omitted and interpretability of rules is obtained. Validity of these rules could be confirmed or rejected by banking affair experts.
I. INTRODUCTION
One of the most important economical developments of each country is based on its investments. Banks and credit institutes as financial inductors allocated a significant portion of the financial markets in the supplying invested capitals. Also credit facilities are an important part of banking resources. Banks accept the requests of applicant provided that ensure the applicant could refund the credit.
While the banking system being faced impressive growth of exp ired pay ments. So the most important problem in banking affairs is investigating and decisionmaking about granting facilities.
In contemporary banking systems, traditional decision making methods have been excluded and intelligent systems are often used [1] . Increasing accuracy, omitt ing personal judgments and decreasing decision making time are the advantages of such systems. They are trained by learning samples (prev ious confirmed or rejected requests) and then trained system is used in new situations [2] . Therefore a system is required that could consider all data in a short time, check the situation of granting facilit ies and if it's possible generate corresponding rules used by experts. Because this system is obtained based on previous applicants informat ion, performs similarly for different applicant in the same situations; unlike other personal decision-making methods which are changed by personal opinions. In addit ion, since banks tries preventing the risk of no fundable credits, intelligent systems could recognize the credit with high p robability of default [1, 3] .
Such system could be one of the Artificial Intelligence methods like fuzzy expert system which uses predefined membership functions for fuzzy features and fuzzy inference ru les to map nu meric data into linguistic variable terms and to make fuzzy decisions [4, 5] .
The rest of paper is organized as follows: next section is related work. Methodology is described in section III. In section IV the empirical study is shown. Evaluation and results are given in section V. Paper is concluded in section VI.
II. RELATED WORKS
Already many researches have been done to design the intelligent decision-making systems for credit scoring problem. The output of these algorithms are models generated based on the input information with h igh accuracy. Input data includes the type of facility (loan), amount and number of loans, type of repayment, applicants' income, the number and value of guarantee and etc. Finally, the proposed model divides applicants into groups [3] . So credit scoring is a typical data min ing (DM) classification problem wh ich decided an applicant is a good or bad one for refunding the facility.
In [6] a fu zzy approach fo r credit rating o f a bank's customers in Taiwan was studied. In this approach, the rules were used based on expert knowledge. The generated fuzzy rules lose their effectiveness, because different experts produce different rules and also with the change of the rules of this field.
Support vector machine (SVM) and least square error technique were another methods which were used in [7] for credit scoring. SVM is a well-known solver for classification problem especially when data divided into two groups. The most important disadvantage of this model is that it's not interpretable and the expert couldn't understand why such an output is determined. Also [8] was studied, which used neural networks and genetic algorithm to classify customers into two groups, "good" and "bad". These methods like the previous method have high computational co mplexity and also because of the stochastic computation, has no the fixed precision in its decision also there is no obtained rule to help users why such a decision is made.
In [9] an integrated data min ing and behavioral scoring model was used as a classification method, to manage existing credit card customers in a bank. A SelfOrganizing Map (SOM) neural network was used to identify groups of customers based on repayment behavior and frequency, monetary behavioral scoring predicators. It classified bank customers into three major groups of customers. The proposed method was tested on bank databases were provided by a Taiwanese credit card issuer. This system is also a black bo x method that there is no inference rule obtained.
A genetic programming method was also used in [10] for credit scoring in Egyptian public sector banks and the results of the model were co mpared with p robit analysis (an alternative to logistic regression) and weight of evidence measure. Two evaluation criteria used in the modeling were average correct classification and estimated misclassificat ion cost. Genetic programming is a type of stochastic process and like all other methods in this group the answer of such system could be changed during different usages.
Several methods like neural network, support vector mach ine and evolutionary algorithms are used as the soft computing methods to resolve the credit scoring problem in [11] . Neural networks and support vector machine do like a black bo x and don't exp lain anything about the reasons of making-decision to the users. Also evolutionary algorithms have a stochastic process which there is no insurance to reach the same answer in several executions.
The comb ination of support vector mach ine and four different methods like decision tree, linear d iscriminant analysis, rough sets and F-score, are used to credit rating in [12] . The accuracy of this model was rather high but high complexity of co mputation is the most noticeable problem in th is co mbination and this method is very t ime consuming.
In [13] a model was obtained for credit rating by using logistic regression for a bank in Iran. This paper used informat ion of 310 people to determine the main factors in cred it risk. Th is data is used to find the performance of the model. The disadvantage of this model is the complexity of computation which is very high.
Two dual strategy ensemble trees are introduced to classify credit scoring in [14] . RS-Bagging DT and Bagging-RS DT, which are based on two ensemble strategies: Bagging and random subspace, to reduce the influences of the noise data and the redundant attributes of data and to get the relatively higher classificat ion accuracy. In addition several other methods are used to compare the results like Mult i Layer Perceptron (M LP), Logistic Regression Analysis (LRA), and Linear Discriminant Analysis (LDA).
In [15] the cred it scoring of one of the Iranian bank has been studied and Logistic Regression Analysis (LRA), and Linear Discriminant Analysis (LDA ) methods are used to predict the credit scoring of banking customers. The data used in this article includes the informat ion of banking customers fro m 2006 to 2011. The results show that LRA method has better performance for this dataset.
Two Cred it Scoring Models (CSMs) fo r the Sudanese banks were studied in [16] . These methods are based on data mining classification techniques , Decision Tree (DT) and Artificial Neural Networks (ANN). In addit ion Genetic Algorith ms (GA) and Principal Co mponent Analysis (PCA) are also applied as feature selection techniques to decrease the complexity of problem and find the most effective features .
In [17] a fuzzy expert system was proposed to classify bank customers for granting banking facility. The model was generated based on the data collected fro m one of the Iranian Bank (informat ion of more than 2000 bank customers). Result shown the good performance of the model.
III. METHODOLOGY
Since credit scoring is a decision-making problem, expert systems could be used to solve it. Fuzzy expert systems can be seen as special rule -based systems that use fuzzy logic. A fu zzy ru le-based expert system contains fuzzy ru les in its knowledge base and derives conclusions from the user inputs and the fuzzy reasoning process.
Fuzzy set theory have been developed to manage uncertainty and noise. because of its simplicity and similarity to human reasoning, fuzzy set theory is frequently used in expert systems . Fuzzy set theory was first proposed by Zadeh in 1965 and was concerned with reasoning using natural language in which many words have ambiguous meanings [18] . Fig. 1 shows the artchitecture of a fuzzy expert system. [4] .
The way that a set of fuzzy ru le is generated is illustrated in the rest of this section.
A. Rule extraction and representation of knowledge by the fuzzy "if-then" rules
Fuzzy logic formulates linguistic rules for fuzzy models so that can be easily understood by experts. While, all mathematical details are concealed. The ru les of such system are in the form of fuzzy if -then, like: 1 A to m A and y is the linguistic output variables with value of B . The previous systematic approaches weren't completely intelligent because the rules were obtained by the experts first and system performed based on these rules. Therefore the performance of such systems was depended on experts' ru les. If experts modified some of the rules, the intelligent system would be removed. The main propose of this article is to perform the entire process intelligently. Therefore, we would use data to get rules and not to use predefined rules in the system. In the rule extract ion phase the famous method "Wang & Mendel" is used which has 5 phase to get final solution [19] :  Phase 1: divide the input and output space into fuzzy region.  Phase 2: generate fuzzy rules from given data pairs.  Phase 3: assign a degree to each rule.  Phase 4: create a combined fuzzy rule base.  Phase 5: determine a mapping based on the combined fuzzy rule base.
B. From crisp to fuzzy sets
Let U be a collection of objects u which can be discrete or continuous. U is called the universe of discourse and u represents an element of U . A classical (crisp) subset C in a universe U can be denoted in several ways like, in the discrete case, by enumerat ion of its elements: 
D. Linguistic variables
Modeling of expert knowledge could be done by fu zzy logic. The key notion is that of a linguistic variable (instead of a quantitative variable) wh ich takes linguistic values (instead of numerical ones). Seven levels are considered for each linguistic variable. In other words the value of the linguistic variable can be an interval of its range. Therefore each level has a sub function which shown the degree of dependency of each value to this level. by fuzzy sets described by a membership function as shown in Fig. 2 designed by Matlab. Each level has a triangular me mbership function (trimf) that is shown in figure by its name. In this figure 7 levels are considered to find best answer for credit scoring problem. The number of level is depended to the problem and may change in different situation and most of the time it could be found by try and test. Fig. 3 shows the pseudocode of the generating fuzzy rules. This procedure is received the dataset as the training instances and the number of fu zzy set to form the fuzzy membership function "trimf" and the output of system is a set of fuzzy rules obtained from t rain ing dataset. To do this first finds the maximu m and min imu m value of the fuzzy feature to figure out the corresponding "trimf" membership function. Then for each data in training dataset, the membership degree for a set of fuzzy features is co mputed and the rule with maximu m value is selected. For nonfuzzy features use the same value of feature. The generated ru le is added to the rule set. At the end of this procedure all duplicated ru les are removed since only one instance of them are required.
The main algorithm of fu zzy expert system is shown in fig 4. In this procedure after div iding dataset into train ing and test dataset, the rule generation p rocure is called. The input parameters of this procedure are training dataset and the number o f fuzzy set which is set to 7. Then obtained rule set are examined by the test data set to find out the accuracy of the system. The accuracy could be computed by equation (1):
where TP is the number of samp les which is classified correctly and FP is the nu mber of incorrect classified samples [20] . The obtained accuracy and the generated rule set are the output of the fu zzy expert system. The set of rule is used to interpret the answer of system to a test sample. And explain why a sample accepted or rejected to get the facility. 
IV. EMPERICAL STUDY
In order to verify the performance of proposed fuzzy expert system, three particular credit scoring datasets were used in this study. Two of them, named Australian and German credit scoring datasets, are available fro m UCI machine learning repository and have been widely used in credit scoring researches.
The Australian dataset includes 690 credit customer informat ion, 307 good customers and 383 bad customers. The information for each customer contains 6 numerical (real, integer) and 8 categorical attributes.
The German dataset has 1000 instances (700 good customers, 300 bad customers) with 20 attributes (7 continuous, 13 categorical).
All attribute names and values have been changed to mean ingless symbols to protect confidentiality of the data in two above datasets.
The other dataset is provided by a local bank in Iran, Ansar Bank, includes the informat ion of 2100 bank customers used the bank facility (1200 good customers, 900 bad customers) this dataset was collected fro m 2007 to 2013. A summary of the characteristics of above datasets is reported in Table 1 German credit 1000 700/300 20 7
Iranian credit 2100 1200/900 27 5
Since Australian and German credit scoring datasets are standard, it's not necessary to do data preparation phase. But about Iranian dataset at first some methods such as data cleaning, data normalizat ion and making required features were done to prepare the dataset. About some features with missing value the majority voting method was chosen [21] . And Principal Co mponent Analysis (PCA) is applied as feature selection techniques.
By doing feature selection phase identified that only 74% of features are needed for Iranian datasets and the others have insignificant impact on the accuracy of solution.
Before executing rule extracting method, the fuzzy features must be specified then the five phases of rule extraction is done. According to the description in the section (Fro m Crisp to Fu zzy) in Iranian dataset there are only 5 features of fu zzy properties. These features are: age, guarantee value, deposit account, deposit period and average salary. All nu merical features in the Australian credit dataset and in the German credit dataset could be considered as fuzzy properties (the names of features are not mentioned in these two dataset). As noted in the linguistic variab les part, seven levels were considered for each fuzzy features.
For examp le, age as a linguistic variable has the range of 21 to 86 year o lds (T(age) U [21, 86] ), this range is divided into seven level. Each variab le in T(age) is characterized by a fuzzy set in the universe of discourse, here, e.g., U = [21, 86] . Tab le 2 shows the range of each level for linguistic variable age. A list of 7 levels and their intervals for the feature "age" is shown in table II. Table 3 show an instance of Iranian dataset after data preparing and converting variable (fuzzy features) to corresponding level. First colu mn is the set of selected features, the second one is the value of features for a requested facility which is accepted as a low risk one and the last is the value of features for the rejected facility. In this table the fuzzy features are shown bold. The ten first rows in the table 3 are shown the status of the dedicated facilit ies and also the number of them fo r each person, which are use especially in this country. The fuzzy expert system was executed as a independent process on several datasets likes Australian credit, Ge rman credit and Ansar Bank dataset to determine whether or not the loan is paid. Then the model was reviewed by experts and university's professors. The results of different methods are shown in table 4.
The result of fuzzy expert system fo r Iranian dataset was evaluated by18 experts of the best. They are requested to explain about the output of fuzzy system. Each expert could choose one of the four situations "perfectly agree", "good", "indeterminate" and "disagree". The result was shown in 
VI. CONCLUSION
As results and evaluation were shown, fuzzy system could get good outcome for solving the bank customer classification problem fo r several datasets. The remarkable improvement in the effic iency is to extract rules using the dataset. Furthermore, the dependence of the expert was removed. So the percentage error would the expert has on this model had no effect on creating it. Due to the nature of fuzzy rules, they are describable and experts could confirm o r reject the validity of its decision. This method has another advantage that it could adapt by changing rules, because the rule is applied on the data and rule is extracted based on data. So this expert system is not designed only for a bank or particular database.
