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Abstract
We consider in this paper stochastic programming problems which can be formu-
lated as an optimization problem of an expected value function subject to deterministic
constraints. We discuss a Monte Carlo simulation approach based on sample average
approximations to a numerical solution of such problems. In particular, we give a sur-
vey of a statistical inference of the sample average estimators of the optimal value and
optimal solutions of the true problem. We also discuss stopping rules and a validation
analysis for such sample average approximation optimization procedures and give some
illustration examples.
⁄This work was supported, in part, by grant Grant DMI-9713878 from the National Science Foundation.
1 Introduction
We consider in this paper optimization problems of the form
Min
x2S
fg(x) := IEPG(x; !)g : (1.1)
Here x 2 IRm is a (flnite dimensional) vector of decision variables, S is a closed subset of
IRm representing feasible solutions of the above problem, (›;F ; P ) is a probability space
and G : IRm £ › ! IR is a real valued function. We assume throughout the paper that
for every x 2 S the expected value function g(x) is well deflned, i.e. the function G(x; ¢) is
F-measurable and P -integrable.
The above optimization problem gives an abstract formulation of a situation where the
considered system involves data which are subject to random variations, uncertainty, lack
of information etc., and one wants to optimize that system on average. We assume that
the probability measure (distribution) P is known, although may be not given explicitly,
or at least can be estimated from available data. For the most part of this paper one can
think about G(x;W ) as a (known) function of x and a (flnite dimensional) random vector
W = W (!), whose distribution can be continuous or discrete. We will use notation G(x; !)
or G(x;W ), which one will be clear from the context.
The purpose of this paper is to give a survey of some recent developments in an approach
to a numerical solution of (1.1) based on Monte Carlo simulation techniques. The basic idea
of such methods is simple indeed, a random (or rather pseudorandom) sample !1; :::; !N is
generated and consequently problem (1.1) is approximated by
Min
x2S
(
g^N (x) := N
¡1
NX
i=1
G(x; !i)
)
: (1.2)
We refer to (1.1) and (1.2) as the true (or expected value) and the sample average approx-
imation (SAA) problems, respectively. Let v^N be the optimal value and x^N be an optimal
solution of the SAA problem (1.2). We discuss, in particular, statistical inferences of v^N
and x^N considered as estimators of their \true" counterparts v
⁄ and x⁄, respectively.
We assume that the feasible set S is given explicitly, typically by smooth (or even linear)
constraints. It is possible to extend the presented theory to situations where constraint
functions, deflning the feasible set, are also given in a form of expected values and have to be
estimated say by the corresponding sample average functions. Quite often such constraints
can be incorporated into the objective function in a form of penalty or barrier terms.
Therefore, for the sake of simplicity, we restrict our attention to stochastic problems with
an explicitly given feasible set.
If for, every x 2 S, the function G(x;W ) is linear in W , then we have that g(x) =
G(x; „), where „ := IEfWg. In that case, provided the mean vector „ is known, the
objective function of problem (1.1) is given explicitly, and hence it becomes a deterministic
optimization problem. In general, however, an optimal solution of (1.1) can be difierent
from an optimal solution obtained by replacing the involved random variables with their
means.
There is an extensive literature, in the statistics and optimization areas, dealing with
various aspects of the sample average approximation approach. The classical Maximum
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Likelihood (ML) method of estimation can be considered in the framework of the SAA
problem (1.2) (see example 2.1 below), with an essential difierence that in statistical esti-
mation procedures the random sample is provided by observed data rather than generated
in the computer. It is di–cult to point out who flrst suggested the SAA approach to solv-
ing stochastic problems of the form (1.1). The idea is quite simple and natural, and it
seems that variants of the SAA method were discovered and rediscovered by various au-
thors over the years. In a context of simulation models a variant of the SAA method, based
on Likelihood Ratio transformations, was suggested in Rubinstein and Shapiro [33, 34].
Independently, and more or less at the same time, similar ideas were employed for calcu-
lating ML estimators by Monte Carlo techniques based on Gibbs sampling (see Geyer and
Thompson [12], Geyer [13] and references therein). Ad hoc algorithms, based on Monte
Carlo simulation, for two stage stochastic problems with recourse were developed by Higle
and Sen [14] and Infanger [19]. Statistical inference of v^N and x^N was incorporated into nu-
merical algorithms, for purposes of error estimates, stopping rules and validation analysis,
in Shapiro and Homem-de-Mello [40].
Let us remark that the terminology \sample average approximation" is not uniform in
the literature. For example, the term \sample-path optimization" was used in Plambeck,
Fu, Robinson and Suri [29]. Let us also note that an alternative approach to solving (1.1) is
based on the Stochastic Approximation (SA) method combined with Monte Carlo simulation
(see Benveniste, M¶etiver and Priouret [4] and Kushner and Clark [24] for a basic discussion
of the SA method and Chong and Ramadge [8] and L0Ecuyer, Giroux and Glynn [25], for
example, for applications to queueing systems).
This paper is organized as follows. In the next section we give several illustrational
examples which motivate our discussion. In section 3 we discuss difierentiability properties
of the expected value function. Section 4 is devoted to the Likelihood Ratio method.
Statistical inference of the SAA estimators is discussed in section 5. Finally, in section 6,
we give a brief discussion of stopping rules and validation analysis for the SAA method.
We use the following notation and terminology throughout the paper. For a set S ‰ IRm,
dist(x; S) := infz2S kx¡zk denotes the distance from a point x to the set S. For a real valued
function g : IRm ! IR, by rg(x) := (@g(x)=@x1; :::; @g(x)=@xm)T we denote its gradient
and by r2g(x) := [@2g(x)=@xi@xj ] its Hessian matrix of second order partial derivatives.
For a number a, we denote [a]+ := maxfa; 0g. The sign of a number a 6= 0 is deflned as
sign(a) := 1 if a > 0 and sign(a) := ¡1 if a < 0.
2 Examples
In this section we introduce several examples which motivate and illustrate the subsequent
discussion.
Example 2.1 Our flrst example is motivated by the classical Maximum Likelihood (ML)
method of estimation. That is, let f(y; µ) be a family of probability density functions (pdf),
parameterized by the parameter vector µ 2 £ ‰ IRm, and let Y 1; :::; Y N be an i.i.d. random
sample with a probability distribution P . Deflne
g^N (µ) := ¡N¡1
NX
i=1
ln f(Y i; µ):
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By the Law of Large Numbers we have that, for any flxed value of µ, g^N (µ) converge to
g(µ) := ¡IEP fln f(Y; µ)g = ¡
Z
ln f(y; µ)P (dy);
with probability one, as N ! 1, provided of course that the above expectation exists.
This leads to the \true" and \approximating" optimization problems of minimizing g(µ)
and g^N (µ), respectively, over the parameter set £.
In particular, suppose that the distribution P is given by a pdf f(y; µ⁄), µ⁄ 2 £, from
the above parametric family, i.e. the parametric model is correctly specifled. Then µ⁄ is a
minimizer of g(µ), and hence is an optimal solution of the \true" problem. Indeed, by using
concavity of the logarithm function, we obtain that
g(µ⁄)¡ g(µ) =
Z
ln
•
f(y; µ)
f(y; µ⁄)
‚
f(y; µ⁄)dy •
Z •
f(y; µ)
f(y; µ⁄)
¡ 1
‚
f(y; µ⁄)dy = 0:
Note that µ⁄ is an unconstrained minimizer of g(µ), in the sense that it minimizers g(µ) over
its domain, even if µ⁄ lies on the boundary of the feasible region £.
There exists a vast literature on the ML method, and the above derivation of optimality
of µ⁄ is known of course. We will come back to this example later. Let us note at this point
that the corresponding random sample usually represents available data and the associated
minimizer µ^N of g^N (µ), over £, is viewed as the ML estimator of the \true" value µ
⁄ of the
parameter vector. There are also various extensions of the ML method, in particular the
method of M -estimators introduced by Huber [16, 18].
Somewhat difierent type of examples is motivated by a Monte Carlo simulation ap-
proach to numerical solutions of stochastic programming problems of the form (1.1). The
probability distribution P is supposed to be known, although may be not given explicitly.
However, the expected value function g(x) cannot be calculated in a closed form and has
to be approximated. Monte Carlo simulation techniques provide such an approximation by
averaging a generated random sample. In the next example we consider a problem which,
on one hand, is su–ciently simple and can be solved analytically, on the other hand it
demonstrates various properties which hold in considerably more complex situations.
Example 2.2 Let W be a real valued random variable with cumulative distribution func-
tion (cdf) F (w) := P (W • w) and let G(x;w) := jx¡wj, where x;w 2 IR. For any w 2 IR,
the function G(¢; w) is convex, and hence the corresponding expected value function
g(x) := IEfjx¡W jg =
Z +1
¡1
jx¡ wjdF (w) (2.1)
is also convex. A minimizer x⁄ of g(x), over IR, is given by the median x⁄ = F¡1(1=2) of
the distribution of W , i.e. x⁄ is such that F (x⁄¡) • 1=2 and F (x⁄) ‚ 1=2, where F (x⁄¡)
denotes the left side limit of F (x) at x = x⁄. If F (w) is continuous, then x⁄ is a median ifi
F (x⁄) = 1=2, while if the event fW = x⁄g can happen with positive probability, then F (x⁄)
can be bigger than half. Note also that it can happen that the minimizer x⁄ is not unique.
If we replace W by its mean „, then clearly the minimizer of the function G(x; „) =
jx ¡ „j, over x 2 IR, is given by „. In general, the mean „ can be difierent from the
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median F¡1(1=2). Note that in this example a minimizer x^N of the corresponding sample
average function g^N (x), over IR, is given by sample median F^
¡1
N
(1=2), where F^N denotes the
empirical cdf based on the considered sample.
Following is an example of stochastic programming with recourse. The above median
problem (2.1) can be considered as a particular case of such programs.
Example 2.3 Consider the optimization problem
Min
x2S
cTx+ IEfQ(x; h(!))g; (2.2)
where c 2 IRm is a given vector, Q(x; h) is the optimal value of the optimization problem
Min
y‚0
qT y subject to Wy = h¡Ax; (2.3)
and h = h(!) is a random vector with a known probability distribution. (For the sake of
simplicity we assume that only vector h is random while other parameters in the linear
programming problem (2.3) are deterministic.) This is the so-called two-stage stochastic
programming problem with recourse, which originated in works of Beale [3] and Dantzig
[9]. If the random vector h has a discrete distribution, then the expected value function
IEfQ(¢; h)g is representable as a weighted sum of values of Q(¢; h), and problem (2.2) can
be written as a large linear programming problem. Over the years this approach was
developed and various techniques were suggested in order to make it numerically e–cient.
An interested reader is referred to recent books by Kall and Wallace [20] and Birge and
Louveaux [5], and references therein, for an extensive discussion of these methods.
However, the number of realizations of h (the number of discretization points in case the
distribution of h is continuous) typically grows exponentially with the dimensionality of h.
Consequently, this number can quickly become so large that even modern computers cannot
cope with the required calculations. Monte Carlo simulation techniques suggest an approach
to deal with this problem. That is, a random sample h1; :::; hN of N independent realizations
of the random vector h are generated, and the expected value function IEfQ(x; h)g is
estimated by the sample average function Q^N (x) := N
¡1PN
i=1Q(x; h
i). Consequently the
\true" problem (2.2) is approximated by the SAA problem
Min
x2S
cTx+ Q^N (x): (2.4)
By calculating an optimal solution x^N of the SAA problem, one obtains an estimator of an
optimal solution of the true problem.
By the Law of Large Numbers we have that the SAA function Q^N (x) converges, point-
wise, to IEfQ(x; h)g with probability one, as N !1. The function Q(¢; h), and hence the
function Q^N (¢), are piecewise linear and convex. The function Q(¢; h) is not given explicitly
and in itself is an output of an optimization procedure. Nevertheless, its value and a corre-
sponding subgradient can be calculated, at any given point x, by solving the linear program
(2.3). This allows to apply, reasonably e–cient, deterministic algorithms in order to solve
the SAA problem (2.4).
Let us make the following observations. The above example is difierent from the ML
example 2.1 in several respects. In the above example the corresponding random sample
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is generated in the computer and can be controlled to some extend. The only limitation
on the number N of generated points is the computational time and computer’s memory
capacity. It is also possible to implement various variance reduction techniques which in
some cases considerably enhance the numerical performance of the algorithm. Usually the
feasible set S is deflned by constraints. In this respect inequality type constraints appear
naturally in optimization problems.
In the maximum likelihood example the optimal solution of the \true" problem is an
unconstrained minimizer of the objective function. There is no reason for such behavior of an
optimal solution of the optimization problem (2.2). As we shall see later this introduces an
additional term in the asymptotic expansion of x^N , associated with a curvature of the set S.
Let us flnally note that the sample average function Q^N (x) is not everywhere difierentiable.
If the distribution of h is discrete, this is carried over to the expected value function. On
the other hand, if the distribution of h is continuous, then the expected value function is
smooth (difierentiable). This makes the asymptotics of x^N quite difierent in cases of discrete
and continuous distributions of h. We shall discuss that later.
Example 2.4 Consider stochastic process It, t = 1; 2; :::, governed by the recursive equa-
tion
It = [It¡1 +R(xt; Vt)¡Dt]+; (2.5)
with initial value I0. Here Vt are random vectors, Dt are random numbers, R(¢; ¢) is a real
valued function of two vector variables, and vectors xt represent decision variables. The
above process It can describe the waiting time of t-th customer in a G=G=1 queue, where
Dt is the interarrival time between the (t ¡ 1)-th and t-th customers and R(xt; Vt) is the
service time of (t ¡ 1)-th customer. Alternatively, we may view It as an inventory of a
certain product at time t, with Dt and R(xt; Vt) representing the demand and production
(or reodering) of the product at time t.
Suppose that the process is considered over a flnite horizon at periods t = 1; :::; T . Our
goal then is to minimize (or maximize) the expected value of an objective function involving
I1; :::; IT . For instance, one may be interested in maximizing the expected value of a proflt
given by (cf. Albritton, Shapiro and Spearman [1])
G(x;W ) :=
TX
t=1
f…t min[It¡1 +R(xt; Vt); Dt]¡ htItg : (2.6)
Here x := (x1; :::; xT ) is a vector of decision variables, W := (V1; :::; VT ; D1; :::; DT ) is a
random vector of the involved random variables, and …t and ht are non negative parameters
representing the marginal proflt and the holding cost, respectively, of the product at period
t. Note that the proflt function G(x;W ) can be also written in the form
G(x;W ) =
PT
t=1 f…t(Dt + min[It¡1 +R(xt; Vt)¡Dt; 0])¡ htItg =PT
t=1 f…t[Dt + (It¡1 +R(xt; Vt)¡Dt)¡ It]¡ htItg =PT
t=1 …tR(xt; Vt) +
PT¡1
t=1 (…t+1 ¡ …t ¡ ht)It + …1I0 ¡ (…T + hT )IT :
(2.7)
It is also possible to consider a stationary distribution of the process It (if it exists)
and to optimize an associated objective function. Typically, probability measure of such
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stationary distribution cannot be written in a closed form. This introduces additional
technical di–culties into the problem. In this paper we mainly deal with problems over a
flnite horizon where involved probability distributions are governed by flnite dimensional
random vectors.
If the initial value I0 is su–ciently large, then with probability close to one variables
I1; :::; IT stay above the zero. If, moreover, R(xt; Vt) are linear in Vt, then I1; :::; IT become
linear functions of the random data vector W . In that case components of the random
vector W can be replaced by their means. In many practical situations, however, the
process It hits the zero with high probability over the considered horizon T . In such cases
the corresponding expected value function g(x) := IE G(x;W ) cannot be written in a closed
form and one needs to use say a Monte Carlo simulation procedure in order to evaluate
g(x).
3 Perturbation Analysis
In order to design an e–cient numerical optimization algorithm, one needs to study a difier-
ential structure of the expected value function. Let us observe that for a given realization
w of the random vector W , the proflt function G(¢; w), deflned in (2.6), is not everywhere
difierentiable in x even if the function R(¢; v) is difierentiable for all v. This is because the
operations of taking maximum or minimum do not preserve difierentiability of the involved
functions. For example, if R(xt; vt) := xt, then It is a piecewise linear convex function of
x1; :::; xt which is not everywhere difierentiable. Nevertheless G(¢; w) is directionally difier-
entiable in all directions. Such behavior of the objective function also happens in examples
2.2 and 2.3, and is typical in many interesting applications. Let us make a quick detour
into the theory of directional difierentiability.
Consider a mapping (function) F : IRm ! IRn. It is said that F is directionally difier-
entiable at a point x⁄ 2 IRm if the limit
F 0(x⁄; h) := lim
t#0
F (x⁄ + th)¡ F (x⁄)
t
(3.1)
exists for all h 2 IRm. In that case F 0(x⁄; h) is called the directional derivative of F (x) at
x⁄ in the direction h. Note that F 0(x⁄; h) is positively homogeneous in h, i.e. F 0(x⁄; th) =
tF 0(x⁄; h) for any t ‚ 0. If F (x) is directionally difierentiable at x⁄ and F 0(x⁄; h) is linear
in h, then it is said that F (x) is Ga^teux difierentiable at x⁄. Equation (3.1) can be also
written in the form
F (x⁄ + h) = F (x⁄) + F 0(x⁄; h) + r(h); (3.2)
where the remainder term r(h) is such that r(th)=t! 0, as t # 0, for any flxed h 2 IRm. If,
moreover, F 0(x⁄; h) is linear in h and the remainder term r(h) is \unifiormly small" in the
sense that r(h)=khk ! 0 as h ! 0, then it is said that F (x) is difierentiable at x⁄ in the
sense of Fr¶echet, or simply difierentiable at x⁄.
Clearly Fr¶echet difierentiability implies Ga^teux difierentiability. The converse of that is
not necessarily true. However, for locally Lipschitz continuous mappings both concepts do
coincide. Recall that F (x) is said to be locally Lipschitz continuous near x⁄ if there is a
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positive constant K such that kF (x1)¡F (x2)k • Kkx1¡x2k for all x1; x2 in a neighborhood
of x⁄.
Let now F : IRm ! IR be a real valued convex function. In that case F (x) is always
directionally difierentiable and locally Lipschitz continuous, and moreover the directional
derivatives can be written in the form
F 0(x⁄; h) = inf
t>0
F (x⁄ + th)¡ F (x⁄)
t
: (3.3)
Therefore F (x) is difierentiable at x⁄ ifi F 0(x⁄; h) is linear in h. It is said that a vector
a 2 IRm is a subgradient of F (x) at x⁄ if
F (x)¡ F (x⁄) ‚ aT (x¡ x⁄) (3.4)
for all x 2 IRm. The set of all subgradients of F (x), at x⁄, is called the subdifierntial and
denoted @F (x⁄). By duality theory of convex analysis we have that
F 0(x⁄; h) = sup
a2@F (x⁄)
aTh: (3.5)
Hence F (x) is difierentiable at x⁄ ifi @F (x⁄) is a singleton, i.e. contains only one ele-
ment, which then coincides with the gradient rF (x⁄) (see Rockafellar [32] for a thorough
discussion of convex analysis).
Let us come back now to the expected value function g(x), deflned in (1.1). Unless
stated otherwise all probabilistic statements will be made with respect to the considered
probability measure P . We say that a property holds for almost every (a.e.) ! if it holds
for all ! 2 › except possibly on a set of P -measure zero. Another way of saying that a
property holds for almost every !, is to say that the property holds with probability one
(w.p.1). We sometimes write G!(¢) for the function G(¢; !) and denote by G0!(x⁄; h) the
directional derivative of G!(¢) at the point x⁄ in the direction h.
Proposition 3.1 Suppose that the expected value function g(x) is well deflned in a neigh-
borhood of a point x⁄, that for almost every ! the function G!(¢) := G(¢; !) is directionally
difierentiable at x⁄, and that there exists a positive valued random variable K(!) such that
IEfK(!)g is flnite and for all x1; x2 in a neighborhood of x⁄ and almost every ! 2 › the
following inequality holds
jG(x1; !)¡G(x2; !)j • K(!)kx1 ¡ x2k: (3.6)
Then the expected value function g(x) is Lipschitz continuous in a neighborhood of x⁄,
directionally difierentiable at x⁄, and
g0(x⁄; h) = IEfG0!(x⁄; h)g: (3.7)
Moreover, if in addition the function G(¢; !) is difierentiable at x⁄ w.p.1, then g(x) is
difierentiable at x⁄ and
rg(x⁄) = IEfrxG(x⁄; !)g: (3.8)
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Let us quickly outline a proof of the above proposition. First, Lipschitz continuity of
g(x) follows directly from (3.6). Next, by the Lebesgue Dominated Convergence Theorem,
the limit of the corresponding ratio, deflning the directional derivative of g(x), can be taken
inside the expected value, and hence formula (3.7) follows. Finally, if G0!(x⁄; h) is linear in
h for almost every !, i.e. the function G!(¢) is difierentiable at x⁄ w.p.1, then (3.7) implies
that g0(x⁄; h) is linear in h, and hence (3.8) follows (see, e.g., [34, p.70] for details). Note
that since g(x) is locally Lipschitz continuous, we only need to verify linearity of g0(x⁄; ¢) in
order to establish (Fr¶echet) difierentiability of g(x) at x⁄.
The above analysis shows that two basic conditions for interchangeability of the ex-
pectation and difierentiation operators, i.e. for validity of formula (3.8), are: (i) locally
Lipschitz continuity of the random function G!(x), and (ii) difierentiablity of G!(x), at the
given point x⁄, w.p.1. The required regularity conditions are simplifled even further if the
function G!(¢) is convex for almost every !. In that case the ratio [G!(x⁄+ th)¡Gw(x⁄)]=t
is monotonically decreasing to the directional derivative G0!(x⁄; h) as t is monotonically
decreasing to zero. Then by using the Monotone Convergence Theorem, instead of the
Lebesgue Dominated Convergence Theorem, it is possible to prove the following result.
Proposition 3.2 Suppose that the expected value function g(x) is well deflned in a convex
neighborhood V of a point x⁄, that for almost every ! the function G!(¢) := G(¢; !) is
convex on V , and that IEfG0!(x⁄; h)g exists for every direction h. Then g(x) is convex on
V and formula (3.7) holds. Moreover, g(x) is difierentiable at x⁄ if and only if G!(x) is
difierentiable at x⁄ w.p.1, in which case formula (3.8) holds.
Let us observe that in the above convex case difierentiability of G!(x), at x⁄, w.p.1
is a necessary and su–cient condition for difierentiability of the expected value function,
and validity of the interchangeability formula (3.8). Necessity of that condition follows from
formula (3.7) and since if G!(¢) is convex, then the directional derivative G0!(x⁄; h) is convex
in h. Therefore if G!(x) is nondifierentiable at x⁄ on a set of positive measure, then the
directional derivative g0(x⁄; h) is not linear in h, and hence g(x) is not difierentiable at x⁄.
Suppose that the interchangeability formula (3.8) holds and consider the sample average
function g^N (x), deflned in (1.2). We have then
IE frg^N (x⁄)g = N¡1
NX
i=1
IE
n
rxG(x⁄; !i)
o
= N¡1
NX
i=1
rxIE G(x⁄; !i) = rg(x⁄);
i.e. rg^N (x⁄) is an unbiased estimator of rg(x⁄).
Example 2.2 (continued) The function G(x;w) := jx ¡ wj is piecewise linear and
difierentiable at every x except at x = w, with @G(x;w)=@x = sign(x¡w). Therefore g(x)
is difierentiable at x⁄ ifi the cdf F (¢) is continuous at x⁄, in which case
dg(x⁄)
dx
=
Z +1
¡1
sign(x⁄ ¡ w)dF (!) = 2F (x⁄)¡ 1: (3.9)
If F (¢) is discontinuous at x⁄, i.e. the event fW = x⁄g has a positive probability, then the
right side derivative of g(x), at x⁄, is 2F (x⁄)¡1, while the corresponding left side derivative
is 2F (x⁄¡)¡1, where F (x⁄¡) denotes the left side limit of F (¢) at x⁄. The gap between these
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right and left side derivatives is given by twice the jump F (x⁄)¡F (x⁄¡) of the cdf function
at x = x⁄, i.e. by the quantity 2P (W = x⁄).
Note that if F (¢) is difierentiable at x⁄, then it follows from (3.9) that g(x) is twice
difierentiable at x⁄. However, second order derivatives cannot be taken inside the integral
in (2.1). This is because @G(x;w)=@x is discontinuous at x = w, and indeed @2G(x;w)=@x2
equals zero whenever it exists. The above difierential behavior is typical for piecewise
smooth (difierentiable) functions.
Example 2.3 (continued) Consider the function
G(z) := inffqT y : Wy = z; y ‚ 0g: (3.10)
Clearly the function Q(x; h), given as the optimal value of the problem (2.3), can be written
as Q(x; h) = G(h¡Ax). By duality arguments of linear programming we have that
G(z) = supfzT » : W T » • qg; (3.11)
provided the set f» : W T » • qg is non empty. So let us suppose, for the sake of simplicity,
that this set is non empty and bounded. Then the function G(z) is a real valued piecewise
linear convex function, and its subdifierential is given by the set of optimal solutions of the
problem (3.11). It follows that the subdifierential of the function Q(¢; h), at a point x, is
given by the set of vectors ¡AT „», where
„» 2 arg max
WT »•q
(h¡Ax)T »;
and that Q(¢; h) is difierentiable at x, with rxQ(x; h) = ¡AT „», ifi „» is unique. Moreover,
the SAA function
g^N (x) := c
Tx+N¡1
NX
i=1
Q(x; hi)
is a piecewise linear convex function with
@g^N (x) = c+N
¡1
NX
i=1
@xQ(x; hi):
Suppose now that the random vector h has a continuous distribution with a pdf f(¢).
Let us flx a point x 2 IRm. Since the function G(z) is convex, the set of points where
it is not difierentiable has Lebesgue measure zero. Since random vector h = h(!) has
a density, it follows then that the function Q(¢; h) is difierentiable at x w.p.1. It follows
then by proposition 3.2 that the expected value function g(x) is difierentiable at x and
rg(x) = c+ IEfrxQ(x; h)g, and hence rg^N (x) is an unbiased estimator of rg(x).
On the other hand if the distribution of h is discrete, then g(x) is a convex piecewise
linear function. In that case g(x) cannot be everywhere difierentiable, except in a trivial
case when it is linear. As we shall see later statistical properties of the SAA estimator x^N
are completely difierent in cases of continuous and discrete distributions of h.
Example 2.4 (continued) Suppose that for every v the function R(¢; v) is continuously
difierentiable. In that case It is a piecewise smooth function of x1; :::; xt, for any given
realization of the random data vector W . That is, It is difierentiable except possibly at
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such points where I¿¡1+R(x¿ ; V¿ )¡D¿ = 0 for some ¿ • t. It follows that It is difierentiable
w.p.1 if, for every ¿ = 1; :::; t, the event \I¿¡1 +R(x¿ ; V¿ )¡D¿ = 0" occurs with probability
zero. In turn, probability of such event is zero if the conditional probability of \I¿¡1 +
R(x¿ ; V¿ )¡D¿ = 0" given \I¿¡1 = z" is zero for all z in the support of the distribution of
I¿¡1. This happens, for example, if the conditional distribution of R(x¿ ; V¿ )¡D¿ , given I¿¡1
(or equivalently given V1; :::; V¿¡1; D1; :::; D¿¡1), is continuous, and in particular if vectors
V1; :::; V¿ are independent of D1; :::; D¿ , and D1; :::; D¿ are mutually independent and have
continuous distributions. Clearly we have, by formula (2.7), that the proflt function G(¢;W )
is difierentiable w.p.1, at a certain point, if all It, t = 1; :::; T , are difierentiable at that point
point w.p.1.
The condition (3.6) is also not di–cult to verify. The corresponding Lipschitz constant,
for the function It, is given by the maximum of krR(x¿ ; V¿ )k over all x¿ , ¿ = 1; :::; t, in
a neighborhood of the considered point. (Here and afterwards the gradient rR(x¿ ; V¿ ) is
calculated with respect to x¿ .) Therefore we obtain that the corresponding expected value
function is difierentiable and the interchangeability formula (3.8) holds if krR(¢; V¿ )k are
locally bounded by positive variables having flnite flrst order moments, and the conditional
distribution of R(x¿ ; V¿ ) ¡ D¿ , given V1; :::; V¿¡1; D1; :::; D¿¡1, is continuous for all ¿ =
1; :::; T .
Note that It are convex functions of the decision variables, for any realization of the
random vector W , if the function R(¢; v) is convex for any v. This follows from (2.5) since
the operation of taking maximum preserves convexity of the involved functions. Moreover, if
R(¢; v) is linear for all v and …t+1¡…t¡ht • 0, t = 1; :::; T¡1, then the proflt function G(¢; w)
is concave for all w. In that case the expected value of G(¢;W ) is also a concave function,
and hence an optimization problem of maximization of that expected value function, over
a convex region, is a convex programming problem.
Let us calculate now derivatives of It in an explicit form. Denote by ¿1 the flrst time
the process It hits zero, i.e. ¿1 ‚ 1 is the flrst time I¿1¡1 + R(x¿1 ; V¿1) ¡D¿1 becomes less
than or equal to zero, and hence I¿1 = 0. Let ¿2 > ¿1 be the second time It hits zero, etc.
Note that if I¿1+1 = 0, then ¿2 = ¿1 + 1, etc. Let 1 • ¿1 < ::: < ¿n • T be the sequence
of hitting times. For a given time t 2 f1; :::; Tg, let ¿i¡1 • t < ¿i. Suppose that the events
I¿¡1 + R(x¿ ; V¿ ) ¡ D¿ = 0, ¿ = 1; :::; T , occur with probability zero. We have then that,
for almost every W , the gradient of Is with respect to the components of vector xt can be
written as follows
rxtIs =
(
rR(xt; Vt); if t • s < ¿i and t 6= ¿i¡1;
0; otherwise:
(3.12)
4 Likelihood Ratios Method
In many applications the objective function is piecewise smooth and its flrst order derivatives
are discontinuous. Usually in such cases the corresponding second order derivatives cannot
be taken inside the expected value. This happens, for instance, in the case of the objective
functions considered in examples 2.2, 2.3 and 2.4. In such situations one cannot estimate
second order derivatives of the expected value function by using the corresponding second
order derivatives of the sample average function. In this section we brie°y discuss the
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Likelihood Ratios (LR) method which provides an alternative way of estimating derivatives
of the expected value function. For a thorough discussion of that method we refer to [34].
Suppose that the expected value function can be represented in the form
g(x) = IEPxfH(W )g; (4.1)
where the probability distribution Px, of random vector W , is a function of vector x of
decision variables, while H(¢) does not depend on x. In some cases such a representation
either comes naturally or can be achieved by a suitable transformation. Suppose further
that Px has a probability density function (pdf) f(¢; x), depending on vector x, and hence
g(x) =
Z
H(w)f(w; x)dw: (4.2)
Let ˆ(¢) be another probability density function such that the ratio
L(w; x) :=
f(w; x)
ˆ(w)
(4.3)
is well deflned. That is, if ˆ(w) = 0, then f(w; x) = 0 and by the deflnition 00 = 0, i.e. we
do not divide a positive number by zero. We can write then
g(x) =
Z
H(w)L(w; x)ˆ(w)dw = IEˆfH(W )L(W;x)g; (4.4)
where IEˆ denotes the expectation with respect to the pdf ˆ. In the above representation
(4.4) the probability distribution in the expectation operator is flxed (by the pdf ˆ) and
only the objective function H(w)L(w; x) depends on x. The function L(w; x) is called the
likelihood ratio (LR) function.
Usually the pdf f(w; x) is given in a closed form and is a smooth function of x. In that
case L(w; x) is also a smooth function of x, and hence flrst and higher order derivatives
can be taken inside the expected value under suitable regularity conditions. For instance,
if L(w; ¢) is s-times continuously difierentiable and kH(w)rkL(w; x)k • K(w), k = 1; :::; s,
for all x in a neighborhood of x⁄ and such that EˆfK(W )g is flnite, then
rsg(x⁄) = IEˆfH(W )rsL(W;x⁄)g; (4.5)
where all derivatives are taken with respect to x (this follows by the Lebesgue Dominated
Convergence theorem).
Let W 1; :::;WN be an i.i.d. random sample with the common pdf ˆ. Note that the pdf
ˆ, and hence this random sample, do not depend on x. It follows then by (4.4) that
~gN (x) := N
¡1
NX
i=1
H(W i)L(W i; x) (4.6)
is an unbiased estimator of g(x). We also have that if the interchangeability formula (4.5)
holds, then
rk~gN (x) = N¡1
NX
i=1
H(W i)rkL(W i; x) (4.7)
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is an unbiased estimator of rkg(x). Similar derivations can be performed in a case of
discrete distributions by replacing integrals with the corresponding sums.
Let us observe that although the mean (expected value) of ~gN (x) is equal to g(x),
and hence is independent of ˆ, its variance depends on a choice of the pdf ˆ as well as
on x. Therefore one may try to choose ˆ in such a way as to minimize the variance of
~gN (x). This is related to a variance reduction technique known as importance sampling.
It should be mentioned, however, that such an \optimal" choice of ˆ is associated with a
particular (considered) point x. In fact the LR (importance sampling) techniques typically
are unstable, and an optimal (or rather reasonable) choice of ˆ with respect to one value
of x can produce a huge variance for a difierent value of x.
In order to improve accuracy of Monte Carlo simulation based estimators it is possible to
employ various variance reduction methods. In particular, control variables techniques can
be quite e–cient when applied to the LR estimators rk~gN (x). Note that IEˆfL(W;x)g = 1
for any x, and hence IEˆfrL(W;x)g = 0. It follows that for any fi 2 IR,
rg(x) = IEˆf[H(W )¡ fi]rL(W;x)g: (4.8)
One can then choose fi such as to minimize, say, the sum of variances of the estimated
components of rg(x). Similar derivations can be applied to higher order derivatives as well
(see [34] for details). This method produces a considerable variance reduction if the main
variability of the LR estimators come from the derivatives of the LR function, and hence
H(W )rL(W;x) and rL(W;x) are highly correlated.
Example 2.3 (continued) Suppose that the random vector h has a pdf f(¢). Since
Q(x; h) = G(h¡Ax), where G(¢) is deflned in (3.10), by using the transformation z = h¡Ax
we obtain
IEfQ(x; h) =
Z
G(h¡Ax)f(h)dh =
Z
G(z)f(z +Ax)dz = IEˆfG(Z)L(Z; x)g:
Here ˆ is a chosen pdf, Z is a random vector having pdf ˆ, and L(z; x) := f(z +Ax)=ˆ(z)
is the corresponding LR function. For a discussion of the above LR transformation and a
numerical example see [40].
Example 2.4 (continued) Consider random variables Zt := Dt¡R(xt; Vt), t = 1; :::; T .
We have that It = [It¡1 ¡ Zt]+, and hence we can consider It as a function of the random
vector Zt := (Z1; :::; Zt). Clearly the distribution of Zt depends on xt and hence the
distribution of Zt depends on vector xt := (x1; :::; xt). Suppose that Zt has pdf f t(zt; xt).
We can write then
Ef
t
fItg =
Z
It(zt)f t(zt; xt)dzt =
Z
It(zt)Lt(zt; xt)ˆt(zt)dzt = EˆtfItLt(Zt; xt)g;
where ˆ
t
is a chosen pdf and
Lt(zt; xt) :=
f
t
(zt; xt)
ˆ
t
(zt)
is the corresponding LR function. If f
t
(zt; ¢) is su–ciently smooth, it follows that
rkEf
t
fItg = Eˆ
t
fItrkLt(Zt; xt)g: (4.9)
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Of course in order to apply the above formulas we need to know the pdf f
t
(zt; xt) in a
closed form. Suppose, for instance, that R(xt; vt) := xt and that each random variable Dt
has pdf ft(¢), t = 1; :::; T , and that these variables are independent. Then Zt = Dt ¡ xt has
pdf ft(zt + xt) and hence
f
t
(zt; xt) =
tY
i=1
fi(zi + xi):
Suppose further that Dt » N(„t; ¾2t ) are normally distributed, i.e.
ft(zt) =
1
¾t
p
2…
exp
(
¡(zt ¡ „t)2
2¾2t
)
;
and take ˆ
t
(zt) = f t(zt; x
⁄
t ) for some given (flxed) x
⁄
t . Then, for r; s • t,
@2Lt(Zt; x⁄t )
@xr@xs
=
(
(Zr ¡ „r + x⁄r)(Zs ¡ „s + x⁄s)=(¾2r¾2s); if r 6= s
¡1=¾2r + (Zr ¡ „r + x⁄r)2=¾4r ; if r = s:
By using the corresponding sample averages, it is straightforward to construct unbiased
estimates of second order derivatives of IEfItg, and hence of the expected value of the
proflt function.
5 Statistical Inference
In this section we discuss statistical properties of SAA estimators of the optimal value v⁄
and the set of optimal solutions, denoted S⁄, of the true problem (1.1). Unless stated
otherwise, v^N and x^N denote the optimal value and an optimal solution, respectively, of the
SAA problem (1.2).
5.1 Consistency
Suppose that, for any given x 2 S, the sample averages g^N (x) converge to their expected
value g(x) w.p.1 as N ! 1. Usually such convergence is ensured by the Law of Large
Numbers (LLN). If the considered (generated) sample !i, i = 1; :::, is i.i.d., then this is
guaranteed by the classical LLN. There are also many extensions of the LLN for dependent
sequences, e.g. for regenerative processes etc. It is natural to expect that such pointwise
convergence of g^N (x) to g(x) would imply convergence of x^N to S⁄, and in particular to x⁄
if S⁄ = fx⁄g is a singleton. Unfortunately this is not true in general and some additional
technical conditions are required. Nevertheless, usually the required additional conditions
are mild and indeed in case the LLN can be applied pointwise (i.e. for any flxed x 2 S) one
may expect convergence of the corresponding SAA estimators.
It is said that the uniform LLN holds, on the set S, if
lim
N!1
sup
x2S
jg^N (x)¡ g(x)j = 0; w:p:1: (5.1)
Clearly we have that
jv^N ¡ v⁄j • sup
x2S
jg^N (x)¡ g(x)j :
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Therefore the uniform LLN implies that v^N ! v⁄ w.p.1 as N ! 1. It is also not di–cult
to show convergence of the corresponding SSA estimators x^N .
Starting with a pioneering work of Wald [43], such consistency properties of the estima-
tor x^N were studied in numerous publications. In the context of stochastic programming,
consistency of x^N was investigated by tools of epi-convergence analysis in [11] and [31], for
example. Following is a relatively simple consistency result which is already su–cient for
many practical applications (e.g., [34]).
Theorem 5.1 Suppose that the uniform LLN (5.1) holds. Then v^N ! v⁄ w.p.1 as N !1.
If, moreover, the set S is compact and the expected value function g(x) is continuous, then
dist(x^N ;S⁄)! 0 w.p.1 as N !1.
Of course, if S⁄ = fx⁄g is a singleton, then the convergence dist(x^N ;S⁄) ! 0 means
that x^N ! x⁄. Note also that if g(x) is continuous and S is compact, then the set S⁄, of
optimal solutions of true problem (1.1), is non empty and compact.
It is possible to give various conditions ensuring the uniform LLN. This is in particular
simple in the convex case. Let us recall the following result from convex analysis. If a
sequence of real valued convex functions converges pointwise on a dense subset of IRm, then
it converges uniformly on any compact subset of IRm (e.g., [32, Theorem 10.8]). By taking
a countable dense subset of IRm we obtain that if the functions g^N (¢) are convex and the
LLN holds pointwise, then it holds uniformly on any compact subset of IRm. It also follows
that the function g(¢) is convex, and hence is continuous.
In the convex case it is also relatively easy to deal with situations where the feasible set
S is not necessarily compact. That is, suppose that the SAA problem is convex, i.e. the
set S and the function g^N (¢) are convex, and that the set S⁄ is non empty and bounded.
For some " > 0 consider the neighborhood V := fx : dist(x;S⁄) • "g of S⁄. Since S⁄ is
bounded it follows that V is compact. Consequently by the above discussion we have that
restricted to the set S0 := S \ V a corresponding SAA estimator ~xN converges to S⁄ and
hence dist(~xN ;S⁄) < " w.p.1 for N large enough. Since in the convex case a local minimizer
is also a global minimizer, it follows that ~xN = x^N w.p.1 for N large enough. Therefore, in
the convex case, we have that if the set S⁄ is non empty and bounded and the LLN holds
for every x in a neighborhood of S⁄, then dist(x^N ;S⁄)! 0 w.p.1 as N !1.
For not necessarily convex problems consider the following conditions: (i) the set S is
compact, (ii) for P -almost every ! the function G(¢; !) is continuous on S, and (iii) the
family G(x; !), x 2 S, is dominated by a P -integrable function K(!), i.e. IEPK is flnite
and jG(x; !)j • K(!) for all x 2 S and P -almost every !. It is possible to show that in the
i.i.d. case, the above conditions ensure continuity of g(x) on S and the uniform LLN (5.1)
(e.g., [34, pp. 67-68]).
In nonconvex situations there is an additional problem of local optima. That is, the SAA
problem can be trapped in a locally optimal solution. Suppose, for example, that g(x) = x2,
x 2 IR, while g^N (x) = x2 +N¡1 sin(Nx2). We have then that jg^N (x)¡ g(x)j • N¡1, for all
x 2 IR, and the global minimizer of g^N (x), over IR, converges to zero. On the other hand
g^N (x) has an inflnite number of local minimizers which become dense on IR as N tends to
inflnity. The above example, of course, is pathological and such situations cannot happen
if the (uniform) LLN holds for derivatives of the sample average functions and the feasible
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set S is \su–ciently regular". Let us remark that this problem can be non trivial and its
thorough discussion will lead outside the scope of this paper.
5.2 Asymptotic Analysis of the Optimal Value
Consider the optimal values v^N and v
⁄ of the SAA and the true problems, respectively. We
have that minx2S g^N (x) • g^N (x) for any x 2 S, and hence
IEfv^N g = IE
‰
min
x2S
g^N (x)
¾
• min
x2S
IE fg^N (x)g = min
x2S
IEfg(x)g = v⁄: (5.2)
Moreover, if the set S⁄ of optimal solutions of the true problem is non empty, then the
equality in (5.2) holds ifi for almost every realization of the random sample there exists
x⁄ 2 S⁄ such that g^N (x) ‚ g^N (x⁄) for all x 2 S. This, of course, is unlikely to happen.
Therefore typically the bias IEfv^N g ¡ v⁄ of the SAA estimator of the optimal value is
negative.
In order to have a better understanding of the above bias problem let us consider the
following construction. Suppose that for almost every ! the function G(¢; !) is continuous
and that the feasible set S is compact. Then the SAA function g^N (x) is continuous on S
and hence can be viewed as a point in the Banach space C(S). (Recall that C(S) denotes
the linear space of continuous functions ˆ : S ! IR equipped with the sup-norm kˆk :=
supx2S jˆ(x)j.) Moreover, under mild measurability conditions, g^N (x) can be considered
as a random element in the space C(S) equipped with its Borel sigma algebra. Suppose
further that a functional Central Limit Theorem (CLT) holds for g^N . That is, the random
elements N1=2(g^N ¡g) converge in distribution to a random element Y of C(S). In the i.i.d.
case such functional CLT can be ensured by the following conditions (e.g., [2]):
(A1) For every x 2 S, the function G(x; ¢) is measurable.
(A2) For some point „x 2 S the expectation IEP fG(„x; !)2g is flnite.
(A3) The Lipschitz continuity condition (3.6) holds for all x1; x2 2 S and almost every !,
and the random variable K(!) has a flnite second order moment.
Note that in such i.i.d. case, for any points x1; :::; xk 2 S, the random vector
(Y (x1); :::; Y (xk)) has a multivariate normal distribution with covariance matrix given by
the covariance matrix of the random vector (G(x1; !); :::; G(xk; !)). In particular, for any
x 2 S, it follows that
N1=2[g^N (x)¡ g(x)]) N(0; ¾2(x));
where ¾2(x) := varfG(x; !)g and \) " denotes convergence in distribution. We have the
following result (which can be proved by employing a Generalized Delta Theorem) [37].
Theorem 5.2 Let fg^N g be a sequence of random elements in C(S), and g 2 C(S). Suppose
that N1=2(g^N ¡ g) converges in distribution to a random element Y of C(S). Then
N1=2(v^N ¡ v⁄)) min
x2S⁄
Y (x): (5.3)
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It follows that if the set S⁄, of optimal solutions of the true problem, is a singleton
S⁄ = fx⁄g, and the above conditions (A1)-(A3) hold in the i.i.d. case, then
N1=2(v^N ¡ v⁄)) N(0; ¾2(x⁄)): (5.4)
In general convergence in distribution does not imply convergence of the corresponding
expected values. Therefore we need an additional condition in order to conclude that
(5.4) implies convergence to zero of the expected values of the random variables VN :=
N1=2(v^N ¡ v⁄). Such implication is ensured if we assume that the random variables VN are
uniformly integrable, which in turn follows, for example, from the condition that the second
order moments of VN are bounded (by a constant independent of N) (e.g., [30]). Therefore,
if the second order moments of VN are bounded, then it follows from (5.4) that IE fVN g ! 0,
and hence IEfv^N g ¡ v⁄ = o(N¡1=2).
On the other hand if the set S⁄ is not a singleton, then the random variable V :=
minx2S⁄ Y (x) has a distribution which is given by the distribution of a minimum of a
number of (correlated) normally distributed random variables with zero means. In that
case the expected value of V is negative. Assuming that the second order moments of VN
are bounded, we obtain from (5.3) that IE fVN g ! IEfV g, and hence that the bias of v^N is
of order O(N¡1=2). This indicates that the (negative) bias IEfv^N g ¡ v⁄ tends to be bigger
if the true problem has a large set of optimal or \almost optimal" solutions.
The asymptotic result (5.3) is based on a flrst order approximation of the optimal value
function. Clearly it does not distinguish between feasible sets which produce the same set
of optimal solutions. That is,
v^N = min
x2S⁄
g^N (x) + op(N
¡1=2); (5.5)
i.e. the flrst order asymptotics of v^N is the same if the feasible set S in (1.1) is replaced by
the (smaller) set S⁄. In particular, if S⁄ = fx⁄g is a singleton, then v^N = g^N (x⁄)+op(N¡1=2).
Example 5.1 Consider the framework of the maximum likelihood example 2.1. Let £0
and £1 be subsets of IRm and suppose that we wish to test the null hypothesis H0 : µ 2 £0
against the alternative H1 : µ 2 £1. Let
‘N := 2
"
inf
µ2£0
NX
i=1
ln f(Y i; µ)¡ inf
µ2£1
NX
i=1
ln f(Y i; µ)
#
(5.6)
be the corresponding log-likelihood ratio test statistic. Suppose that
g(µ) := ¡IEP fln f(Y; µ)g (5.7)
has unique minimizers µ0 and µ1 over the sets £0 and £1, respectively. Recall that if the
distribution P , of the random sample, is given by a pdf f(y; µ⁄), then µ⁄ is an unconstrained
minimizer of g(µ). Moreover, if the parameter vector µ is identifled at µ⁄, then µ⁄ is such
unique minimizer. We have by (5.5) that
N¡1=2‘N = 2N
¡1=2
NX
i=1
h
ln f(Y i; µ0)¡ ln f(Y i; µ1)
i
+ op(1); (5.8)
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provided the corresponding regularity assumptions (A1) - (A3) hold. It follows that
N¡1=2(‘N ¡ ‘0) converges in distribution to normal N(0; ¾2), where ‘0 and ¾2 are the mean
and the variance, respectively, of the random variable Z := 2 ln
h
f(Y;µ0)
f(Y;µ1)
i
.
Note that if µ0 = µ1, then this variable Z degenerates into Z · 0. This happens if the
distribution P is given by pdf f(y; µ⁄) with µ⁄ 2 £0 \ £1. That is, if £0 is a subset of £1
and the model is correctly specifled, then the asymptotic distribution of N¡1=2‘N , under
H0, degenerates into identical zero. Therefore in the likelihood ratio testing procedures a
second order expansion of the optimal value function is needed in order to obtain useful
asymptotics of ‘N . However, in stochastic programming applications the asymptotic result
(5.4) is very useful due to its simplicity and generality. The asymptotic variance ¾2(x) can
be consistently estimated at each iteration point x = x” of a simulation based optimization
algorithm. This allows to incorporate t-test type procedures into such algorithms and to
construct confldence intervals for the true optimal value v⁄ (see [40]).
5.3 Second Order Expansion of the Optimal Value
As we have seen in the previous section, flrst order asymptotics of v^N do not involve local
structure of the feasible set S. In this section we discuss asymptotics of v^N based on a
second order expansion. In order to proceed with the second order analysis we need the
following technical details.
Suppose that the function g(x) is twice continuously difierentiable and that the true
problem has unique optimal solution x⁄. Then the following flrst order necessary conditions
hold at the point x⁄:
wTrg(x⁄) ‚ 0; for all w 2 TS(x⁄): (5.9)
Here TS(x) denotes the contingent (Bouligand) cone to the set S at x 2 S, that is
TS(x) := fd 2 IRm : 9 tn # 0 such that dist(x+ tnd; S) = o(tn)g : (5.10)
Note that if we replace in the above deflnition the condition: \there exists a sequence
tn # 0", by the condition: \for any sequence tn # 0", we obtain the following cone
TS(x) := fd 2 IRm : dist(x+ td; S) = o(t); t ‚ 0g : (5.11)
The cone TS(x) is known under various names. Clearly TS(x) ‰ TS(x), and it can happen
that TS(x) is strictly included in TS(x).
It is said that the second order growth condition holds, at x⁄, if there exist a constant
c > 0 and a neighborhood U ‰ IRm of x⁄ such that
g(x) ‚ g(x⁄) + ckx¡ x⁄k2; for all x 2 S \ U: (5.12)
This condition is closely related to second order optimality conditions. The set
C(x⁄) :=
n
w 2 TS(x⁄) : wTrg(x⁄) = 0
o
(5.13)
is called the critical cone of the problem (1.1). It represents those directions for which
flrst order conditions (5.9) do not provide information about optimality of x⁄. Note that
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if rg(x⁄) = 0, then C(x⁄) = TS(x⁄). If the distribution P , in the maximum likelihood
example 2.1, is given by a pdf f(y; µ⁄), µ⁄ 2 £, then µ⁄ is an unconstrained minimizer of
g(µ) and hence rg(µ⁄) = 0. Therefore in that case the critical and contingent cones to the
parameter set £ coincide at the point µ⁄.
It turns out that second order optimality conditions, as well as second order expansions
of the optimal value, involve a term related to the curvature of the set S. There are several
ways how the curvature of S can be measured. We approach that problem from the following
point of view. The set
T 2S(x; d) :=
n
w 2 IRm : dist
‡
x+ td+ 12 t
2w; S
·
= o(t2); t ‚ 0
o
(5.14)
is called the second order tangent set, to the set S at the point x in the direction d. Note
that T 2S(x; d) can be non empty only if x 2 S and d 2 TS(x). Yet even if S is convex and
x 2 S and d 2 TS(x), it can happen that the corresponding second order tangent set is
empty. Note also that for d = 0 the second order tangent set T 2S(x; 0) coincides with the
cone TS(x).
We also need the following technical condition. We say that the set S is second order
regular at a point x 2 S if for any vector d 2 TS(x) and any sequence xn 2 S of the form
xn := x+ tnd+ 12 t
2
nwn, where tn # 0 and tnwn ! 0, the following condition holds
lim
n!1dist
‡
wn; T
2
S(x; d)
·
= 0: (5.15)
If wn ! w, then w 2 T 2S(x; d) by the deflnition of second order tangent sets, and hence
(5.15) holds. The sequence wn, however, can be unbounded and it is only required that
the term t2nwn, in the expansion of xn, is of order o(tn). The above second order regularity
condition ensures that T 2S(x; d) provides a \su–ciently tight" second order approximation of
the set S at the point x in the direction d. This condition and a related second order analysis
of optimization problems is extensively discussed in the forthcoming book by Bonnans and
Shapiro [6]. Note that the second order regularity condition implies that the set T 2S(x; d) is
non empty, and that the contingent cone TS(x) coincides with the cone TS(x).
Under the second order regularity condition, at the point x⁄, the following second order
optimality conditions are necessary and su–cient for the second order growth condition
(5.12) to hold ([6]):
dTr2g(x⁄)d+ inf
w2T 2S(x⁄;d)
wTrg(x⁄) > 0; for all d 2 C(x⁄) n f0g: (5.16)
Apart from the quadratic term, corresponding to the second order Taylor expansion of
the function g, an additional term, associated with the second order tangent set T 2S(x
⁄; d),
appears in the left hand side of (5.16). This terms vanishes if rg(x⁄) = 0. That is what
happens in the maximum likelihood example 2.1.
Example 5.2 Suppose that the set S is deflned by equality and inequality constraints
S := fx : hi(x) = 0; i = 1; :::; q; hi(x) • 0; i = q + 1; :::; pg; (5.17)
with the constraint functions hi, i = 1; :::; p, being twice continuously difierentiable. Let
L(x; ‚) := g(x) +
pX
i=1
‚ihi(x) (5.18)
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be the Lagrangian function of the true problem and
I(x⁄) := fi : hi(x⁄) = 0; i = q + 1; :::; pg (5.19)
be the set of active at x⁄ inequality constraints. Suppose that the following, Mangasarian-
Fromovitz [27], constraint qualiflcation holds, at the point x⁄:
† the gradient vectors rhi(x⁄), i = 1; :::; q, are linearly independent,
† there exists a vector w 2 IRm such that wTrhi(x⁄) = 0, i = 1; :::; q, and
wTrhi(x⁄) < 0, i 2 I(x⁄).
Then TS(x⁄) = TS(x⁄) and
TS(x⁄) =
n
d 2 IRm : dTrhi(x⁄) = 0; i = 1; :::; q; dTrhi(x⁄) • 0; i 2 I(x⁄)
o
;
and flrst order (KKT) necessary optimality conditions take the form: there exists a vector
‚ = (‚1; :::; ‚p) such that
rxL(x⁄; ‚) = 0; ‚i ‚ 0; ‚ihi(x⁄) = 0; i = q + 1; :::; p: (5.20)
Under the Mangasarian-Fromovitz (MF) constraint qualiflcation, the set ⁄(x⁄) of all La-
grange multipliers vectors ‚, satisfying the above conditions (5.20), is non empty and
bounded, and for any ‚ 2 ⁄(x⁄) the critical cone can be written as
C(x⁄) =
n
d : dTrhi(x⁄) = 0; i 2 f1; :::; qg [ I+(‚); dTrhi(x⁄) • 0; i 2 I0(‚)
o
; (5.21)
where
I+(‚) := fi 2 I(x⁄) : ‚i > 0g and I0(‚) := fi 2 I(x⁄) : ‚i = 0g:
Moreover, the set S is second order regular at x⁄, and for d 2 TS(x⁄),
T 2S(x
⁄; d) =
(
w 2 IRm : w
Trhi(x⁄) + dTr2hi(x⁄)d = 0; i = 1; ¢ ¢ ¢ ; q;
wTrhi(x⁄) + dTr2hi(x⁄)d • 0; i 2 I1(x⁄; d)
)
; (5.22)
where
I1(x⁄; d) :=
n
i 2 I(x⁄) : dTrhi(x⁄) = 0
o
: (5.23)
It follows then by duality arguments that, under the MF-constraint qualiflcation, the second
order conditions (5.16) can be written in the following equivalent form:
sup
‚2⁄(x⁄)
dTr2xxL(x⁄; ‚)d > 0; for all d 2 C(x⁄) n f0g: (5.24)
We are prepared now to discuss second order expansions of the optimal value. We assume
that the set S is compact and work in the Banach space C1(S) of real valued continuously
difierentiable functions ˆ(x), deflned on a neighborhood of the set S, and equipped with
the norm
kˆk := sup
x2S
jˆ(x)j+ sup
x2S
krˆ(x)k:
The following result is obtained by employing a Generalized Delta Theorem together with a
formula for a second order expansion of the optimal value function [42] (the corresponding
second order expansions of the optimal value function are discussed in [6]).
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Theorem 5.3 Let fg^N g be a sequence of random elements in C1(S), and g 2 C1(S). Sup-
pose that: (i) N1=2(g^N ¡ g) converges in distribution to a random element Y of C1(S), (ii)
the true problem has a unique optimal solution x⁄, (iii) the function g is twice continuously
difierentiable in a neighborhood of the point x⁄, (iv) the second order growth condition (5.12)
holds, (v) the set S is second order regular at x⁄. Then
v^N = g^N (x
⁄) + 12N
¡1’(ZN ) + op(N
¡1) (5.25)
and
N [v^N ¡ g^N (x⁄)]) 12’(Z); (5.26)
where Z := rY (x⁄), ZN := N1=2 [rg^N (x⁄)¡rg(x⁄)] and the function ’ : IRm ! IR is
deflned as follows
’(‡) := inf
d2C(x⁄)
(
2dT ‡ + dTr2g(x⁄)d+ inf
w2T 2S(x⁄;d)
wTrg(x⁄)
)
: (5.27)
Note that, because of the second order conditions (5.16), the function ’(¢), deflned in
(5.27), is flnite valued, continuous, ’(0) = 0 and ’(¢) is positively homogeneous of degree
2, i.e. ’(t‡) = t2’(‡) for any t ‚ 0 and ‡ 2 IRm.
If the set S is deflned by smooth constraints, as in (5.17), and the MF-constraint qual-
iflcation holds, then the set S is second order regular at x⁄ and the second order growth
condition (5.12) is equivalent to the second order optimality conditions (5.24). Recall also
that, under the MF-constraint qualiflcation, the set ⁄(x⁄) of Lagrange multipliers is non
empty and bounded. Moreover, it is possible to show, by using formula (5.22) and duality
arguments, that the second order expansion (5.27) can be written then in the following
equivalent form
’(‡) = inf
d2C(x⁄)
(
2dT ‡ + sup
‚2⁄(x⁄)
dTr2xxL(x⁄; ‚)d
)
: (5.28)
In that form formula (5.25) was derived in Shapiro [35] by a difierent method.
Clearly, if rg(x⁄) = 0, then the last term in the right hand side of (5.27) vanishes.
Another situation where this term vanishes is if the set S is polyhedral, i.e. is deflned by a
flnite number of linear constraints. In such cases r2xxL(x⁄; ‚) = r2g(x⁄) for any ‚ 2 ⁄(x⁄)
and
’(‡) = inf
d2C(x⁄)
n
2dT ‡ + dTr2xxg(x⁄)d
o
: (5.29)
In general this term is related, through the second order tangent set T 2S(x
⁄; d), to the
curvature of the set S at the point x⁄.
In order to ensure that g^N are random elements of the space C
1(S) we need to assume
that the functions g^N (¢) are continuously difierentiable on S with probability one. This
rules out many interesting applications where, in fact, the approximating functions are
not everywhere difierentiable. That is the case, for instance, in examples 2.2, 2.3 and 2.4.
Nevertheless, formulas (5.25), (5.26) and (5.27) make sense if the expected value function
g(¢) is twice difierentiable at x⁄ and the SAA functions g^N (¢) are difierentiable at x⁄ with
probability one. As it was discussed earlier this often happens if the underline probability
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distribution is continuous. In such cases formulas (5.25) and (5.26) give correct asymptotics
which can be proved by difierent methods (cf. [17],[38]).
Note that in the i.i.d. case it follows by the multivariate CLT that the random vectors
N1=2 [rg^N (x⁄)¡rg(x⁄)] converge in distribution to multivariate normal N(0;§), with the
covariance matrix
§ = IEP
n
[rxG(x⁄; !)][rxG(x⁄; !)]T
o
¡rg(x⁄)rg(x⁄)T ; (5.30)
provided the interchangeability formula (3.8) holds and this covariance matrix exists. In
that case the random vector Z in formula (5.26) is distributed N(0;§). Also under an
additional condition, e.g. that random variables N [v^N ¡ g^N (x⁄)] have bounded second order
moments, it follows from (5.26) that the expected values of these random variables converge
to 12IEf’(Z)g. In such case we obtain that
IEfv^N g ¡ v⁄ = 12N¡1IEf’(Z)g+ o(N¡1): (5.31)
Example 5.1 (continued) Consider the log-likelihood ratio statistic ‘
N
deflned in
(5.6). Suppose that the distribution P is given by pdf f(y; µ⁄) with µ⁄ 2 £0 \ £1. Then,
under suitable regularity conditions, we have by the above discussion (see formulas (5.25)
and (5.29) in particular) that
‘
N
= inf
z2T0
n
2zTZN + z
T I(µ⁄)z
o
¡ inf
z2T1
n
2zTZN + z
T I(µ⁄)z
o
+ op(1); (5.32)
where I(µ⁄) := r2g(µ⁄) with g(µ) being deflned in (5.7),
ZN := N
¡1=2
NX
i=1
r ln f(Y i; µ⁄);
and T0 := T£0(µ
⁄), T1 := T£1(µ⁄).
Under standard regularity conditions, ensuring that second order derivatives can be
taken inside the expected value in the deflnition of I(µ⁄), we also have that
I(µ⁄) = ¡IEfr2 ln f(Y; µ⁄)g = IEf[r ln f(Y; µ⁄)][r ln f(Y; µ⁄)]T g;
i.e. I(µ⁄) is Fisher’s information matrix, and that ZN ) N(0; I(µ⁄)). Assuming further that
the matrix I(µ⁄) is nonsingular and substituting WN := I(µ
⁄)¡1ZN , we can write (5.32) in
the form
‘
N
= inf
z2T0
(WN ¡ z)T I(µ⁄)(WN ¡ z)¡ inf
z2T1
(WN ¡ z)T I(µ⁄)(WN ¡ z) + op(1): (5.33)
Since WN ) N(0; I(µ⁄)¡1), it follows that
‘
N
) inf
z2T0
(W ¡ z)T I(µ⁄)(W ¡ z)¡ inf
z2T1
(W ¡ z)T I(µ⁄)(W ¡ z); (5.34)
where W » N(0; I(µ⁄)¡1). This result is due to Chernofi [7].
21
Let us observe that from the point of view of general stochastic programming problems
the above example is quite speciflc. This is because µ⁄ is the unconstrained minimizer
of g(µ) and consequently rg(µ⁄) = 0. Therefore the contingent cones coincide with the
critical cones at the point µ⁄ 2 £0\£1, and the term corresponding to the curvature of the
sets £0, £1, at µ⁄, vanishes in the second order asymptotics (5.32) - (5.34). Also, because
rg(µ⁄) = 0, instead of second order regularity of the sets £0 and £1 we only need to
assume that the contingent cones T£0(µ
⁄) and T£1(µ⁄) coincide with the cones T£0(µ⁄) and
T£1(µ
⁄), respectively.
5.4 Asymptotics of the Optimal Solutions
Let us discuss now asymptotics of optimal solutions x^N of the SAA problem. It turns out
that flrst order asymptotics of x^N are closely related to second order expansions of the
optimal value discussed in the previous section.
Let „d(‡) be a minimizer of the right hand side of (5.27). That is,
„d(‡) 2 arg min
d2C(x⁄)
(
2dT ‡ + dTr2g(x⁄)d+ inf
w2T 2S(x⁄;d)
wTrg(x⁄)
)
: (5.35)
Suppose further that the minimizer „d(‡) is unique for any ‡ 2 IRm. We will discuss condi-
tions for such uniqueness later.
Theorem 5.4 Suppose that the assumptions of theorem 5.3 hold and that for any ‡ 2 IRm
the optimization problem in the right hand side of (5.35) has unique optimal solution „d(‡).
Then
N1=2 (x^N ¡ x0) = „d(ZN ) + op(1); (5.36)
and
N1=2 (x^N ¡ x0)) „d(Z); (5.37)
where Z := rY (x⁄) and ZN := N1=2 [rg^N (x⁄)¡rg(x⁄)].
Recall that ZN ) Z and that in the i.i.d. case Z » N(0;§), where the covariance
matrix § is given in (5.30). The optimal solution „d(‡) can be a nonlinear function of ‡ even
if this optimal solution is unique. In that case the distribution of „d(Z) is not normal and
hence x^N is not asymptotically normal. In the context of general stochastic programming
problems asymptotics of SAA estimators were derived in King [21], King and Rockafellar
[23], Shapiro [35, 38]. The above formulation is taken from [42].
For instance, consider the ML example 2.1. Suppose that the distribution P is given
by pdf f(y; µ⁄) with µ⁄ 2 £. Then, under suitable regularity conditions, we have that
N1=2(µ^N ¡ µ⁄)) „d(W ), where W » N(0; I(µ⁄)¡1) and „d(W ) is the optimal solution of the
problem
min
d2T£(µ⁄)
(W ¡ d)T I(µ⁄)(W ¡ d): (5.38)
Note that this optimal solution „d(W ) is unique for every W if Fisher’s information matrix
I(µ⁄) is nonsingular (and hence is positive deflnite) and the cone T£(µ⁄) is convex. If µ⁄
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lies on the boundary of £ and the contingent cone T£(µ⁄) is not a linear space, then the
function „d(¢) is not linear and µ^N is not asymptotically normal.
Now let S be deflned by constraints, as in (5.17), and suppose that the the gradient
vectors rhi(x⁄), i 2 f1; :::; qg [ I(x⁄), are linearly independent. Then ⁄(x⁄) = f‚⁄g is a
singleton and ’(‡) and „d(‡) are the optimal value and an optimal solution of the problem
Min
d2IRm
2dT ‡ + dTr2xxL(x⁄; ‚⁄)d subject to d 2 C(x⁄): (5.39)
Recall that, in the present case, the critical cone C(x⁄) can be written in the form (5.21),
with ‚ = ‚⁄. Problem (5.39) is a quadratic programming problem. It has a unique optimal
solution „d(‡) if the Hessian matrix r2xxL(x⁄; ‚⁄) is positive deflnite over the linear space
deflned by the flrst q+ jI+(‚⁄)j (equality) linear constraints in (5.21). Also, because of the
linear independence condition, this problem has a unique vector „fi(‡) of Lagrange multipliers
associated with „d(‡).
If, furthermore, the strict complementarity condition holds, i.e. ‚⁄i > 0 for all i 2 I(x⁄),
or in other words I+(‚⁄) = I(x⁄) and I0(‚⁄) = ;, then „d(‡) and „fi(‡) can be obtained as
solutions of the following system of linear equations"
H A
AT 0
# "
d
fi
#
= ¡
"
‡
0
#
: (5.40)
Here H := r2xxL(x⁄; ‚⁄) and A is the m£ (q + jI(x⁄)j) matrix whose columns are formed
by vectors rhi(x⁄), i 2 f1; :::; qg[I(x⁄). We obtain in that case, provided the block matrix
in the left hand side of (5.40) is nonsingular, that N1=2(x^N ¡ x⁄; ‚^N ¡ ‚⁄) converges in
distribution to normal with zero mean and the covariance matrix"
H A
AT 0
#¡1 "
§ 0
0 0
# "
H A
AT 0
#¡1
: (5.41)
It can happen that the critical cone C(x⁄) consists of the single point 0, i.e. C(x⁄) = f0g.
In that case the functions ’(¢) and „d(¢) are identically zero, and hence the corresponding
asymptotics (5.25),(5.26) and (5.36), (5.37) become trivial. For example, if the set S is
deflned by constraints, as in (5.17), and the MF-constraint qualiflcation holds, then it
follows from formula (5.21) that C(x⁄) = f0g if, for some ‚ 2 ⁄(x⁄), the gradient vectors
rhi(x⁄), i 2 f1; :::; qg [ I+(‚), generate the space IRm. In particular this happens if the
number of active inequality constraints at x⁄ is m¡ q (i.e., jI(x⁄)j = m¡ q), the gradient
vectors rhi(x⁄), i 2 f1; :::; qg[I(x⁄), are linearly independent and all Lagrange multipliers
corresponding to the active inequality constraints are positive.
Suppose that C(x⁄) = f0g. In that case there exists a neighborhood U of rg(x⁄) such
that if rg^N (x⁄) 2 U , then the flrst order optimality conditions for the SAA problem hold at
the point x⁄, and x⁄ is a locally optimal solution of the SAA problem. By the strong Law
of Large Numbers, we have that rg^N (x⁄) converges to rg(x⁄) w.p.1. Consequently, w.p.1
for N large enough, rg^N (x⁄) 2 U , and hence x⁄ is a locally optimal solution of the SAA
problem. It follows then that x^N = x
⁄ w.p.1 for N large enough. Moreover, by the Large
Deviations theory (e.g., [10]) we have, under mild regularity conditions, that the probability
of the event rg^N (x⁄) 62 U tends to zero exponentially fast as N ! 1. Therefore in such
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cases we have that the probability of the event fx^N = x⁄g approaches one exponentially
fast as N !1, and the bias of v^N approaches zero at an exponential rate.
Such asymptotic behavior of optimal solutions of SAA problems is typical in case of
discrete distributions. That is, the following results hold (Shapiro and Homem-de-Mello
[41]).
Theorem 5.5 Suppose that: (i) the set › is flnite (and hence the distribution P is discrete),
(ii) for every ! 2 › the function G(¢; !) is piecewise linear and convex, (iii) the feasible set
S is closed, convex and polyhedral, (iv) the true problem (1.1) has a non empty bounded
set S⁄ of optimal solutions. Then the set S⁄ is compact convex and polyhedral, and with
probability one for N large enough the SAA problem (1.2) has a non empty set S^N of optimal
solutions and S^N forms a face of the polyhedron S⁄. Moreover, there exists a constant fl > 0
such that
lim sup
N!1
1
N
log
h
1¡ P (S^N ‰ S⁄)
i
• ¡fl: (5.42)
The upper bound (5.42) means that with probability approaching one exponentially
fast, with increase of the sample size N , an optimal solution of the SAA problem provides
an exact optimal solution of the true problem. That is what happens in examples 2.2-2.4 if
the corresponding probability distribution is discrete. This shows that asymptotics of the
optimal solutions can be completely difierent for continuous and discrete distributions.
6 Numerical Algorithms and Validation Analysis
In this section we discuss some numerical aspects of the SAA method. Recall that after
a random sample is generated, the corresponding SAA problem becomes a deterministic
problem and can be solved by an appropriate optimization algorithm. Asymptotic results
of the previous section suggest that one can use somewhat difierent strategies in cases of
continuous and discrete distributions. If the probability distribution is continuous, and
consequently x^N converges at a rate of Op(N
¡1=2), then there is no point in trying to solve
the corresponding SSA problem very accurately. That is, it makes sense to stop the (iter-
ative) deterministic procedure when the corresponding stochastic error starts to dominate
a deterministic precision of the current iterate. On the other hand if the distribution is
discrete, then one can try to solve the SAA problem exactly since in that case (under the
assumptions of Theorem 5.5), with probability approaching one exponentially fast, x^N is an
exact optimal solution of the true problem.
Closely related to such stopping rules is validation analysis. That is, suppose that we
are given a point x^ which is suggested as a possible solution of the true problem. Can
we evaluate (validate) accuracy of x^ in that respect? Suppose that the assumptions of
Proposition 3.1 are satisfled, so that the interchangeability formula (3.8) holds. Suppose
also that x⁄ is an interior point of S and hence, at least locally, the true problem can be
considered as unconstrained. Then by the flrst order optimality conditions we have that
rg(x⁄) = 0. Consequently we can approach the problem of verifying validity of x^ by testing
the null hypothesis H0 : rg(x^) = 0 against the alternative H1 : rg(x^) 6= 0. By generating
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an i.i.d. random sample W 1; :::;WN we can estimate rg(x^) by
°N := rg^N (x^) = N¡1
NX
i=1
rxG(x^;W i): (6.1)
By the CLT we have that N1=2 [°N ¡rg(x^)] ) N(0;§). The covariance matrix § can
be consistently estimated, from the same sample, by the sample covariance matrix
§^N := (N ¡ 1)¡1
NX
i=1
[rxG(x^;W i)¡ °N ][rxG(x^;W i)¡ °N ]T : (6.2)
It follows then that under the null hypothesis H0, the statistic
T := N°T
N
§^¡1N °N
has asymptotically a chi-square distribution with m degrees of freedom (e.g., [28]). There-
fore we reject H0 if T is bigger than a critical value ´2fi;m. Alternatively we can calculate
the corresponding p-value of the test statistic T . In a similar way it is possible to construct
asymptotically chi-square test statistics for testing the flrst order (KKT) optimality con-
ditions in case the feasible set is deflned by smooth constraints as in (5.23) (see [40] for
details).
It should be understood that by accepting (i.e. by failing to reject) H0, we do not
claim that the gradient vector rg(x^) is exactly zero. By accepting H0 we rather assert
that we cannot separate rg(x^) from zero given precision of the generated sample. That is,
statistical error of the estimator °N is bigger than a possible difierence between rg(x^) and
the null vector. Also rejecting H0 does not necessarily mean that x^ is a poor approximation
of the true optimal solution x⁄. A calculated value of the statistic T can be large simply
because the estimated covariance matrix N¡1§^N of °N is \small", i.e. °N is an accurate
estimator of rg(x^). The above testing procedure could be combined with considering the
corresponding 100(1¡ fi)% confldence region(
z 2 IRm : (z ¡ °N )T §^¡1N (z ¡ °N ) •
´2fi;m
N
)
(6.3)
for rg(x^). This confldence region can give an idea of how small or large rg(x^) could be.
The above statistical testing method can be also used as a stopping criterion in a numer-
ical procedure. That is, given a current solution x” at ”-th iteration, of the SAA problem,
a new (independent of the previous calculations) sample is generated and accuracy of x”
is evaluated by magnitude of the test statistic T and size of the corresponding confldence
region (6.3). Then either the algorithm is stopped, if the user is satisfled with the achieved
precision, or a larger sample is generated and a few iterations of the numerical procedure
are performed for the obtained SAA problem. Confldence region (6.3) can give an idea of
how large the sample size is needed in order to improve a current solution x” . The sample
size should be large enough such that, with a given confldence, vectors °N := rg^N (x”) andrg(x”) form an acute angle and consequently ¡°N is a direction of descent, at the point
x” , for the \true" (expected value) function g(x). This is guaranteed if the corresponding
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confldence region does not include the null vector. This suggests the following formula for
a required sample size N 0:
N 0 ‚ ´2fi;m=(°TN §^¡1N °N ): (6.4)
This analysis can be extended to situations where the feasible set is deflned by smooth
constraints as well (see [40] for details).
The above approach to stopping criteria has the following drawbacks. A new sample
should be generated and the gradients rxG(x” ;W i), i = 1; :::; N , should be calculated
every time the corresponding test is applied. In some cases formula (6.4) can give a sample
size which is too large. And, flnally, such testing of flrst order (KKT) optimality conditions
cannot be applied in situations where the corresponding distributions are discrete and hence
the expected value function g(x) can be non difierentiable at the optimal solution.
An alternative approach to stopping a numerical algorithm is to compare successive
values v”
N
:= g^N (x
”) calculated during an iterative procedure applied to the SAA problem.
If v”+1
N
is not signiflcantly smaller than v”
N
, then the algorithm may be stopped. The
signiflcance of the improvement can be tested by a paired t-test in case the same sample is
used for calculation of both v”
N
and v”+1
N
(cf. [40]).
So far we did not discuss numerical algorithms which could be applied to the SAA
problems. Choice of a particular numerical optimization technique is, of course, problem
dependent. Nevertheless some general remarks are in order. As it was mentioned earlier,
in many interesting applications the function G(¢; !) is piecewise smooth for almost every
! 2 ›. This is the case in examples 2.3 and 2.4. In such cases the objective function
g^N (¢) of the corresponding SAA problem is also piecewise smooth. In such situations flrst
order methods, based on calculated gradients of g^N (¢), could be reasonably e–cient. In
particular, if G(¢; !) and hence g^N (¢) are convex piecewise linear functions, then bundle
or cutting type optimization algorithms work quite well (see, e.g., [15] for a discussion of
bundle type methods).
Let us recall that in some cases, typically if the probability distributions are continu-
ous, the expected value function g(¢) is twice difierentiable and its second order derivatives
can be estimated, say by the LR method (see section 4). In such cases one may think
about employing second order (like Newton or quasi-Newton) type methods. In our expe-
rience Newton type methods did not work well, mainly because estimates of second order
derivatives were not accurate enough. Anyway this requires further investigation.
Estimated gradients of the expected value function g(x) can be also employed in con-
junction with Stochastic Approximation (SA) optimization techniques. Let us remark that
SA algorithms are very sensitive to a choice of the involved step sizes and typically are
unstable. In that respect the described above SAA techniques are more numerically robust.
Moreover, the SAA method has an advantage of good stopping crireria. From a theoretical
point of view both methods, SA with optimal stepsizes, and the SAA method converge
asymptotically at the same rate provided the true optimization problem (1.1) is smooth,
[39]. On the other hand in case the probability distributions are discrete, and consequently
the function g(x) is not difierentiable at the optimal solution, the SAA method can give
an exact optimal solution for sample size large enough, while SA converges at an asymp-
totic rate determined by the corresponding choice of stepsizes. In such cases, whenever
applicable, the SAA method would be preferable.
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