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The aim of this article is to synthetically describe the research projects that a selection of Italian univer-
sities is undertaking in the context of big data. Far from being exhaustive, this article has the objective 
of offering a sample of distinct applications that address the issue of managing huge amounts of data in 
Italy, collected in relation to diverse domains. 
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1. Introduction
In the last few years, initiatives, events, and projects related to 
big data have proliferated, both in research centers/academies and 
in industry. The daily production of huge quantities of data related 
to various and diversified aspects of social life (including mobile 
phone data, social data, city related data, Web-based data, and 
health-related data) offers an unprecedented opportunity to observe 
and learn about peoples’ preferences and behavior and to exploit 
this information in order to improve certain aspects of peoples’ lives.
In response to this disruptive change—a change that opens up 
new economic perspectives—the European Commission has called 
on national governments to wake up to the “big data” revolution†. 
The European digital economy has indeed been slow in embracing 
the data revolution compared with the US, and also lacks compa-
rable industrial capability. To recover from this delay, considerable 
funding has been and will be provided by the European Commission 
as well as European countries to support research and innovation 
actions related to value generation from big data. To properly ad-
dress this objective, various issues must be taken into consideration, 
ranging from the definition of powerful and technologically suited 
infrastructures to support-intensive data-driven computations (on 
both hardware and software) to the setting-up of multidisciplinary 
teams to properly and fruitfully extract knowledge from data in var-
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ious domains.
Despite this delay, the European big data market controls the 
second largest market share, at 20% in terms of revenue in the global 
big data market [1]. Germany, the United Kingdom, France, and Italy 
are key countries in this market. In particular, the Italian big data 
market has grown rapidly in the last year, and significant invest-
ments are expected shortly from both the private and public sectors. 
This short survey reports some of the applications and projects that 
are undertaken by Italian universities with respect to the challenge 
of big data; in particular, it reports projects related to improving cit-
izens’ lives. As interesting examples of applications of technologies 
related to big data management, Section 4 describes a system aimed 
at monitoring the production and consumption of energy, while 
Section 5 synthetically presents a prototype aimed at analyzing Web 
job vacancies collected from five European Union (EU) countries and 
extracting the requested skills from the data.
It is important to note that this survey is far from being exhaus-
tive, both with respect to active research groups on these topics 
(since such groups are considerably more numerous than those 
referred to in this paper) and with respect to projects, which in Italy 
are much more numerous than those reported here. The main aim 
is to offer the reader a flavor of the problems that academies are ad-
dressing with respect to this important issue.
A recent national initiative on big data is represented by the CINI 
“Big Data” Laboratory. CINI (www.consorzio-cini.it) is the Italian Na-
tional Interuniversity Consortium for Informatics, a consortium of 
41 public Italian universities that promotes and coordinates scientif-
ic activities of research and technological transfer, both theoretical 
and applicative, in several fields of computer science and computer 
engineering. The consortium is a founding member of the Big Data 
Value Association (www.bdva.eu), the industry-led contractual 
counterpart to the European Commission for the outlining and im-
plementation of the European strategic research agenda on big data. 
In addition, the CINI “Big Data” Laboratory—which focuses on data 
that is distributed throughout the whole national territory—has 
the aim of being a center of Italian expertise for the development 
of knowledge and technologies in the fields of big data and data 
science. Thirty-three Italian universities and about 300 researchers 
currently adhere to this initiative.
The next sections briefly present a few projects carried out by 
different Italian universities and research centers that address the 
issue of big data and that aim to improve various aspects of people’s 
lives. These projects are related to distinct applicative domains, in-
cluding understanding city dynamics, the Italian healthcare system, 
forecasting energy production in photovoltaic power plants, and 
managing job offers. The last two sections address the important 
issues of privacy and big data usability.
2. Understanding human and city dynamics with mobile 
phone data
Cities have always been complex systems of people, things, en-
vironments, and activities, and their rapid evolution has led to an 
unavoidable increase of complexity. This fact is pushing scientists 
to leave traditional paradigms of model-driven analysis in favor 
of data-driven approaches, opening the era of big data analytics. 
Digital signs that people produce every day by interacting with 
devices, social media, and other technological systems give un-
precedented opportunities to study and understand city dynam-
ics and social behavior from several perspectives. Understanding 
these dynamics means being able to anticipate the impact of 
phenomena and to support policies and planners in responding 
to citizens’ needs.
Mobile phone data actually represent a proxy for studying and 
measuring cities and citizens, allowing us to identify peoples’ 
presence at the urban level [2–4], to reconstruct their mobility 
[5–8] and sociality [9], and to study the impact of events in cities 
[4,10].
2.1. Mobile phones and origin and destination (OD) matrix  
estimation
The estimation of presences and flows between preferred lo-
cations can be used to reconstruct an origin and destination (OD) 
matrix [5,6] that is useful for inferring transport demand models 
and for understanding infrastructure requirements. In Ref. [6], a 
long-term analysis of individual call traces is performed, in order 
to reconstruct systematic movements (i.e., movements with a 
high frequency) between the two most significant locations for 
an individual. Such locations, typically associated with home and 
work, are identified among the locations from which an individ-
ual made the largest number of calls. After having identified the 
systematic movements between these locations, the OD matrix 
summarizes the expected traffic flows between spatial regions.
2.2. Mobile phones for novel demography and city user estimation
The possibility of measuring and monitoring social phenomena 
has increased the interest in the use of big data to support official 
statistics [5]. Since administrative data cannot be collected with 
high frequency and often do not contain accurate information on 
mobility, calling data are being used more and more to integrate 
traditional data sources, allowing the construction, for example, 
of permanent observatories of the cities [3] and the identification 
of actual types of city users. In Refs. [2] and [4], the Sociometer, 
an analytical framework aimed at classifying mobile phone users 
into behavioral categories, is presented. The analytical process 
starts with the construction of spatio-temporal profiles synthe-
sizing the presence of the individuals in the area of interest. Then, 
by applying a data mining method, different people categories 
are learned, and annotated profiles belonging to residents, dy-
namic residents, commuters, and visitors are produced. In Ref. 
[5], starting from the result of the Sociometer, an OD matrix at 
the municipality level is created in order to observe the inter-city 
mobility of the individuals. By producing statistics comparable to 
those obtained by the National Institute of Statistics (Italy), a safe 
way is offered to integrate existing population and flow statistics 
with the continuously up-to-date estimates obtained from mobile 
phone data.
2.3. Mobile phones, mobility diversity, and economic development
Studies become more and more challenging when there is a 
need to investigate society status in order to improve living con-
ditions. In Ref. [8], starting from nation-wide mobile phone data, 
the authors extract a measure of mobility diversity and mobility 
volume for each individual, and investigate the correlations with 
external socioeconomic indicators. Diversity is defined in terms 
of the entropy of the individual users’ trajectories, while vol-
ume of the mobility is measured by the characteristic distance 
traveled by an individual. The experiments show that mobility 
is correlated with wellbeing indicators (such as education level, 
unemployment rate, income, and deprivation), demonstrating a 
high predictive power of mobility behaviors with respect to the 
socioeconomic development of cities. In another exploration of 
the social dimension, an interesting result emerges in Ref. [9] 
from comparing mobility with the social network extracted from 
calls. The similarity in the movements and proximity in the social 
network appears to be strongly related, leading to the conclusion 
that people not connected in the network, but topologically close 
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The integration and harmonization of these data is thus becoming 
increasingly important.
In this context, the Italian tax-based, public healthcare system 
presents distinctive challenges, due to its universal coverage and 
regional administration. Italy’s population is among the oldest in 
the world, and effective management of chronic conditions [12] 
is of paramount importance for the patients, in order to prevent 
complications and disability, and for the nation to ensure eco-
nomic sustainability.
The organization of the Italian healthcare system is hierar-
chical and decentralized. The national level is responsible for 
ensuring the general objectives and fundamental principles of the 
healthcare system. On the other hand, regional governments (21 
in total) are responsible for delivering healthcare through a net-
work of local healthcare units (LHUs, 10 per region on average). 
Due to this decentralized and independent organization, health-
care data management systems are not interoperable. In this con-
text, National Agency for Regional Healthcare Services (AGENAS) 
(the national agency for the coordination of regional healthcare 
systems), in collaboration with Regional Health Agency (ARS) of 
Tuscany and the National Research Council (Italy), is developing 
a big data analytics platform aimed at providing unified analytics 
tools on administrative e-health records managed by regional 
units.
The THEMATRIX platform supports the whole big data analyt-
ics life cycle, from distributed data acquisition/storage to the de-
sign and parallel deployment of analytics and the presentation of 
results. It allows the hiding of the extreme diversities of regional 
information systems by supporting extraction and remapping to 
a common schema of administrative records by recording all the 
interactions of every citizen with the public healthcare system.
The challenges stemming from the data collection regard the 
diversity and heterogeneity of both data models and data storage 
technologies exploited at the regional levels. Although the data 
model is common at the national level, there is little or no en-
forcement of this model at the local levels. In addition, LHUs have 
complete freedom in the choice of data management technolo-
gies, causing a proliferation of solutions for data storage services 
and access interfaces (ranging from open-source installations 
to full-blown enterprise databases). The THEMATRIX platform, 
which is under development, gathers long-term data from LHUs 
and organizes them in a common format that can be exploited in 
integrated studies. An important aspect of data collection is data 
anonymity. Indeed, when e-health data are managed, privacy 
is one of the most compelling concerns [11]. Our data collec-
tion mechanisms anonymize patients’ records according to the 
guidelines established by the national authority of privacy. Data 
obfuscation allows very useful cross-regional analysis to be per-
formed, while hiding the identities of the patients. This process 
is performed at the local level and enforced at the national one, 
where any personally identifiable information is hidden without 
hindering the value of the national-level analysis performed.
The data analysis interface provides the epidemiologist with 
flexible access to data and with a graphical interface for the defi-
nition of rule-based algorithms for knowledge extraction. Data 
transformation and analytics exploit a flexible domain-specific 
language that provides the possibility to conduct both intra- 
regional and nation-wide studies of patterns, causes, and effects 
of health and disease conditions in the respective populations. 
The programmable computational engine organizes the computa-
tion as a directed acyclic graph (DAG), in which every node repre-
sents a task to be applied to the stream of patient records.
Preliminary studies conducted on selected pilots have focused 
on the identification and forecasting of a few chronic conditions, 
such as diabetes or cardiovascular diseases. The key performance 
and with similar mobility patterns, are likely to share a network 
connection in the future.
2.4. Mobile phones and big event estimation
The possibility of monitoring and registering peoples’ re-
actions to events in terms of displacement is of great interest 
for public administrations [10]. A similar consideration can be 
provided for the impact of events in cities [4], in order to design 
adequate plans for security and mobility. Ref. [10] presents corre-
lation pattern analysis, a process for extracting interconnections 
between different areas caused by events in the city. By analyzing 
the density of calls at a collective level, the presence of people is 
estimated, and significant co-variations of presences is derived 
by using time- and space-constrained sequential pattern analysis. 
Ref. [4] presents a method for measuring the impact of events 
(e.g., festivals, music and artistic shows, and seasonal events) at 
the urban level by exploiting the people-profiling supplied by the 
Sociometer. The variation of city users’ composition in the area of 
interest and over a specific period of time is analyzed using statis-
tical methods and a multi-classification analysis. The multi-clas-
sification aspect allows us to investigate how the composition 
of the population changes when moving the analysis from small 
areas (e.g., the city’s historical center) to larger ones (e.g., the sub-
urbs). Experiments confirm the capability of the Sociometer to 
identify people composition at the urban level and the validity of 
the whole method in measuring the impact of big events in both 
small and big cities.
2.5. Mobile phone models of human mobility
Thanks to the ubiquitous nature and diffusion of these data, 
new characterizations of human dynamics have been possible. 
Human mobility, approximated for decades with random walk or 
Lévy flight, has instead revealed a high degree of temporal and 
spatial regularity that does not exclude heterogeneity in the pat-
terns. Through a study of the radius of gyration computed on mo-
bile phone trajectories, it has been discovered that people spend 
most of their time in a small number of locations. This result has 
allowed scientists to investigate mobility deeper, finding that the 
considerable variability in the characteristic traveled distance of 
individuals coexists with a high degree of predictability in their 
future locations. This apparent contradiction has been explained 
by further analyzing the impact of systematic movements, finding 
that two new categories of travelers exist: the returners and the 
explorers. The systematic mobility of the returners is estimated 
by their radius of gyration and characterized by recurrent move-
ments between a few preferred locations. The explorers tend in-
stead to move between a larger number of different locations and 
their systematic mobility gives only a small contribution toward 
their overall mobility [7].
3. A big data case for Italian healthcare
Standard healthcare practices are becoming progressively 
based on evidence of medical knowledge extracted from large 
volumes of medical data. In all developed countries, healthcare 
providers collect and manage large amounts of complex, heter-
ogeneous data. This huge availability of data promises virtually 
infinite possibilities in the continuous process of improving the 
sustainability and quality of healthcare systems, ranging from 
personalized medicine, disease prevention, and effective health-
care organization [11]. However, a large number of patients 
receive healthcare from different providers, thus creating a frag-
mentation of e-health data spread among many organizations. 
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indicators computed on the efficiency and effectiveness of the 
care of these conditions allow the regional public healthcare 
systems to be compared on an objective basis, and the quality of 
forecasting algorithms to be enhanced, due to the huge amount of 
data available. To date, the platform has been deployed and tested 
on pilot LHUs spread all over Italy and on two regional agencies. 
The data available consists of four years of administrative records 
of about 7 million citizens. In order to enhance predictive models 
exploiting these healthcare data, the administrative records of 
about 60 000 patients have been anonymously matched with the 
specific patients’ health conditions, and assessed by the primary 
care physicians that mediate every relation between the patient 
and the public healthcare system in Italy. Next year, the project 
aims at deploying a THEMATRIX analytics solution in at least 10 
regions, covering more than half of the Italian population. In or-
der to support this country-level big data analytics challenge, the 
parallelization of the DAG computation will be enhanced. The re-
quirement is to provide a flexible and effective exploitation of the 
heterogeneity of LHU hardware, ranging from low-spec commod-
ity machines to large enterprise clusters supporting Apache Spark 
and Hadoop.
4. Big data for energy
The urgent need to reduce pollution emission has made re-
newable energy a strategic sector [13], especially for the EU. This 
has resulted in an increasing presence of renewable energy sourc-
es and thus, significant distributed power generation. The main 
challenges faced by this new energy market are grid integration, 
load balancing, and energy trading. First, integrating such dis-
tributed and renewable power sources into the power grid, while 
avoiding decreased reliance and distribution losses, is a demand-
ing task. In fact, renewable power sources, such as photovoltaic 
arrays, are variable and intermittent in their energy output, be-
cause the energy produced may also depend on uncontrollable 
factors, such as weather conditions [14]. Second, the main players 
in the energy market—the distributors and smaller companies 
that act between offer (traders) and request in the supply chain—
have to face uncertainty not only in the request but also in the 
offer, while planning the energy supply for their customers. Third, 
the power produced by each single source (especially from re-
newable energy) contributes to defining the final clearing price in 
the daily or hourly market [15], thus making the energy market 
very competitive and a true maze for outsiders.
In order to face these challenges, it is of paramount impor-
tance to monitor the production and consumption of energy, both 
at the local and global level, to store historical data, and to design 
new, reliable prediction tools. The Virtual Power Operating Center 
(Vi-POC) project aims at designing and implementing a prototype 
that is able to achieve this goal [16,17]. Due to the heterogeneity 
and the high volume of data, it is necessary to exploit suitable big 
data analysis techniques, in order to perform an efficient access 
to data that cannot be obtained with traditional approaches for 
data management. However, due to the availability of new (low-
cost) technologies, small producers are also able to collect data 
about their business. Indeed, data coming from small production 
plants are quite heterogeneous: They arrive at a continuous (fast) 
rate and their volume increases constantly. Moreover, in order to 
consider uncontrollable factors, such as weather conditions, it is 
necessary to store weather information (e.g., temperature, hu-
midity, wind speed, etc.), both observed and forecasted, which is 
collected by querying weather services.
In this perspective, the Vi-POC project has been developed in 
order to support (renewable) energy providers with a framework 
for collecting, storing, analyzing, querying, and retrieving data 
coming from heterogeneous energy production plants (such as 
photovoltaic, wind, geothermal, Sterling engine, and running wa-
ter) distributed over a wide territory. Moreover, Vi-POC features 
an innovative system for the real-time prediction of the energy 
production that integrates data coming from production plants 
and weather production services.
In Vi-POC, an HBase storage system has been designed for 
storing weather information and plant sensor data. These data 
are exploited by clients running data mining algorithms with the 
aim of predicting the output power of plants in the next 24/48 
hours. Each plant periodically sends all the data collected by the 
installed sensors. The time granularity is set based on the type 
and the dimension of the plant. Data coming from plants usually 
consist of different measures, gathered from several sensors at 
a given timestamp. Indeed, the number and type of sensors may 
differ among plants. On the other hand, forecasted data consist of 
various predicted weather parameters forecasted for a given time 
and location.
For (renewable) energy power prediction, in the literature, 
several data mining approaches have been proposed. Researchers 
typically distinguish between two classes of approaches: physical 
and statistical. The former relies on the refinement of numerical 
weather prediction forecasts with physical considerations (e.g., 
obstacles and orography) [18] or measured data (an approach of-
ten referred to as model output statistics or MOS) [19], while the 
latter is based on models that establish a relationship between 
historical values and forecasted variables.
Despite the existence of such data mining algorithms applied 
in renewable energy power forecasting for learning adaptive 
models [15,20], there is no consensus on the spatio-temporal in-
formation to be taken into account, the learning setting to be con-
sidered, and the learning algorithms to be used. The dimensions 
of analysis considered in the predictive models implemented in 
the Vi-POC framework are:
(1) The consideration of the spatio-temporal autocorrelation [21]: 
This characterizes geophysical phenomena to obtain more accurate 
predictions. Spatial autocorrelation is taken into account by resort-
ing to two spatial statistics, namely local indicators of spatial associ-
ation (LISA) and principal coordinates of neighbour matrices (PCNM), 
while temporal autocorrelation is considered by exploiting different 
forms of temporal statistics.
(2) The learning setting to be considered: This is done either by 
using a simple output prediction for each hour or by using a struc-
tured output prediction model (namely, a 24-element vector corre-
sponding to the 24 hours of the next day).
(3) The learning algorithms: The performances of artificial neural 
networks, which are most often used for photovoltaic production 
prediction forecasts, are compared to those of regression trees and 
k-nearest neighbors algorithm (or k-NN for short, it is implemented 
in the Apache Spark framework [22]) for learning adaptive models. 
The results obtained on two datasets show that taking into account 
spatio-temporal autocorrelation is beneficial.
However, the most important aspect is the learning setting: 
The structured output prediction setting outperforms by a great 
margin the non-structured output prediction setting. Finally, the 
results show that regression trees provide better models than ar-
tificial neural networks and k-NN prediction models.
5. Job offers and big data
The number of job vacancies advertised through specialized Web 
labor market portals and services has been growing apace over the 
last years, enabling new ways for recruitment (also known as e- 
recruitment) and labor market analyses (also known as labor market 
intelligence). Informally speaking, a Web job vacancy can be seen as 
167S. Bergamaschi et al. / Engineering 2 (2016) 163–170
raw text posted several times on different Web sources, specifying 
① the job title, and ② a (length-free) description, which often in-
cludes ③ the expected skills a candidate should have. As one might 
imagine, collecting, cleansing, classifying, and then reasoning over 
these huge amounts of data is a very significant concern for both 
public and private labor market operators, it should allow for de-
scribing trends and dynamics of labor market phenomena from sev-
eral points of view (e.g., territorial area, emerging occupations, and 
skills). In such a context, the EU has been making a great effort to 
define an international skills/occupations classification system (i.e., 
ESCO†) that would represent a lingua franca to labor market analysts 
and policy makers for studying the labor market dynamics over sev-
eral countries and overcoming the linguistic boundaries.
In 2015, the CRISP-UNIMIB‡, in collaboration with the Informa-
tion Retrieval Laboratory (IR-Lab) within the Department of Com-
puter Science, Systems, and Communications of the University of 
Milano-Bicocca (UNIMIB), started to work on a European project 
granted by Cedefop††, which aims at both building a prototype for 
analyzing Web job vacancies collected from five EU countries and 
extracting the requested skills from the data. The rationale behind 
the project is to turn data extracted from Web job vacancies into 
knowledge (and thus value) for supporting labor market intelli-
gence. To this end, the well-known knowledge discovery in databas-
es (KDD) process [23] has been applied as a methodological frame-
work. In fact, the project presents some interesting aspects that 
frame it within the big data panorama—in addition to its relevance 
for the whole European labor market monitoring system—because 
it requires dealing with the four “V”s of the big data context: the 
“volume” of the data (in terms of collected job vacancies growing 
over time), the “velocity” through which job boards publish new va-
cancies and close previous ones, the “variety” given by the different 
data characteristics of each Web source (i.e., semi-structured and 
unstructured data), and the “veracity,” due to the presence of dupli-
cated job vacancies over several sources, or missing information to 
be identified and addressed. In the following discussion, a process 
overview is provided, which highlights for each step both the “V”s 
faced and the technology used.
In the source selection step (quality), 70 Web sources have been 
ranked according to quality criteria defined by domain experts (e.g., 
presence of updated posts and territorial granularity). In the data 
collection step (volume, velocity, variety, and veracity) a modular 
scraper composed of three distinct components was built, namely 
① a downloader for retrieving the Web page, ② an extractor that 
recognizes the main elements of a job vacancy and stores them in a 
database, and ③ a monitor that schedules and executes the overall 
scraping process periodically. This module has been built in house 
to deal with the high heterogeneity of Web sources using the Spring 
Framework and Talend for the task orchestration. About 4 million 
job vacancies have been collected in a trimester over five European 
countries. The data cleaning and classification task (volume, variety, 
and veracity) takes care of recognizing duplicate job vacancies and 
classifying each of them according to the ESCO occupation taxono-
my (about 436 occupation items). Notice that the data cleansing is 
a far-from-straightforward process, as it may affect the believability 
of subsequent steps (see e.g., Refs. [24–26]). To this end, a machine 
learning algorithm has been used, as it outperformed other ap-
proaches in a domain-dependent benchmark [27] and reached a 
high level of classification accuracy in the project settings (i.e., from 
79% for Germany up to 98% for the Czech Republic).
The classification module was built with custom code using the 
SciPy framework. The skill extraction task (volume, variety, and 
veracity) takes charge of identifying and extracting skills from job 
vacancy descriptions using linguistic models. In this way, the data 
classified according to the ESCO occupation taxonomy is enriched 
with information about the skills requested by the employers, thus 
producing a detailed portrait of the job opportunities advertised 
through the Web.
Finally, several visualization models were identified using the 
well-known D3.js visualization library. An example of the end prod-
uct of this process (focusing only on the Italian labor market data) is 
WollyBI‡‡.
In conclusion, this project sheds light on the relevance of apply-
ing “intelligent” techniques and data engineering to face the main 
issues related to big data in a real and domain-specific context. The 
research findings pave the way for future works in the following 
directions: first, to automatically group similar occupations on the 
basis of the skills requested by the employers; second, to represent 
the collected knowledge via a graph-based model, which is a natural 
and convenient choice for a large and highly dynamic knowledge 
base including all the job vacancies (tens of millions of nodes). Then, 
after the project deployment, a huge amount of data about the Web 
labor market for some principal European countries is expected to 
be collected. This would represent a valuable knowledge base that 
would be beneficial for research activities in the domain of labor 
market intelligence.
6. Privacy and ethics in big data analytics
The big data originating from the digital breadcrumbs of hu-
man activities, sensed as a byproduct of the information and 
communication technology (ICT) systems that we use every day, 
record the multiple dimensions of social life: Automated pay-
ment systems record the tracks of our purchases; search engines 
record the logs of our queries on the Web; and wireless networks 
and mobile devices record the traces of our movements. These 
big data describing human activities are at the heart of the idea 
of a “knowledge society,” where the understanding of social 
phenomena is sustained by knowledge extracted from the min-
ers of big data across the various social dimensions, using social 
mining technologies. Thus, the analysis of our digital traces can 
create new opportunities to understand complex aspects, such as 
mobility behaviors, economic and financial crises, the spread of 
epidemics, and the diffusion of opinions. However, the remark-
able opportunities for discovering interesting patterns from these 
data can be outweighed by the high risk of ethical issues in data 
processing and analysis and by the ethical consequences of sug-
gestions and predictions. Important ethical risks are: ① privacy 
violations, when uncontrolled intrusion into the personal data of 
the subjects occurs, and ② discrimination, when the discovered 
knowledge is unfairly used in making discriminatory decisions 
about the (possibly unaware) people who are classified or pro-
filed.
Nevertheless, big data analytics and ethics are not necessarily 
enemies. In the literature, some works have shown that many 
practical and impactful services, based on big data analytics, can 
be designed in such a way that the quality of results can coexist 
† ESCO is the multilingual classification of European Skills, Competences, Qualifications, and Occupations built on top of the International Standard Classification System 
(ISCO). ESCO is part of the Europe 2020 strategy.
‡ The Interuniversity Research Centre on Public Services–University of Milan-Bicocca.
†† The European Center for the Development of Vocational Training.
‡‡ http://www.wollybi.com/en/
168 S. Bergamaschi et al. / Engineering 2 (2016) 163–170
with the enforcement of ethical requirements. The secret is to 
develop big data analytics technologies that, by design, enforce 
ethical value requirements in order to offer safeguards of fair-
ness.
In the context of privacy protection in big data analytics, Mon-
reale et al. [28] proposed the instantiation of the privacy-by- 
design paradigm, introduced by Ann Cavoukian in the 1990s, to 
the designing of big data analytical services. This methodology 
was applied to guarantee privacy in the following fields.
6.1. Privacy in mobility data publishing
Monreale et al. [29] designed a method for the privacy-aware 
publication of movement data, enabling clustering analysis, 
which is useful for understanding human mobility behavior in 
specific urban areas. The released trajectories are made anony-
mous by a suitable process that realizes a generalized version of 
the original trajectories. The results obtained with the application 
of this framework show how trajectories can be anonymized to a 
high level of protection against re-identification, while preserving 
the possibility of mining clusters of trajectories, which enables 
novel and powerful analytic services for info-mobility or location- 
based services.
6.2. Privacy in data mining outsourcing
Giannotti et al. [30] designed a method for a privacy-aware 
outsourcing of the pattern mining task. In particular, the results 
show how a company can outsource the transaction data to a 
third party and obtain a data mining service in a privacy-preserv-
ing manner. In this setting, not only the underlying data but also 
the mined results (the strategic information) are not intended for 
sharing and must remain private. The privacy solution proposed 
in Ref. [27] involves applying an encryption scheme that trans-
forms the original database by the following steps: ① replacing 
each item by a 1-1 substitution function; and ② adding fake 
transactions to the database in such a way that each item (item-
set) becomes indistinguishable with at least (k − 1) other items 
(itemsets). On the basis of this simple idea, this framework guar-
antees that not only individual items, but also any group of items, 
have the property of being indistinguishable from at least k other 
groups in the worst case, and actually many more in the average 
case. This protection implies that the attacker has a very limited 
probability of guessing the actual items contained either in the 
transaction data or in the mining results. In contrast, the data 
owner can efficiently decrypt correct mining results, returned by 
the third party, with limited computational resources.
6.3. Privacy in distributed analytical systems
Monreale et al. [31] proposed a method for a privacy-aware 
distributed mobility data analytics, for a situation in which an 
untrusted central station collects some aggregate statistics com-
puted by each individual node that observes a stream of mobility 
data. The central station stores the received statistical information 
and computes a summary of the traffic conditions of the whole 
territory, based on the information collected from data collectors. 
The proposed framework guarantees privacy protection at the 
individual level by applying a well-known privacy model called 
“differential privacy.” In particular, the privacy technique perturbs 
nodes’ mobility data before transmitting them to the untrusted 
central station.
6.4. Discrimination discovery from data and discrimination  
prevention
In the context of discrimination data analysis, two main lines 
of research are being pursued (see Ref. [32] for a survey). Discrim-
ination discovery from data consists in the actual discovery of 
discriminatory situations and practices hidden in a large amount 
of historical decision records. A process for direct and indirect 
discrimination discovery on social groups using classification 
rule mining and filtering was originally proposed. The process is 
guided by legally grounded measures of discrimination, possibly 
including statistical tests of confidence [32]. Individual discrimi-
nation has instead been modeled with a k-NN approach, and ap-
plied to a real case study in research project funding [33].
Discrimination prevention consists of removing bias from 
training data and from learning algorithms that may lead to pre-
dictive models that may make (possibly autonomous) discrimi-
natory decisions. Data sanitization for discrimination prevention 
has been investigated in Ref. [34], by first reducing the t-closeness 
model of privacy to a model for non-discrimination, and then by 
adapting state-of-the-art data sanitization methods for t-close-
ness. An approach dealing with both privacy and discrimination 
sanitization is in Ref. [35]. Regarding learning algorithms, a mod-
ified voting mechanism of rule-based classifiers to reduce the 
weight of possibly discriminatory rules has been proposed [32].
7. Making big data usable
7.1. Entity resolution for big data
The Web has become a valuable source of structured and 
semi-structured data. A huge amount of high-quality relational 
data can be extracted from HTML tables [36], and, with the advent 
of the Web of data, the amount of semi-structured data publicly 
available as linked data is exponentially growing [37]. These data 
are characterized by high volume and variety and rapid changes, 
and both their veracity and quality are often an issue [38,39]. For 
these reasons, this kind of data is commonly identified as “big 
data.” The true potential of these data is expressed when differ-
ent sources are integrated, as demonstrated by recent efforts in 
mining the Web to extract entities, relationships, and ontologies 
to build large-scale general-purpose knowledge bases, such as 
Freebase and Yago [40]. For enterprises, government agencies, 
and researchers in large scientific projects, these data can be even 
more valuable if integrated with the data that they already own 
and that are typically subject to traditional data integration pro-
cesses.
Being able to identify records that refer to the same entity is a 
fundamental step to make sense of these data. Generally, in order 
to perform entity resolution (ER), traditional techniques require a 
schema alignment between data sources. Unfortunately, big data 
is typically characterized by high heterogeneity, noise, and very 
large volume, making traditional schema alignment techniques 
no longer applicable. For example, Google Base contains over 
10 000 entity types that are described with 100 000 unique sche-
mata; in such a scenario, performing and maintaining a schema 
alignment is impracticable [41].
Recently, two kinds of techniques have been proposed to ad-
dress these issues: ① techniques that renounce exploiting sche-
ma information and rely exclusively on redundancy to limit the 
chance of missing matches [42–44]; and ② techniques that ex-
tract vague schema information directly from the data, which are 
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useful for ER, without performing a traditional schema alignment 
[45]. The latter results are the most promising, yet least explored. 
In fact, following their suggested direction, it will be possible to 
support schema-based ER techniques for big data, which guaran-
tee high recall and precision, without performing the unbearable 
traditional schema alignment step.
7.2. Big data exploration
In the big data era, new user interfaces are required to interact 
with the huge amount of data we are able to collect; otherwise, 
the users will be overwhelmed by data. In Ref. [46], a solution is 
presented, which helps users to focus their attention on a small 
set of relevant data, inferred from the user’s selection using a 
Bayesian approach. In our experiments, we examined a method 
to infer relevant information utilizing the user input in a big data 
context.
Faceted browsing [47], enhanced with Bayesian networks, is 
used as probabilistic models to infer valuable information for the 
user, through the analysis of their selection. Faceted browsing is 
a technique for performing data exploration by applying dynamic 
filters in multiple steps: Each time a filter is applied, the results 
are displayed to the user, who can apply additional filters or mod-
ify existing ones. At each step, the displayed filters and the values 
inside the filters might be different.
The proposed method is effective for exploring data in a big 
data context, where the number of attributes and their values are 
huge. In other words, the advantage offered by faceted browsing 
is the dynamicity of filters. Moreover, in order to dynamically ob-
tain the most valuable filters for the user, it is necessary to infer 
them by utilizing the user’s current selections. Thus, by means 
of the analysis of a user’s selection with a graphical Bayesian 
network probabilistic model, it is possible to infer the most val-
uable filters for him/her. Graphical models are preferred, since 
they are easy to understand, verify, and interpret the results. In 
this context, the variables inside a Bayesian network are the at-
tributes of a dataset. Bayesian networks are exploited to infer the 
relationships among these attributes, to calculate the probability 
of correlation between a user’s selection and the other attributes 
of the network, and then to display the most relevant attributes 
as filters. In addition, it is possible to infer similar or dissimilar 
values in the filters, in order to avoid displaying too many values. 
To conclude the process, only the top five similar and dissimilar 
values are shown to the user.
8. Conclusions
This article has presented some of the many academic research 
activities on big data performed in Italy, by covering both appli-
cations aiming to improve various aspects of people’s lives and 
two general, important issues of privacy and big data usability. 
It shows a prolific academic research community, which is ready 
to face all challenges currently posed by the volume, velocity, 
variety and veracity of big data. The next stage is a tighter coop-
eration with industry in order to face together the most relevant 
challenge: creating value from big data. In this sense, the partici-
pation to the implementation of the European strategic research 
agenda defined by the Big Data Value Association, also through 
the support of the CINI “Big Data” Laboratory, will be crucial.
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