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ABSTRACT. – For an elliptic diffusion process, we prove that the exit time from an open set is in the
fractional Sobolev spaces Epα (or Dpα ) provided that pα < 1. The result is almost optimal. Ó Elsevier, Paris
1. Introduction
Let (B,H,µ) be an abstract Wiener space where B is the Banach space, H is the Cameron
space and µ is the Wiener measure. Basic operators in Malliavin’s calculus are the gradient
operatorD, its dual divergence operatorD∗, the Ornstein–Uhlenbeck operatorL=D∗D and the
associated Ornstein–Uhlenbeck semi-group Tt = e−tL. Following Malliavin [7], for 1<p <∞,
we use D
p
1 to denote the usual (p,1)-Sobolev space of Wiener functionals
D
p
1 = (I +L)−1/2(Lp).(1.1)
The norm in Dp1 is
‖F‖′p,1 =
∥∥(I +L)1/2F∥∥
p
,(1.2)
where ‖ ‖p denotes the Lp-norm. By Meyer’s lemma, an equivalent norm is:
‖F‖p,1 = ‖F‖p + ‖DF‖p.(1.3)
According to the standard interpolation theory, there are two ways to define fractional Sobolev
spaces as intermediate spaces between Sobolev spaces with integer differentiability index.
Suppose α ∈]0,1[. One way is the complex interpolation method which produces simply:
Dpα = (I +L)−α/2(Lp)(1.4)
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with the norm
‖F‖′p,α =
∥∥(I +L)α/2F∥∥
p
.(1.5)
The other way is the real interpolation method. See [18]. It is gives rise to:
Epα =
{
F ∈Lp such that ‖F‖p,α =
[ 1∫
0
[
ε−αK(ε,F )
]p dε
ε
]1/p
<+∞
}
,(1.6)
where
K(ε,F )= inf
F1+F2=F
{‖F1‖p + ε‖F2‖p,1}.(1.7)
For details, see Watanabe [15] or Hirsch [4], but note that the above K-method is mentioned
neither in [15] nor in [4]. For the equivalence between the K-method and other methods used
in [15], we refer to [14, Chap. 1].
For the comparison of these two types of spaces, the following theorem is proved in [15,
Theorem 1.1] directly using specific properties of Wiener functionals:
THEOREM 1.1. – For every 1<p <∞ and ε > 0, we have
E
p
α+ε ⊂Dpα ⊂Epα−ε.(1.8)
In this paper, we shall systematically use Epα instead of Dpα . From now on, we shall work on
the classical Wiener space (W,H,µ). The spaces W and H are respectively the completion of
C∞0 ([0,∞),Rd) with respect to the norms:
‖ω‖W = sup
t>0
‖ω(t)‖
1+ t and ‖ω‖H =
[ ∞∫
0
‖ω′(t)‖2 dt
]1/2
,
where ‖ ‖ stands for the usual norm in Rd , and µ is the Wiener measure associated to the
d-dimensional Brownian motion {ω(t), t > 0} on (W,H,µ). In the first part, we consider
truncated stopping times. Thus, the stochastic calculus of variations is the same as the classical
one on C([0,1],Rd). We study in this context, the case of a diffusion associated to a second order
elliptic differential operator A on Rd written as:
A= 1
2
d∑
i=1,j=1
ai,j (x)∂
2
i,j +
d∑
i=1
bi(x)∂i.(1.9)
We assume that ai,j , bi ∈C∞b , i.e., are infinitly differentiable bounded functions on Rd .
If σ is a d×d matrix such that a = σσT and σ ∈C∞b , the diffusion processX(t, x) associated
to A and starting at x is given by the system of Ito stochastic differential equations:
dXi(t, x)=
d∑
k=1
σk,i
(
X(t, x)
)
dωk(t)+ bi
(
X(t, x)
)
dt,(1.10)
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where i = 1, . . . , n and X(0, x)= x . Let O be a bounded connected open set in Rd with a C∞
boundary ∂O and let x0 ∈O . Define:
τ (ω,x0)= inf
{
t > 0 such that X(t, x0) /∈O
}
.(1.11)
For T > 0, we set
τT (ω,x0)= inf
{
τ (ω,x0), T
}
.(1.12)
Smoothness of a stopping time will be defined as its membership to some fractional spacesDpα
or E
p
α .
The purpose of the Part 1 is to study the smoothness of the truncated stopping time τT (ω,x0)
for a general diffusion. In Part 1, the set O is defined as the set of positivity of a differentiable
function p :Rd → R such that the gradient of p does not vanish in a neighborhood of the
boundary of O . By stopping the projected process p(X(t, y)) when it reaches the boundary
of O or when it reaches the set p = 1, we define a new process ξ(t, y). By a change of clock,
we are led back to a one-dimensional Brownian motion. This procedure allows to get estimates
on the distribution of the stopping times of ξ(t, y), thus on the distribution of τ (ω,x0). From
these estimates, we derive the smoothness of τT . In the second part, the calculus of variation is
more delicate since we operate on the infinite interval of time t ∈ [0,+∞[. We first justify this
calculus. Then we study the untruncated exit time τ (ω,x0) out of a bounded set for the special
case of the Brownian motion ω(t). Our main tool is the orthonormal expansion of the function
u(x, t) = µ(τ(ω,x) > t) into series of eigenfunctions. Finally, in the Appendix, we give an
example showing that one of our results is almost optimal. In the continuation, unimportant
constants will be denoted by C.
2. Part 1 – Smoothness of truncated stopping times associated to an elliptic diffusion
THEOREM 2.1. – In addition to the condition σ,b ∈ C∞b , we assume that there exist two
constants C1,C2 > 0 such that:
C1|ξ |2 6
d∑
i,j=1
aij (x)ξ
iξj 6C2|ξ |2,(2.1)
for all x ∈O and ξ ∈Rd .
Then τT ∈Dpα provided that pα < 1.
Proof. – Let p(x) be a defining function ofO ; see [8]; the function p is a C∞ function on Rd ,
we have
O = {x such that p(x) > 0}.(2.2)
Moreover, we assume that ∇p 6= 0 in a neighborhood of the boundary
∂O = {p = 0}.(2.3)
If necessary, we multiply p by a constant, and we assume that p(x0) > 1. In (2.19), we consider
the projected process ξ(t,ω, y) which corresponds to the values of p(t,ω, y) between 0, ε and 1.
By (2.1), there exist two strictly positive constants C3 and C4 such that for x ∈ {06 p 6 1}, it
holds
C3 6
∥∥∇p(x)∥∥6 C4,(2.4)
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where ∥∥∇p(x)∥∥= aij (x)(∂ip(x))(∂jp(x)).(2.5)
For 0< ε < 1, we set
Oε = {p > ε}.(2.6)
Then
∂Oε = {p = ε}.(2.7)
We define
τε = inf
{
t > 0 |X(t, x0) /∈Oε
}= inf{t > 0 | p(X(t, x0))= ε},(2.8)
τε,T = inf(τε, T )(2.9)
and
τ˜ε,T =
T∫
0
min
06s6t
φε
(
p(X(s, x0)
)
dt,(2.10)
where
φε(u)= sup
(
0, inf(1, ε−1u)
)
.
Then
τε,T < τ˜ε,T < τT(2.11)
and
τ˜ε,T ∈Dp1 , ∀p > 1;(2.12)
(2.11) is immediate; (2.12) is more delicate; it will be taken as holding for the moment, we shall
prove it later; see Lemma 2.2 below.
From (2.11), we deduce that:
µ
(
τT − τ˜ε,T > t
)
6 µ(τT − τε,T > t)6µ(τ − τε > t).(2.13)
Now, we estimate µ(τ − τε > t). Denote by θs the shift operator on ω(·):
θsω(u)= ω(u+ s)−ω(s)
and define for x ∈O , 06 b6 1,
S(x,ω,b)= inf{t > 0 such that p(X(t,ω, x))= b}.
Then τ (ω)= S(x0,ω,0) and τε(ω)= S(x0,ω, ε). Set
ηε(ω)= inf
{
t > S(x0,ω, ε) such that p
(
X(t,ω, x0)
)= 1}.
By the strong Markov property of X(t,ω, x), we have (see [17, Section 12.4, pp. 231–235])
τ (ω)= τε(ω)+ S
(
X
(
τε(ω),ω,x0
)
, θτε(ω)ω,0
)
,
ηε(ω)= τε(ω)+ S
(
X
(
τε(ω),ω,x0
)
, θτε(ω)ω,1
)
.
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Hence
µ(τ − τε > t)=
∫
∂Oε
µ
(
X(s, y) ∈O, ∀06 s < t)µ(X(τε(ω), x0) ∈ dy)(2.14)
can be expressed as follows:
µ(τ − τε > t)=µ(τ − τε > t, τ > ηε)+µ(τ − τε > t, τ < ηε)
=µ[S(X(τε(ω),ω,x0), θτε(ω)ω,0)> t,
S
(
X
(
τε(ω),ω,x0
)
, θτε(ω)ω,0
)
> S
(
X
(
τε(ω),ω,x0
)
, θτε(ω)ω,1
)]
+µ[S(X(τε(ω),ω,x0), θτε(ω)ω,0)> t,
S
(
X
(
τε(ω),ω,x0
)
, θτε(ω)ω,0
)
< S
(
X
(
τε(ω),ω,x0
)
, θτε(ω)ω,1
)]
.(2.15)
From (2.14) and the second member in (2.15), we see that:
µ(τ − τε > t)=
∫
∂Oε
[
µ
(
S(y,ω,0)> t, S(y,ω,0) > S(y,ω,1)
)
+µ(S(y,ω,0)> t, S(y,ω,0) < S(y,ω,1))]µ(X(τε(ω),ω,x0) ∈ dy).(2.16)
Fix y ∈ ∂Oε . By Ito formula ([8] or [9, p. 27]), there exists an abstract Brownian motion
b(s)= by(s) such that:
p
(
X(t, y)
)− ε = t∫
0
‖∇p‖(X(s, y))db(s)+ t∫
0
Ap
(
X(s, y)
)
ds,(2.17)
where A is the differential operator defined by (1.9). We put
η(y,ω)= S(y,ω,0)∧ S(y,ω,1)
and
ξ(t, y)= ε+
t∫
0
‖∇p‖(X(s ∧ η(y), y))db(s)+ t∫
0
Ap
(
X
(
s ∧ η(y), y))ds.(2.18)
Then, for t 6 η(y,ω), we have
p
(
X(t,ω, y)
)= ξ(t,ω, y).(2.19)
Hence, defining:
ζ1(y,ω)= inf
{
t > 0 | ξ(t,ω, y)= 0},(2.20)
ζ2(y,ω)= inf
{
t > 0 | ξ(t,ω, y)= 1},(2.21)
we have {
ζ1(y) < ζ2(y)
}= {S(y,0) < S(y,1)}(2.22)
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and ζ1(y) = S(y,0) on {ζ1(y) < ζ2(y)}, ζ2(y) = S(y,1) on {ζ2(y) < ζ1(y)}. By Girsanov
theorem, ξ(t, y)− ε is a martingale under the new probability µ̂=M dµ where:
M = exp
[
−
T∫
0
(
Ap
‖∇p‖
)(
X
(
s ∧ η(y), y))db(s)− 1
2
T∫
0
(
Ap
‖∇p‖
(
X
(
s ∧ η(y), y)))2 ds].(2.23)
The increasing process of the martingale ξ(t, y)− ε is
β(t, y)=
t∫
0
‖∇p‖2(X(s ∧ η(y), y))ds.(2.24)
From (2.4), we have
β(t, y)> C23 t .(2.25)
We proceed to a change of clock by setting
αt = ξβ−1t − ε.
The process αt is a Brownian motion under µ̂, starting at zero. Hence
µ̂
(
inf
06s6t
αs >−ε
)
= 2
ε∫
0
e− x
2
2t
(2pit)1/2
dx 6 Cεt−1/2.(2.26)
Hence, we have
µ̂(ζ1 > t)6 µ̂
(
inf
06s<C23 t
αs >−ε
)
6 Cεt−1/2.(2.27)
Thus, by Hölder’s inequality, for any q > 1, there exists a constant C = Cq such that:
µ
(
ζ1(y)> t
)
6 C
(∫
M
q
q−1 dµ̂
) q−1
q
t
− 12q ε
1
q .(2.28)
Since M ∈L∞− =⋂p Lp , we obtain
µ
(
ζ1(y)> t
)
6 Ct−
1
2q ε
1
q .(2.29)
On the other hand, we have (See [6, p. 29, Problem 6])
µ̂
(
ζ1(y) > ζ2(y)
)= ε.(2.30)
Thus,
µ
(
ζ1(y) > ζ2(y)
)
6Cε1/q .(2.31)
Consequently, for y such that p(y)= ε, we have:
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µ
(
X(s, y) ∈O, ∀06 s < t)
= µ(X(s, y) ∈O, ∀06 s < t, and S(y,ω,0) > S(y,ω,1))
+µ(X(s, y) ∈O, ∀06 s < t, and S(y,ω,1) > S(y,ω,0))
= µ(S(y,ω,0)> t, S(y,ω,0) > S(y,ω,1))
+µ(S(y,ω,0)> t, S(y,ω,0) < S(y,ω,1))
6 µ
(
ζ1(y) > ζ2(y)
)+µ(ζ1(y)> t)
6 C
(
1+ t− 12q )ε1/q.(2.32)
This, together with (2.14) and (2.16), implies that
µ(τ − τε > t)6 C
(
1+ t−1/q)ε1/q.(2.33)
From the formula that for a random variable θ
E
(|θ |p)= ∞∫
0
pλp−1P
(|θ |> λ)dλ(2.34)
and using (2.13), (2.14)–(2.33), we obtain
E
(|τT − τ˜ε,T |p)6 Cε1/q .(2.35)
On the other hand, we have
E
(‖Dτ˜ε,T ‖pH )6 Cε−pE(|τT − τε,T |p).(2.36)
From (2.35), (2.36), we deduce that:
E
(‖Dτ˜ε,T ‖pH )6 Cε−p+(1/q).(2.37)
The inequality (2.36) will be proved below. See (2.39).
We see from (2.34), (2.35) that the truncature with T is necessary; (2.35) and (2.37) give
K(ε, τT )6 Cε
1
pq .
We choose q ∈ (1, (αp)−1), then
‖τT ‖pp,α 6 C
1∫
0
ε−αp+(1/q)−1 dε <∞.(2.38)
It remains to prove (2.12) and (2.36). This will result from the following lemma:
LEMMA 2.2. – For any ε > 0, and any p > 1, we have
τ˜ε,T ∈Dp1 .
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Moreover, we have
∥∥Dτ˜ε,T ∥∥Lp(H) 6 Cε−1[E((τT − τε,T )p( max06s6T ∥∥DX(s)∥∥H)p)]1/p,(2.39)
where C is a constant.
Proof. – Since the function φε is Lipschitz and the function p is smooth, we deduce that for
any s ∈ [0, T ], we have
φε
(
p
(
X(s, x0)
)) ∈Dp1 .
Denote by R = {t1, t2, . . .} the set of rational numbers in [0, T ] and set An = {t1, . . . , tn}. For
every n, we have
min
s∈An
φε
(
p
(
X(s, x0)
)) ∈Dp1 .(2.40)
By the locality of the gradient operatorD (cf. [10, p. 92]), we have:∥∥∥D( min
s∈An
φε
(
p
(
X(s, x0)
)))∥∥∥
H
6Cmax
s∈An
∥∥Dφε(p(X(s, x0)))∥∥H
6Cε−1 max
s∈An
∥∥DX(s, x0)∥∥H
6Cε−1 max
s∈[0,T ]
∥∥DX(s, x0)∥∥H .(2.41)
From the stochastic differential equation satisfied by DX(s, x0) (see [5, pp. 392–394]), we
deduce that:
E
[
max
s∈[0,T ]
∥∥DX(s, x0)∥∥pH ]<∞.(2.42)
Thus ∥∥∥ min
s∈An
φε
(
p
(
X(s, x0)
))∥∥∥
p,1
6 ε−1 × constant.(2.43)
This yields ∥∥∥∥∥
T∫
0
min
s∈An, s6t
φε
(
p
(
X(s, x0)
))
dt
∥∥∥∥∥
p,1
6 ε−1 × constant.(2.44)
Thus, the sequence
{ T∫
0
min
s∈An, s6t
φε
(
p
(
X(s, x0)
))
dt, n= 1,2, . . .
}
is bounded in Dp1 ; consequently, it has a weak cluster point τ̂ε,T ∈Dp1 . On the other hand, by
the continuity of the sample paths of the diffusion X(s, x0) and by the dominated convergence
theorem, we have
T∫
0
min
s∈An, s6t
φε
(
p
(
X(s, x0)
))
dt→ τ˜ε,T (ω)
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almost surely as n→+∞. Therefore, we deduce that:
τ˜ε,T = τ̂ε,T ∈Dp1 .
This proves (2.12). To prove (2.39), we remark that:
‖Dτ˜ε,T ‖Lp(H) =
∥∥∥∥∥
τT∫
τε,T
D min
06s6t
φε
(
p
(
X(s, x0)
))
dt
∥∥∥∥∥
Lp(H)
6Cε−1
[
E
(
(τT − τε,T )p
(
max
06s6T
∥∥DX(s, x0)∥∥H)p)]1/p.
This ends the proof of Lemma 2.2 and hence the proof of Theorem 2.1.
Remark. – In the case where the diffusion is the one-dimensional Brownian motion ω(t)
starting at 0 on R, we put
τ0 = inf
{
t > 0 such that ω(t)= 1}∧ 1.(2.45)
Then, we have
τ0 ∈Epα for pα < 1.(2.46)
In that case, the proof of (2.46) or of Theorem 2.1 simplifies; we show this proof; it is of self
interest since it is much simpler than the general case.
Proof of (2.46). – Set fε(u)= sup(0, inf(1, ε−1(1− u))) and
τ̂ε(ω)=
1∫
0
fε
(
max
06s6t
ω(s)
)
dt .
Then τ̂ε(ω) ∈Dp1 and
τε(ω)6 τ̂ε(ω)6 τ0(ω),
where τε(ω)= inf{t > 0 such that ω(t)= 1− ε} ∧ 1. Moreover, we have
∣∣Dτ̂ε(ω)∣∣=
∣∣∣∣∣
τ (ω)∫
τε(ω)
f ′ε
(
max
06s6t
ω(s)
)
D
(
max
06s6t
ω(s)
)
dt
∣∣∣∣∣6 Cε−1(τ0(ω)− τε(ω)).
Hence
‖τ̂ε‖p,1 6 Cε−1‖τ0 − τε‖p.(2.47)
By the strong Markov property,
µ(τ0 − τε > t)= µ
(
max
06s6t
ω(s) < ε
)
= 2 1√
2pit
ε∫
0
e−y2/2 dy 6 Cεt−1/2.
Hence
‖τ0 − τε‖p 6 Cε1/p.(2.48)
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From (2.47) and (2.48), we obtain
‖τ̂ε‖p,1 6 Cε−1+1/p.(2.49)
From (2.48), we have ‖τ0 − τ̂ε‖p 6 Cε1/p . Hence K(ε, τ0)6 ε1/p and (2.46) follows.
3. Part 2 – Smoothness of untruncated stopping times. The Brownian motion
If the process is the Brownian motion, we can prove more: We do not need to cut off the
stopping time at a finite deterministic time T . However, we consider exit times out of bounded
sets. These untruncated stopping times will be the object of this section. The main tool will be
the method of orthonormal expansions.
3.1. Considerations on the stochastic calculus of variations on an infinite interval
In [7–9], the stochastic calculus of variation is performed in the general framework of an
abstract Gaussian probability space. Here, we consider the set of continuous functions ω from
[0,+∞[ to Rd , such that ω(0) = 0 and the Cameron–Martin space H is the set of Lebesgue
almost everywhere differentiable functions f such that the derivative f ′ is Lebesgue integrable
on [0,+∞[ and we put ∫∞0 |f ′(t)|2 dt = ‖f ‖2H . With the map f → f ′, we have an isomorphism
from H to L2([0,+∞[ , dx). With this identification, we do the stochastic calculus of variation
as in [7]. In particular, as for the case of a finite interval, for h ∈H , it holds that:
Dhω(s)= lim
ε→0
ω(s)+ εh(s)−ω(s)
ε
= h(s)=
s∫
0
h′(u)du= (h|1[0,s])H
and thus ‖Dω(s)‖H =√s. However, there are some differences between the stochastic calculus
of variation on an infinite interval and the one on a finite interval; for example, we consider the
exit time out of [−1,+∞[ for the one-dimensional Brownian motion ω(t), t ∈ [0,+∞[ starting
from 0. Then, this random time has infinite expectation; however, if we restrict to the Brownian
motion ω(t),06 t 6 1, on the finite interval of time [0,1], the exit time out of [−1,+∞[ comes
down to a truncated stopping time and according to Part 1, this random time is inDpα for pα < 1.
In Part 2, we consider Brownian motions on the infinite interval of time [0,+∞[; in order that the
exit times have finite expectation, we consider exit times out of bounded sets. Other differences
between the stochastic calculus of variations between the infinite interval of time case and the
finite interval one are of no importance for our purpose.
3.2. The Brownian motion on R. The exit time of a bounded interval
Suppose −∞< a < 0< b <+∞ and set I = (a, b). For x ∈ (a, b), define:
τx = inf
{
t > 0 such that ω(t)+ x /∈ I}=mxa ∧mxb,(3.2.1)
where
mxa = inf
{
t > 0 such that ω(t)+ x = a},(3.2.2)
mxb = inf
{
t > 0 such that ω(t)+ x = b}.(3.2.3)
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THEOREM 3.1. – If x0 ∈ (a, b), then τx0 ∈Epα if pα < 1.
Proof. – We set u(t, x)= µ(τx > t). Then, it is known [6, p. 31] that:
u(t, x)= 4
pi
∞∑
k=0
exp
(− (2k+1)2pi2t2(b−a)2 )
2k+ 1 sin
(
(2k+ 1)pi(x − a)
(b− a)
)
.(3.2.4)
From this, we see that τ ∈ Lp for any p > 1. In fact by (2.34)
E
(
τ
p
x
)= +∞∫
0
psp−1u(s, x)ds = 0(p)2
p+2(b− a)2p
pi2p+1
φp
(
x − a
b− a
)
,(3.2.5)
where
φp(u)=
∞∑
k=0
1
(2k+ 1)2p+1 sin
[
(2k+ 1)piu](3.2.6)
for 0< u< 1.
Remark. – When p is an integer, φp(u) = Qp(u(1 − u)) where Qp(X) is a polynomial of
degree p in X which satisfies the recurrence formula:
(1− 4X)Q′′p − 2Q′p =−pi2Qp−1.
The function u(t, x) satisfies
u(t, x)=
x∫
a
pt (u)du
with
pt(u)= 4
(b− a)
∞∑
k=0
exp
(
− (2k+ 1)
2pi2t
2(b− a)2
)
cos
[
(2k+ 1)pi(u− a)
(b− a)
]
(3.2.7)
= 2√
2pit
k=+∞∑
k=−∞
(−1)k exp
(
− (u+ kl)
2
2t
)
,(3.2.8)
where l = b − a. The last equality results from the Jacobi transformation for the theta function
qt(θ) and from the expression of qt (θ)− qt (θ + pi). See [1, p. 103].
Combining (3.2.5) and (3.2.6) proves that:
E
(
τ
p
x
)
6 C
(
(b− x)∧ (x − a)).(3.2.9)
Without any loss of generality, we suppose x0 = 0 and set τ = τ0, ma =m0a, mb =m0b .
Let ε > 0 such that a < a + ε < 0< b− ε < b and let:
τ ε = inf{t > 0 | ω(t) /∈ (a + ε, b− ε)}.
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Then
µ(τ − τ ε > t)=µ((τ − τ ε > t) ∩ (ω(τε)= b− ε))+µ((τ − τ ε > t)∩ (ω(τε)= a + ε))
=µ((τ − τ ε > t) | ω(τε)= b− ε)µ(ω(τε)= b− ε)
+µ((τ − τ ε > t) | ω(τε)= a + ε)µ(ω(τε)= a + ε).(3.2.10)
By the strong Markov property
µ
(
τ − τ ε > t | ω(τε)= b− ε)
= u(t, b− ε)
= 4
pi
∞∑
k=0
exp
(− (2k+1)2pi2t2(b−a)2 )
2k+ 1 sin
(
(2k + 1)piε
b− a
)
.(3.2.11)
In the same way
µ
(
τ − τε > t | ω(τε)= a + ε
)
= 4
pi
∞∑
k=0
exp
(− (2k+1)2pi2t2(b−a)2 )
2k+ 1 sin
(
(2k + 1)piε
b− a
)
.(3.2.12)
Hence, adding (3.2.10), (3.2.11) and (3.2.12), we obtain:
µ(τ − τε > t)= 4
pi
∞∑
k=0
exp
(− (2k+1)2pi2t2(b−a)2 )
2k+ 1 sin
(
(2k+ 1)piε
b− a
)
.(3.2.13)
Thus, by (3.2.5) and (3.2.13), we have
E
(|τ − τ ε|p)6 Cε.(3.2.14)
Now, define
τ˜ ε =
∞∫
0
min
06s6t
φε
(
ω(s)
)
dt,
where φε is defined by
φε(u)=

1 for u ∈ [a + ε, b− ε],
0 for u /∈ (a, b),
linear on [a, b] − [a + ε, b− ε].
As in the previous section, Lemma 2.2, we have τ˜ ε ∈Dp1 and
Dτ˜ε =
τ∫
τ ε
D min
06s6t
φε
(
ω(s)
)
dt .(3.2.15)
Since ‖Dω(s)‖H = s1/2, we have
‖Dτ˜ε‖H 6 |τ − τ ε|τ 1/2ε−1.(3.2.16)
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Since τ˜ ε > τ ε and with (3.2.14), we have
‖τ − τ˜ ε‖pp 6 ‖τ − τ ε‖pp 6 Cε,(3.2.17)
and from (3.2.16), we have
‖τ˜ ε‖p,1 6 C +C
[
E
(|τ − τ ε|pτp/2)]1/pε−1.(3.2.18)
Since τ ∈ L∞−, using Hölder’s inequality, we see that for every q > 1, there exists a constant
C = Cq such that:
E
(|τ − τ ε|pτp/2)6 C[E(|τ − τ ε|pq)]1/q 6 Cε1/q.(3.2.19)
Hence
‖τ˜ ε‖p,1 6 C +Cε−1+
1
pq(3.2.20)
which combined with (3.2.17) yields
K(ε, τ )6 Cε
1
pq .
Since q can be taken arbitrarily close to 1, the Theorem 3.1 is proved.
3.3. The two-dimensional ball. Explicit interpolation
We consider the two-dimensional Brownian motion and its exit time from the unit disc. In this
case, we shall prove the interpolation inequality which implies the smoothness of the stopping
time. The method can be used in the one-dimensional case as well.
Let B denote the unit ball in R2
B = {x ∈ R2 such that ‖x‖< 1}
and Bη the ball of radius η, Bη = {x ∈R2 such that ‖x‖< η}. For 0< η 6 1, we define
τBη = inf
{
t > 0 such that ω(t) /∈Bη
}
and τB = τB1 .
We shall need the following lemma which is proved by Abel’s summation by parts argument.
LEMMA 3.2. – Suppose that
∑∞
n=1 bn is a convergent series of numbers and {an(t)}n>1 is a
sequence of functions defined for t ∈ T such that:
(i) For every t ∈ T there exists an integer Nt such that both {an(t)}16n6Nt and {an(t)}n>Nt
are monotonic in n;
(ii) {an(t)}n>1,t∈T are uniformly bounded:
sup
n>1,t∈T
∣∣an(t)∣∣6 J,
where J is a constant. Then
∑∞
n=1 an(t)bn is uniformly convergent for t ∈ T and∣∣∣∣∣
∞∑
n=1
an(t)bn
∣∣∣∣∣6 CJ,
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where C depends only on {bn}n>1.
THEOREM 3.3. – Set for η ∈ [0,∞)
m(dη)= η(1+ η[p]+1)dη,
where [p] is the integer part of p.
For f ∈C([0,∞))∪Lp([0,∞),m(dη)), define
Hf (ω)=
∞∫
0
f
(
max
06s6t
∥∥ω(s)∥∥)dt .(3.3.1)
Then Hf ∈ Lp(W,µ) and H extends to a bounded linear operator form Lp([0,∞),m(dη)) to
Lp(W,µ).
Proof. – To simplify notations, we set vt (ω) = max06s6t ‖ω(s)‖. Our starting point is the
following formula [5, p. 520] or [16]:
µ(vt 6 η)=
∞∑
n=1
e−λntη−2φn(0)
∫
‖x‖61
φn(x)dx(3.3.2)
for t > 0 and η > 0, where λn,φn are respectively the eigenvalues and the eigenfunctions of the
following eigenvalue problem:
1u+ λu= 0 in ‖x‖< 1,
where 1= 12 ( ∂
2
∂x2
+ ∂2
∂y2
) and u= 0 on ‖x‖ = 1. Then
µ(vt 6 η)= µ
(
τB(η)> t
)
.(3.3.3)
For t > 0, the series on the right hand side of (3.3.2) is absolutely and locally uniformly
convergent for η > 0. Furthermore, this series is still convergent for t = 0 and
1=
∞∑
n=1
φn(0)
∫
‖x‖61
φn(x)dx.(3.3.4)
See [13, p. 199, Section 18.8 (Theorem 18.8)]. This result is specific of the dimension d 6 2.
We set
cn = φn(0)
∫
‖x‖61
φn(x)dx.(3.3.5)
For t > 0, the distribution density of vt , denoted by pt , is obtained by differentiating term by
term with respect to η the locally uniformly convergent series (3.3.2):
pt (η)=
∞∑
n=1
2λntη−3e−λntη
−2
cn.(3.3.6)
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In (3.3.6), we take the derivative of (3.3.2) with respect to the radius η of the ball Bη. In the one-
dimensional case, we did not take this oppotunity. See (3.2.4). By Sobolev’s embedding lemma
and since |1mφn| = |λmn φn|, we have
|cn|6 C‖φn‖2,m 6Cλmn ‖φn‖2.
Thus, since λn ∼ n, the series (3.3.6) giving pt(η) is still locally uniformly convergent in η;
therefore the interchange of the differentiation and the summation is legal.
Set
θ(t)=
{
1 for 06 t 6 1,
t [p]/(p−1) for t > 1,
where [p] is the integer part of p. The Hölder’s inequality applied to the measure θ(t)−1 dt yields
E
(|Hf |p)6 CE( ∞∫
0
|f |p(vt )θp−1(t)dt
)
.(3.3.7)
We have
E
1∫
0
|f |pθp−1(t)dt =E
1∫
0
|f |p dt =
1∫
0
dt
∞∫
0
|f |p(η)
( ∞∑
n=1
2λntη−3e−λntη
−2
cn
)
dη
= 2
∞∫
0
|f |p(η)η−3
[ 1∫
0
∞∑
n=1
λnte
−λntη−2cn dt
]
dη.(3.3.8)
Since {1−(1+λnη−2)e−λnη−2}n>1 is monotonically increasing and bounded by 1 and, by Abel’s
test,
∑∞
n=1 cnλ−1n is convergent, we have by Lemma 3.2:
1∫
0
∞∑
n=1
λnte
−λntη−2cn dt =
∞∑
n=1
λn
1∫
0
te−λntη−2cn dt
=
∞∑
n=1
cnλ
−1
n η
4[1− (1+ λnη−2)e−λnη−2]6 Cη4.(3.3.9)
Consequently
E
1∫
0
|f |p(vt )θp−1(t)dt 6C
∞∫
0
|f |p(η)η dη6 C
∞∫
0
|f |p(η)m(dη).(3.3.10)
On the other hand, we have
E
∞∫
1
|f |p(vt )θp−1(t)dt = 2
∞∫
0
|f |p(η)η−3
[ ∞∫
1
∞∑
n=1
λnt
|p|+1e−λntη−2cn dt
]
dη.(3.3.11)
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Again by Lemma 3.2,
∞∫
1
∞∑
n=1
λnt
|p|+1e−λntη−2cn dt =
∞∑
n=1
λncn
∞∫
1
t |p|+1e−λntη−2 dt 6 Cη4
(
1+ η[p]+1).(3.3.12)
Hence
E
∞∫
1
|f |p(vt )θp−1(t)dt 6 C
∞∫
0
|f |p(η)m(dη).(3.3.13)
Combining (3.3.7)–(3.3.11) and (3.3.13), we obtain
E|Hf |p 6 C
∞∫
0
|f |p(η)m(dη).(3.3.14)
This ends the proof of Theorem 3.3. 2
Noting that ‖Dvt‖H 6 Ct1/2, the same argument gives us
E‖DHf ‖pH 6 C
∞∫
0
|f ′|p(η)m1(dη),(3.3.15)
for f ∈C∞([0,∞)) and f,f ′ ∈ Lp([0,∞),m1(dη)), where
m1(dη)= η
(
1+ η[p]+2)dη.(3.3.16)
The function η(1+ η[p]+2) is a weight-function of type 1 in the sense of [14, Sect. 3]. So the
Sobolev space W 1p(R+,m1(dη)) is well defined as in [14, Sect. 3]. Thus, we have:
THEOREM 3.4. – The operator H defined by (3.3.1) extends to a bounded linear operator
from W 1p(R+,m1(dη)) to Dp1 .
For 0 < α < 1, let Wαp (R+,m1(dη)) be the usual Lebesgue–Besov space as in [14, Sect. 3].
Then by [14, Sect. 3], we have
Wαp
(
R+,m1(dη)
)= (Lp(R+,m1(dη)),W 1p(R+,m1(dη))α,p.
Therefore by real interpolation, we obtain:
THEOREM 3.5. – H extends to a linear bounded operator from Wαp (R+,m1(dη)) to Epα .
Then we have:
THEOREM 3.6. – τB ∈Epα if pα < 1.
Proof. – By [14, Sect. 3], we have
1[0,1] ∈Wαp
(
R+,m1(dη)
)
for pα < 1.
Thus Theorem 3.6 follows immediately from Theorem 3.5.
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3.4. The d-dimensional Brownian motion. Exit time of a bounded set. The orthonormal
expansion method
We assume that O is a bounded, connected open set with smooth boundary ∂O . Moreover, we
suppose, without loss of generality, that 0 ∈O . Here ω(t) is a d-dimensional standard Brownian
motion.
We define:
τ (ω)= inf{t > 0 such that ω(t) /∈O}.
THEOREM 3.7. – We have
τ ∈Epα and τ ∈Dpα(3.4.1)
provided that p > 34d + 1 and α < p−1 .
Proof of Theorem 3.7. – The difference with the general case (Part 1) lies, for y ∈ ∂Oε, in the
estimation of
Py(τ > t)= µ
(
X(s, y) ∈O, for any s ∈ [0, t[ ).
Define for x ∈O
p(x)= inf
y∈Oc ‖y − x‖(3.4.2)
and set
Oε = {x | p(x) > ε}.(3.4.3)
Then
∂Oε = {x | p(x)= ε}.
For x ∈O ∪ ∂O , set
u(t, x)= µ(ω(s)+ x ∈O, for any s ∈ [0, t[ ).(3.4.4)
Then, u(t, x) solves the following problem
∂u(t, x)
∂t
=Au(t, x)
for t ∈]0,+∞[, where A = 12
∑d
i=1 ∂2i is the d-dimensional Laplacian and the boundary
conditions are
lim
t→0u(t, x)= 1 for x ∈O; u(t, x)= 0 for x ∈ ∂O.
We have
u(t, x)=
∞∑
n=1
e−λntφn(x)
∫
O
φn(z)dz,(3.4.5)
where λn,φn are respectively the eigenvalues and eigenfunctions of the associated eigenvalue
problem:
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Aφ + λφ = 0 in O,(3.4.6)
φ = 0 on ∂O.(3.4.7)
Since A is a self-adjoint operator on L2(O), the eigenvalues λn are all real. Moreover, when n
tends to infinity,
λn is equivalent to n2/d .(3.4.8)
See [11, p. 209, Corollary 3 and p. 213, pb 3]. In particular, for k > d/2,
∞∑
n=1
1
λkn
<+∞.(3.4.9)
On the other hand, we have for any integer m
Amu(t, x)=
∞∑
n=1
e−λnt (−1)mλmn φn(x)
∫
O
φn(z)dz
= e− 12λ1t
∞∑
n=1
e−(λn−
1
2λ1)t (−1)mλmn φn(x)
∫
O
φn(z)dz.(3.4.10)
This gives, for every k > d/2
∥∥Amu∥∥2
L2(O) =
∫
O
∣∣Amu(t, x)∣∣2 dx = e−λ1t ∞∑
n=1
e−(2λn−λ1)tλ2mn
(∫
O
φm(z)dz
)2
.(3.4.11)
Since exp(−x) < CNx−N for any integer N , the right side of (3.4.11) is less than
Ce−λ1t
∞∑
n=1
λ2mn
(2λn − λ1)2m+k t
−2m−k.(3.4.12)
The condition (3.4.9) insures the convergence of the series in (3.4.12), thus (3.4.12) is less than
Ce−λ1t t−2m−k.(3.4.13)
By Sobolev’s embedding theorem, see [2, p. 232], for m> d/2+ 1, we have∥∥u(t, x)∥∥
C1(O) 6 Ce
− λ12 t t−m−
k
2 ,(3.4.14)
where O is the closure of O in Rd and C1(O) denotes the set of continuous functions with
continuous derivatives on O with the norm∥∥u(t, x)∥∥
C1(O) =maxx∈O
∣∣u(t, x)∣∣+max
x∈O
∣∣∇xu(t, x)∣∣.
With the formula (2.34), we obtain
‖τ‖pp 6 C
∞∫
0
tp−1e−
1
2λ1t t−m−
k
2 dt(3.4.15)
TOME 78 – 1999 – N◦ 10
SMOOTHNESS OF STOPPING TIMES 1087
and τ ∈ Lp for all integer p > 1.
Set
τε = inf
{
t > 0 such that ω(t) /∈Oε
}
.
We shall now estimate E(|τ − τε|p). For t > 0, let
At =
{
ω such that
∣∣τ (ω)− τε(ω)∣∣> t}.
We have
At =
{
ω such that for any s, 06 s < t, we have ω
(
τε(ω)+ s,ω
) ∈O}.
By the strong Markov property, we get
µ
(|τ − τε|> t)= ∫
Oε
µ
(
ω(s)+ y ∈O for s ∈ [0, t[ )µ(ω(τε(ω)+ x ∈ dy)).(3.4.16)
For y ∈ ∂Oε, we have
u(t, y)= µ(ω(s)+ y ∈O for s ∈ [0, t[ ).(3.4.17)
For y ∈ ∂Oε , we choose y ′ ∈ ∂O such that |y ′ −y| = ε; since u(t, y ′)= 0, we obtain by (3.4.14):∣∣u(t, y)∣∣= ∣∣u(t, y)− u(t, y ′)∣∣6 Cεmax
x∈O
∣∣∇xu(t, x)∣∣6 Cεe− 12λ1t t−m− k2 .(3.4.18)
Putting (3.4.18) into (3.4.16), we obtain
µ
(|τ − τε|> t)6 Cεe− 12λ1t t−m− k2 .(3.4.19)
Note that the condition is m> d/2+ 1 and k > d/2. So, if p > 34d + 1, we have
E
(|τ − τε|p)6 ε ∞∫
0
ptp−1e−
1
2λ1t t−m−
k
2 dt 6 Cε.(3.4.20)
Proceeding as in the previous cases, we deduce that for p > 34d + 1, we have
‖τ − τε‖p 6 Cε1/p
and also, for q > 1, τ̂ε being defined as in Section 2.4,
‖τ̂ε‖1,p 6 Cε
1
pq
−1
.
This implies that
K(τ, ε)6Cε
1
pq .
We choose q sufficiently close to 1 and we deduce that τ ∈Epα if pα < 1.
Remark. – The function u(t, x) = Px(τ > t) is differentiable in t , thus the random stopping
time τ has a density function. See [3, p. 135].
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4. Appendix – Optimality of some of the results
Let us consider the one-dimensional Brownian motion ω(t). We set
τ (ω)= inf{t > 0 such that ω(t)= 1} ∧ 1.(4.1)
Then, we have
THEOREM 4.1. – If pα > 1, then τ /∈Epα .
To prove the theorem, we shall prove the following result which is of independent interest
THEOREM 4.2. – If φ ∈ Eαp , then ∀h ∈ H , and q < p, there exists a constant C = C(h,q)
such that
1∫
0
E
(∣∣φ(ω+ sh)− φ(ω)∣∣q)p/q ds
s1+pα
6 C‖φ‖pp,α(4.2)
and
1∫
0
1∫
0
E
(∣∣φ(ω+ sh)− φ(ω+ th)∣∣q)p/q ds dt|t − s|1+pα 6 C‖φ‖pp,α.(4.3)
Results parallel to those of Theorem 4.2 have been formulated in [12, Part 4].
Proof of (4.2). – For ε ∈]0,1[, take φε ∈Dp1 such that
‖φε‖p,1 6 2ε−1K(ε,φ)(4.4)
and
‖φ − φε‖p 6 2K(ε,φ).(4.5)
Then, by Girsanov theorem and Hölder’s inequality, we have∥∥φ(ω+ εh)− φε(ω+ εh)∥∥qq 6 C∥∥φ(ω)− φε(ω)∥∥qp 6 CK(ε,φ)q(4.6)
and
∥∥φε(ω+ εh)− φε(ω)∥∥qq =E
[∣∣∣∣∣
ε∫
0
Dhφε(ω+ sh)ds
∣∣∣∣∣
q]
6Cεq‖φε‖qp,1 6 CK(ε,φ)q,(4.7)
where in (4.7), we have set
Dhφ(ω)= lim
ε→0
φ(ω+ εh)− φ(ω)
ε
.
Hence
E
[∣∣φ(ω+ εh)− φ(ω)∣∣q]
6 C
[
E
[∣∣φ(ω+ εh)− φε(ω+ εh)∣∣q]+E[∣∣φε(ω+ εh)− φε(ω)∣∣q]
TOME 78 – 1999 – N◦ 10
SMOOTHNESS OF STOPPING TIMES 1089
+ E[∣∣φε(ω)− φ(ω)∣∣q]]
6 CK(ε,φ)q.(4.8)
Consequently
1∫
0
E
(∣∣φ(ω+ εh)− φ(ω)∣∣q)p/q dε
ε1+pα
6 C
1∫
0
[
ε−αK(ε,φ)
]p dε
ε
= C‖φ‖pEαp <∞.(4.9)
This proves (4.2).
Proof of (4.3). – Assume that t > s; by (4.8), Girsanov theorem, and Hölder’s inequality, we
have ∥∥φ(ω+ sh)− φ(ω+ th)∥∥q
q
6 CK(t − s,φ)q .(4.10)
With (4.10) and the elementary change of variables ξ = t − s, η= t + s, we obtain:
I =
1∫
0
1∫
0
E
(∣∣φ(ω+ sh)− φ(ω+ th)∣∣q)p/q ds dt|t − s|1+pα
6 2C
1∫
0
1∫
0
1{t>s}K(φ, t − s)p ds dt|t − s|1+pα = C
1∫
0
[
ξ−αK(ξ,φ)
]p dξ
ξ
= C‖φ‖pp,α.(4.11)
This proves (4.3).
Proof of Theorem 4.1. – We set
τ˜ (ω)= inf{t > 0 such that ω(t)= 1}
and for ε > 0,
τ˜1+ε(ω)= inf
{
t > 0 such that ω(t)= 1+ ε},
τ1+ε(ω)= inf
{
t > 0 such that ω(t)= 1+ ε}∧ 1.
Set
A= {ω such that 14 < τ(ω) < 12}.
Then µ(A) > 0 and A is in the σ -field Fτ associated to the stopping time τ . See [17, Chapt. 6].
For 06 t 6 1, set
h(t)= sup(−4t,−1).
Then for ω ∈A, we have
τ (ω+ εh)= inf{t > 0 such that ω(t)= 1+ ε}∧ 1= τ1+ε(ω).(4.12)
For 0< t < 1/2,
µ
({τ (ω+ εh)− τ (ω) > t} ∩A)=µ({τ1+ε(ω)− τ (ω) > t} ∩A)
=µ({˜τ1+ε(ω)− τ˜ (ω) > t} ∩A)
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=
1/2∫
1/4
µ
(
max
06s6t+u
ω(s) < ε
)
µ
(
τ (ω) ∈ du),(4.13)
where we use the strong Markov property in (4.13). The expression in (4.13) is greater than
C
1/2∫
1/4
µ
(
τ (ω) ∈ dt) ε∫
0
exp
(−x2)dx >Cε exp(−ε2).(4.14)
Hence
E
(∣∣τ (ω+ εh)− τ (ω)∣∣p)>Cε exp(−ε2),(4.15)
where C > 0 is a constant. Thus
1∫
0
(E(|τ (ω+ εh)− τ (ω)|q)p/q
ε1+pα
dε > C
1∫
0
εp/q/ε1+pα dε.
If pα > 1, then for q = 2p
pα+1 , we have
1∫
0
(E(|τ (ω+ εh)− τ (ω)|q)p/q
ε1+pα
dε >
1∫
0
ε−
1+pα
2 dε =∞.
Hence τ /∈Epα by Theorem 4.2. 2
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