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FINITE-TIME BLOW-UP OF A NON-LOCAL STOCHASTIC
PARABOLIC PROBLEM
NIKOS I. KAVALLARIS AND YUBIN YAN
Abstract. The main aim of the current work is the study of the conditions under
which (finite-time) blow-up of a non-local stochastic parabolic problem occurs. We first
establish the existence and uniqueness of the local-in-time weak solution for such problem.
The first part of the manuscript deals with the investigation of the conditions which
guarantee the occurrence of noise-induced blow-up. In the second part we first prove the
C1-spatial regularity of the solution. Then, based on this regularity result, and using
a strong positivity result we derive, for first in the literature of SPDEs, a Hopf’s type
boundary value point lemma. The preceding results together with Kaplan’s eigenfunction
method are then employed to provide a (non-local) drift term induced blow-up result.
In the last part of the paper, we present a method which provides an upper bound of
the probability of (non-local) drift term induced blow-up.
1. Introduction
In the current work we consider the following non-local stochastic parabolic problem
∂u
∂t
= ∆u+ F (u) + σ(u) ∂tW (x, t), (x, t) ∈ DT := D × (0, T ), (1.1)
u(x, t) = 0, (x, t) ∈ ΓT := ∂D × (0, T ), (1.2)
u(x, 0) = ξ(x), x ∈ D, (1.3)
where T > 0 denotes the maximum existence time and D ⊂ Rd, d ≥ 1, is a bounded
domain with smooth boundary, whilst ∆ denotes the Laplacian operator. Here the non-





)q , q > 0, (1.4)
for some positive constant λ and f(u) is a locally Lipschitz and nonnegative function. The
diffusion term σ(u) is also assumed to be nonegative and Lipschitz continuous. Further-
more ∂tW (x, t) denotes by convention the formal time derivative of the Wiener process
{W (x, t), x ∈ D, t ≥ 0} in a complete probability space (Ω,F ,P) with filtration (Ft)t∈[0,T ]
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generated by W. The initial value ξ is a F0-measurable variable in some suitable spaces
introduced later.
Let H = L2(D) endowed with the norm ‖ · ‖. The solution u(t) ≡ u(x, t;ω) of (1.1)-
(1.3) should be understood as an H-valued stochastic process on [0, T ] for some T > 0 any
realization ω ∈ Ω. Thus, questions like local-in-time existence and uniqueness of a solution
of (1.1)-(1.3) arise and can be tackled with the approach developed in [15]. Questions
regarding the temporal and spatial regularity of (1.1)-(1.3), which are very interesting
issues, are addressed in the current work. In particular, for proving the occurrence of
finite-time (non-local) drift induced blow-up we need at least a C1−spatial regularity
result, which was only quite recently obtained for the general quasilinear SPDEs, [17],
and we also revive in the current work for our semilinear problem (1.1)-(1.3), cf. Theorem
4.1.
We are strongly motivated to study problem (1.1) -(1.3) since this kind of non-local sto-
chastic problem is associated with various industrial processes (e.g. Ohmic heating in food
sterilization [35, 31, 37, 38, 52] and shear banding formation in high strain metals [5, 6, 29])
as well as with biological processes (e.g. chemotaxis phenomenon [34, 35, 55]) and statis-
tical mechanics approaches[36], where the multiplicative noise term σ(u) ∂tW (x, t) rep-
resents the existence of external perturbations or a lack of knowledge of certain physical
parameters. The occurrence of multiplicative noise terms is natural when one considers
noisy control systems, see [7], and its importance is well-known in physics and biology.
Many experimental or numerical observations of self-organized behavior or phase transi-
tions arising out of such noises have been recorded in [26, 50]. For a detailed construction
of a mathematical model of the form (1.1) -(1.3) arising in shear banding formation in
metals the interested readers can see [29], whilst a stochastic model arising in MEMS
technology is formulated and investigated in [30].
2. State of the art
The current work mainly focuses on the phenomenon of finite-time blow-up, which in
the probabilistic sense might be associated with the expectation of the solution u of (1.1)-
(1.3) becoming infinitely big in finite time. Such a singular behaviour is definitely very
interesting from the mathematical point of view, however in many applications in engi-
neering and biology it is also correlated with some destructive behaviour of the associated
mathematical models. Thus the investigation of the conditions under which such finite-
time blow-up occurs becomes vital. So in the current paper we try to provide a thorough
study of this issue for the non-local model (1.1) -(1.3). Before stating and proving our
main results, let us review the main blow-up results available in literature. Fundamental
results on the blow-up of stochastic reaction diffusion equations were first obtained by
Chow ( [12, 13]) but only for the local version of problem (1.1) -(1.3), i.e. when q = 0 in
(1.4). Chow’s method actually implies finite-time blow-up in the mean Lp−sense for p > 1,
see also Definition 3.7. Lv and Duan in [43], following an approach similar to [12, 13] and
again for the local problem, provide a further insight on the impact of the noise term in
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the blow-up phenomenon by describing the competition between the nonlinear reaction
term and noise term. Moreover, Foondun et al.[23], by extending Chow’s ideas, proved
the nonexistence of global solutions for the Cauchy problem, i.e. when D = Rd, even for
a fractional Laplacian operator. Dozzi and López-Mimbela in [20], by using a somewhat
different approach, they proved a finite time blow-up result for the local problem and for
a superlinear reaction term when σ(u) = u. Besides, their method also provides an upper
bound of the probability of blow-up.
Thorough research has been undertaken regarding the study of finite-time blow-up of
deterministic, i.e. when σ ≡ 0, reaction diffusion equations since the seminal work of







)q , (x, t) ∈ DT , q > 0, (2.1)
u(x, t) = 0, (x, t) ∈ ΓT , (2.2)
u(x, 0) = ξ(x), x ∈ D, (2.3)




where ‖ · ‖∞ denotes the norm in L∞(D), has been investigated in detail in [6, 32, 33, 34,
37, 38, 52]. More precisely, the authors in [32] proved, that for any 0 < q < 1 the solution
u of (2.1)- (2.3) on a convex domain D blows in finite time, either for big values of the
control parameter λ or for big enough initial data ξ(x), provided that f(s) is a positive,
increasing, convex function for any s ∈ R satisfying also the following conditions





<∞, for any b ∈ R.
However, to the best of our knowledge there are no any blow-up results for the stochastic
non-local problem (1.1)-(1.3). Hence, the current paper initiates an investigation in this
direction. Our main techniques stem from the theory of nonlinear PDEs; in particular for
our investigation we basically use ideas introduced and developed in [12, 13, 20, 32].
The structure of the paper is as follows. In the first part of Section 3, we establish the
existence and uniqueness of a local-in-time solution of the stochastic problem (1.1)-(1.3).
The second part of Section 3 deals with the analysis of noise (diffusion) term induced
blow-up. Section 4 focuses on the demonstration of the non-local reaction (drift) induced
blow-up. To this end we first derive the C1-spatial regularity for the solution u, and then
as a by-product we prove a Hopf’s type lemma for some specific stochastic problems.
Notably, as far as we know it is the first time in the context of SPDEs that this key
result is stated and proven. Next, making use of Hopf’s lemma we derive an estimate
of the solution u of (1.1)-(1.3), near the boundary ∂D in conjuction with the moving
plane method, [3, 25, 47], adjusted in the context of SPDEs. Then the latter key estimate
in conjuction with Kaplan’s eigenfunction method, [28], lead to the proof of the desired
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reaction (drift) induced blow-up, which is analogous to blow-up result of the deterministic
problem conisidered in [32]. Finally, Section 4 concerns with the derivation of an upper
estimate of the probability of blow-up for the special case σ(u) = u, via the method
introduced in [20].
3. Noise term induced blow-up
In the current section we investigate the circumstances under which finite-time blow-up
of the system (1.1)-(1.3) occurs due to the presence of the noise (diffusion) term. We first
consider the existence and uniqueness of a weak solution locally in time by using Itô’s
formula and a semigroup approach. Local-in-time existence and uniqueness are rather
standard and one can easilly apeals to the well known results [15]. However, due to the
non-local nature of (1.1)-(1.3) and for the sake of completeness we present a detailed
proof.
3.1. Existence and uniqueness of a local-in-time solution. We first set up the main
functional and stochastic framework which will be used for our analysis throughout the
manuscript.
Let A = −∆ with D(A) = H10 (D) ∩ H2(D), where H10 (D) and H2(D) denote the
standard Hilbert spaces and assume that A has the eigenpairs (λj, φj), j = 1, 2, 3, . . . .
Let L(H) denote the space of all bounded operators from H = L2(D) to H and let Q ∈
L(H) be a non-negative definite and symmetric bounded operator on H with orthonormal
eigenfunctions χj ∈ H, j = 1, 2, 3, . . . and corresponding eigenvalues γj > 0, j = 1, 2, 3, . . .
such that Tr(Q) =
∑∞
j=1 γj < ∞. (i.e., Q is of trace class). For simplicity, hereafter we
choose χj = φj, j = 1, 2, 3, . . . .
Thereafter we let W = W (x, t) denote the H-valued Q-Wiener process defined by





j φj(x)βj(t), almost surely (a.s.) , (3.1)
where βj(t) are independent and identically distributed Ft-Brownian motions.





q(x, y)u(y) dy, for any x ∈ D, u ∈ H,
see [11, p. 42-43] and [42, Definition 1.64]. The kernel q(x, y) is also called the covariance
function of the Q-Wiener process W (x, t).
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; here L(H,X) denotes the space of all bounded




Ψ(t) dW (t) is well defined, see for example [15]. For the sake of simplicity we
drop the spatial dependence from W (x, t) and hereafter we denote it by W (t).
In order to write (1.1)-(1.3) in the abstract form, we define the Nemytskii operator
F : H → H, with F (u)(x) := f(u(x))(∫
D
f(u(x)) dx
)q , for any x ∈ D and q > 0, (3.2)
and for any u ∈ H.
Here f : R→ R is assumed to be a local Lipschitz continuous function, that is, for any
s0 ∈ R there exist δ > 0 and Cf such that for any s1, s2 ∈ {s ∈ R : |s − s0| < δ} there
holds
|f(s1)− f(s2)| ≤ Cf |s1 − s2|. (3.3)
In addition, we assume that σ : H → L02(H,H) is an L02(H,H)-valued operator and then
we may write the problem (1.1)-(1.3) as the following Itô equation in H,
du(t) = [−Au(t) + F (u(t))] dt+ σ(u(t)) dW (t), 0 < t < T, (3.4)
u0 = ξ, (3.5)
where u(t) := u(·, t).
We now introduce the definition of solutions of (3.4)-(3.5), see [11, 42], which will be
mainly used throughout the paper.
Definition 3.1. A predictable H-valued stochastic process {u(t) : t ∈ [0, T ]} is called a
weak solution of (3.4)- (3.5) if for any v ∈ D(A) and almost every (a.e.) t ∈ [0, T ], the
following equality holds










σ(u(s)) dW (s), v
)
, (3.6)
almost surely (a.s). The weak formulation (3.6) is chosen since it is more appropriate
for our study on finite-time blow-up.
It is also known, [15, 42], that any weak solution u of (3.4)- (3.5) is also a mild solution
of (3.4)- (3.5), that is, it satisfies the following equality in H = L2(D),
u(t) = E(t)ξ +
∫ t
0
E(t− s)F (u(s)) ds+
∫ t
0
E(t− s)σ(u(s)) dW (s),
where E(t) = e−tA is the analytic semigroup generated by −A, see [42]. On the other
hand, any regular enough mild solution is also a weak solution, cf. [15, 42].
Before proceeding with the local-in-time existence of (3.4)-(3.5) we prove the following
result which will be frequently used throughout this section.
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Lemma 3.2. Assume that f satisfies condition (3.3) and it is also bounded below by a
positive constant, i.e. f(s) ≥ m > 0, s ∈ R. Then the operator F defined by (3.2),
satisfies a locally Lipschitz condition. In particular, for any u0 ∈ H there exist δ > 0 and
CF > 0 such that for any u1, u2 ∈ Bu0,δ = {u ∈ H : ||u− u0||∞ < δ} there holds
||F (u1)− F (u2)||H ≤ CF ||u1 − u2||H . (3.7)
Proof. We have



















































































|u1(x)− u2(x)| dx, (3.9)
where ū(x) is a value between u1(x), u2(x).Note that if 0 < q < 1 then Ĉf = Cfq(m|D|)q−1,
otherwise if q ≥ 1 then we take Ĉf = Cfq(M |D|)q−1 where M = supx∈D,u∈Bu0,δ{f(u(x))}.
Combining (3.8) and (3.9) we finally derive, by also using Hölder’s inequality,
‖F (u1)− F (u2)‖H ≤ CF‖u1 − u2‖H , whenever u1, u2 ∈ Bu0,δ.
The proof of Lemma 3.2 is now complete. 
Next we establish the local-in-time existence of a weak solution to (3.4)-(3.5).
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Theorem 3.3. (Local-in-time existence) Assume that ξ is F0-measurable in H with
ξ ∈ L2(Ω;L∞(D)) and (3.7) holds. Assume also that σ : H → L02(H,H) is a locally
Lipschitz continuous mapping, i.e. for any u0 ∈ H there exist δ > 0 and Cσ > 0 such that
for any u1, u2 ∈ Bu0,δ = {u ∈ H : ||u− u0||∞ < δ} there holds
‖σ(u1)− σ(u2)‖L02(H,H) ≤ Cσ‖u1 − u2‖H . (3.10)
Then the following hold true:
(1) There exists T > 0 such that (3.4)-(3.5) has a unique weak solution u ∈ L2((0, T );L∞(D)∩
W 1,2(D)) ∩ L∞((0, T );H).




































for any p ≥ 2.
Remark 3.4. It is worth noted that due to the regularity provided by Theorem 3.3 any
weak solution u of (3.4)-(3.5) also satisfies for almost every (a.e.) t ∈ [0, T ] and almost
surely (a.s.) the following










σ(u(s)) dW (s), v
)
,
for any v ∈ W 1,2(D), and it is also called a variational solution of (3.4)-(3.5). Notably,
all the results in the present work hold also for varational solutions of (3.4)-(3.5).
A key tool for the proof of Theorem 3.3, is the following version of Itô’s Lemma in
Hilbert spaces.
Lemma 3.5 ([11]). Assume that F and σ satisfy (3.7) and (3.10) respectively. Assume
further that ξ is F0-measurable in H and that u satisfies the Itô process
du = (−Au+ F (u)) dt+ σ(u) dW (t), u(0) = ξ.
If ψ : H → R is a C2(H,R) functional, then the following holds









σ∗ denotes the dual (transpose) operator of the diffusion operator σ.
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Proof of Theorem 3.3. The proof is inspired by [18, Theorem 3]; actually in [18] the
more general quasilinear problem is tackled. In particular, here we apply the semigroup
approach to establish the local-in-time existence of a mild solution for the semilinear





∣∣u ∈ L2(Ω× [0, T ];L∞(D) ∩H10 (D))} ,


















Consider the map M : ST → L2
(
Ω× [0, T ];L∞(D) ∩H10 (D)
)
which is defined by
M(u)(t) := E(t) ξ +
∫ t
0
E(t− s)F (u(s)) ds+
∫ t
0
E(t− s)σ(u(s)) dW (s), (3.12)
where E(t) is the semigroup generated by −A.
In the following we shall employ the Banach’s fixed point theorem to prove the existence
and uniqueness of a u such that M(u) = u in ST .
Step 1: We first show that M : ST → ST . To that end, we need to show that for any







which actually follows by the assumptions on ξ, F and σ.
Step 2: Next we show that M is a contaction operator, i.e. there exist positive
constants γ, δ and 0 < κ < 1 such that
‖M(u)−M(v)‖γ,δ ≤ κ‖u− v‖γ,δ,
where κ = κ(F, σ) depends on F and σ.

















which satisfies the Itô problem
dū+ Aū dt = [F (u)− F (v)] dt+ [σ(u)− σ(v)] dW (t).
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Let w(t) = ū(t)e−
γ
2
t, then w(t) satisfies
dw + Aw dt = −γ
2
w dt+ [F (u)− F (v)]e−
γ
2




Implementing Itô’s formula, see Lemma 3.5, with ϕ(w) = ‖w‖2H we deduce


















e−γt‖σ(u(t))− σ(v(t))‖2L02(H,H) dt. (3.13)
Notably for any small ε > 0, and by virtue of Young’s inequality, we obtain some constant























taking also into account that F satisfies a locally Lipschitz condition with constant CF
by Lemma 3.2.
Furthermore, due to (3.10) we have∫ T
0




and thus by virtue of (3.13) we obtain
e−γT‖ū(T )‖2H + 2
∫ T
0




≤ (ε CF + Cσ)
∫ T
0
e−γt‖u(t)− v(t)‖2H dt. (3.14)


















































provided γ > Cε.
Choosing now γ sufficiently large and suitable ε > 0 such that 0 < ε CF+Cσ





















for δ = 2
γ−Cε . The latter entails
‖M(u)−M(v)‖γ,δ ≤ κ‖u− v‖γ,δ, 0 < κ < 1,
and thus by Banach’s fixed point theorem, there exists a unique local-in-time solution
u ∈ ST for the problem (3.4)-(3.5). Finally, the estimate (3.11) can be obtained by
following a similar argument as in the proof of Theorem 3 in [18].




, p ≥ 2. Note that f :
R→ R satisfies a local Lipschitz condition and hence in conjunction with Lemma 3.2 we
actually get
‖F (u(t))− F (v(t))‖Lp(D) ≤ CF‖u(t)− v(t)‖Lp(D),
and
‖σ(u(t))− σ(v(t))‖L02(H,Lp(D)) ≤ Cσ‖u(t)− v(t)‖Lp(D).





, for p ≥ 2,
and so the mild solution derived in Step 2 is also a weak solution, cf. [15, 42]. The proof
of Theorem 3.3 is now complete. 
Remark 3.6. If we consider initial data ξ(x) ≥ 0 almost surely (a.s) then our local
solution u(x, t) is also positive a.s by application of the comparison principle, see [10].
3.2. Noise term induced finite-time blow-up. In this subsection we investigate the
impact of the noise term on the phenomenon of finite-time blow-up. We actually prove
that the finite-time blow-up occurs, when the noise term is so big that it dominates the
drift term and thus leads the dynamics of the stochastic system.
Before proceeding further with the mathematical analysis, we first define the notion of
finite-time blow-up for problem (3.4)-(3.5).
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Definition 3.7. (Finite-time blow-up)
The solution u of problem (3.4)-(3.5) (or equivalently that of (1.1)-(1.3)) blows up in








for some 1 ≤ p ≤ ∞. Here ‖ · ‖p denotes the norm in Lp(D).
Throughout this subsection we assume the following:
(S1) The correlation function q(x, y) of the Wiener process W (t) is continuous and positive








for any positive w ∈ H and for some q1 > 0. This actually means that the correlation
function behaves as a steep Gaussian function.
(S2) σ(s) is a convex function and there also exists a positive, strictly increasing, convex
and superlinear function G1(s) such that






We also consider as (λ1, φ1) the first eigenpair of the operator A = −∆ : D(A) = H10 (D)∩
W 2,2(D), i.e. there holds
−∆φ1 = λ1 φ1, x ∈ D and φ1 = 0, x ∈ ∂D.
It is known that φ1, see [16], has a constant sign on D so we can take φ1 ≥ 0 on D and
it can be also normalized so that ∫
D
φ1 dx = 1. (3.16)
Next following the approach of [12] we obtain the following.
Theorem 3.8. Under conditions (S1) and (S2) the (unique) local-in-time solution u to
(3.4)-(3.5) (or equivalently to (1.1)-(1.3)), and provided by Theorem 3.3, blows up in finite
time if the initial data ξ ∈ L2(Ω;H) satisfy ξ(x) ≥ 0 a.s. and






where γ is the largest root of the equation β(s) := 2 q̂1G1(s) − 2λ1 s = 0 and q̂1 is some
positive constant.
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σ(u(x, s))φ1(x) dx dW (x, s). (3.17)































q(x, y)φ1(x)φ1(y)σ(u(x, s))σ(u(y, s)) dx dy ds, (3.18)
where (3.17) is also taking into account.
Set θ(t) := E [û2(t)] , then by taking the expectation into (3.18) and interchanging the




























q(x, y)φ1(x)φ1(y)σ(u(x, s))σ(u(y, s)) dx dy ds
]
, (3.19)






û(s)σ(u(x, s))φ1(x) dx dW (x, s)
]
= 0.
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Alternatively (3.19) can be written in the differential form
dθ
dt















q(x, y)φ1(x)φ1(y)σ(u(x, t))σ(u(y, t)) dx dy
]
, t > 0, (3.20)
with initial condition






Now assumptions (S1) and (S2) along with Jensen’s and Hölder’s inequalities imply that










































using also the fact that the second term in (3.20) is positive, see also Remark 3.6.
Let now γ be the largest root of the equation β(s) = 0, then we have β(s) > 0 for any
s > γ if γ > 0. Otherwise, if γ = 0 then we have β(s) > 0 for any s > 0. Therefore, if we






























for some positive constant N, hence
θ(t)→∞ as t→ T1, (3.23)























→∞ as t→ T ∗ ≤ T1.
The proof of the Theorem is now complete. 










→∞, as t→ Tb ≤ T1.
Consequently Theorem 3.8 entails the finite-time blow-up of the stochastic process u with
respect to L∞− norm as well as according to Definition 3.7.
Remark 3.10. The result of Theorem 3.8 with f(s) = es and q > 1 complements the
results of Theorems 4.1 and 4.2 in [4]. Indeed those theorems state that when σ(s) = 0, i.e.
for the deterministic case, only a global-in-time solution exists. Consequently, Theorem
3.8 unveils that a dominant noise can change dramatically the dynamical behaviour of
the solution leading to finite-time blow-up. Moreover Theorem 3.8 ensures the occurrence
of finite-time blow-up in the case f(s) = es, q = 1, for any dimension d > 2, a result
that was only conjectured for the deterministic case and only proven for d = 2, see in
[34]. In the latter case problem (1.1)-(1.3) is stochastic perturbation of a problem which
describes the biological phenomenon of chemotaxis and so the occurrence of finite-time
blow-up describes the aggregation of a biological population.
4. Drift term induced blow-up
This section deals with the finite-time blow-up of (1.1)-(1.3) induced by the non-local
drift (reaction) term. For the proof of such results a delicate estimate of the non-local
term is needed, which actually arises as a by-product of an estimate of the solution u of
(1.1)-(1.3) near the boundary ∂D. The control of u near the boundary is obtained via the
moving plane method, which requires the validity of a Hopf’s type result for the stochastic
problem (1.1)-(1.3). However, for such a result to be proven the C1-spatial regularity of
u is necessary which is established below.
For the purposes of the current section the positive nonlinearity f(s) is assumed to be
increasing and convex, i.e.
f ′(s), f ′′(s) ≥ 0 for s ∈ R. (4.1)
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4.1. Spatial regularity of the solutions of (1.1)-(1.3). In the sequel, by following the
approach introduced in [17], we prove the spatial C1-spatial regularity of the solutions of
(1.1)-(1.3). Such a result will be used to derive the desired control of the solution near
the boundary. Before we proceed with the proof we introduce the required functional
framework.






|g(x, t)− g(y, s)|
|x− y|β̄ + |t− s|ᾱ
.
With usual modifications, we can also consider the case for ᾱ, β̄ ≥ 1. Note that it holds
C ᾱ
(




D × [0, T ]
)
,
and therefore we have to distinguish these two spaces.




∣∣ ‖h‖Hr,p(D) := inf{‖g‖Hr,p(Rd), g|D = h} <∞} ,




∣∣ (I −∆)r/2h ∈ Lp(Rd), },
where





Here ĥ denotes the Fourier transform of h, i.e., ĥ = F(h), and F−1 denotes the inverse
Fourier transform. The choice of this scale of function spaces is more natural for our
method than the standard Sobolev spaces W r,p(D), p > 1, r ≥ 0, cf. [17]. The spaces
Hr,p(D) are generally different from the Sobolev spaces W r,p(D). However, the two fol-
lowing cases can occur
W r,p(D) = Hr,p(D) if r ∈ N0, p ∈ [1,∞) or r ≥ 0, p = 2,
and
Hr+ε,p(D) ↪→ W r,p(D) ↪→ Hr−ε,p(D), r ∈ R, p ∈ (1,∞), ε > 0.
Furthermore, if D is sufficiently regular, as in our case, then Hr,p(D) coincides with
the space of restrictions of functions in Hr,p(Rd) to D and thus the Sobolev embedding
theorem holds true. Then the spaces Hr,p0 (D), r ≥ 0, p ∈ (1,∞), are defined as the closure
of C∞c (D) in H
r,p(D). Note that Hr,p0 (D) = H
r,p(D) whenever r ≤ 1/p, while Hr,p0 (D) is
strictly contained in Hr,p(D) if r > 1/p.
Finally, it is worth noting that the Bessel potential spaces Hr,p(D), p ≥ 2, r > 0 are
well suited for the stochastic Itô integration (see [9] for the precise construction of the
stochastic integral).
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Notably, in order to obtain the desired C1-spatial regularity for the solution of (1.1)-
(1.3), we need some further restrictions on the diffusion operator σ. Indeed, we consider
the following assumption:
(σ) σ : H → L02(H,Hr,p(D)) satisfies the linear growth condition, i.e.,
‖σ(u)‖L02(H,Hr,p(D)) ≤ C(1 + ‖u‖Hr,p(D)), for p ≥ 2, and 0 ≤ r ≤ 1.
Then the following regularity result can be proved by using the approach demonstrated
in [17, Proposition 5.1]. For readers’ convenience and for the sake of completeness we
provide below a complete proof adjusted to the stochastic problem (3.4)-(3.5).
Theorem 4.1. (C1-spatial regularity ) Let us consider that all assumptions of Theorem











D × [0, T ]
))
, for any m ≥ 2. (4.2)
Proof. We first show that, there exists η > 0 such that
u ∈ Lm
(
Ω;Cη(D × [0, T ])
)
, for any m ≥ 2. (4.3)
Set u = y + z, where z solves the following linear SPDE
dz = −Az dt+ σ(u) dW (t), 0 < t < T,
z(0) = 0,
whilst y is the unique solution of the linear deterministic PDE problem
dy
dt
= −Ay + F (u), 0 < t < T,
y(0) = ξ.





,m ≥ 2. Then the assumption (σ) with r = 0 implies that
σ(u) belongs to Lm (Ω;Lm ((0, T );L02(H,L





E(t− s)σ(u(s)) dW (s),
is easily obtained. Indeed, using the linear growth of σ and the factorization method, see








1 + E‖u‖mLm((0,T );Lm(D))
)
,






), δ ∈ (0, 1 − 2
m
),m > 2. Now assume that m ≥ 3, then
δ = 1
6
, γ = 1
12
satisfy the conditions above uniformly. Choose m ≥ m0 = 7d, where d is
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the spatial dimension and also take α = δ − d
m0
, then by Sobolev’s embedding theorem,
we have
Hδ,m(D) ↪→ Cα(D),
since δ − d
m
> δ − d
m0






























Step 2. Hölder regularity of y. Due to Lemma 3.2, the functional F satisfies a locally












for any r ≥ 2 by virtue of Theorem 3.3.




, we have by classical parabolic PDE theory
(see Theorems 7.1 and 10.1 in [40]),




1 + ‖F (u)‖2d+1Lr((0,T );Lr(D))
)
, r ≥ 2,
for some α > 0 and thus
‖y‖m





1 + ‖F (u)‖rLr((0,T );Lr(D))
)
,
provided that 2(2d+ 1)m < r.






<∞, for any m ∈ [2,∞). (4.6)
Choose now η = min{α
2
, γ, λ} > 0, then taking into account (4.4) and (4.6) we derive
estimate (4.3).
Step 3. Higher spatial Hölder regularity of z. Given estimate (4.3) and using also


































) and δ ∈ (0, 1 − 2
m
) for any m > 2. In the sequel we assume
m ≥ m0 := (d + 4)/k and thus δ = 1 − 3/m0 and γ = 1/(4m0) satisfy the conditions
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above uniformly in m ≥ m0. Notably we have that (δ + k)m > km ≥ km0 ≥ d and thus
the following Sobolev embedding holds true:
Hδ+k,m(D) ↪→ Cθ(D), for θ = k + δ − d/m0.
Moreover via the definition of δ we have θ = k + 1− d+3
m0
> 1.











, m ≥ 2,
and for some 0 < γ < 1/2, that is
z ∈ Lm
(
Ω;Cθ,γ(D × [0, T ])
)
. (4.7)
Step 4. Higher spatial Hölder regularity of y. Next, taking estimate (4.3) as starting
point and using Schauder’s theory for deterministic parabolic PDEs [41, Theorem 6.48]
as well as the linear growth condition on non-local term F we derive
‖y‖m
C1+α,(1+α)/2(D×[0,T ]) ≤ C
(
1 + ‖ξ‖C1+l(D) + ‖F (u(t))‖rLr((0,T );Lr(D))
)
,
for r ≥ 2 large enough. Hence
y ∈ Lm
(
Ω;C1+α,(1+α)/2(D × [0, T ])
)
, m ≥ 2, (4.8)
which combined with (4.7) implies
u ∈ Lm
(
Ω;C1+β1,γ(D × [0, T ])
)
,
with β1 = min{θ − 1, α}.
Step 5. Time regularity. For any γ ∈ (0, 1/2), due to (4.8), it suffices to improve only
the time regularity of z. By following the same arguments employed in step 1 for the






which, via the Sobolev embedding H1+k,m(D) ↪→ C1+β(D), β < k, implies that
z ∈ Lm
(
Ω;C1+β1,γ(D × [0, T ])
)
, m ≥ 2.
Combining now the above estimate with (4.8) we obtain the desired regularity for u and
the proof of Theorem 4.1 is complete. 
Remark 4.2. For the purposes of the current work the spatial regularity provided by
Theorem 4.1 is sufficient. Nevertheless, under the assumption that the drift term F (u) is
bounded, which is guaranteed by (3.3) and (4.1), we can get a higher spatial regularity for
the solution u of (3.4)-(3.5). In particular, in that case for all α ∈ (0, 1/2) there exists





D × [0, T ]
))
, m ≥ 2, (4.9)
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. Indeed, we can increase the spatial regularity of u
as long as we consider smoother initial data ξ and smoother non-local terms F. For more
details see Propositions 5.2 and 5.3 in [17].
4.2. Strong positivity and Hopf’s lemma. According to the approach introduced in
[32], the proof of the finite-time blow-up for the deteministic problem (2.1)-(2.3) requires a
key estimate of the solution close to the spatial boundary, which is heavily based on Hopf’s
boundary lemma. For proving a reaction (drift) term induced blow-up for the stochastic
problem (1.1)-(1.3) we would like to adjust a similar approach with the deterministic case
and thus a Hopf’s type lemma in the context of SPDEs should be established.
For readers’ convenience we first give a required definition as well as we recall Hopf’s
maximum principle for deterministic parabolic PDEs, see also [24, 49, 51].
Definition 4.3. ([24]) Let P0 = (x0, t0) be a point on the boundary of DT . If there exists
a closed ball B centered at (x̄, t̄) such that
B ⊂ DT , B ∩ ∂DT = {P0}, x̄ 6= x0,
then we say that P0 has the inside strong sphere condition.
Note that the inside strong sphere condition automatically holds when ΓT is C
2.
The following strong positivity result is a key result for proving a Hopf’s type lemma.




= ∆V + χ(V ) + σ(V )∂tW, (x, t) ∈ DT , (4.10)
V (x, t) = 0, (x, t) ∈ ΓT , (4.11)
V (x, 0) = V0(x), x ∈ D. (4.12)
Let also σ : H → L02(H,H) be a Lipschitz continuous function satisfying condition (σ)
with σ(0) = 0. Assume further that χ > 0 with χ ∈ Lr((0, T );Lr(D)) for some r ≥ 2. In
addition we consider initial datum V0 which is Holder continuous and satisfies V0 > 0 a.s.
in D with V0 = 0 on ∂D. Then
P {V (x, t) > 0 in D × [0, T ]} = 1,
that is
V > 0 a.s. in D × [0, T ].
A proof of Theorem 4.4 can be found either in [45], see Theorem 6.13, or in [14, Theorem
5.1.].
Remark 4.5. Theorem 4.4 actually implies that the solution V of problem (4.10)-(4.12)
attains its zero minimum along DT only on the boundary ΓT , also due to the boundary
condition (4.11).
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Next we provide a Hopf’s lemma for semilinear parabolic SPDEs. In particular, the
following holds:
Theorem 4.6. (Hopf’s Lemma) Let V be a weak solution of the problem (4.10)-(4.12)
where again functions χ : H → H, σ : H → L02(H,H) satisfy the same assumptions as
in Theorem 4.4. Consider initial condition V0 which is Holder continuous and satisfies
V0 > 0 a.s. in D with V0 = 0 on ∂D. Assume also that ΓT is smooth enough, e.g ΓT is






for any P0 ∈ ΓT := ∂D × (0, T ). Notably the notion of the derivative into (4.13) should
be understood in the classical sence since V is C1 with repsect to the spatial variable due
to Theorem 4.1.
Proof. Let P0 = (x0, t0) ∈ ΓT := ∂D × (0, T ), then since ΓT is smooth enough so it
has the inside strong sphere property, we can then construct a closed ball B centered at
(x̄, t̄) 6= (x0, t0) and with radius R such that
B ⊂ DT , B ∩ ΓT = {P0}, x̄ 6= x0,
i.e., the ball B is tangent to ΓT at the point P0. Without loss of generality we may assume
that the interior of B lies in DT ∩ V for some neighborhood V of P0. We also consider a
ball B1 centered at P0 and of radius ρ < |x0 − x̄|, see Fig. 1.
Let Γ1 = ∂B1 ∩ B and Γ2 = ∂B ∩ B1 and let UT be the region enclosed by the curves
Γ1 and Γ2. Since, by Theorem 4.4, V > minDT V = 0 a.s. on Γ1 then we can find η > 0
such that
• (i) V ≥ η > 0 on Γ1, a.s.
• (ii) V > 0 on Γ2 \ {P0}, a.s. and
P0








Figure 1. The inside strong sphere condition configuration
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• (iii) V (P0) = 0, a.s.,
see also Fig. 1.
Consider now the auxiliary deterministic function h(x, t) defined by





< 0, α > 0, for (x, t) ∈ UT ,
Evidently h = 0 on ∂B, and by selecting α sufficiently large we can attain H(h) =
∂h
∂t








Let now Θ := V + εh, ε > 0, then, in view of (i), we can find ε small enough such that
Θ > 0 on Γ1 a.s. . Furthermore, by virtue of (ii) and (iii), along with the fact that h = 0




= ∆Θ + χ̃(Θ) + σ(Θ− εh)∂tW, in UT ,
Θ(x, t) = 0, (x, t) ∈ ∂B,
Θ(x, 0) = Θ0(x), x ∈ U0,
where χ̃(Θ) := χ(Θ− εh) + εg(x, t) > 0 in UT and Θ0(x) > 0 in U0 for choosing ε small
enough.
Accordingly, by virtue of Theorem 4.4 we deduce that the minimum of Θ in UT is
attained only at P0.
Therefore, since by Theorem 4.1 we have that Θ is C1 with respect to the spatial












≤ 0, a.s., at P0. (4.15)






and the proof is complete. 
Remark 4.7. The result of Theorem 4.6 is still valid if instead of the outward normal
direction at P0 another outward direction is considered apart from the tangential one.
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4.3. Estimates near the boundary. In order to tackle the difficulties arising from the





, in (1.1)-(1.3) we need to
estimate the contribution of u(x, t) near the boundary. For that purpose we will use the
moving plane method as in [32], which is actually inspired by the results in the seminal
paper by Gidas et al. [25]. Although most of the implemented arguments are quite
standard in the context of deterministic PDEs, since it is the first time that those ideas
are employed for SPDEs a detailed proof is provided.
Lemma 4.8. Let u(x, t) be the solution of (1.1)-(1.3) with initial data ξ ∈ L2(Ω;L∞(D))
satisfying ξ > 0 a.s. in D with ξ = 0 on ∂D. Assume further that the nonlinearity f
is an increasing function as well as D ⊂ Rd, d ≥ 1, is convex and smooth enough as in
Theorem 4.6. Then there exists D0  D such that∫
D
f(u) dx ≤ (`+ 1)
∫
D0
f(u) dx, for all 0 < t̃0 ≤ t < T, a.s.,
where ` is some positive integer.
Proof. For any y ∈ ∂D we define the hyperplane
T (µ, y) :=
{
x ∈ Rd : (x, ν(y))d = µ
}
,
where (·, ·)d stands for the inner product in Rd.
Then we can find µ0 such that T (µ0, y) coincides with the tangent hyperplane to D at
y and y ∈ T (µ0, y) ∩D (note that when D is strictly convex then T (µ0, y) ∩D = {y}),
see Fig. 2.
Since D is a bounded set there exists µ1 < µ0 such that T (µ, y) ∩ D = ∅ for µ > µ0
and µ < µ0 − µ1.
We define
Σ(µ, y) := {x ∈ D : µ < (x, ν(y))d < µ0},
while by Σ
′
(µ, y) we denote the reflection of Σ(µ, y) across T (µ, y). Now using the con-
vexity of D we can choose µ̄ sufficiently close to µ0 so that Σ
′
(µ̄, y) ⊂ D, see also Fig. 2.
Applying now Theorem 4.6, since all its hypotheses are satisfied (see also Theorem 4.1),
we deduce that for any y ∈ ∂D
∂u(y, t)
∂ν
= (∇u(y, t), ν(y))d < 0, a.s., for any t ≥ t0 > 0.




= (∇u(x, t0), ν(y))d < 0, a.s., for any x ∈ Ny.
We consider now a coordinate system centered at y and defined by (y; ν(y), T (µ0, y)) such
that every x ∈ Rd is expressed as x = (xν , xT ), where xν is the component in the direction
of ν(y) while xT stands for the component in the direction of the hyperplane T (µ0, y).
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Let us define the cylinder Cδ(y) = {y = (xν , xT ) ∈ Rd
∣∣ |xν | < δ, |xT | < δ}. We may
pick δ > 0 small enough so that the reflection of Cδ(y) ∩ D across T (µ̄, y), denoted by
C
′
δ (y), is compact in D.




ŷ ∈ Ky has the same exterior normal ν(y). Then we can define an open neighbourhood of
ŷ of the shape Cδ(ŷ) and on which (∇u(ŷ, t0), ν(y))d < 0 almost surely (a.s.). Moreover,
Ky ⊂
⋃
ŷ Cδ(ŷ) and since Ky is compact we can extract a finite cover of Cδ(ŷ), say
E =
⋃n
i=1 Cδ(ŷi) which contains Ky, for some positive integer n = n(y).
Since D is convex we can find µ < µ0 such that Σ(µ, y) ⊂ E and Σ
′
(ρ0, y) ⊂
D, Σ(ρ0, y) ∪ Σ
′
(ρ0, y) ⊂ E for ρ0 = µ+µ02 . (Note that if D is strictly convex then
the above construction is unnecessary).
We now set z(x, t) = z(xν , xT , t) = u(2ρ0 − xν , xT , t) for x ∈ Σ(ρ0, y); actually z is the
reflection of u across T (ρ0, y). Then z is a weak solution of
∂z
∂t
= ∆z +K(t)f(z) + σ(z)∂tW (x, t), on Σ(ρ0, y)× (t̃0, Tmax)
z ≥ u ≥ 0 on K1 := (∂D ∩ Σ(ρ0, y))× (t̃0, Tmax),
z = u on K2 := (D ∩ T (ρ0, y))× (t̃0, Tmax).
Consequently z and u satisfy in a weak form the same SPDE on Σ(ρ0, y) × (t̃0, Tmax)
while z ≥ u on K1 ∪K2 and z(·, t0) ≥ u(·, t0) on Σ(ρ0, y) almost surely (a.s.), hence by
the comparison principle, [10, Section 5.1], we deduce that z ≥ u almost surely (a.s.) on
Σ(ρ0, y)× (t̃0, Tmax).
Note that Σ(ρ0, y) contains an open set of the type Cδ(y)∩D and if we choose δ < µ0−ρ0
then the reflection of Cδ(y)∩D across T (ρ0, y) has a compact closure in D. We can repeat
the above construction for any y ∈ ∂D and the collection of all cylinders {Cδ(y)}y∈∂D
builds up an open cover of ∂D from which we can extract a finite subcover denoted by
Cδ(y1), ..., Cδ(y`) such that ∂D ⊆ Cδ(y1) ∪ ... ∪ Cδ(y`).
T (µ, y)
µ < µ0 − µ1
T (µ1, y) T (µ̄, y)








Figure 2. The moving plane parallel configuration
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Set D0 = D \
⋃̀
i=1















































taking also into account that u ≤ z on Cδ(yi)∩D and u = z on C ′δ(yi) a.s. by reflection.
Now since f(s) is increasing we finally deduce∫
D




and the proof of lemma is now complete. 
4.4. Finite-time blow-up. Henceforth, the nonlinearity f(s) is imposed to satisfy





<∞, for any b ∈ R. (4.16)
We first prove a blow-up result when the parameter λ is large enough.
Theorem 4.9. Suppose that (1.1)-(1.3) has a (unique) local-in-time solution u whose
existence is provided by Theorem 3.3 . Assume further that the nonlinearity f satisfies
conditions (4.1) and (4.16) as well as D ⊂ Rd, d ≥ 1, is convex and smooth enough as in
Theorem 4.6. Then u blows up in finite time for sufficiently large values of the parameter
λ, provided that ξ ∈ L2(Ω;H) with ξ(x) > 0 a.s. in D and ξ = 0 on ∂D.






















)q dx ds] (4.17)






σ(u(x, s))φ1(x) dx dW (s)
]
= 0.
For simplicity, hereafter, we will write u(x, t) and φ(x) as u and φ, respectively in the
integrand.
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Set Ψ(t) = E[û(t)], then by using again Fubini’s theorem, we deduce











)q dx ds], (4.18)
where Ψ0 = E [(ξ, φ1)H ] , or equivalently the initial value problem
dΨ
dt







, t > 0, Ψ(0) = Ψ0. (4.19)
By Lemma 4.8, we can construct D0 ⊂ D with D0  D such that∫
D
f(u) dx ≤ (`+ 1)
∫
D0
f(u) dx, almost surely (a.s.),
for some ` ∈ N. Let m1 = infx∈D0 φ1(x), then since D0  D we have m1 > 0. Hence∫
D





























Therefore by virtue of (4.20) and applying Jensen’s inequality twice, since both f(s) and















≥ Lf 1−q (E[û(t)]) = Lf 1−q (Ψ(t)) . (4.22)
Thus by virtue of (4.19) and (4.22) the differential inequality holds
dΨ(t)
dt
≥ −λ1Ψ(t) + λLf 1−q (Ψ(t)) , t > 0,
with initial condition Ψ(0) = Ψ0.
Define




























0 < Λ ≤ λL− λ1N <∞. (4.23)
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→∞ as t→ T ∗ ≤ T1. 
Next we prove that blow-up also occurs for large enough initial data.








where ζ = ζ(λ) is the largest root of the equation
α(s) := λL f 1−q(s)− λ1s = 0,
and L is the constant given by (4.21). Then the solution u of (3.4)-(3.5) blows up in finite
time.






satisfies the differential inequality
dΨ(t)
dt
≥ −λ1Ψ(t) + λLf 1−q (Ψ(t)) = α(Ψ(t)), t > 0,






Let ζ = ζ(λ) be the largest root of the equation α(s) = 0. Then by choosing Ψ0 > ζ


















for some positive constant Λ1. But the above relation entails that Ψ(t) blows up in finite













→∞ as t→ T ∗ ≤ T1. 
Remark 4.11. Theorems 4.9 and 4.10 both imply explosion in terms of the expectation
of the Lq−norm for any q ≥ 1 as well. Indeed, since φ1 is bounded and continuous on D
by applying Hölder’s inequality for each q ≥ 1 we derive












with r = q/(q − 1), which actually yields that the expectation of
the Lq−norm explodes in finite time Tq ≤ T ∗.




= ∆u+ F (u) + κu dβ(t), (x, t) ∈ DT , (4.26)
u(x, t) = 0, (x, t) ∈ ΓT , (4.27)
u(x, 0) = ξ(x), x ∈ D, (4.28)
where now {β(t), t ≥ 0} stands for a standard one-dimensional Brownian motion and κ





)q , 0 < q < 1.
The domain D ⊂ Rd, d ≥ 1, is still assumed to be convex as well as ΓT is smooth enough
so that it has the inside strong sphere property whereas the nonlinearity f(s) satisfies
(4.1) and (4.16). Thus, it is easily seen that the above problem satisfies the assumptions
of Lemma 4.8 and thus estimate (4.20) is still valid for its solution.
Next we show that the solution u of (4.26)-(4.28) exhibits a finite-time blow-up, induced




and thus under these circumstances a stronger type rather than blow-up in mean Lp−norm
takes place.
For that purpose we employ a different technique than the one in subsection 4.4,which
also provides an upper estimate of the probability of blow-up. To this end, we first
introduce the auxiliary random function
v(x, t) = e−κβ(t) u(x, t), (x, t) ∈ DT , (4.29)
and we follow closely the approach introduced in [20]. In order, to make our paper self-
contained, we present all the required steps in every detail.
By virtue of Itô’s Lemma, see [20, Proposition 1], it can be shown that v(x, t) satisfies
the following random PDE problem
∂v
∂t







, (x, t) ∈ DT , (4.30)
v(x, t) = 0, (x, t) ∈ ΓT , (4.31)
v(x, 0) = ξ(x), x ∈ D. (4.32)
Notably, (4.30)-(4.32) should be understood trajectorywise and classical results such as
existence, uniqueness and positivity of its a solution up to eventual blow-up can be found
in [24, Theorem 9, Chapter 7]. Note that the solution u of (4.26)-(4.28) blows up in finite
28 NIKOS I. KAVALLARIS AND YUBIN YAN







where again φ1 stands for the first Dirichlet eigenfunction of −∆ with corresponding
eigenvalue λ1 > 0, then by Definition 3.1 we have









(u(s), φ1) dβ(s). (4.33)
Next by virtue of (4.29) and Itô’s formula we derive


















Applying now integration by parts formula, see [44, Corollary 7.11, p. 119],























κ2e−κβ(s)(u(s), φ1) ds, for 0 < t < T,
see also [44, Definition 7.6].
Taking now into account (4.33) we finally get


























Consequently by virtue of (4.29) we have
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1−q for all s > 0 and some ε > 0, (4.36)









ṽ(t) + eεκβ(t)(ṽ(t))1+ε, 0 < t < T. (4.37)










Y(t) + eεκβ(t)(Y(t))1+ε , Y(0) = (ξ, φ1) := ξ0,















, 0 ≤ t < TY ,
we get that















denotes the maximum existence time of Y(t). Note that Y(t) exhibits finite-time blow-up





explodes in finite time on the event {TY < ∞}. Furthermore, TY is an upper bound of




v(x, t)φ1(x) dx ≤ ||v(·, t)||∞,
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it is also an upper bound of blow-up times for v and u. We are now ready to provide a
lower bound of the probability of blow-up for v and u. First, by (4.39) we have
















































, and ε̂ := κε
2
. Using the new time scale s 7→ s · ε̂2
we finally get












where ˆ̀ = `
ε̂
. The distribution of the integral term in (4.41) can be identified by either
using some formulas in [8, 19, 54] or otherwise by following the approach in [48] and







where the above relation should be understood in distributional sense. Here Z−ˆ̀ is a
random variable following the law





where Γ(·) stands for the standard Γ− function, cf. [1].
Consequently by (4.41)

















see also [8, formula 1.10.4(1)], and thus






In this manner we have shown the following
Theorem 4.12. Let the domain D ∈ Rd, d ≥ 1, be convex and smooth enough as in
Theorem 4.6. Assume further that the nonlinearity f(s) satisfies the growth condition
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(4.36). Then the probability that the solution of (4.26)-(4.28) exhibits finite-time blow-up






Remark 4.13. Note that relation (4.42) guarantees that the solution of (4.26)-(4.28)





which is in agreement with the result of Theorem 4.10.


























Therefore the bigger the value of the control parameter λ is then the more probable the
solution of (4.26)-(4.28) to exhibit finite-time blow-up becomes; the latter is also consistent
with the result of Theorem 4.9.
Remark 4.15. Note that for κ = 0, when problem (4.26)-(4.28) becomes deterministic
and thus u = v, then by (4.40) we derive that P [TY = +∞] = 0 provided that ξ1 > λ1/ε1 ,
recovering the probabilistic counterpart of [32, Theorem 2].
Remark 4.16. A global-in-time existence result for problem (4.26)-(4.28) can be derived
following the same lines as in [20, Theorem 5] once the non-linearity f(s) is strictly
positive, increasing and satisfies a growth condition of the form






)q ≤ C̃u1+ε for all u > 0,
for C̃ = C
(|D|f(0))q . In that case, a lower bound of the maximum existence time T > 0 for
the solution u of (4.26)-(4.28) can be also derived, see for example [20, Theorem 5].
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