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Abstract
Very long and noisy sequence data arise from biological sciences to social science including
high throughput data in genomics and stock prices in econometrics. Often such data are
collected in order to identify and understand shifts in trend, e.g., from a bull market to
a bear market in finance or from a normal number of chromosome copies to an excessive
number of chromosome copies in genetics. Thus, identifying multiple change points in a
long, possibly very long, sequence is an important problem. In this article, we review both
classical and new multiple change-point detection strategies. Considering the long history
and the extensive literature on the change-point detection, we provide an in-depth discussion
on a normal mean change-point model from aspects of regression analysis, hypothesis testing,
consistency and inference. In particular, we present a strategy to gather and aggregate local
information for change-point detection that has become the cornerstone of several emerging
methods because of its attractiveness in both computational and theoretical properties.
Keywords: Binary segmentation, Consistency, Multiple testing, Normal mean change-point
model, Regression, Screening and ranking algorithm.
1 Introduction
Studies of change-point detection problem date back to 1950s (Page, 1954, 1955, 1957). Since
then, this topic has been of interest to statisticians and researchers in many other fields such
as engineering, economics, climatology, biosciences, genomics and linguistics, just to name a
few. In many applications, observed are an ordered sequence of random quantities, from which
the change points, i.e., positions of structural change, are inferred. Examples of such sequences
include the daily average temperatures of a specific location over the years, the quantity of
some harmful elements, e.g., antimony, in the drinking water, stock prices at some time points
over a period, and recently, sequencing data in genomics. Depending on the goal of the data
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that are collected, detection of change points can be crucial for decision making or necessary for
understanding certain scientific issues. Many methods have been introduced to detect the change
of the mean, variance, slope of regression line, hazard rate, or nonparametric distribution for
various models. We refer to the books by Brodsky & Darkhovsky (1993, 2000); Carlstein et al.
(1994); Cso¨rgo¨ & Horva´th (1997); Chen & Gupta (2000) for various aspects for classical change-
point analysis, and to a recent article Lee (2010) for a list of comprehensive bibliography of
books and research papers on this topic. While this body of work constitutes a rich literature,
it mainly deals with the inference of a single change in a short or moderate sized sequence.
Detecting multiple change points in a very long sequence has emerged as an important problem
that has attracted more and more attention recently.
We review both classical and new multiple change-point detection strategies and discuss
their strengths and limitations by examining the general strategies, assessing the computational
complexity, and establishing the asymptotic theory. In particular, we present the distinctive
characteristic of multiple change-point model from the single change-point model, and give in-
sights on the strategies employed by state-of-the-art change-point detection methods. Some
interesting research directions are also discussed. We should point out that there exist a mas-
sive number of research papers on change-point detection or closely related topics. We will
concentrate mainly on frequentist approach and narrow our review and discussion to the so
called “posteriori change-point detection” problem according to the terminology of Fryzlewicz
et al. (2014). Even with this focus, it is impossible to do justice for all related work, and hence
we can offer only a selective overview.
The rest of paper is organized as follows. Section 2 introduces several formulations of multiple
change-point model and its distinct features. Section 3 reviews a variety of multiple change-
point detection techniques. Section 4 focuses on theoretical properties of these methods. Section
5 summarizes new strategies used by some recent methods. We end this paper with some
concluding remarks in Section 6.
2 Multiple change-point problem
2.1 From classical to modern data
Two datasets, Nile river data (Cobb, 1978) and British coal mine disaster data (Carlin et al.,
1992), plotted in Figure 1 (a) and (b), respectively, have been commonly used in classical
change-point analyses. The main focus of those analyses was to test whether there was a change
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(a) Nile river data
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(b) British coal mine disaster data
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Figure 1: Two classical data sets. (a) Measurements of the annual flow of the river Nile at
Ashwan 1871-1970. (b) Yearly counts of British coal-mining disasters between 1851-1962.
point along the sequence. Work on detection for multiple change points began in 1980’s (e.g.,
Vostrikova (1981); Yin (1988); Yao (1988); Yao & Au (1989)), although the applications seemed
limited during that decade. The advent of high-throughput technologies has produced high
dimensional data that are of great interest in statistical sciences, and not surprisingly, revitalized
the change-point analysis. In Figure 2, we plot a time series data set and a SNP array data set,
which represent typical modern applications of multiple change-point model. A key difference
between Figures 1 and 2 is the number of data points.
2.2 A variety of multiple change-point model formulations
Let Y = (Y1, ..., Yn)
> be a sequence of independent random variables (or vectors) with probabil-
ity distribution functions F1, ..., Fn, respectively. A change point occurs at τ when Fτ 6= Fτ+1.
The goal is to estimate the number of change points, J , and location vector of change points
τ = (τ1, · · · , τJ)>. We use the convention τ0 = 0 and τJ+1 = n throughout this paper. De-
pending on applications, we may assume that the distributions {Fi}ni=1 belong to a common
3
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Figure 2: Two contemporary data sets. (a) Log-returns on the daily closing values of S&P 500 of
length 2000, ending 26 October 2012. (b) Log R ratios of length 27272 along Chromosome 11 of
the subject father from a SNP genotying data set for a father-mother-offspring trio produced by
Illumina 550K platform, downloaded from http://www.openbioinformatics.org/penncnv/.
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parametric family or keep the setting nonparametric.
The simplest case where J ≤ 1 has been studied extensively. It is usually formulated as a
hypothesis testing problem,
H0 : F1 = F2 = · · · = Fn versus (1)
H1 : F1 = · · · = Fτ 6= Fτ+1 = · · · = Fn with unknown τ.
The first step is to test hypotheses J = 0 versus J = 1, and if we reject J = 0, the next step is
to make inference on the location parameter τ (Hawkins, 1977).
Both steps turned out to be much more complicated than they appeared. For example, even
if {Fi}ni=1 are Gaussian with equal variance, the exact distribution of the likelihood ratio test
statistic under H0 is formidable, and usually approximated by asymptotic or numerical methods
(Sen & Srivastava, 1975; Hawkins, 1977; Cso¨rgo¨ & Horva´th, 1997). The inference on τ has been
regarded as a difficult problem, and studied in Hinkley (1970); Worsley (1986); Siegmund (1988)
for normal mean model and one-parameter exponential families.
Concerning J > 1, a normal mean change-point model is typically employed, and here we
focus on this model. First of all, it is the most basic multiple change-point model (MCM). In fact,
even under this basic model, there are many challenging and open problems. Second, despite
the simplicity, it is useful in many applications including genomics and econometrics; see Braun
et al. (2000); Olshen et al. (2004); Zhang & Siegmund (2007); Niu & Zhang (2012); Frick et al.
(2014); Fryzlewicz et al. (2014), among many others. Third, detecting changes in a sequence
can often be reduced to the detection of mean changes in another derived sequence (Carlstein
et al., 1994; Brodsky & Darkhovsky, 2000). Last but not least, it serves as a benchmark model
for comparing different methods of detecting change points (Fryzlewicz et al., 2014). Next we
discuss a few formulations of the normal mean MCM.
2.2.1 Normal mean multiple change-point model
Consider a sequence of independent random variables Y1, · · · , Yn with Yi ∼ N (θi, σ2) and the
mean parameter shifts at J unknown locations as introduced above.
The normal mean MCM can be presented as
Yi = θi + εi, εi
iid∼ N (0, σ2), 1 ≤ i ≤ n, with (2)
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θ1 = θ2 = · · · = θτ1 6= θτ1+1 = · · · = θτ2 6= θτ2+1 = · · · · · · = θτJ 6= θτJ+1 = · · · = θn.
In other words, we assume that θ = (θ1, ..., θn)
> is piecewise constant with jumps or drops
at τ = (τ1, ..., τJ)
>.
Besides the piecewise structure, the change points are usually assumed to be sparsely located
along the sequence. Roughly speaking, it means that J is much smaller than n and change points
are not too close to each other. Therefore, we may view (2) as a high dimensional sparse model.
Moreover, its natural sequential structure is a distinct feature and crucial in developing efficient
algorithms.
2.2.2 A regression model
Let
β0 = θ1, βj = θj+1 − θj ; j = 1, ..., n− 1.
Then, model (2) is transformed to a linear model,
Yi =
i−1∑
j=0
βj + εi, i = 1, ..., n, (3)
or in matrix form
Y = Xβ + ε, (4)
where β = (β0, ..., βn−1)> is coefficient vector with J nonzero entries besides the intercept β0
and the design matrix X = (X0, ...,Xn−1), with Xj = (0>j ,1
>
n−j)
>. Here 1k and 0k are k-
dimensional column vectors with equal entries 1 and 0, respectively. We see that X is simply
a lower triangular matrix with all nonzero elements equal to 1. Model (3) is sparse when J is
much smaller than n.
We can observe from
θ = Xβ
that the columns of X spans the space of all piecewise constant vectors of length n. Note that
each column, say, (0>j ,1
>
n−j)
>, has only one discontinuity at j. Therefore, the piecewise constant
θ is a linear combination of piecewise constant vectors with a single discontinuity.
With this formulation, modern high dimensional sparse regression techniques can be applied
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to solve change-point problem directly; see e.g., Huang et al. (2005); Tibshirani & Wang (2008);
Rinaldo (2009); Zhang et al. (2010); Harchaoui & Le´vy-Leduc (2010); Qian & Jia (2012).
2.2.3 Multiple hypothesis testing
We can generalize the hypothesis testing problem for a single change in (1) to the multiple
change-point setting as
H0 : there is no change point versus H1 : at least one change point. (5)
Unfortunately, the alternative hypothesis above is too broad to be useful in practice. To be
specific about each location as a candidate of change, it becomes a multiple testing problem
which tests whether or not each of individual positions is a change point. In other words, we
test
H0(j) : j is a not change point; versus H1(j) : j is a change point, (6)
where j = 1, 2, ..., n− 1. In particular, for the normal mean model, H0(j) and H1(j) correspond
to βj = 0 and βj 6= 0 in model (3), respectively. This clearly involves a large number of tests. The
existing methods and theory on the control of false discover rate (FDR, Benjamini & Hochberg,
1995) can be applied if we ignore the the sequential structure in the data. However, if we want
to take advantage of the sequential structure, this is not a typical multiple testing problem. Hao
et al. (2013) attempted to address this problem by generalizing the concept of FDR and testing
a series of window-shifting hypotheses:
H0(j) : Fj+1−h = · · · = Fj+h versus (7)
H1(j) : Fj+1−h = · · · = Fj 6= Fj+1 = · · · = Fj+h,
where h is a fixed integer with the assumption that any adjacent change points must be least
h points apart. In practice, we may determine h when prior knowledge on the distances among
the change points is available. For the normal mean change-point model, (7) is reduced to
H0(j) : θj+1−h = θj+2−h = · · · = θj+h; versus
H1(j) : θj+1−h = · · · = θj 6= θj+1 = · · · = θj+h. (8)
Note that the alternative hypothesis in (7) is more specific than that in (6).
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2.3 Locality and symmetry
Relative to the single change point problem, MCM involves the unknown J which creates ad-
ditional difficulties to the case when J is known. MCM is also distinct from the single change
point problem in two other aspects.
The first one is the local nature of the MCM. Consider a simple normal mean model with
three change points at τ1 < τ2 < τ3 and assume that the error distribution is known. In order
to infer τ2, the best way is to use only the data between τ1 and τ3 as other data are irrelevant.
In practice, the error distribution is unknown, and the data outside the interval (τ1, τ3] may be
helpful only to learn the error distribution and find a threshold or stopping rule for some detection
procedure. On the other hand, misuse of the information outside of the interval (τ1, τ3] may bias
the inference on τ2. Therefore, ideally, an oracle procedure would divide multiple change-point
problem (2) into J simple and local subproblems, which are single change-point problems over
the segments (0, τ2], (τ1, τ3],..., (τJ−1, n], respectively. Although such a division is not feasible
in practice, it is still helpful to mimic the oracle by using local information.
The second one is symmetry. As in Olshen et al. (2004), we can connect the head and tail
of the sequence to make it a circle. Now, the MCM becomes symmetric. As a result, there is no
boundary effect and all locations play the same role. We should be cautious with this technique
when J is small, such as the single change point problem. The reason is that we might have a
priori knowledge on whether there is a change point where the head and tail connect. We may
lose such information using this circular model. Nevertheless, in many applications it is harmless
to consider this symmetric model. With this symmetry, it is interesting to study equivariant
detection tools.
Both the difficulties and uniqueness of MCM make it a more interesting and challenging
problem to investigate than the single change-point problem.
2.4 Signal strength levels of MCM
Change itself is a relative concept. Therefore, it is necessary for us to impose certain reasonable
assumptions to avoid non-identifiability. Intuitively, there are two situations where it is difficult,
if not impossible to detect a change point. The first case is when the mean shifts so small that
we cannot distinguish between a real change or an effect of noise. The second scenario is when
there are two (or more) change points so close to each other that we do not have enough data
to draw inference. Therefore, it is reasonable to measure the overall signal strength of normal
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mean MCM by S = δ2L, where L = min0≤κ≤J{τκ+1 − τκ} is the minimal distance between
change points and δ = min1≤i<n{|θi − θi+1|}/σ is the ratio of the minimal shift to the noise
level. We present in Table 1 some commonly used technical conditions. As we will see, the
existing methods work best when these assumptions are satisfied.
Table 1: Different signal strength levels of MCM (2) used in the literature. Here an  bn means
0 < 1M1 <
an
bn
< M2 <∞ as n→∞ for some constants M1, M2. ‖ · ‖∞ is infinity norm.
Signal strength level typical assumption typical conclusion
S1. very strong on L (A1) L  n, δ  1 (C1) ‖τˆ − τ‖∞ = OP (1)
S2. very strong on δ (A2) δ2  log n (C2) P(τˆ = τ )→ 1
S3. strong (A3) δ2L  log n (C3) δ2‖τˆ − τ‖∞ = OP (1)
S4. weak (A4) N/A (C4) FDR control
Early work such as Yao (1988); Yao & Au (1989) usually assumed that τ/n→ t, a constant
vector, and the mean shifts at change points and the noise variance σ2 remain constants as
n → ∞. Under these assumptions, ‖τˆ − τ‖∞ = OP (1), which is the optimal result (unless
δ → ∞). An equivalent formulation is to assume that there is a fixed piecewise constant
function on the interval [0, 1] to be estimated as the number of observations n→∞. This result
extended the theory from the single change-point case to the multiple change-point case, but
may not be applicable to some modern applications when the sequence is long and some change
points are close to each other. Rinaldo (2009); Qian & Jia (2012) used regression approach and
obtained the consistency result P(τˆ = τ ) → 1. But they required δ2  log n, which may be
unrealistic in practice. On the other hand, Arias-Castro et al. (2005) showed that δ2L ≥ 2 log n
is a necessary condition to recover all change points even for an MCM with two change points.
Hao et al. (2013) further showed that δ2‖τˆ − τ‖∞ = OP (1) under a slightly relaxed condition
δ2L ≥ 32 log n. It remains an open problem to find weakest possible sufficient and necessary
conditions on δ2L for full recovery of all change points. When the signal is not strong enough
for us to recover all change points, it is desirable to control the false positives. As discussed by
Hao et al. (2013), it is challenging to establish a reasonable framework for this atypical multiple
testing problem.
3 Multiple change-point detection tools
For multiple change-point problem, the main goal is to estimate the number of change points
and their locations. In this section, we review some classical and new approaches to identifying
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change points. From now on, we use J∗ and τ ∗ = (τ∗1 , ..., τ∗J )
> to denote the true number of
change points and their location (in ascending order) vector of a specific data generating process.
3.1 Exhaustive search
Ignoring its computational complexity, an exhaustive search among all possibilities 0 ≤ J ≤ n−1
and 0 < τ1 < · · · < τJ < n can be applied. Define ΓJ = {τ = (τ1, ..., τJ) : 0 < τ1 < · · · < τJ < n}
the set of all possible ordered J-dimensional vectors representing locations of J change points.
For any J , define
σˆ2J = min
τ∈ΓJ
σˆ2τ ,
where σˆ2τ is the maximum likelihood estimator for variance conditional on the change-point
location τ . Yao (1988) showed the consistency property of the estimator Jˆ determined by
Bayesian Information Criterion (BIC)
Jˆ = argmin
J
n
2
log σˆ2J + J log n. (9)
Furthermore, Yao & Au (1989) showed the convergence rate of the location estimator
τˆκ − τ∗κ = OP (1), 1 ≤ κ ≤ J∗, (10)
where τˆ = (τˆ1, ..., τˆJ∗)
> = argminτ∈ΓJ∗ σˆ
2
τ , and J
∗ is the true number of change points, which
can be estimated consistently by (9).
Exhaustive search among all possible subsets is not efficient from a computational point
of view, and too intensive when n is large. Making use of the sequential structure, dynamic
programming techniques can be applied to reduce the computational burden down to the order
of O(n2) (Braun et al., 2000; Jackson et al., 2005). Killick et al. (2012) further reduced the
complexity to O(n), under, however, an assumption which may not be practical in applications
(Fryzlewicz et al., 2014).
3.2 Stepwise selection
Stepwise selection is a popular substitute for the exhaustive search with reduced complexity
and simple implementation. Forward and backward selection methods are well-known stepwise
procedures in model selection. Both of them can be applied to the change-point problem. In
particular, the forward selection method, which is called binary segmentation (BS), has been
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studied for a long time (Scott & Knott, 1974; Vostrikova, 1981). Recently, circular binary
segmentation (CBS, Olshen et al., 2004) and wild binary segmentation (WBS, Fryzlewicz et al.,
2014) have been proposed enhance the power of BS in identifying short segments. In contrast,
the backward selection procedure has not been widely used for change point detection with the
exception of Shin et al. (2014).
3.2.1 Forward selection approach
We now introduce the binary Segmentation algorithm (Scott & Knott, 1974; Vostrikova, 1981).
It is a forward stepwise method with the following steps.
Step 1: Test for no change point versus one change point (1). If H0 is not rejected, stop.
Otherwise, estimate the first change point τˆ , which divides the whole sequence into two segments;
Step 2: Test these two segments, respectively, for further segmentation;
Step 3: Repeat the procedure for each segment until no one can be segmented further.
We illustrate here a special BS algorithm for solving model (2) with known variance σ2 = 1
based on the likelihood ratio method. BS tests the hypotheses recursively in each segment. The
following is for the initial segment and the rest is similar.
H0 : θ1 = · · · = θn, versus
H1 : θ1 = · · · = θj 6= θj+1 = · · · = θn for some 1 ≤ j < n. (11)
A likelihood ratio type statistics
T1 = max
1≤j≤n−1
(−2 log Λj) (12)
can be used (Sen & Srivastava, 1975), where
− 2 log Λj = (Y¯j+ − Y¯j−)2/[j−1 + (n− j)−1], (13)
and Y¯j− =
∑j
k=1 Yk/j and Y¯j+ =
∑n
k=j+1 Yk/(n − j). Moreover, when the alternative is sup-
ported, the segment can be divided into two parts by jˆ, obtained from
jˆ = argmax
1≤j≤n−1
(−2 log Λj). (14)
The distribution of T1 under H0 can be approximated numerically or asymptotically. We refer
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to Cso¨rgo¨ & Horva´th (1997) for asymptotic properties of T1 and jˆ.
The main drawback of the BS algorithm is that it can rarely detect short segments embedded
in the middle of long segments (Olshen et al., 2004; Fryzlewicz et al., 2014; Shin et al., 2014).
To increase the power for the BS algorithm in detecting short segments, Olshen et al. (2004)
proposed the Circular Binary Segmentation (CBS) algorithm. The main idea is to splice two
ends of the segment to make it a circle and check whether there exists a segment, say between
l and r, such that its mean is significantly different from the mean of the remaining part.
In particular, they considered and applied recursively a test of no change against a so-called
epidemic alternative, as described below.
H0 : θ1 = · · · = θn, versus (15)
H1 : θ1 = · · · = θl = θr+1 = · · · = θn 6= θl+1 = · · · = θr for a pair l < r.
Here the alternative hypothesis is called epidemic in analogy to an epidemic running from l
through r after which the normal state is restored (Levin & Kline, 1985; Yao, 1993). Similarly
to (13), we can calculate the log likelihood ratio for a fixed pair (l, r),
− 2 log Λl,r = (Y¯I − Y¯O)2/[(r − l)−1 + (n− r + l)−1], (16)
where the outside mean Y¯O =
∑
k≤l or k>r Yk/(n−r+ l) and inside mean Y¯I =
∑r
k=l+1 Yk/(r− l).
Therefore, one may use
T2 = max
1≤l<r≤n
(−2 log Λl,r)
as a test statistic for problem (15).
Since the CBS algorithm considers all pairs of points when calculating the test statistic,
it is more powerful in detecting the short segments and has become one of the most popu-
lar algorithms in some applications such as copy number variation detection. However, it is
computationally more expensive than BS.
Recently, Fryzlewicz et al. (2014) proposed the wild binary segmentation (WBS) to improve
BS algorithm. Instead of the global test (11), WBS considers the same test on a random segment
[s, e], i.e.,
H0 : θs = · · · = θe, versus
H1 : θs = · · · = θj 6= θj+1 = · · · = θe for some s ≤ j < e. (17)
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The test statistic T
[s,e]
1 and jˆ
[s,e] are defined similar to T1 and jˆ in (12) and (14). WBS first
draws random intervals [sm, em] ⊂ [1, n], m = 1, ...,M and defines the first change point as
jˆWBS = jˆ
[smˆ,emˆ], where mˆ = argmax
1≤m≤M
T
[sm,em]
1 .
Then WBS repeats the same procedure on each segment until some stopping rule is met. WBS
offers one way to localize the BS procedure using local and random intervals instead of the whole
segment in segmentation.
3.2.2 Backward selection approach
Shin et al. (2014) considered a backward detection (BWD) procedure. It starts with n groups,
each of which contains only one data point, and then merges groups based on some criterion
until a stopping time. This is similar to the bottom-up clustering analysis where small clusters
in the lower levels are joined to form larger ones in the upper levels. Specifically,
1. Start with a superset G(0) = {G(0)1 ,G(0)2 , · · · ,G(0)n } where G(0)i = {i}.
2. At step k given G(k−1) = {G(k−1)1 ,G(k−1)2 , · · · ,G(k−1)n−k+1}, a decision is made to merge two
consecutive groups in G(k−1). Say, if G(k−1)i and G(k−1)i+1 are merged to one group, then in
G(k),
G(k)j =

G(k−1)j , if j < i;
G(k−1)j ∪ G(k−1)j+1 , if j = i;
G(k−1)j+1 , if j > i.
3. Either stop if a stopping criterion is met; or complete the whole process and then determine
a best model along the sequence G(k), 0 ≤ k ≤ n.
For the normal mean model (2), Shin et al. (2014) employed a dissimilarity index to decide
which pair of segments to merge in each step k. The dissimilarity index between two groups is
defined as
DI
(k−1)
j = DI(G(k−1)j ,G(k−1)j+1 ) =
∣∣∣Y¯ (k−1)j − Y¯ (k−1)j+1 ∣∣∣√
|G(k−1)j |−1 + |G(k−1)j+1 |−1
, (18)
where Y¯
(k−1)
j =
1
|G(k−1)j |
∑
m∈G(k−1)j
Ym, and |G(k−1)j | is the cardinality (i.e., size) of the set G(k−1)j .
Thus for i = argminj DI
(k−1)
j , G(k−1)i and G(k−1)i+1 are merged at step k . In other words, at each
step, BWD merges two consecutive groups with the minimal dissimilarity index. In fact, (18) is
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essentially the log likelihood ratio test statistic for
H0 : G(k−1)j and G(k−1)j+1 have the same mean, versus
H1 : G(k−1)j and G(k−1)j+1 have different mean. (19)
3.2.3 Summary
The pros and cons of forward and backward stepwise procedures are analogous to those in model
selection. In practice, there is little harm in using both and then comparing results. The BS
algorithm takes O(n) operations for each step, and O(log n) steps in the worst scenario. So the
total complexity is O(n log n). The CBS optimizes over all pairs of points so the complexity is
increased by an order of magnitude. In general, BS and CBS are easy to implement, and early
stopping rule can be applied to accelerate the procedures (Venkatraman & Olshen, 2007). BWD
is also easy to implement and of complexity O(n log n) (Shin et al., 2014).
3.3 `1-penalization
We discussed in Section 2.2.2 that detecting change points is essentially a regression problem
with sparsity. Therefore, it is not surprising that there have been attempts to use the methods
from penalized regression to the detection of change points. Huang et al. (2005); Harchaoui &
Le´vy-Leduc (2010) studied the following optimization problem
minimize ||Y − θ||2 subject to
n−1∑
j=1
|θj − θj+1| ≤ s. (20)
Through reparametrization βj = θj+1 − θj , the above optimization problem is equivalent to
minimize ||Y −Xβ||2 subject to
n−1∑
j=1
|βj | ≤ s, (21)
which gives the LASSO solution for regression model (4). (20) and (21) are usually solved
through their dual forms
minimize ||Y − θ||2 + λ
n−1∑
j=1
|θj − θj+1| or ||Y −Xβ||2 + λ
n−1∑
j=1
|βj |,
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where λ
∑n−1
j=1 |θj − θj+1| is called the total variation penalty, λ
∑n−1
j=1 |βj | is called `1 penalty or
LASSO penalty.
Furthermore, Tibshirani & Wang (2008) applied the fused LASSO (Tibshirani et al., 2005)
for change-point detection. In particular, they estimated θ through the following constrained
optimization:
minimize ||Y − θ||2 subject to ||θ||`1 ≤ s1,
∑
j
|θj − θj+1| ≤ s2, (22)
or equivalently,
minimize ||Y −Xβ||2 subject to
n∑
j=1
∣∣∣∣∣
j−1∑
k=0
βk
∣∣∣∣∣ ≤ s1,
n−1∑
j=1
|βj | ≤ s2.
The difference between (20) and (22) lies in whether θ is also assumed to be sparse. In the
context of detecting chromosome copy number variations, it is reasonable to assume that θ
is sparse because of the discrete nature of the copy numbers. From the methodological and
computational perspectives, the solution for (22) can be obtained by simply thresholding the
solution of (20) (Friedman et al., 2007). Hence, there is little loss of generality by focusing on
(20) and (21).
For the `1 penalization methods, standard regression solvers such as the LARS (Efron et al.,
2004) and coordinate decent algorithm (Friedman et al., 2007) can be used to solve optimization
problem (21). The complexity of some related change-point detection algorithms can achieve
O(Kmaxn log n), where Kmax is an upper bound for the number of change points (Harchaoui &
Le´vy-Leduc, 2010).
It is crucial to determine the values of tuning parameters in these procedures. Some tuning
parameter selection methods have been used in the literature. In particular, Huang et al.
(2005) proposed to choose s empirically. They examined the solutions of (20) for an increasing
sequence of s. As more change points are added into the model with larger values of s, they
chose to stop increasing s when the resulted mean difference at the new change point is not
big enough. Tibshirani & Wang (2008) estimated s1 and s2 for (22) based on heavily and
moderately smoothed versions of Y, respectively. Harchaoui & Le´vy-Leduc (2010) gave an
asymptotic order of the tuning parameter λ in the dual optimization problem. Friedman et al.
(2007) recommended cross-validation to select tuning parameters for the fused LASSO. As stated
in Rinaldo (2009), it is an important open problem to find the optimal values for the parameters.
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3.4 Screening and ranking algorithm
A Screening and Ranking algorithm (SaRa) has been studied in Niu & Zhang (2012); Hao et al.
(2013) to detect change points. For the normal mean model (2), they considered the locally
defined statistic at each position h ≤ j ≤ n− h,
Dh(j) =
 j+h∑
k=j+1
Yk −
j∑
k=j−h+1
Yk
 /h,
where h is a fixed bandwidth. Essentially, Dh(j) is the likelihood ratio test statistic for the local
testing problem (8). Hence, the sequence {Dh(·)} roughly measures the relative likelihood for
each position to be a change point. The SaRa proceeds as follows. First, it calculates Dh(·)
and finds all local maximizers of |Dh(·)|. Here, j is a local maximizer if |Dh(j)| ≥ |Dh(k)| for
all k ∈ (j − h, j + h). Second, the SaRa estimator is obtained by applying a thresholding rule
|Dh(·)| > λ to all local maximizers. Consequently, the estimated change point locations are a
set of ordered positions
Jh,λ = {τˆκ : τˆκ is a local maximizer of |Dh(·)|, and |Dh(τˆκ)| > λ}.
Let Jˆ = |Jh,λ|. We let τˆ = (τˆ1, ..., τˆJˆ)> denote the SaRa estimator.
In fact, the SaRa procedure can be described as a modified version of binary segmentation.
At the first step, |Dh(·)| is calculated and its global maximizer divides the sequence into two
segments. Then in each segment, we can repeat the same procedure until the maximum of
|Dh(·)| is below some threshold for each segment. Therefore, the difference between the SaRa
and BS is the use of a local or global likelihood ratio test statistic as the basis of optimization.
The SaRa has several advantages. First, the test statistic does not have to be recalculated every
step. Second, one does not have to conduct the SaRa stagewisely, and a unified threshold can
be applied simultaneously. Moreover, with the framework of the SaRa, it is possible to solve
change-point problem as a multiple testing one (8).
The computational complexity of the SaRa is only at O(n) because the sequence Dh(·) can
be calculated by a recursive formula (Niu & Zhang, 2012).
3.5 SMUCE
Frick et al. (2014) introduced a new change-point detection tool called simultaneous multiscale
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change-point estimator (SMUCE). It estimates the mean vector θ by solving an optimization
problem
minimize |J(θ)| subject to Tn(Y,θ) ≤ q, (23)
where |J(θ)| is the number of change points along piecewise constant vector θ, Tn(Y,θ) is a
multiscale statistic defined below and q is a threshold. For a fixed θ,
Tn(Y,θ) = max
1≤i≤j≤n;θi=θi+1=···=θj
[√
2T ji (Y, θi)−
√
2 log
en
j − i+ 1
]
, (24)
where T ji (Y, θi) is a local log-likelihood ratio test statistic for testing H0 : θ = θi versus H0 :
θ 6= θi on the interval [i, j]. In the context of normal mean MCM,
T ji (Y, θi) =
j − i+ 1
2
(Y¯ ji − θi)2,
where Y¯ ji =
1
j−i+1
∑j
`=i Y`. Note that T
j
i is defined only on the interval [i, j] where θ is constant
and it reflects the local discrepancy of the model θ and the data. That is, Tn(Y,θ) is an
aggregation of local statistics T ji . Nevertheless, (23) is a global optimization problem. Frick
et al. (2014) employs dynamic programming technique to solve SMUCE. The general complexity
is O(n2), and may be reduced under certain conditions. In a recent work, Pein et al. (2015)
further extended SMUCE to the heterogeneous case.
4 Consistency, convergence rate and simultaneous inference
In this section, we discuss theoretical results on change-point analysis. Recall that for normal
mean MCM (2), we define L = min0≤κ≤J{τκ+1− τκ}, δ = min1≤i<n{|θi− θi+1|}/σ, and S = δ2L
which represents the overall signal strength. For asymptotic theory, we typically assume that
all model parameters and these important quantities depends on n and study the asymptotic
behavior of an estimator τˆ as n→∞.
4.1 Simple cases
Models (11) and (15) are the two simplest and best understood change-point models. We start
with the single change-point model (11), studied in, e.g., Hinkley (1970); Cso¨rgo¨ & Horva´th
(1997). If H1 is true, and the change-point location τ and mean jump at the change point
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δ = |θτ+1 − θτ |/σ satisfy either of the following two conditions
0 <
τ
n
→ t < 1, δ → 0, with lim
n→∞
nδ2
log log n
=∞; (25)
τ
n
→ 0, δ → 0, with lim
n→∞
τδ2
log log n
=∞, (26)
then the maximum likelihood estimator τˆ = jˆ in (14) satisfies
δ2|τˆ − τ | = OP (1). (27)
For a less challenging setting δ → c > 0, it implies
|τˆ − τ | = OP (1). (28)
It was regarded as a result of inconsistency in Hinkley (1970) because there is no way to recover
exact change-point location with an overwhelming probability. But at the same time, it was
interpreted as a consistency result in the literature since it indicates∣∣∣∣ τˆn − τn
∣∣∣∣ = OP ( 1n
)
. (29)
That is, if we embed the sequence into the unit interval, the change-point location τn can be
estimated consistently with the convergence rate 1n . This is an optimal result and the conditions
(25) and (26) can not be relaxed further (Cso¨rgo¨ & Horva´th, 1997).
Arias-Castro et al. (2005) studied the epidemic change-point model (15) and concluded that
no method can detect the mean shift reliably when δ2(r− l) < 2 log n. Moreover, they proposed
a near-optimal procedure which can efficiently and reliably detect the mean shift segment if
δ2(r − l) is slightly above 2 log n. Their work suggests that 2 log n be the optimal detection
threshold for (15) and offers a benchmark for the necessary conditions to solve the general
change-point problem.
4.2 General cases
For general cases, the consistency result includes two parts, on the number J∗ and location τ ∗
of change points. That is,
lim
n→∞P (Jˆ = J
∗) = 1, (30)
δ2‖τˆ − τ ∗‖∞ = OP (1). (31)
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Such results have been obtained by Yao (1988); Yao & Au (1989) for the exhaustive search
method under an asymptotic setting that J∗ and δ are fixed, and τ ∗/n → t as n → ∞, where
t = (t1, · · · , tJ∗)> with 0 < t1 < · · · < tJ < 1 is a constant vector. This asymptotic framework
corresponds to category S1 listed in Table 1 of Section 2.4.
Using regression approach and the LASSO techniques, Rinaldo (2009); Qian & Jia (2012)
obtained consistency result P(τˆ = τ ∗)→ 1. However, a strong condition δ2  log n is typically
required in most of the related theory with an exception of Harchaoui & Le´vy-Leduc (2010).
We listed this framework as category S2 in Table 1. The result is less useful because it relies
only on big mean changes and not on the distance between the change points.
We should note that a naive approach can also achieve the consistency.
Proposition 1 Let zj = Yj+1−Yj for j = 1, ..., n−1. Consider a naive estimator τˆnaive(c) that
is the vector of ordered elements in set {j : |zj | > c, 1 ≤ j ≤ n − 1}. With δ = minj∈τ∗ |θj+1 −
θj |/σ > 4
√
log n, we have P(τˆnaive(c) = τ
∗)→ 1 for c = 2σ√log n.
Proof. Consider two events A = {|zj | > c for all j ∈ τ ∗} and B = {|zj | < c for all j /∈ τ ∗}.
It is sufficient to show P(A ∩ B)→ 1 as n→∞. By definition, we have zj ∼ N (θj+1 − θj , 2σ2)
for all 1 ≤ j ≤ n− 1. Define z˜j = (zj − (θj+1 − θj)) /(
√
2σ) ∼ N (0, 1). Then
P
(
max
1≤j≤n−1
{z˜2j } < 2 log n
)
→ 1, n→∞,
which implies P(A∩B)→ 1, provided c = 2σ√log n and δ > 4√log n. It is easy to see that the
result holds for δ > 2(
√
log n+
√
log J∗) if the number of change points J∗  n. 
Following the work reviewed in Section 4.1, there is a series of results that relax the conditions
such as S = δ2L > C log n or S  log n. In particular, Harchaoui & Le´vy-Leduc (2010)
studied `1 penalization approach and showed consistency result with a rate slightly slower than
OP (log n/δ
2) for change-point locations, under the condition δ2L  log n. Hao et al. (2013)
obtained optimal OP (1/δ
2) convergence with condition δ2L > 32 log n for the SaRa. Fryzlewicz
et al. (2014) proposed WBS which requires δ2L  C log n for sufficiently large C to achieve
convergence rate OP (log n/δ
2). SMUCE also requires δ2L log n (Frick et al., 2014). In spite
of these results, the optimal condition to achieve consistency remains to be an open issue.
We presented above sufficient conditions for different methods to obtain consistency result.
However, the necessary conditions are rarely discussed in the literature. Loosely speaking,
S ≥ 2 log n appears necessary as we discussed in Section 4.1. Nonetheless, finding necessary
conditions to assure consistency is an important line of inquiry.
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4.3 Simultaneous inference
Hinkley (1970); Worsley (1986); Siegmund (1988) studied confidence interval construction for
single change point models. For MCM, it is natural to ask how to
1. construct simultaneous confidence intervals for change-point locations and
2. assign significance simultaneously for all detected change points.
These two questions are distinct but related. The first one concerns with assessing the accuracy
and uncertainty of a point estimator for change-point location. When the signal strength is
relatively weak, it may not be practical to recover and construct confidence intervals for all
change points. However, it is desirable to assign significance level for each detected change
point, which will help to identify as many change points as possible while controlling for false
positives.
As far as we know, not much work has been done on these important topics until very
recently. Frick et al. (2014) proposed SMUCE to construct confidence intervals for multiple
change points as well as the stepwise mean function. In addition, the familywise error rate
(FWER) for estimated change points can be controlled through a tuning parameter. Hao et al.
(2013) discussed the second question and established a framework to control FDR via the SaRa.
In particular, they considered the multiple testing formulation introduced in Section 2.2.3. A key
point is that, for each change point detected by the SaRa that is a false positive, the distribution
of p value for the local test (8) can be obtained. Hence, the significance levels of all detected
change points can be assigned by a simple transformation of the local test statistic. Moreover,
the detected change-point locations are well separated so the FDR can be assessed easily by
standard Benjamini-Hochberg procedure (Benjamini & Hochberg, 1995).
For any error control procedure, one important and subtle point is to define “true positive” for
a detected change-point location. In a standard multiple testing framework without a sequential
structure among the tests, it is straightforward to define a true positive. However, this is overly
restrictive for change-point problems. Recall that in (6)-(8) H1(j) is true when j is a change
point. In the classical results such as the one presented in (28), the detected change point
location is not expected to be exactly the same as the true one with overwhelming probability.
That is, it is very likely that H0(j) is rejected when the position j is close to a true change
point. Obviously, it is reasonable to treat it as true positive if H0(j) is the only rejected null
hypothesis in a small neighborhood of a true change-point location τ . This strategy was used
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in Hao et al. (2013). In particular, they treated an estimate τˆ as revealing a true change point
τ if they are close enough, say, |τˆ − τ | < h, where h is the same window size as in (8).
Except SaRa and SMUCE, the methods for MCM have not been well understood theoreti-
cally, and it remains to establish an inferential framework for those methods.
5 Aggregating local information
For some of aforementioned algorithms including exhaustive search, dynamic programming,
`1-penalization, BS and CBS, all the data are involved directly and simultaneously in an opti-
mization procedure or the initial step of a sequential test procedure. We may call them global
methods, which have been playing a dominant role in change-point analysis. On the other hand,
a variety of local methods have been developed recently. Those local methods share a common
strategy, i.e., to first gather and then aggregate local information. Among the methods reviewed
in this paper, we may consider the SaRa, WBS and BWD as examples of local methods. In
addition, SMUCE also shares a similar spirit.
Change-point inference is often stated in a hypothesis testing framework of the form (5).
Exhaustive search aims to solve (5) directly by searching for the strongest evidence against the
null hypothesis over all possible location combinations. Forward stepwise methods BS and CBS
solve testing problems of types (11) and (15) recursively. In contrast, local methods start from
various localized versions of (11). For example, the SaRa focuses on a sequence of local tests (8),
and makes decision based on local maxima of the test statistic sequence and a global thresholding
rule; WBS considers test (17) defined on a random interval [s, e], and then combines the test
statistics over a set of random intervals; BWD considers a sequence of local test problems (19) at
each step, and retain a single null hypothesis by comparing local test statistics. We see that the
SaRa, WBS and BWD focus first tests on small local segments then make decisions based on an
aggregation of the local test statistics. Note that for BS and CBS, the alternative hypothesis is
never truly correct except the very last step. Therefore, the signal brought by each change point
may be weakened by other change points, leading to reduced power. To elaborate, consider a
sequence of Gaussian random variables of length n = 1000 with mean θi = 1 when 500 < i ≤ 510
and 0 otherwise. When BS is applied, the test statistic (12) may not be significant as the signals
brought by the two change points are neutralized. Thus, aggregating local tests should avoid
signal cancellation caused by multiple change points. As illustrated in Section 2.3, a good
method may mimic the oracle to perform single change-point test on small segments, each of
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which has at most one change point. To this end, WBS draws a set of random segments in each
step and hopes that some of these segments are close to the ones in the oracle division; SaRa
checks a small neighborhood of each position; BWD builds up segments adaptively from the
data beginning with single point segments. SMUCE estimates change points by solving a global
optimization problem. Nevertheless, the employed multiscale statistic (24) can be considered as
an aggregation of local statistics.
In spite of these recent developments, researchers are still looking for better methods to
aggregate local information, especially, when little information on the distances among change
points is available. One difficulty is how to determine a local neighborhood when calculating a
local statistic. Intuitively, it may involve two or more change points if too large neighborhood
is used. On the other hand, it may reduce the power if a small neighborhood is used. Moreover,
it may not be straightforward to compare and aggregate local statistics if they are calculated
based on neighborhoods having different sizes.
6 Concluding remarks
In spite of recent rapid developments on this topic, there are many interesting and open research
directions to explore such as optimal detection and simultaneous inference for multiple change
points. In contrast to classical approaches which solve global optimization to estimate change
points, there are emerging new methods which decompose MCM into a set of local problems,
and then gather and aggregate local information to solve MCM. There are several advantages
to this strategy. First, the local information is usually summarized by a single statistic for each
local problem. A typical approach to aggregating these statistics is to find (local or global)
extreme values. Therefore, the computation is less expensive as no complex optimization is
involved. Second, these local statistics together bring more information than a point estimator
so inference is possible. For example, in the SaRa, local maxima are extracted to represent the
likelihood for the presence of change points, and the local statistics around local maxima are
ignored but potentially useful for inference. So far, besides recent works (Hao et al., 2013; Frick
et al., 2014), a solid framework for inference on multiple change points based on local methods
is lacking. It is important to find the best way to gather and aggregate the local information.
Without prior knowledge, a change point may be located anywhere along the sequence. It is
well known that there is no optimal test for (1) because of the indeterminacy of the change-point
location (Sen & Srivastava, 1975). We may have one procedure that is more powerful when the
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change point is in the middle and the other one more powerful when it is close to the boundary.
As illustrated in Section 2.3, we may consider the circular model to make the change-point
problem symmetric. The symmetry comes from the finite group action Zn to the change-point
locations, where Zn is a cyclic group of order n. Under this new formulation, we may study
equivariant change-point detection procedures. Among the aforementioned algorithms, CBS is
designed to solve the circular model, while exhaustive search, SMUCE, SaRa and BWD are
able to solve the circular model after slight modifications. Studying theoretical properties of
equivariance procedures for the symmetric model remains an open topic.
It seems that two striking features of MCM, i.e., locality and symmetry, have not been
emphasized in the literature. We hope that this paper can stimulate more research on these
aspects.
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