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Abstract
We study the continuum model for epitaxial thin film growth from Phys. D 132 (1999) 520–
542, which is known to simulate experimentally observed dynamics very well. We show existence,
uniqueness and regularity of solutions in an appropriate function space, and we characterize the
existence of nontrivial equilibria in terms of the size of the underlying domain. In an investigation
of asymptotical behavior, we give a weak assumption under which the ω-limit set of the dynamical
system consists only of steady states. In the one-dimensional setting we can characterize the set of
steady states and determine its unique asymptotically stable element. The article closes with some
illustrative numerical examples.
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The epitaxial growth of nanoscale thin films has recently received increasing interest in
materials science. A major reason for this interest is that compositions like YBa2Cu3O7−δ
(YBCO) are expected to be high-temperature super-conducting and could be used in the
design of semi-conductors. The complex process of building up a thin film layer on a
substrate by chemical vapor deposition has now given rise to several descriptions and sim-
ulations by atomistic as well as by continuum models (cf., e.g., [25,26] for an extensive
survey of the corresponding literature). One of the outstanding challenges is to understand
these growth processes qualitatively and quantitatively, so that control laws can be formu-
lated which optimize certain film properties, e.g., flatness, conductivity, etc.
In the present article, we investigate the continuum model for epitaxial thin film growth
that Ortiz et al. proposed in [25], based upon phenomenological considerations by Zang-
will [34]. Numerical simulations with this fourth-order parabolic equation correctly mimic
certain important properties of epitaxial film growth which are known from experimental
observations. First, the mean deviation of the film profile increases over time, known as
roughening. After some initial period, islands form “explosively” in the substrate, where
the number of islands decreases over time, whereas their size increases, a process called
coarsening. Finally, in the long run the film profile tends to exhibit a constant slope, regard-
less of the choice of the initial condition. A theoretical treatment of roughening, coarsening,
and the constant slope can be found in [25]. Control problems with this underlying model
have been considered in [4,27].
Although the model appears to be very successful in simulating the experimental ob-
servations, to our knowledge there are neither results about existence, uniqueness, and
regularity of solutions, nor about steady states and their stability. In Section 1 of the present
article we briefly derive the model equation and formulate it in an appropriate function
space. There, we can prove existence, uniqueness, and regularity of solutions (Section 2).
Moreover, Section 3 shows that under a weak assumption the ω-limit set of our dynamical
system consists of steady states. After characterizing the existence of nontrivial solutions
in terms of the size of the underlying domain, we characterize the steady states in the
one-dimensional setting, and we determine the unique asymptotically stable steady state.
As a consequence we find that positivity of solutions is not necessarily preserved by the
model. Finally, Section 4 illustrates our results with some numerical examples, where the
numerical method bases upon the scheme presented in Section 2.
1. The model
Let us first sketch the lines along which the studied model is derived. Due to Zang-
will [34], for a spatial variable x in the domain Ω = [0,L]2, the height u(x, t) of a film in
epitaxial growth can be described by the basic model
ut = g−∇ · j + η (1.1)
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denotes the deposition flux, j = j (x, t) comprises all processes which move atoms along
the surface, and η= η(x, t) is some Gaussian noise.
The phenomenological approach is to expand j in ∇u and powers thereof, and to keep
only “sensible” terms (see [34] for details). This yields
j =A1∇u+A2∇(∆u)+A3|∇u|2∇u+A4∇|∇u|2
with constants A1, . . . ,A4 in the growth law (1.1).
Ortiz et al. [25] modify this model in several respects. In particular, they show that
A4 = 0 if Onsager’s reciprocity relations hold, they drop the noise term η for their analysis,
and they introduce a transition function which models the energetics of the boundary layer
at the film/substrate interface. In our subsequent analysis we will neglect the influence
of this transition function, as it contributes to the film growth only in its initial stage by
altering certain stability properties temporarily. For an extensive study of the role of the
transition function, cf. [28].
The model now is governed by the following fourth-order nonlinear evolution equation:
ut +A1∆u+A2∆2u+A3∇ ·
(|∇u|2∇u)= g. (1.2)
The spatial derivatives in (1.2) have the following physical interpretations:
A1∆u: diffusion due to evaporation–condensation [9,21],
A2∆2u: capillarity-driven surface diffusion [16,21],
A3∇ ·
(|∇u|2∇u): (upward) hopping of atoms [7].
In fact, the atomistic model in [7] assumes that a deposited atom of coordination number
Nc  4 is allowed to hop with increasing Nc. Upward hops are allowed in the model,
whereas the atom becomes immobile for Nc > 4. Combining the resulting nonlinear term
with the second-order diffusion term yields
ut +A2∆2u+A1∇ ·
(
A3
A1
|∇u|2 + 1
)
∇u= g,
and it turns out that the case A1 > 0 and A3 < 0 is the one of interest (cf. [25]). After
relabeling of constants, we obtain the equation with positive coefficients α,β, γ ,
ut + α∆2u− β∇ ·
(|∇u|2∇u)+ γ∆u= g. (1.3)
As we wish to consider solutions on the whole physical domain Ω , we replace the periodic
boundary conditions used in [25,34] by Neumann boundary conditions of first and third
order. Moreover, from a mathematical point of view it is more satisfactory to generalize the
term involving second-order diffusion, so that subsequently we will consider the nonlinear
parabolic problem
ut +∆2u−∇ ·
(
f (∇u))= g in Ω × (0, T ),
∂Nu|∂Ω = ∂N∆u|∂Ω = 0, u|t=0 = u0, (1.4)
where Ω ⊂ Rn is a bounded domain of class C4+κ for some κ > 0, g ∈ L2(Ω × (0, T )),
and u0 ∈ L2(Ω). Throughout we assume the function f ∈ C1(Rn;Rn) to satisfy f (0)= 0,
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with some C0  0, and that there exists p > 2 such that
(H2a) |f (z)| C1(|z|p−1 + 1), ∀z ∈Rn, and
(H2b) f (z) · z C2(|z|p − |z|2), ∀z ∈Rn,
hold with positive C1,C2. In some places we shall also need
(H2c) |f ′(z)| C3(|z|p−2 + 1), ∀z ∈Rn,
where f ′ denotes the matrix (∂fi/∂zj )i,j=1,...,n; most of the time, we shall also require that
f is a gradient field, that is,
(H3) ∃F ∈ C2(Rn;R) such that f =∇F ,
where we may assume F(0) = 0. Note that (H1)–(H3) are all satisfied by f (z) :=
|z|p−2z− z with some p > 2; in this case, we may choose F(z)= |z|p/p − |z|2/2. Thus,
(1.3) with α = β = γ = 1 (for simplicity) will be a special case of (1.4). We emphasize that
model (1.4) differs from the well-known Cahn–Hilliard equation [5,10,23], where f (∇u)
is replaced by a term of the form f˜ (u)∇u.
Without loss of generality we may and will furthermore assume that∫
Ω
u0 = 0 (1.5)
as well as∫
Ω
g(x, t)= 0 for all t . (1.6)
Formal integration of (1.4)–(1.6) implies ∫Ω u(x, t) ≡ 0; to accomplish this, we employ
the transformation v(x, t) := u(x, t)− (1/|Ω |) ∫
Ω
u0 − (1/|Ω |)
∫ t
0
∫
Ω
g if necessary.
In order to formulate a weak solution concept for (1.4), we introduce the space
W
2,2
N (Ω) :=
{
u ∈W 2,2(Ω) ∣∣ ∂Nu|∂Ω = 0 and
∫
Ω
u= 0
}
,
and recall that since the Laplacian acts as a homeomorphism between W 2,2N (Ω) and the set
L2⊥(Ω) := {u ∈ L2(Ω) |
∫
Ω
u = 0}, we have the estimate ‖u‖W 2,2(Ω)  C‖∆u‖L2(Ω) for
all u ∈W 2,2N (Ω). Furthermore we let V := L2(J ;W 2,2N (Ω))∩Lp(J ;W 1,p(Ω)) with p as
in (H2) and denote by C0w(J ;L2(Ω)) the space of functions being weakly continuous in
J := [0, T ] with values in L2(Ω).
Definition 1.1. A function u ∈ V ∩ C0w(J ;L2(Ω)) with ut ∈ V& is called a weak solution
of (1.4) if u(0)= u0 and
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∫
J
∫
Ω
[
∆u∆ϕ+ u∆ϕ + |∇u|p−2∇u · ∇ϕ]= ∫
J
∫
Ω
gϕ,
∀ϕ ∈ V . (1.7)
Remark. The requirement “ut ∈ V&” is a shorthand for saying that the derivative of u,
regarded as a distribution on (0, T ) with values in V :=W 2,2N (Ω) ∩W 1,p(Ω), admits a
continuous extension to all of V .
Remark. As a main tool for our analysis, in Theorem 2.2 we will prove an energy dissipa-
tion result of the form
1
2
t∫
t0
∫
Ω
u2t +E
(
u(t)
)
E
(
u(t0)
)+ 1
2
t∫
t0
∫
Ω
g2, ∀0 t0 < t  T ,
for u0 ∈ V .
2. Existence, uniqueness and regularity of solutions
The first problem we wish to attack is the one concerning uniqueness of solutions. In
the following theorem we shall see that the requirement on the solution to be strongly
continuous in L2(Ω) at t = 0, going slightly beyond the regularity assumption in the above
definition, is sufficient to enforce uniqueness.
Theorem 2.1. Suppose (H1) and (H2a) hold. Then a solution of (1.7) is unique provided it
is strongly continuous at t = 0 as an L2(Ω)-valued function.
Proof. Suppose u1 and u2 are solutions of (1.7), strongly continuous at t = 0. Fix
t0 ∈ (0, T ), let v(x, t) := (u1(x, t)− u2(x, t))e−µt with µ C20/4 (cf. (H1)) and test (1.7)
with ϕ(x, t) := e−µtv(x, t) · χ(0,t0)(t) ∈ V to obtain
〈vt , v · χ(0,t0)〉V&,V +µ
t0∫
0
∫
Ω
v2 +
t0∫
0
∫
Ω
|∆v|2
+
t0∫
0
e−2µt
∫
Ω
(
(f (∇u1)− f (∇u2)
) · (∇u1 −∇u2)= 0.
Using (H1), an integration by parts and Young’s inequality, we gain
t0∫
0
e−2µt
∫
Ω
(
f (∇u1)− f (∇u2)
) · (∇u1 −∇u2)−C0
t0∫
0
∫
Ω
|∇v|2
= C0
t0∫ ∫
v∆v −C
2
0
4
t0∫ ∫
v2 −
t0∫ ∫
|∆v|2,0 Ω 0 Ω 0 Ω
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〈vt , v · χ(0,t0)〉V&,V  0, ∀t0 ∈ (0, T ). (2.1)
But this implies v ≡ 0 which can be seen as follows: Regularize v in time by vε(t) :=
Tεv(t) :=
∫
J
ζε(t − τ )v(τ ) dτ with ζε(t) := (1/ε)ζ(t/ε), 0 ζ ∈ C∞0 ((−1,1)) a standard
mollifier, and v being extended by zero outside J . Then clearly vε → v in V and since we
have for ϕ ∈ C∞0 (J ;V ),
〈∂t vε, ϕ〉V&,V =
∫
Ω
∫
J
(∫
J
ζ ′ε(t − τ )ϕ(x, t) dt
)
v(τ ) dτ dx
=−
∫
Ω
∫
J
ϕ′ε(τ )v(τ ) dτ dx = 〈vt , ϕε〉V&,V
with ϕε := Tεϕ, we obtain ∂tvε &⇀ vt in V&, so that (2.1) gives
lim sup
ε↘0
1
2
(∫
Ω
v2ε (t0)−
∫
Ω
v2ε (0)
)
 0, ∀t0 ∈ (0, T ).
As v is strongly continuous at t = 0, however,
∥∥vε(0)∥∥L2(Ω) =
∥∥∥∥∥
ε∫
0
ζε(−τ )v(τ ) dτ
∥∥∥∥∥
L2(Ω)
 1
2
sup
τ∈(0,ε)
∥∥v(τ )∥∥
L2(Ω) → 0 as ε↘ 0,
hence
lim sup
ε↘0
∫
Ω
v2ε (t0) 0, ∀t0 ∈ (0, T ),
which implies v = 0 a.e. in Ω × (0, T ) since for a suitable subsequence ε↘ 0, we have
vε(t)→ v(t) in L2(Ω) for a.e. t ∈ (0, T ). ✷
For practical purposes, we find it convenient to organize our existence proof in such
a way that it can easily be adapted to serve as convergence proof for a numerical ap-
proximation scheme (cf. the remark following Theorem 2.2 for more details). We let
τ := τm := T/m be a sequence of time steps and consider the semidiscrete nonlinear
scheme∫
Ω
umk − umk−1
τ
ψ +
∫
Ω
∆umk ∆ψ +
∫
Ω
f0
(∇umk ) · ∇ψ +C0
∫
Ω
umk−1∆ψ =
∫
Ω
gmk ψ,
∀ψ ∈ V, k = 1, . . . ,m. (2.2)
Here, um0 = u0, f0(z) := f (z)+C0z and gm(x, t)= gmk (x) in Jk := [tk−1, tk), tj := jτ , is
any piecewise constant (in time) approximation of g such that ‖gm−g‖L2(J ;L2(Ω))→ 0 as
m→∞. Actually, at each time step (2.2) is a nonlinear elliptic equation for the unknown
um ∈ V .k
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um(x, t) := tk − t
τ
umk−1(x)+
t − tk−1
τ
umk (x), t ∈ Jk,
are in C0,1(J ;V ) with
∂tu
m(x, t)= u
m
k (x)− umk−1(x)
τ
, t ∈ (tk−1, tk),
and we ask whether and, if, in which sense um converge to a solution u.
Theorem 2.2. (i) Under assumptions (H1), (H2a) and (H2b), there exists a weak solution
of (1.4) which is L2(Ω)-valued strongly continuous at t = 0 and um → u holds in the
following sense:
um ⇀ u in L2
(
J ;W 2,2(Ω)) and in Lp(J ;W 1,p(Ω)),
um → u in L2(J ;W 1,2(Ω)),
and
∂tu
m &⇀ ut in V&.
(ii) If, additionally, (H3) holds and u0 ∈W 2,2N (Ω)∩W 1,p(Ω) then
u ∈ C0(J ;L2(Ω))∩L∞(J ;W 2,2N (Ω))∩L∞(J ;W 1,p(Ω)),
ut ∈L2
(
J ;L2(Ω)),
and we have the energy inequality
1
2
t∫
t0
∫
Ω
u2t +E
(
u(t)
)
E
(
u(t0)
)+ 1
2
t∫
t0
∫
Ω
g2, ∀0 t0 < t  T , (2.3)
where we have set
E(ϕ) := 1
2
∫
Ω
|∆ϕ|2 +
∫
Ω
F(∇ϕ) for ϕ ∈W 2,2N (Ω)∩W 1,p(Ω).
Proof. (i) To prove solvability of (2.2), fix m and k ∈ {1, . . . ,m} and suppose umk−1 ∈
L2(Ω) ↪→ V & is given. The operator A :V → V & defined by 〈Au,v〉V &,V :=
∫
Ω ∆u∆v +
(1/τ)
∫
Ω uv +
∫
Ω f0(∇u) · ∇v, is easily seen to be continuous, strictly monotone and to
fulfill ‖Au‖V & →∞ as ‖u‖V →∞; thus, according to a standard result (see [8, Corol-
lary 12.1], for instance) problem (2.2), that is,
〈Au,ψ〉V &,V = 1
τ
∫
Ω
umk−1ψ −C0
∫
Ω
umk−1∆ψ +
∫
Ω
gmk ψ, ∀ψ ∈ V,
admits a (unique) solution umk ∈ V . Here we note that as an intersection of reflexive spaces,
V itself is reflexive, by a result of Eberlein (cf. [29, Theorem 4.61-D]).
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1
τ
∫
Ω
umk
(
umk − umk−1
)+ ∫
Ω
∣∣∆umk ∣∣2 +
∫
Ω
f0
(∇umk ) · ∇umk +C0
∫
Ω
umk−1∆u
m
k
=
∫
Ω
gmk u
m
k .
Applying Young’s inequality in the first, fourth and in the last term and noting that∫
Ω
f0
(∇umk ) · ∇umk  C2
∫
Ω
∣∣∇umk ∣∣p −C2
∫
Ω
∣∣∇umk ∣∣2  C22
∫
Ω
∣∣∇umk ∣∣p − C˜2,
due to (H2b), we deduce from this
1
2τ
(∫
Ω
∣∣umk ∣∣2 −
∫
Ω
∣∣umk−1∣∣2
)
+ 1
2
∫
Ω
∣∣∆umk ∣∣2 + C22
∫
Ω
∣∣∇umk ∣∣p

C20
2
∫
Ω
∣∣umk−1∣∣2 + C˜2 + 12
∫
Ω
∣∣gmk ∣∣2 + 12
∫
Ω
∣∣umk ∣∣2, (2.4)
in particular, writing ak :=
∫
Ω |umk |2 and bk := C˜2 +
∫
Ω |gmk |2,
(1− τ )ak 
(
1+C20τ
)
ak−1 + τbk,
which implies for τ  1/(2+C20 ) that
ak  (1+ δτ )ak−1 + 2τbk
with δ := 2+C20 . Now a simple iteration shows that
ak  (1+ δτ )ka0 + 2τ
k∑
j=1
(1+ δτ )k−j bj  eδkτ
(
a0 + 2C˜2tk + 2
tk∫
0
∫
Ω
|gm|2
)
,
from which we infer that for all m and all t ∈ (0, T ) we have the uniform bound
∫
Ω
∣∣um(t)∣∣2  eδ(t+τm) ∫
Ω
∣∣um0 ∣∣2 +C
( t+τm∫
0
∫
Ω
|gm|2 + t + τm
)
. (2.5)
Since ‖gm‖L2(J ;L2(Ω))  C, this gives an estimate for the um in L∞(J ;L2(Ω)) so that
summing up over k = 1, . . . ,m in (2.4) leads to ∑mk=1 τ ∫Ω |∆umk |2 +∑mk=1 τ ∫Ω |∇umk |p
 C, whereby it follows that
‖um‖L∞(J ;L2(Ω)) + ‖um‖L2(J ;W 2,2(Ω)) + ‖um‖Lp(J ;W 1,p(Ω)) C. (2.6)
Defining the auxiliary piecewise constant functions u¯m(x, t) := umk (x), u˜m(x, t) :=
um (x) in Jk , we clearly have uniform boundedness of u¯ and u˜ in the same spaces.k−1
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by ψ = ϕ(t), ϕ ∈ V , and integrate over J to obtain∫
J
∫
Ω
∂tu
mϕ +
∫
J
∫
Ω
∆u¯m∆ϕ +
∫
J
∫
Ω
f0(∇u¯m) · ∇ϕ +C0
∫
J
∫
Ω
u˜m∆ϕ
=
∫
J
∫
Ω
gmϕ, ∀ϕ ∈ V, (2.7)
and therefore by (2.6),
‖∂tum‖V&  C. (2.8)
As Lp(J ;W 2,qN (Ω)) ↪→ V for q :=max{2, np/(n+ p)}, this implies
‖∂tum‖Lp′ (J ;(W 2,qN (Ω))&)  C
(where 1/p + 1/p′ = 1) and thus the Aubin–Lions lemma (cf. [30, Theorem III.2.1]) en-
sures that
(um)m∈N is strongly precompact in L2
(
J ;W 1,2(Ω)). (2.9)
That this compactness property is actually inherited by the step-type auxiliary functions is
claimed by the following lemma the proof of which will be postponed until the end of the
proof of the present theorem.
Lemma 2.3. As m→∞,
‖um − u¯m‖L2(J ;W 1,2(Ω)) → 0 and ‖um − u˜m‖L2(J ;W 1,2(Ω))→ 0.
Let us now start the extraction process by picking a subsequence with
um → u in L2(J ;W 1,2(Ω)) (2.10)
and
∇um →∇u, um → u a.e. in Ω × (0, T ). (2.11)
By (2.6) and the corresponding bounds for u¯m and u˜m we may assume that also
um ⇀ u, u¯m ⇀ u¯ and u˜m ⇀ u˜
in both L2
(
J ;W 2,2N (Ω)
)
and Lp
(
J ;W 1,p(Ω)), (2.12)
as well as
f0(∇u¯m)⇀w in Lp/(p−1)
(
Ω × (0, T )). (2.13)
Using Lemma 2.3, we obtain u¯= u˜= u and u¯m → u in L2(J ;W 1,2(Ω)), in particular,
∇u¯m →∇u a.e. in Ω × (0, T ) (2.14)
for a further subsequence, which allows us to identify w = f0(∇u). After a final selection,
since V is reflexive,
∂tu
m &⇀ v in V&, (2.15)
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going to the limit in (2.7) exactly gives (1.7). Clearly,
u ∈ L∞(J ;L2(Ω))∩L2(J ;W 2,2N (Ω))∩Lp(J ;W 1,p(Ω))
and therefore u is also in C0w(J ;L2(Ω)). Thus if we apply (2.7) to ϕ(x, t) := ψ(x)ζε(t),
where ψ ∈ V and ζε(t) := (1 − t/ε)+, ε > 0, we obtain upon letting m→∞ and then
ε↘ 0, using continuity of t → ∫
Ω
u(t)ψ , that
∫
Ω
u(0)ψ = ∫
Ω
u0ψ or
u(0)= u0,
and conclude that u is in fact a weak solution in the sense of Definition 1.1.
To prove strong L2(Ω)-continuity at t = 0, we claim that
∫
Ω
∣∣u(t)∣∣2  e3t ∫
Ω
|u0|2 +C
( t∫
0
∫
Ω
|g|2 + t
)
, ∀t ∈ (0, T ). (2.16)
Indeed, fix a subsequencem=ml →∞ such that um → u a.e. in Ω× (0, T ). Then outside
an exceptional set N ⊂ J of measure zero we have um(t)→ u(t) a.e. in Ω . First, if t ∈
J \N , we deduce (2.16) directly from (2.5) and Fatou’s lemma. If t ∈N , however, we can
approximate t by a sequence of times tk ∈ J \ N . By weak continuity, we have u(tk) ⇀
u(t) in L2(Ω), thus ‖u(t)‖L2(Ω)  lim infk→∞‖u(tk)‖L2(Ω) and the claim now follows
from (2.16) which has just been shown to be valid for tk .
From (2.16) we see that lim supt↘0 ‖u(t)‖L2(Ω)  ‖u0‖L2(Ω) which together with the
weak convergence u(t) ⇀ u0 yields u(t)→ u0 in L2(Ω) as t ↘ 0. Hence, u is the unique
weak solution which is strongly continuous at t = 0, so that all the convergence asser-
tions (2.10) through (2.15) are in fact true for the whole sequence.
(ii) For a sequence of numbers ε = εl ↘ 0, let u0ε ∈ C4(Ω¯) be such that ∂Nu0ε|∂Ω =
∂N∆u0ε|∂Ω = 0 and u0ε → u0 in V . Furthermore, let Fε ∈C2(Rn;R) be such that Fε(z)=
F(z) for |z|  1/ε and Fε(z) = 0 for |z|  2/ε. Then fε := ∇Fε is bounded and hence
standard parabolic Lq theory (cf. [11], for instance) ensures that the problem
uεt +∆2uε −∇ ·
(
fε(∇uε)
)= g in Ω × (0, T ),
∂Nuε|∂Ω = ∂N∆uε|∂Ω = 0, uε|t=0 = u0ε,
has a solution uε which is in C1([0, T ];V ). Multiplying by uεt , integrating and observing
that guεt  g2/2+ u2εt /2 yields
1
2
t∫
t0
∫
Ω
u2εt +Eε
(
uε(t)
)
Eε
(
uε(t0)
)+ 1
2
t∫
t0
∫
Ω
g2, ∀0 t0 < t  T , (2.17)
where Eε(ϕ) := (1/2)
∫
Ω
|∆ϕ|2 + ∫
Ω
Fε(ϕ). Since for |z| 1/ε we have
Fε(z)= F(z)=
1∫
f (σz) · z dσ  C2
2
( 1∫
σp dσ
)
|z|p −C0 0
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bounded in L∞(J ;W 2,2N (Ω) ∩W 1,p(Ω)). Therefore we may pick a subsequence along
which
uε
&
⇀ v in L∞
(
J ;W 2,2N (Ω)∩W 1,p(Ω)
)
and
uεt ⇀ vt in L2
(
J ;L2(Ω))
hold for some limit function v. Hence, due to the compactness of the embedding {v ∈
L2(J ;W 1,2(Ω)) | vt ∈ L2(J ;L2(Ω))} ↪→ C0(J ;L2(Ω)) and the Aubin–Lions lemma,
we may also assume that
uε → v in C0
(
J ;L2(Ω)) and uε → v and ∇uε →∇u a.e.
Particularly, fε(∇uε)→ f (∇v) a.e., whereby it follows that v is a solution of (1.7) which
is continuous on J with values in L2(Ω) and thus coincides with u. Now (2.3) follows
from (2.17) upon applying Fatou’s lemma. ✷
Proof of Lemma 2.3. From the precompactness of (um)m∈N inL2(J ;W 1,2(Ω)) (see (2.9))
and the Kolmogorov compactness criterion we infer that
I (h) := sup
m∈N
∫
J
∥∥um(t + h)− um(t)∥∥2
W 1,2(Ω) dt → 0 as h→ 0,
where we have extended um by zero outside J . Taking in particular h= τm/2 = T/(2m),
we have, writing again τ instead of τm,
I
(
τ
2
)

∫
J
∥∥∥∥um
(
t + τ
2
)
− um(t)
∥∥∥∥
2
W 1,2(Ω)
dt

m∑
k=1
tk−1+τ/2∫
tk−1
∥∥∥∥um
(
t + τ
2
)
− um(t)
∥∥∥∥
2
W 1,2(Ω)
dt
=
m∑
k=1
tk−1+τ/2∫
tk−1
∥∥∥∥
(
tk − t − τ/2
τ
umk−1 +
t + τ/2− tk−1
τ
umk
)
−
(
tk − t
τ
umk−1 −
t − tk−1
τ
umk
)∥∥∥∥
2
W 1,2(Ω)
dt
=
m∑
k=1
tk−1+τ/2∫
tk−1
1
4
∥∥umk − umk−1∥∥2W 1,2(Ω) dt = τ8
m∑
k=1
∥∥umk − umk−1∥∥2W 1,2(Ω).
On the other hand,
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∫
J
∥∥um(t)− u¯m(t)∥∥2
W 1,2(Ω) dt
=
m∑
k=1
∫
Jk
∥∥∥∥
(
tk − t
τ
umk−1 +
t − tk−1
τ
umk
)
− umk
∥∥∥∥
2
W 1,2(Ω)
dt
=
m∑
k=1
∫
Jk
∥∥∥∥ tk − tτ
(
umk−1 − umk
)∥∥∥∥
2
W 1,2(Ω)
dt = τ
3
m∑
k=1
∥∥umk − umk−1∥∥2W 1,2(Ω),
which shows ‖um − u¯m‖L2(J ;W 1,2(Ω))→ 0. The proof for u˜m is similar. ✷
Let us state as a corollary that in case of problem (1.3), our approximation scheme
actually enjoys better convergence properties than asserted in Theorem 2.2.
Corollary 2.4. If f (z)= |z|p−2z− z and u0 ∈ V then we have
um
&
⇀ u in L∞
(
J ;W 2,2(Ω)∩W 1,p(Ω)),
um → u in C0(J ;L2(Ω)), and ∂tum ⇀ ut in L2(J ;L2(Ω)).
Proof. Note that we may take C0 = 1, so that f0(z) = |z|p−2z. We choose ψ := umk −
umk−1 in (2.2), integrate by parts and repeatedly use Young’s inequality, e.g., in estimating
|∇umk |p−2∇umk · ∇(umk − umk−1) |∇umk |p/p− |∇umk−1|p/p, to end up with∫
Ω
|umk − umk−1|2
τ
+
∫
Ω
∣∣∆umk ∣∣2 −
∫
Ω
∣∣∇umk ∣∣2 + 2p
∫
Ω
∣∣∇umk ∣∣p

∫
Ω
∣∣∆umk−1∣∣2 −
∫
Ω
∣∣∇umk−1∣∣2 + 2p
∫
Ω
∣∣∇umk−1∣∣p + τ
∫
Ω
∣∣gmk ∣∣2. (2.18)
Summing up over k = 1, . . . ,m gives
‖∂tum‖L2(J ;L2(Ω)) + ‖um‖L∞(J ;W 2,2(Ω)∩W 1,p(Ω))  C,
from which the claim results in a similar way as in the proof of Theorem 2.2(ii). ✷
Remark. Theorems 2.1 and 2.2 (as well as the results of Sections 3.1 and 3.2 below)
remain valid without any change in proof if we replace the requirement “∂Ω ∈ C4” by,
e.g., “Ω ⊂ R2 polygonally bounded and convex” or only “Ω ⊂ R2 has piecewise smooth
boundary and if ∂Ω is not C2 at some x ∈ ∂Ω then Ω coincides with a cone with ver-
tex x and opening angle less than π near x .” In both these practically important cases,
namely, Theorem 2.4.2 in [22] ensures that the Laplacian still maps W 2,2N (Ω) homeomor-
phically onto L2⊥(Ω) (which is evidently false if interior angles greater than π occur). As
W 2,2(Ω) ↪→W 1,p(Ω), we have V =W 2,2N (Ω) now, so that things even become slightly
simpler.
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see Section 4—be used in numerical simulations in case of Ω ⊂R or Ω ⊂R2 convex and
bounded by a polygon. For a complete convergence proof along the lines sketched below,
we refer to [33].
Suppose V is approximated by finite-dimensional subspaces Vm ⊂ V , m ∈N, in such a
way that the following hypothesis holds:
(&) There are Banach spaces V0,k ↪→ V , k ∈N, such that V0 :=⋃k∈N V0,k is dense in V ,
and a family of linear operators Pm :V0 → Vm such that ‖Pmu − u‖V → 0 for all
u ∈ V0 and ‖Pmu‖V  c(k)‖u‖V0,k for all u ∈ V0,k with c(k) independent of m.
In our concrete situation, this strange seeming assumption very quickly becomes more
transparent.
IfΩ = (0,L)⊂R, we obtain a finite element approximation if we let Vm be the space of
cubic splines on a grid 0 = xm0 < · · ·< xmNm = L with maxj |xmj+1 − xmj | → 0 as m→∞.
Defining V0,k ≡ V0 := C2N(Ω¯) := C2(Ω¯) ∩ W 2,2N (Ω) and Pm via Pmu(xmj ) = u(xmj ),
(Pmu)x(x
m
j ) = ux(xmj ) for u ∈ C2N(Ω¯), we easily see by elementary Taylor estimates
that (&) is valid.
If Ω ⊂R2 is polygonally bounded and convex, we let, for a regular sequence of triangu-
lations of Ω [14], Vm ⊂ V be the space of piecewise polynomials of degree five generated
by C1 finite elements of Argyris type (cf. [14, Chapter 4.2]), and Pm :V0 := {u ∈C2N(Ω¯) |
u= const near xj , ∀j } → Vm be the canonical interpolation operator. It is easy to verify
(using that V =W 2,2N (Ω) and, e.g., Theorem 2.4.2 in [22]) that V0 is dense in V . From
a lengthy but elementary Taylor analysis it follows that ‖Pmu− u‖V → 0, ∀u ∈ V0, and
‖Pmu‖V  c(δ)‖u‖C2(Ω¯), ∀u ∈ C2N(Ω¯), being constant in each Bδ(xj ), so that (&) holds
with V0,k := {u ∈ C2N(Ω¯) | u= const in B1/k(xj ), ∀j }.
Notice that (&) implies that for each u ∈ V , dist(u,Vm)→ 0 as m→∞ and thus the
finite-dimensional subspaces Vm := {ϕ :J → Vm | ϕ is constant in Jk} of V approximate V
in such a way that dist(u,V)→ 0 for all u ∈ V .
In scheme (2.2) we now search for umk ∈ Vm, k = 1, . . . ,m, with Vm ! um0 → u0 in
L2(Ω) given, such that (2.2) holds for all ψ ∈ Vm. Up to (2.6), the proof runs analo-
gously, while (2.8) changes to ‖∂tum‖V&m  C which complicates the derivation of (2.9)
since the Aubin–Lions lemma can no longer be applied directly but must be replaced
by a variant thereof, relying on an m-independent version of Ehrling’s lemma (which
utilizes (&)). Also, we have to carefully review the compactness properties of ∂tum
and find by a lemma on “approximate weak&-compactness” that for a subsequence and
some v ∈ V&, 〈∂tum,ϕm〉V&m,Vm → 〈v,ϕ〉V&,V whenever Vm ! ϕm → ϕ in V . In iden-
tifying v = ut in the distributional sense, we approximate a fixed ϕ ∈ C∞0 (J ;V0,k) by
ϕm ∈ Vm with ϕm(t) := Pmϕ(tk) in Jk . Using (&) and a summation by parts, we obtain∫
J
∫
Ω ∂tu
mϕm →−
∫
J
∫
Ω uϕt and hence ut = v. The rest of the proof can be left essen-
tially unchanged.
A further natural question is whether the solution constructed above is classical pro-
vided u0, g, and ∂Ω are sufficiently smooth. A rather naive but in our case successful
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mogeneity in a linear parabolic equation, which will lead to the problem of estimating this
resulting (x, t)-dependent function in norms being under control due to the nice properties
of the term involving ∆2. This of course requires some smallness of the second-order dif-
fusion term relative to ∆2, expressed by bounds for the range of admissible parameters p.
Theorem 2.5. Suppose (H1)–(H3) hold, and that u0 ∈ C4+ν(Ω¯) with ∂Nu0|∂Ω =
∂N∆u0|∂Ω = 0, and g ∈ Cν(Ω¯ × J ) for some ν > 0. Then u ∈ C4,1(Ω¯ × J ) and u is
a classical solution of (1.4), provided that
2 <p <


∞ if n 2,
5 if n= 3,
2n
n−2 if n 4.
Proof. We rewrite (1.4) formally as an evolution equation ut +Au= h(t), where A=Aq
denotes the realization of ∆2 in Lq(Ω), 1 < q <∞, with domain D(A)= {v ∈W 4,q(Ω) |
∂Nv|∂Ω = ∂N∆v|∂Ω = 0}, and h := g+∇ · (f (∇u)). This reinterpretation will be justified
shortly by the inclusion h ∈L∞(J ;Lq(Ω)).
The proof of the theorem is based on a bootstrap argument and divided into several steps
and restricted to the case n 3 since n 2 is just a simplified variant of this.
(i) If u ∈L∞(J ;W 2,r (Ω)) for some r ∈ [2, n) then
h ∈L∞(J ;Lq(Ω)) for q = nr
n+ (p− 2)(n− r) > 1.
Indeed, denoting by ∇2u the collection of all second-order derivatives of u, (H2c) and
Hölder’s inequality yield for a.e. t ∈ J ,∫
Ω
∣∣∇ · (f (∇u))∣∣q  C ∫
Ω
∣∣f ′(∇u)∣∣q |∇2u|q
 C
(∫
Ω
|∇u|(p−2)q|∇2u|q +
∫
Ω
|∇2u|q
)

(∫
Ω
|∇2u|r
)q/r(∫
Ω
|∇u| qr(p−2)r−q
)1−q/r
+
∫
Ω
|∇2u|q,
which, as q < r , is bounded by C(‖u‖L∞(J ;W 2,r (Ω))) if W 2,r (Ω) ↪→W 1,qr(p−2)/(r−q)(Ω).
By the Sobolev embedding theorem, however, the latter condition is satisfied since
2− n
r
 1− n(r − q)
qr(p− 2)
due to
q  nr
n+ (p− 2)(n− r) .
As p < 2+ n/(n− 2), we have q > 1.
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with some δ = δ(ε, q) ∈ (0,1).
This can be seen by exploiting the variation of constants formula
u(t)= e−tAu0 +
t∫
0
e−(t−s)Ah(s) ds
in a straightforward manner. Namely, for µ ∈ (0,1) and τ ∈ [0, t) we obtain
Aµ
(
u(t)− u(τ)) = Aµ[e−tA− e−τA]u0
+
[ t∫
0
Aµe−(t−s)Ah(s) ds −
τ∫
0
Aµe−(τ−s)Ah(s) ds
]
=: I1 + I2.
Here, as u0 ∈D(A),
‖I1‖ =
∥∥∥∥∥−Aµ
t∫
τ
e−σAAu0 dσ
∥∥∥∥∥
 C
( t∫
τ
σ−µ dσ
)
‖Au0‖ = C(t1−µ − τ 1−µ) C(t − τ )1−µ,
norms being taken in Lq(Ω) throughout. On the other hand,
I2 =
t∫
τ
Aµe−(t−s)Ah(s) ds +
τ∫
0
Aµ[e−(t−s)A− e−(τ−s)A]h(s) ds =: I21 + I22,
where
‖I21‖ C
t∫
τ
(t − s)−µ ds = C(t − τ )1−µ
and
‖I22‖ =
∥∥∥∥∥−
τ∫
0
Aµ
t∫
τ
Ae−(σ−s)Ah(s) dσ ds
∥∥∥∥∥ C
τ∫
0
t∫
τ
(σ − s)−1−µ dσ ds
= C
τ∫
0
[
(τ − s)−µ − (t − s)−µ]ds = C[τ 1−µ + (t − τ )1−µ − t1−µ]
 C(t − τ )1−µ.
Thus, u ∈ C1−µ(J ;D(Aµ)), which implies the claim in view of the inclusion D(Aµ) ↪→
W 4−ε,q(Ω) for µ sufficiently close to one, as asserted in [31, Theorems 1.15.2, 4.3.1,
and 4.6.1].
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To see this, we iterate (i) and (ii). First, from Theorem 2.2 we obtain u ∈ L∞(J ;
W 2,2(Ω)), hence
h ∈L∞(J ;Lq1(Ω)) with q1 = 2n
n+ (p− 2)(n− 2)
by (i) and thus in turn u ∈ L∞(J ;W 4−ε,q1(Ω)) for all ε > 0 by (ii).
Suppose now u ∈ L∞(J ;W 4−ε,qk (Ω)) for all ε > 0, some qk > 1, and some k ∈ N. If
qk > n/2 then W 4−ε,qk (Ω) ↪→ C2(Ω¯) for ε small by [31, Theorem 4.6.1], hence we are
done. Otherwise,
u ∈ L∞(J ;W 2,rk (Ω)) for rk = nqk
n− 2qk + εk and all εk > 0,
and thus, by (i) and (ii),
u ∈ L∞(J ;W 4−ε,qk+1(Ω)) for all ε > 0 with qk+1 = nrk
n+ (p− 2)(n− rk) .
We claim that this procedure stops at some k ∈ N, i.e., qk > n/2 for some k. If this was
false, the sequence (qk)k∈N would be bounded from above, but as p < 2n/(n− 2), it is
seen by an elementary calculation that for εk sufficiently small,
qk+1 = nqk
n− 2qk + (p− 2)(n− 3qk)+ (p− 1)εk
strictly increases to infinity, a contradiction.
(iv) By (iii) and (ii) it is clear now that f ∈ Cδ(Ω¯ × J ) for some δ > 0, whence the
assertion of the theorem at once follows from linear parabolic theory in Hölder spaces (cf.
Theorem 5.1 in [18], for instance). ✷
3. Large time behavior of solutions
Theorem 2.2(i) states that the solution u of (1.7) is global in time, so that it is natural
to investigate the asymptotics of u for large t . For this purpose it is useful to have some
t-independent estimates as provided, for instance, by (2.3). We will therefore throughout
this section assume that—besides (H1), (H2a) and (H2b)—the integrability condition (H3)
is satisfied.
3.1. Steady states and the ω-limit set
From Theorem 2.2 it is clear that if u0 ∈L2(Ω) then
‖ut‖L2(Ω×(1,∞)) + ‖u‖L∞((1,∞);W 2,2(Ω)∩W 1,p(Ω)) <∞, (3.1)
so that the semi-orbit (u(t))t1 is precompact with respect to the weak topology in both
V =W 2,2N (Ω)∩W 1,p(Ω). Hence, the ω-limit set
ω(u) := {w ∈ L2(Ω) | u(tk)→w in L2(Ω) for some sequence tk →∞}
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are steady-state solutions of (1.4) for some right-hand side g0(x), i.e., we would like to
find out whether ω(u) is a subset of
E :=
{
w ∈ V
∣∣∣∣
∫
Ω
(
∆w∆ψ +∇ · (f (∇w)) · ∇ψ)= ∫
Ω
g0ψ, ∀ψ ∈ V
}
with some suitable g0. To achieve this, it is reasonable to assume that g(x, t)→ g0(x) as
t →∞ in an appropriate sense, where requiring that
‖g − g0‖L2(Ω×(0,∞)) <∞
turns out to be sufficient for our purpose. In fact, we have the following
Theorem 3.1. Suppose u0 ∈ L2(Ω) and g(x, t) = g0(x) + g˜(x, t) with ‖g˜‖L2(Ω×(0,∞))
<∞. Then
ω(u)⊂ E .
Proof. We follow some ideas applied to second-order equations in [32, Lemma 6.2.1]. Let
w ∈ ω(u) with u(tk)→w in L2(Ω), 1 < tk →∞. Define a sequence of functions uk by
uk(x, τ ) := u(x, tk + τ ), (x, τ ) ∈Q :=Ω × (−1,1).
Then
uk →w in L2(Q) (3.2)
since due to the Schwartz inequality and (3.1),
∫
Ω
1∫
−1
∣∣u(x, tk + τ )− u(x, tk)∣∣2 dτ dx =
∫
Ω
1∫
−1
∣∣∣∣∣
tk+τ∫
tk
ut (x, s) ds
∣∣∣∣∣
2
dτ dx

∫
Ω
∞∫
tk−1
∣∣ut (x, s)∣∣2 ds dx→ 0 as k→∞.
Moreover,
uk ⇀w in L2
(
(−1,1);W 2,2N (Ω)
)
, (3.3)
because (uk)k∈N is precompact in the weak topology ofL2((−1,1);W 2,2N (Ω)) by (3.1) and
each weak limit, being also a weak L2(Q)-limit, must coincide with w in view of (3.2).
Finally,
f (∇uk)⇀ f (∇w) in Lp/(p−1)(Q), (3.4)
for weak precompactness again follows from (3.1) and the identification of the limit can be
done using the Aubin–Lions lemma which guarantees strong precompactness of (uk)k∈N
in L2((−1,1);W 1,2(Ω)) and thus ∇uk →∇w a.e. in Q for a subsequence.
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∫ 1
−1 ζ(τ ) dτ = 1. Testing (1.7) with ϕ(x, t):=ψ(x)ζ(t − tk) ∈ V gives
−
tk+1∫
tk−1
∫
Ω
uψζ ′(t − tk)+
tk+1∫
tk−1
∫
Ω
(
∆u∆ψ + f (∇u) · ∇ψ − g0ψ
)
ζ(t − tk)
=
tk+1∫
tk−1
∫
Ω
g˜ψζ(t − tk)→ 0 as k→∞,
which by the substitution τ = t − tk is transformed to Q,
−
1∫
−1
∫
Ω
ukψζ
′ +
1∫
−1
∫
Ω
(
∆uk∆ψ + f (∇uk) · ∇ψ − g0ψ
)
ζ → 0 as k→∞. (3.5)
Using (3.2),
1∫
−1
∫
Ω
uk(x, τ )ψ(x)ζ
′(τ )→
1∫
−1
(∫
Ω
w(x)ψ(x)
)
ζ ′(τ )= 0,
while by (3.3),
1∫
−1
∫
Ω
∆uk(x, τ )∆ψ(x)ζ(τ )→
1∫
−1
(∫
Ω
∆w(x)∆ψ(x)
)
ζ(τ )=
∫
Ω
∆w∆ψ.
Similarly, (3.3) and (3.4) allow to take k→∞ in the terms in (3.5) involving uk and ∇uk ,
so that altogether in fact∫
Ω
(
∆w∆ψ + f (∇w) · ∇ψ − g0ψ
)= 0,
which means w ∈ E since ψ was arbitrary. ✷
3.2. Existence of nontrivial equilibria
To obtain further information, we henceforth suppose that
g = 0 in Ω × (0,∞).
Then E becomes the set of solutions w ∈ V of
∆2w−∇ · (f (∇w))= 0 in Ω,
∂Nw|∂Ω = ∂N∆w|∂Ω = 0. (3.6)
Note that w = 0 is in E in this case and it is clear from Theorem 3.1 that if E = {0} then any
solution u of (1.4) tends to zero as t →∞. Our next aim will be to find conditions for this
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view of (1.3), it is reasonable to assume in addition to (H1), (H2a), (H2b) and (H3) that the
matrix f ′(0) is negative definite, that is, we require the smallest eigenvalue Λ of −f ′(0)
to satisfy
Λ> 0. (3.7)
The following lemma gives a rather precise answer to this question, asserting that E = {0}
if Ω is small, respectively, E "= {0} if Ω is large enough in an appropriate sense.
Lemma 3.2. Let λN > 0 denote the first nontrivial eigenvalue of −∆ in Ω with Neumann
boundary conditions, and let C2 be as in (H2b).
(i) If λN  C2 then (3.6) has no nontrivial solution.
(ii) If λN <Λ then (3.6) possesses at least one nontrivial solution.
Proof. (i) Since for all nonzero ϕ ∈W 2,2N we have(∫
Ω
|∇ϕ|2
)2
=
(
−
∫
Ω
ϕ∆ϕ
)2

(∫
Ω
ϕ2
)
·
(∫
Ω
|∆ϕ|2
)
,
the Rayleigh quotient characterization of λN shows that
λN 
∫
Ω
|∇ϕ|2∫
Ω
ϕ2

∫
Ω
|∆ϕ|2∫
Ω
|∇ϕ|2 . (3.8)
Now if (3.6) has a nontrivial solution w ∈ V , we multiply (3.6) by w to obtain∫
Ω
|∆w|2 +
∫
Ω
f (∇w) · ∇w = 0.
As
∫
Ω
|∆w|2  λN
∫
Ω
|∇w|2 by (3.8) and ∫
Ω
f (∇w) ·∇w >−C2
∫
Ω
|∇w|2 due to (H2b),
this is possible only if λN < C2.
(ii) Next, suppose that λN <Λ. The functional E(ϕ)= (1/2)
∫
Ω |∆ϕ|2 +
∫
Ω F(∇ϕ) is
coercive and weakly sequentially lower semicontinuous on V , and hence E has a mini-
mizer w. We claim that infV E < 0 = E(0), which implies w "= 0. To this end, let Θ be
any nontrivial Neumann eigenfunction corresponding to λN with
∫
Ω
Θ = 0. Then Θ ∈ V
since ∂Ω is smooth, and we calculate
d
dµ
E(µΘ)= λ2Nµ
∫
Ω
Θ2 +
∫
Ω
f (µ∇Θ) · ∇Θ
and
d2
dµ2
E(µΘ)= λ2N
∫
Ω
Θ2 +
∫
Ω
(
f ′(µ∇Θ)∇Θ) · ∇Θ,
so that (d/dµ)E(µΘ)|µ=0 = 0 and
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dµ2
∣∣∣∣
t=0
E(µΘ)= λ2N
∫
Ω
Θ2 +
∫
Ω
(
f ′(0)∇Θ) · ∇Θ  λ2N
∫
Ω
Θ2 −Λ
∫
Ω
|∇Θ|2
= λN (λN −Λ)
∫
Ω
Θ2 < 0,
from which we infer that E(µΘ) < 0 for sufficiently small µ> 0. ✷
As to steady states of (1.3), we note that if, for instance, α = 1 then we may choose
C2 = γ =Λ, so that Lemma 3.2 provides a necessary and sufficient condition for E "= {0}.
An obvious adaptation to the case α "= 1 yields
Corollary 3.3. Problem (1.3) has nontrivial stationary solutions if and only if λN < γ/α.
3.3. The one-dimensional setting
Not surprisingly, the furthest knowledge on E can be gained in one space dimension
where Ω = (0,L) is an interval. As f ′ is scalar-valued now, condition (3.7) reduces to
f ′(0) < 0; for simplicity of presentation, let us assume
(H4a) f ′(0)=−1,
so that we can write f (z)=−z+ f0(z), where f0(z)= o(z) as z→ 0. Furthermore, (1.3)
suggests to require that f be odd,
(H4b) f (z)=−f (−z) for all z > 0,
and that f satisfy
(H4c) zf ′(z) > f (z) for all z > 0.
Note that (H4a)–(H4c), in combination with (H2b), in particular imply that f has exactly
three zeros −a0,0, a0 on R. As we shall see below, these structural assumptions on f
(which are all satisfied by f (z)= |z|p−2z− z, of course) allow a precise description of the
set of equilibria as well as a complete stability analysis.
The next lemma states that if we successively enlargeΩ , the (finite) number of elements
of E will jump upwards by exactly two each time |Ω | crosses a multiple of π . Let us
call k = ind(Ω) the index of Ω if |Ω | ∈ (kπ, (k + 1)π] for some k ∈ {0,1,2, . . .}. From
Lemma 3.2 it is evident that E = {0} if and only if ind(Ω)= 0. In the following lemma,
we call a zero x¯ of w in Ω nondegenerate if wx(x¯) "= 0, and we call an extremum x¯ of w
in Ω nondegenerate if wxx(x¯) "= 0.
Lemma 3.4. If ind(Ω)= k for some k ∈ {0,1,2, . . .}, then E = {0,±w1,±w2, . . . ,±wk},
where the functions wj , j = 1, . . . , k, enjoy the following properties: w1,w3,w5, . . . are
odd and w2,w4,w6, . . . are even with respect to the center of Ω , and wj is (2L/j)-
periodic. The function wj possesses j − 1 extrema, exactly at (ν/j)L, ν = 1, . . . , j − 1,
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1, . . . , j , also all of them nondegenerate. The function wj attains its maximal slope aj
at its zeros, where aj is uniquely determined by
L
2j
= 1√
2
1∫
0
dσ√
F(σ)− F(a), (3.9)
where F(s) = ∫ s0 f (z) dz. Finally, each one of the slopes aj , j = 1, . . . , k, is smaller
than a0, the unique positive zero of f .
Remark. Roughly speaking, the lemma asserts that wj has the same basic shape as
cos(jπx/L). This is consistent with the limiting case f0 ≡ 0.
Proof. Clearly, all functions from E are smooth up to the boundary, so it suffices to solve
wxxxx −
(
f (wx)
)
x
= 0 in Ω,
wx |∂Ω =wxxx|∂Ω = 0,
∫
Ω
w= 0
classically. This means that v := wx fulfills vxxx − (f (v))x = 0, i.e., vxx − f (v) = c =
const and v = vxx = 0 on ∂Ω . Thus, c = 0 and v satisfies the Dirichlet problem for a
nonlinear oscillator,
vxx − f (v)= 0 in Ω, v|∂Ω = 0. (3.10)
As f is odd, the negative −v of each solution v to (3.10) is also a solution. Therefore it is
convenient to assume that after a translation v takes its positive maximum, say a, at x = 0,
which leads us to the investigation of the set of all solutions v of the initial value problem
vxx − f (v)= 0, x > 0,
v(0)= a > 0, vx(0)= 0. (3.11)
Denoting the solution of (3.11) by va , we first observe that if a  a0 then va  a0 on
its existence interval: Indeed, as f ′(z) 0 for z  a0 by (H4c), it follows that a solution
to (3.11) cannot attain a maximum greater or equal to a0, unless it is a constant. Accord-
ingly, we may assume a < a0. In this case, however, we have |(va)x |2 + 2F(a)= 2F(va),
so that va strictly decreases as long as being nonnegative, and reaches zero at
xa = 1√
2
a∫
0
dσ√
F(σ)− F(a) =
1√
2
1∫
0
ds√
F(as)− F(a) . (3.12)
We next claim that a → xa is strictly increasing on (0, a0). To see this, we calculate for
s ∈ (0,1),
d F(as)− F(a) = asf (as)− af (a)− 2F(as)+ 2F(a)
da a2 a3
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This proves the claim and, additionally, that lima↗a0 xa =∞, for the solution of (3.11)
depends continuously on a, and va0 ≡ a0. Moreover, due to (H4a) we have
lim
a↘0xa =
1∫
0
ds√
1− s2 =
π
2
.
Note that, in particular, xa is a nondegenerate zero of va . Furthermore, again by the
oddness of f , va is 4xa-periodic on (0,∞) with
4xa∫
0
va(x) dx = 0, (3.13)
with nondegenerate zeros at (2ν + 1)xa , ν = 0,1,2, . . . , and with maxima and minima of
value a and −a, respectively, at 2νxa , ν = 0,1,2, . . . . In order to transfer these observa-
tions back to problem (3.10) we keep in mind that v(0)= v(L)= 0 and that xa  π/2. As a
consequence, for ind(Ω)= k, Eq. (3.10) has exactly 2k nontrivial solutions ±v1, . . . ,±vk ,
where vj has j − 1 nondegenerate zeros at (ν/j)L, ν = 1, . . . , j − 1, and j extrema with
values aj and −aj at (ν/j − 1/(2j))L, ν = 1, . . . , j . Recalling the distance between ex-
trema and zeros of vj , the value aj < 1 is uniquely determined by (3.9). Moreover, the
function vj is (2L/j)-periodic, and v1, v3, . . . are even while v2, v4, . . . are odd with re-
spect to the center of Ω .
Finally, we transfer these results to the functions w(x)= c+ ∫ x0 v(s) ds, where c is de-
termined from the property
∫
Ω
w = 0. It is easy to see that an odd v produces a w which is
even with respect to L/2. In the case where v is even one can show that c=− ∫ L/20 v(s) ds
which yields the oddness of w with respect to L/2. Using (3.13) we also find that w in-
herits periodicity from v. From the properties of vj it is clear that wj possesses extrema
exactly at (ν/j)L, ν = 1, . . . , j − 1, all of them being nondegenerate. Due to symmetry
properties, the zero set of wj coincides with the extremal set of vj , where all zeros of wj
are again nondegenerate. ✷
Remark. When we consider Eq. (1.4) with positive α,β, γ , we put k = ind(Ω) if |Ω | ∈
(kπ
√
α/γ , (k + 1)π√α/γ ] for some k ∈ {0,1,2, . . .}. The assertion of Lemma 3.4 then
holds analogously, where the upper bound for the slopes aj is
a0 =
(
γ
β
)1/(p−2)
,
and aj can be determined from
L
2j
=
1∫
0
dτ√
γ
α
(1− τ 2)− 2β
pα
a
p−2
j (1− τp)
.
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the two-dimensional case with p = 4 and periodic boundary conditions a0 appears to be a
preferred slope of the film profile.
Remark. In view of Lemma 3.4, one might think of the following conjecture on the number
of steady states in higher space dimensions: If 0 = σ0 < σ1  σ2  · · · →∞ denote the
Neumann eigenvalues of −∆ on Ω and k ∈N is such that σk < γ/α  σk+1 then (1.3) has
exactly 2k nontrivial stationary solutions. However, we do not see how to prove this.
Let us proceed to examine stability of the equilibria found above. According to what we
have already mentioned, in the case |Ω | π (which is equivalent to saying λN  1) the
zero solution must be—even globally—asymptotically stable. If π < |Ω | 2π , the proof
of Lemma 3.2 showed that E(±w1) < 0=E(0), so that ±w1 seem to be “more stable than
w = 0.” If we stretch Ω , further equilibria enter the play but as we shall see in a minute,
they are all unstable, hence the only stable steady states in case of large domains are the
monotone ones, that is those with exactly one change of sign.
Lemma 3.5. If ind(Ω) > 0 (i.e., |Ω |> π) then±w1 are asymptotically stable in W 2,2N (Ω),
while any other equilibrium is unstable in W 2,2N (Ω).
Proof. Suppose that w is a solution of (3.6). From general results on stability by the linear
approximation [15, Theorem 5.1.1] it follows that if we name µ1 the first eigenvalue of the
problem
Θ0xxxx +
(−f ′(wx)Θ0x)x −µ1Θ0 = 0 in Ω,
Θ0x |∂Ω =Θ0xxx|∂Ω = 0, (3.14)
then w will be asymptotically stable (in W 2,2N (Ω)) if µ1 > 0 and unstable if µ1 < 0. In ap-
plying the quoted theorem, we observe that the square root of the operator Au=∆2u with
domain D(A) = {u ∈ W 4,2(Ω) | ux |∂Ω = uxxx|∂Ω = 0,
∫
Ω u = 0} has domain D(A1/2)
=W 2,2N (Ω).
Note that due to the Rayleigh quotient characterization of µ1, we have
µ1 = inf
0 "≡ψ∈W 2,2N (Ω)
∫
Ω [ψ2xx + f ′(wx)ψ2x ]∫
Ω ψ
2 . (3.15)
To see that w ∈ {±w1} is stable, let Θ be a positive principal eigenfunction of the problem
Θxx +
(−f ′(wx)+ λ1)Θ = 0 in Ω, Θ|∂Ω = 0, (3.16)
corresponding to the eigenvalue
λ1 = inf
0 "≡ϕ∈W 1,20 (Ω)
∫
Ω [ϕ2x + f ′(wx)ϕ2]∫
Ω ϕ
2 . (3.17)
We multiply (3.16) by wx (which we may assume to be positive in Ω , for definiteness),
integrate by parts and use the identity
wxxx − f (wx)= 0 (3.18)
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λ1
∫
Ω
wxΘ =
∫
Ω
wx
(−Θxx + f ′(wx)Θ)
=
∫
Ω
(−wxxx + f ′(wx)wx)Θ =
∫
Ω
(−f (wx)+ f ′(wx)wx)Θ.
As Θ is positive and zf ′(z) > f (z) for z > 0 by (H4c), this implies
λ1 > 0.
We claim that this implies µ1 > 0 and thereby proves stability of w. In fact, given arbitrary
ψ ∈ W 2,2N (Ω), we may choose ϕ := ψx ∈ W 1,20 (Ω) in (3.17) and note that
∫
Ω
|ψx |2 
cp
∫
Ω ψ
2 with some cp > 0 by Poincaré’s inequality. This yields
0 < λ1 
∫
Ω [ψ2xx + f ′(wx)ψ2x ]∫
Ω ψ
2
x

∫
Ω [ψ2xx + f ′(wx)ψ2x ]
cp
∫
Ω ψ
2 , ∀ψ ∈W 2,2N (Ω),
and hence µ1  cpλ1 > 0.
The following reasoning for the proof of instability of w ∈ {±w2, . . . ,±wk} was kindly
pointed out to us by the referee (cf. also [6]). Any such w has at least two zeros, say
0 < x1 < x2 <L. Define
ψ(x) := c+


wx(x1), 0 x  x1,
wx(x), x1 < x  x2,
wx(x2), x2 < x  L,
where c ∈R is such that ∫
Ω
ψ = 0. Evidently, ψ is continuous, and since
wxx(x1)=wxx(x2)= 0 (3.19)
by Lemma 3.4, the same is true for ψx . Therefore, ψ ∈W 2,2N (Ω), so that
µ1 
∫
Ω [ψ2xx + f ′(wx)ψ2x ]∫
Ω ψ
2 =
∫ x2
x1
[w2xxx + f ′(wx)w2xx]∫
Ω ψ
2
=
∫ x2
x1
w2xxx −
∫ x2
x1
f (wx)wxxx + f (wx)wxx|x2x1∫
Ω
ψ2
= 0, (3.20)
where we have used (3.18) and (3.19). It remains to exclude the case µ1 = 0. If this
were true, however, we would have equality in (3.20) and thus ψ would be a multiple
of Θ0. But continuity of f ′ implies that any solution of (3.14) is in C3(Ω¯), which is evi-
dently false for ψ . Namely, we have ψxx(x−1 )= 0 and ψxx(x+1 )=wxxx(x1)= f (wx(x1)).
As |wx(x1)| = aj for some j ∈N and 0 < aj < a0 by Lemma 3.4, we know that
|f (wx(x1))| "= 0 and thus ψ /∈C2(Ω). ✷
Remark. A stability result quite similar to that given in Lemma 3.5 for Cahn–Hilliard type
equations can be found in [23]. It might be worthwhile to study further parallels between
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24]). However, this is beyond the scope of the present work.
As a consequence of Lemma 3.5, we find that in large intervals, (1.4) does not preserve
positivity. In order to give the statement “u0 > 0” a meaning, we shall drop the assumption∫
Ω
u0 = 0 (which actually was for the sake of convenience only) in the following corollary.
Corollary 3.6. Suppose ind(Ω) > 0 (i.e., |Ω |> π) and g ≡ 0. Then
u0 > 0 in Ω "⇒ u 0 in Ω × (0,∞).
Proof. After subtracting constants, we see that it suffices to find some u0 with
∫
Ω
u0 = 0
such that
inf
Ω×(0,∞) u < infΩ u0.
Let, for example, u0 := (1− ε)w1. Then Lemma 3.5 says that if ε is sufficiently small then
u(· , t)→w1 uniformly in Ω as t →∞, so that
inf
Ω×(0,∞) u infΩ w1 < (1− ε) infΩ w1 = infΩ u0. ✷
4. Numerical examples
For the simulation of film growth governed by Eq. (1.4), we use a Galerkin approach
based upon the approximation scheme presented in Section 2. Initial conditions are ran-
domly distributed imperfections of height 10−5 nm. All computations were run under
Matlab 5.3.
We use g = 0, and for the specification of the model parameters α,β, γ , we adopt
estimates that have been obtained in [25] from experimental data for YBCO,
α = 2.1 · 105 nm4/s, β = 105 nm2/s, γ = 640 nm2/s.
4.1. The two-dimensional case
Figs. 1–5 show film profiles on a spatial domain of 500 nm by 500 nm with a grid
width of 10 nm by 10 nm. This simulation illustrates the experimentally known properties
of epitaxial film growth which we mentioned in the introduction: roughening, coarsening,
and the tendency of the film profile to prefer a certain slope. In the present example this
slope is
√
γ /β = 0.08. Clearly, the assumptions of Theorem 3.1 are satisfied, so that the
solution depicted in Fig. 5 approximates a steady state of the dynamical system.
4.2. The one-dimensional case
We know from Lemma 3.4 that the set of steady states on a domain Ω with index k con-
sists of 2k + 1 periodic and symmetric functions {0,±w1, . . . ,±wk}, where wj possesses
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Fig. 2. The initial stage.
exactly j zeros and j − 1 extrema in Ω , j = 1, . . . , k, all zeros and extrema being nonde-
generate. Furthermore, for nontrivial index of Ω , the steady states ±w1 are asymptotically
stable, whereas all other steady states are unstable, due to Lemma 3.5.
Our following numerical examples do not only illustrate this fact, but they also show
that the unstable steady states play an important role for the dynamics of the system. Let
us call a continuous, real-valued function w on Ω equivalent to wj if it possesses exactly
j zeros and j − 1 extrema in the interior of Ω , all of them being nondegenerate. In the
following, a function Wj will denote any element of the corresponding equivalence class.
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Fig. 4. Coarsening.
First, we consider Ω = [0,500] with 75 subdivision for the finite element approxima-
tion. Since π · √α/γ ≈ 56.9, the index of Ω is 8. In Fig. 6 we observe that the initial
condition develops to W8 within 0.1 s. After about 10 s, an inner maximum is shifted
across the right boundary of Ω , producing W7 (cf. Fig. 7). Next, an inner minimum is
shifted across the left boundary, and the hereby generated W6 transforms to W4 when an
inner minimum cancels with an inner maximum after 120 s. Via W3 at 1350 s and W2 at
1.2 · 105 s, the asymptotically stable steady state w1 is finally reached after 4.3 · 107 s, as
illustrated by Fig. 8.
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Fig. 6. Generation of W8.
Led by this and several other experiments we conjecture that in the one-dimensional
case the system dynamics can, at least generically, be roughly described as follows: Let Ω
have index k. A nontrivial, but small initial condition u0 first transforms either to Wk or
to Wk−1, depending on symmetry properties of u0. Note that by u0 being “small” we mean
that u0 is close to the trivial steady state in W 2,2N (Ω). Then, for growing time a solution
Wj either transforms to Wj−1 or to Wj−2. Here, the first alternative obtains when an inner
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Fig. 8. Final transformations.
extremum moves across the boundary of Ω , whereas for the second alternative two inner
extrema cancel. This process stops at the asymptotically stable steady state w1. Numerical
observations also indicate that the time interval in which w =Wj remains in the same
equivalence class increases with decreasing j .
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Fig. 10. A domain with index 1.
Two more illustrations of this dynamical behavior are given in Figs. 9 and 10. The first
one shows the solution on Ω = [0,150] with index 2 and thirty subdivisions for the finite
element method, the second depicts the solution on Ω = [0,70] with index 1 and twenty
subdivisions.
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We point out that the considered model does not yield satisfactory descriptions of thin
film dynamics in the very early stage of film growth. Here, a wave pattern develops around
the initial imperfections which not only lacks any physical background, but it can also
lead to negative film heights if the rate of deposition flux is small. A rough treatment of
this problem by choice of a suitable transition function is given in [28], but an intrinsic
modification of the model would certainly be more satisfactory.
Finally, we emphasize that the physically correct finite propagation speed of distur-
bances can actually not be expected from the present model since if, e.g., u0 ∈ C∞0 (Ω) and
∂Ω is sufficiently smooth, we “a posteriori” have a linear equation ut+∆2u= f (x, t) with
smooth f and such equations in general fail to have a finite speed of propagation property.
In view of known results on second-order diffusion processes and also on fourth-order thin
film equations (such as presented in [2], for instance, or also references therein), a reason-
ably modified model might include degenerate (highest-order) diffusion terms rather than
regular ones in order to enforce finite speed of propagation. Taking into respect the results
in [3] and in [1] on degenerate higher-order diffusion equations, it is also conceivable that,
unlike the present one (cf. Corollary 3.6), a degenerate model might preserve nonnegativity
of solutions.
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