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In the paper a certain class of measurable transformations on the unit 
cube is considered (notation: T, S, . .). These transformations generalize 
the mappings connected with g-adic expansions, continued fractions, and 
Jacobi’s algorithm. T-normality of a point is defined, and it is shown that 
the Billingsley dimension of the set of non-normal points is zero. The 
following problem is stated: For which pairs T, S does T-normality 
imply S-normality? The answer for the special case of g-adic expansions is 
known. An old result of Kershner about Fourier transforms leads to 
another example. 
1. Es sei B der n-dimensionale Einheitswtirfel, 1 das n-dimensionale 
Lebesguesche MaB. Ferner sei B in hbchstens abzahlbarviele Bereiche 
B(k) zerlegt, sodal gilt: 
(a) 1(B(i) n B(j)) = 0, i # j 
(b) u B(i) = B 
(c) Auf jedem B(k) existiere eine im Ineren 1-1-deutige Abbildung 
T(k) : B(k) + B, welche stetige partielle Ableitungen erster Ordnung 
besitze. 
(d) Sei rekursiv B(k,,. . . , k,) = T(k,)-‘B(k,, . . . , k,) gegeben. Diese 
Menge he& ein T-Zylinder. Es sei J(k,, . . . , k,) die Jacobische Matrix der 
Umkehrabbildung von B auf B(k,, . . . , k,). Wir verlangen dann: Wenn 
I/J&,,. . ., k,)II die Supremumsnorm bedeute, so gibt es eine positive 
monotone Funktion a(t) mit lim o(t) = 0, sodaD 
IjJ;;:. . . , ks)ll < 4s) 
gilt, unabhangig von der Auswahl der “Ziffern” k,, . . . , k,, nur abhangig 
vom “Rang” S des Zylinders. 1st ferner A(kl,. . . , k,; X) der Betrag der 
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Funktionaldeterminante, so gebe es eine absolute Konstante C 2 1 mit 
SUP Ah. ..,k,;x)lCinfA(k,, k * x). *-a, s,
x x 
Definieren wir nun TX = Tkx fur x E B(k), so erhalten wir eine mel3bare 
Abbildung von B in sich, welche in [13] zahlentheoretische Transformation 
genannt wurde. T ist ergodisch und es existiert ein zu 1 aquivalentes-und 
daher 1-deutig bestimmtes WahrscheinlichkeitsmaB ,u auf B, welches 
gegeniiber T invariant ist. Wir definieren nun: 
x E B hei& T-normal, wenn ftir jeden Zylinder E = B(k,, , . . , k,) gilt: 
1 
i 
card{ilT’xEE,i=O,l,..., N-l}+p(E). 
Aus dem individuellen Ergodensatz folgt, dal3 p-fast alle x E B T-normal 
sind. 
Seien nun T und S zwei zahlentheoretische Transformationen. Wir 
schreiben T* S, wenn jedes T-normale x such S-normal ist. Wir schreiben 
TN S, wenn es natiirliches Zahlen n und m gibt, sodal T” = S” wird. 
Im Abschnitt 2 beweisen wir: 
SATZ 1. Ist T - S, so ist stets T* S. 
Eine vermutlich schwierige Frage ist nun der Beweis der folgenden. 
VERMUTUNG. Zst T - S, so gilt T+ S. 
Die Richtigkeit dieser Vermutung ist bekannt fur den Fall TX = ax 
mod 1, Sx = bx mod 1, a, b 2 2 ganz. Dies wurde von Cassels [2] und 
Schmidt [IO, II] untersucht. In Abschnitt 3 gebe ich ein weiteres Beispiel. 
Abschnitt 4 beschaftigt sich mit der Hausdorff-Billingsleydimension der 
Menge &f, welche nicht T-normal ist. 
Eine ahnliche Problemstellung wurde in einer schwierigen Arbeit von 
Schmidt [12] untersucht. Wir bemerken noch, da13 unsere Definition von 
T-normal nicht mit der tiblichen Definition ([S], p. 125) fur den Fall 
TX = ax mod 1, R 2 2 ganz, iibereinzustimmen scheint. TatsHchlich hat 
aber Wall [15] gezeigt, da13 dies der Fall ist. Ein zuganglicher Beweis 
findet sich bei Niven [S]. Es sei in diesem Zusammenhang auf die Arbeiten 
[3] und [9] hingewiesen. 
2. Der Beweis von Satz 1 folgt aus drei Hilfssatzen. 
HILFSSATZ 1. Zst T : B -+ B eine zahlentheoretische Transformation, so ist 
es such T”’ fiir jedes natiirliche m und die invarianten MaBe stimmen 
iiberein. 
Beweis. T”’ ist eine zahlentheoretische Transformation mit den Bereichen 
B(i,, . . . , i,,,) als Zerlegung von B. Die Bedingungen (a), (b), (c), (d) sind 
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fiir T(i,, . . . ) i,) = T(i,)T(i,- 1). . .T(i,) leicht nachzupriifen, denn die 
neuen Zylinder sind die T-Zylinder B(k,, . . . , k,) mit s 3 0 mod m. 
Speziell ist T’” ergodisch, was nicht selbstverstlndlich ist (vgl. Cigler [4], 
p. 94). Da ,U invariant beziiglich T ist, ist es such beziiglich T,,,. Wegen der 
Eindeutigkeit ist alles gezeigt. 
HILFSSATZ 2. Ist x T”‘-normal, so ist x such T-normal. 
Beweis. Sei B(k,. . . k,), s 3 0 mod m, ein T”‘-Zylinder. 1st x T”-normal, 
so ist 
& card {ilT’“x E B(kl . . . k,), i = 0,. . .,N-1) -+p(B(klkz.. .k,)) 
summiert man tiber k,, so sieht man: 
icard ilTimx~u B(k,...k,),i=O ,..., N-l + 
1 c 
,u(B(k,...k,)). 
kl kl 
Nun ist Timx E u B(kl . . . k,) genau wenn Tim+lx E B(k,. . . k,) und daher 
ki 
~card{~jTim~lx~B(kZ...k,),i=O,...,N-l)+~,@(kl. . . k)) 
= ,u(T-1 B(k, .:: k,)) = p(B(k,. . . k,)) 
da p ein invariante s MaB ist! 
Dieser Schritt zeigt, da man durch Summation iiber geeignete Zylinder 
B kz * . * k, jeden beliebigen T“‘-Zylinder erhalten kann: ist x T”-normal, so 
such TX. Daher sind mit x such TX, T’x, . . . , T”- lx nun T”-normal und 
daher : 
i card {il T’x e B(kl.. .k,), i = 0,. . ., N-l} * p(B(kl.. . kS)) 
und das besagt: x ist T-normal. 
HILFSSATZ 3. Ist x T-normal, so such T”‘-normal. 
Beweis. Wir beweisen dies fiir m = 2. Fiir grijsl3eres m ist die Anderung 
leicht zu erkennen, aber umstandlich aufzuschreiben. Es sei nun 
B(k,. . . k,), s 3 mod 2 ein T2-Zylinder. Wir miissen zeigen: 
card {ilT”x E B(kl. . . k,), i = 0,. . ., IV- l} = A,(N) 
hat die Eigenschaft A,(N)IN + p(B(k, . . . k,)). Wir betrachten nun 
folgende Teilmengen von B(k, . . . k,): 
E(1) = {xjT”+‘x E B(kl . . , k,)} 
E(3) = {xIT”+~x E B(k,. . . k,)) 
. . . . . . . . . . . . . . . . . . . . . . . . . . . 
E(r) = {xlTS+‘x E B(k,. . . kJ, r 3 1 mod 2). 
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1st nun Tjx E E(r), so ist entweder fur j = 2i bestimmt TZix E I?&,. . . kJ 
oder fur j = 2i+ 1 sicherlich T2i+1+s+r~ E B(k, . . . k,). 
Ferner sei 
A(r, N) = card 
{ 
jlTjx E c E(i), j = 0,. ..,N-1 . 
i=l > 
Dann ist bestimmt 
A,(N) 2 A(r, N) + o(N) 
und daher 
A,(N) > A@9 N) - +0(1). 
N-N 
Nun ist x T-normal und daher 
lim A(r, = 
N-rm N 
p 
Mit Hilfe elementarer Abschatzungen sieht man aber leicht: 
fur jedes E > 0 mit einem passenden r = T(E). 
Dies hei&: die Menge aller x E B(k,, . . . , k,), wo der Block kl,. . . , k, 
im ungeraden Abstand nicht mehr vorkommt, hat das Ma13 Null! Daraus 
sieht man aber: 
lim inf A* 2 p(B(k,, . . . , k,)). 
Sei analog 
card (ilT”+‘x o B(kl,. . ., k,), i = 0,. . ., N-l} = A,(N) 
so sieht man 
lim inf ‘9 2 p(B(k,, . . . , k,)). 
Da nun x T-normal ist selbstverstlndlich: 
lim A&‘O+AI@‘) = pL(B(k 
2N I,. . .,kN N-rUZ 
und daher existieren die Limiten und es ist 
lim A,(N) _ lim A,(N) 
N 
- = /@(k,, . . . , 0). N 
3. Es sei B = (0, l), 5 eine reelle Zahl mit 0 c 5 < l/2, ferner die 
Zerlegung gegeben : 
B(1) = (0, 0, B(2) = (t, I- t), B(3) = (1- 4, 1). 
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Es sei nun T : (0, 1) + (0, 1) wie folgt: 
T,(x) = 4% T,x = (x-5)(1-25)-l, T3x = (x-l+r)t-r 
T ist eine zahlentheoretische Transformation. 
SATZ 2. Zst 5 = p/q rational und p # 1, (p, q) = 1, und Sx = bx mod 1, 
b 2 2 ganz, so gilt S + T. 
Wir werden Satz 2 aus einem weiteren Hilfssatz herleiten, zu dessen 
Formulierung wir das L-MaB einftihren. Die Menge U aller x E (0, 1) mit 
T’x # B(2) ist bestimmt nicht T-normal. Jedes x E U hat die Gestalt: 
x = E~(1-5)+E*~(l-5)+E~52(1-~)+. . .wo Ej = 0 oder 1 ist. 
Wir definieren nun L@(l)) = l/2, L(B(2)) = 0, L(B(3)) = l/2 und 
L(B(i,,. . ., 4)) = kfil W(4)). 
Dieses Ma13 ist die Variation der Lebesguefunktion L(x) (siehe [6], p. 14) 
und es ist 
L(x) = 2 + ff + 2 + . . . fur x E U. 
HILFSSATZ 4. L-fast alle x E U sind S-normal. 
Beweis. 1st e(x) = exp (2rrix), so gentigt es nach dem Weylschen 
Kriterium zu zeigen : 
,,~<, eW”x) = o(N), 
fiir L-fast alle x E U. Nun ist 
h Z 0 
IS e(hb”x)dL(x) I I = fi cos hb” 7@(1- t) j=l 
(vgl. [6], p. 15) und ein Ergebnis von Kershner [7] besagt: 1st 5 = pq- I, 
p # 1 und (p, q) = 1 so ist 
11 e(hb”x)dL(x)l I &log hb”)-Y mit 
y = -log cos (n/2q)/log (2 log q/log p) > 0. 
Daraus folgt aber: 
,5~c, 1 s e(hb”x)dL(x) 1 I BNISY 
Es ist nun-man vgl. [2]-weiters: 
J 1 o~cNe(hb”x) I’dL(x) < 4BNZey. 
Setzt man v = 31, so sieht man: 
Die Menge U(N) der x E U, wo 
hat das L-Mal3 kleiner gleich 4BN-“, 
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Sei 
N, = [exp ~~“1, so ist c N,” < 03. 
lll20 
Fur L-fast alle x E U gibt es nun ein m,(x) sodal 
1 ,,s, e(hb”x) 1 < Kim”. 
1st m = m(N) gegeben durch N, ‘;< N < N,,,, r , so ist N- NnrCN) = o(N) und 
1 os~c, eW”x)- ,,c, eW”x) 1 5 N-Nmt,) 
und daher 
osTxN eW’4 = o(N) bei N+co. 
4. In diesem Abschnitt wollen wir uns mit der Billingsleyschen 
Dimension der nicht T-normalen x E B beschaftigen. Fur eine ausftihrliche 
Darstellung des verwendeten Dimensionsbegriffes sei auf Billingsley [I], 
p. 141 bzw. Schweiger [14] verwiesen. Wir skizzieren lediglich: Es sei M 
durch hijchstens abzahlbar viele Zylinder B(k,, . . . , k,) iiberdeckt. Eine 
p-uberdeckung ‘3 bestehe nur aus Zylindern mit p(B(k,, . . . , k,)) < p. 
Dann sei 
A,W = c ij-@W,. . . , k&l” und J&CM, P> = inf MW, 
wo das Infimum iiber alle p-uberdeckungen lauft. 
1st 
so definieren wir 
d*(M) = inf {slL,(M) = O}. 
SATZ 3. A4 sei die Menge aller x E B, welche nicht T-normal sind. Dann ist 
d*(M) = 1. 
Der Beweis folgt unmittelbar aus 
HILFSSATZ 5. Es sei E = B(a,, . , . , a,) ein geniigend kleiner Zylinder. 
E’={x\T’x$E,i=O,l,... }. Dannist 
d*(E’) 2 1 + log (1 - C2 P(E)) 
log 2 * 
Beweis. Konnen wir fiir jede Zylinderilberdeckung zeigen 
C[~(B(kl,...,k,,...,k,+,)l”2[Cc(B(kl,...,k3) 
so folgt induktiv A,(%) > 1 und d* 2 6. Nun folgt aus (d) sofort 
C-2/4Wl, . . .,W@(k+,~. . .,k,+,N 
I /-OW,, - . 1% k+,N 
I C2/4W,, . . .,kN./4B(k,+,,-. .>k+,N. 
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Da nun 
c L@(kl,. . .,k,. . .,k+,)) =A~h. * .,w &+I,... ,k.+t 
folgt 
C’P(B&,. . .,k,,. . .,k,+t)) > (l-C+2/4E)).A%,. . .,W 
Dabei bedeutet der Strich, dal3 (k,, 1,. . . , k,,,) = (a,, . . . , a,) weggelassen 
wird. Ferner ist 
AW,, . . . , k+,N < WWW,~. . .>k)) 
wenn nur 12 to (siehe Bedingung (d)). 
Daher ist fur 0 < r~ < 1: 
AW,, . . . , k,+#‘-’ > 21-“p(B(kl,. . .,kJ)“-‘. 
Wir multiplizieren in obiger Summe und erhalten: 
~‘b@(k,>. ..,k+,>>l”> 21-“(1-C2~(E))[~L(B(k1,. . .,k,)P. 
1st nun ,u(E) geniigend klein, so kijnnen wir 
21-“(1-C2~(E)) = 1 
verlangen. Dies bedeutet : 
(l-a)log2+log(l-C*p(E))=O 
woraus 
log Cl- C2/4E)) 0=1+ ~~__-- ___~ 
log 2 
folgt. . 
Da nun A4 c E’ ftir jeden geniigend kleinen Zylinder gilt, ist d*(M) = 1. 
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