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Abstract
B uilding information extraction and reconstruction from satellite images is anessential task for many applications related to 3D city modeling, planning, dis-aster management, navigation, and decision-making. Building information can
be obtained and interpreted from several data, like terrestrial measurements, airplane
surveys, and space-borne imagery. However, the latter acquisition method outperforms
the others in terms of cost and worldwide coverage: Space-borne platforms can provide
imagery of remote places, which are inaccessible to other missions, at any time. Be-
cause the manual interpretation of high-resolution satellite image is tedious and time
consuming, its automatic analysis continues to be an intense field of research. At times
however, it is difficult to understand complex scenes with dense placement of buildings,
where parts of buildings may be occluded by vegetation or other surrounding construc-
tions, making their extraction or reconstruction even more difficult. Incorporation of
several data sources representing different modalities may facilitate the problem. The
goal of this dissertation is to integrate multiple high-resolution remote sensing data
sources for automatic satellite imagery interpretation with emphasis on building infor-
mation extraction and refinement, which challenges are addressed in the following:
Building footprint extraction from Very High-Resolution (VHR) satellite images is an
important but highly challenging task, due to the large diversity of building appearances
and relatively low spatial resolution of satellite data compared to airborne data. Many
algorithms are built on spectral-based or appearance-based criteria from single or fused
data sources, to perform the building footprint extraction. The input features for these
algorithms are usually manually extracted, which limits their accuracy. Based on the
advantages of recently developed Fully Convolutional Networks (FCNs), i.e., the auto-
matic extraction of relevant features and dense classification of images, an end-to-end
framework is proposed which effectively combines the spectral and height information
from red, green, and blue (RGB), pan-chromatic (PAN), and normalized Digital Surface
Model (nDSM) image data and automatically generates a full resolution binary building
mask. The proposed architecture consists of three parallel networks merged at a late
stage, which helps in propagating fine detailed information from earlier layers to higher
levels, in order to produce an output with high-quality building outlines. The perfor-
mance of the model is examined on new unseen data to demonstrate its generalization
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capacity.
The availability of detailed Digital Surface Models (DSMs) generated by dense match-
ing and representing the elevation surface of the Earth can improve the analysis and
interpretation of complex urban scenarios. The generation of DSMs from VHR opti-
cal stereo satellite imagery leads to high-resolution DSMs which often suffer from mis-
matches, missing values, or blunders, resulting in coarse building shape representation.
To overcome these problems, a methodology based on conditional Generative Adversarial
Network (cGAN) is developed for generating a good-quality Level of Detail (LoD) 2 like
DSM with enhanced 3D object shapes directly from the low-quality photogrammetric
half-meter resolution satellite DSM input.
Various deep learning applications benefit from multi-task learning with multiple re-
gression and classification objectives by taking advantage of the similarities between
individual tasks. Therefore, an observation of such influences for important remote
sensing applications such as realistic elevation model generation and roof type classifi-
cation from stereo half-meter resolution satellite DSMs, is demonstrated in this work.
Recently published deep learning architectures for both tasks are investigated and a new
end-to-end cGAN-based network is developed, which combines different models that
provide the best results for their individual tasks.
To benefit from information provided by multiple data sources, a different cGAN-
based work-flow is proposed where the generative part consists of two encoders and a
common decoder which blends the intensity and height information within one network
for the DSM refinement task. The inputs to the introduced network are single-channel
photogrammetric DSMs with continuous values and pan-chromatic half-meter resolu-
tion satellite images. Information fusion from different modalities helps in propagating
fine details, completes inaccurate or missing 3D information about building forms, and
improves the building boundaries, making them more rectilinear.
Lastly, additional comparison between the proposed methodologies for DSM enhance-
ments is made to discuss and verify the most beneficial work-flow and applicability of
the resulting DSMs for different remote sensing approaches.
Zusammenfassung
Die Extraktion von Gebäudeinformationen und die Rekonstruktion von Gebäuden aus
Bilddaten ist ein zentraler Arbeitsschritt zahlreicher Anwendungen im Bereich der 3D
Stadtmodellierung und -planung, Katastrophenmanagement, Navigation und Entschei-
dungsfindung. Diese Gebäudeinformationen können aus Daten unterschiedlicher Art
gewonnen werden, darunter Landvermessungsdaten, Luftbilder oder hochaufgelöste
(VHR) satellitengestützte Erdbeobachtung. Letztere übertrifft jedoch die anderen Meth-
oden der Datenerhebung in Bezug auf Kosten und weltweite Flächenabdeckung: Satel-
litenplattformen können zu jeder Zeit Daten auch an solchen Orten erheben, welche
für andere Methoden unzugänglich sind. Allerdings ist die manuelle Interpretation von
Satellitenbildern mühsam und langwierig. Deshalb ist und bleibt die automatisierte Ve-
rarbeitung von hochauflösenden Satellitenbildern ein intensives Forschungsthema. Für
Algorithmen ist es jedoch schwierig, komplexe Szenen mit dichter Bebauung zu inter-
pretieren, da Teile der Gebäude aufgrund von Vegetation oder eines flachen Aufnah-
mewinkels verdeckt sein können, was die Extraktion oder Rekonstruktion sogar noch
erschwert. Dieses Problem kann durch die Integration mehrerer Datenquellen unter-
schiedlicher Modalitäten gelöst werden.
Das Ziel der vorliegenden Arbeit ist somit mehrere hochaufgelöste Fernerkundungs-
datenquellen für eine voll automatisierte Satellitenbildanalyse zu integrieren. Der Fokus
liegt dabei auf der Extraktion von Gebäudeinformationen und deren Verbesserung hin-
sichtlich der Bildqualität. Dabei werden zwei Problemstellungen erforscht, die im Fol-
genden adressiert werden: Die Extraktion von Gebäudegrundflächen aus sehr hochau-
flösenden Satellitenbildern ist ein wichtiger Prozessschritt, der aber aufgrund der äußerst
hohen Diversität der Gebäudeformen, sowie der—im Vergleich zu Luftaufnahmen—
relativ niedrigen räumlichen Bildauflösung sehr anspruchsvoll ist. Die Bildmerkmale
(“features”), die für diese Algorithmen nötig sind, werden für gewöhnlich manuell erfasst,
was ihre Genauigkeit limitiert. Basierend auf den Vorteilen, welche der kürzlich entwick-
elte Ansatz der Fully Convolutional Networks (FCN) bietet—nämlich der automatischen
Extraktion relevanter Merkmale und der dichten Bildklassifikation—wird hier ein “end-
to-end framework” vorgeschlagen, welches Spektral- und Höheninformationen aus rot-
grün-blau (RGB) und panchromatischen (PAN) Bildern, sowie normalisierten digitalen
Oberflächenmodellen (nDSM) effizient kombiniert und daraus automatisiert eine vol-
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lauflösende binäre Gebäudemaske errechnet. Die vorgeschlagene Architektur besteht
aus drei parallelen Netzwerken, welche zu einem späteren Prozesszeitpunkt fusioniert
werden. Dies hat den Vorteil, dass feingranulare Informationen von früheren Verar-
beitungsschritten zu höheren Ebenen des Netzwerks propagiert werden, sodass der Out-
put in hochqualitativen Gebäudeumrandungen besteht. Die Leistungsfähigkeit dieses
Modells wird anhand von neu erhobenen, nie zuvor prozessierten Daten untersucht, um
die Generalisierbarkeit bzw. Übertragbarkeit des Modells auf weitere Anwendungen
(z.B. andere Städte) zudemonstrieren.
Die steigende Verfügbarkeit detaillierter digitaler Oberflächenmodelle (DSM), welche
mittels Dense Matching und der Representation von Höhenprofilen auf der Erdoberfläche
gewonnen werden, kann die Analyse und Interpretation komplexer urbaner Szenarien
verbessern. DSMs, welche aus optischen stereo VHR-Satellitenbildern gewonnen wer-
den, sind zwar hochauflösend, beinhalten aber Höhen-Diskrepanzen und fehlende oder
sogar falsche Fragmente, was bei der Gebäuderekonstruktion in einer groben bzw. falsc-
gen Gebäudeform resultiert. Um dieses Problem zu lösen wurde im Rahmen dieser
Arbeit ein auf einem Conditional Generative Adversarial Network (cGAN) basieren-
der Ansatz entwickelt, welcher aus einem photogrammetrischen halb-Meter aufgelösten
DSM schlechter Qualität direkt ein hochqualitatives DSM entsprechend eines Level of
Details (LoD) 2 mit erweiterten 3D Objektformen produziert. Diverse Deep-Learning-
Anwendungen können von dem hier präsentierten Multi-Task Learning mit multipler Re-
gression und Klassifikation profitieren, indem die Lösungsansätze der einzelnen Prozess-
chritte auf ähnliche Teilaufgaben übertragen werden. Um die Vorzüge dieses Ansatzes
zu bewerten wird die Wirkungsweise bei wichtigen Fernerkundungsanwendungen, wie
z.B. der realitischen Schätzung von Höhenprofilmodellen, und der Dachtypenklassifika-
tion aus stereo halb-Meter-aufgelösten Satelliten-DSMs demonstriert. Es werden kür-
zlich veröffentlichte Deep-Learning-Architekturen für beide Anwendungen geprüft, und
ein neues “end-to-end” cGAN-basiertes Netzwerk entwickelt, welches verschiedene Mod-
elle in einer Weise kombiniert, in der sie zunächst separat genutzt werden, um möglichst
spät im Rechenprozess die bestmöglichen Ergebnisse der individuellen Aufgaben zu kom-
binieren. Um die Vorzüge der Verfügbarkeit von Informationen aus multiplen Daten-
quellen zu nutzen, wird zudem ein weiterer cGAN-basierter Prozess vorgeschlagen, dessen
generativer Anteil aus zwei Encodern und einem gemeinsamen Decoder besteht, wobei
die Intensitäts- und Höheninformationen aus den Bilddaten innerhalb eines Netzwerks
kombiniert werden, zum Zwecke der Verfeinerung des DSMs. Als Inputs für dieses
vorgeschlagene Netzwerk werden photogrammetrische Einzelkanal-DSMs mit kontinuier-
lichen Werten, sowie halb-Meter aufgelöste panchromatische Einzelkanal-Satellitenbilder
benutzt. Die Fusion der Informationen aus verschiedenen Modalitäten hilft dabei, feine
Details, vollständig falsche oder fehlende 3D information über Gebäudeformen zu propa-
gieren, und verbessert die Gebäudeumrisse, indem sie sie rechtwinkliger macht. Zuletzt
werden die vorgeschlagenen Lösungsmethoden zur DSM-Verbesserung miteinander ver-
glichen, um den nützlichsten Ansatz zu identifizieren und zu verifizieren und um die
Anwendbarkeit der resultierenden DSMs für verschiedene Fernerkundungsaufgaben zu
beurteilen.
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Chapter 1
Introduction
I n the last 10 years, satellite technologies with high-resolution sensors have becomean important tool for large-scale Earth observation. They provide essential infor-mation by orbiting around the Earth and observing areas of interest for a large
diversity of applications. Moreover, satellite images cover much greater areas compared,
for example, to aerial mapping. The constant development of space-borne instruments
makes it possible to collect digital data at spatial resolutions up to 30 cm which allows
detailed terrestrial scene understanding. This is especially important for controlling the
impact of urbanization, because a large part of the population is still moving from less
developed regions to urban areas due to modernization and industrialization. Conse-
quently, this entails changes in urban spaces and appears as a formation of new building
constructions or their destruction. Remote sensing is a valuable tool to monitor these
changes for large areas and in a time-efficient manner, because the speed of urban changes
has provoked a huge demand of reliable building information extraction, which was not
possible two decades ago due to the low-resolution of satellite images. However, the
analysis of current commercial high-resolution satellite imagery with very fine detail
and applying automatic algorithms instead of slow and expensive manual image inter-
pretation allows the disclosure of individual, industrial, and residential buildings from
images. This information is favorable for a vast amount of remote sensing applications,
like the update of Geographic Information System (GIS) databases, civil engineering,
city management, emergency problems handling, 3D city modeling, etc. Although nu-
merous attempts have been made to develop methodologies towards automatic buildings
extraction from satellite imagery, this topic is still an open issue for scientists due to low-
resolution in comparison to airborne data and the large diversity of building appearances
resulting in scene complexity.
The development of innovative algorithms for building information extraction is also
motivated by the type of data which advanced satellite technologies produce. For ex-
ample, the modern WorldView-2 satellite provides multi-spectral imagery (2m pixel
spacing) allowing objects recognition through their color differences, and pan-chromatic
imagery (0.5m pixel spacing) allowing detailed extraction through much finer informa-
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2tion embedded in the images. In some cases, however, it is not enough to only use spectral
information since roads and building roofs can have similar texture appearance. More-
over, in observing only two-dimensional images, we lose the third dimension—height.
The availability of Digital Surface Models (DSMs) and their combination with spectral
information can be used for solving these problems and as a result, improve image in-
terpretation. This is especially important for building extraction and reconstruction
applications, because geometrical information is crucial for 3D object discrimination.
In previous studies, buildings are delineated utilizing pan-chromatic (PAN), multi-
spectral images, height information from DSMs, or even the combination of spectral and
height data. However, the majority of approaches showed the potential for extracting
buildings with similar color, size, or simple shapes, i.e., rectangular or square. In this
dissertation, buildings with arbitrary shapes and sizes are automatically delineated, tak-
ing advantage of spatial, spectral, and height information from multi-view stereo satellite
data sources.
A DSM represents the elevation of the Earth surface including topography and objects
above the bare Earth, be it natural objects, e.g., trees, or man made activities, e.g., build-
ings. Because DSMs provide the geometry and structure of an urban environment with
buildings being the most prominent objects in it, they can increase the understanding
and explanation of complex urban scenarios. DSMs can be produced from a variety of
source data. Their production, however, is most common from multi-view stereo satellite
imagery, e.g., WorldView or Pleiades satellites, because these satellites provide global
coverage and exhibit sub-meter resolution. Moreover, DSMs from satellite platforms are
less expensive and are not subject to bad weather conditions like Light Detection and
Ranging (LiDAR) surveys from aerial platforms. However, despite the available tech-
niques capable of generating large-scale elevation models from high-resolution satellite
images, DSMs still feature many mismatches and noise in forms of blunders or spikes due
to occlusions by dense and complex building structures, perspective differences, or stereo
matching errors during their generation [1, 2]. This introduces difficulties for building
extraction and reconstruction. Hence, the development of methodologies able to im-
prove photogrammetric DSMs (see example in Figure 1.1a) automatically to a higher
quality level (see example in Figure 1.1b), e.g., close to Level of Detail (LoD) 2 regard-
ing the City Geography Markup Language (CityGML) standard, with more realistic and
complete building geometries is in demand, since earlier approaches which mainly uti-
lized filtering and interpolation strategies, have not been very successful and affect the
steepness and details of raised objects.
With recent advances in the field of artificial neural networks, it is possible to learn
image features automatically instead of extracting them by classical methods, e.g., hand
crafted feature extraction. Innovative architectures, such as Convolutional Neural Net-
works (CNNs), have demonstrated the ability to classify high-dimensional data sources
accurately and robustly and have become the state-of-the-art for image recognition tasks.
Considering these new advantages in the field of image processing, this dissertation aims
to develop novel deep learning based algorithms for extracting building footprints from
Very High-Resolution (VHR) satellite photography as well as improving building ge-
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(a) Photogrammetric DSM (input) (b) Desired building shape (output)
Figure 1.1: Illustration of the building shape refinement we aim to achieve in this dissertation.
(a) demonstrates the original low-quality photogrammetric DSM we want to refine, (b)
shows the desired enhancement regarding building shape in DSM which is generated from
CityGML data.
ometries in photogrammetrically generated DSMs. Moreover, we aim to investigate if
the inclusion of auxiliary knowledge in form of spectral, height, segmentation or cate-
gorization, e.g., roof type, information into the algorithmic procedures can improve the
estimation results of both tasks.
1.1 Scope of the Dissertation
This thesis is primarily focused on the development of new methodologies for detailed
and robust terrestrial scene interpretation from VHR satellite imagery regarding building
objects. We accomplished this goal by tackling two specific objectives:
• Objective 1: Building Footprint Extraction
The terrestrial scene understanding includes the identification of various natural
or man-made targets in an image. Buildings are one of the most difficult, but
also one of the most significant objects among them to extract, since they are the
most pronounced elements of urban organization. Satellite data provide compre-
hensive information, applicable for building footprint extraction. Modern satellite
platforms capture images from multiple sensors. To improve the accuracy of ex-
tracted building footprints, information from multiple sensors, e.g., pan-chromatic
and multi-spectral, can be combined to compensate the limitations of each inde-
pendent sensor. However, not only spectral knowledge can be merged. The height
information derived from multi-view stereo satellite imagery is also very useful
for improving building outlines extraction, because it provides detailed informa-
tion about the building geometry. Extracting spectral and height related features
for building hypothesis generation is a complex task if done manually or with
traditional machine learning approaches. A new potential solution is automatic
4 1.2. Guidelines for Reading
extraction of relevant features using deep learning techniques which demonstrated
their superiority over traditional ones. In order to produce improved building
footprints, we aim to develop an end-to-end neural network for remote sensing
imagery understanding which benefits from information combined from different
modalities.
• Objective 2: Space-borne Photogrammetric Digital Surface Model Re-
finement
Height information embedded in DSMs can greatly contribute to the scene inter-
pretation, since it provides knowledge about object silhouettes—a crucial clue for
automatic building extraction and reconstruction tasks. Although the DSM can
be generated from different data sources, in this thesis we focus on space-borne
platforms because these data offer large area coverage around the world and are
especially challenging. However, DSMs from multi-view satellite images have some
limitations. For example, due to the presence of vegetation building constructions
are often hidden under the tree crown and appear incomplete in the DSM. The
fronto-parallel plane assumption in the Semi-Global Matching (SGM) algorithm
affects inclined roofs, like hip and gable, by reconstructing them as piece-wise
horizontal planes which are far from realistic building appearances. Moreover,
the dense matching algorithm can cause errors in the presence of homogeneous
or low-textured areas. All these problems can influence the performance of ap-
proaches which utilize photogrammetric DSMs. Therefore the quality enhance-
ment of photogrammetric DSMs with emphasis on building shapes is in demand.
Previously developed approaches did not show significant improvement, resulting
only in over-smoothed DSMs or being constrained to a few building forms. In
order to automatically improve DSMs to a high level of accuracy, deep learning
can be applied, as it has already shown promising results towards depth image re-
construction task. We also aim to positively influence building boundaries as well
as roof plane reconstruction by introducing auxiliary knowledge via pixel-wise roof
type classification masks or intensity information from PAN images additionally
incorporated into the learning process. This additional information can make the
network more confident when performing the detailed DSMs refinement.
1.2 Guidelines for Reading
This is a cumulative dissertation which is organized as follows. Chapter 2 gives a brief
introduction to the fundamental knowledge related to this thesis. Chapter 3 summa-
rizes the state-of-the-art as well as the contributions of this dissertation related to the
aforementioned objectives. Chapter 4 defines problems related to building footprint ex-
traction task and describes the developed methodology to tackle them. Moreover, the
experimental results for two different cities applying the proposed deep learning ap-
proach together with qualitative and quantitative evaluations are shown and discussed
in this chapter. The chapter represents a peer-reviewed journal paper
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• K. Bittner, F. Adam, S. Cui, M. Körner, and P. Reinartz, “Building Footprint
Extraction from VHR Remote Sensing Images Combined with Normalized DSMs
using Fused Fully Convolutional Networks,” IEEE Journal of Selected Topics in
Applied Earth Observations and Remote Sensing, vol. 11, no. 8, pp. 2615–2629,
2018 [3].
Chapter 5 introduces open questions to our second objective related to DSM refinements.
It states three possible approaches to solve the problem. Furthermore, experimental
results of three proposed methodologies together with qualitative and quantitative anal-
ysis are presented in this chapter. An additional comparison between three proposed
methodologies is also followed by detailed discussions. Chapter 5 is based on the com-
bined findings of the following two peer-reviewed journal papers:
• K. Bittner, P. d’Angelo, M. Körner, and P. Reinartz, “DSM-to-LoD2: Space-borne
Stereo Digital Surface Model Refinement,” Remote Sensing, vol. 10, no. 12, p.
1926, 2018 [4]
• K. Bittner, M. Körner, F. Fraundorfer, and P. Reinartz, “Multi-Task cGAN for Si-
multaneous Space-borne DSM Refinement and Roof-Type Classification,” Remote
Sensing, vol. 11, no. 11, p. 1262, 2019 [5]
and one double-blind peer-reviewed workshop paper:
• K. Bittner, M. Körner, and P. Reinartz, “Late or Earlier Information Fusion
from Depth and Spectral Data? Large-Scale Digital Surface Model Refinement
by Hybrid-cGAN,” in Proceedings of the IEEE Conference on Computer Vision
and Pattern Recognition (CVPR) Workshops, 2019 [6].
Chapter 6 concludes the dissertation and gives an outlook on future work.

Chapter 2
Background
“Man must rise above the Earth—to the top of the
atmosphere and beyond—for only thus will he fully
understand the world in which he lives."
— Socrates, Philosopher
2.1 High-Resolution Satellite Imagery
W e live on a planet which changes very rapidly, and there is no confidenceabout the changes that are coming in the future. It is beneficial to gaina new vision, and prove all facts, before reaching any critical decision. To
monitor changes globally, we need a bird’s-eye view of our planet from above. Satellite
imagery can help us to achieve this goal. In this technology-driven era, our planet is con-
tinually being observed and imaged by satellites providing long-term global observations
of the land surface, oceans, biosphere, and atmosphere in very high spatial, spectral,
and temporal resolution and with large-area coverage. As a result, the aforementioned
advantages make a satellite a valuable instrument which can collect more data more
quickly than instruments on the ground or by using airplanes and helicopters.
2.1.1 Active Imagery
Remote sensing instruments collect light energy within specific regions of the electro-
magnetic spectrum, and comprises the range of all types of electromagnetic radiation
covering visible light, radio waves, microwaves, infrared light, ultraviolet light, X-rays
and gamma-rays as depicted in Figure 2.1. Two types of remote sensing equipments
can be distinguished: active and passive. Active sensors, e.g., Synthetic Aperture Radar
(SAR) or Light Detection and Ranging (LiDAR), provide their own energy source for
target illumination (see Figure 2.2a). Regular pulses of energy are emitted at a known
electromagnetic wave towards the surface of the Earth to be investigated. The radia-
tion reflected, refracted, or scattered by the Earth’s surface or its atmosphere back to
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Figure 2.1: The electromagnetic spectrum illustration from the longest wavelength (at the left) to the
shortest wavelength (at the right).
the satellite is detected and measured by the sensor. Radar imaging systems, such as
European Remote Sensing Satellite (ERS), TanDEM-X, TerraSAR-X, and Japan Earth
Resources Satellite (JERS), are examples of active sensors. The advantage of using mi-
crowaves is that they are able to obtain measurements at any moment, without any
limitations from the time of day or the season. They can even penetrate clouds. How-
ever, to adequately illuminate targets on the Earth surface, active sensor instruments
require a large amount of energy. This type of data also cannot differentiate the visible
color of objects which is crucial for many remote sensing applications.
2.1.2 Passive Imagery
On the other hand, passive instruments detect natural energy in the wavelength range
they are capable of that either emitted or reflected back to space from the observed area
(see Figure 2.2b). The sunlight reflected by objects on the ground is the most usual
external radiation source sensed by passive instruments. By analyzing the strength of
reflection, a land surface can be understood, e.g., urban areas or farm fields, forests,
rivers and lakes, or distribution of plants. Passive instruments can only be utilized to
detect reflection when energy of natural origin is available. This can only occur while
the Sun illuminates the Earth. Weather conditions also influence data acquisition. For
instance, optical sensors cannot observe areas under clouds. The examples of passive
instruments that measure only sunlight radiation and reflected or emitted radiation by
the Earth are WorldView, Landsat, Sentinel-2 and Pleiades satellites.
2.1.2.1 Pan-chromatic Band
Earth observation sensors can capture data in single or multiple bands producing pan-
chromatic (PAN) and multi-spectral images, respectively. The PAN image is the result
of the measure of light energy in the full visible, and often partially the near-infrared
2. Background 9
(a) (b)
Figure 2.2: Schematic illustration of (a) active and (b) passive remote sensing instruments in action.
(NIR) spectrum. This measurement would typically cover wavelengths between 0.47 µm
and 0.83 µm, like for WorldView-2 satellite. The broad bandwidth allows to maintain
a high signal-to-noise ratio, resulting in the PAN data with a high spatial resolution.
As the PAN band combines the information from this spectral range, it returns a single
intensity value per pixel that is often displayed in a gray-scale image (see Figure 2.3a).
2.1.2.2 Multi-Spectral Band
With more spectral bands, the information gathered by the sensor increases. Most com-
mercial Earth observation satellites generate multi-spectral images covering several, and
commonly narrow bands, over the visible and infrared portions of the electromagnetic
spectrum. This means that each multi-spectral image layer is gathered at a specific
wavelength band. Therefore, the range of wavelengths contributing to the radiation en-
ergy collected by the sensor is reduced and multi-spectral instruments typically have to
acquire energy on a larger spatial extent to enhance the signal-to-noise ratio. This leads
to a lower spatial resolution opposite to PAN images. Typically, multi-spectral sensors
provide a discrete and limited number of bands, generally under 15, although on some
sensors, such as hyperspectral, it can contain more than 100 spectral bands.
A common example of multi-spectral images is the production of “natural color” pho-
tographs which combine three bands of the visible spectrum: blue, green and red (see
Figure 2.3b). However, current remote sensing multi-spectral cameras are not only re-
stricted to the visible spectrum. They can detect different infrared spectral ranges, e.g.,
NIR, shortwave, infrared (IR), thermal IR or even the ultraviolet ranges. For example,
the image which couples the green, red, and near infrared bands is a valuable data source
for remote sensing applications related to the land, forest and agriculture monitoring be-
cause it highlights the presence and health of the vegetation: healthy vegetation absorbs
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Figure 2.3: An example of (a) PAN image with Ground Sampling Distance (GSD) of 0.5m, (b) red,
green, and blue (RGB) image with GSD of 2m, and (c) pan-sharpened image with GSD of
0.5m depicting a central cathedral in the city of Munich, Germany. Images are acquired
with WorldView-2 satellite. The pan-sharpened image is generated by combining the high-
resolution pan-chromatic image with low-resolution RGB image using a pan-sharpening
technique developed by Krauß et al. [7].
blue- and red-light energy to fuel photosynthesis and creates chlorophyll which reflects
strongly in the NIR spectrum, and therefore appears in darker red in the image. Numer-
ous other combinations of wavelength bands are possible, depending on the information
to be extracted for the Earth’s surface investigation (soil, water, geological formations,
etc.).
2.1.2.3 Pan-Sharpening
Current commercial satellites, like Pleiades or WorldView, commonly include both lower-
resolution multi-spectral bands and a single higher-resolution pan-chromatic band. The
reason to configure the satellites in this way is to keep their weight, cost, bandwidth
and data rate lower. The desire to have space-borne images with both high spatial
and spectral resolution motivates researchers to develop pan-sharpening techniques that
merge high-resolution pan-chromatic data with medium-resolution multi-spectral data
to create a multi-spectral image with higher-resolution features. An example of pan-
sharpened image is illustrated in Figure 2.3c. Obtaining high spatial and at the same
time spectral resolution data, can be crucial in many remote sensing applications.
2.1.3 Digital Surface Models
Traditional satellite image provides valuable 2D information from which the physical
state of the Earth surface can be analyzed. However, the world is three-dimensional
and two-dimensional imagery only represents a part of the reality. Elevation models can
measure and analyze the real world in 3D for a more complete picture. The digital format
of a height model is given by a Digital Surface Model (DSM), consisting of elevation data
and representing the Earth surface as seen from an orthogonal aerial viewpoint. The
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DSM is a 2.5D height representation because it considers the maximum height over
ground rather than looking at all objects that might be below.
Remote sensing technologies provide several approaches to measure the surface topog-
raphy. Most common data sources are ground survey, stereo airborne, or space-borne
photogrammetry, satellite Interferometric Synthetic Aperture Radar (InSAR), and aerial
LiDAR.
2.1.3.1 Ground survey
Ground survey is used to collect detailed topographic and land cover characteristic data
for smaller target areas such as city districts, dumping area, reservoir site, etc. It involves
Global Positioning System (GPS) observations, total stations and laser ranging to gather
X,Y,Z coordinates of terrestrial points in a gridded way for DSM generation. Although
this technique gives detailed elevation models, it has limitations consisting of high cost,
narrow area coverage, and is highly time consuming because it requires extensive labor
involvement [8, 9].
2.1.3.2 Light Detection and Ranging Technology
The LiDAR technology utilizes the NIR band of the electromagnetic spectrum and mea-
sures the time it takes for the emitted laser pulse to travel from the transmitter to the
object on the Earth’s surface and back to the receiver. Because the speed of light is
known, the distance can be calculated. The LiDAR technique has an up to centimeter
level accuracy as well as a regular scan pattern with high density. This allows the pro-
duction of a high-quality DSMs. The pulse laser light transmitted by the LiDAR is also
able to partially penetrate vegetation and also acquires ground points through the vege-
tation cover. However, LiDAR data acquisition is expensive and does not provide global
coverage compared to satellites. Furthermore, LiDAR data only provide the building or
roof top sparse depth information. It influences the precise identification and measure,
as the exact corners of building construction usually do not contain collected points [10].
2.1.3.3 Interferometric Synthetic Aperture Radar
The DSM generation can be obtained through radar interferometry, using the difference
in phase between at least two complex SAR images. The interferometry image pair is
either taken sequentially via repeat-pass mode, or simultaneously via single-pass mode
by airborne or space-borne sensors from slightly different view angles focused on the
same area of interest [11, 12]. SAR is a cost-effective technology which can perform wide
coverage measurements with ground resolution up to 1m under all weather conditions
and at day and night times [13]. However, densely settled areas, steep topography,
shadow regions, or vegetation presence are hard to handle in InSAR processing, as they
lead to limited visibility of objects due to occlusion issues and as a result, produce
erroneous or missing height estimates [14]. Moreover, because of the side-looking sensor
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principle, InSAR technology is not as useful for some remote sensing applications, such
as building recognition and reconstruction.
2.1.3.4 Multi-View Stereo Photogrammetry
Height information extraction is possible from either airborne or space-borne multi-view
stereo photogrammetry by using correlations between every pixel of overlapping images
over an area. Multi-view stereo photogrammetry contributes to the scene completeness
by minimizing the occlusion between landscapes and by allowing a multitude of match-
ing points. Airborne platforms provide a good performance with respect to spatial and
spectral resolution. The resulting images are not affected as much by atmospheric per-
turbations. Airborne platforms are very flexible in operation and all acquired data is
available to the customer as soon as the survey mission is over [15]. However, turbu-
lences, clouds, and air traffic control, as well as the high costs, limit the efficient use
of airborne platforms. Furthermore, they cannot be used during volcanic eruptions or
hurricanes because it puts the crew in danger. Also, airborne survey missions are usually
planned as one-time operations compared to the space-borne platforms which continu-
ously observe the Earth. A good overview of existing airborne stereo systems is given
by Zhang [16].
In recent years, the techniques of stereo imagery acquisition from space-borne plat-
forms have rapidly evolved, allowing researchers to obtain DSMs of improved quality and
resolution. The data is very useful for many applications, as it provides regular surveys
of the same area, e.g., for security surveys or when monitoring natural disasters [16].
When compared to airborne platforms, they are cost-effective and provide a much wider
area of coverage. Multi-view stereo data can be collected by across-track stereoscopy
from two or more adjacent orbits in different days. However, the quality of DSMs gen-
erated from across-track stereo imagery is influenced by temporal changes of the surface
reflection due to the different acquisition dates. The recently employed same-date along-
track stereo data acquisition from the same orbit using multiple cameras or by adjusting
the viewing angles overcomes this problem. It reduces the radiometric image variations
allowing higher quality 3D reconstructions than previously possible. An example of such
a DSM is illustrated in Figure 2.4.
Satellite imagery products vary in their spectral and spatial resolution, geographic and
temporal coverage, cloud cover, security regulations, and price [18–20]—characteristics
and operation mechanisms which can limit specific Earth observation applications. Tech-
nological progress and increasing accessibility of high-resolution satellite imagery expand
traditional application domains in remote sensing. Examples of modern, submeter-
resolution commercial space-borne platforms are the GeoEye-1, WorldView 1–4 and Pléi-
ades 1A/1B satellites. They represent the most important very high-resolution satellites
with stereo acquisition capabilities.
• GeoEye-1
GeoEye-1 is an American very high-resolution satellite that was launched on Septem-
ber 6, 2008. It collects 0.41m resolution PAN and 1.64m resolution multi-spectral
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Figure 2.4: An example of optical DSM with a resolution of 0.5m produced from six pan-chromatic
Worldview-1 images using Semi-Global Matching (SGM) [17] method. The depicted area is
located in Berlin, Germany and represents a 1.5 km2 coverage. The image is color-shaded
for better visualization.
images providing 15.3 km swath at nadir. The multi-spectral images consist of four color
bands including blue, green, red, and near-infrared channels. The satellite can be ro-
tated forward, backward or sidewards with high-precision and has a revisit capability of
one to three days, depending on latitude. This sensor is meant to be utilized for large
projects, as it can collect over 350 000 km2 of pan-sharpened multi-spectral satellite im-
agery per day. The description of the GeoEye-1 satellite is taken from the Satellite
Imaging Corporation web page [21].
• WorldView 1-4
WorldView-1 is a commercial Earth observation satellite that has provided high-
resolution pan-chromatic multi-view stereo imagery collection since its launch on Septem-
ber 18, 2007. The satellite has revisit time of 1.7 days on average and is capable of
covering up to 750 000 km2 per day of half-meter resolution PAN imagery.
WorldView-2 is another commercial Earth observation satellite operated by Digital-
Globe that provides a 0.5m pan-chromatic images as well as 2m multi-spectral images
with four standard colors (red, green, blue, and near-infrared 1) and four additional
bands (coastal, yellow, red edge, and near-infrared 2). The satellite was launched on
October 8, 2009. WorldView-2 has a revisit time of 1.1 days and is able to collect nearly
1million km2 every day of multi-view stereo imagery in a single pass by adjusting the
camera viewing angle.
WorldView-3 is the first multi-payload, super-spectral, high-resolution commercial
satellite sensor. It was launched on August 13, 2014. Along with 0.31m pan-chromatic
and 1.24m multi-spectral bands, the WorldView-3 sensor collects eight-band 3.7m res-
olution short wave infrared (SWIR) and Clouds, Aerosols, Water Vapor, Ice and Snow
(CAVIS) data at 30m resolution. The CAVIS offers standardized data independent of
where or when the images have been acquired by correcting the inconsistencies caused
by certain conditions.
WorldView-4 satellite was successfully launched on November 11, 2016. Similar to
WorldView-3, it is capable of delivering the pan-chromatic image with 0.31m resolution
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and collecting four-band multi-spectral image at 1.24m resolution. WorldView-4 satellite
is able to revisit any point on the Earth every 4.5 days, depending upon the required
look angle. The very high-resolution of provided images offers customers precise views
for 2D or 3D mapping, change detection and image analysis tasks.
The description of the WorldView 1-4 satellites is taken from the web pages of the
Satellite Imaging Corporationg [21] and European Space Imaging [22].
• Pléiades 1A/1B
Pléiades is an optical observation system built by Airbus Defence and Space consisting
of two identical satellites, Pléiades 1A and Pléiades 1B, that deliver 50 cm color images.
Pléiades 1A was successfully launched on December 16, 2011 followed by Pléiades 1B
launched on December 2, 2012. Operating 180◦ apart on a phased orbit, the Pléiades
system allows a daily revisit to any location on the Earth, which makes it ideal for
mapping large scale areas. This information about the Pléiades satellites is taken from
the Satellite Imaging Corporation web page [21].
2.1.4 Satellite Stereo-Based Digital Surface Model Generation
The high agility of modern Very High-Resolution (VHR) satellites, like WorldView-1
and 2, makes the collection of multiple images of the same area under different viewing
angles in a single pass possible. By merging DSMs, generated from several image pairs
applying SGM algorithms [17, 23, 24] which avoid matching windows, a better-quality
DSM with minimum number of outliers and sharper object boundaries can be achieved.
Elevation information extraction in the form of DSMs from along-track stereo satellite
imagery is a highly valuable component for many remote sensing applications.
The DSM generation pipeline incorporates two main steps: 1) stereo imagery orienta-
tion computation considering given Rational Polynomial Coefficient (RPC) and 2) dense
image matching. An accurate stereo matching is a very important procedure, because
the density and accuracy of derived matching points directly influence the quality of
DSMs.
• Multi-View Image Orientation
Elevation model extraction from multi-view very high-resolution satellite imagery re-
quires accurate calculation of RPC camera parameters for each image. The initial RPCs
known from orbit and attitude information cannot meet fitting requirements between
multiple images in most situations. Thus, it is necessary to refine RPCs as the satel-
lite position and orientation errors will result in systematic failures during dense image
matching for generating DSMs.
Errors in sensor position and orientation can be corrected by a bundle adjustment pro-
cess which ensures that the observations in multiple images of a single ground point are
in a unified geodetic framework [25]. Several works [24, 26, 27] have been applying RPC
bundle adjustment refinement procedure already to establish a good relative orientation
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between the images. The correction of RPCs first requires accurate tie points between
the stereo images. Initial tie points for stereo pair can be located at one pixel accuracy
by sliding the pattern area over all the search region. These tie points are then refined
to sub-pixel accuracy using local Least Squares Matching (LSM) [28]. Second, to correct
absolute orientation, optimal Ground Control Points (GCPs) at sub-pixel accuracy are
needed which are 3D locations of points known a priori from GPS observations or al-
ready existing DSMs and high-resolution orthorectified images. However, the acquisition
of required GCPs could be tedious or even impossible, if a rapid response is needed in
cases like large scale processing or crises situations. Because this type of information is
not always available, contemporary research uses automatic image-based techniques to
extract and correct GCPs [29].
• Dense Image Matching
To generate a detailed DSM from multi-view stereo images, a dense stereo matching
method called SGM [17, 23] is used. The SGM defines a pixel-wise matching of mutual
information and approximates global 2D smoothness constrains by following 1D con-
strains in multiple directions through the image [23]. The main fundamentals of SGM
are matching and disparity map generation.
After establishing a good relative orientation, matching is performed for all potentially
matching pixels in the stereo pair using epipolar geometry. SGM does not involve window
matching technique [17, 23]. As a result, a reliable reconstruction of object edges can
be achieved. To avoid strong local assumption on the local surface shape, the matching
step is viewed as an energy minimization problem solved by optimizing the aggregation
costs from 16 directions and finding disparity image D with low energy
E(D) = Σp
C (p,Dp) + ∑
q∈Np
P1T [|Dp −Dq| = 1] +
∑
q∈Np
P2T [|Dp −Dq| > 1]
 . (2.1)
The function C is a data term which defines the pixel-wise matching cost between the
image pixels p and corresponding pixels in disparity map Dp. The second and third
terms of the energy function are regularization terms which favor similar disparities for
neighboring pixels Np but also allows large jumps in areas with high contrast, respec-
tively. As a result, if disparity changes are small (disparity change = 1 pixel), a constant
penalty P1 is added to the energy function. In contrast, if a higher disparity change
occurs (disparity change > 1 pixel), a larger constant penalty P2 is added. The function
T is a condition which is equal to 1 if the argument is true, and to 0 otherwise. The
detailed description of cost aggregation is given by Hirschmuller [23].
Image pairs are matched from the first to the second, and from the second to the
first image by applying the SGM on multiple images. It allows to keep only consistent
disparities and avoids to fuse the most mismatched regions. Small isolated regions are
rejected as irregularities. The obtained separate disparity maps from each image pair
are first reprojected to the desired projection and merged afterwards to generate a single
DSM by using a median filter [24].
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Figure 2.5: The schematic representation of CNN hierarchically structured of multiple convolutional,
Rectified Linear Unit (ReLU) and pooling layers. The top layers are fully connected layers,
which after applying the softmax normalization on each of the neurons represent a class of
probability distributions.
2.2 Satellite Image Processing using Deep Learning Techniques
Currently, the amount of data obtained by remote sensors are large and complicated.
As a result, only inspecting them manually is impractical or even impossible. Numerous
image analysis approaches have been developed to interpret and extract information
at the greatest extent possible from remote sensing images. The strategies applied for
image analysis are strongly dependent on the goals of each individual project.
Until approximately five years ago, machine learning algorithms mainly used hand
crafted features from the images, like spectral and textural, calculated from a few training
samples. With the recent advances of deep learning methods for remote sensing imagery
processing, it is now possible to solve many Earth observation problems automatically
and at a high-level of accuracy. Deep learning algorithms demonstrate excellent results
at recognizing patterns captured in neighboring pixels within the images. As a result,
they learn to represent the image context as a hierarchy of patterns where each pattern
is a combination of simpler and more abstract features. The most extensively used deep
learning concept is Convolutional Neural Networks (CNNs) [30] that are particularly
powerful for computer vision tasks, such as image recognition [31, 32], segmentation [33,
34] and classification [30, 35–37].
2.2.1 Convolutional Neural Networks
The search for good internal information about image objects has been the main inten-
tion since the beginning of computer vision. Many studies are based on a mathematical
operation, called convolution. The general expression of discrete two-dimensional con-
volution is
(k ∗ f)x,y =
W1∑
s=−W1
W2∑
t=−W2
ks,tfx−s,y−t (2.2)
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where f represents the input image and k defines the filter given by s ∈ [−W1, . . . ,W1]
and t ∈ [−W2, . . . ,W2].
CNNs take the general advantages of neural networks and manage to work with 2D or
3D data. As a result, their training parameters represent 2D or 3D matrices. CNNs are
typically composed of multiple trainable blocks. Each of the blocks receives a collection of
feature maps and transforms it to a new collection of feature maps through differentiable
functions. A common CNN block is built of three layers: a convolutional layer, a layer
with non-linear activation function and a pooling layer.
A convolutional layer consists of S filters of size (2 ·W + 1) × (2 ·W + 1) in spatial
direction and of size C in spectral direction with trainable weights km,n,c, where m,n ∈
[−W, . . . ,W ] determine the spatially localized region and c ∈ [1, . . . , C] determine the
spectral one. The spectral size defines a number of features per pixel position, i.e., a
number of channels, such as three for a RGB image. The feature map yli,j,s of layer l at
spatial location i, j and at spectral channel s is computed as
yli,j,s = σ(
W∑
m=−W
W∑
n=−W
C∑
c=1
(kl−1,sm,n,c · yl−1i−m,j−n,s + bl−1i,j,s)) (2.3)
where bl−1i,j,s is a bias matrix. It is not necessary that the number of spectral channels
s stays the same along the whole network architecture. In most cases, it gradually
increases from the bottom to the top of the networks.
Due to the translation equivariance property [38], if one feature is useful to compute at
some image location (x1, y1), then it should also be useful to compute at a different image
location (x2, y2). As a result, the same weight parameters defining identical features
can be applied around the whole image. In CNNs, this strategy is extensively exploited
allowing the sharing of weights and biases across the entire layer. With local connectivity
and shared weights, CNNs tend to reduce a number of learning parameters compared to
the standard fully connected neural networks and provide a better generalization when
dealing with computer vision problems [39].
In Equation (2.3), the σ(x) defines a non-linear activation function which helps the
network to learn a complex data. In other words, non-linearities ensure that the model is
able to perform more complex function approximation than a linear one. Common non-
linear functions used for feed-forward neural networks are the sigmoid (see Figure 2.6a)
σsigmoid(x) =
1
1 + e−x (2.4)
or the hyperbolic tangent (see Figure 2.6b)
σtanh(x) =
ex − e−x
ex + e−x . (2.5)
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Figure 2.6: Examples of (a) sigmoid, (b) tanh, and (c) ReLU non-linear activation functions commonly
used for feed-forward neural networks.
For CNNs it is common to use the rectified linear unit non-linearity
σReLU(x) = max(0, x) (2.6)
which sets all negative values in the convolution matrix to zero introducing the sparsity to
the network and keeps the positive values unchanged (see Figure 2.6c). This is beneficial
for training the network with backpropagation [40] because it prevents the gradient
vanishing problem and makes the computational implementation more efficient.
A pooling layer progressively reduces the information in the spatial range [−P, . . . , P ].
The most common pooling operation is max pooling
pli,j,s = max
m∈[i−P,i+P ],n∈[j−P,j+P ]
{
ylm,n,s
}
(2.7)
which takes the maximum element in a local region, thereby providing a small degree
of invariance. Pooling operation reduces the number of parameters and computation in
the network, and as a result is able to control overfitting.
CNNs were initially developed for image classification tasks. Thus, the top layers of
CNNs are usually fully connected layers, which merge the information of the whole image
to predict the correct class associated with it. The final layer is a 1D array of neurons
representing a class of probability distributions after applying softmax normalization on
each of the neurons. The size of the last 1D group of neurons is equal to the number
of possible classes established for the task. A multi-stage design of CNN architectures
allows to automatically and adaptively learn spatial hierarchies of features, from low-level
components at the bottom, such as edges and corners, to high-level semantic information
at the top layers. In other words, convolutional and pooling layers transform the input
image to a higher spectral but low spatial resolution abstract representation which are
easier to separate.
2.2.2 Training the Network with Backpropagation
The signal of the entering data is distributed in forward direction through neural network
parameters towards the point where a decision will be made. Training a network means
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finding such parameters which minimize dissimilarities between predicted values by the
network and given ground-truth labels on a training dataset. The misclassifications
are penalized by a task-dependent loss function. Tasks based on classification use the
cross-entropy loss function
L CE (x,y,p) = −
∑
i
yi log p (xi) (2.8)
paired with sigmoid (cf.Equation (2.4)) or softmax
σsoftmax(x) =
exk∑
j e
xj
(2.9)
normalization, while regression tasks use the Euclidean error function
LEucl(x,y,p) =
∑
i
‖yi − p (xi)‖22 . (2.10)
The Euclidean error function can be also used in case of binary classification. How-
ever, the common choice of the cross-entropy loss function over the Euclidean loss func-
tion for training the CNNs for the binary classification task can be explained by its
ability to avoid the slowdown problem during the learning process and to provide a
more numerically stable gradient when coupled with softmax normalization [41]. Here,
x = {x1, . . . , xn} is the set of input examples in the training dataset and y = {y1, . . . , yn}
is the corresponding set of target values for those input examples. The p(xi) represents
the predicted output of the neural network for provided input xi.
The main objective of neural networks is to create a model from the training data which
correctly generalizes on a very wide range of previously unseen data. It is possible, due
to the network’s ability to learn relevant features in the data. A method which is only
able to work on the training data is not effective.
To prevent a tendency of neural network to overfit the training data, a process of
prior knowledge insertion, called regularization, is usually employed. It can appear in
many forms, e.g., data augmentation, but a common way is to add an additional term
to Equation (2.8) called “weight decay”,
L(x,y,p) =
∑
i
L0(yi, p (xi)) + λ ‖w‖22 , (2.11)
which prevents the weights growing too large. Here, the term L0 defines the cross-
entropy loss function (cf. Equation (2.8)) and λ is a constant controlling how strong
large weights should be penalized.
By minimizing the loss function (cf.Equation (2.11)), w.r.t the weights w and biases
b, the network can be trained. Generally, neural networks are trained using the back-
propagation algorithm [40], which computes the derivatives of the loss function with
respect to parameters ∂L∂wi and
∂L
∂bi
, and propagates them back through the network so
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that they can alter the parameters
wi ← wi − α ∂L
∂wi
(2.12)
bi ← bi − α∂L
∂bi
(2.13)
with learning rate α one step at a time. This standard loss minimization technique
is called gradient descent. Since a neural network is a composition of multiple simple
functions, the computation of derivatives for the gradient descend algorithm is done by
applying the chain rule
f(g(x))′ = f ′(g(x)) · g′(x). (2.14)
Computing the gradient descend for data with thousands (or more) elements for every
iteration is impractical. Therefore, an approximation called the Stochastic Gradient
Descent (SGD) with a mini-batch is a typical choice, as the gradient computation is done
on a small number of data points rather than on the entire dataset. The training can be
further optimized by SGD with momentum [42] which is often considered an essential
component to train deep networks. In specific cases, the extensions like Adagrad [43],
Nesterov’s accelerated gradient descent [44], Adadelta [45] and Adam [46], tend to be
very similar in quality, if not better than vanilla momentum.
Deep neural networks have a large amount of parameters. As a result, they are prone
to overfitting on the training data. In addition to the classical weight decay regulariza-
tion (cf.Equation (2.11)), a dropout [47] regularization technique shows its power and
strength to improve generalization for deep neural networks. The term “dropout” refers
to ignoring a random amount of units (along with their connections) from the neural
network during training [47]. Consequently, only a random subgroups of neurons are
trained in a single iteration of SGD. This prevents neurons from co-adapting too much
to the problem.
2.2.3 Diversities of Convolutional Neural Networks
2.2.3.1 Recurrent Neural Networks
Recursive Neural Networks (RNNs) are powerful and robust types of neural networks
which have gained more popularity in the last years. Unlike feed-forward networks,
the RNNs are networks with loops in them, also called recurrent connections. The
major advantage of RNNs is that with these connections the network is able to refer to
last states, allowing information to persist over time, and can therefore making use of
sequential information. This is similar to how the human brain processes the information.
Humans do not start their thinking from scratch every second. For example, when we
read a poem, we understand each sentence based on our understanding of the previous
words.
A diagram in Figure 2.7 demonstrates that a block of the RNN has connections from
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Figure 2.7: A diagram of an unfolded RNN represented as a chain of repeated units where U defines
weight vector for hidden layer, V represents weight vector for output layer, W represents
the same weight vector for output layer but for different time steps, x is an input vector
and O is an output vector.
its input to its output as well as a connection from its output again to its input. This
extra loop connection allows information to be passed from one step of the network to
the next.
The illustrated RNN block can be unrolled (or unfolded) into a full network (Fig-
ure 2.7) of k instances. The number of k instances depends on the length of the whole
sequence. For example, if an input sentence consists of three words, the network is un-
folded into a three-layer neural network, where one layer is responsible for one word. If
we specify the hidden state at time step t as st, the process of carrying memory forward
can be defined as
st = σ (U · xt +W · st−1) (2.15)
where xt is the input or the second word of a sentence at a time step t modified by a
weight matrix W, added to the hidden state of the previous time step st−1 multiplied by
its own hidden-state-to-hidden-state matrix U. The function σ is one of non-linearity
functions described in Section 2.2.1.
The training of RNN is done on unfolded networks, like in Figure 2.7, with a back-
propagation algorithm the same as for the feed-forward networks, except that each epoch
has to run through each unfolded layer. The extension of backpropagation algorithm for
RNN receives the name Backpropagation Through Time (BPTT).
RNNs have demonstrated superior results in many tasks. Their ability to deal with
sequential data is significant for applications like image or video captioning [48], hand-
writing recognition [49], speech synthesis [50] and speech recognition [51], where a model
produces sequential outputs. In the case of time series forecasting [52], video analy-
sis [53], and musical information retrieval [54], a model must learn from inputs that are
sequenced. Some interactive tasks, like translating natural language [55, 56], engaging
in dialogue [57], and controlling a robot [58], often require both capabilities.
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Figure 2.8: Fully convolutional network representation. Compared to standard CNNs, Fully Convolu-
tional Networks (FCNs) are able to learn to make dense predictions for each pixel within
a given input image. The image is adapted from Long et al. [59].
2.2.3.2 Fully Convolutional Networks
The semantic segmentation task is different from the classification task because of its
requirement to assign a class for each pixel from the input image (see Figure 2.8),
instead of only one class for the whole input image. This problem is extremely difficult
because the method should be able to classify and to locate the objects at the same time.
Moreover, the produced output should have the same size as the original input image.
Recently introduced FCNs [59] have become the state-of-the-art methodologies for the
task of image segmentation. They are an adaptation of traditional CNNs, where the top
fully connected layers are changed with convolutional layers. As a result, unlike the basic
CNNs, the spatial information in the top layers is not lost when applying FCNs, but
can be tracked back [60]. This also reduces the number of parameters and computation
time as well as makes the network independent from the input size.
The output layer of FCNs is the same height and width as the input image, but the
number of channels is equal to the number of classes of the task and represents the
per-class probability maps cli(x, y). In the case of binary classification, the shape of the
final output layer will be height× width× 2.
Semantic segmentation requires a mechanism to project the lower-resolution features
learned at different stages of the encoder onto the higher-resolution space to obtain a
dense classification. For the encoder, a pre-trained classification network like VGG [36]
or ResNet [61] is commonly used. The recovering of spatial information is done in the
so-called decoder part of the network using transposed convolution layers which perform
a learned interpolation from a set of nearby points.
Applying up-sampling to bring the classification maps to the original size does not
guarantee the production of accurate segmentation masks with very detailed object
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Figure 2.9: The schematic representation of FCN-8s architecture introduced by Long et al. [59] which
integrates the mechanism called “skip” connections ( ) into up-sampled ( )
probability maps for more detailed recovery. The illustration is adapted from Long et al.
[59].
boundaries beacause too much spatial information has been lost by all down-samplings
in the network. Long et al. [59] propose to combine the high-frequency information from
encoder feature, skipping some layers of non-linear processing, with the output from
transposed convolution layers at the same resolution using an element-wise addition (see
Figure 2.9). These skip connections from earlier layers in the network provide more
precise spatial information which helps to recover more detailed shapes for segmentation
boundaries.
2.2.3.3 Region-Based Convolutional Neural Networks
Unlike the traditional image classification tasks where only one label is assigned by
CNNs to an image context, object detection algorithms attempt to draw a bounding box
around the object of interest to locate it within the image. In most real-case scenarios,
there could be many bounding boxes representing different objects of interest within the
image. The problem of object detection and localization requires precise estimation of
the objects location as well as their classification. Object detection is a challenging task
because multiple objects with varying sizes can be present in one image.
As opposed to traditional exhaustive sliding window approaches, the region proposal
algorithms output a set of object proposals in the form of object-like image patches
at multiple scales. Girshick et al. [31] employ such selective search approach [62] to
generate approximately 200 category independent region proposals on a test image.
The wrapped region proposals are then fed to a CNN trained for classification, which
in turn generates a fixed size high-level semantic feature. At the end, each region is
classified by a set of category specific linear Support Vector Machines (SVMs). The
schematic representation of described architecture, named Region-based CNN (R-CNN),
is illustrated in Figure 2.10.
Further efforts were performed to improve the R-CNN approach in a way to make it
more computationally efficient with a high rate of detection accuracy. For example, Ren
24 2.2. Satellite Image Processing using Deep Learning Techniques
R-CNN: Regions with CNN features
Input image Extracted region
proposals (∼ 2k)
Wrapped
region
CNN
CNN features computation
person? no
dog? no
cat? yes
...
...
Figure 2.10: Schematic representation of Region-based CNN developed for object detection problems.
After generating a set of region proposals, the R-CNN passes the wrapped proposals
through a CNN to classify them. The illustration is adapted from Girshick et al. [63].
et al. [64] introduce Faster R-CNN where the selective search algorithm [62] is replaced
by FCN called Region Proposal Network (RPN) to compute region proposals at no extra
cost. Another advantage of proposed work compared to the earlier approach [31] is a
decreased amount of proposals (as low as 20).
2.2.4 Generative Adversarial Networks
Generative Adversarial Networks (GANs) were introduced by Goodfellow et al. [65] in
2014 as a new class of neural networks. Their potential is tremendous, because they can
learn to approximate any distribution of data. It means that such generative models are
able to create a new content.
GANs are adversarial frameworks composed of two competing neural network models:
the generator and the discriminator. The task of a generator is to produce samples of
fake data which will fool the discriminator. The task of a discriminator is to evaluate
the inputs for authenticity. The generator never sees the genuine data. It must learn to
generate realistic data by considering feedback from the discriminator.
The idea behind the adversarial training is the competition between the generator and
the discriminator which drives both networks to improve their methods: both networks
try to beat each other and by doing so, they sharpen each other’s skills. As a result, the
discriminator is able to detect fake samples, while the generator finds a way to produce
data indistinguishable from the real samples.
GANs are formulated as a minimax game
min
G
max
D
LGAN(G,D) = Ey∼preal(y)[logD(y)] + Ez∼pz(z)[log(1−D(G(z)))], (2.16)
where a generator G(z) = y maps a latent vector z ∼ pz(·) from normal or uniform
distribution pz(·) to a fake sample y which resembles a real one y∗ ∼ preal. A discrimi-
nator D(y) ∈ [0, 1] outputs a single scalar estimating the probability that y comes from
the real data rather than from generated one. In Equation (2.16), the E[·] defines the
expectation value. The diagram of GAN’s working process is visualized in Figure 2.11.
Currently, GANs are an intense research topic and many different types of GAN are
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Figure 2.11: Schematic representation of GAN model developed for generating new data G(z) from
the random noise z with the same context as the one learned from ground-truth data y.
implemented. Some of these implementations which are being used the most actively
are briefly described below.
• Vanilla GAN
Vanilla GAN [65] is the fundamental type of GAN. Its generator and discriminator are
built of simple multiple layers of perceptrons. The input to the generator is the data
with random distribution. The generator learns to convert this random data into the
meaningful information that meets the requirements of the real data distribution. The
algorithm tries to optimize the mathematical Equation (2.16) using SGD.
• Conditional GAN
Conditional Generative Adversarial Networks (cGANs) are an extension of vanilla GANs
which were first introduced by Mirza et al. [66] in 2014. It is a deep learning framework
where extra information conditions both the generator and the discriminator. The added
contextual information helps the generator to produce the corresponding data as well as
helps the discriminator to distinguish the real data from the generated data. The range
of cGANs applications is broad. It includes reconstructing objects from edge maps,
generating photos from label maps, colorizing images [67, 68], predicting future frames
in a natural video sequence [69], etc.
• Laplacian Pyramid GAN
The Laplacian pyramid [70] is a class of linear transform which breaks down an image
into diverse components through a set of transform functions. Laplacian Pyramid GANs
(LAPGANs) [71] integrate the different levels of the Laplacian pyramid into the cGAN
framework to generate high-quality samples of natural images. The image is first down-
sampled at each layer of the pyramid and then, after acquiring a noise generated by a
cGAN at each layer, it is up-scaled again back to its own size.
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Figure 2.12: Schematic representation of the multi-modal learning concept.
• Super-Resolution GAN
Super-Resolution GAN (SRGAN) [72] employs a deep neural network together with
an adversarial network to produce images with higher-resolution. During the learning
process, a low-resolution image is obtained by down-sampling a high-resolution image.
The task of the generator is to up-sample low-resolution images to super-resolution
ones. The task of the discriminator to differentiate between real and generated high-
resolution images, and backpropagates the GAN loss to train the network. SRGANs are
particularly useful for upscaling native low-resolution images to enhance their details.
2.2.5 Multi-Modal Networks
In the past five years, the integration of information from multiple data sources (Input1
and Input2 in schematic representation of neural network in Figure 2.12) for one specific
task retrieval has become very popular. Several studies [73, 74] show that data fusion
can make information more confident, intelligent, consistent, and accurate compared to
the results from individual data sources. The logic behind it is similar to the human
ability to process information. For instance, humans combine signals from the five body
senses (sight, sound, smell, taste, and touch) with the knowledge about the environment
to understand and perceive the world around them. Based on this information, the
individual interacts with the environment and makes decisions about present and future
actions [75]. This natural ability to merge multiple data sources has expanded into many
fields of science.
Multi-model fusion can be fundamentally categorized into early and late fusion [76].
While the joint information is directly extracted from the input data by the early fusion,
the late fusion accumulates the individual decisions made by the neural networks for
each modality [77].
The most common types of combined modalities are from the image space, like RGB-
D and motion information from the videos. Numerous works have investigated that the
inclusion of depth information into the system positively influences the final results, as
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it contains additional information about object shape. Socher et al. [78] explored the
integration of appearance and texture information from spectral images together with
depth images to address the classification problem. A single-layer CNN processes the
data separately for low-level feature extraction. The obtained low-level features are given
to a set of RNNs to generate a joint representation for the final softmax layer. Eitel et
al. [79] proposed CNN architecture where the RGB and depth images are simultaneously
processed in two individual streams joint at the end with a late fusion network. Wang et
al. [80] approached the problem differently and merged the RGB-D data at the beginning,
forming four-channel input, to perform a scene labeling.
Compared to still images, video frames provide additional information in form of
dynamics. The earlier methodologies used to feed the raw video frames into CNNs.
Jhuang et al. [81] proposed to use a predefined set of spatio-temporal filters in the initial
layer of an introduced model for action recognition task. Ji et al. [82] approached a
human action recognition problem by introducing for the first time an end-to-end training
of CNNs with 3D convolutions over series of consecutive video frames. However, it was
found that learning spatio-temporal filters was not suitable to efficiently capture the
motion patterns. Therefore, later approaches, such as the one introduced by Simonyan
et al. [83] and Kuehne et al. [84], proposed a two-stream model which separates videos
into spatial and temporal components.
There are also approaches that combine images with other forms of data to learn
different tasks. For example, to perform an accurate meteorological analysis, data ac-
quired from various devices, such as rain gauges, radars, and space-borne remote sensing
devices, are often incorporated together due to their complementarity for better accu-
racy, coverage and resolution [85–87]. The idea behind the human-machine interaction
problem is the combination of multiple interaction modes based on audio, vision, touch,
smell, movement, and interpretation of human language commands [88, 89]. Moreover,
data fusion applications include medical and industrial robotics for objects recognition
and processes monitoring [90–92], military systems designed for battlefield surveillance,
automated threat recognition systems and remote sensing [93], autonomous driving [94],
etc.
2.2.6 Multi-Task Learning
Machine learning algorithms usually solve a single problem at one time, i.e., we expect a
single output at the end, like image classification, segmentation or even object generation.
However, several surveys [95–98] demonstrate that neural networks are able to jointly
solve multiple tasks (Output1 and Output2 in schematic representation of neural network
in Figure 2.13) at the same time and benefit from similarities between them. As a
result, this helps to contribute with an improvement to the generalization performance
of every task. The logic behind the improvement of related tasks is borrowed from
transfer learning [99] which aims to transfer knowledge, such as feature or attributes,
learned from an earlier task to another task. However, the multi-task learning problem
uses multiple tasks to mutually benefit each other while transfer learning uses one or
more tasks to share the knowledge with a target task.
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Figure 2.13: Schematic representation of the multi-task learning concept.
Multi-task learning is embedded in many applications, ranging from modeling con-
sumer buying decision [100], genomic[101], natural language processing [102] and speech
recognition [103], to a huge variety of computer vision tasks [104–107]. The majority
of them focus on pose estimation and action recognition [108], classification and seg-
mentation [109] or recognition, localization and classification [110], etc. Misra et al.
[111] proposed the CrossStich network with a new sharing unit which combines the ac-
tivations from several networks for learning the appropriate combination of shared and
task-specific information. Teichmann et al. [112] introduced the MultiNet architecture
for joint classification, detection and semantic segmentation in the autonomous driving
filed. Uhrig et al. [113] developed a FCN that predicts semantic labels, depth and an
instance-based encoding using each pixel’s direction towards its corresponding object
center. Kendall et al. [114] approached the similar task differently and developed a
model which learns per-pixel depth regression, semantic and instance segmentation from
a monocular input image by incorporating multi-task weighting algorithm.
Some researchers made an attempt to perform multi-task learning for geometry and
regression tasks. Eigen et al. [115] proposed a multi-scale CNN architecture which pre-
dicts depth, surface normals, and semantic labels at the same time from a single RGB
image. Kokkinos [116] developed an UberNet which uses diverse training datasets and
simultaneously handles a number of different regression and classification tasks. Con-
trary to previous works, Liebel et al. [117] proposed a concept of employing seemingly
unrelated auxiliary tasks, such as time or weather prediction, together with a single-
image depth estimation and semantic segmentation into a multi-task learning paradigm.
Those additional tasks play the role of a regularization measure and enhance the ro-
bustness, performance, and speed of the training. Recently, Lin et al. [118] presented an
approach very similar to ours where they addressed the joint depth estimation together
with semantic segmentation from a single RGB input image. Their developed CNN
architecture follows the standard multi-task idea: substituting the encoder part of the
architecture by a common feature-extraction network for both tasks, while separating
the global semantic segmentation and depth estimation task at the network bottleneck.
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The network responsible for depth estimation was constructed by three components: a
global depth network, a gradient network, and a refining network which are all based
on AlexNet structure. The network responsible for semantic segmentation extracted the
features using VGGNet architecture and was followed by the atrous up-sampling net-
work to output a class score maps. The developed network was intended for real-time
autonomous driving applications.
2.3 Summary
Modern technologies open broad opportunities for analyzing and monitoring the changes
happening on the Earth. The best way to obtain fast and large-scale information about
the Earth is to explore worldwide satellite imagery data. Worldwide satellite imagery
data gives extensive knowledge about buildings and terrain for hundreds of cities which
is crucial for many remote sensing applications. Information such as the outline of build-
ings and their 3D representations can be obtained by taking advantage of the currently
available very high spatial and spectral resolutions, together with the height information
retrieved from multi-view stereo satellite images. However, those tasks are challenging
due to the variety of building shapes as well as their complexity. The strength of recently
developed methodologies which are able to extract task dependent features automati-
cally promises to achieve good results with a high degree of accuracy. Therefore in this
dissertation, two problems related to automatic building information extraction and
refinement are investigated utilizing deep learning-based approaches.

Chapter 3
State-of-the-Art
I nformation extraction from remote sensing images, which includes rich geometric,topological, and semantic knowledge of buildings, has been an active research fieldin photogrammetry and computer vision for many years. Building information ex-
traction plays a significant role in a wide range of practical applications, such as updating
Geographic Information System (GIS) databases, city planning, land use analysis, esti-
mation of population density, disaster management, etc. [119–121]. Because the manual
processing of geometric and semantic information of buildings is time-consuming and
costly when applied to both regional or global scales, the development of a methodology
that requires less human interaction is under demand. In this chapter, we review the ex-
isting methodologies dedicated to both semantic information extraction of a building as
well as its geometry refinement that motivates our new developments in the remote sens-
ing research field. The chapter is an extended version of the literature review introduced
in our four publications [3–6].
3.1 Building Footprint Extraction from Very High-Resolution
Satellite Imagery
Automatic building detection and footprint extraction from high-resolution satellite im-
agery (see Figure 3.1) is an intense field of research in the area of remote sensing. How-
ever, due to the sophisticated nature of urban surroundings, large diversity of building
structures, and relatively low spatial resolution, the collection of detailed building out-
lines from remotely sensed imagery is very challenging. Therefore, automatic methods
are needed to perform time and cost effective extraction of building footprints from Very
High-Resolution (VHR) satellite imagery within urban areas containing numerous, and
at times very complex constructions.
31
32 3.1. Building Footprint Extraction from Very High-Resolution Satellite Imagery
Figure 3.1: An example of a building footprint map overlaid to a red, green, and blue (RGB) image
with a resolution of 0.5m acquired from the Worldview-2 satellite. The depicted area is
located in the city of Munich, Germany and represents a 1.1 km2 coverage.
3.1.1 Traditional Methodologies
In general, the existing methods can be grouped into three classes according to the data
used for building footprint extraction. The first class uses single aerial or high-resolution
satellite imagery, the second class utilizes structural information in the form of Digital
Surface Models (DSMs) and the third class combines the spectral and height informa-
tion because they provide complementary knowledge and increase the opportunity for
enhancing final results.
3.1.1.1 Spectral Information Based Approaches
Monocular imagery provides the spatial and spectral information useful for terrestrial
scene interpretation. The early studies on building extraction emphasize the importance
of features obtained from this type of information. Usually low-level features—such as
edges, corners, line segments and their combinations—are detected and grouped together
based on various rules to form building hypotheses [122–125]. Moreover, it is observed
that building rooftops within relatively homogeneous areas have regular shapes repre-
sented by rectangles or combinations of them. As a result, methodologies extensively
employ the shape information.
• Geometric Relationships
Mohan et al. [126] proposed to detect buildings in aerial images based on perceptual
organization taking into account the structural relationships. The authors applied a
number of rules to detected linear features while grouping them into parallels: either
linear features form an U-structure in case of their collation with aligned endpoints or
a complete rectangle hypothesis if two such U-structures are detected. The best consis-
tent rectangles were found by minimizing the cost of the constraint satisfaction network.
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Krishnamachari et al. [127] performed a Markov Random Field (MRF)-based building
delineation in aerial images. The method involved straight line segments extraction from
the generated edge map of an image and applied the MRF on line interactions to pro-
vide final building contours. Liu et al. [128] introduced a method which segmented a
pan-chromatic (PAN) image into different regions, and used all detected contours as can-
didates. To distinguish “true” buildings among all possible candidates, the probability
model was used. The assumption that building borders are perpendicular or parallel was
incorporated into the algorithm. Saeedi et al. [129] used the Blue Line edge detection
approach to identify straight segment lines and group them into building hypothesis.
To remove unwanted extracted objects, like pools and green areas, the authors applied
the multi-level verification process on a constructed hypothesis. The drawback of this
methodology is that it only produced squared building contours and in some cases did not
follow the exact contour of the building shape. Wang et al. [130] presented a framework
which first applied edge-preserving bilateral filter to enhance edge contrast. The line
segment detector EDLines was then used for real-time building line segments extraction
which were finally grouped into candidate rectangular buildings by graph search-based
approach. In general we can say that the detection of relevant building-correspondence
lines is a complicated problem, as many other irrelevant and randomly distributed lines
are usually fragmented in the images.
• Graph Structure Models
Some methodologies establish the building detection in terms of graph models. Kim
et al. [131] modeled low-level linear features extracted from aerial images as vertices of
a line-relation graph. By searching the graph, building hypotheses were found. Build-
ing hypotheses were finally verified using the intensity and shadow information. Segl
et al. [132] combined supervised shape classification process with unsupervised image
segmentation algorithm in an iterative procedure to allow an object-oriented inspection
like building shapes in high-resolution satellite images. Molinier et al. [133] proposed
the detection of man-made constructions by training self-organizing maps on satellite
images. Sirmacek et al. [134] formalized the problem of urban areas and buildings detec-
tion as a graph theory where extracted Scale Invariant Feature Transform (SIFT) key
points were assigned to graph vertices and special relationships between these vertices,
e.g., intensity values, form the edges of the graph. The approach first detected urban
areas using a graph matching method and then identified separate buildings applying
graph-cut algorithms. The method was able to extract building hypothesis but failed
to generate accurate building boundaries. Ok [135] proposed to extract building candi-
dates from single VHR multi-spectral images based on a graph theory framework. The
methodology mainly consisted of a two-level partitioning algorithm which employed the
relationship between buildings and their shadows to obtain accurate building regions.
As the approach relays on near-infrared (NIR) band and solar angles, only partial avail-
ability from relative prior knowledge can lead to inefficiency. Although the algorithms
based on geometrical primitives achieve good results, they experience difficulties, espe-
cially with more complex, non-rectangular building shapes.
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• Active Contour Models
Active contour models, also called snake models, are other effective approaches for
building detection. The active contour model was first defined by Kass et al. [136] as
an energy-minimizing spline which works towards object contours approximation under
external constraint forces. Compared to traditional edge-based methodologies, active
contour models are more flexible for detecting unstructured or complex shapes of ob-
jects. Active contour models are used as the fundamental step for building segmentation
task because they approximate the building regions. It reduces unnecessary informa-
tion processing, since a whole scene may contain noises and non-building features, and
improves the performance of building segmentation in terms of computational time and
accuracy. With time, the concept of active contours has been expanded to several im-
proved models, which includes Balloons snake [137], Generalized Gradient Vector Flow
(GGVF) snake [138], region-based active contours [139], Curvature Vector Flow (CVF)
snake [140], etc. Numerous active contour-based approaches have been developed for
extracting buildings from aerial and satellite images. Ahmady et al. [141] proposed to
extract buildings from aerial urban images using a Chan-Vese [139] active contour model
that is based on the Mumford-Shah image segmentation algorithm [142]. The major dis-
advantage of this approach appears due to a series of regular circles in initial snake
algorithms that lead to a large computational time and a detection of other objects if
they feature similar spectral information as buildings. The method proposed by Fazan
et al. [143] was based on dynamic programming which was used to reduce the number
of required processing steps when looking for a set of optimal variables for the energy
function. The method is semi-automatic because the human operator provides initial
approximated curves describing the building roof contours for the snake model. The
selection of the best set of edge points for forming building roof contours was done by an
optimization process based upon initial snake curve results. The method did not show
superior results because the snake algorithm was not able to converge correctly to weak
edges. It also experienced difficulties with convergence for concave contours. Overall, the
approaches based on active contour models can achieve high performance in extracting
buildings but suffer from low-quality in case of deep concavities which complex buildings
exhibit at times.
• Shadow Information Assistance
Some methodologies reported challenges in building detection from monocular images
referring to color resemblance between buildings, roads and squares or the variation of
building appearance due to the difference in illumination, reflectance, and characteristics
of the optical sensors [144]. To overcome these challenges, different aspects of knowledge,
like shadow and illumination, were investigated to improve the building extraction prob-
lem. For example, the shadow presence can serve as hints for building location [145] or
prediction of its shape and height properties [124]. The idea behind shadow information
usability is that its spectral characteristics—like color, shape and brightness—is common
for different buildings. Huertas et al. [123] employed the shadow evidence to estimate the
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building corners and wall sides, and established building hypothesis under the assump-
tion that their structures are rectangular or built of rectangular components. Liow et al.
[146] also used the shadow information to complete the grouping process of the bound-
ary segments as well as to improve their accuracy. McGlone et al. [147] incorporated
the shadow information together with image orientation to check a building hypothesis
based on the vanishing point as well as the projective geometry calculations. In general,
the methods based on shadow characteristics are failing when the solar illumination of
the ground surface is affected by the cloud cover.
• Multi-Spectral Information Contribution
The studies which only use single-band images are limited in their performance. With
the recent availability of VHR multi-spectral aerial and satellite imagery, attention was
drawn to the investigation of multi-band information as another useful data source for
the building detection task. For example, the Normalized Difference Vegetation Index
(NDVI) data extracted from red and NIR channels of a multi-spectral image indicate
vegetation and as a result, can help to eliminate trees. Early approaches for image
classification typically employed task-specific features like color histograms or local bi-
nary patterns and passed them to machine learning algorithms to generate a labeled
image [144, 148, 149]. Ngo et al. [150] decomposed an image into small homogeneous
regions, which were then grouped into clusters. The assumption that buildings are typ-
ically accompanied with shadows was used to merge these building segments with their
neighboring regions in the same cluster to produce final building proposals.
For further overview about building detection in aerial and satellite imagery the reader
is refered to Mayer [151] and Ünsalan et al. [152].
3.1.1.2 Elevation Information Involvement
Features can be extracted not only from spectral images. Because buildings are elevated
objects, the height information, if existing, is a valuable feature for detecting and ex-
tracting buildings. Therefore, integration of elevation information into building detection
methodologies can significantly increase the accuracy and precision as well as robust-
ness of extracted building footprints. Sirmacek et al. [153] delineated building outlines
from DSM data using building skeletons, which were separated into diverse pieces for a
box-fitting algorithm. The active rectangular shape growing was then performed, until
the difference between the previously extracted building edges and the rectangle was
reduced. Brédif et al. [154] proposed building footprint extraction from DSMs through
a two-step algorithm based on a global optimization solver. The first energy aimed to
extract rectangular building footprints directly from elevation models using a Marked
Point Process (MPP) of rectangles preventing their overlapping but forcing the align-
ment with DSM discontinuities. The second energy constructed rectangular building
tiles into the complete building polygon. The method is even able to detect complex
shapes of buildings but is limited to low-height buildings as well as the ones located in
inner courtyards.
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3.1.1.3 Data Combination
The combination of spectral imagery and DSMs, derived from either VHR remote sensing
images acquired from two or more viewing angles, Light Detection and Ranging (LiDAR)
or Synthetic Aperture Radar (SAR) interferometry, is the most prominent application
for data fusion, as both modalities have their advantages and limitations, and can com-
plement each other for achieving the final goal. Rottensteiner et al. [155] fused features
extracted from a LiDAR DSM and a single nadir RGB image using the Dempster-Shafer
methodology [156] for building delineation. First, a polymorphic feature extraction al-
gorithm [157] was applied to the first derivatives of the DSM to compute the surface
roughness. Initial building regions were also derived by classifying the image pixels as
buildings or non-buildings. The final building detection was performed applying the
Dempster-Shafer theory with defined cues in forms of two surface roughness parameters
and height differences between the DSM and the Digital Terrain Model (DTM), the last
laser pulse, NDVI and initial building regions. Although the approach showed promising
results, it failed to detect small size buildings due to the low number of LiDAR points.
Sohn et al. [158] first determined the building objects by analyzing the height property of
laser points and NDVI computed from IKONOS imagery. A full description of building
outlines was then accomplished by merging convex polygons obtained from the hierar-
chical division of proposed building regions by rectilinear lines using the Binary Space
Partitioning (BSP) tree. Zabuawala et al. [159] extracted the initial building footprint,
based on an iterative morphological filtering approach. This initial segmentation result
was afterwards enhanced with color aerial imagery by first creating a combined gradient
surface and then applying the watershed algorithm to find ridge lines on the surface.
Guercke et al. [125] first detected building edges and separated them from other above-
ground information using DSM data and NDVI, then iteratively fitted a rectangle to
the building contour until all building parts became rectangles. Turlapaty et al. [160]
first obtained an initial test dataset by thresholding those samples from DSMs that did
not correspond to buildings. The block-based features were then extracted from the po-
tential building segments. Finally, these features were used for Support Vector Machine
(SVM) classification to discriminate buildings from non-building objects in the initial
test dataset. In the recent work of Partovi et al. [161], the process of building outline
delineation started by detecting rough building contours using DSMs and refining them
using high-resolution pan-chromatic satellite images. The finer building contours were
then parameterized to simpler line segments which were later used to determine build-
ings main orientations. Final polygons representing the building’s outlines were formed
through adjusting the intersected and connected line segments.
Although the methodologies based on hand-crafted features have shown promising
results in the past, their main drawback is that they are not robust for the large variety
of shapes and appearances of buildings within remote sensing images of different scales.
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3.1.2 Deep Learning-Based Methodologies
With a tremendous jump in development of artificial neural networks, it became possible
to learn image features automatically instead of retrieving them by classical methods.
Moreover, making network architectures deeper permits more abstract learning and dis-
criminative semantic features, and obtains better classification performance compared
to traditional approaches. Another big advantage of using the deep learning concept is
its ability to transfer knowledge across tasks similar to human ability. It means that
low-level and high-level features acquired while learning one task can be utilized to solve
target problems from related domains. This is especially practical if target problems have
only limited amounts of data that makes the learning process very difficult. As a re-
sult, one can directly use deep Convolutional Neural Network (CNN) models pre-trained
on natural image data sets, e.g., VGGNet [162], GoogLeNet [163] and ResNet [61], to
generalize to images or as a local feature extractor for combining the extracted features
with feature coding techniques to obtain final classification results. Another possibility
is using the pre-trained model to adapt to a new task. Numerous research works [164,
165] have demonstrated that fine-tuning the models pre-trained on images from the com-
puter vision domain on a set of satellite images helps to obtain superior results than only
directly using the pre-trained CNNs.
Recent applications have demonstrated impressive results in learning large-extent spa-
tial contextual features for labeling high-resolution remote sensing data [166–168]. They
aim to produce either a semantic segmentation of images with classes like building,
road, vegetation and water [166, 167] or a binary classification of the image with a sin-
gle class [168–170]. For example, Farabet et al. [171] assigned patch-wise predictions
from a CNN with three convolutional layers and a fully connected layer to predefined
superpixels which are combined into meaningful regions after applying a Conditional
Random Field (CRF). The approach processed each scale from the generated image
pyramids separately with the CNN while sharing filter weights across scales. Mnih [170]
utilized a specific patch-based architecture, where instead of the inference of a single
value to classify a whole image, a dense classification patch was retrieved as a final
outcome. In order to enhance the performance of the proposed algorithm, the results
were processed by CRFs, because this approach improves the predictions by encourag-
ing smoothness between similar adjacent pixels. Inspired by the patch-based approach
of Mnih [170], Saito et al. [172] proposed to train the CNN with multi-labeled patches
from visible and infrared bands. Moreover, they introduced an output function named
Channel-wise Inhibited Softmax (CIS) into the learning process and demonstrated an
improvement on the object extraction results. Vakalopoulou et al. [164] used AlexNet
architecture with pre-trained weights to train it on VHR multi-spectral satellite imagery
for building extraction task. Final building objects were extracted by applying the MRF
on the classification results. However, due to cropping the images to small regions, the
patch-based approaches introduce discontinuities on the border of the classified patches.
In addition to this, the patches or predefined segments can cover only fragments of
buildings and as a result, are not able to capture the entire information of an individual
building.
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In the field of semantic segmentation, it has become more popular to follow the idea of
Fully Convolutional Networks (FCNs) proposed by Long et al. [59]. The FCNs are the
type of CNNs which consist of convolutional and pooling layers plus activation functions.
Thus, there are no Fully Connected (FC) layers in this type of network. As a result, they
can efficiently compute spatially explicit label maps and are independent from the input
size. In the context of building footprint extraction, Yuan [173] proposed a type of FCN
architecture where the outputs of each stage of the network were up-sampled, stacked
together, and fed into a convolutional layer with a filter of size 1× 1×n (where n is the
number of stacked feature maps). A prediction map was generated, where, in contrast
to our methodology presented in Chapter 4, the values of pixels corresponded to their
distance to the building boundaries and not to class 0 or class 1. Going even further, Zuo
et al. [174] proposed a Hierarchically Fused FCN (HF-FCN) which approached a similar
strategy as Yuan [173] by hierarchically fusing the information from the multi-scale
receptive fields of the network built on the basis of VGG-16 architecture. Maggiori et al.
[41] converted the fully connected network proposed by Mnih [170] to FCN and generated
a building mask out of RGB satellite imagery by first, training the network on possibly
inaccurate OpenStreetMap (OSM) data, and then refining the model on a small amount
of hand-labeled data. The major differences from the methodology we are proposing
in Chapter 4 are that the network architecture was much shallower and did not produce
the output map of the same size as the input image. On the other hand, like in our
methodology, the approach combined coarse and fine information from different layers
in order to produce more detailed results. Moreover, Maggiori et al. [175] investigated
the network built on the basis of FCN proposed by Long et al. [59] combined with a
Multilayer Perceptron (MLP) on top of it. However, MLP is a FC network applied
to every pixel individually and it significantly enlarges the number of parameters in
the neural network. Recently, Yang et al. [176] performed a comparison study of four
state-of-the-art CNN models, namely the branch-out CNN, the FCN, the Conditional
Random Field as a Recurrent Neural Network (CRFasRNN), and the SegNet [177], for
buildings extraction problem across the entire United States continent using aerial images
provided by the National Agriculture Imagery Program (NAIP). The result showed that
the performance of the SegNet architecture left behind other models on both the F1-score
and Intersection over Union (IoU).
However, the FCNs and other convolutional encoder-decoder models, like the Seg-
Net or DenseNet [178], only apply some layers in the generation process of final out-
put discarding the fine details. Therefore, Ronneberger et al. [179] presented an UNet
approach for recovering high-frequency information. The UNet architecture employs
“up-convolution” operators rather than pooling operations to concatenate the corre-
spondingly cropped feature maps with higher resolution features from the encoder part
of the network to better learn the representations for the next convolutions. Neverthe-
less, the classical UNet implementations has two main limitations: 1) the parameters
on both sides of the bottleneck layers are updated before the intermediate layers. This
makes intermediate layers less powerful in terms of semantic representations [180]; 2) the
sparsity applied in the intermediate features restricts the generalization performance. To
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overcome these limitations and make the UNet architecture applicable to remote sens-
ing problems, Wu et al. [180] proposed an U-shape network with multi-constraints that
are computed for specific layers between the prediction after applying the binary cross
entropy and the corresponding ground truth. In this way, parameters are updated using
multi-constraints in each iteration that eliminates the bias in a single constraint. This
leads to better building extraction results in terms of evaluation metrics compared to
the original UNet.
There were also many attempts to investigate the potential of Generative Adversarial
Networks (GANs) [65] in the remote sensing domain. Isola et al. [181] tried to generate
a mapping function to convert a satellite photo into a map and vice versa. Merkle et al.
[182] presented promising methodologies for synthetic SAR images generation based on
optical images. Marmanis et al. [183] proposed to use GANs for artificial SAR images
generation in order to increase the training dataset.
In our earlier work [184], we demonstrated that artificial neural networks originally
generated for spectral imagery processing were also applicable for height information
interpretation. We presented a four-layer FC neural network for building footprint ex-
traction from normalized Digital Surface Models (nDSMs). This approach was able to
extract the complete building footprints to a high degree of accuracy. But the compu-
tation of such network was heavily influenced by the FC layers and the level of details,
which directly depended on the patch size. In continuation with this work, we proposed
methodology in [185] to use a deep learning framework FCN8s developed by Long et
al. [59] for segmenting the buildings from nDSM data. In contrast to our methodology
presented in Chapter 4, in work [185] we copied the nDSM three times and initialized
the network with the model pre-trained on RGB images. However, there is no influence
on the final result, as the elevation information has different statistics in comparison to
spectral information and thus requires different feature representation.
An important milestone for semantic segmentation of remote sensing images with
deep learning are multi-stream architectures that learn separate convolution layers for
different data modalities. A study of Lagrange et al. [186] showed that combining the
spectral image with a DSM is essential for retrieving some specific classes. They fine-
tuned separate CNNs related to the different image bands and afterwards combined
them using a SVM. A further development of deeper networks and the late fusion of
the spectral and height information was investigated in the work of Marmanis et al.
[60]. This work is most closely related to the one presented in Chapter 4, motivated by
the interaction of multi-source information and integration of more detailed information
from earlier layers to top. The difference from our work is an ensemble-learning of
the developed model which is a naive averaging after training the model with different
initializations. In [60], the authors also engaged in a gradual training which does not
guarantee improvements of final results. A similar architecture strategy was approached
by Sherrah [187]. In contrast to many deep learning architectures, this work presented a
novel no-downsampling network to maintain the full resolution of the imagery at every
layer in the FCN. This was achieved by using the “à trous” algorithm [188] which removed
the pooling layers that caused the down-sampling effect. The fusion was done in the
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fully connected layers. However, the fusion at this point did not lead to significant
improvement. Also, the authors did not up-sample the resulted output image from
the network but used bilinear interpolation afterwards to achieve the same size as the
input image. Both works Marmanis et al. [60] and Sherrah [187] advocated to use pre-
trained networks for the spectral channels, but trained the network for height channel
from scratch. Audebert et al. [189] investigated the hybrid encoder-decoder architecture
from Badrinarayanan et al. [177] for dealing with diverse data sources by concatenating
the intermediate feature maps of separately trained dual-stream architecture and feeding
the merged results to a three-convolution layers network. They also introduced multi-
kernel convolutional layers in the decoder part to aggregate multi-scale information while
up-sampling. Although their fusion network is similar to the one presented in Chapter 4,
the main difference is the additional combination of the output from the fusion network
with average scores of the two independent branches. In our case, the fusion is supposed
to correct errors within one fusion network without additional concatenations by giving
more weight to the activations of the most suitable information among complementary
sources. Moreover, the presented architecture, in contrast to ours, does not have any
“skip” connections which allow the decoder to recover important details that are lost due
to the down-sampling in the encoder. Another difference to our work is the data they
used. The addition to spectral image in this work was a composite image consisting of
DSM, nDSM, and NDVI information. Because NDVI is a good indicator for vegetation,
the authors believed that this kind of auxiliary information helps to improve vegetation
detection. However, because the components of the index calculation (the infrared (IR)
and red channels) were already given to the network as input, the network was capable
of distinguishing the vegetation itself. Another reason not to take NDVI into account,
at least for the building detection, is that we do not need a precise vegetation prediction
but only building discrimination from other above-ground objects.
Xu et al. [190] not only used the multiple data as input to the neural network, they
also joined the UNet and the ResNet frameworks into one for building segmentation from
VHR aerial images. The input to the network combines RGB and DSM as well as hand-
crafted features including NDVI, nDSM and the first component of Principal Component
Analysis 1 (PCA1) extracted from color infrared (CIR) imagery. After training the pro-
posed architecture for the pixel-wise binary task, a guided filter is employed to refine the
resulted prediction maps. This filter mainly emphases the pixels on building boundaries
which at the same time eliminates the salt-and-pepper noise. In contrast to Wu et al.
[180], Xu et al. [190] did not incorporate multi-constraints into UNet architecture.
In the context of urban scene understanding, the DSM is not only the data source that
can provide extra knowledge. Recently, efforts have been made for joint edge detection
and semantic classification. Marmanis et al. [191] present an end-to-end ensemble of
CNNs for semantic segmentation with an explicit awareness of semantically meaningful
class boundaries. The boundary detection significantly improves semantic segmentation
results and the overall accuracy achieved more than > 90% on the ISPRS Vaihingen
benchmark. Hu et al. [192] investigate the fusion of spectrum information of hyper-
spectral image and the scattering mechanism of Polarimetric Synthetic Aperture Radar
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(PolSAR) data. They propose a novel architecture which fuses two separated streams in
a balanced manner. Because space-borne remote sensing videos are becoming essential
resources for remote sensing applications Mou et al. [193] propose to fuse multi-spectral
images and space videos for spatio-temporal analysis to achieve a fine-resolution spatial
scene labeling map. In our recent work [194], we also investigated the deep learning-
based data fusion in the context of building footprint extraction. We not only adapted
the classical U-shape network, but also converted it into the multiple stream network
which join the spectral images with different spatial resolution together with the height
information through an end-to-end learning procedure. This work [194] is based on
methodology presented in Chapter 4.
In Section 3.3.1, the motivation for our work regarding building footprint extraction
from VHR satellite data published in paper [3] is given in detail.
3.2 Building Shape Refinement for Elevation Models
A DSM is a valuable data source for semantic information extraction as well as geom-
etry reconstruction of various terrestrial targets from images. Building structures are
important objects among them. Their reconstruction is one of the most challenging, but
important tasks for many remote sensing applications. The task is complicated because
during the DSM generation with stereo image matching approaches, some unwanted
failures in building geometries may occur due to low-resolution, applied interpolation
techniques, temporal changes or matching errors. Moreover, the urban environments
with densely located buildings surrounded by vegetation may also cause uncertainty on
building edges. Hence, these DSMs need to be refined either manually or automatically
to be more useful for remote sensing applications. The examples of such low-quality
space-borne DSMs together with desired high-quality DSMs from LiDAR and CityGML
data, depicting a complex urban scene, are illustrated in Figures 3.2a, 3.2b and 3.2c,
respectively.
3.2.1 Filter-Based Approaches
In the published literature, very few of the proposed approaches consider a photogram-
metric DSM enhancement of urban areas. Generally, DSM outliers tend to be identified
by assuming that elevation surfaces are continuous and regular, i.e., without sudden
changes between neighboring points [195]. Thus, the analysis of values within near-
est neighborhood may be a reasonable strategy for inconsistency detection. The pioneer
methodologies investigated DSM refinements by applying filtering techniques. Felicísimo
[196] and López [197] introduced the methodologies for blunder detection using differ-
ent statistical criteria to identify anomalous values in DSMs. Felicísimo [196] utilized
local deviations of height values within each pixiel’s neighborhood. If an extreme value
was detected, it was replaced by the elevation value estimated from its neighbors. How-
ever, the method of outlier correction, which is only based on the neighboring region,
is inappropriate as it cannot be assumed that the elevations of neighboring pixels are
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(a) Photogrammetric DSM
(b) LiDAR-DSM
(c) DSM from CityGML data
Figure 3.2: Visual comparison of DSMs generated with (a) Semi-Global Matching (SGM) [17] approach
from six pan-chromatic Worldview-1 images, (b) LiDAR point cloud and (c) City Geography
Markup Language (CityGML) data. All DSMs were produced with a resolution of 0.5m.
The depicted area is located in Berlin, Germany and represents a 0.25 km2 coverage. DSMs
are color-shaded for better visualization.
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correct. López [197] proposed to improve the method of searching anomalous values
within the pixels neighborhood by employing Principal Component Analysis (PCA) to
locate uncorrelated patterns. The PCA approach controlled the spatial autocorrelation
in the data, and as a result avoided systematic error. The obtained results demonstrated
the reduction in Root Mean Square Error (RMSE) of up to 8% although the rate of the
detected outlier comprised less than 1% of pixels in the DSM.
Wang [198] proposed a 2D Kalman filtering approach to reduce random errors in
elevation surface by using a prediction model. The method mainly took into account
the slope information of the previous pixel together with the distance between points to
compute the slope value of the next pixels. Moreover, as the accuracy of the estimated
elevation was improved with the number of processed points, the authors suggested a
2D Kalman filter to process the same elevation data twice with different orientations.
Walker et al. [199] later investigated the capability of a Gaussian filter to reduce a
high frequency noise in photogrammetric DSM. It was observed that a 3×3 filter already
improved the visual appearance of the elevation model. Increasing the size of the filter
led to the loss of fine details.
Arrell et al. [200] applied a spectral filtering based on Fast Fourier Transformation
(FFT) frequency data to detect artifacts associated with gross error. Transforming the
elevation into the frequency domain led to the possibility of clearly distinguishing the
noise because it was found to be heterogeneous through the surfaces. Spectral filtering
demonstrated superior and more precise results compared to mean spatial filters as it
avoids strong data smoothing.
Although the filtering approaches can reduce the noise in DSMs, their major drawback
is the smoothing effect, which dramatically influences the correct steepness of building
walls.
3.2.2 Interpolation-Based Approaches
An alternative method for DSM improvements is to first detect uncorrelated patterns
from original sampling points and then, using remaining sampling points, apply inter-
polation techniques to construct the DSM. Examples of popular interpolation methods
include Inverse Distance Weighting (IDW) and kriging interpolations [201, 202], which
reduce point densities, but maintain a satisfactory DSM estimation; spline-based meth-
ods [203], which produce smooth surfaces, but with fewer recognizable characteristics;
and hybrid methods that combine linear and non-linear interpolation [204].
Some investigations [205, 206] demonstrated that the multi-quadric method is one of
the best methods for elevation model interpolation. Franke [206] made a comparison
of classical interpolation methods and found that in terms of storage, speed, accuracy,
complexity and the visual appeal of the resulting surface, themulti-quadric (MQ)method
performs very well. The authors adapted the MQ method further and developed a least
squares (LS) MQ method which employs less knots than the number of given sampling
points. The LS MQ was able to recover the spatially coherent signal while simultaneously
removing the noise by dividing the data into signals and noise components. However, in
the instance of strong noise, the method does not work properly.
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Shi et al. [204] proposed a hybrid interpolation method which combined bilinear and
bicubic methods for DSM construction. The results demonstrated that the method is
effective. However, in this study the assumption was made that the input data are
error-free and that the main error source in the interpolated DSM was coming from the
interpolation method itself.
Recently, Chen et al. [207] proposed a MQ-based interpolation method for DSMs con-
struction with decreased impact of outliers. Namely, Least Absolute Deviation (LAD)
MQ was constructed as the objective function based on the least sum of absolute de-
viation. It incorporated two independent procedures, i.e., the knot selection with a
space-filling design and solution of the system with linear equations using LAD. Com-
pared to classical MQ, the LAD MQ produce more accurate results when sample points
are subject to strong noise. However, LAD MQ cannot entirely avoid the influence of
outliers and it is difficult to define the optimal number of knots. It also requires vast
memory storage.
In general, although interpolation-based approaches achieve some progress towards
DSM refinement, they are not suitable for areas with strong surface discontinuities like
urban areas, as this leads to lost sharpness in building edges [2].
3.2.3 Incorporation of Auxiliary Data Sources
The process of integrating multiple data sources in order to produce more accurate
and consistent results is well known in the remote sensing area. It is functional, as
data from multiple modalities, though they can be inhomogeneous in terms of spectral,
spatial and temporal characteristics, still represent the same physical environment. As
a result, the combination of modalities originating from different sources is oriented to
their cooperative interactions that leads to an enhancement of data quality and decision-
making. Therefore, data fusion technique can be also applicable for the DSM refinement
task.
Several researchers proposed to use already existing DSMs to improve the quality of
newly derived ones. For example, Milledge et al. [208] introduced the idea of using an
old DSM to eliminate errors in stereo matching. The new DSM was mainly compared to
old data to find the regions where the errors are higher than the pre-defined value. This
knowledge was integrated into the stereo matching algorithm and helped improve the
new DSM up to 50%. Karkee et al. [209] proposed to register Shuttle Radar Topographic
Mission (SRTM) DSMs and Advanced Space-borne Thermal Emission and Reflection
(ASTER) DSMs for identifying voids in both DSMs. The identified voids were then filled
by employing an erosion technique which used elevation, slope, and aspect information
from these DSMs.
Some methodologies later proposed to additionally utilize spectral images for dealing
with outliers, mismatches, and erroneously detected occlusions in DSMs, as for instance,
the spectral data contains accurate information about object boundaries or texture. For
instance, Krauß et al. [210] transferred segmentation information from stereo satellite
imagery to the DSM and, from statistical analysis and spectral information, performed
object detection and classification. As a further step, this information is used to refine
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the DSM. The work of Poli et al. [211] also investigated surface model enhancement by
fusing the DSMs and pan-chromatic VHR satellite scenes through a hierarchical image
partitioning. The method consisted of several steps. The orthorectified VHR images
were segmented with alpha-omega connectivity [212] and overlaid the initial DSM. The
statistics of the heights of the points grouped in each segment were then calculated and
used for a refined DSM construction. Heights of each segment for new DSM were mainly
computed as the minimum, mean or maximum values of the initial DSM heights and
assigned as a single constant value to each segmented region. In their further work, Poli
et al. [213] proposed a more advanced approach which was based on the radiometric
information and also took the information from the initial DSM into consideration. The
initial DSM was partitioned in concave, convex and flat regions for computing the height
information for a new DSM depending on the type of segments. The method is limited
to the case of homogeneously textured complex buildings. Moreover, the method is able
to refine building shapes only to the Level of Detail (LoD) 1.
The process of combining different knowledge towards DSM improvements demon-
strates tremendous potential, since the missing or incorrect information can be revised
by the complementary information. However, such auxiliary data sources are not always
available for some areas. This is the main drawback of methodologies which are based on
utilizing existing DSMs for improving the new ones. Approaches based on segmentation
knowledge integration into the refinement task feature some problems when small seg-
ments vanish or too large segments fuse together different type of scene information, e.g.,
roofs, walls and shadow areas on the street [210]. Since an average height is calculated
and assigned as the segments height, the incorrect surface segments appear on resulted
DSMs. As a result, a better way of incorporating spectral information into the DSM
refinements process needs to be found.
3.2.4 Object-Oriented Refinement
In the last 10 years, researchers have paid more attention to not only removing noise
and inconsistency errors from DSMs, but also keeping the forms and shapes of building
constructions more accurate.
For instance, Canu et al. [214] performed the depth discontinuities refinement by in-
terpolating flat surfaces on areas segmented as buildings. For this purpose, they first
segmented the DSM into homogeneous regions and attributed them to one of two classes:
building and ground. After applying mathematical morphology on the segmented build-
ing regions to make them more compact, the final refined DSM was obtained by fitting
the polygons to the predefined building regions.
In the work of Vinson et al. [215] and followed by Cohen et al. [216], the approaches
for rectangular building detection in DSMs were further investigated. They first ex-
tracted the above ground segments from DSM. The rectangle forms were then fitted to
the extracted above ground segments to model building shapes. Lastly, the estimated
rectangular shapes were used to improve the DSM quality. Following this idea, Sir-
macek et al. [2] extracted potential building segments through thresholding the nDSM
and applying a box-fitting algorithm to extract 2D building shapes. The 3D building
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forms were then refined by sharpening building walls using the information from the
detected building shapes and smoothing the noise in building rooftops. Sirmacek et al.
[217] considered Canny edge information from spectral images in the procedure of fit-
ting a chain of active shape models to the input data to further improve the detection
of complex buildings. Although they achieved better results in terms of building foot-
prints compared to [2], only one single height value was assigned to each building shape.
Both methodologies were only limited to the detection and enhancement of rectangular
buildings.
Although these strategies of fitting the predefined shapes led to more detailed and
sharper elevation models production with more accurate building shapes, they failed if
the building structures were more complicated. Moreover, the refined building shapes
were only reconstructed as flat roofs.
3.2.5 Deep Learning-Based Approaches
Most of the conventional approaches which investigate DSM improvements are still based
on assumptions, such as a specific shape of man-made constructions, their equal height
or spectral information within one object polygon. However, the urban city planning
does not follow a specific pattern in building construction. Therefore, the generation of
the approach which is able to reconstruct an accurate elevation with true silhouettes of
terrestrial objects on it without taking into consideration the pre-defined knowledge or
the assumption is of great interest. In this section, we review the deep learning-based
methodologies which have been initiated and that are able to achieve promising results
for the depth information reconstruction task.
3.2.5.1 Depth Image Reconstruction from Single Image
As deep learning techniques have emerged over the past 10 years, new approaches for
remote sensing image processing have achieved significant breakthroughs. However,
most of these approaches work with spectral imagery, while depth image processing still
has not been well investigated using these new techniques, especially, when it comes to
satellite data.
In contrast with computer vision, several attempts have been made to generate, re-
store, and enhance depth images using CNNs. A first attempt at applying CNNs for
depth estimation was done by Eigen et al. [218] and followed by Eigen et al. [115], where
the authors performed coarse-to-fine learning of two and three convolutional networks
in stages, respectively, to transform a monocular color input image into a geometrically
meaningful output image at a higher resolution. Tian et al. [219] trained a CNN on
patches cropped by a large window centered at each pixel of raw RGB image. The
authors explained the purpose of large window as a requirement for each pixel to get a
wide enough contextual information from the surrounding area. Li et al. [220] tackled
the problem of depth prediction from single color image by regression in a CNN cou-
pled with a CRF which played the role of post-processing refinement step. Applying
the proposed CNN, the method learned the mapping from multi-scale image patches to
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depth at the super-pixel level. The super-pixels were then refined to the pixel level by
the hierarchical CRF. Unlike the above method, Liu et al. [221] explored the strength
of an end-to-end deep structured CNN which learns the unary and pairwise potentials
of a continuous CRF enforcing local consistency in the output image. In contrast to
standard methods, it inputs an image consisting of small regions of homogeneous pixels
to the network. The method can also work with single pixels, but it is computationally
inefficient. It delivers predictions with sharper transitions compared to previous studies,
but with a mosaic appearance.
Zhu et al. [222] trained a model for depth estimation consisting of two parts: a pre-
trained VGG [36] and two fully connected layers of their own design. This network only
allows a gradient descent optimization algorithm for five convolutional layers starting
from the end. Although these methods are able to generate depth images relatively close
to the ground truth, the sharpness of the object edges and their appearances in the image
are very coarse. Jeon et al. [223] aimed at solving a problem similar to ours regarding
depth image enhancement. They explored a multi-scale Laplacian pyramid-based neural
network and structure preserving loss functions to progressively reduce the noise and
holes from coarse to fine scales.
The development of GANs [65] helped to achieved impressive results in high-quality
image generation tasks. There have already been many studies on the mapping of images
between different domains, such as black and white images into color, or satellite im-
ages to maps [67]. Recently, some works proposed the learning of object representations
in three-dimensional space based on different variations of GAN architecture. These
methods typically use autoencoder networks [224, 225] combined with a generative ad-
versarial approach to generate 3D objects. Wu et al. [226] modeled 3D shapes from a
random input vector by using a variant of GAN with volumetric convolutions. Although
the algorithm produces 3D objects with high quality and fine-grained details, the final
grid has limited resolution. Rezende et al. [227] introduced a general framework to learn
3D structures from 2D observations with a 3D-2D projection mechanism. However, the
proposed projection mechanism minimizes the discrepancy between the observed mask
and the reprojected predictions either through a learned or fixed reprojection function.
Recently, Yang et al. [228] proposed an automatic completion of 3D shapes from a single
depth image using GANs. The architecture combines conditional Generative Adversarial
Networks (cGANs) [66] with autoencoders to generate accurate 3D structures of objects.
The method learns both local geometric details and the global 3D context of the scene
to infer occluded objects from the scene layout. However, designing a network that can
efficiently learn both components is a non-trivial task [229]. All of these studies learn
a single object reconstruction based on existing libraries of individual objects and are
able to produce a probability for occupancy at each discrete position in the 3D voxel
space. Yet the computational and spatial complexities of such voxelized representations
significantly limit the output resolution.
In contrast to the computer vision field, height image generation from single input data
has so far been rarely addressed in the remote sensing community. Mou et al. [230] tack-
led a problem of height prediction from a single monocular remote sensing image using
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an end-to-end fully convolutional-deconvolutional network architecture IM2HEIGHT,
encompassing residual learning. The authors demonstrated that skip connections are
very important for remote sensing tasks because they keep detailed boundaries and
edges for miniscule objects representations in remote sensing images. The method was
developed, different from our task, for processing aerial images which in general are more
accurate and detailed compared to satellite data. Moreover, their approach is able to
reconstruct only nDSM. Ghamisi et al. [231] proposed a cGAN-based IMG2DSM net-
work for simulating the DSMs from single optical images consisting of near-infrared, red
and green bands. Their generated output was a DSM with three channels represent-
ing the same DSM copied three times. The training was done on high-resolution aerial
images with Ground Sampling Distance (GSD) below 10 cm. Their experiment showed
that the presented network was able to generalize well on the test data resembling the
spatial-spectral information to the training dataset, but produced relatively low results
on a new region which was not covered by training data and generated by a different
acquisition platform.
3.2.5.2 Depth Image Reconstruction from Multiple Data Sources
As mentioned above, the problem of continuous values prediction in remote sensing based
on learning techniques started to evolve only recently. As a result, the idea of classical
remote sensing approaches which integrates multiple data sources to compensate the
lack of knowledge from a single image also started to spread within deep learning-based
methodologies for surface models reconstruction. However, only a few of them have been
recently developed.
Costante et al. [232] developed a CNN-based method which reconstructed a monoc-
ularDigital Elevation Model (DEM) from intereferometric images. The amplitude and
phase components of complex SAR images were mainly the inputs to the Encoder-
Decoder architecture. The output was a DEM re-projected in the radar coordinates.
The network was trained by minimizing the objective that was the pixel-wise linear
RMSE. The network was able to estimate the elevation statistics resembling the ground
truth. However, a significant smoothing effect was also present in the reconstructed
elevation model.
Paschalidou et al. [233] explored multi-view geometry constraints from multi-view
aerial images to correlate the physical process of perspective projection and occlusion
based on a learning approach. More specifically, a CNN architecture responsible for
estimating surface probabilities from correlated nearby images was integrated with MRF
that aggregated the physics of perspective projection and occlusion across all viewpoints.
3.2.5.3 Depth Image Reconstruction in a Multi-Task Context
Image analysis tasks, whether classification, semantic segmentation, or regression, are
related to each other and can feature some aspects that are in common. As a result,
one task can help to learn other tasks. As it has been already reviewed in Section 2.2.6,
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the multi-task learning has been successfully integrated in many computer vision appli-
cations [104–107].
In remote sensing, the method proposed by Srivastava et al. [234] is the only known
multi-task deep learning-based approach developed for semantic segmentation maps pre-
diction, as well as nDSM generation from single monocular images. The authors used
a joint loss function for CNN training, which is a linear combination of a dense image
classification loss and a regression loss responsible for DSM error minimization. The
model is trained by alternating over two losses. However, the major drawback of the
proposed method is that in the training phase the network requires pixel-wise labeled
segmentation masks as input, which are not widely available.
3.3 Contributions of this Dissertation
The envisioned objective of this thesis is enabling Earth scene understanding with fo-
cus on building information extraction and reconstruction problems by applying deep
learning techniques. In achieving this objective, a comprehensive study is performed to
explore the individual and cooperative influence of multiple VHR satellite images to-
gether with the impact of neural network architecture on the overall quality of declared
task and decision-making.
The availability of accurate building footprint maps is vital for many remote sensing
data analysis tasks. Different methodologies built on radiometric or geometric infor-
mation have already been extensively explored in the past for the building extraction
problem. However, most of them are limited to shape or color assumptions. The re-
cent deep learning techniques overcame those constraints and proved to be robust for a
large diversity of building forms. But there are still some open questions: what network
structure is the best or what type of data benefits the solution the most? The building
extraction task appears to be highly challenging because the building size from satellite
perspectives can be miniscule, which leads to difficulties by extracting the building’s
contour details.
There is a growing interest in generating high-quality DSMs from satellite stereo data
which cover large areas and feature detailed shapes of terrestrial objects. Many at-
tempts have been made to achieve this goal: from manual corrections and filtering to
object-oriented fitting algorithms (see Section 3.2). Unfortunately, these methods cannot
achieve the desired results regarding object shapes due to smoothing effects or limited
prior knowledge about the object form. With deep learning techniques introduction,
a several of methodologies appeared which were able to reconstruct continuous values
within an image, i.e., to perform a depth image regression task. However, none of them
were focused on the generation of large-scale high-quality DSMs with detailed building
shapes.
The contributions of this dissertation regarding the two problems addressed are sum-
marized in the following:
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3.3.1 Building Footprint Extraction
To achieve a reliable building mask extraction, a Fused-FCN4 network is proposed which
automatically learns the complementary knowledge from multiple data sources, mainly
RGB, PAN, and nDSM, and allows detailed boundary extraction by including addi-
tional comprehensive high-frequency information from earlier network layers. The late
fusion of parallel streams related to each independent data source allows the network
to first learn corresponding features from each input image and then decide at the end
from which data source it benefits more or less for pixels classification. The process of
learning from multiple data sources makes the neural network more confident in making
decisions. Although both RGB and PAN images provide the intensity of solar radiation
that is reflected from different surfaces, each of them assists the network differently,
compensating the lack of information from an individual data source. The developed
model is not limited to a special region and is able to generalize to scenes unknown for
the model.
Chapter 4 is dedicated to these contributions.
3.3.2 Digital Surface Refinement with Focus on Building Shapes
To obtain a realistic ground surface model, a new height image formation neural net-
work is proposed which is able to automatically reconstruct either LiDAR-like DSMs or
LoD2-like DSMs, depending on the required task or data availability, from low-quality
photogrammetric DSMs with a focus on exact building shapes. The implemented net-
work is capable of not only improving the building ridge lines and roof surfaces, but also
reducing or totally eliminating the vegetation if required.
In continuation, the influence of multi-task learning on several remote sensing tasks
is investigated with the DSM refinement problem being among them. A two-stream
cGAN-based network is developed, where the generative part consists of two parallel
networks specific for height image generation and roof type classification joined via two
frontal convolutional layers for transferring the knowledge from one domain to another.
Inspired by the advantages of multiple data sources fusion, which proved to be benefi-
cial for building footprint extraction in Chapter 4, a Hybrid-cGAN model is introduced
for further DSM improvement. The model merges the height information from pho-
togrammetric DSMs together with the intensity from PAN images which provides much
better knowledge about building boundaries. To decrease the number of parameters in
the system and make the cooperation of intensity and height information even stronger,
the strategy of earlier fusion is applied.
All proposed models are universal because they can generalize to new cities with
different topological information compared to the training dataset. This ability is highly
import for remote sensing data processing because good-quality data is not available for
every region of the Earth.
Chapter 5 is dedicated to these contributions.
Chapter 4
Building Footprint Extraction from
VHR Remote Sensing Images Combined
with Normalized DSMs using Fused
Fully Convolutional Networks
T his chapter describes a novel approach for the building footprint extractionproblem from Very High-Resolution (VHR) satellite imagery by incorporatingboth the spectral and height information within one end-to-end deep learning
based framework. It represents the following peer-reviewed journal paper:
[3]: K. Bittner, F. Adam, S. Cui, M. Körner, and P. Reinartz, “Building Footprint
Extraction from VHR Remote Sensing Images Combined with Normalized DSMs using
Fused Fully Convolutional Networks,” IEEE Journal of Selected Topics in Applied Earth
Observations and Remote Sensing, vol. 11, no. 8, pp. 2615–2629, 2018.
4.1 Problem Statement
Since the launch of the first satellite for Earth monitoring, the development of different
sensors significantly increased the availability of high-resolution remote sensing imagery,
providing a huge potential for meaningful and accurate terrestrial scene interpretation.
The analysis of satellite imagery involves the identification of building rooftops as one
of the most challenging, but important objects among various terrestrial targets in an
image. This information is useful for many remote sensing applications, such as urban
planning and reconstruction, disaster monitoring, 3D city modeling, etc. A vast amount
of manual work is done on interpretation and identification of targets in remote sensing
imagery by human interpreters. However, it is very time-consuming and expensive to
distinguish buildings from other objects and delineate their contours manually. There-
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fore, there was a great number of attempts to develop methodologies to extract buildings
automatically.
Some algorithms for building detection on the basis of aerial [235] and high-resolution
satellite imagery [152, 236] utilize specific criteria of building appearance like the uni-
form spectral reflectance values [135, 145]. The main problem to be encountered in these
approaches is the confusion of the building with other objects with similar spectral re-
flectance. Many automatic building extraction methods from multi-spectral imagery or
Digital Surface Models (DSMs), providing height information for a scene, define the cri-
teria such as the shapes of relatively homogeneous buildings follow a certain pattern [154,
237, 238]. However, these methodologies are very limited, because the defined criteria
work only for certain types of buildings but fail to generalize to areas with complex and
heterogeneous buildings. Different data sources can provide complementary information
to each other. As a result, the integration of different data sources creates the opportu-
nity for improving accuracy and robustness of the extraction results. Therefore, recently
developed methodologies apply the use of fusing data sources, such as multi-spectral
images with either stereo DSM or Light Detection and Ranging (LiDAR) DSM rather
than the use of only a single data source [158, 239]. Although many approaches have
been proposed for building footprint extraction, this topic remains a complex problem
for scientists.
With the revolutionary development of deep learning techniques, the definition of task-
specific features is not under demand anymore for learning-based image analysis tasks.
Instead, the most suitable features can be discovered automatically during the training
procedure on a big dataset through the organization of multi-layer neural networks.
Convolutional Neural Networks (CNNs) [30, 240] are one of the most successful deep
learning architectures. They achieved state-of-the-art results and became the dominant
approach for image understanding in computer vision. The main objective of this work is
to adapt the CNNs for remote sensing imagery understanding with high accuracy. This
is a challenging task since the satellite imagery is very different from usual computer
vision images in a sense of size, perspective view and semantic meaning of every pixel
within the whole scene.
In summary, our main contributions of this chapter cover following aspects:
• We efficiently adapt the Fully Convolutional Network (FCN)8s architecture de-
veloped by Long et al. [59] from generic everyday images to satellite images and
analyze it for three different data sources: red, green, and blue (RGB), normalized
Digital Surface Model (nDSM), and pan-chromatic (PAN) images.
• We augment the FCN8s with additional “skip” connection, which combines the
predictions at an earlier stage with the later one, for improving the segmentation
results. We name the network FCN4s and inspect the improvements on RGB,
nDSM, and PAN images in comparison to FCN8s.
• Inspired by the possibility to fuse multi-source data within one deep convolutional
framework, we propose a Fused-FCN4s architecture which employes a late fusion
approach of three identical parallel FCN4s networks, carrying information from
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RGB, nDSM, and PAN images. To our knowledge, this is the first work which
applies in a direct way a deep convolutional architecture on RGB, nDSM, and
PAN satellite data for building footprint extraction. Code is available at https:
//gitlab.com/ksenia_bittner/fused-fcn4s.
• As generalization is a key point for remote sensing applications, we demonstrate
the generalization capability of the proposed network by applying it to a different
urban landscape, unseen by the model before.
The remainder of the chapter is arranged as follows. The background of CNNs, their
transformation to FCNs, and details of our deep network architecture are described in
Section 4.2. In Section 4.3, we introduce the dataset and present implementation details
and training strategies. The experimental results on two different datasets applying
the proposed deep network architecture, together with their quantitative evaluation are
shown and discussed in Section 4.4. Section 4.5 summarizes the chapter.
4.2 Methodology
4.2.1 Convolutional Neural Networks
CNNs are a category of artificial neural networks that have successfully been applied to
visual imagery understanding. They are commonly organized in a series of layers. This
hierarchy allows the network to learn multiple levels of data representation, starting
from low-level features at the bottom layers, such as edges and corners, proceeding to
generate coarse feature maps with high-level semantic information at the top layers.
CNNs take advantage of the 2D structure of an input image by applying on it learnable
2D convolutional filters
ylj = σ(
∑
k∈−W2 ×W2
wjk · yl−1k + blj) (4.1)
which connect each neuron at level l with a specially localized region of fixed sizeW ×W
from previous layer l − 1, and takes a weighted sum over all neurons followed by some
activation function σ. The blj corresponds to a bias. Due to the weights wjk being shared
across all neurons for each dimension per layer, the number of free parameters is signif-
icantly reduced in the model, compared to the standard Multilayer Perceptron (MLP),
which differs mainly by the fact that no weight sharing takes place in this type of neural
networks. Additionally, the weight sharing introduces translation equivariance [241], an-
other desirable attribute for the network. The bias can be considered yet another weight
(with yi=0 = 1). The merit of the activation function is to introduce non-linearity into
the network. The most common activation function applied after each convolutional
layer in CNNs is the Rectified Linear Unit (ReLU)
ylrelu = max(0, yl) (4.2)
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which sets all negative numbers in the convolution matrix to zero and keeps the positive
values unchanged. The main advantages of using ReLU in neural networks are, first,
it induces sparsity in the hidden units, second, it does not suffer from the gradient
vanishing problem [242].
As CNNs were originally developed for image classification problems, their goal was
to predict the correct class associated with the input image. Therefore, the top layers of
the network are usually Fully Connected (FC) layers, which merge the information of the
whole image. The final layer is a 1D array and consists then of as many output neurons
as there are possible classes, representing class assignment as probabilities, most often
using softmax normalization on each of the neurons.
The classifier computed by the network is determined by the weights and biases pa-
rameters. To generate an optimal network classifier means to find such weights and
biases which will minimize the difference between predicted values and target values.
The misclassifications are penalized by a loss function L(x, t,p). The commonly used
cross-entropy loss function
L(x, t,p) = −
∑
i
ti log p(xi) (4.3)
avoids the problem of slowing down the learning (in comparison to, for instance, the
Euclidean distance loss function) and provides a more numerically stable gradient when
paired with softmax normalization [41]. Here, x = {x1, . . . , xn} is the set of input
examples in the training dataset and t = {t1, . . . , tn} is the corresponding set of target
values for those input examples. The p(xi) represents the output of the neural network
for given input xi. We minimize the logistic loss of the softmax outputs over the whole
patch.
A standard technique to minimize the loss function is gradient descent which computes
the derivatives of the loss function with respect to parameters ∂L∂wi and
∂L
∂bi
and updates
the parameters with learning rate α in the following way:
wi ← wi − α ∂L
∂wi
(4.4)
bi ← bi − α∂L
∂bi
(4.5)
The derivatives ∂L∂wi and
∂L
∂bi
are calculated by the backpropagation algorithm [40] com-
monly used in the Stochastic Gradient Descent (SGD) optimization algorithm in small
batches for efficiency. In this model, we used SGD with momentum, an extent to the
vanilla SGD method. Additional methods have been suggested recently like ADAM [46]
and RMSProp [243]. Although the optimization technique is very critical in the case of
training from scratch, its role is muted in the case of pre-training, because the network
is hindered from rapidly changing the weights, typically by using a very small learning
rate. Therefore the technique itself plays finally a less important role in the convergence.
A good overview of gradient descent optimization algorithms is given by Ruder [244].
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4.2.2 Fully Convolutional Network Architecture
In this chapter, we address a full pixel-wise binary labeling problem for building vs.
non-building classes. It means that we want to give the network an image and receive
an output image of the same size, with meaningful shape and structure of building
footprints. The original CNNs were constructed for recognition tasks where only one
label is assigned to each image. The recently developed FCNs became the state-of-the-art
methodology for semantic segmentation. They are the extensions of the traditional CNN
architecture, where all FC layers are replaced with convolutional layers. The advantage
of this transformation is the independence of the input image size. Additionally, in
contrast to the basic CNNs, FCNs do not lose the spatial information in the top layers
but allow to track it back. The per-class probability maps cli(x, y), which the FCNs
generate, have a coarse resolution due to the pooling and convolution with stride larger
than one operations along the network. The number of probability maps cli(x, y) in
the last convolutional layer is equal to the number of classes of the task. So, for our
binary classification problem, this number is equal to two. In order to up-sample the
feature maps from the previous layer, the FCNs are augmented with deconvolution layers.
This type of layer performs a learned interpolation from a set of nearby points. The
construction of the network with several deconvolution layers at its top part allows
obtaining the resulted class probability maps of the same size as the input image. In
our network, we initialize the deconvolution weights with a set of bilinear interpolation
parameters.
4.2.2.1 FCN4s Network
Applying several up-sampling layers and, as a result, bringing the classification maps
to the original size, does not guarantee very detailed and accurate object boundaries
in the resulting images. Long et al. [59] were the first who suggested to use the high-
frequency information from the feature representations of the shallow part of the network,
bypassing several layers of non-linear processing, and combining it using an element-wise
addition with the output from the deconvolution layers at the same resolution. This type
of structure received the name of “skip” connection and is depicted in Figure 4.1 by a
long arrow in violet color. In this way, the FCN8s network proposed by Long et al.
[59] hierarchically includes the earlier layers pool4 and pool3 to the upper layers of the
network, adding more detailed information.
However, the FCN8s was originally created for semantic labeling in the field of com-
puter vision, where objects are big and well separated. Remote sensing imagery, in
contrast to multi-media images, is very different. First of all, due to the big difference
in the Ground Sampling Distance (GSD), even if the resolution of remote sensing im-
ages is high, the containing information is still very heterogeneous. It consists of many
objects like trees, buildings, roads, etc. Secondly, those objects can be represented only
by a small number of pixels. Therefore, it is more challenging to extract very accurate
boundaries and structures from such images. As a result, we modify the FCN8s network
to an FCN4s by adding yet another “skip” connection from pool2 layer, which incor-
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Figure 4.1: Schematic representation of our FCN4s architecture adapted from FCN8s [59] for building
footprint extraction task from VHR remote sensing imagery. The encoder part of the
network consists of 3× 3 convolutional layers ( in ) followed by ReLU activation functions
and polling ( ) or dropout ( ) layers. The decoder part of the network includes
gradually up-sampled ( in ) feature maps to the desired output size concatenated with
high-frequency information from the feature representations of the shallow part of the
network after applying 1× 1 convolution ( in ).
porates even finer details, allowing more efficient building footprint reconstruction (see
Figure 4.1). We also adapt the number of channel dimensions from 21 to 2. The training
is done by fine-tuning the weights of the model, which is pre-trained on the large image
collection of ImageNet.
4.2.2.2 Fused-FCN4s Network
For the semantic segmentation task, the data used are often three-channel imagery. In
this work, we propose a new network which integrates image information from RGB and
PAN images, together with depth information from nDSM, as the latter provides geo-
metrical silhouettes, which allow a better separation of buildings from the background.
Besides, depth images are invariant to illumination and color variations. Since depth
information and intensity have different physical meaning, we propose a hybrid network
where three separate networks with the same architecture are used: We feed one part
with the red, green, and blue spectral bands and initialize it with the weights pre-trained
on ImageNet as mentioned in Section 4.2.2.1. The second part we feed with the PAN
image converted to three-channel by copying it three times. The network is initialized
the same way as the first part. The reason to use pre-trained weights for gray scale image
is two-fold: First, the pre-trained networks demonstrate a strong ability to generalize
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Figure 4.2: Schematic representation of the proposed Fused-FCN4s architecture for building footprint
extraction task from multiple VHR remote sensing images. The architecture consists of
three parallel networks merged at a late stage (⊕ ), which helps propagating fine detailed
information from earlier layers to higher-levels, in order to produce an output with more
accurate building outlines. The inputs to the proposed Fused-FCN4s are RGB, PAN, and
nDSM images. The encoder part of each single-stream network consists of 3 × 3 convolu-
tional layers ( in ) followed by ReLU activation functions and polling ( ) or dropout (
) layers. The decoder part of each single-stream network includes gradually up-sampled (
in ) feature maps to the desired output size concatenated with high-frequency information
from the feature representations of the shallow part of the network after applying 1 × 1
convolution ( in ).
to images outside the ImageNet dataset via transfer learning. Thus, we make modifica-
tions in the pre-existing model by fine-tuning it. Second, the PAN image has the same
topology as our RGB image. So, as the visual filters from generic images can be built
upon for RGB images, they are applicable for PAN images too. The third branch is fed
with one-channel nDSM, initializing the convolutional layers randomly since elevation
data and intensity data have different modalities and, as a result, require different fea-
ture representations. We examine two fusion strategies: a) a naïve averaging of three
branches after softmax, and b) merging by the neural network itself.
The schematic diagram of the proposed network architecture is illustrated in Fig-
ure 4.2. First, it stacks the sets of spectral and height features from three streams at a
very top level, but before the last up_4 up-sampling layer as depicted in Figure 4.2. As a
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result, the number of features increases three times. Second, the up-sampling is applied
to bring the combined feature maps to the final size. Finally, the resulting intermediate
features are sent as an input to three additional convolutional layers of size 1× 1, which
play the role of information fusion from different modalities, and can correct small defi-
ciencies in the predictions, by automatically learning which stream of the network gives
the best prediction result. This architecture is similar to the one presented by Marmanis
et al. [60]. Although our implementation is based on the paper description, we made ad-
ditional modifications which experimentally improve our final results. For example, the
number of feature maps at the higher layers of the network is set to a larger number to
allow the network to learn a wider range of features. However, we decreased the number
of channels suggested by Marmanis et al. [60] from 60 to 30 and, experimentally, ob-
tained better results. Besides, having a network with a huge number of parameters but
rather small training set can lead to overfitting. Additionally, in contrast to Marmanis et
al. [60], we did not find it necessary to introduce Local Response Normalization (LRN)
to the last layer of three independent branches for spectral intensities and height before
merging as the network is able itself to balance the activations between heterogeneous
data. It also prevents from additional tuning of the hyper-parameters for LRN.
The network can only see a part of the image when it is centered at a pixel. This
region in the input is the receptive field for that pixel and can be computed by the
formula mentioned in Le et al. [245]
Rk = Rk−1 + (fk − 1)
k−1∏
i=1
si, (4.6)
where Rk is the current layer, Rk−1 is the previous layer, fk represents the filter size of
layer k, si is the stride of layer i. The receptive field of the output unit of the network
that we use in this work is 404× 404 pixels.
4.3 Study area and Experiments
We performed experiments on WorldView-2 data showing the city of Munich, Germany,
consisting of a color image with red, green, and blue channels, a very high-resolution
stereo PAN imagery and a DSM derived from it using the Semi-Global Matching (SGM)
method [17]. The RGB and PAN images used in the experiment have been ortho-
rectified, because it is important for building detection to have images where every pixel
in the image is depicted as if viewed at nadir, so that occlusions do not pose a challenge.
As a ground-truth for our training, a building mask from the municipality of the city
of Munich, covering the same region as the satellite imagery, is used for learning the
parameters in the neural network.
In order to investigate the prediction model capacity over a different urban landscape,
a second WorldView-2 dataset showing a small part of Istanbul city, Turkey, was consid-
ered. As the ground-truth for this area is not available, a building mask was extracted
from OpenStreetMap (OSM). However, only a few building footprints are available for
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this area and the rest is missing. Therefore, a small area of around 0.5 km2 was selected
over the available building footprints. The rest was manually delineated.
4.3.1 Data Preprocessing
To perform a network training from the multiple data sources, first a PAN image with
a GSD of 0.5m was used to pan-sharpen the color image with a GSD of 2m using the
pan-sharpening method proposed by Krauß et al. [7].
Second, in order to obtain above-ground information only, namely to generate a nDSM,
the topographical information was removed from DSM based on the methodology de-
scribed by Qin et al. [246]. Additionally, by investigating the histogram of height data
in the nDSM, it was found that there are about 0.05% outliers, which enlarge the distri-
bution range dramatically (to 205m height), although the majority of values lay within
a much smaller range. The explanation to these outliers can be the presence of noise,
due to the absence of information because of clouds. Therefore, the decision was made
to remove this 0.05% of outliers and use linear spline interpolation to find the values of
thresholded points. It should be mentioned that even if there are some buildings in the
image higher than the selected threshold, for our binary classification task it is not very
critical to loose the true height of very high buildings within the city area, since we are
only interested in footprints. Another advantage of the suggested data pre-processing is
the simplicity of the network training.
4.3.2 Implementation and Training Details
We developed our FCN4s and Fused-FCN4s models based on the FCN8s implemented in
Caffe deep learning framework [247]. For learning process, we prepared the training data
consisting of 22 057 pairs of patches, and validation data of 3358 pairs, selected from a
different area. The patches cropped from the satellite image have a size of 300 × 300
pixels. Having a large receptive field size of the architecture leads to the question about
the relative influence of boundary effects on the predictions. In our case, as the context
information is available only within 300× 300 pixels, each output unit of the network is
influenced by the boundary effect. Therefore, to prevent artifacts and discontinuity at
patch boundaries, we used an overlap of 200 pixels out of 300 (67 %) when sliding the
window across the satellite image in both directions. To further improve the prediction
on boundaries, all overlapping patches are stacked together first, then the final prediction
is calculated as the average at each pixel. As a result, some pixels are predicted once,
twice or four times like the ones at the corners. This is a commonly used approach for
remote sensing problems [189].
As mentioned in Section 4.2.2.2, the two branches of the network corresponding to
spectral images were initialized with a pre-trained model. This applies to the network
before the fully convolutional layers. All layers above the fully convolutional layers were
initialized within a range defined inversely proportional to the number of input neurons.
For a layer with N neurons, the weights were initialized in the range [- 1N ,
1
N ] using
uniform sampling. The network branch corresponding to nDSM data is trained from
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scratch for the reasons explained in Section 4.2.2.2. We start the training process of our
network with learning rate λ = 0.01 for all randomly initialized layers and λ = 0.001 for
layers initialized with the pre-trained model, decreasing them by a factor of 10 for each
20000 iterations. The total number of iterations was set to 60000 with batch size of 1
on a single NVIDIA TITAN X (Pascal) Graphics Processing Unit (GPU) with 12 GB
memory. A weight decay η and momentum factor m were set to η = 0.0005 and m =
0.9, respectively. All parameters were obtained empirically during investigation of the
training process on the validation dataset. Within the training, random shuﬄing of the
samples was performed before feeding them into the network.
4.3.3 Comparison with alternative methods
Apart from the developed FCN4s network, presented in Section 4.2.2.1, we also compare
our approach with the FCN8s network proposed in [59]. We directly employed it for
RGB and nDSM images, by changing only the number of outputs to 2 in order to be
consistent with our binary classification task. During the fine-tuning of the FCN8s on
RGB and PAN images using the pre-trained ImageNet model, the base learning rate
was set to λ = 0.0001. For training the FCN8s from scratch for nDSM image, the base
learning rate was set to λ = 0.01.
In order to demonstrate the advantage of end-to-end deep learning data fusion, we
compare the designed architecture with naïve prediction fusion. Moreover, to indicate
the influence of every data source we compare our approach with two-stream fusions: 1)
RGB and nDSM; 2) PAN and nDSM.
Besides, we conduct a comparison on DSM-based building detection method proposed
by Krauß et al. [7]. This method, first, generates a height map by distinguishing the
above-ground objects from the ground level ones using nDSM. The extracted height map
is used then for buildings delineation from the surroundings by applying the Advanced
Rule-based Fuzzy Spectral Classification [7]. The implementation distributed by the
authors is applied to the nDSM and 8-channel multi-spectral image covering the test
area.
4.4 Results and Discussion
In the following section, the results of the considered experiments for FCN8s, FCN4s,
and the proposed Fused-FCN4s, on different data sources, is presented. Their respective
performance is discussed, in order to evaluate the introduced architecture for binary
building mask generation, both qualitatively and quantitatively. To demonstrate the
effectiveness of the models, we fed a new test dataset to the network, unseen before
neither for the training nor for the validation. A test area from the city of Munich and
its corresponding ground-truth image is depicted in Figure 4.3.
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(a) RGB (b) nDSM
(c) PAN (d) Ground-truth
Figure 4.3: A test area from the city of Munich unseen neither for the training nor for the validation
phases consisted of (a) RGB, (b) nDSM, (c) PAN and (d) Ground-truth building mask.
The nDSM is color-shaded for better visualization.
4.4.1 Qualitative Evaluation
4.4.1.1 FCN8s Network
The building masks generated by the FCN8s network separately on RGB, nDSM, and
PAN images are presented in Figure 4.4. As can be seen from the results, the FCN8s
model, generated for multi-media imagery semantic segmentation, is applicable to remote
sensing data too. Moreover, not only intensity images but also the nDSM representing
depth information can be used for building footprints extraction using FCNs. This has
been also analyzed by Davydova et al. [184] and Bittner et al. [185]. As illustrated in the
figures, the FCN8s model is able to extract the buildings from each given data source
without any influence of other above-ground objects such as trees, cranes, etc. However,
as it can be noticed, some footprints are better extracted from intensity images and
some of them from the depth image. For example, there are two big buildings in the
bottom right corner. Referring to the original RGB image in Figure 4.3a, one can see
that the roofs of both constructions have a color similar to the asphalt. Therefore, we
deduct that the network confuses these buildings with the road. From PAN images, the
network could learn different features and as a result, enable the network to identify the
area as buildings, but not optimally yet. On the other hand, from the height information
provided by the nDSM, it was easier for the network to distinguish these buildings from
the ground. As can be seen from the results, many buildings are missing in the building
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(a) RGB-based model (b) nDSM-based model
(c) PAN-based model (d) Ground-truth
Figure 4.4: The relative performance of the FCN8s model for building mask generation on individual
data sources (a) RGB, (c) nDSM and (b) PAN images. Figure (d) illustrates the ground-
truth building mask.
mask, even the one extracted from the nDSM. This can be caused by trees occluding
some buildings, or inaccurate height data in these locations.
4.4.1.2 FCN4s Network
It is always good to have additional information which can be added to the system,
as it makes the system more powerful. CNNs are capable of extracting representative
features for a classification task if enough information is present. Therefore, as we wanted
to improve the building outlines without any post-processing steps, it was decided to
enrich the system by adding more detailed information from earlier network layers. As a
general rule, CNNs gradually abandon lower level features in the pursuit of higher levels,
which leads to a more abstract description of the image. This strategy can be countered
by passing lower level features up the hierarchy in a separate path (skip connection). In
this way, the network itself automatically learns higher detailed building representations.
The effectiveness of the suggested FCN4s approach is illustrated in Figure 4.5. First of
all, in each resulting image, for every data source, one can notice that more buildings are
extracted. Second, the shapes of the footprints, even for the complex building structures,
are closer to the ground-truth and better in comparison to the one extracted by FCN8s
architecture. Finally, the addition of the pool2 skip connection, enable the network to
recognize even the low-rise buildings.
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(a) RGB-based model (b) nDSM-based model
(c) PAN-based model (d) Ground-truth
Figure 4.5: The relative performance of the FCN4s model for building mask generation on individual
data sources (a) RGB, (c) nDSM and (b) PAN images. Figure (d) illustrates the ground-
truth building mask.
4.4.1.3 Fused-FCN4s Setup
In this section, we investigate different setups of Fused-FCN4s architecture. Setting
the number of convolution layers to 2 for performing a fusion from different network
streams and increasing the number of feature maps at the top layers lead to a tendency
to improve the result (see Table 4.1). This happens due to the fact that the increase of
the parameters number in the network raises its capacity and, thus, makes it possible
to perform better generalization. However, at some point the network can reach too
much complexity which comes with the risk of overfitting. This effect can be observed
with a configuration of 60 feature maps and three convolutional layers. The results of
generalization degrade in comparison to a fusion network with 30 feature maps and three
convolutional layers. Growing the number of feature maps in the network increases the
computation time respectively as depicted in Table 4.1. However, it helps to improve
the results significantly. Hence, we choose the model with 30 feature maps and three
convolutional layers as it provides the best results in this experiment.
4.4.1.4 Fused-FCN4s Versus FCN8s and FCN4s
The Fused-FCN4s architecture, which combines the spectral information from RGB
and PAN images, together with the height information from nDSM, delivers the best
performance in discriminating buildings from background, in comparison to FCN8s and
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Mean acc. Mean IoU Overall acc. IoU Fmeasure np tf , ms tb, ms tf−b, ms
2fmaps_2conv 81.4 74.5 93.9 69.7 71.6 402 773 872 85.86 347.648 433.647
30fmaps_2conv 91 85 96.5 74 85 403 205 352 93.1116 367.919 461.177
60fmaps_2conv 91.4 85.9 96.7 75.4 86 403 672 872 102.791 376.647 479.616
2fmaps_3conv 90.7 84.6 96.3 72.83 84.3 402 773 876 86.41 350.601 437.16
30fmaps_3conv 91.5 86 96.8 75.7 86.1 403 205 772 93.5415 370.621 464.297
60fmaps_3conv 90.9 85.6 96.7 74.9 85.7 403 647 612 102.826 377.569 480.529
Table 4.1: The results of detailed investigation on Fused-FCN4s model performance with respect to
modifications in architecture. We vary the number of feature maps (fmaps) in the top layers
together with the number of convolutional layers after merging the streams from three data
sources. The np indicates a number of parameters in the network, tf is the average time for
one forward pass on a single NVIDIA Titan X (Pascal) GPU, tb is the average time for one
backward pass and tf−b is the average time for one forward-backward pass.
(a) (b)
(c) (d)
TP FP FN
Figure 4.6: The comparison of generated building masks over test area obtained (a) directly form Fused-
FCN4s and (b) from Krauß et al. [7]. Figure (c) depicts the extracted building footprints
in respect to reference building footprints of Fused-FCN4s and Figure (d) is a ground-truth
building mask.
FCN4s shown in Figures 4.4 and 4.5, respectively. The results obtained by Fused-FCN4s
architecture are shown in Figure 4.6a. For visualization and better interpretation the
extracted building footprints are also overlapped with the reference building footprints
in Figure 4.6c. The significant improvement of the buildings outlines can be easily
observed. The footprints are more accurate and their shapes are more complete without
missing parts of the various structures. It also can be seen that the network really
benefits from all data sources, which allow it to extract more detailed information of
building construction compared to the reference image in Figure 4.6d. For example,
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FCN8s
Mean acc.,% Mean IoU,% Overall acc.,% IoU,% Fmeasure,%
RGB 82.8 75.5 94 57.6 73.1
nDSM 74.5 69 92.8 45.7 62.7
PAN 84.6 77 94.3 60.2 75.1
FCN4s
RGB 89.3 81 95.2 67.1 80.4
nDSM 83.3 73.3 92.9 54.3 70.4
PAN 84.4 77.5 94.6 60.9 75.7
Fused-FCN4s
RGB & nDSM 90.9 84.7 96.1 73.5 84.7
PAN & nDSM 87.5 82.2 95.9 68.9 81.6
RGB & nDSM & PAN 91.5 86 96.8 75.7 86.1
Naïve fusion
RGB & nDSM & PAN 87.6 81.7 95.7 68.1 81
DSM-based building detection method
MS image & nDSM 89.1 78.2 94.6 62.4 76.8
Table 4.2: The quantitative evaluation of proposed Fused-FCN4s on three data sources in comparison
to different methodologies and setups.
the building in the left bottom corner obviously has some additional structures in the
middle, which can be easily identified on the nDSM image (see Figure 4.3b), but they are
missing in the ground-truth. The extraction of low-rise buildings, on which the selected
scene is rich, is more accurate now, and their pattern of placement is very close to the
ground-truth. Some of them are still missing, but that is explainable due to their really
small size, difficult to distinguish even for the human eye.
Besides, it is experimentally proven that the proposed network benefits from three
remote sensing images used for training in comparison to two-stream networks of RGB
and nDSM and PAN and nDSM (see Table 4.2). We can see that the use of the PAN
image leads to improvements of 2.2% on Intersection over Union (IoU) and from 0.7%
to 2% on the rest of the metrics.
4.4.1.5 Fused-FCN4s Versus Naïve Fusion
The experimental results from Table 4.2 demonstrate that naïve fusion by averaging
the predicted maps improves the IoU metrics only by 1% in comparison to the results,
achieved by FCN4s model trained on RGB. But the proposed Fused-FCN4s boosts the
IoU metrics by 8%. Thus, the shapes of generated building footprints are enhanced in
comparison to those obtained by single FCN4s. Additionally, a significant improvement
of other metrics is also achieved. This proves that the network learns by itself from
which multi-source data the better prediction of the pixel can be gained.
4.4.1.6 Fused-FCN4s Versus DSM-based building detection method
As can be seen from Figure 4.6b the DSM-based building detection method proposed
by Krauß et al. [7] is able to extract a similar building mask as our proposed approach.
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However, a close investigation shows that Fused-FCN4s is able to find more buildings
than the DSM-based building detection method (see Figure 4.7). Additionally, one can
notice that the extraction of low-rise buildings by our approach is significantly better.
Besides, the footprints outlines are more accurate and rectilinear, that makes them look
qualitatively more realistic and, as a result, similar to the ground-truth.
4.4.2 Quantitative Evaluation
For quantitative evaluation of the obtained results, we evaluated the metrics commonly
used in semantic segmentation problem. The first group of metrics is described in [59].
They are mean accuracy, mean IoU and overall accuracy
Mean accuracy = 1
ncl
∑
i
nii
ti
, (4.7)
Mean IoU = 1
ncl
∑
i
nii
ti +
∑
j nji − nii
, (4.8)
Overall accuracy =
∑
i nii∑
i ti
, (4.9)
where nij is the number of pixels belong to class i, but predicted as class j, ncl is the
number of different classes, and ti =
∑
j nij is the total number of pixels belong to class
i.
The second group of selected metrics, suitable for binary classification evaluation, are
based on predicted values represented by the total number of true positive (TP), false
positive (FP) and false negative (FN). The Precision and Recall
Precision = TP
TP + FP , (4.10)
Recall = TP
TP + FN (4.11)
are the number of predicted positives extracted precisely, and fraction of actual positives
(a) (b) (c)
Figure 4.7: The detailed comparison between (a) Fused-FCN4s and (b) DSM-based building detection
method proposed by Krauß et al. [7]. Figure (c) depicts the ground-truth building mask.
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to predicted positives, respectively. Based on these values the F-measure is defined as
Fmeasure =
(1 + β2)TP
(1 + β)2TP + β2FN + FP , (4.12)
where for our work the parameter β was set to 1. Additionally, we use the IoU metric
IoU = TP
TP + FN + FP (4.13)
adapted for the task, where the amount of pixels belonging to the objects (buildings) are
much smaller compared to those belonging to the background. This metric is represented
by the proportion of the number of pixels classified as buildings, both in the predicted
image and in the ground-truth, to the total number of pixels classified as buildings in
each of them [41].
The summarized performances of FCN8s, FCN4s, Fused-FCN4s networks and DSM-
based building detection method proposed by Krauß et al. [7] using above described
metrics are grouped in Table 4.2. From the quantitative statistics we can see that, first,
the performance of all networks on spectral images are better than on the image rep-
resenting the height information. This is reasonable, as the DSM images themselves
are obtained from the multi-view stereo PAN pairs and some information can be un-
available, due to occlusions by different objects or clouds within the scene. Second, by
further augmenting the architecture with “skip” connection from the pool2 layer, to gen-
erate FCN4s network, we gain improvements of performance on nDSM and RGB images.
However, for PAN image the improvement is not very significant. This is due to the fact
that the network became more complicated using the additional connection as a result
of an enlarged number of parameters, but the extracted information comes only from
the three times duplicated image and is not enough to provide the network with much
more features. Finally, the proposed Fused-FCN4s network obtains the best performance
for all metrics in comparison to other networks and the DSM-based building detection
method. The overall accuracy gained 2% points in comparison to FCN8s for RGB and
PAN images, and around 4 % points related to FCN8s for the nDSM image. It should be
mentioned, that the IoU metric on Fused-FCN4s network increased over 15% and 30%
in comparison with FCN8s on spectral and depth images, respectively. That indicates
a significant improvement of the building footprint delineation accuracy. Besides, the
difference of the IoU metric of 13.3% between the Fused-FCN4s and DSM-based building
detection method, in favor of the first, points out that applying our approach there is no
need for any post-processing steps for building outline refinement as it already provides
very accurate building mask.
Processing a selected test area of 1300× 2500 pixels with Fused-FCN4s network takes
25.89 seconds on a single NVIDIA Titan X Pascal GPU with a 100 pixels stride and
around 2 minutes for stitching the overlapped patches for the final full image generation.
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(a) (b) (c) (d)
Figure 4.8: Generalization over Istanbul city, Turkey on WorldView-2 data consisted of (a) RGB, (b)
nDSM and (c) PAN images. The nDSM is color-shaded for better visualization. Figure (d)
illustrates the resulted mask derived from Fused-FCN4s model.
(a) (b) (c)
Figure 4.9: The selected area over Istanbul city for statistical evaluation depicted input (a) RGB, (b)
nDSM and (c) PAN images.
4.4.3 Model Generalization Capability
In order to investigate the model capacity to capture the essential features separating
buildings from non-buildings, Istanbul dataset was used (see Figure 4.8). This dataset
is very different from the Munich dataset, and it is very challenging in itself due to
the dense placement of buildings, and the vastly different construction and architecture
style. Without re-training the model on the new dataset, the building footprint map
was directly obtained by passing the WorldView-2 data through the FCN4s and Fused-
FCN4s networks. From the resulting mask shown in Figure 4.8d, it can be seen that the
proposed model managed to predict reasonable building mask even from a new and quite
complicated dataset. As it was mentioned in Section 4.3, for quantitative evaluation a
small area of around 0.5 km2 was selected (see Figure 4.9). The predicted results and
ground-truth of this area are presented in Figure 4.10.
The statistical results of the experiment over the small area can be found in Table 4.3.
We can see that the model achieves high performance on this dataset as well. Besides,
the advantage of using fused data vs. only one is also demonstrated in Table 4.3.
It can be clearly seen that the model successfully extracts the shapes of building foot-
prints, without missing any of them. The IoU metric confirms this statement by its high
value of about ∼ 68.1%. Additionally, no influence of other above-ground objects such
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FCN4s
Mean acc.,% Mean IoU,% Overall acc.,% IoU,% Fmeasure,%
RGB 84.3 72.8 85.1 66.9 80
nDSM 76.3 60 75.2 54 70.7
PAN 79.4 66.6 81.3 58.8 74.1
Fused-FCN4s
RGB & nDSM 85 72.8 84.9 67.7 80.8
PAN & nDSM 84.9 72.6 84.8 66.6 79.3
RGB & nDSM & PAN 85.1 73.5 85.5 68.1 81
Table 4.3: Prediction accuracies of FCN4s and Fused-FCN4s models on all investigated metrics over
Istanbul city area selected for statistical evaluation (cf.Figure 4.9).
as trees is observed. However, one can notice a small improvement between using one
spectral image or two together with an nDSM. Both RGB& nDSM and PAN& nDSM
models already gave good results using the advantages from spectral and height infor-
mation. Inserting additional spectral information only helps to improve minor errors,
especially on building outline as the IoU shows high values. But it is still a significant
progress as commonly used methodologies for building extraction are not very flexible
and can not be easily generalized on different city areas. Moreover, it can be identified
that the quantitative results are lower than the ones from Munich dataset. This can be
explained by scene complexity: The network did not experience such types of construc-
tions, their close placement to each other and the narrow streets. Besides, the maximum
height within Munich nDSM area is 58.37 m and for Istanbul is 24.66 m which also can
influence the performance. Another reason is that the manually generated ground-truth
is far from ideal, due to the subjective interpretation of human. The probable solution
to those small problems can be a fine-tuning of the proposed model on some small areas
of different cities, which will contribute to the model performance by introducing a new
dataset for model learning, even if it is only a small part of the area.
(a) (b)
Figure 4.10: Generalization results over Istanbul city area selected for statistical evaluation
(cf.Figure 4.9). Image (a) shows the ground-truth, partially obtained from OSM and
partially completed by manually drawing the footprints. Image (b) illustrates the pre-
dicted map by Fused-FCN4s model.
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4.5 Summary
We presented a novel method to segment buildings in complex urban areas using mul-
tiple remote sensing data on the basis of fully convolutional networks. The designed
end-to-end Fused-FCN4s framework integrates the automatically learned relevant con-
textual features from spectral and height information from red, green, and blue (RGB),
normalized Digital Surface Models (nDSMs), and pan-chromatic (PAN) images respec-
tively, within one architecture for pixel-wise classification, and produces a unique binary
building mask. Both, spectral images and nDSMs, have their strong and weak sides, but
they can complement each other significantly, as, for example, the nDSMs provides ele-
vation information of the objects, but spectral images provide texture information and
more accurate boundaries. The trained system was tested on two unseen areas of Munich
city, Germany, and Istanbul city, Turkey, and achieved accurate results. Experimental
results have shown that even small objects with tiny details in their building footprint
can be successfully extracted from satellite images by applying the deep neural net-
work framework. The proposed architecture can be generalized over diverse urban and
industrial building shapes, without any difficulties due to their complexity and orienta-
tion. Additionally, we show that the designed model does not need any post-processing.
Some noise or still present inaccuracies in the resulting building mask can be a result of
buildings totally covered by trees, or very complex areas which are difficult to recognize
even for the human eye, for accurately extracting the building outlines. Besides, a noisy
nDSMs can influence the results to a great extend, as the height information is crucial
to identify buildings. We believe that the presented technique has a great potential to
provide a robust solution to the problem of building footprint extraction from remote
sensing imagery at a large scale.
Chapter 5
DSM-to-LoD2: Spaceborne Stereo
Digital Surface Model Refinement
T his chapter describes novel concepts towards improved Digital Surface Models(DSMs) generation with realistic building geometries from low-quality half-meter resolution photogrammetric DSMs from satellite data. Mainly involving
conditional Generative Adversarial Networks (cGANs) with an objective function based
on negative log likelihood, improved DSMs are generated with enhanced building forms
close to the Level of Detail (LoD) 2 according to the City Geography Markup Language
(CityGML) standard directly from noisy inputs. Focusing on the further improvement of
low-quality satellite DSMs, potentials of multi-task learning dedicated to the joint end-
to-end training of regression and pixel-wise classification tasks, and the fusion of multiple
modalities representing spectral and height information at different stages are demon-
strated. This chapter describes combined findings of the following two peer-reviewed
journal papers
[4]: K. Bittner, P. d’Angelo, M. Körner, and P. Reinartz, “DSM-to-LoD2: Space-borne
Stereo Digital Surface Model Refinement,” Remote Sensing, vol. 10, no. 12, p. 1926,
2018
[5]: K. Bittner, M. Körner, F. Fraundorfer, and P. Reinartz, “Multi-Task cGAN for Si-
multaneous Space-borne DSM Refinement and Roof-Type Classification,” Remote Sens-
ing, vol. 11, no. 11, p. 1262, 2019
as well as the following double-blind peer-reviewed workshop full paper:
[6]: K. Bittner, M. Körner, and P. Reinartz, “Late or Earlier Information Fusion from
Depth and Spectral Data? Large-Scale Digital Surface Model Refinement by Hybrid-
cGAN,” in Proceedings of the IEEE Conference on Computer Vision and Pattern Recog-
nition (CVPR) Workshops, 2019
the experiment section of which is extended with additional comparison results from
methodology published in [5]. Further examinations towards applicability of refined
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DSMs to different remote sensing applications are also investigated in Section 5.4.4,
which were not included in any of the aforementioned papers.
5.1 Problem Statement
Worldwide urbanization has transformed vast farmlands and forests into urban land-
scapes, resulting in the appearance of new houses and infrastructures. Due to these
rapid changes, accurate and timely updated cadastral 3D building model data are not
often available, but which are valuable for urban planning and city management, navi-
gation, virtual environment generation, disaster analysis, tourism, civil engineering, etc.
The methodologies for realizing these applications are based mainly on 3D elevation
information. Therefore the automatic generation of 3D elevation models with highly
accurate building shapes, including the recovery of disturbed boundaries and robust
reconstruction of high-quality rooftop geometries, is in demand.
Remote sensing technology provides several ways to measure the 3D urban mor-
phology. Conventional ground surveying, stereo airborne or satellite photogrammetry,
Interferometric Synthetic Aperture Radar (InSAR), and Light Detection and Ranging
(LiDAR) are the main data sources used to obtain high-resolution elevation informa-
tion [248]. The main advantage of DSMs generated using ground surveying and LiDAR
is their high-quality and detailed object representation. However, their production is
costly and time consuming, and covers relatively small areas compared to images pro-
duced from space-borne remote sensing [249]. Synthetic Aperture Radar (SAR) imagery
is operational in all seasons under different weather conditions. Nevertheless, it has a
side-looking sensor principle that is not very useful for building recognition and recon-
struction compared with optical imagery. The DSMs generated from space-borne data
using image matching currently show relatively high spatial resolution and wide coverage
which is preferable for large-scale remote sensing applications, particularly when using
sub-meter multi-view stereo data from, e.g., WorldView or Pleiades satellites. However,
due to low-resolution and shortcomings in automatic DSM generation, some unwanted
failures in building geometries may occur which influence their later reconstruction and
modeling. These originate from applied interpolation techniques, temporal changes, or
matching errors. For example, low-textured, homogenous, or shadowed areas caused by
a combination of Sun to satellite viewing geometries and surface properties often lead to
blunders or not-sharp rooftop contours, as the automatic matching of the homogenous
points fails. Specific radiometric effects, such as spilling and saturation on roof planes
due to the acquisition geometry, the surface type, or the inclination, may also lead to
local blunders [213]. Moreover, densely located buildings in city areas cause uncertainty
about building edges. As a result, the applied interpolation techniques lead to low sharp-
ness. Another common problem in urban areas is the occurrence of occlusions due to
tall buildings or trees; these also depend on the acquisition viewing angles. Hence, these
DSMs need to be refined either manually or automatically to make them more useful for
remote sensing applications.
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Because manual refinement is costly and time consuming, there has been a considerable
amount of research done regarding automatic surface model refinement by conventional
as well as deep learning-based methodologies reviewed in Section 3.2. Despite the tri-
als of depth image estimation with deep Convolutional Neural Networks (CNNs) and
3D object generation with variational Generative Adversarial Networks (GANs) archi-
tectures, there is no direct similarity to the problem addressed in this chapter. In the
past, there have been no attempts to generate a remote sensing elevation model with
an accurate building using CNN-based methodologies. Additionally, among the variety
of methodologies that have been developed to refine the 3D urban structure, only a few
of them use DSMs generated from stereo satellite imagery, because this type of data
features strong noise, inconsistencies, or absence of data due to occlusions between the
objects. Urban surface reconstruction based on stereo satellite imagery is still a complex
problem.
The ability of CNN-based approaches to reconstruct depth images is strongly cor-
related with our area of interest. As a result, the potential of cGANs to reconstruct
depth images from a bird’s-eye view perspective is analyzed in this chapter. In our case,
depth images represent the urban 3D structure with elevation information in the form
of continuous values. In continuation of previous investigations [250, 251], where the
first attempt to generate a LiDAR-like quality DSM out of a given photogrammetric
DSM is made using a cGAN with an objective function based on negative log likelihood,
the potential of cGANs to generate DSMs with a refined form of buildings close to the
LoD2 model according to the CityGML standard is explored in this chapter, without
any limitations on their geometry or space scale. We also mention that although the
so-called LoD2-DSM does not contain any above-ground objects except buildings, it is
still useful for many remote sensing applications, like navigation, 3D city modeling, and
cadastral database updates.
Our contributions regarding application of cGAN model for the LoD2-to-DSM ap-
proach can be summarized according to the paper [4] as follows:
• We efficiently adapt the cGAN architecture developed by Isola et al. [67] from
generic images to satellite images and analyze it for different data sources: LoD2-
DSM from CityGML and LiDAR-DSM.
• We investigate the potential of using the objective function with least squares
instead of negative log likelihood through which we gain more accurate building
structures.
• The proposed framework generates images with continuous values representing the
elevation models and at the same time, enhances the building geometries.
• Our approach is not limited to the libraries of predefined building models and as
a result, can be generalized to large-scale scenes.
• We propose a methodology to convert CityGML vector data into a LoD2-DSM.
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• We develop a universal network which is able to generalize over different urban
landscapes that have not been previously seen by the model, as generalization is
an important aspect for remote sensing applications.
Surface topography is not the only data that contains useful information for DSM
improvement. The 2D information in the form of pixel-wise semantic segmentation is
also crucial for many remote sensing applications, because it provides additional knowl-
edge about object boundaries or categories to which the object belongs. In most cases,
each task, e.g., depth image generation and pixel-wise image classification, is tackled
independently although they are closely connected. Jointly solving these multiple tasks
can enhance the performance of each independent task, as well as speed up computation
time. This observation leads to the advantages of multi-task (MT) learning. The ap-
proach of simultaneously improving the generalization performance of multiple outputs
from a single input was applied to numerous machine learning techniques. As a promis-
ing concept for CNNs, multi-task learning has been successfully proven to leverage a
variety of problems, like classification and semantic segmentation [109] or classification
and object detection [110]. Due to the fact that different tasks may conflict, multi-task
learning is regarded as the optimization of a multi-task loss which minimizes a linear
combination of contributed single-task loss functions. As a result, in the second approach
good-quality LoD2-like DSMs with realistic building geometries are produced together
with dense pixel-wise rooftop classification masks. An auxiliary normal vector loss term
is also added to the objective function enforcing the model to produce more planar and
flat roof surfaces, similar to the desired LoD2-DSM derived from CityGML data.
Our contributions regarding the multi-task approach can be summarized based on the
paper [5] as follows:
• We efficiently adapt the cGAN architecture developed by Isola et al. [67] for multi-
task learning.
• The proposed framework generates images with continuous values representing
elevation models with enhanced building geometries and at the same time, images
with discrete values depicting the label information designating to which class out
of three (flat roof, non-flat roof, and background) every single pixel belongs to.
• We investigate the potential of different network architectures for each task and
select the combination of models that provides the best results for both pixel-wise
classification and depth map generation. We show that joint training of multiple
tasks within the end-to-end framework is beneficial. Moreover, the obtained roof
classification information can be used later in a post-processing step for the final
building modeling task.
• We investigate the potential of using a normal vector loss, which is included as an
additional term to the objective function with least squares, thereby gaining more
accurate and planar roof structures.
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As it is common in the field of remote sensing to fuse data of different modalities to
complement missing evidence, in the third approach cGAN-based networks are investi-
gated which merge height and intensity information within end-to-end frameworks for
further DSMs enhancement. The influence of the fusion concept at different network
stages is mainly explored which merge two separate networks—fed with pan-chromatic
(PAN) images and DSMs—either at a later stage right before producing the final out-
put (WNet-cGAN architecture) or at an earlier stage (Hybrid-cGAN architecture) con-
catenating two encoders at the top layer and integrating information from two different
modalities through a common decoder. In both cases, the networks automatically couple
the advantages of PAN imagery containing sharp information about building boundaries
and ridge lines and photogrammetric DSM with information about building silhouette
and height. An auxiliary normal vector loss term is also added to the final objective
function to influence the planarity and flatness of roof surfaces.
Our contributions regarding the multi-modal approach can be summarized according
to the paper [6] as follows:
• We implement two architectures, namely WNet-cGAN and Hybrid-cGAN, capable
of blending the intensity and height information from PAN images and DSMs,
respectively, within a cGAN framework for generating accurate high-quality DSMs
with refined building geometries.
• We show that the involvement of intensity information in the form of PAN images
immediately improves the accuracy and appearance of the generated LoD2-like
DSMs compared to the LoD2-like DSMs generated from the single photogrammet-
ric DSM.
• We investigate the potential of late and earlier fusion stages within the network
architecture and demonstrate that the earlier fusion not only reduces the number
of network parameters, it also integrates the information from different modalities
better.
To our knowledge, this is the first study to carry out DSM refinement using deep
learning techniques.
The remainder of the chapter is arranged as follows. Section 5.2 is based on paper [4]
and investigates the first methodology for accurate DSMs reconstruction using cGANs.
The proposed deep network architecture, the background of GANs, and the objective
functions are described in more detail in Section 5.2.1. Furthermore, the description
of necessary ground-truth data generation, which is required for the training process
is presented in this section. In Section 5.2.2, we introduce the dataset and present
implementation details and training strategies of the first methodology. The experimen-
tal results for two different datasets applying the proposed deep network architecture
together with qualitative and quantitative evaluations are shown and discussed in Sec-
tion 5.2.3. Section 5.3 is based on paper [5] and explores the possible improvement
of the methodology presented in Section 5.2 by applying the MT learning strategy for
simultaneous good-quality DSMs generation and building roof type classification maps
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production. Section 5.3.1 proposes different network architectures, which we aim to
study together with the final objective function. In Section 5.3.2, the used dataset and
applied training setups are described. The results of the proposed MT learning strategy
are interpreted in Section 5.3.3. Section 5.4 is based on paper [6] and examines another
strategy dedicated to DSM refinement. It mainly investigates intensity and height data
fusion at different stages in the neural network to further improve building shapes and
overall quality of DSMs. Section 5.4.1 is based on paper [6] and describes the proposed
network architectures, objective functions, and used dataset. The detailed comparison
of results produced by the data fusion network with results of two earlier methodologies
(including multi-task methodology results additionally processed for comparison with
the fusion methodology) are given in Section 5.4.3. Moreover, Section 5.4.1 includes
additional investigation towards the applicability of resulting DSMs after the refinement
procedure to different remote sensing applications which were not included in the orig-
inal paper [6]. Section 5.5 presents a comparison discussion of the results obtained by
the three proposed methodologies.
5.2 Conditional GAN for LoD2-like DSM Generation
Recently, fast emerging CNNs have been applied to depth estimation tasks. But within
the remote sensing community, the height image generation problem using CNNs has
rarely been addressed. Therefore, in this section the applicability of CNNs for the
enhancement of DSMs is investigated.
5.2.1 Methodology
5.2.1.1 Network Architecture
The proposed architectures are adapted from those presented by Isola et al. [67]. The
generator G is an UNet [179] accepting a single-channel depth image with continuous
values as input. The hyperbolic tangent activation function
σtanh(z) = tanh(z) (5.1)
is applied on the top layer of the G network. The UNet is an encoder-decoder type
of network that progressively down-samples the input through a series of layers until
a bottleneck layer and codes back the process from this point. In order to recover
important details that are lost while down-sampling in the encoder, skip connections
are added to the network to combine the encoder layer i with the up-sampled decoder
layer n − i at every stage. In our work, the encoder part of UNet is constructed with
8 layers and 7 skip connections. The photogrammetric DSM images are accepted as
an input image of this network. The detailed UNet network architecture is illustrated
in Figure 5.1.
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Figure 5.1: Schematic overview of the proposed UNet architecture. Each convolution operation has a
kernel of size 4× 4 with stride 2. For up-sampling, the transposed convolution operations
with kernels of size 4 × 4 and stride 2 are used. The Leaky ReLU activation function in
the encoder part of the network has a negative slope of 0.2.
The discriminator D is a binary classification network consisting in our case of 5
convolutional layers. The input to the discriminator D is a concatenation of a pho-
togrammetric DSM with either a UNet-generated fake DSM or a ground-truth DSM.
The D has a sigmoid activation function
σsigm(z) =
1
1 + e−z (5.2)
on the top layer, because it is meant to output the probability that the input image
belongs either to class 1 (“real”) or class 0 (“generated”).
A schematic diagram of the proposed network architecture is illustrated in Figure 5.2.
5.2.1.2 Objective
As proposed by Goodfellow et al. [65] in 2014, GAN techniques are characterized by
training a pair of networks, namely a generator G and a discriminator D, which are
trained in an adversarial manner to compete against each other. The aim of G(z) = y
is to implement a differentiable function to map a latent vector z ∼ pz(·) drawn from
any distribution pz(·), e.g., a uniform distribution pz(·) = Unif(a, b), to an element
y ∼ preal(·) that is approximately distributed according to preal, i.e., into the form of the
data we are interested in imitating. In contrast, D(y) ∈ [0, 1] attempts to differentiate
between the generated data y and the genuine sample y∗. The objective function for
GANs can be expressed through a two-player minimax game
min
G
max
D
LGAN(G,D) = Ey∼preal(y)[logD(y)] + Ez∼pz(z)[log(1−D(G(z)))], (5.3)
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Figure 5.2: Schematic overview of the proposed method for the 3D building shape improvement in pho-
togrammetric DSMs by cGAN. The DSM images are color-shaded for better visualization.
where E[·] denotes the expectation value. The discriminator D is realized as a binary
classification network that outputs the probability that an input image belongs either to
class 0 (“generated”) or to class 1 (“real”). During training, G aims to create samples
that look more and more real, whileD intends to always correctly classify where a sample
comes from.
In this chapter, we address the generation of better-quality DSMs featuring refined
building shapes at LoD2 according to the definitions of CityGML [252]. In other words,
the aim is to generate synthetic LoD2-like height images with a similar appearance to the
given DSMs from stereo satellite imagery, but with an improved building appearance.
The conditioning of the model on external information was first introduced by Mirza et
al. [66]. The cGANs restrict both the generator in its output and the discriminator in its
expected input. As a result, cGANs allow the generation of synthetic images similar to
some given input image x. In contrast to Equation (5.3), the cGAN objective function
min
G
max
D
LcGAN(G,D) = Ex,y∼preal(y)[logD(y|x)] + Ex,z∼pz(z)[log(1−D(G(z|x)|x))]
(5.4)
now involves some conditional data x.
Since the appearance of GAN, many extensions to its architecture have been proposed.
The architecture of Isola et al. [67] gained the most popularity in cases involving the
image-to-image translation problem and is currently used as a basic model for image
generation tasks. Our method also builds upon this adversarial system to generate
images with continuous values representing the elevation information.
It is common to blend the GANs objective with traditional losses, such as L1 or L2
distances, because this helps the generator to make the created image as close as possible
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to the given ground-truth in an L1 or L2 sense. As we are interested in images where
the buildings have steep walls and sharp ridge lines, we use the L1 distance
LL1(G) = Ex,y∼preal(y),z∼pz(z)[‖y−G(z|x)‖1], (5.5)
because it encourages less blurring. Adding this term leads to our final objective:
G? = arg min
G
max
D
LcGAN(G,D) + λ · LL1(G), (5.6)
where 0 ≤ λ ∈ R is a weighting hyper-parameter.
Moreover, to overcome the common problem of unstable training when the objec-
tive function of GANs is based on the negative log-likelihood, a technique that was re-
cently proposed by Mao et al. [253] is applied which replaces the negative log-likelihood
in Equation (5.4) by a least square loss L2, yielding the conditional Least Square Gen-
erative Adversarial Network (cLSGAN) objective
LcLSGAN(G,D) = Ex,y∼preal(y)[(D(y|x)− 1)2] + Ex,z∼pz(z)[D(G(z|x)|x)2]. (5.7)
This makes it possible to stabilize the training process and to improve the quality of the
generated image. Therefore, the influence of this alternative training procedure using
cLSGAN
G? = arg min
G
max
D
LcLSGAN(G,D) + λLL1(G), (5.8)
is also investigated for the proposed generation of better-quality DSMs.
5.2.1.3 LoD2-DSM Ground-Truth Data Generation
CityGML encodes a standard model and mechanism for describing different types of 3D
city objects with respect to their geometry, topology, semantics, and appearance. It also
provides specific relationships between different objects, e.g., a building is decomposed
into roof, wall, and ground surfaces, as seen in Figure 5.3a. For the creation of LoD2-
DSM, which is assumed to be a ground-truth data for the experiments, the roof polygons
of each building from the database consisting of points with location and height infor-
mation are selected. Each polygon is triangulated afterwards (cf. Figure 5.3b) using the
algorithm introduced by Shewchuk [254] based on Delaunay triangulation [255]. The
software is publicly available. It should be noted that the triangular surfaces are left as
they are. In order to generate a raster height image, a DLR software is used to calculate
a unique height value of pixels lying inside each triangle using Barycentric interpola-
tion. The pixels outside buildings are filled with a Digital Terrain Model (DTM), i.e., a
mathematical representation of the ground surface without above-ground objects. As a
result, the synthetically generated so-called LoD2-DSM does not contain any vegetation,
only building information. This can be clearly seen in Figure 5.4.
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Figure 5.3: An example of CityGML building model representation and triangulation of its roof sur-
faces. Figure (a) illustrates CityGML building model representation; Figure (b) depicts
roof surface triangulation.
(a) Google Earth View (b) Photogrammetric DSM (c) LoD2-DSM
Figure 5.4: Illustration of differences in vegetation representation between a photogrammetric DSM
from the WorldView-1 satellite and an synthetically generated LoD2-DSM.
5.2.2 Study Area and Experiments
5.2.2.1 Data
Two different types of ground-truth datasets were used for network training and evalu-
ation of the results.
The first dataset consisted of a space-borne photogrammetric DSM and a LoD2-
DSM. The LoD2-DSM was generated with a resolution of 0.5 m from a CityGML
data model that is freely available on the download portal Berlin 3D (http://www.
businesslocationcenter.de/downloadportal). The process of this type of DSM gen-
eration is given in Section 5.2.1.3.
The second dataset consisted of a space-borne photogrammetric DSM and a LiDAR-
DSM. This experiment was run to demonstrate the improvements in the results from our
previous work [250] and additionally, to produce a trained network to perform a model
generalization test on (see Section 5.2.3.2), as only LiDAR-DSM data was available for
another region. Semi-Global Matching (SGM) [17] was used to generate a photogrammet-
ric DSM with a resolution of 0.5m from six pan-chromatic Worldview-1 images acquired
on two different days. The LiDAR-DSM considered as a ground-truth was provided by
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the Senate Department for Urban Development and Housing, Berlin. It was generated
from airborne laser scanning data with a resolution of 1m and up-sampled to the reso-
lution of 0.5 m to establish consistency with the available photogrammetric DSM. The
last pulse laser scanning data was used which contained much less vegetation compared
to the photogrammetric DSM. Both datasets used for this experiments show the city of
Berlin, Germany within a total area of 410 km2.
The LiDAR-DSM was used as vertical and horizontal reference during the automatic
image orientation as part of the LoD2-DSM generation process. However, a systematic
deformation of up to 3.5m between the LoD2-DSM and the photogrammetric DSM was
noticed. Thus, the LoD2-DSM was co-registered to the photogrammetric DSM using
an affine transformation based on 19 manually selected points, leading to a fit with a
standard deviation of less than 1m.
To investigate the capacity of the prediction models over a different urban landscape,
a third photogrammetric DSM and LiDAR-DSM dataset showing a section of Munich,
Germany, was considered. For this test, the photogrammetric DSM from WorldView-2
satellite imagery with a resolution of 0.5m derived by the same methodology [17] was
used. The last pulse airborne laser scanning data with a resolution of 1m was provided
by Bavarian Agency for Digitisation, High-Speed Internet and Surveying. The data was
rasterized with a resolution of 0.5m. The Munich dataset covering 9 km2 was used only
in the inference phase.
5.2.2.2 Implementation and Training Details
The DSM-to-LoD2 network was based on the cGAN architecture developed by Isola
et al. [67] on the PyTorch Python package with a slight extension. To organize the
training data, the satellite images were tiled into patches of size 256× 256 px which fit
into the available Graphics Processing Unit (GPU) memory and and were large enough
to capture a constellation of building structures and their surroundings. This led to
the production of sufficient context information required by the network about build-
ing shapes, positions, and orientations. The prepared training data for the learning
process consisted of 21 480 pairs of patches covering an area of 353 km2. To tune the
hyper-parameters, validation data covering 6 km2 was used. The DSM-to-LoD2 network
was trained with mini-batch Stochastic Gradient Descent (SGD) using the ADAM op-
timizer [46] with an initial learning rate of α = 0.0002 and momentum parameters of
β1 = 0.5 and β2 = 0.999 for both setups, cGAN and cLSGAN. The weighting hyper-
parameter λ = 1000 was chosen after performing the experimental training and exam-
ining the resulting generated images and their profiles. During the training phase, two
networks G and D were trained at the same time by alternating one gradient descent
step of D and one gradient descent step of G. To achieve a better optimization behav-
ior when training cGANs, it is common to change G to maximize the logD(x, G(z|x))
instead of minimizing log(1−D(x, G(z|x))). The total number of epochs was set to 200
with a batch size of 5 on a single NVIDIA TITAN X (Pascal) GPU with 12GB of
memory. During training, a random cropping of the tiles up to one tile size was used
instead of the up-scale and random crop data augmentation from the original code. The
idea behind this was that the network may observe only some parts of a building in
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one patch for one cropping and the whole building in the next time period. Although
different configurations were observed in different moments, the same building featuring
the same properties was used. This made the network more general, robust, and flexible
for a variety of building types.
5.2.2.3 Inference Process
During the inference process, only the trained generator G of the DSM-to-LoD2 network
was involved. It generated LoD2-like height images covering 50 km2 after stitching the
overlapping patches for the final full image generation. The overlap for the test data was
fixed at 128 px in both the horizontal and vertical directions. The test dataset consisted
of photogrammetric DSM patches that were never shown to the networks during the
training phase.
5.2.2.4 Evaluation Metrics
The quantitative evaluation of generative models is a challenging task, especially if the
generated images do not contain continuous values rather than discrete values. Common
metrics used to measure accuracy for continuous variables are the Mean Absolute Error
(MAE)
εMAE(h, hˆ) =
1
n
n∑
j=1
|hˆj − hj | (5.9)
and the Root Mean Square Error (RMSE)
εRMSE(h, hˆ) =
√√√√ 1
n
n∑
j=1
(hˆj − hj)2, (5.10)
where hˆ = (hˆj)j , 1 ≤ j ≤ n, denotes the predicted heights and h = (hj)j the actual
observed ones. The specifications of these accuracy metrics are usually based on the as-
sumptions that the errors follow a Gaussian distribution and that no outliers exist [256].
However, DSMs derived by digital photogrammetry seldom features a normal error dis-
tribution due to the presence of outliers and filtering or interpolation errors. Therefore,
Höhle et al. [256] proposed the use of a robust scale estimator, such as the Normalized
Median Absolute Deviation (NMAD)
εNMAD(h, hˆ) = 1.4826 ·median
j
(|∆hj −m∆h|) (5.11)
which is suitable for non-normal error distributions. It is proportional to the median
of the absolute difference between height errors, denoted as ∆hj , and the median error
m∆h. The constant 1.4826 was included so that NMAD is comparable to the standard
deviation when the data are distributed normally. This estimator can be considered
more robust to outliers in the dataset.
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It should be mentioned that because we were interested in quantifying the improve-
ments of the building shapes on DSMs, the above mentioned metrics were measured
only in the area where buildings were situated. This was achieved by extracting use-
ful information from the binary building mask generated from the same CityGML data
model. We also extend the building footprints by a three-pixel dilation on the bound-
aries to make sure that the 3D information of building walls was included because we
were interested in its improvement.
5.2.3 Results
5.2.3.1 cGAN Versus cLSGAN
The examples of DSMs generated by the DSM-to-LoD2 network for both LoD2-DSM
and LiDAR-DSM datasets are depicted in Figure 5.5 and Figure 5.6, respectively. By
investigating the obtained DSMs, we can see that both cGAN and cLSGAN networks
are able to generate the elevation models close to the given ground-truths. In the case
of LoD2-like DSM, the model manages to learn that there is no vegetation in the syn-
thetically created LoD2-DSM. This also can be observed by referencing the computed
height variation maps in Figures 5.5f, 5.5g, 5.5n and 5.5o, of the generated DSMs in
comparison to the LoD2-DSM from CityGML data. The high lightness denotes areas
where the photogrammetric or generated DSMs are higher than the ground-truth DSM.
As a result, Figures 5.5e and 5.5m demonstrate that the DSM from stereo satellite im-
agery, on the other hand, contains many trees. Other objects, e.g., cranes or electrical
power poles, also vanish because they do not exist in the synthetic LoD2-DSM gener-
ated from CityGML data. Regarding the LiDAR-DSM dataset, there is only a small
amount of vegetation on the ground-truth DSM because the LiDAR point cloud we use
is from the last pulse. In addition, it should be highlighted that the network is trained
to only manipulate existing buildings and does not generate new buildings or its parts
if there is no building in the input data. Good examples can be seen in highlighted
areas in Figures 5.6m, 5.6n and 5.6o or in the zoomed part of the first LiDAR-DSM area
illustrated in Figure 5.7. This building exists on the given LiDAR-DSM. However, as
there is no sign of the building within the photogrammetric DSM, the two models cGAN
and cLSGAN do not reconstruct it.
The height difference maps, presented for LoD2- and LiDAR-like DSMs in the second
and the fourth rows of Figures 5.5 and 5.6, respectively, demonstrate that there are less
or no residuals within building areas on DSMs from cLSGAN models. In addition, it can
be seen that the building structures are fully reconstructed without missing parts. This
can be clearly observed in the next example. By zooming into two selected buildings
(see Figure 5.8) from the LoD2-like first and second DSM areas, it can be noticed that
the buildings generated by the cLSGAN model are more detailed and complete than
the one from the cGAN model. The right side of the first building highlighted with 1
in Figure 5.8a is almost missing and the inside construction highlighted with 2 is not
reconstructed at all. The cLSGAN produced better results here because it managed to
generate those parts (see Figure 5.8b). Regarding the second building, we can see that
the upper part of the construction generated by cGAN is not detailed compared to the
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Figure 5.5: Visual analysis of DSMs, generated by cGAN and cLSGAN architectures, over selected
urban areas. The DSM images are color-shaded for better visualization. Difference maps
in meters of stereo and generated DSMs with respect to ground-truth LoD2-DSM of selected
regions are in the second and fourth lines, respectively.
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Figure 5.6: Visual analysis of DSMs, generated by cGAN and cLSGAN architectures, over selected
urban areas. The DSM images are color-shaded for better visualization. Difference maps
in meters of stereo and generated DSMs with respect to ground-truth LiDAR-DSM of
selected regions are in the second and fourth lines, respectively.
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(a) Input DSM (b) cGAN DSM (c) cLSGAN DSM (d) GT: LiDAR-DSM
Figure 5.7: Demonstration of generalization over existed buildings on input DSM using both cGAN
and cLSGAN methodologies trained on LiDAR ground-truth data. (a) illustrates the input
photogrammetric DSM, (b) is a generated DSM using cGAN, (c) is a generated DSM using
cLSGAN and (d) is a LiDAR ground-truth.
one from cLSGAN. The same problem occurs with the bridge that connects two parts of
the building. A specific pattern of holes on some buildings generated by cGAN models
is also discovered on both datasets LoD2-DSM and LiDAR-DSM. An example of these
distortions can be observed in detailed view in Figure 5.8a.
By investigating the profiles of selected buildings highlighted by red lines in Fig-
ures 5.5c and 5.5k and Figures 5.6c and 5.6k for LoD2-DSM and LiDAR-DSM datasets,
respectively, we can confirm that in general, both cGAN and cLSGAN models can suc-
cessfully learn 3D building representations that are close to the ground-truths (green
profiles). However, as mentioned before, some artifacts exist on the height images gen-
erated by the cGAN model. This is not dependent on the data type as both obtained
results from LoD2-DSM and LiDAR-DSM datasets have this problem. Examples are
demonstrated in Figure 5.9b for LoD2-DSM and in Figures 5.10a and 5.10b for LiDAR-
DSM. Fortunately, the application of the cLSGAN model helps to smooth the artifacts
and brings the shape of building even closer to the ground-truth shapes. This achieve-
ment is clearly seen in Figure 5.9f and Figures 5.10e and 5.10f. Of course, not every
building in the generated results exhibited holes. The poor examples demonstrated are
chosen for the visual notion. Moreover, not only the quality of flat roofs is improved.
The gable, hip, or any other roof type consisting of inclined planes can be improved
by applying our methodology. As can be seen from the profiles (Figures 5.9g and 5.9h
and Figures 5.10g and 5.10h), the cLSGAN model provides much better results. The
planes of roof surfaces are much smoother and more symmetrical regarding the central
ridge line. The ridge lines are primarily much sharper in comparison to ridge lines from
the photogrammetric DSM and are at the central position which gives a more realistic
view and is geometrically more correct. Additionally, all profiles show a very close re-
semblance to the ground-truth shapes, especially regarding the width and borders of the
buildings.
To quantify the generated DSMs, the proposed metrics are evaluated on all setups
and their performances are reported in Table 5.1. In general, the resulting DSMs from
cGAN model reveal the same or slightly worse results compared even to the normal
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Table 5.1: Prediction accuracies of cGAN and cLSGAN models on all investigated metrics for LoD2-
DSM and LiDAR-DSM datasets over the Berlin area.
Method LoD2-DSM Dataset
MAE (m) RMSE (m) NMAD (m)
Photogrammetric DSM 3.21 6.69 1.51
cGAN 3.05 6.66 1.30
cLSGAN 1.63 5.72 1.22
LiDAR-DSM Dataset
MAE (m) RMSE (m) NMAD (m)
Photogrammetric DSM 2.55 4.90 1.35
cGAN 2.80 5.15 1.75
cLSGAN 2.22 4.32 1.29
photogrammetric DSM as some parts of the buildings are still badly reconstructed,
completely missed, or feature holes as shown in the example in Figure 5.8. The relatively
high values of RMSE for the LoD2-DSM setup compared to the LiDAR-DSM could be
due to the much bigger time difference in data acquisition which leads to cases like those
depicted in Figure 5.7a. This significantly influences the computed metrics.
The results obtained by the cLSGAN model on both datasets quantitatively out-
performed the photogrammetric DSMs and the DSMs generated by the cGAN model
because they are much smoother, and able to reconstruct even small parts of buildings,
and do not contain any artifacts. Correspondingly, values of evaluated metrics are lower
compared to cGAN-based generated DSMs for both datasets that confirm our statements
about the network independence from data type as well as the power of least squares
loss function to generate the outputs much closer to the ground-truth. The quantitative
evaluation supports the visual examination. Processing one patch of size 256×256 pixels
with the proposed network takes 0.2 seconds on a single NVIDIA Titan X Pascal GPU.
(a) cGAN DSM (b) cLSGAN DSM
12
(c) cGAN DSM (d) cLSGAN DSM
Figure 5.8: Comparison of generalization over DSM between cGAN and cLSGAN methodologies for
two selected buildings. (a),(c) are the generated buildings by cGAN and (b),(d) are the
generated buildings by cLSGAN.
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Figure 5.9: Visual analysis of selected building profiles (cf. Figure 5.5) from DSMs generated by cGAN
(first line) and cLSGAN (second line) models in comparison to input poor quality DSMs
and ground-truth LoD2-DSMs.
5.2.3.2 Model Generalization Capability
To demonstrate the capability of the network to generalize on diverse urban landscapes,
a 3D reconstruction of Munich city, Germany is performed. This dataset is different from
the Berlin dataset. At first sight, the building architectural styles are similar to those in
the city of Berlin, as both of them belong to the same city. However, the vast amount
of construction within the cities excludes the possibility of meeting identical buildings.
Moreover, the Munich and Berlin datasets have different absolute height values above sea
level. Without re-training the model on the new dataset, we directly generate the Munich
elevation image by passing WorldView-2 data through the DSM-to-LoD2 network trained
on the LiDAR-DSM and LoD2-DSM. The 1000×1000 pixel examples of generated height
images from both data types are illustrated in Figures 5.11b, 5.11c, 5.11f and 5.11g,
respectively. From the resulting 3D height images, it can be seen that the proposed
models successfully manage to generate the 3D elevation constructions over a new area.
As expected, no new buildings are generated. However, some buildings are only partially
reconstructed using both models. In example 1 of LiDAR-DSM in Figure 5.11b and
LoD2-DSM in Figure 5.11c, the highlighted building is only partially reconstructed on
both datasets. From the zoomed version of the highlighted buildings in Figure 5.12, we
can clearly see that the quality of both input buildings from the photogrammetric DSM is
quite low—not regular and very noisy. The shape of the first building (see Figure 5.12a)
is not consistent, and the ridge line has a form close to a zigzag. The second building
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Figure 5.10: Visual analysis of selected building profiles (cf. Figure 5.6) from DSMs generated by
cGAN (first line) and cLSGAN (second line) models in comparison to input poor quality
DSMs and ground-truth LiDAR-DSMs.
in Figure 5.12e is most probably surrounded with vegetation and, due to interpolation
processes, results in an object with irregular form. Even for the human eye, it is difficult
to say if this object is a building. Therefore, both models experience problems with
these buildings, which confirms our theory of poor quality data influence.
By investigating the presented profiles, it can be noticed that the roof shapes are
improved by applying both models—the ridge lines are sharper and appear much bet-
ter compared to the photogrammetric DSM. Comparing the roof profiles between the
LiDAR-DSMs (third line in Figure 5.11) and LoD2-DSMs (fourth line in Figure 5.11), a
small improvement in ridge line sharpness is produced with the LoD2-DSM model. Re-
garding the wall steepness, the buildings generated by the LoD2-DSM model are close
to perpendicular wall planes in contrast to the one generated by applying the LiDAR-
DSM model. This is reasonable, because the LiDAR-DSM is rasterized from a point
cloud using interpolation and as a result features smooth transitions from the roof to
the ground.
For the quantitative evaluation, it is assumed that the available LiDAR-DSM is to be
our ground-truth, even when comparing the generated LoD2-like DSM, as no CityGML
data is available for the Munich area. The statistical results of the experiment can
be found in Table 5.2. The analysis of the results for the Munich area shows that
the photogrammetric DSM produces closer results to the LiDAR-DSM, considered as
the ground-truth, than both generated DSMs. This is due to the described effect of
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Figure 5.11: Visual analysis of generalization by cLSGAN architecture over selected urban areas of the
city of Munich using both LoD2-DSM and LiDAR-DSM setups. The DSM images are
color-shaded for better visualization. Figures (a), (e) depict the input photogrammetric
DSM data, (b), (f) is the generated DSM from LiDAR-DSM, (c), (g) is the generated
DSM from LoD2-DSM and (d), (h) is the LiDAR ground-truth data depict the LiDAR
ground-truth. The profiles of selected buildings from DSMs generated by the LiDAR-
DSM setup are illustrated in the third line and the ones from the LoD2-DSM setup are
in the fourth line.
unreconstructed buildings or their parts by both models from the poor quality input
image. Additionally, the generated LiDAR-like DSM shows better results in comparison
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(a) (b) (c) (d) (e) (f) (g) (h)
Figure 5.12: Example of two buildings generated by the LiDAR-DSM setup (b,f) and the LoD2-DSM
setup (c,g), respectively. (a,e) show the buildings on photogrammetric DSM and (d,h)
on LiDAR DSM ground-truth data. The depicted examples are from the Munich area.
to the LoD2-like DSM due to the fact that the wall planes experience a smooth transition
from the roof to the ground, which is similar to what occurred in the ground-truth data.
In the LoD2-like DSM, this transition is more perpendicular and, as a result, farther from
the considered ground-truth. This also influences the values of the metrics. However, as
big improvements in shapes from analyzing the profiles are observed, it is also decided to
evaluate the selected metric on a single building for which profile 1 is investigated. The
obtained results are summarized in the second part of Table 5.2. In addition, the LoD2-
like DSM even outperformed the LiDAR-like DSM, which was expected due to the fact
that the CityGML data provides more regular and better quality building shapes than
the LiDAR-DSMs and the network is able to learn these features. Therefore, it is proved
that the proposed network is able to improve the low-quality building shapes. We also
state that this kind of accuracy analysis is not generally suitable for a large area, but
due to the lack of other potential evaluations, it is still used here. The improvements can
be also seen in the three-dimensional visualization of the building geometry in Figure
5.13.
Table 5.2: Prediction accuracies of cGAN and cLSGAN models for all investigated metrics for LoD2-
DSM and LiDAR-DSM datasets over the Munich area.
Method Munich area
MAE (m) RMSE (m) NMAD (m)
Photogrammetric DSM 2.10 4.68 0.92
Generated LiDAR-like DSM 2.53 4.88 1.41
Generated LoD2-like DSM 3.27 5.81 1.78
One Building
MAE (m) RMSE (m) NMAD (m)
Photogrammetric DSM 2.0 3.81 1.18
Generated LiDAR-like DSM 2.10 3.35 1.60
Generated LoD2-like DSM 1.87 3.39 1.48
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(a) Input DSM (b) LiDAR-like
DSM
(c) LoD2-like
DSM
(d) LiDAR
DSM
(e) Google Earth
View
Figure 5.13: Example of the generated building with a refined 3D shape for the city of Munich.
5.3 Multi-Task Network for Building Shape Improvements and
Roof Type Understanding
Multi-task learning introduces the problem of optimizing the neural network model with
respect to multiple objectives, because it requires modeling the trade-off between com-
peting tasks [257]. In this work, the extraction of two tasks, mainly building shape
improvement and roof surface classification, is performed within one model.
5.3.1 Methodology
The building shape refinement problem can be considered as a generative task, which
has been recently successfully solved by GANs in other applications. To understand
building geometry and semantics, we introduce architectures that learn to predict the
pixel level depth and semantic classes from an input image. The network architecture
presented by Isola et al. [67] is adapted for this purpose. The generator G part of the
network is modified from experiment to experiment within the entire study, while the
discriminator D part stays unchanged.
5.3.1.1 One Generator, Two Outputs
As a continuation of the previous methodology introduced in Section 5.2, it is first con-
sidered that the generator G of the cGAN consists of a one-stream UNet [179] with two
outputs producing a single-channel depth image with continuous values and a three-
channel roof class probability map. The detailed description of the UNet architecture
used in this work has been depicted already in Figure 5.1 of Chapter 5 and discussed
in Section 5.2.1.1. The tanh activation function (Equation (5.1)) is applied to the top
layer of the generator G responsible for depth image generation and the softmax nor-
malization
softmax(z) = e
zk∑
j e
zj
(5.12)
is applied in the training phase on top of the layer producing class probability maps. The
encoder part of UNet progressively down-samples the given low-quality DSM through
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eight layers and codes back the process with eight up-sampled decoder layers. To recover
important details that are lost in down-sampling in the encoder, seven skip connections
are added to the network.
Following the same strategy, a pre-trained residual network (ResNet) [61] consisting of
34 layers as a basis for the encoder part of the G network is investigated. Architectures
based on ResNets have already achieved state-of-the-art results and were successful in
several competitions for image recognition tasks. One of the problems ResNets solve is an
effect known as the vanishing gradient. When the network is too deep, the gradients from
where the loss function is calculated can easily shrink to zero after several applications
of the chain rule. This can lead to the problem that the weights never update their
values and therefore, no learning is being performed. With ResNets, the gradients can
flow directly through identity shortcut connections backward from later layers to initial
filters. To complete the decoder part of the G network, the feature maps that have been
down-sampled by ResNet34 are up-sampled to obtain the resulting two outputs of the
same size as the input image.
Lastly, the recently published DeepLabv3+ [34] architecture is adapted to the mul-
tiple output G network. A re-implementation of this architecture with a pre-trained
ResNet101 is used. It utilizes a ResNet as a feature extractor to provide rich semantic
information and uses À trous Spatial Pyramid Pooling (ASPP) [258] to preserve the
spatial resolution at different rates. Thus, it provides the opportunity to refine the seg-
mentation results, especially along object boundaries. The advantage of using à trous
convolutions is that they allow one to expand the receptive field of filters to incorpo-
rate a larger context without increasing the number of weights. As a result, it offers
an efficient mechanism to control the field-of-view and finds the best trade-off between
accurate localization (small field-of-view) and context relation (large field-of-view).
The schematic representations of the proposed architectures are depicted in Fig-
ure 5.14a.
5.3.1.2 Two Generators, Two Outputs
Depth regression and semantic segmentation representations are not the same, but can
complement each other. Therefore, training only one common G network for different
problems is critical, especially because depth regression is a more complicated task and
can negatively influence the final building outline results, while the segmentation has
to follow the pattern of the building structure. Moreover, the intermediate features of
3D representations are different from 2D. This methodology aims at improving the roof
forms and building shapes, specifically along the building borders by integrating the
information about building outlines and roof types into the system. A cGAN model
with two generators G1 and G2 is proposed which is responsible for better-quality DSM
generation and building roof type pixel-wise classification mask production, respectively.
At the beginning of the proposed architecture, two generators G1 and G2 are joined
through two 1 × 1 convolutional layers with 8 and 32 channels, respectively. Coupling
two tasks into a single model ensures that the model agrees between the independent
task outputs while reducing computation time [114]. The schematic representations of
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Figure 5.14: Schematic overview of two investigated architectures with (a) a one-stream generator G
and (b) a two-stream generator G1 and G2 for simultaneous building shape refinement
G(I)2 and roof classification map G(I)1 generation. The input to both networks is a single
photogrammetric Digital Surface Model (DSM) (I ). The discriminator D is identical for
both models. The ground-truth for the regression task (GTregr) is represented by Level of
Detail (LoD)2-DSM generated from City Geography Markup Language (CityGML) data.
The ground-truth for classification task (GTclass) is obtained from the orientation of the
computed slope for each pixel. Each architecture is a conditional Generative Adversarial
Network (cGAN) which conditions ( ) the model on side information such as
input photogrammetric DSM. It is concatenated with either generated depth image G(I)2
or ground-truth (GTregr) as an additional channel (
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Figure 2. Schematic overview of two investigated architectures with (a) a one-stream generator G
and (b) a two-stream generator G1 and 2 for simultaneous building shape refinement G(I)2 and roof
classification maps G(I)1 generation. The input to both networks is a single photogrammetric DSM
(I). The discriminator D is identical for both models. The ground truth for regression task (GTregr)
is r presented by LoD2-DSM generated from city geography markup language (CityGML) data. The
ground truth for classification task (GTclass) is obtained from the orientation of the computed slope for
each pixel. Each architecture is a cGAN network which conditions ( ) the model on side
information such as input photogrammetric DSM. It is concatenated with either generated depth image
(I)2 or ground truth (GTregr) as an additional channel ) before going to D network. Although
the multi-task problems G(I)2 and G(I)1 of the two-stream network are depicted as independent
networks, in reality they are connected thought the two 1× 1 convolutional layers ( ) with 8 and 32
channels, respectively. As a result, the joint loss function, which sums losses responsible for geometry
reconstruction (Lgeom) and classification (Lclass), propagates back through the task dependent layers as
well as the shared ones.
3.2. Loss function252
In general, the training of cGANs can be described as a two-player minimax game253
min
G
max
D
LcGAN(G, D) = Ex,y∼preal(y)[log D(y|x)] +Ex,z∼pz(z)[log(1− D(G(z|x)|x))], (1)
where E[·] denotes the expectation value. The G(z|x) learns to fool the D by synthesizing real-looking254
images from a latent vector z ∼ pz(·) drawn from a distribution pz(·) by mapping them to an element255
y ∼ preal(·) sampled from preal. Differently, D(y|x) is realized as a binary classification network256
which attempts to differentiate between the generated data y (class 0) and real sample y∗ (class 1).257
The similarity of the generated image to the data we are interested in imitating, is controlled by the258
information from the input image x sent to G(z|x) as well as to D(y|x).259
We have been already investigated that the technique proposed by Mao et al. [58] of replacing260
the negative log likelihood in Eq. (1) by a least square loss L2 leads to higher stability of the training261
and the generation of more accurate results [43]. This transformation leads to a conditional least square262
generative adversarial network (cLSGAN) objective function263
min
G
max
D
LcLSGAN(G, D) = Ex,y∼preal(y)[(D(y|x)− 1)2] +Ex,z∼pz(z)[D(G(z|x)|x)2]. (2)
Moreover, to help the generator to generate the synthesized image close to the given ground-truth, it264
is typical to combine the GAN objective with losses, such as L1 or L2 distances. In this work, we are265
) before g ing to the D network.
Although the multi-task problemsG(I)2 andG(I)1 of the two-stream network are depicted
as independent networks, in reality they are connected through the two 1×1 convolutional
layers (
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the proposed architectures are depicted in Figure 5.14b.
In this method, the const llation of (a) G1: UNet and G2: ResNet and (b) G1: UNet
and G2: DeepLabv3+ are investigated. The reason for these combinations is that the
UNet, in general, produces better 3D building representations than ResNet, and based
on it DeepLabv3+, giv s more accurate and complete em ntic segmentation maps.
5.3.1.3 Loss Function
The objective function of this ethod is based on conditional Least Square Genera-
tive Adversarial Network (cLSGAN) already discussed and presented by Equation (5.8)
combined with L1 distance loss fu ction introduced in Equation (5.5) responsible for
g nerating the synthe ized image close to the given ground-truth.
To further refine the surface of roof planes, a normal vector loss
L normal (N t,N p) = 1
m
m∑
i=1
(
1−
〈
nti,n
p
i
〉
‖nti‖ ‖npi ‖
)
, (5.13)
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is considered for the training, as proposed by Hu et al. [259], to measure the angle
between the normal to the surface of an estimated DSM with respect to a target DSM.
Here, N t = {nt1, . . . ,ntm} and N p = {np1 , . . . ,npm} are normal vectors of the target and
predicted DSMs, respectively, and 〈·, ·〉 denotes the scalar product of two vectors. The
loss is only computed within the building segments using an available binary building
mask.
To learn pixel-wise roof type class probabilities, the cross-entropy loss function
L CE (x, t,p) = −
∑
i
ti log p (xi) (5.14)
is used paired with softmax normalization (see Equation (5.12)) applied to the neural
network outputs zk before the cross-entropy loss computation. Here, x = {x1, . . . , xn} is
the set of input examples in the training dataset and t = {t1, . . . , tn} is the corresponding
set of ground-truth values for the input examples.
To train the multi-task jointly, the losses of each individual task are summed in a
weighted linear manner together with losses responsible for image appearance refinement.
This leads to the final combined objective function:
G? = arg min
G
max
D
LcLSGAN(G,D) + λ · LL1(G) + γ · L normal (G)︸ ︷︷ ︸
Lgeom
+β · L CE (G)︸ ︷︷ ︸
Lclass
,
(5.15)
where 0 ≤ λ, β, γ ∈ R are the weighting hyper-parameters.
5.3.2 Study Area and Experiments
Experiments have been carried on the photogrammetric DSMs as input images and
LoD2-DSMs as ground-truth images showing the city of Berlin, Germany, described
in Section 5.2.2.1.
To generate the ground-truth for the pixel-wise classification task, the obtained LoD2-
DSM is used to compute the slope for each pixel within the whole image as the maximum
rate of change of elevation between that pixel and its surroundings. The aspect was
then defined as the orientation of the computed slope, which was measured clockwise in
degrees from 0◦ to 360◦, where 0◦ is north-facing, 90◦ is east-facing, 180◦ is south-facing,
and 270◦ is west-facing. The area that did not correspond to buildings was set to Class
0, background, and 90 degrees to Class 1, flat roofs, and the rest of the degree values
were set to Class 2, sloped roofs.
The proposed multi-task cGAN implementation is an extension of the DSM-to-LoD2
network described in Section 5.2.2.2 which was developed on the PyTorch Python pack-
age based on the pix2pix software introduced by Isola et al. [67]. We kept the training
and inference setups the same as in Sections 5.2.2.2 and 5.2.2.3 to be able to com-
pare the obtained results of proposed methodologies. The weighting hyper-parameters
0 ≤ λ, β, γ ∈ R were set to λ = 1000, β = 10 and γ = 10 after performing training and
examining the resulting generated images from the validation dataset.
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(c) Single-task cGAN [4] (d) Multi-task only UNet-based cGAN
(e) Multi-task only ResNet34-based cGAN (f) Multi-task only DeepLabv3+-based cGAN
(g) Multi-task joint UNet and Resnet34 cGAN (h) Multi-task joint UNet and DeepLabv3+ cGAN
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Figure 5.15: Visual comparison of DSMs over selected urban area, generated by a cGAN with least
squares residuals using (c) the one-stream generator network for a single task [4], (d) the
one-stream generator based on the UNet network for multiple tasks, (e) the one-stream
generator based on ResNet34 network for multiple tasks, (f) the one-stream generator
based on the DeepLabv3+ network for multiple tasks, (g) the two-stream generator net-
work with jointly trained UNet and ResNet34 architectures for multiple tasks, and (h)
the two-stream generator network with jointly trained UNet and DeepLab architectures
for multiple tasks. (a) illustrates the input photogrammetric DSM, and (b) demonstrates
the ground-truth data. The DSMs images are color-shaded for better visualization.
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5.3.3 Results
In this section, several experiments are performed on simultaneous depth image gener-
ation with good-quality building shapes and pixel-wise building roof type classification
map extraction. First, in comparing a single-task result to multi-task results in Fig-
ure 5.15, it can be can seen that the integration of the semantic segmentation task, even
for the single-stream network, already improves the results, although two outputs are
directly produced from the single-stream network illustrated in Figure 5.14b. One of
the examples highlighted by the number “1” in Figure 5.15c do not have the complete
structure by using a single output network from Bittner et al. [4]. However, the results
obtained by multi-task networks (see Figures 5.15d, 5.15e, 5.15f, 5.15g and 5.15h) are
able to further improve its shape. Moreover, it can be noticed that A-shaped building
“2” and building “3”, highlighted in Figure 5.15c, are also more accurate and very close
to the corresponding building in the ground-truth.
At first sight, the ResNet34-based network demonstrates better results (see Fig-
ure 5.15e). The outlines of the buildings are more rectilinear, and the ridge lines are
more distinguishable. However, one can notice the inability of the model to reconstruct
the building in the lower-right corner correctly. This is due to the incorrect height infor-
mation presented in the input photogrammetric DSM. In the detailed view illustrated
in Figure 5.16a, the highlighted area depicts a recess in the ground. This incorrectly re-
constructed part of the photogrammetric DSM happens usually due to occlusion of this
area by the building walls or trees. As a result, while reconstructing this area with the
ResNet34-based network, this error propagated within network layers as the receptive
field grew, and influenced the reconstruction of the whole patch. This can be identified
by the dark blue area in Figure 5.16b. The same phenomenon happens with other ar-
chitectures as well, but with less strength. The examples are depicted in Figure 5.17.
All generated results undergo the failure influence highlighted in Figure 5.17a. However,
the UNet in Figure 5.17b and the DeepLabv3+ in Figure 5.17d generate better results
compared to the ResNet34 in Figure 5.17c. The propagation of incorrect values is less
intensive and wide and in the case of DeepLabv3+, even narrower than the UNet results.
Examining the profiles in Figures 5.18g, 5.18h and 5.18i of three selected buildings
(highlighted with white color in Figure 5.15c), it can be observed that the roof plane
reconstruction results are far from acceptable compared to the ones produced by UNet-
based architectures. It can be concluded that for such complicated tasks as the 3D
reconstruction of miniscule objects from satellite images, compared to the big size of
objects in media images commonly used in the computer vision field, that the skip
connections are needed. The skip connections carry detailed and fine information from
lower layers, which is added to the up-sampled feature maps and helps to refine the final
output [59].
Investigating Figure 5.15f, it can be said that the model based on the DeepLabv3+
architecture is able to generate depth maps with reasonable building forms regarding
building boundaries. However, one can also notice that the walls of the buildings look
different compared to the results obtained from the rest of the models. Going deeper
and examining the profiles of selected buildings in Figures 5.18j, 5.18k and 5.18l, it can
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(a) Photogrammetric DSM (b) Multi-task only ResNet34-based cGAN
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Figure 5.16: A detailed demonstration of a failure case on the generated LoD2-like DSM obtained by the
ResNet34-based network Figure 5.14a architecture. (a) depicts the input photogrammetric
DSM, and (b) shows the resulted ResNet34-based DSM from Figure 5.15e.
be seen that these buildings have a smooth transition from roof to ground, similar to
a Gaussian form, compared to the DSMs generated by other networks. This effect can
also be seen in Figure 5.19f.
Adding the normal vector loss function to the model helps in further refining the roof
surfaces, making the roof planes flatter and more realistic. This beneficial effect can be
seen comparing the profiles of selected buildings from the cGAN DSM [4] with profiles
from the presented multi-task cGAN models. Moreover, the zoom-in view in Figure 5.19
confirms this statement, as the roof planes look smoother but at the same time keep the
right form and sharp ridge lines. This is reasonable, as the models are pushed to learn
roof surface representations where the normal vectors, which belong to the same plane,
look in the same direction and close to the ground-truth.
From visual comparison between the ground-truth and results from all proposed net-
works, one can also conclude that the networks do not generate new buildings where
no buildings are placed on the low-quality input image, but rather try to improve the
available ones, even though some inconsistency occurs between existing and no longer
existing buildings during the training. A good example can be seen in Figure 5.15b,
where five small buildings in the middle of the scene are located. One can notice that
in Figure 5.15a, only two different buildings are existing. This problem is not unique and
can be faced in many cases during the training due to the time difference between the
given photogrammetric DSM and the ground-truth LoD2-DSM. However, the proposed
models are robust to such differences and do not produce “ghost” constructions.
The results of the roof classification task, simultaneously obtained in parallel with
good-quality LoD2-like DSM generation, are presented in Figures 5.20 and 5.21. In
the first region in Figure 5.20, it can be seen that masks, generated by ResNet34 and
DeepLabv3+, provide better results for building boundaries, as well as for class sep-
aration compared to UNet-based results. Analyzing the ResNet34 and DeepLabv3+
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(a) Photogrammetric DSM (b) Multi-task only UNet-based cGAN
(c) Multi-task only ResNet34-based cGAN (d) Multi-task only DeepLabv3+-based cGAN
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Figure 5.17: A detailed demonstration of a failure case example on generated LoD2-like DSMs obtained
by the UNet-, ResNet34-, and DeepLabv3+-based network Figure 5.14a architectures. (a)
depicts the input photogrammetric DSM with the area highlighting the presented incorrect
height information and its influence on the reconstructed LoD2-like DSMs from (b) multi-
task only UNet-based cGAN, (c) multi-task only ResNet-based cGAN, and (d) multi-task
only DeepLabv3+-based cGAN. The area that undergoes the influence is presented as a
darker blue shade around the location where the failure is originated in (a).
results, one can observe that the DeepLabv3+ network provides more accurate clas-
sification. Good examples are Buildings “1”, “2”, “3”, “4” depicted in Figure 5.20f.
The ResNet34 model is only able to partially classify the building roof correctly, while
the DeepLabv3+ set the right classes to them. Moreover, investigating the buildings
highlighted as “2” and “3” in Figure 5.20f, one can conclude that the separate train-
ing of task-specific problems from some point in the network positively influences the
final results compared to the multi-task network, which has a common body for several
100 5.3. Building Shape Improvements and Roof Type Understanding
cG
A
N
[4
]
(a) Profile 1 (b) Profile 2 (c) Profile 3
M
T
U
N
et
(d) Profile 1 (e) Profile 2 (f) Profile 3
M
T
R
es
N
et
(g) Profile 1 (h) Profile 2 (i) Profile 3
M
T
D
ee
pL
ab
(j) Profile 1 (k) Profile 2 (l) Profile 3
Input DSM MT UNet-based cGAN DSM
ground-truth MT ResNet34-based cGAN DSM
cGAN DSM [4] MT DeepLab-based cGAN DSM
Figure 5.18: Illustration of the profiles for three selected buildings (cf. Figure 5.15c) from DSMs gener-
ated by (a)–(c) the cGAN model [4], (d)–(f) the multi-task only UNet-based cGAN, (g)–(i)
the multi-task only ResNet34-based cGAN, and (j)–(l) the multi-task only DeepLabv3+-
based cGAN. The results from the second, third, and fourth lines are generated by a
one-generator, two-output network, depicted in Figure 5.14a.
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Figure 5.19: Comparison of the generalization over DSMs from (c) the one-stream generator network
for a single task [4], (d) the one-stream generator based on the UNet network for mul-
tiple tasks, (e) the one-stream generator based on the ResNet34 network for multiple
tasks, (f) the one-stream generator based on the DeepLabv3+ network for multiple tasks,
(g) the two-stream generator network jointly trained UNet and ResNet34 architectures
for multiple tasks, and (h) the two-stream generator network jointly trained UNet and
DeepLabv3+ architectures for multiple tasks. (a) illustrates the input photogrammetric
DSM, and (b) demonstrates the ground-truth data.
task-specific outputs (see Figures 5.20b, 5.20c and 5.20d). A larger difference shows up
when investigating the residential area with small single-family houses. Looking at Fig-
ure 5.21, it can be observed that more small buildings are extracted by the DeepLabv3+
network, compared to other networks.
Besides visual inspections of refined depth images and pixel-wise classification maps,
the following error metrics commonly used in relevant publications [256, 260–262] are
investigated. The εMAE , εRMSE and εNMAD are used for depth evaluation and are pre-
sented in Section 5.2.2.4 by Equations (5.9), (5.10) and (5.11), respectively.
For the semantic segmentation task evaluation, the common Intersection over Union
(IoU)
IoU = target ∩ prediction
target ∪ prediction, (5.16)
the Precision
Precision = TP
TP + FP , (5.17)
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Figure 5.20: Visual comparison of roof classification maps over selected urban areas, generated by
cGAN with least squares residuals using (b) the one-stream generator based on the UNet
network for multiple tasks, (c) the one-stream generator based on the ResNet34 network
for multiple tasks, (d) the one-stream generator based on the DeepLabv3+ network for
multiple tasks, (e) the two-stream generator network jointly trained UNet and ResNet34
architectures for multiple tasks, (f) the two-stream generator network jointly trained UNet
and DeepLab architectures for multiple tasks. (a) illustrates the ground-truth label mask.
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(a) (b) (c)
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Figure 5.21: Visual comparison of roof classification maps over selected urban areas, generated by
cGAN with least squares residuals using (b) the one-stream generator based on the UNet
network for multiple tasks, (c) the one-stream generator based on the ResNet34 network
for multiple tasks, (d) the one-stream generator based on the DeepLabv3+ network for
multiple tasks, (e) the two-stream generator network jointly trained UNet and ResNet34
architectures for multiple tasks, and (f) the two-stream generator network jointly trained
UNet and DeepLab architectures for multiple tasks. (a) depicts ground-truth label mask.
the Recall
Recall = TP
TP + FN , (5.18)
and the F1-score
F1 = 2 · Precision ·Recall
Precision+Recall (5.19)
are used. The IoU metric measures how much overlap exists between two regions. It
is calculated separately for each class and then averaged over all classes to provide a
global statistic. Precision answers the question about the correct proportion of positive
identifications. Recall shows how well all the positives are found. For the semantic
segmentation task, an evaluation over the whole test area is performed.
The evaluation results for depth map generation and roof classification tasks are pre-
104 5.3. Building Shape Improvements and Roof Type Understanding
U
N
et
an
d
R
es
N
et
34
(a) Profile 1 (b) Profile 2 (c) Profile 3
U
N
et
an
d
D
ee
pL
ab
v3
+
(d) Profile 1 (e) Profile 2 (f) Profile 3
Input DSM MT joint UNet and ResNet34 cGAN DSM
ground-truth MT joint UNet and DeepLabv3+ cGAN DSM
Figure 5.22: Illustration of the profiles for three selected buildings (cf. Figure 5.15c) from DSMs gener-
ated by (a)–(c) the two-stream generator network jointly trained UNet and ResNet34 ar-
chitectures for multiple tasks and (c)–(f) the two-stream generator network jointly trained
UNet and DeepLabv3+ architectures for multiple tasks. The results are generated by the
two-generator, two-output network depicted in Figure 5.14b.
sented in Tables 5.3 and 5.4, respectively. In terms of εRMSE , the DeepLab-based cGAN
network demonstrates the best result. As already seen from the profiles in Figure 5.18(j)–
(l), the surfaces of the roofs present the smoothest results compared to other profiles.
Moreover, from the semantic segmentation results shown in Table 5.4, the DeepLab-
based network demonstrates the best results in terms of classification and outlines of
buildings. As a result, those facts are reflected in the RMSE error.
Regarding the εNMAD metric, one can notice that the evaluation result has the lowest
value of 0.88m and is the same for both the cGAN [4] and the joint UNet and the
DeepLabv3+ network, although the εRMSE is different. This can be due to only selecting
the median height error value, which does not reflect the true error distribution. It can
be clearly observed from the qualitative results shown in Figures 5.15f, 5.19h and 5.22f
that the proposed joint UNet and DeepLabv3+ network can offer significantly improved
roof surface qualities with noticeably smoother planes than that provided by the other
tested methods. This observation suggests the need to develop new evaluation metrics
that can assess the roof surface planarity better than the existing metrics.
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Table 5.3: Quantitative results for the Root Mean Square Error (RMSE), Normalized Median Absolute
Deviation (NMAD), and Mean Absolute Error (MAE) metrics evaluated on 12 selected
buildings existing for both the photogrammetric DSM and the ground-truth LoD2-DSM of
the area depicted in Figure 5.15.
Method Error
RMSE (m) NMAD (m) MAE (m)
cGAN [4] 3.29 0.88 1.78
only UNet based 3.20 0.91 1.71
only ResNet34 based 3.23 0.96 1.71
only DeepLabv3+ based 2.51 1.07 1.51
joint UNet and ResNet34 3.21 0.89 1.72
joint UNet and DeepLabv3+ 3.12 0.90 1.69
Table 5.4: Quantitative results for the IoU, F1-score, precision, and recall metrics evaluated on the test
area covering 50 km2.
Method Error
IoU (%) F1-Score (%) Precision (%) Recall (%)
only UNet based 59.78 72.07 77.05 48.43
only ResNet34 based 61.05 73.28 79.55 51.64
only DeepLabv3+ based 62.73 74.83 78.59 52.18
joint UNet and ResNet 61.54 73.73 79.28 51.80
joint UNet and DeepLabv3+ 64.44 76.34 80.03 55.2
In general, it can be concluded from both qualitative and quantitative evaluation
that an improved building boundary reconstruction, together with correct class label
assignments, is positively influencing the whole elevation model generation. This is also
visually confirmed by investigating the profiles from joint UNet and DeepLab networks
illustrated in Figure 5.22(d)–(f).
5.4 Information Fusion from Depth and Intensity Data for
Large-Scale Digital Surface Model Refinement
It is common in the field of remote sensing to fuse data of different modalities to com-
plement missing knowledge. In our earlier work [263], a WNet-cGAN network which
merges depth and spectra information within an end-to-end framework was introduced.
Fusing data from separate networks—which are fed with pan-chromatic (PAN) images
and DSMs—is performed at a later stage right before producing the final output.
Following up to the aforementioned approach, the fusion of spectral (Figure 5.23a)
and height (Figure 5.23b) information at an earlier stage within an end-to-end Hybrid-
cGAN network is investigated to further improve small and simple residential buildings,
as well as complex industrial ones. An auxiliary normal vector loss term is also added to
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Figure 5.23: Sample of area from our dataset illustrated both inputs to the network (a) PAN image
and (b) photogrammetric DSM, and (c) the ground-truth LoD-2-DSM. The DSM images
are color-shaded for better visualization.
the objective function enforcing the model to produce more planar and flat roof surfaces,
similar to the desired LoD2-DSM (Figure 5.23c) synthetically produced from CityGML
data.
5.4.1 Methodology
5.4.1.1 Network Architecture
Because each photogrammetric DSM is a product obtained from pan-chromatic image
pairs, it is reasonable to integrate depth and spectral data into one single network, as the
latter provides sharper information about building silhouettes, which creates a better
reconstruction of missing building parts and also the refinement of building outlines.
5.4.1.1.1 Late Fusion
The first investigation was done by us in work [263], where two separate but identical
U-form networks are fused at the later end within the G part of a cGAN, where the first
stream is fed with the PAN image and the second stream with the photogrammetric
DSM, creating a so-called WNet architecture illustrated in Figure 5.24. The encoder and
the decoder of each separate U-form architecture consists of 8 and 7 convolutional layers,
respectively, with 7 skip connections, where the intermediate features from both streams
are concatenated right before the last up-sampling which brings the features to the final
output size. At the end, the WNet is increased with an additional convolutional layer of
size 1×1 after the last up-sampling for better information fusion of different modalities.
Each convolutional layer is followed by a Leaky Rectified Linear Unit (LReLU) [264]
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Figure 5.24: Schematic overview of the proposed late fusion architecture for the building shape re-
finement in the 3D surface model by WNet-cGAN using depth and spectral information.
The illustration is adapted from Bittner et al. [263].
activation function
σLReLU(z) =
{
z, if z > 0
az, otherwise
, a ∈ R+, (5.20)
and Batch Normalization (BN) in case of the encoder, and a Rectified Linear Unit
(ReLU) activation function
σReLU(z) =
{
z, if z > 0
0, otherwise
(5.21)
and BN in case of the decoder. On top of the generator network G, the tanh activation
function (Equation (5.1)) is applied.
5.4.1.1.2 Earlier Fusion
In the second investigation, the potential of an earlier fusion of data from different
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Figure 5.25: Schematic overview of the proposed earlier fusion architecture for the building shape
refinement on photogrammetric DSMs by Hybrid-cGAN using both depth and spectral
information.
modalities is examined, because it could potentially improve blending together the depth
and spectral information. The generator G of the proposed Hybrid-cGAN network de-
picted in Figure 5.25 mainly consists of two encoders E1 and E2, concatenated at the top
layer, and a common decoder, which integrates information from two different modalities
and generates an LoD2-like DSM with refined building shapes. The inputs to E1 are
the single-channel orthorectified PAN images, while E2 receives the single-channel pho-
togrammetric DSMs with continuous values. Since intensity and depth information have
different physical meanings, it is unlikely that jointly propagating them at the beginning
will be effective. It is reasonable to separate them first and allow the network to learn
the most valuable features from each modality itself. The generator G is constructed by
a U-form network with 14 skip connections from both the spectral stream and the depth
stream allowing the decoder to learn back detailed features that were lost by pooling in
the encoders. In particular, the encoder and decoder consist of 8 convolutional layers
each with LReLU activation function presented by Equation (5.20) and BN in case of the
encoder, and a ReLU activation function presented by Equation (5.21) and BN in case
of the decoder. The tanh activation function is placed on top of the generator network
G.
The discriminator network D for both WNet [263] and Hybrid-cGAN is a binary clas-
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sification network constructed with 5 convolutional layers, followed by LReLU activation
function and a BN layer. It had a sigmoid activation function Equation (5.2) at the top
layer to output the likelihood that the input image belongs either to class 1 (“real”) or
class 0 (“generated”).
5.4.1.2 Objective function
The objective function of both WNet [263] and Hybrid-cGAN models is based on cLS-
GAN combined with L1 distance loss function and represented by Equation (5.8). How-
ever, the objective function
G? = arg min
G
max
D
LcLSGAN(G,D) + λLL1(G) + γL normal , (5.22)
for Hybrid-cGAN network was additionally extended by the normal vector loss function
(cf.Equation (5.13)) responsible for the surface of roof planes refinement.
5.4.2 Study Area and Experiments
Experiments have been carried out on the photogrammetric DSMs as input images and
LoD2-DSMs as ground-truth images showing the city of Berlin, Germany, described
in Section 5.2.2.1. The intensity information has been introduced to the network from
half-meter resolution orthorectified PAN images showing the closest nadir view among
six pan-chromatic Worldview-1 images acquired on two different days.
The networks G and D were trained at the same time all along the training phase by
alternating one gradient descent step of D and one gradient descent step of G. During
the inference process, only the trained generator model G of the Hybrid-cGAN network
or WNet [263] network was involved.
The training and inference setups were kept the same as in Sections 5.2.2.2, 5.2.2.3
and 5.3.2 in order to compare the obtained results of the proposed methodologies. The
weighting hyper-parameters 0 ≤ λ, γ ∈ R were set to λ = 1000 and γ = 10 after
performing training and examining the resulting generated images from the validation
dataset.
5.4.3 Results
5.4.3.1 Digital Surface Model Refinement
Selected test samples of DSMs generated by the single-stream cGAN model presented
in Section 5.2, the two-stream WNet-cGAN model [263], and Hybrid-cGAN model are
illustrated in Figures 5.26, 5.27 and 5.28. We also include the results of multi-task joint
UNet and DeepLabv3+ cGAN model from Section 5.3 to make the comparison between
all proposed network architectures. We point out that small buildings in all generated
DSMs show more rectilinear borders and are not merged with adjacent trees, as present
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in the input DSMs (cf.Figures 5.26c, 5.27c and 5.28c). The DSM generated from multi-
task learning shows better results compared to the DSM from the single-stream cGAN
model. More buildings are reconstructed (see the building highlighted with a white
arrow in Figure 5.26d) with improved quality and form. This proves the statement
made in Section 5.3 that the joint training of multiple tasks positively contributes to
the solution of each problem. However, the integration of spectral information into
the model clearly benefits the building reconstruction process even more. First of all,
the number of reconstructed buildings is increased. For instance, the magenta arrows
in Figure 5.26b highlight the areas in the DSM generated by the single-stream cGAN
model, where the model is not able to reconstruct individual buildings, as opposed
to the WNet-cGAN network [263] and Hybrid-cGAN network. Second, the roof ridge
lines are more distinguishable and rectilinear. This statement can be also confirmed by
exemplary investigating the profiles of the two buildings highlighted in Figure 5.26h.
From Figure 5.29 we notice that the Hybrid-cGAN network is able to reconstruct much
finer building shapes more similar to the ground-truth.
Moreover, the surfaces of roof planes are smoother or even more flat in many cases,
affirming the influence of the normal vector loss. The profiles in Figure 5.29 also demon-
strate the strength of all networks to separate the buildings from adjacent vegetation.
From the demonstrated results we further conclude that most of the generated build-
ing shapes followed the correct pattern and feature improved roof forms. However, this
statement is true for many residential but not large industrial buildings. How does the
network behave in case of large and complicated building structures? The single depth-
stream cGAN model only partially extracts such buildings (see Figures 5.27b and 5.28b).
Providing the network with additional clues about building existence through its seman-
tic information on the roof building mask via joint learning helps the model to better
reconstruct the buildings’ height representations depicted in Figures 5.27d and 5.28d.
It can be seen that the inside of the construction as well as its border profile are more
complete compared to the single depth-stream cGAN model. In the case of spectral in-
formation integration, it helps to improve the silhouette of the buildings as the detailed
constructions on the rooftops, although at the late fusion (cf.Figures 5.27f and 5.28f),
but still misses or has incomplete inside parts of structures. Moreover, because the in-
put photogrammetric DSMs contain noise and many outliers, they propagate along the
height image reconstruction and influence the results, as indicated by the dark blue areas
in Figures 5.27b and 5.27f, and Figures 5.28b and 5.28f. However, the proposed Hybrid-
cGAN network is able to eliminate those artifacts and also reconstruct the complete
building structures on any single detail. Additionally, although the building rooftops
seem to be entirely flat in the ground-truth data (cf.Figures 5.27e and 5.28e)—which is
not the case in reality—, such cases do not confuse the model during the training phase
and make it possible to preserve detailed 3D information from input photogrammetric
DSM. These observations prove that the introduced Hybrid-cGAN architecture may suc-
cessfully blend the spectral and height information together. The earlier combination of
both modalities forces the network to accommodate the information even better.
In order to evaluate the generated elevation models quantitatively, the εMAE, εRMSE
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Figure 5.26: Visual analysis of DSMs, generated by (c) a standard photogrammetric method, (b) the
single-stream cGAN model from Section 5.2, (d) the multi-task (MT) joint UNet and
DeepLabv3+ cGAN model from Section 5.3, (f) the two-stream WNet-cGAN [263], and
(h) the earlier fusion Hybrid-cGAN architecture. (a) and (c) depict the PAN image and
the photogrammetric DSM, respectively, which are the input data to fusion networks. (e)
demonstrates the ground-truth data used for learning process and evaluation procedure,
and (g) shows the actual ground appearance from Google Earth Engine. The DSM images
are color-coded for better visualization.
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(a) Pan-chromatic image (b) Single depth-stream DSM
(c) Photogrammetric DSM (d) MT joint UNet and DeepLabv3+ cGAN
(e) ground-truth (f) WNet-cGAN [263]
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Figure 5.27: Visual analysis of DSMs, generated by (b) the single-stream cGANmodel from Section 5.2,
(d) MT joint UNet and DeepLabv3+ cGAN model from Section 5.3, (f) the two-stream
WNet-cGAN [263], and (h) Hybrid-cGAN architecture. (g) shows the actual ground
appearance from Google Earth Engine. The DSM images are color-shaded for better
visualization.
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(a) PAN image (b) Single depth-stream DSM
(c) Photogrammetric DSM (d) MT joint UNet and DeepLabv3+ cGAN
(e) ground-truth (f) WNet-cGAN [263]
(g) Google Earth View (h) Hybrid-cGAN
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Figure 5.28: Visual analysis of an DSM, generated by (b) the single-stream cGAN model from Sec-
tion 5.2, (d) MT joint UNet and DeepLabv3+ cGAN model from Section 5.3, (f) the
two-stream WNet-cGAN model [263], and (h) Hybrid-cGAN architecture. (g) shows the
actual ground appearance from Google Earth Engine. The DSM images are color-coded
for better visualization.
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(a) Single depth-stream DSM, Building 1 (b) Single depth-stream DSM, Building 2
(c) MT joint UNet and DeepLabv3+
cGAN, Building 1
(d) MT joint UNet and DeepLabv3+
cGAN, Building 2
(e) WNet-cGAN [263], Building 1 (f) WNet-cGAN [263], Building 2
(g) Hybrid-cGAN , Building 1 (h) Hybrid-cGAN , Building 2
Input DSM Single depth-stream DSM [4]
MT joint UNet and DeepLabv3+ cGAN DSM WNet-cGAN [263]
Hybrid-cGAN (ours) ground-truth
Figure 5.29: Visual investigation of profiles for two buildings selected from the DSMs generated
by (a),(b) the single-stream cGAN model from Section 5.2 (c),(d) MT joint UNet
and DeepLabv3+ cGAN model from Section 5.3, (e),(f) the two-stream WNet-cGAN
model [263], and (g),(h) the proposed Hybrid-cGAN architecture. The first row
shows profiles of “Building 1” and the second row depicts the profiles of “Building 2”
(cf.Figure 5.26h).
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and εNMAD error metrics previously defined by Equations (5.9), (5.10) and (5.11), re-
spectively, are utilized. The same metrics that are used in Section 5.2 and Section 5.3 are
used so as to be able to compare the generated LoD2-like DSMs from different models
proposed in this chapter.
To exclude the influence of time acquisition difference between the photogrammetric
DSMs and the CityGML data model—carrying the risk of absence or the appearance of
new buildings— the evaluation regions are manually checked in this regard. The final
evaluations are carried out on regions showing buildings in both the photogrammetric
DSM as well as in the reference LoD2-DSM.
The obtained results for the three test area samples are presented in Tables 5.5, 5.6
and 5.7. In comparison to the other methods, the DSMs created by the single-stream
model show inferior results in terms of εRMSE for all three areas. As has been mentioned
before in Figure 5.26b, the model is not able to reconstruct some buildings, or only
partially reconstructs them, which is highlighted in Figures 5.27b and 5.28b.
With the intensity information integrated into the learning process, the RMSE er-
ror εRMSE decreases and in the instance of the Hybrid-cGAN, achieves the lowest value
smaller than for the input photogrammetric DSM. This observation provides evidence
that the proposed model improves the noisy and inaccurate photogrammetric DSMs and
changes them to highly detailed DSMs. Considering the other two metrics, Hybrid-cGAN
also outperforms the competing models, except for the third test area. The single-stream
DSM from Section 5.2 achieves the lowest NMAD error with εNMAD = 0.45. This is most
likely due to simplified roof representations on ground-truth data. More precisely, some
buildings show flat roofs in the ground-truth without any complex structures, which is
not the case in the reality, as the visual inspection of the input photogrammetric DSM
and the DSMs generated by the models with spectral information integration demon-
strates. It can also be even noticed that the DSM generated by Hybrid-cGAN model
shows even better roof pattern reconstruction compared to the input photogrammetric
DSM clearly influenced by intensity information from the PAN image, because the de-
tails in it are more clear. However, from statistics this refinement is not obvious. For
example, because the NMAD metric is sensible to outliers, it shows higher values for the
results with more detailed roofs demonstrated in Figures 5.27 and 5.28.
5.4.4 Practical Applications of Refined Digital Surface Models
Accurate information about the Earth topography can be used to understand hundreds
of geoscience applications relevant to environmental monitoring, cartography, disaster
management, and many other applications. Are the improved large-scale DSMs applica-
ble for any of these? In this section, an example of remote sensing application obtained
after applying improved DSMs (see Figure 5.30a) generated by the Hybrid-cGAN model
is demonstrated.
The application related to DSM conversion into CityGML format is considered as
a 3D city model representation. The result generated by applying the DLR software
is depicted in Figure 5.30b. From the demonstrated result it can be seen that the
method is able to generate a 3D city model directly from the provided DSM. As the
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Table 5.5: Quantitative results for RMSE, NMAD, MAE metrics evaluated on 17 selected buildings
existing on both the photogrammetric DSM and the ground-truth LoD2-DSM of the first
area depicted in Figure 5.26.
Method Error
RMSE (m) NMAD (m) MAE (m)
photogrammetric DSM 1.66 1.01 1.23
single-stream cGAN 2.28 1.09 1.86
multi-task cGAN 2.18 0.78 1.64
WNet-cGAN [263] 1.63 0.72 1.22
Hybrid-cGAN 1.52 0.62 0.96
Table 5.6: Quantitative results for RMSE, NMAD, MAE metrics evaluated on 7 selected buildings
existing on both the photogrammetric DSM and the ground-truth LoD2-DSM of the first
area depicted in Figure 5.27.
Method Error
RMSE (m) NMAD (m) MAE (m)
photogrammetric DSM 2.72 1.09 1.57
single-stream cGAN 4.13 1.88 2.68
multi-task cGAN 3.97 1.79 2.55
WNet-cGAN [263] 3.89 2.03 2.64
Hybrid-cGAN 2.64 1.34 1.69
Table 5.7: Quantitative results for RMSE, NMAD, MAE metrics evaluated on 4 selected buildings
existing on both the photogrammetric DSM and the ground-truth LoD2-DSM of the first
area depicted in Figure 5.28.
Method Error
RMSE (m) NMAD (m) MAE (m)
photogrammetric DSM 2.19 0.62 1.12
single-stream cGAN 3.38 0.45 2.99
multi-task cGAN 4.84 1.88 3.41
WNet-cGAN [263] 3.16 1.15 2.02
Hybrid-cGAN 1.91 0.56 1.22
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refined DSM does not contain any vegetation, no spectral images are needed for 3D city
model extraction, which is normally the case when the protogrammetric DSM is used.
However, we notice some inconsistency between the input DSM and the generated results
highlighted by yellow arrows in Figure 5.30a and Figure 5.30b, respectively, although our
input DSM is correct and coincides with the ground-truth (cf.Figures 5.26e and 5.26h).
This refers to the DLR software for CityGML model generation failure itself.
ﬀ
ﬀ
ﬀ
(a) DSM refined by Hybrid-cGAN
ﬀ
ﬀ
ﬀ
(b) 3D city model form refined DSM
Figure 5.30: Illustration of 3D city model obtained from refined DSMs generated by applying the
developed Hybrid-cGAN neural network (cf. Section 5.4.1). The example depicts the
Berlin area.
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5.5 Comparison and Discussion
The obtained results confirm that cGAN-based networks enables us to not only generate
ground surface models containing improved and meaningful height information in the
form of continuous values, it also refines the shapes of existing objects, e.g., buildings.
The proposed cGAN-based models are independent from the type and form of data.
For example, in our first experiment, we tested the proposed cGAN and cLSGAN net-
works on two datasets consisting of photogrammetric DSMs as input data and either
LiDAR-DSMs or LoD2-DSMs as ground-truth data. In both cases, the generated DSMs
are close to the ground-truth in appearance. Depending on the desired output used
for training, the model eliminated or created areas with a small amount of vegetation
while generating the height images containing buildings (see Figures 5.6f, 5.6g, 5.6n
and 5.6o). This is achieved through the neural network capability to model the desired
level of output. Moreover, both the cGAN and the cLSGAN are resistant to generating
fake building constructions on areas where there are no buildings present in the input
photogrammetric DSM. The network attention is concentrating only on reconstruction
existing buildings and simultaneous refinement of their structures, i.e., roofs’ ridge lines,
plane surfaces and outlines in general, despite the possible mismatch between the avail-
able input DSM generated from stereo satellite images and the given ground-truth data
during the learning process. This mismatch happens in reality due to a data acquisition
time difference.
Regarding the quality of the generated DSMs, we can say that the results from the
investigated cLSGAN technique were very similar to those from cGAN in appearance.
However, the detailed examination of specific building constructions and their profiles
showed that cLSGAN outperformed cGAN model. The buildings reconstructed by the
cGAN model miss some construction parts or feature artifacts on roof surfaces while the
cLSGAN-based DSMs demonstrate more complete and realistic building shapes with
smoother roof planes. The reason for this lies in the fact that the cGAN model uses the
sigmoid cross entropy loss function for the discriminator [65] that leads to the vanishing
gradient problem when updating the generator using the created samples that are on
the correct side of the decision boundary but are still far from the real data [265]. As
a result, the discriminator believes that the created images come from real samples and
causes almost no error by updating the generator as the images are on the correct side
of the decision boundary. Another explanation for the cLSGAN advantage compared
to cGAN is the ability of the least squares loss function to penalize samples that lie
far from the decision boundary, even if they were correctly classified, and move them
towards the decision boundary [265]. As a result, this allows the generation of samples
that are closer to the real data.
The generalization on an entirely new city unseen during the learning process showed
that the network learned the general surface representation reconstruction. Specifically,
independent from the topographic height of the input photogrammetric DSM, the pro-
posed networks are able to generate the correct form of buildings with their actual heights
as well as improve their geometries compared to the low-quality photogrammetric DSM.
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This means that the network is capable of distinguishing the buildings from other objects
by their specific features as well as their relative height.
In two follow-up experiments we investigated the influence of additional information
inclusion into the neural network model for generating even better DSMs. In general,
additional information can be presented in different forms. We have chosen a MT learn-
ing strategy to impact the correctness of building shape reconstruction by joint training
of the depth regression task together with the pixel-wise classification problem, and a
data fusion approach for integrating the intensity information into the DSM generation
pipeline.
The obtained results prove that the incorporation of pixel-wise building roof type
classification problems into the DSM generation task enables the improvement of each
of them. This occurs due to the data interconnection, i.e., tasks relation. Through
simultaneous learning of multiple problems, the model has to find a representation that
is captured by all tasks. It makes the model more robust to the noise and prevents its
overfitting as the model learns more generic representations. Moreover, it influences an
integration of information through the sharing of relevant parameters of multiple tasks.
Therefore, the proposed cGAN architecture has some common layers at the beginning,
as earlier layers typically detect features like edges and corners, but separates the rest
of the layers in order to avoid performance impairment due to the difference of physical
meaning between the tasks.
The investigation of suitability of different network architectures for each task led to
the decision of combining the U-form network for DSM generation together with the
DeepLabv3+ architecture for pixel-wise classification within an end-to-end cGAN-based
framework because they provide the best performance. The drawbacks of the examined
ResNet34 and DeepLabv3+ architectures for depth image generation are the presence of
incorrect height information due to failure propagation from the input photogrammetric
DSM and oversmoothed building shape representations, respectively. The explanation
of the UNet superior performance could be the presence of long skip connections com-
pared to ResNet34, where only local residual connections were built. These long skip
connections sent more detailed information from earlier layers to the top ones in the
decoder, helping to compensate the incorrect reconstruction propagated from the failure
region. The reason behind a smooth transition from roof to ground on DSMs produced
by the DeepLabv3+ architecture is the last bilinear up-sampling layer with a factor of
four in the decoder, which smoothed the results and was not able to learn such a com-
plicated task such as elevation model generation. This was the main logic of why we did
not consider the DeepLabv3+ model for the DSM generation task, although in terms of
εRMSE and εMAE metrics it showed the superior performance. Overall, the joint learn-
ing of UNet and DeepLabv3+ also quantitatively proofed the positive influence of roof
form knowledge on the depth image generation problem because evaluation metrics went
down compared to other combinations. The newly introduced vector normal loss term
into the final objective function also penalized irregularities on roof surfaces, leading to
smoother roof shapes which are closer to the ground-truth.
For the pixel-wise classification task, the DeepLabv3+ network qualitatively and quan-
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titatively demonstrated the best results. It was able to detect not only big urban con-
structions but also small residential houses. Moreover, the rate of correctly classified roof
types is significantly higher compared to results generated by UNet- and ResNet34-based
models. This observation confirms that the combination of short and long skip connec-
tions, together with the à trous convolution at multiple scales within the DeepLabv3+
architecture, positively influenced objects’ extraction task.
With intensity knowledge integration into the DSM improvement procedure we were
able to detect more buildings and also improve their geometry. These results were due
to the increase of model confidence to make decisions, as additional observation provides
supplementary information. Moreover, intensity images depict more accurate object
appearance, e.g., boundaries and ridge lines, together with their texture information
which is very useful for distinguishing the objects, for example from the ground or for
reconstructing complicated patterns of their structures.
The obtained results demonstrated that data fusion models qualitatively and quanti-
tatively outperforms even the multi-task model. This is reasonable, as demonstrated in
the case of the data fusion model where the intensity information flows directly through
the network adding profitable feature to feature extraction from photogrammetric DSMs.
In the instance of multi-task learning, the pixel-wise classification masks implicitly in-
fluence the model via joint learning of multiple problems. Moreover, the study showed
that the moment of merging intensity and height information also matters. For example,
the WNet architecture [263] merge intermediate features from the PAN and the pho-
togrammetric DSM images at the end, allowing the network to learn the height image
generation task almost independently from each image. It still improves the reconstruc-
tion results (cf. εRMSE metric Tables 5.5, 5.6 and 5.7) compared to other investigated
models, because the network is still able to combine the relevant knowledge. However,
it does not provide optimal representations in the instance of the presented industrial
buildings. Earlier fusion in the Hybrid-cGAN architecture, on the other hand, blends
intermediate features from the PAN image and the photogrammetric DSM in the middle
of the proposed architecture, giving the network the possibility to benefit from comple-
mentary information. As a result, the refinement of building edge lines occurs together
with its complete shape reconstruction, keeping meaningful roof patterns if applicable.
Merging the images right at the beginning is not reasonable as the data have different
physical meanings. Additionally, as demonstrated in Section 5.3, the normal vector loss
added to the final objective function improved roof surfaces, which we considered in this
experiment as well.
It should be mentioned that regarding the roof pattern reconstruction, all investigated
networks are consistent (although in some cases the buildings were only partially recon-
structed) even if the ground-truth used for comparison has a simplified form. This is
also the reason why the εRMSE metric shows differences over 1m between the recon-
structed elevation models and the ground-truth. Our results demonstrated that deep
learning models visually produce fairly reasonable reconstructed DSMs. However, the
used RMSE, NMAD, MAE metrics do not give good enough insight into the depth esti-
mation quality, as they mainly consider the overall accuracy by reporting global statistics
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of depth residuals. Moreover, the available ground-truth data with insufficient quality
also influences the evaluation procedure.
To demonstrate the applicability and correctness of the generated DSMs for different
remote sensing applications, an additional experiment was performed. A 3D city model
was extracted. Regarding the 3D city model results, we can state that our DSM pro-
duced by the Hybrid-cGAN model provides full and valuable information for reliable
building shape reconstruction. The presence of incorrect roof types on the generated
3D city model is related to the weakness of the city modeling methodology but not to
our elevation model, as this can be confirmed comparing our elevation model with the
ground-truth. From the obtained results we conclude that the cGAN models have a
tremendous potential towards photogrammetric DSM refinement task and their use for
different applications will be investigated in detail in the future.
5.6 Summary
Detailed and reliable Digital Surface Models (DSMs) are indispensable for applications
related to building information extraction and reconstruction. Traditional stereo match-
ing techniques are able to produce large-scale DSMs from multi-view satellite images, but
in most cases the quality of building shapes in them is not reliable. In this chapter, three
methodologies towards automatic DSMs enhancing from optical Very High-Resolution
(VHR) satellite images were investigated. In the first method, the conditional Generative
Adversarial Network (cGAN) with objective function based on least squares was devel-
oped. The approach demonstrated the superior performance of least squares objective
function over negative log-likelihood objective function and the ability of deep neural
network to deal with regression problems. More specifically, the cGAN is able to gen-
erate DSMs with improved building forms to a high level of accuracy from low-quality
photogrammetric DSMs. The simultaneous training of deep neural network towards
multiple tasks estimation, such as DSM enhancing and building roof type classifica-
tion, further improved the photogrammetric DSMs. These findings were examined in
the second method applying the multi-task learning conditional Least Square Generative
Adversarial Network (cLSGAN) to the single-input photogrammetric DSM. Incorpora-
tion of scene information from different data, such as pan-chromatic (PAN) images and
photogrammetric DSMs, added the complementary knowledge to the network, especially
in cases of unclear object representations in one of the data sources. These observations
were demonstrated by the third proposed approach based on cLSGAN deep neural net-
work for data fusion. The possibility to reconstruct more correct building outlines and
roof ridge lines integrating intensity and depth information, led to more realistic building
representations in the resulting DSM. Additional experiments demonstrated the gener-
alization capability of developed models on different urban scenes, unseen during the
training, and the applicability of the resulting improved DSMs to other remote sensing
applications.

Chapter 6
Conclusion
6.1 Summary
Modern satellites collect digital data at high spatial resolution within specific wave-
length ranges. They cover large areas of the Earth surface and are able to access even
remote places rapidly. Moreover, the multi-view stereo image acquisition functionality
of recent satellite platforms enables the generation of Digital Surface Models (DSMs),
valuable knowledge for analyzing the elevated objects. These characteristics make the
satellite images ideal for information extraction about the Earth surface. One of the
challenging, but critical tasks for urban environment analysis from satellite images is
building information extraction and reconstruction, as structured components provide a
fundamental knowledge for many remote sensing applications. This problem has been
widely explored in the past, but still remains open due to the complexity of the urban
regions, and the individual non-standardized shapes of building constructions. In this
thesis, the possibilities of combining complementary knowledge from spectral, height
and segmentation, or categorization (e.g., roof type) information obtained from satellite
images is investigated, in order to achieve more comprehensive and reliable terrestrial
scene understanding, particularly about buildings.
Two-dimensional building information extraction for complex urban areas was per-
formed on the basis of Fully Convolutional Network (FCN) which is able to integrate
different remote sensing data sources. The developed end-to-end Fused-FCN4s frame-
work for pixel-wise classification enabled the fusion of the automatically learned relevant
contextual features from height and spectral information, separately presented to a sin-
gle architecture by normalized Digital Surface Models (nDSMs), red, green, and blue
(RGB), and pan-chromatic (PAN) images, respectively. The final result was a unique
binary building mask. Each of data modalities, e.g., spectral image and height im-
age, has its advantages and limitations. Together, they provide vital, complementary
information, i.e., elevation information of the objects in case of nDSMs and texture in-
formation and more detailed boundaries in case of spectral images, to compensate these
limitations and increase the model confidence while making the decision. Experimental
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results on two areas of Munich, Germany, and Istanbul, Turkey, unseen during training,
have shown that the proposed Fused-FCN4s architecture can be successfully generalized
over residential and industrial buildings of different urban scenes, without any difficulties
due to their diversity. The applied deep neural network framework was able to merge
most relevant information from satellite images with different modalities and extracted
even small objects with miniscule details in the building outline. The boundaries of
extracted building footprints are also more rectilinear due to spectral information inte-
gration. Therefore, the designed model does not require any additional post-processing
steps. Some inaccuracies in the resulting building mask still can be observed, which
can be a result of building complex construction or its coverage by trees. Moreover,
the presence of noisy in nDSMs can additionally influence the results, as the distortion
in building silhouette entails the failure in its footprint. Nevertheless, the proposed
Fused-FCN4s architecture shows a great potential in providing a more robust solution
for building footprint extraction problems from satellite images over a wide area.
High-quality DSMs with close to reality building shapes is a very valuable data source
for many remote sensing applications. Although the existing photogrammetric method-
ologies are able to generate large-scale high-resolution DSMs from stereo imagery, they
still exhibit irregularities and noise, due to problems like occlusion by trees, neighboring
constructions, atmospheric effects, shadows, or matching errors. This leads to noisy or
partly missing building structures and as a result, requires a refinement procedure. Many
attempts were made to refine 3D objects on DSMs, like buildings, by fitting models from
libraries or reconstructing 3D information from detected 2D building footprints using
prior knowledge about the type of roofs. However, these algorithms were not robust to
the huge variety of existing building forms.
Three conditional Generative Adversarial Network (cGAN) based methodologies were
developed to achieve automatic DSMs reconstruction with accurate and close to real-
ity building shapes. To accomplish the generation of surface models with buildings,
which exhibit detailed shapes and roof forms, a high-quality DSM is necessary for for-
mation of ground-truth data during the training process. Therefore, a methodology
for transformation of City Geography Markup Language (CityGML) data to DSMs was
proposed which delivers the necessary ground-truth for training. By applying the first
proposed single-stream cGAN model, an improvement of photogrammetric DSMs has
been achieved already. Building geometries in the generated DSMs mainly demonstrated
enhanced roof ridge lines, giving buildings a more realistic appearance. Moreover, the
detailed analysis reported that the model did not hallucinate new buildings, which at
times is an issue using Generative Adversarial Networks (GANs), but only reconstructed
and improved the existing ones. Vegetation reconstruction was also not present and did
not influence the generated results. Additionally, training on Light Detection and Rang-
ing (LiDAR) DSM data was performed to demonstrate the generalization ability on
different types of data. The trained system was tested on two unseen areas in the cities
of Berlin and Munich and achieved positive results. The evaluation of the results showed
the potential of the proposed methodology to generalize not only over diverse urban and
industrial building shapes with complex constructions, but also in different cities without
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major problems. However, some noise or unreconstructed parts of buildings were still
present in the resulting DSMs. This can be explained as the consequence of the presence
of very inaccurate parts in the input stereo DSM from which some buildings cannot be
recognized, even with the human eye.
Aiming to improve the refinement, a deep learning approach based on a cGAN ar-
chitecture was introduced consisting of two separated generators intended for multiple
tasks. The proposed methodology was able to refine a large variety of building shapes
in photogrammetric DSMs automatically and at the same time, produced improved roof
classification maps. Although both generators were only connected at the beginning,
they were able to contribute to each other for the reconstruction through joint learning
and, as a result, produced more accurate results. The height information mainly helped
to improve distinguishing buildings among various terrestrial targets, and roof classifi-
cations, in turn helped to refine building boundaries, making them more rectangular.
Additionally, this is valuable information for roof forms’ reconstruction as the network
was able to determine this knowledge and use it for better learning. A vector normal loss
term introduced to the objective function penalized irregularities on roof surfaces, lead-
ing to smoother roof shapes, which were closer to the ground-truth. The limitation of the
proposed methodology is the separate streams in the generator architecture. Combining
two generators G1 and G2 of the network by sharing even more hidden layers between
all tasks while keeping only task-specific output layers, will overcome the problem of a
large number of training parameters and should better influence the generation of both
tasks, because complementary information will be jointly learned at the beginning.
To approach the problem differently and investigate the neural network potentials
deeper, a further methodology for automatic building shape refinement from low-quality
DSMs to Level of Detail (LoD) 2 from multiple space-borne remote sensing data was
presented on the basis of cGANs. The Hybrid-cGAN network automatically combined
the advantages of PAN imagery and photogrammetric DSM, while working with their
individual drawbacks and from the obtained results, demonstrated the possibility of
generating DSMs with completed residential and also industrial building structures.
Moreover, the generated roof surfaces were smoother and more planar, giving evidence
of the positive influence of the auxiliary normal vector loss function. A 3D visualization
of the generated elevation models illustrates the realistic appearance of the buildings and
their strong resemblance to the ground-truth. The comparison between three proposed
architectures revealed that the Hybrid-cGAN produces the best results. However, the
tremendous potential of the multi-task learning approach can be seen. It will therefore
be worthwhile to investigate it in more detail in further work.
6.2 Future Work
Although the proposed methods demonstrate reliable results, further research could
address additional improvements, for instance:
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Building footprint extraction
• In light of the performed investigations, it was demonstrated that the earlier fusion
of data from different modalities via deep neural networks benefits the resulting
outputs more than the late fusion. Considering this discovery, the earlier fusion
of spectral and elevation information towards building footprint extraction could
be established. Additionally, this will make the network less complicated, because
the number of parameters will be reduced.
• The presented method to binary building mask generation could be extended to
utilizing original DSMs instead of nDSMs. The deep neural network will be able
to learn the relevant building heights itself, which will exclude the influence of
possible failures due to the pre-processing step (nDSM generation). For the same
reason, the pan-sharpening step could be integrated into the network framework.
DSM enhancement
• The performance of the multi-task network can be further improved by avoiding a
manual tuning of balancing hyper-parameters responsible for weighting the losses
of individual tasks. A multi-task loss function that can learn to balance various
regression and classification losses automatically could be established.
• The number of learning parameters in the multi-task network could be reduced
by sharing more hidden layers between different tasks. This could also potentially
influence the performance of individual tasks.
• The integration of both short skip connections as in the ResNet network and
long skip connections as in the UNet network within one single architecture could
further advance 3D reconstruction and roof classification map generation.
• The performance of multi-task as well as multi-model networks could be further
improved by integration of color information in form of different spectral channels
to the learning process instead of using only single intensity information from PAN
image because it could introduce more rich features related to buildings.
• The geometry reconstruction and roof classification results could be further im-
proved by combining multi-task and multi-modality networks into one framework
to benefit from their individual advantages.
• The space-borne DSM enhancement methods could be extended to the refinement
of low-resolution DSMs, like those generated from SPOT-6/-7 stereo imagery.
Acronyms
Notation Description
ASPP À trous Spatial Pyramid Pooling.
ASTER Advanced Space-borne Thermal Emission and Reflec-
tion.
BN Batch Normalization.
BPTT Backpropagation Through Time.
BSP Binary Space Partitioning.
CAVIS Clouds, Aerosols, Water Vapor, Ice and Snow.
cGAN conditional Generative Adversarial Network.
CIR color infrared.
CIS Channel-wise Inhibited Softmax.
CityGML City Geography Markup Language.
cLSGAN conditional Least Square Generative Adversarial Net-
work.
CNN Convolutional Neural Network.
CRF Conditional Random Field.
CRFasRNN Conditional Random Field as a Recurrent Neural
Network.
CVF Curvature Vector Flow.
DEM Digital Elevation Model.
DSM Digital Surface Model.
DTM Digital Terrain Model.
ERS European Remote Sensing Satellite.
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Notation Description
FC Fully Connected.
FCN Fully Convolutional Network.
FFT Fast Fourier Transformation.
GAN Generative Adversarial Network.
GCP Ground Control Point.
GGVF Generalized Gradient Vector Flow.
GIS Geographic Information System.
GPS Global Positioning System.
GPU Graphics Processing Unit.
GSD Ground Sampling Distance.
HF-FCN Hierarchically Fused FCN.
IDW Inverse Distance Weighting.
InSAR Interferometric Synthetic Aperture Radar.
IoU Intersection over Union.
IR infrared.
JERS Japan Earth Resources Satellite.
LAD Least Absolute Deviation.
LAPGAN Laplacian Pyramid GAN.
LiDAR Light Detection and Ranging.
LoD Level of Detail.
LReLU Leaky Rectified Linear Unit.
LRN Local Response Normalization.
LS least squares.
LSM Least Squares Matching.
MAE Mean Absolute Error.
MLP Multilayer Perceptron.
MPP Marked Point Process.
MQ multi-quadric.
MRF Markov Random Field.
MT multi-task.
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Notation Description
NAIP National Agriculture Imagery Program.
nDSM normalized Digital Surface Model.
NDVI Normalized Difference Vegetation Index.
NIR near-infrared.
NMAD Normalized Median Absolute Deviation.
OSM OpenStreetMap.
PAN pan-chromatic.
PCA Principal Component Analysis.
PCA1 Principal Component Analysis 1.
PolSAR Polarimetric Synthetic Aperture Radar.
R-CNN Region-based CNN.
ReLU Rectified Linear Unit.
ResNet residual network.
RGB red, green, and blue.
RMSE Root Mean Square Error.
RNN Recursive Neural Network.
RPC Rational Polynomial Coefficient.
RPN Region Proposal Network.
SAR Synthetic Aperture Radar.
SGD Stochastic Gradient Descent.
SGM Semi-Global Matching.
SIFT Scale Invariant Feature Transform.
SRGAN Super-Resolution GAN.
SRTM Shuttle Radar Topographic Mission.
SVM Support Vector Machine.
SWIR short wave infrared.
VHR Very High-Resolution.
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