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Abstract
In this paper, we propose a distributed algorithm, called Directed-Distributed Gradient Descent (D-DGD), to solve
multi-agent optimization problems over directed graphs. Existing algorithms mostly deal with similar problems under
the assumption of undirected networks, i.e., requiring the weight matrices to be doubly-stochastic. The row-stochasticity
of the weight matrix guarantees that all agents reach consensus, while the column-stochasticity ensures that each agent’s
local gradient contributes equally to the global objective. In a directed graph, however, it may not be possible to construct
a doubly-stochastic weight matrix in a distributed manner. We overcome this difficulty by augmenting an additional
variable for each agent to record the change in the state evolution. In each iteration, the algorithm simultaneously
constructs a row-stochastic matrix and a column-stochastic matrix instead of only a doubly-stochastic matrix. The
convergence of the new weight matrix, depending on the row-stochastic and column-stochastic matrices, ensures agents
to reach both consensus and optimality. The analysis shows that the proposed algorithm converges at a rate of O( ln k√
k
),
where k is the number of iterations.
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1. Introduction
Distributed computation and optimization, [28, 29],
has received significant recent interest in many areas, e.g.,
multi-agent networks, [2], model predictive control, [13,
12], cognitive networks, [10], source localization, [22], re-
source scheduling, [4], and message routing, [18]. The re-
lated problems can be posed as the minimization of a sum
of objectives,
∑n
i=1 fi(x), where fi : Rp → R is a pri-
vate objective function at the ith agent. There are two
general types of distributed algorithms to solve this prob-
lem. The first type is a gradient based method, where
at each iteration a gradient related step is calculated, fol-
lowed by averaging with neighbors in the network, e.g.,
the Distributed Gradient Descent (DGD), [16], and the
distributed dual-averaging method, [5]. The main advan-
tage of these methods is computational simplicity. The
second type of distributed algorithms are based on aug-
mented Lagrangians, where at each iteration the primal
variables are solved to minimize a Lagrangian related func-
tion, followed by updating the dual variables accordingly,
e.g., the Distributed Alternating Direction Method of Mul-
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tipliers (D-ADMM), [11, 30, 24]. The latter type is pre-
ferred when agents can solve the local optimization prob-
lem efficiently. All proposed distributed algorithms, [16, 5,
11, 30, 24], assume undirected graphs. The primary rea-
son behind assuming the undirected graphs is to obtain
a doubly-stochastic weight matrix. The row-stochasticity
of the weight matrix guarantees that all agents reach con-
sensus, while the column-stochasticity ensures optimality,
i.e., each agent’s local gradient contributes equally to the
global objective.
In this paper, we propose a gradient based method solv-
ing distributed optimization problem over directed graphs,
which we refer to as the Directed-Distributed Gradient De-
scent (D-DGD). Clearly, a directed topology has broader
applications in contrast to undirected graphs and may fur-
ther result in reduced communication cost and simplified
topology design. We start by explaining the necessity of
weight matrices being doubly-stochastic in existing gradi-
ent based method, e.g., DGD. In the iteration of DGD,
agents will not reach consensus if the row sum of the
weight matrix is not equal to one. On the other hand,
if the column of the weight matrix does not sum to one,
each agent will contribute differently to the network. Since
doubly-stochastic matrices may not be achievable in a di-
rected graph, the original methods, e.g., DGD, no longer
work. We overcome this difficulty in a directed graph
by augmenting an additional variable for each agent to
record the state updates. In each iteration of the D-DGD
Preprint submitted to Elsevier February 2, 2016
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algorithm, we simultaneously construct a row-stochastic
matrix and a column-stochastic matrix instead of only a
doubly-stochastic matrix. We give an intuitive explanation
of our proposed algorithm and further provide convergence
and convergence rate analysis as well.
In the context of directed graphs, related work has con-
sidered distributed gradient based algorithms, [15, 14, 27,
25, 26], by combining gradient descent and push-sum con-
sensus. The push-sum algorithm, [7, 1], is first proposed
in consensus problems1 to achieve average-consensus given
a column-stochastic matrix. The idea is based on com-
puting the stationary distribution (the left eigenvector of
the weight matrix corresponding to eigenvalue 1) for the
Markov chain characterized by the multi-agent network
and canceling the imbalance by dividing with the left-
eigenvector. The algorithms in [15, 14, 27, 25, 26] follow a
similar spirit of push-sum consensus and propose nonlinear
(because of division) methods. In contrast, our algorithm
follows linear iterations and does not involve any division.
The remainder of the paper is organized as follows. In
Section 2, we provide the problem formulation and show
the reason why DGD fails to converge to the optimal so-
lution over directed graphs. We subsequently present the
D-DGD algorithm and the necessary assumptions. The
convergence analysis of the D-DGD algorithm is studied
in Section 3, consisting of agents’ consensus analysis and
optimality analysis. The convergence rate analysis and
numerical experiments are presented in Sections 4 and 5.
Section 6 contains concluding remarks.
Notation: We use lowercase bold letters to denote
vectors and uppercase italic letters to denote matrices. We
denote by [x]i the ith component of a vector x, and by [A]ij
the (i, j)th element of a matrix, A. An n-dimensional vec-
tor with all elements equal to one (zero) is represented
by 1n (0n). The notation 0n×n represents an n × n ma-
trix with all elements equal to zero. The inner product of
two vectors x and y is 〈x,y〉. We use ‖x‖ to denote the
standard Euclidean norm.
2. Problem Formulation
Consider a strongly-connected network of n agents com-
municating over a directed graph, G = (V, E), where V
is the set of agents, and E is the collection of ordered
pairs, (i, j), i, j ∈ V, such that agent j can send infor-
mation to agent i. Define N ini to be the collection of
in-neighbors, i.e., the set of agents that can send infor-
mation to agent i. Similarly, N outi is defined as the out-
neighborhood of agent i, i.e., the set of agents that can
receive information from agent i. We allow both N ini
and N outi to include the node i itself. Note that in a di-
rected graph N ini 6= N outi , in general. We focus on solving
a convex optimization problem that is distributed over the
1See, [6, 23, 21, 20, 19, 31], for additional information on average
consensus problems.
above network. In particular, the network of agents coop-
eratively solve the following optimization problem:
P1 : min f(x) =
n∑
i=1
fi(x),
where each fi : Rp → R is convex, not necessarily differen-
tiable, representing the local objective function at agent i.
Assumption 1. In order to solve the above problem, we
make the following assumptions:
(a) The agent graph, G, is strongly-connected.
(b) Each local function, fi : Rp → R, is convex, ∀i ∈ V.
(c) The solution set of Problem P1 and the correspond-
ing optimal value exist. Formally, we have
x∗ ∈ X ∗ =
{
x|f(x) = min
y∈Rp
f(y)
}
, f∗ = min f(x).
(d) The sub-gradient, ∇fi(x), is bounded:
‖∇fi(x)‖ ≤ D,
for all x ∈ Rp, i ∈ V.
The Assumptions 1 are standard in distributed optimiza-
tion, see related literature, [17], and references therein.
Before describing our algorithm, we first recap the DGD
algorithm, [16], to solve P1 in an undirected graph. This
algorithm requires doubly-stochastic weight matrices. We
analyze the influence to the result of the DGD when the
weight matrices are not doubly-stochastic.
2.1. Distributed Gradient Descent
Consider the Distributed Gradient Descent (DGD), [16],
to solve P1. Agent i updates its estimate as follows:
xk+1i =
n∑
j=1
wijx
k
j − αk∇fki , (1)
where wij is a non-negative weight such that W = {wij}
is doubly-stochastic. The scalar, αk, is a diminishing but
non-negative step-size, satisfying the persistence condi-
tions, [8, 9]:
∑∞
k=0 αk = ∞,
∑∞
k=0 α
2
k < ∞, and the vec-
tor ∇fki is a sub-gradient of fi at xki . For the sake of ar-
gument, consider W to be row-stochastic but not column-
stochastic. Clearly, 1 is a right eigenvector of W , and
let pi = {pii} be its left eigenvector corresponding to eigen-
value 1. Summing over i in Eq. (1), we get
x̂k+1 ,
n∑
i=1
piix
k+1
i ,
=
n∑
j=1
(
n∑
i=1
piiwij
)
xkj − αk
n∑
i=1
pii∇fi(xki ),
2
= x̂k − αk
n∑
i=1
pii∇fki , (2)
where pij =
∑n
i=1 piiwij ,∀i, j. If we assume that the agents
reach an agreement, then Eq. (2) can be viewed as an
inexact (central) gradient descent (with
∑n
i=1 pii∇fi(xki )
instead of
∑n
i=1 pii∇fi(x̂k)) minimizing a new objective,
f̂(x) ,
∑n
i=1 piifi(x). As a result, the agents reach con-
sensus and converge to the minimizer of f̂(x).
Now consider the weight matrix, W , to be column-
stochastic but not row-stochastic. Let xk be the average
of agents estimates at time k, then Eq. (1) leads to
xk+1 , 1
n
n∑
i=1
xk+1i ,
=
1
n
n∑
j=1
(
n∑
i=1
wij
)
xkj −
αk
n
n∑
i=1
∇fi(xki ),
= xk −
(αk
n
) n∑
i=1
∇fki . (3)
Eq. (3) reveals that the average, xk, of agents estimates fol-
lows an inexact (central) gradient descent (
∑n
i=1∇fi(xki )
instead of
∑n
i=1∇fi(xk)) with stepsize αk/n, thus reach-
ing the minimizer of f(x). Despite the fact that the av-
erage, xk, reaches the optima, x∗, of f(x), the optima is
not achievable for each agent because consensus can not be
reached with a matrix that is not necessary row-stochastic.
Eqs. (2) and (3) explain the importance of doubly-
stochastic matrices in consensus-based optimization. The
row-stochasticity guarantees all of the agents to reach a
consensus, while column-stochasticity ensures each local
gradient to contribute equally to the global objective.
2.2. Directed-Distributed Gradient Descent (D-DGD)
From the above discussion, we note that reaching a
consensus requires the right eigenvector (corresponding
to eigenvalue 1) to lie in span{1n}, and minimizing the
global objective requires the corresponding left eigenvec-
tor to lie in span{1n}. Both the left and right eigenvectors
of a doubly-stochastic matrix are 1n, which, in general, is
not possible in directed graphs. In this paper, we intro-
duce Directed-Distributed Gradient Descent (D-DGD) that
overcomes the above issues by augmenting an additional
variable at each agent and thus constructing a new weight
matrix, W ∈ R2n×2n, whose left and right eigenvectors
(corresponding to eigenvalue 1) are in the form: [1>n ,v
>]
and [1>n ,u
>]>. Formally, we describe D-DGD as follows.
At kth iteration, each agent, j ∈ V, maintains two
vectors: xkj and y
k
j , both in Rp. Agent j sends its state es-
timate, xkj , as well as a weighted auxiliary variable, bijy
k
j ,
to each out-neighbor, i ∈ N outj , where bij ’s are such that:
bij =
{
> 0, i ∈ N outj ,
0, otw.,
n∑
i=1
bij = 1,∀j.
Agent i updates the variables, xk+1i and y
k+1
i , with the
information received from its in-neighbors, j ∈ N ini , as
follows:
xk+1i =
n∑
j=1
aijx
k
j + y
k
i − αk∇fi(xki ), (4a)
yk+1i = x
k
i −
n∑
j=1
aijx
k
j +
n∑
j=1
bijy
k
j − yki , (4b)
where:
aij =
{
> 0, j ∈ N ini ,
0, otw.,
n∑
j=1
aij = 1,∀i.
The diminishing step-size, αk ≥ 0, satisfies the persistence
Send:
Receive:
xj1 1 xi 1 xj2
yj1 bj1i yi bj2i yj2
xm1 alm1 xl alm2 xm2
blm1ym1 1 yl 1 blm2ym2
Figure 1: Illustration of the message passing between
agents by Eq. (4).
conditions, [8, 9]:
∑∞
k=0 αk = ∞,
∑∞
k=0 α
2
k < ∞. The
scalar, , is a small positive number, which plays a key role
in the convergence of the algorithm2. For an illustration of
the message passing between agents in the implementation
of Eq. (4), see Fig. 1 on how agent i sends information to its
out-neighbors and agent l receives information from its in-
neighbors. In Fig. 1, the weights bj1i and bj2i are designed
by agent i, and satisfy bii + bj1i + bj2i = 1. To analyze the
algorithm, we denote zki ∈ Rp, gki ∈ Rp, and M ∈ R2n×2n
as follows:
zki =
{
xki , i ∈ {1, ..., n},
yki−n, i ∈ {n+ 1, ..., 2n},
gki =
{ ∇fi(xki ), i ∈ {1, ..., n},
0p, i ∈ {n+ 1, ..., 2n},
M =
[
A I
I −A B − I
]
, (5)
2Note that in the implementation of Eq. (4), each agent needs the
knowledge of its out-neighbors. In a more restricted setting, e.g., a
broadcast application where it may not be possible to know the out-
neighbors, we may use bij = |Noutj |−1; thus, the implementation
only requires knowing the out-degrees, see, e.g., [15, 14] for similar
assumptions.
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where A = {aij} is row-stochastic, B = {bij} is column-
stochastic. Consequently, Eq. (4) can be represented com-
pactly as follows: for any i ∈ {1, ..., 2n}, at k + 1th itera-
tion,
zk+1i =
2n∑
j=1
[M ]ijz
k
j − αkgki . (6)
We refer to the iterative relation in Eq. (6) as the Directed-
Distributed Gradient Descent (D-DGD) method, since it
has the same form as DGD except the dimension doubles
due to a new weight matrix M ∈ R2n×2n as defined in
Eq. (5). It is worth mentioning that even though Eq. (6)
looks similar to DGD, [16], the convergence analysis of D-
DGD does not exactly follow that of DGD. This is because
the weight matrix, M , has negative entries. Besides, M is
not a doubly-stochastic matrix, i.e., the row sum is not 1.
Hence, the tools in the analysis of DGD are not applicable,
e.g., ‖∑j [M ]ijzj − x∗‖ ≤ ∑j [M ]ij‖zj − x∗‖ does not
necessarily hold because [M ]ij are not non-negative. In
next section, we prove the convergence of D-DGD.
3. Convergence Analysis
The convergence analysis of D-DGD can be divided
into two parts. In the first part, we discuss the con-
sensus property of D-DGD, i.e., we capture the decrease
in
∥∥zki − zk∥∥ for i ∈ {1, ..., n}, as the D-DGD progresses,
where we define zk as the accumulation point:
zk , 1
n
2n∑
j=1
zki =
1
n
n∑
j=1
xki +
1
n
n∑
j=1
yki . (7)
The decrease in
∥∥zki − zk∥∥ reveals that all agents approach
a common accumulation point. We then show the opti-
mality property in the second part, i.e., the decrease in the
difference between the function evaluated at the accumu-
lation point and the optimal solution, f(zk) − f(x∗). We
combine the two parts to establish the convergence.
3.1. Consensus Property
To show the consensus property, we study the conver-
gence behavior of the weight matrices, Mk, in Eq. (5) as k
goes to infinity. We use an existing results on such matri-
ces M , based on which we show the convergence behavior
as well as the convergence rate. We borrow the following
from [3].
Lemma 1. (Cai et al. [3]) Assume the graph is strongly-
connected. M is the weighting matrix defined in Eq. (5),
and the constant  in M satisfies  ∈ (0,Υ), where Υ :=
1
(20+8n)n (1−|λ3|)n, where λ3 is the third largest eigenvalue
of M in Eq. (5) by setting  = 0. Then the weighting
matrix, M , defined in Eq. (5), has a simple eigenvalue 1
and all other eigenvalues have magnitude smaller than one.
Based on Lemma 1, we now provide the convergence be-
havior as well as the convergence rate of the weight ma-
trix, M .
Lemma 2. Assume that the network is strongly-connected,
and M is the weight matrix that defined in Eq. (5).Then,
(a) The sequence of
{
Mk
}
, as k goes to infinity, con-
verges to the following limit:
lim
k→∞
Mk =
[
1n1
>
n
n
1n1
>
n
n
0 0
]
;
(b) For all i, j ∈ V, the entries [Mk]
ij
converge to their
limits as k →∞ at a geometric rate, i.e., there exist
bounded constants, Γ ∈ R, and 0 < γ < 1, such that∥∥∥∥∥Mk −
[
1n1
>
n
n
1n1
>
n
n
0 0
]∥∥∥∥∥
∞
≤ Γγk.
Proof 1. Note that the sum of each column of M equals
one, so 1 is an eigenvalue of M with a corresponding left
(row) eigenvector [1>n 1
>
n ]. We further have M [1
>
n 0
>
n ]
> =
[1>n 0
>
n ]
>, so [1>n 0
>
n ]
> is a right (column) eigenvector cor-
responding to the eigenvalue 1. According to Lemma 1, 1
is a simple eigenvalue of M and all other eigenvalues have
magnitude smaller than one. We represent Mk in the Jor-
dan canonical form for some Pi and Qi
Mk =
1
n
[1>n 0
>
n ]
>[1>n 1
>
n ] +
n∑
i=2
PiJ
k
i Qi, (8)
where the diagonal entries in Ji are smaller than one in
magnitude for all i. The statement (a) follows by noting
that limk→∞ Jki = 0, for all i.
From Eq. (8), and with the fact that all eigenvalues
of M except 1 have magnitude smaller than one, there exist
some bounded constants, Γ and γ ∈ (0, 1), such that∥∥∥∥∥Mk −
[
1n1
>
n
n
1n1
>
n
n
0 0
]∥∥∥∥∥ =
∥∥∥∥∥
n∑
i=2
PiJ
k
i Qi
∥∥∥∥∥ ,
≤
n∑
i=2
‖Pi‖ ‖Qi‖
∥∥Jki ∥∥ ≤ Γγk,
from which we get the desired result. 
Using the result from Lemma 1, Lemma 2 shows the
convergence behavior of the power of the weight matrix,
and further show that its convergence is bounded by a ge-
ometric rate. Lemma 2 plays a key role in proving the
consensus properties of D-DGD. Based on Lemma 2, we
bound the difference between agent estimates in the fol-
lowing lemma. More specifically, we show that the agent
estimates, xki , approaches the accumulation point, z
k, and
the auxiliary variable, yki , goes to 0n, where z
k is defined
in Eq. (7).
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Lemma 3. Let the Assumptions A1 hold. Let
{
zki
}
be
the sequence over k generated by the D-DGD algorithm,
Eq. (6). Then, there exist some bounded constants, Γ
and 0 < γ < 1, such that:
(a) for 1 ≤ i ≤ n, and k ≥ 1,
∥∥zki − zk∥∥ ≤Γγk 2n∑
j=1
∥∥z0j∥∥+ nΓD k−1∑
r=1
γk−rαr−1
+ 2Dαk−1;
(b) for n+ 1 ≤ i ≤ 2n, and k ≥ 1,
∥∥zki ∥∥ ≤Γγk 2n∑
j=1
∥∥z0j∥∥+ nΓD k−1∑
r=1
γk−rαr−1.
Proof 2. For any k ≥ 1, we write Eq. (6) recursively
zki =
2n∑
j=1
[Mk]ijz
0
j −
k−1∑
r=1
2n∑
j=1
[Mk−r]ijαr−1gr−1j
− αk−1gk−1i . (9)
Since every column of M sums up to one, we have for
any r
∑2n
i=1[M
r]ij = 1. Considering the recursive relation
of zki in Eq. (9), we obtain that z
k can be represented as
zk =
2n∑
j=1
1
n
z0j −
k−1∑
r=1
2n∑
j=1
1
n
αr−1gr−1j −
1
n
2n∑
j=1
αk−1gk−1j .
(10)
Subtracting Eq. (10) from (9) and taking the norm, we
obtain that for 1 ≤ i ≤ n,
∥∥zki − zk∥∥ ≤ 2n∑
j=1
∥∥∥∥[Mk]ij − 1n
∥∥∥∥∥∥z0j∥∥
+
k−1∑
r=1
n∑
j=1
∥∥∥∥[Mk−r]ij − 1n
∥∥∥∥αr−1 ∥∥∇fj(xr−1j )∥∥
+ αk−1
∥∥∇fi(xk−1i )∥∥+ 1n
n∑
j=1
αk−1
∥∥∇fj(xk−1j )∥∥ . (11)
The proof of part (a) follows by applying the result of
Lemma 2 to Eq. (11) and noticing that the gradient is
bounded by a constant D. Similarly, by taking the norm
of Eq. (9), we obtain that for n+ 1 ≤ i ≤ 2n,
∥∥zki ∥∥ ≤ 2n∑
j=1
∥∥[Mk]ij∥∥∥∥z0j∥∥
+
k−1∑
r=1
n∑
j=1
∥∥[Mk−r]ij∥∥αr−1 ∥∥∇fj(xr−1j )∥∥ .
The proof of part (b) follows by applying the result of Lemma
2 to the preceding relation and considering the boundedness
of gradient in Assumption 1(e). 
Using the above lemma, we now draw our first con-
clusion on the consensus property at the agents. Proposi-
tion 1 reveals that all agents asymptotically reach consen-
sus.
Proposition 1. Let the Assumptions A1 hold. Let
{
zki
}
be the sequence over k generated by the D-DGD algorithm,
Eq. (6). Then, zki satisfies
(a) for 1 ≤ i ≤ n,
∞∑
k=1
αk
∥∥zki − zk∥∥ <∞;
(b) for n+ 1 ≤ i ≤ 2n,
∞∑
k=1
αk
∥∥zki ∥∥ <∞.
Proof 3. Based on the result of Lemma 3(a), we obtain,
for 1 ≤ i ≤ n,
K∑
k=1
αk
∥∥zki − zk∥∥ ≤ Γ
 2n∑
j=1
∥∥z0j∥∥
 K∑
k=1
αkγ
k
+ nΓD
K∑
k=1
k−1∑
r=1
γ(k−r)αkαr−1 + 2D
K−1∑
k=0
α2k. (12)
With the basic inequality ab ≤ 12 (a2 + b2), a, b ∈ R, we
have:
2
K∑
k=1
αkγ
k ≤
K∑
k=1
[
α2k + γ
2k
] ≤ K∑
k=1
α2k +
1
1− γ2 ;
and
K∑
k=1
k−1∑
r=1
γ(k−r)αkαr−1 ≤ 1
2
K∑
k=1
α2k
k−1∑
r=1
γ(k−r)
+
1
2
K−1∑
r=1
(αr−1)2
K∑
k=r+1
γ(k−r) ≤ 1
1− γ
K∑
k=1
α2k.
The proof of part (a) follows by applying the preceding re-
lations to Eq. (12) along with
∑K
k=0 α
2
k < ∞ as K → ∞.
Following the same spirit in the proof of part (b), we can
reach the conclusion of part (b). 
Since
∑∞
k=1 αk = ∞, Proposition 1 shows that all agents
reach consensus at the accumulation point, zk, asymptot-
ically, i.e., for all 1 ≤ i ≤ n, 1 ≤ j ≤ n,
lim
k→∞
zki = lim
k→∞
zk = lim
k→∞
zkj , (13)
and for n + 1 ≤ i ≤ 2n, the states, zki , asymptotically,
converge to zero, i.e., for n+ 1 ≤ i ≤ 2n,
lim
k→∞
zki = 0. (14)
We next show how the accumulation point, zk, approaches
the optima, x∗, as D-DGD progresses.
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3.2. Optimality Property
The following lemma gives an upper bound on the dif-
ference between the objective evaluated at the accumu-
lation point, f(zk), and the optimal objective value, f∗.
Lemma 4. Let the Assumptions A1 hold. Let
{
zki
}
be
the sequence over k generated by the D-DGD algorithm,
Eq. (6). Then,
2
∞∑
k=0
αk
(
f(zk)− f∗) ≤ n∥∥z0 − x∗∥∥2 + nD2 ∞∑
k=0
α2k
+
4D
n
n∑
i=1
∞∑
k=0
αk
∥∥zki − zk∥∥ . (15)
Proof 4. Consider Eq. (6) and the fact that each column
of M sums to one, we have
zk+1 =
1
n
2n∑
j=1
[
2n∑
i=1
[M ]ij
]
zkj − αk
1
n
2n∑
i=1
gki ,
= zk − αk
n
n∑
i=1
∇fi(zki ).
Therefore, we obtain that
∥∥zk+1 − x∗∥∥2 = ∥∥zk − x∗∥∥2 + ∥∥∥∥∥αkn
n∑
i=1
∇fi(zki )
∥∥∥∥∥
2
− 2αk
n
n∑
i=1
〈
zk − x∗,∇fi(zki )
〉
. (16)
Denote ∇fki = ∇fi(zki ). Since ‖∇fki ‖ ≤ D, we have〈
zk − x∗,∇fki
〉
=
〈
zk − zki ,∇fki
〉
+
〈
zki − x∗,∇fki
〉
≥ 〈zk − zki ,∇fki 〉+ fi(zki )− fi(x∗)
≥ −D ∥∥zki − zk∥∥+ fi(zki )− fi(zk) + fi(zk)− fi(x∗)
≥ −2D ∥∥zki − zk∥∥+ fi(zk)− fi(x∗). (17)
By substituting Eq. (17) in Eq. (16), and rearranging the
terms, we obtain that
2αk
(
f(zk)− f∗) ≤ n∥∥zk − x∗∥∥2 − n∥∥zk+1 − x∗∥∥2
+ nD2α2k +
4D
n
n∑
i=1
αk
∥∥zki − zk∥∥ . (18)
The desired result is achieved by summing Eq. (18) over
time from k = 0 to ∞. 
We are ready to present the main result of this paper, by
combining all the preceding results.
Theorem 1. Let the Assumptions A1 hold. Let
{
zki
}
be
the sequence over k generated by the D-DGD algorithm,
Eq. (6). Then, for any agent i, we have
lim
k→∞
f(zki ) = f
∗.
Proof 5. Since that the step-size follows that
∑∞
k=0 α
2
k <
∞, and ∑∞k=0 αk‖zki −zk‖ <∞ from Lemma 1, we obtain
from Eq. (15) that
2
∞∑
k=0
αk
(
f(zk)− f∗) <∞, (19)
which reveals that limk→∞ f(zk) = f∗, by considering that∑∞
k=0 αk = ∞. In Eq. (13), we have already shown that
limk→∞ zki = limk→∞ z
k. Therefore, we obtain the desired
result. 
4. Convergence Rate
In this section, we show the convergence rate of D-
DGD. Let fm := mink f(z
k), we have
(fm − f∗)
K∑
k=0
αk ≤
K∑
k=0
αk(f(z
k)− f∗) (20)
By combining Eqs. (12), (15) and (20), it can be verified
that Eq. (15) can be represented in the following form:
(fm − f∗)
K∑
k=0
αk ≤ C1 + C2
K∑
k=0
α2k,
or equivalently,
(fm − f∗) ≤ C1∑K
k=0 αk
+
C2
∑K
k=0 α
2
k∑K
k=0 αk
, (21)
where the constants, C1 and C2, are given by
C1 =
n
2
∥∥z0 − x∗∥∥2 − n
2
∥∥zK+1 − x∗∥∥2
+DΓ
2n∑
j=1
∥∥z0j∥∥ 11− γ2 ,
C2 =
nD2
2
+ 4D2 +DΓ
2n∑
j=1
∥∥z0j∥∥+ 2D2Γ1− γ .
Eq. (21) actually has the same form as the equations in
analyzing the convergence rate of DGD (recall, e.g., [16]).
In particular, when αk = k
−1/2, the first term in Eq. (21)
leads to
C1∑K
k=0 αk
= C1
1/2
K1/2 − 1 = O
(
1√
K
)
,
while the second term in Eq. (21) leads to
C2
∑K
k=0 α
2
k∑K
k=0 αk
= C2
lnK
2(
√
K − 1) = O
(
lnK√
K
)
.
It can be observed that the second term dominates, and
the overall convergence rate is O
(
ln k√
k
)
. As a result, D-
DGD has the same convergence rate as DGD. The restric-
tion of directed graph does not effect the speed.
6
5. Numerical Experiment
We consider a distributed least squares problem in a
directed graph: each agent owns a private objective func-
tion, si = Rix + ni, where si ∈ Rmi and Ri ∈ Rmi×p are
measured data, x ∈ Rp is unknown states, and ni ∈ Rmi
is random unknown noise. The goal is to estimate x. This
problem can be formulated as a distributed optimization
problem solving
min f(x) =
1
n
n∑
i=1
‖Rix− si‖ .
We consider the network topology as the digraphs shown
in Fig. 2. We employ identical setting and graphs as [3].
In [3], the value of  = 0.7 is chosen for each Ga,Gb,Gc.
23 1
56 47
10 89
Ga
23 1
56 47
10 89
Gb
23 1
56 47
10 89
Gc
Figure 2: Three examples of strongly-connected but non-
balanced digraphs.
Fig. 3 shows the convergence of the D-DGD algorithm
for three digraphs displayed in Fig. 2. Once the weight
matrix, M , defined in Eq. (5), converges, the D-DGD en-
sures the convergence. Moreover, it can be observed that
the residuals decrease faster as the number of edges in-
creases, from Ga to Gc. This indicates faster convergence
when there are more communication channels available for
information exchange.
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Figure 3: Plot of residuals
‖xk−x∗‖F
‖x0−x∗‖F for digraph Ga,Gb,Gc
as D-DGD progresses.
In Fig. 4, we display the trajectories of both states, x
and y, when the D-DGD, Eq. (6), is applied on digraph Ga
with parameter  = 0.7. Recall that in Eqs. (13) and (14),
we have shown that as times, k, goes to infinity, the state, xki
of all agents will converges to a same accumulation point, zk,
which is the optimal solution of the problem, and yki of all
agents converges to zero, which are shown in Fig. 4.
1000 2000 3000 4000 5000 6000 7000−400
−200
0
200
x
k i
k
1000 2000 3000 4000 5000 6000 7000−200
−100
0
100
200
y
k i
k
Figure 4: Sample paths of states, xki , and y
k
i , for all agents
on digraphs Ga with  = 0.7 as D-DGD progresses.
In the next experiment, we compare the performance
between the D-DGD and others distributed optimization
algorithms over directed graphs. The red curve in Fig. 5
is the plot of residuals of D-DGD on Ga. In Fig. 5, we also
shown the convergence behavior of two other algorithms
on the same digraph. The blue line is the plot of resid-
uals with a DGD algorithm using a row-stochastic ma-
trix. As we have discussed is Section 2, when the weight
matrix is restricted to be row-stochastic, DGD actually
minimizes a new objective function f̂(x) =
∑n
i=1 piifi(x)
where pi = {pii} is the left eigenvector of the weight ma-
trix corresponding to eigenvalue 1. So it does not con-
verge to the true x∗. The black curve shows the conver-
gence behavior of the gradient-push algorithm, proposed
in [15, 14]. Our algorithm has the same convergence rate
as the gradient-push algorithm, which is O
(
ln k√
k
)
.
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Distributed Gradient Descent
Gradient−Push
Directed−Distributed Gradient Descent
Figure 5: Plot of residuals
‖xk−x∗‖F
‖x0−x∗‖F as (D-)DGD pro-
gresses.
6. Conclusion
In this paper, we describe a distributed algorithm, called
Directed-Distributed Gradient Descent (D-DGD), to solve
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the problem of minimizing a sum of convex objective func-
tions over a directed graph. Existing distributed algo-
rithms, e.g., Distributed Gradient Descent (DGD), deal
with the same problem under the assumption of undi-
rected networks. The primary reason behind assuming the
undirected graphs is to obtain a doubly-stochastic weight
matrix. The row-stochasticity of the weight matrix guar-
antees that all agents reach consensus, while the column-
stochasticity ensures optimality, i.e., each agents local gra-
dient contributes equally to the global objective. In a di-
rected graph, however, it may not be possible to construct
a doubly-stochastic weight matrix in a distributed manner.
In each iteration of D-DGD, we simultaneously constructs
a row-stochastic matrix and a column-stochastic matrix in-
stead of only a doubly-stochastic matrix. The convergence
of the new weight matrix, depending on the row-stochastic
and column-stochastic matrices, ensures agents to reach
both consensus and optimality. The analysis shows that
the D-DGD converges at a rate of O( ln k√
k
), where k is the
number of iterations.
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