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In this Thesis, we study various aspects of ring dark solitons (RDSs) in quasi-
two-dimensional toroidally trapped Bose-Einstein condensates, focussing on
atomic realisations thereof.
Unlike the well-known planar dark solitons, exact analytic expressions for
RDSs are not known. We address this problem by presenting exact localised
soliton-like solutions to the radial Gross-Pitaevskii equation. To date, RDSs
have not been experimentally observed in cold atomic gases, either. To this
end, we propose two protocols for their creation in experiments.
It is also currently well known that in dimensions higher than one, (ring)
dark solitons are susceptible, in general, to an irreversible decay into vortex-
antivortex pairs through the snake instability. We show that the snake insta-
bility is caused by an unbalanced quantum pressure across the soliton's notch,
linking the instability to the Bogoliubov-de Gennes spectrum. In particular,
if the angular symmetry is maintained (or the toroidal trapping is restrictive
enough), we show that the RDS is stable (long-lived with a lifetime of order
seconds) in two dimensions. Furthermore, when the decay does take place,
we show that the snake instability can in fact be reversible, and predict a
previously unknown revival phenomenon for the original (many-)RDS sys-
tem: the soliton structure is recovered and all the point-phase singularities
(i.e. vortices) disappear. Eventually, however, the decay leads to an example
of quantum turbulence; a quantum example of the laminar-to-turbulent type
of transition.
Finnish Abstract
Tässä työssä käsitellään pimeitä rengassolitoneja litteissä kaksiulotteisissa
atomisissa Bosen-Einsteinin kondensaateissa. Toisin kuin suorat pimeät soli-
tonit, pimeälle rengassolitonille ei ole tiedossa analyyttista kaavaa. Väitös-
kirjan ensimmäisessä julkaisussa esitellään muun muassa uusia eksakteja ren-
gassolitonin kaltaisia ratkaisuja Grossin-Pitaevskiin yhtälölle. Väitöskirjassa
kehitetään ja esitellään myös kaksi kokeellista menetelmää pimeiden rengas-
solitonien luomiseen laboratoriossa. Pimeiden rengassolitonien hajoamista
ja sitä seuraavaa vorteksi-antivorteksiparien fysiikkaa tutkitaan väitöskirjan
loppupuolella. Osoitetaan, että pimeän solitonin hajoaminen ei olekaan pe-
ruuttamatonta kuten aiemmin on luultu, vaan se on mahdollista, mikäli ato-
miloukun muoto valitaan sopivasti.
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Here on the Earth, our brains have evolved to deal with and understand the
everyday states of matter at the everyday temperatures and pressures: solid,
liquid, gas, and plasma1. The physics of these states has been studied for
centuries, and a myriad of important results is already known. In fact, in
the 21st century, we are in a position to term this physics classical. Due
to the lack of equally immediate correspondence to the natural environment
occurring on the surface of this planet, not all of the possible states of matter
have been so thoroughly studied. The reach of these more exotic phases can
lie behind barriers that demand signicant experimental eort, and they can
occur in the regime of quantum mechanics : the physics of the very small and
very cold, which is often completely unintuitive to us.
For many applications, it would be convenient if the quantum world could
be studied and subsequently harnessed on a larger scale. Full control of quan-
tum phenomena on truly macroscopic scales of space and time would in fact
be the physics headlines of the century. Unfortunately, quantum systems are
extremely fragile, and as the properties of the systems approach everyday
values, interaction with the environment quickly leads to decoherence and
the quantum-to-classical transition, destroying the quantum features in the
1Plasma is encountered in lightnings, for example. There are approximately 100 oc-
currences worldwide every second [1], but fortunately, assuming a Poissonian process and
using the Finnish averages, we can calculate that the chance of being struck by one in a
lifetime is only ∼ 1/8224.
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process [2]. The state of ultra-cold matter called a Bose-Einstein condensate
(BEC) is a modern example of the best of both worlds, which are nowadays
prepared by many groups around the world as a matter of routine. BECs are
quintessentially quantum mechanical objects with long-range phase coher-
ence, but with sizes on the order of a few µm and lifetimes spanning seconds.
Not surprisingly, they have attracted an explosion of research interest in the
past two decades, with many milestones along the way being recognised by
the Nobel Foundation.
Following the major advances in laser and evaporative cooling of alkali
atoms [35], the rst denitive experimental realisations of Bose-Einstein con-
densation were achieved in 1995 using vapours of the bosonic alkali gases 87Rb
and 23Na [6, 7]. The condensates are dilute (the mean number density nBEC ∼
1012 cm−3 to 1015 cm−3 [8], cf. nair ∼ 1019 cm−3 and nwater ∼ 1022 cm−3),
which results in an ultra-low critical temperature in the nanokelvins2 for the
phase transition into the BEC state, but typical length scales are on the order
of 10 µm to 100 µm.
Originally, the concept of BEC existed as a theoretical notion discovered
by Bose and Einstein in the 1920s. They predicted a phase transition of
non-interacting bosons below a certain critical temperature [10, 11], but the
concept has since been linked with exciting phenomena such as superuid-
ity in liquid 4He [12, 13] in the interacting regime [14, 15]. The link has
not been as straightforward to establish experimentally, though. Neutron
scattering experiments [16, 17] and numerical simulations [18] have shown
that the condensate fraction is only about 7 % to 8 %, and getting smaller as
T → Tλ from below, where Tλ = 2.17 K (ambient pressure) is the temperature
corresponding to the λ-line of the He-I (normal phase) to He-II (superuid)
transition. In fact, the relatively low condensate occupancy in superuid he-
lium is caused by the strong inter-particle interactions, which are caused by
the helium existing as a liquid at the lowest temperatures under any relevant
pressure3.
In general, however, BEC is neither necessary nor sucient for super-
uidity4. As discussed above, at T = 0 in 4He, the whole liquid can be
superuid despite only ∼ 10 % of the atoms being in the condensed fraction.
2Quite possibly the coldest temperatures in the whole Universe! The cosmic microwave
background radiation has a thermal black body spectrum corresponding to a temperature
of 2.72548± 0.00057 K [9].
3The small atomic mass of helium makes the quantum zero-point energy large enough
to inhibit crystallisation; at T < Tλ, liquid
4He needs a pressure in excess of 2.5 MPa
(∼ 25 atm) to solidify [8].
4Like quantum turbulence, superuidity encompasses a range of phenomena which nor-
mally occur in conjunction [19].
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Furthermore, it turns out that the phenomenon of BEC is not possible in an
innite two-dimensional system unless the temperature is zero [20, 21]. This
follows from quantum phase uctuations - the phase correlation length has a
non-zero limit at innity (see Sec. 2.1) making BEC possible only at T = 0.
At non-zero but small temperatures T > 0, the physics is described by the
Berezinskii-Kosterlitz-Thouless (BKT) phase [22, 23], with correlation func-
tions decaying algebraically to zero at large distance making the true BEC
phase impossible, but still with stronger coherence than a thermal gas with
exponential decay. The nite temperature causes the excitation and prolifer-
ation of vortices, and in the BKT phase there is superuid order through the
formation of vortex-antivortex pairs. Nevertheless, BECs are usually super-
uid.
Because of the lower density, in a gaseous cloud (of neutral particles),
the particles are in general much more weakly interacting with each other
than in the liquid phase, and correspondingly, one can expect the conden-
sate fractions of Bose alkali gases to be conveniently higher. However, at the
ultra-cold temperatures (on the order of nano- to microkelvins) required for
quantum degeneracy, one might (quite reasonably!) expect the thermody-
namical equilibrium to entail a crystalline solid. Still, the crystallisation can
in fact be avoided [5]. The key is the extreme diluteness: nBEC/nair ∼ 10−6.
As the formation of a dimer in practice needs a three-body collision5, the rate
per atom of which happening is ∝ n2BEC, the time scales associated with the
formation of molecules (∝ n−2BEC) and eventually solids (or small clusters) are
so long that a quasi-stable gaseous phase can be maintained. Subsequently,
BEC can be obtained and experimented on.
As a result of the diluteness6 of the alkali atom BECs, a mean-eld de-
scription is exceedingly accurate, and the condensate fraction is close to the
total number of particles. The condensates are also large [∼ O(µm)] and can
contain between O(102) to O(109) atoms. They can be conned with mag-
netic traps or optically with laser light, but for our purposes the external trap
5Two-body collisions in free space are surpassingly improbable to produce dimers be-
cause of the stringent boundary conditions set by conservation laws of various quantities.
The presence of a third particle allows for many more ways to distribute the energy, angular
momentum [19], etc. The number density is then limited by the three-body losses.
6In the sense that the s-wave scattering length as (see Sec. 2.2) is much smaller than the
inter-particle spacing; i.e. the gas parameter ζ ≡
√
nBECa3s  1. Typically as ∼ O(nm) for
the dilute alkalis. Then ζ is small and provides the expansion parameter in the Bogoliubov
theory [24]. The mean-eld Gross-Pitaevskii equation (GPE) (see Sec. 2.2) is then given
by the lowest order, when terms of relative order ζ can be neglected (but, see Ref. [25]
for an elaborate discussion of subtleties). Correspondingly, the GPE is not a good model
for superuid 4He, but it is an excellent model for ultra-cold dilute Bose alkali gases (at
T ≈ 0).
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is given by a potential term without explicit reference to the physical origin7.
Typically, optical traps are used to avoid the strength of the inter-particle
interactions from varying spatially near to a Feshbach resonance [27], while
magnetic traps can be used in evaporative cooling, a widely used nal stage
in achieving condensation. In addition, we can apply a tight harmonic trap in
the z-direction so that the BEC is reduced to the corresponding ground state,
and projected as a quasi-two-dimensional condensate in the xy-plane [28],
taking the shape of a pancake. On toroidal geometry, the central region is
forbidden, and indeed ring traps [2937] have attracted signicant interest.
A toroidal quasi-two-dimensional BEC is the physical system considered in
this Thesis.
The equation of motion for the BEC in the mean-eld approximation at
T ≈ 0 is the celebrated Gross-Pitaevskii equation (GPE) [38, 39], or variably,
depending on context, called the nonlinear Schrödinger equation (NLS). It is
a nonlinear partial dierential equation for the macroscopic wave function of
the BEC, where the nonlinearity arises from the mean-eld interaction.
The nonlinearity of the GPE allows for interesting solutions such as bright
and dark solitons [8, 4042], which remarkably propagate without disper-
sion [43] and scatter elastically. The importance of solitons is their ubiquitous-
ness in physics and also biology [44] (note that the NLS is only one example
of an integrable soliton equation). Mathematically, there exists rich structure
in the theory of solitons [4548]. In BECs and superuid Fermi gases [4952],
matter-wave solitons correspond to shape-maintaining dips or humps in the
atomic density. Perhaps more usefully from a technological point of view,
soliton light pulses sent through optical bers propagate without changing
shape and can therefore be sent in rapid succession8. In gauge theories of
high energy physics [5355], it has been proposed that (elementary) particles
be thought of as solitons as they scatter elastically, are localised and have
a well-dened nite energy; they retain their identity (cf. the form-stability
above).
Dark solitons have been observed experimentally [56, 57], but strictly
speaking the stability holds only in one-dimensional systems. In higher di-
mensions, in general, they collapse into vortex-antivortex pairs in 2D (or
vortex rings in 3D) through the snake instability [58, 59], even though dark
solitons retain many of their solitonic properties in nearly-integrable systems,
for example, in the presence of an external trap [60]. The stability and dy-
7For a review of various experimental trapping techniques, we refer the reader to e.g.
Refs. [8, 26].
8In the nonlinear optics setting, the NLS describes the evolution of the complex ampli-
tude of the electric eld.
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namics of dark solitons has been discussed theoretically [6164], in particular,
complex frequencies in the Bogoliubov-de Gennes excitation spectrum have
been demonstrated to drive the instability [65].
Cylindrically symmetric systems, bringing forward the concepts of ring
bright [66] and dark [6770] solitons (RDSs), oer an example of a two-
dimensional system, where the dynamics can be reduced to a one-dimensional
equation, and thereby making the question of stability relevant. It has been
shown using perturbation theory that a small amplitude NLS RDS is de-
scribed by the cylindrical Korteweg-de Vries equation [67]. However, as far
as exactness is concerned, the obtained results are valid only for an innites-
imally shallow RDS, i.e. a soliton that is indistinguishable from the back-
ground! In particular, in this Thesis, we study various aspects of ring dark
solitons in quasi-two-dimensional atomic BECs conned in a ring trap.
In addition to being a controlled testbed for many-body physics [71, 72]
and all the various phenomena observed so far (for a review, see e.g. Refs. [8,
19]), the eld of ultra-cold quantum liquids is growing at a fast pace. New
elds such as articial gauge potentials [73] (simulated magnetism) are emerg-
ing. Ultra-cold quantum liquids have been proposed to serve as simulators
for many phenomena in high energy physics and cosmology as well - indeed,
even for the whole Universe in and of itself [74]!
This Thesis is organised as follows:
Chapter 2: We present the relevant theoretical background to the topics
discussed in the later chapters.
Chapter 3: We present an introduction to Publication I, discussing how
to nd solutions to the radial Gross-Pitaevskii equation. Some
new previously unpublished solutions are presented.
Chapter 4: We present two protocols for the experimental creation of
ring dark solitons, which are considered in Publications III
and IV. We discuss how the self-interference appearing in the
protocols can be seen in the Wigner function, and with the
method of images.
Chapter 5: We present an introduction to the snake instability (Publi-
cation II) and revival dynamics (Publication V) of ring dark
solitons.
Chapter 6: We summarise the research in Publications I-V, and present





Bose-Einstein condensation can be viewed as a classical thermal phase tran-
sition: below a critical temperature Tc, the bosons making up the system
condense into a single one-body state described by the condensate wave func-
tion ψ, which plays the role of the order parameter of the transition. On the
other hand, we can quench the eect of the temperature by focussing on the
case T = 0 and taking the chemical potential µ as the control parameter of
the transition. In this case, there is a (quantum) phase transition into the
BEC state as µ becomes zero (from below).
In loose terms, the chemical potential µ is to occupation numbers what
the temperature T is to heat distributions. To be more specic, at constant
pressure, the Gibbs-Duhem relation
N dµ = −S dT + V dp, (2.1)
where p, V , S, and N are the pressure, volume, entropy and number of
particles respectively, shows that if the entropy S decreases when particles
are being removed, then µ will increase as the temperature decreases. The
physical relevance of this notion in a system ofN (non-interacting) bosons can
be understood from the Bose-Einstein distribution for the average number of
bosons in the one-body state i with energy εi, ni, at temperature T :









where kB is the Boltzmann constant, and the chemical potential µ is locked
by the total number of particles N :
N = N0 +
∑
i>0
ni(µ, T ), (2.3)
7
where N0 is the number of particles in the ground state. As the temperature
T is reduced whilst keeping N constant, Eqs. (2.2) and (2.3) require that µ
increases.
Note that Eq. (2.2) only makes sense if µ ≤ ε0. If we assume ε0 = 0 and
εi ≥ 0, then µ ≤ 0. In particular, at some critical temperature Tc, the chem-
ical potential reaches zero, and there are as many particles as possible in the
excited states i > 0. For T < Tc, the chemical potential must remain constant
at zero, and as a result, a macroscopic number Bose-Einstein condenses (in
the simplest possible non-fragmented case, see Sec. 2.1) into the ground state
with energy ε0. Otherwise, there would be unphysically many particles in the
excited states, and the system could lose energy by decaying to lower levels.
In this case, the positive chemical potential µ > 0 would be analogous to a
negative (absolute) temperature T < 0, which is hotter than innitely hot.
Any other conguration would have a positive µ, and the availability of the
BEC state with the lower µ = 0 drives the phase transition1.
It turns out [8] that for a uniform gas (number density n) of non-interacting











)) 23 , (2.4)
where ~ is the reduced Planck constant, ζ is the Riemann zeta-function, and
m is the mass of the bosons. For T < Tc, there exists non-zero macroscopic
occupation of the single-particle ground state. The number of particles in the











where N is the total number of particles in the gas [and satises N = N0+Ne,
where Ne is the number of particles in excited states, see Eq. (2.3)]. These
results assume that N  1.
While the nite-T phase transition can be understood in terms of clas-
sical thermodynamics alone, we emphasise that the BEC phase is quantum
mechanical in nature. Quantum statistics, and in particular, the fundamen-
tal indistinguishability2 of the bosons, matter. The relevant distribution is
1E.g. cf. the phase transition between liquid water and water vapour. When µvapour >
µliquid, the water condenses. Note from Eq. (2.1) that changes in µ depend in general on
pressure and temperature - on top of Mount Everest (8848 m), the lower pressure causes
water to boil at 71 ◦C; the boiling point decreases by 1 ◦C every ∼ 300 m of elevation.
2In that they cannot be tagged or kept track of, unlike classical particles by e.g. their
position.
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Eq. (2.2) instead of the classical Maxwell-Boltzmann distribution, which is
its high-temperature and low-density limit. The importance of particle in-
distinguishability can be seen by considering the thermal de Broglie wave-
length λT ∼ h/p, where p is the mean momentum per particle and h the
Planck constant, of an ideal gas of atoms in three dimensions. It is deter-
mined by the equilibrium temperature T and mass m of the particles through
λT ∼ h/
√
mkBT . If the de Broglie wavelengths of the atoms were to overlap,
it would be fundamentally impossible to tell to which atom an observed non-
zero density at some point in space belongs, as they are indistinguishable.
This overlap happens at low temperatures, when λT & λ, where λ ∼ n−1/3
is the mean inter-particle spacing and n the mean number density. In this
regime, the gas is degenerate and the phase-space density nλ3T ∼ O(1); the
quantum statistics (through the indistinguishability) of the particles become
important. For example, the phase-space density corresponding to Eq. (2.4)






We have encountered the simplest possible example of BEC in terms of
non-interacting bosons in free space. While it is remarkable that such an
example exists, it is not a very satisfying explanation for the phenomenon of
BEC. For example, the Bose-Einstein distribution (2.2) has a singularity at
µ = ε0. This would not be a major problem for massless photons
3 with zero
energy and therefore innite wavelength, but for massive Bose alkali atoms
we had to separate the occupancy of the lowest state in Eq. (2.3). Also, the
example tells nothing about the eect of inter-particle interactions.
2.1 Denitions of BEC
To address the occurrence of BEC in an interacting system of spinless bosons
more precisely, we consider the properties of the single-particle (or reduced)
density operator ρ̂1 = Tr2...N(ρ̂), where ρ̂ is the density operator and the
trace is over all the other particles except for particle number 1 (without loss
of generality as all the bosons are indistinguishable). For a more thorough
discussion of the various denitions considered here, see Ref. [19].
The rst denition we consider is originally given in Ref. [15]. It follows
from the hermiticity of the density operator (ρ̂† = ρ̂) that ρ̂1 is Hermitian,
and therefore can be diagonalised with the eigenstates forming a complete
normalisable orthogonal set: we write ρ̂1(t) =
∑
i ni(t) |χi(t)〉 〈χi(t)|. In the
3The condensation of which has been observed [75], although the nature of a photon
inside a medium is somewhat subtle. If the photon interacts with the medium, at some
point it becomes meaningful to talk about polariton quasi-particles instead.
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position representation,
ρ1(r, r







where ψ̂(r, t) is the position representation of the bosonic annihilation opera-
tor. It satises [ψ̂(r, t), ψ̂(r′, t)] = [ψ̂†(r, t), ψ̂†(r′, t)] = 0 and [ψ̂†(r, t), ψ̂(r′, t)]
= δ(r−r′)∀ r, r′, the bosonic commutation algebra. In eect, it is an operator-
valued eld (r is continuous), a quantum eld, which annihilates a boson at
the location r at time t.
Denition 1. Exactly one of the eigenvalues {ni} is of order N , and all the
others are of order unity ↔ Simple (non-fragmented) BEC.
When r = r′, the reduced density matrix equals the particle density n:
ρ1(r, r; t) = n(r, t). We can see that according to the above denition, the
case of the non-interacting gas considered in Sec. 2 is an example of simple
BEC.
Note that Denition 1 applies to interacting and non-interacting cases
alike because ρ̂1 is dened in either case. The average of Eq. (2.6) is not
restricted to systems in equilibrium, but for a pure state Ψ(r1, r2, . . . , rN ; t),
for example, it means an expectation value:
ρ1(r, r
′; t) = N
∫
dr2 dr3 . . . drN Ψ
∗(r, r2, . . . , rN ; t)Ψ(r
′, r2, . . . , rN ; t).
(2.7)
This exibility is the power of this denition. Our assumption of spinless
particles is, in fact, not necessary, but it simplies the presentation for our
purposes.
Denition 2. Two or more of the eigenvalues {ni} are of order N , and all
the others are of order unity ↔ Fragmented BEC.
Denition 3. None of the eigenvalues {ni} is of order N , and all the others
are of order unity ↔ No BEC.




′; t) = N0ψ
∗(r, t)ψ(r′, t). (2.8)
Denition 4. If ψ(r′, t) 6= 0, the system exhibits BEC and we identify ψ(r′, t)
with the order parameter. We say there is o-diagonal long-range order.
10 2. INTERACTING ATOMIC BOSE-EINSTEIN CONDENSATES
2.2 Gross-Pitaevskii Mean-Field Theory
In this Section, we discuss explicitly how the condensation of a gas of bosons
in the presence of inter-particle interactions arises. To understand this result,
however, we will rst revisit the condensation of non-interacting bosons (cf.
Sec. 2) more rigorously, after which we can simply `switch on' the interactions
and apply the tools we have built for the non-interacting case.
To begin, let us consider the second-quantised Hamiltonian
Ĥ =
∫





where we have assumed repulsive (attractive) contact inter-particle interac-
tions described by the coupling g > 0 (< 0), and introduced the chemical
potential µ as a Lagrange multiplier to incorporate the boundary condition
that the number of particles N is conserved. The one-body operator is given
by Ĥ0 = p̂
2 + V̂ , where V̂ is the external potential felt by the atoms individ-
ually. For clarity, we have and will set ~ = 2m = 1. The Hamiltonian (2.9)
contains the conservative physics of spinless (single-component) bosons in a
d-dimensional system, which includes phenomena such as BEC and superu-
idity, superconductivity, quantum vortices, and a Mott insulator state (for a
review, see e.g. Refs. [8, 19, 72, 7781]). Notice that while this Hamiltonian
is an exact description of the contact-interaction physics, even the simplied
contact interactions will necessitate approximations in practice.
How, then, does the Bose-Einstein condensation of a non-interacting sys-
tem of N spinless bosons at a nite temperature T arise from the Hamil-
tonian (2.9)? To see this, let us rst perform a Wick rotation t → −iτ
into imaginary time τ , and then consider the quantum partition function4
Z =
∫















where ψ is a complex eld with a periodic boundary condition ψ(r, β) =
ψ(r, 0). Here β ≡ 1/(kBT ). If we also switch o the external potential so
that we have g = V = 0, and choose the diagonal basis of the one-body
4For a review of coherent-state Feynman path integrals, see e.g. Refs. [78, 79, 82]. The
power of the coherent-state path integral approach is the direct intuitive connection to
quantum mechanics. Among other things, it also paves the way for Monte Carlo meth-
ods [83].
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β(−iωn + εm − µ)−1,
(2.11)
where {ωn} are the Matsubara frequencies (for bosons ωn = 2nπ/β, n ∈ Z),
and the {εm} are the eigenvalues considered already in Sec. 2. The last
equality follows after evaluating the complex Gaussian integrals (exactly). In
the path integral language, we can see that the requirement of µ ≤ 0 (if
εm ≥ 0 and ε0 = 0) ensures that all the weights in the action have the correct
sign.
Knowing the partition function, we may compute various quantities using
the potential5 Θ = −kBT ln (Z). Therefore, using Eq. (2.11), the average
number of particles in the system at temperature T and chemical potential











nm(µ, T ), (2.12)
where the last equality follows after carrying out the Matsubara frequency
summation6; in other words, ni(µ, T ) =
[
e(εi−µ)/(kBT ) − 1
]−1
is the Bose-
Einstein distribution [cf. Eq. (2.2)]. Starting from the many-body Hamilto-
nian (2.9), we have arrived at the Bose-Einstein distribution, which we have
already considered in Sec. 2 in terms of the non-interacting gas of bosons
condensing below the critical temperature Tc [see Eq. (2.4)].
As we have noted, the ground state ε0 is a problem when it equals to
µ (i.e. at T ≤ Tc). In the path integral, the action for the zero Matsubara
component ψ00 vanishes [see Eq. (2.11)], and Eq. (2.12) does not accommodate
the ground state population N0 correctly. We rectify the problem as in Sec. 2
by adding the ground state population by hand into the action using ψ0 (recall





ψ∗mn(−iωn + εm − µ)ψmn. (2.13)
5In fact, Θ is the potential of the grand canonical ensemble. The reservoir is the
condensate fraction with a macroscopic occupancy. It can aord to exchange particles
with the excited states (in essence the Bogoliubov c-number approximation for operators);
in equilibrium, we assume that the system of the excited states is described by the grand
canonical ensemble with temperature T and chemical potential µ.
6There exists a neat way to evaluate sums of the form
∑
n h(ωn), where h is some
function of ωn, by contour integration. For details, see e.g. Ref. [78].
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Repeating the same procedure as in Eqs. (2.11) and (2.12), we obtain
N = ψ∗0ψ0 +Ne, (2.14)
where N0 = |ψ0|2 is the number of condensed particles.
Having warmed up with the non-interacting toy model, let us then consider
non-zero interactions g. This brings both good news and bad news: the zero-
energy ground state will not require any special attention [cf. Eq. (2.13)]
(good), but exact evaluation of the eld integral is no longer possible [cf.
Eq. (2.11)] (bad).
Let us this time consider the normal-time quantum partition function
Z =
∫











The presence of the interactions7 prevents exact evaluation of the eld inte-
gral, and we must turn to saddle-point analysis (also known as the principle
of stationary action). It is customary to call the solution of the equation
of stationary phase the mean-eld. The result is the time-dependent Gross-




= −∇2ψ + V (r, t)ψ + g|ψ|2ψ, (2.16)
where we have scaled the chemical potential away.
If we assume that Ĥ0 = p̂
2, i.e. particles in free space, the ground state is
simply a time-independent zero-momentum state with uniform density over






which has two solutions: ψ = 0 (which is the only solution when µ < 0, i.e.
no condensation) and |ψ| =
√
µ/g, which minimises the energy functional
corresponding to Eq. (2.16) when µ > 0. The latter solution shows how BEC
arises as a quantum phase transition and is an example of spontaneously
broken U(1) symmetry8. The associated Goldstone mode is linked to super-
uidity with massless collective phase uctuations. For this phenomenon,
7Note that in the presence of inter-particle interactions, the chemical potential µ can
be positive (cf. Sec. 2).
8As we only specify the modulus, the condensate must pick a phase rather arbitrarily.
Note the similarity to the Higg's mechanism; the Universe prefers that the Higg's eld
assumes a non-zero value over all of space (instead of the ψ = 0 solution).
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we need the next order in the Bogoliubov theory, which in the path inte-
gral formalism means considering quadratic uctuations around the path of
stationary phase.
What about collisions of the atoms in the condensate? In general, the col-
lision and scattering of two particles is a complicated process. Here we simply
quote the result (see e.g. Ref. [8] for more details) that in the case of dilute
Bose or Fermi alkali gases, in the degenerate regime, the inter-particle spacing
is so large compared to any range of the interaction energy that considering
a contact interaction (for g > 0 at least [84]), and furthermore the relative
state of the two colliding atoms to be s-wave only meaning l = 0, where l is
the relative orbital angular momentum, is an excellent approximation. The
eective coupling is then in three dimensions
g = 8πNas, (2.18)
where as is the s-wave scattering length. With N included in g, the wave
function ψ is normalised to unity.
In the case of a harmonically conned quasi-two-dimensional condensate
whereby the z-direction is tightly trapped [85] to the corresponding harmonic
oscillator ground state9, the condensate is projected onto the xy-plane and
we obtain an eective coupling






Note that to get this result, and henceforth in this Thesis, we work in a
dimensionless basis by measuring time, length and energy in terms of ω−1r ,
ar =
√
~/(2mωr) and ~ωr respectively, where ωr is the angular frequency of
the trap in the r-direction. This basis is equivalent to setting ωr = ~ = 2m =
1. The corresponding GPE is still given by Eq. (2.16), but with Eq. (2.19),
and ψ is understood to be a two-dimensional wave function.
To conclude this Section, we introduce the concept of the healing length
ξ, which is an important characteristic length scale of condensates (or super-
uids in general). It is the distance over which the condensate wave function
recovers and tends to its bulk value when subjected to a localised perturba-
tion, like a rigid wall, dark soliton (see Sec. 2.2.1), or a vortex core. The
spatial extent of ξ is determined by the potential penalty10 for deviating from
the broken symmetry U(1) ground state being comparable to the gain from
9ωz  ωx,y and az =
√
~/(2mωz) ξ, where az is the characteristic trap length in the
z-direction and ξ is the healing length (see below), and where ωx,y,z are the corresponding
angular trapping frequencies. Under cylindrical symmetry we set ωr ≡ ωx = ωy.
10Recall the solution ψ = 0 was higher in energy than ψ =
√
µ/g.
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Figure 2.1: The density (left panel) and phase (right panel) proles of three dark
solitons with dierent speeds [see Eq. (2.22)]. When v = s, the speed of sound, the
soliton is indistinguishable from the background, and vanishes as phonons. Here
n0 = g = 1.
avoiding the diverging kinetic energy at the defect core11. Therefore, ξ is





where n0 = N |ψ|2, the uniform bulk density. For a Bose alkali gas ξ '
0.5 µm [86], and in particular, is large12 compared to the inter-particle sep-
aration. This result is in contrast to superuid helium, where ξ is much
smaller, which is another reason why atomic alkali BECs are experimentally
attractive.
2.2.1 Dark Solitons and Quantised Vortices
Assuming V (r, t) = 0 in Eq. (2.16) and considering a one-dimensional system,
we obtain the nonlinear Schrödinger equation (NLS), which is an integrable
soliton equation13. The nonlinearity (g 6= 0) makes it possible to support
11As we will see, the dark soliton corresponds to a phase step of π, and the continuity of
the wave function forces the density to vanish, with a potential penalty (see Footnote 10).
Similarly, vortices [81] correspond to point-phase singularities. Moving dark solitons cor-
respond to a smooth change in the phase, but the phase gradient, and hence the kinetic
energy, is still large.
12The vortex core of an alkali BEC would easily house an Escherichia coli bacterium [87].
13General properties of integrable soliton equations (such as the NLS) include in ad-
dition to being nonlinear, the existence of many-soliton solutions (see Sec. 2.2.2), a Lax
pair, innitely many conserved quantities, and the inverse scattering method (a nonlinear
generalisation of the Fourier transform) [45].
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dark and bright solitons; the equation
iψt = −ψxx + g|ψ|2ψ, (2.21)






















where v is the speed of the soliton, s =
√
2n0g is the speed of sound, and n0
is the bulk density, as can be veried by direct substitution (for a derivation
see Sec. 2.2.2). If g < 0, the solitons are bright, but we will not consider
them here. It should be noted that a localised travelling-wave solution is not
a soliton in itself - we also need elastic scattering between the solitary waves.
If v = 0, the solution in Eq. (2.22) is called a dark soliton, and the passage
of time in the system shows only in the dynamical phase.
In the snake instability, the dark soliton stripe decays into an array of
vortex-antivortex pairs (see Sec. 5.1). Let us here dene what we mean by
a vortex in a BEC. In a spinless BEC, the uid ow is irrotational, i.e. the
vorticity vanishes, as the superuid velocity is the gradient of the phase S:
∇× v = ~
m
∇×∇S = 0, (2.23)
where we have temporarily reintroduced ~ and m, and where the last equality
holds only in a simply connected region, and if the phase S has no singulari-
ties. As the wave function must be continuous, an integration along a closed
contour encompassing a hole (e.g. on toroidal geometry) or a phase singu-
larity must result in the observation that the phase can only change by an
integer multiple of 2π:∫
∇× v · dS =
∮
v · dl = h
m
`, ` ∈ Z (2.24)
showing that the circulation is quantised14 in units of h/m. We can see
that if the singularity is on the z-axis, then ∇ × v = `h
m
δ2(r(2))êz, where
r(2) = xêx + yêy is a two-dimensional vector, and δ
2 is the two-dimensional
delta function. These singularities are the quantised vortices (or vortex lines
14Circulation need not be quantised if the atoms have an internal degree of freedom, e.g.
spin, which allows for non-singular textures in the presence of angular momentum. See e.g.
the Mermin-Ho vortices in superuid 3He [88] and spinor BECs [89].
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in three dimensions), with the winding number ` corresponding to a vortex
of charge h`/m.
A vortex, then, is a eld conguration of non-zero `. The vortex is stable
in the sense that the eld cannot be continuously deformed to the ground
state characterised by a lack of vortices - this is obvious to anyone who has
ever played with a band of rubber wound around a cylinder or tried to make
a doughnut out of a pancake without puncturing a hole or making new con-
nections. In this sense, the vortex is a topological defect, and its particular
location in the condensate is irrelevant.
We can say that topological defects (such as quantised vortices) exist
and persevere because of the topology of the order parameter describing the
broken symmetry BEC state [90]. Specically, in the path integral formalism,
we must extend the path integral by hand to spaces that are not simply
connected, which creates separate classes of trajectories categorised by their
winding number. To see this, consider a toy example of a particle on a ring,
that is, with the Hamiltonian Ĥ0 = − 12I
∂2
∂θ2
, where θ ∈ [0, 2π] is measuring
the position of the particle, and I is the moment of inertia. The eigenvalues
of Ĥ0 are `
2/(2I), ` ∈ Z; the path integral representation of the partition
function Z =
∑∞


















Notice the requirement to categorise the trajectories into (homotopy) classes
specied by the winding number `.
The Euler-Lagrange equations for the action of the system give θ̈ = 0,
which subject to the boundary conditions has a family of solutions charac-
terised by the parameter `: θ`(τ)−θ`(0) = 2π`τ/β. It is not possible to change
` by a continuous deformation of θ` (the trajectory) because the boundary
conditions are xed in the path integral, the net ` is always the same. A
vortex can only be destroyed by tearing up the topology at the edge, for ex-
ample, where the vortex decays into elementary excitations [91]. Similarly,
vortices are created from surface waves by gluing the topology up at the edge
of the condensate, or by means of e.g. the snake instability (see Sec. 5.1).
15We can e.g. use the well-known results
〈
θf






∣∣∣ e−βĤ0 ∣∣∣ θ〉 (Wick rotated).
2.2 Gross-Pitaevskii Mean-Field Theory 17
2.2.2 Dark Soliton Solution by the Hirota Direct Method
The soliton solutions of the NLS have been exactly solved using the In-
verse Scattering Transform [45] (a so called Zakharov-Shabat spectral prob-
lem [92, 93]) and the Hirota Direct Method [46], recovering the previously
found soliton solutions [94]. In this section, we show in detail how the dark
soliton solution is derived using the Hirota method.
Setting g = 1 in Eq. (2.16)16, we obtain the NLS in the following (canon-
ical) form:
iψt = −ψxx + |ψ|2ψ. (2.26)
This can be brought to the Hirota bilinear form using the transformation
ψ = w/f , where w ∈ C and f ∈ R:{
(iDt +D
2
x − λ)w · f = 0
(D2x − λ) f · f = −|w|2,
(2.27)




t w · f ≡ (∂x − ∂x′)n(∂t − ∂t′)mw(x, t)f(x′, t′)|x=x′,t=t′ . (2.28)








and substitute it in Eq. (2.27). Equating like terms results in a collection of
















xx = −(iDt +D2x)w(0) · f (1) + λ(w(0)f (1) + w(1))
2f
(1)








xx = −(iDt +D2x)(w(0) · f (2) + w(1) · f (1))
+ λ(w(0)f (2) + w(1)f (1) + w(2))
2f (2)xx =−D2xf (1) · f (1) − (w(0)w̄(2) + w(1)w̄(1) + w̄(0)w(2))
+ λ(2f (2) + f (1)2),
(2.32)
16g = −1 (in general negative) is needed to obtain bright solitons.
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and so on, where the bar denotes complex conjugate. It is clear from Eq. (2.30)
that λ > 0, and we can take w(0) =
√
λei(k0X−ω0T+w0) if ω0 = k
2
0 + λ. If the
background is at rest (k0 = 0), it follows from our scaling of units that ω0 = 1.
The one-soliton solution (1SS) is built perturbatively by w(1) = Cw(0)f (1),
f (1) = eη1 , and all the rest vanishing, where η1 = kX − ωT + η0, and C ∈ C;




(−iω + k2 + 2ik0k)C = 2k20 + 2λ− iω + 2ik0k − k2












2λ− k2 + ik√
2λ− k2 − ik
, ω = k(2k0 −
√
2λ− k2). (2.35)
We can see that the lower equation in Eq. (2.27) gives the phase factor while






which is equivalent to Eq. (2.22). The remarkable advantage of the Hirota
method is that the N -soliton solution to the NLS [see Eq. (2.26)] can be
written down by essentially continuing the series in Eq. (2.29).
2.3 Bogoliubov-de Gennes Theory
In order to obtain the GPE [see Eq. (2.16)], we only considered the path of
ψ(r, t) in the action [see Eq. (2.15)]. In general, also the uctuations around
the mean-eld matter. Substituting ψ(r, t)→ ψ(r, t)+δψ in the action (2.15),
we obtain











where Â ≡ ∂t + iĤ0 − iµ, and S0 is the action (2.15). We have ignored con-
tributions ∼ O(|δψ|2), which means that δψ must be small. The stationary
action principle δS[ψ∗, ψ]/δψ∗ = 0 leads to the GPE (the S0 term), and
(i∂t − Ĥ0 + µ)δψ − g(2|ψ|2δψ + ψ2δψ∗) = 0. (2.38)
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This equation couples δψ and δψ∗, which are independent variables17. We
get a second equation by taking the Hermitian conjugate of Eq. (2.38), i.e.
using the independent stationary action principle δS[ψ∗, ψ]/δψ = 0. Note
that linearising the GPE around the mean-eld solution ψ0 (ψ̂ = ψ0 + δψ̂,
where ψ0 denotes the mean-eld satisfying the GPE) gives the same result.
As is customary, we write the uctuations in terms of amplitudes u and
v, such that







where Ω ∈ R. Considering two-dimensional plane polar geometry, we para-
metrise {u, v}(r) = eiqθ{uq, vq}(r) [95]. From Eq. (2.38), u and v satisfy the
















where H = −∂2r − 1r∂r +
q2
r2
+ V + 2C2D|ψ0|2 − µ, and ψ0 is a self-consistent
wave function satisfying the GPE. In general, we have (Ωq−Ω∗q′)
∫
dr(u∗quq′−
v∗q′vq) = 0. An imaginary eigenvalue Ωq signies a dynamical instability, with
the characteristic decay time 1/Im(Ωq). If all the eigenvalues {Ωq} are real,
the condensate ψ0 is dynamically stable.
17A moment's thought reveals that if ψ changes, so does ψ∗. A natural question is then
that how is the partial functional derivative δS[ψ∗, ψ]/δψ∗ dened, if we cannot assume
δψ is constant. One solution is to consider Wirtinger derivatives and write ψ = x + iy,












. They satisfy the





∂ψ = 0, where f is
a Taylor series. The result of these properties is that we can treat ψ and ψ∗ as if they are
independent variables when taking the dierentials.
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Chapter 3
Exact Soliton-like Solutions of the
Radial GPE
The radial GPE (in dimensionless form) is given by1
iψT = −ψRR −
1
R
ψR + V (R, T )ψ + g|ψ|2ψ, (3.1)
where the order parameter ψ can be, for example, the macroscopic wave
function of a Bose-Einstein condensate in an ultra-cold atomic gas setting, or
the scalar mean eld of a polariton condensate [96] (in the limit of vanishing
polariton pumping and decay). Our focus is the former, so that V (R, T ) is
the external trapping potential of the atoms. We will mainly consider the
repulsive case g = 1, and our aim is to nd exact ring dark soliton solutions
to Eq. (3.1), or to show that they do not exist. In particular, in this Chapter,
we provide an introduction to Publication I by discussing how one might go
about nding soliton solutions to Eq. (3.1).
3.1 Possible Methods for Finding Solutions
Hirota Direct Method
In Sec. 2.2.2, we showed how the planar many-soliton solutions of the NLS
equation (2.26) can be obtained by the Hirota direct method. The Hirota
direct method is a powerful tool for nding exact soliton solutions, so it is
reasonable to try it with Eq. (3.1) as well. However, we note at the start
that Eq. (3.1) is not integrable in the sense that it does not pass the Painlevé




θ in Eq. (2.16). For consistency with Publication I,
we use capital letters for r and t in Eq. (3.1).
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test (because α1 6= α1(t), see the next subsection) [97, 98], so it might not be
expected that the Hirota method should work.
Setting V = 0 and g = 1 in Eq. (3.1), and assuming that the same
transformation as in Sec. 2.2.2 is the correct choice of bilinearisation, Eq. (3.1)








w · f = 0
(D2R − λ) f · f = −|w|2,
(3.2)
where λ is the decoupling constant, and D is as dened in Eq. (2.28). From
the second equation in Eq. (3.2), we obtain





which means that the value of λ is xed by the limiting behaviour of |ψ|2 at
R → {0,∞}, and f . For |x| → ∞ in the case of the planar dark soliton,
we obtain in this limit that |ψ|2 = λ [see Eq. (2.27)], and our normalisation
convention sets λ = 1 (see Sec. 2.2.2). Similarly, one would set λ = 0 for
the planar bright soliton. However, following the Hirota direct method and
writing the dark 1-soliton ansatz
w = w(0) + εw(1), f = 1 + εf (1) (3.4)
as usual, equating like terms upon substitution of Eq. (3.4) in Eq. (3.2) shows
that f and w cannot be (sums of) simple exponentials anymore like in the
planar case. The Hirota method (with the above bilinearisation) fails to
produce solutions to Eq. (3.1).
Combined Point-, Gauge-, and Scale Transformation
The variable R in Eq. (3.1) is strictly positive, so it seems useful to apply the




ψxx + V (x, t)ψ + |ψ|2ψ. (3.5)
From now on we will consider the generalised equation
iψt = −α1(x, t)ψxx + α2(x, t)ψ + α3(x, t)|ψ|2ψ, (3.6)
where α1−3 are some functions of x and t, and consider our case, Eq. (3.1),




, α2(x, t) = V (x, t), α3(x, t) = 1. (3.7)
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Another possible method of solution is a general transformation [99, 100]
combining point-, gauge- or scale-transformations, i.e. transformations that
leave Eq. (3.6) form-invariant, but possibly changing the functions α1−3 into
dierent ones. The hope is to obtain another equation that we know the
solutions for, but the result is the same as in the previous subsection: it turns
out that Eqs. (2.26) and (3.1) are not connected by such a transformation.
To see why, we apply the general transformation
ψ(x, t) = ρ(x, t)eiϕ(x,t)φ[η(x, t), γ(x, t)], (3.8)
where ρ, ϕ, η, and γ are real functions to be determined so that this trans-
formation connects Eq. (3.6) and
iφγ = −φηη +G|φ|2φ (3.9)
for some constant G. Using symbolic computation with α1(x, t) = e
−2x, we






x + γ3(t), (3.10a)
α3 = γ4(t)e
x, (3.10b)
where γ1−3 are three functions of time, and γ4 depends on γ1 (see below).
Because the nonlinear term has a constant coecient in the radial GPE (3.1),
we cannot use the transformation (3.8).
However, if we allow for a radially dependent nonlinearity (e.g. a spatially
dependent magnetic trap near a Feshbach resonance), then the transformation
can nd solutions to the equation












Scaling the wave function by ψ →
√
Rψ results in the equation
















where we have rewritten the potential to emphasise the toroidal geometry. In
particular, Eq. (3.9) is connected to Eq. (3.12) by the transformation
ψ(R, t) = ρ(R, t)eiϕ(R,t)φ[η(R, t), γ(R, t)], (3.13)
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where
ρ(R, t) = ±
√
αβ1(t), (3.14a)
η(R, t) = β1(t)R + β2(t), (3.14b)







































Eq. (3.9) gives the solution













G/2 [β1(t)R + β2(t)]
}
e−iG[δ+
∫ t β21(t′) dt′]
(3.16)
of Eq. (3.12) with the time-dependent functions as given in Eqs. (3.15a)-
(3.15d). For deniteness, we can make particular choices of the functions
β1−4 to obtain solutions, for example:
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solves
iψt = −ψRR −
1
4
(R− 2)2ψ +Get|ψ|2ψ. (3.20)
We can see from Eqs. (3.14a) and (3.15a) that a non-zero R2 term in the
potential requires nontrivial time dependence in β1(t), making these solutions
depend on time in a complicated way. In Sec. 3.2 and in more detail in
Publication I, we present exact soliton-like stationary solutions to Eq. (3.1).
3.2 Ring Dark Soliton-like Solution
We can make progress by considering the similarity transformation method [101],
i.e. the following ansatz for Eq. (3.6):
ψ(x, t) = ρ(x, t)eiϕ(x,t)φ(η(x, t)), (3.21)
where ρ ∈ R+ and {ϕ, η} ∈ R are some functions to be determined, and φ(η)
is assumed to satisfy
− φηη + h(η)φ+Gφ3 = 0, (3.22)
where G is a constant, and h is an arbitrary function of η. The resulting
set of equations and their solution is detailed in Publication I. In the rest
of this section, we highlight an interesting soliton-like dark ring solution,
corresponding to a particular choice of h.
If h(η) = −κ, then Eq. (3.22) reduces to the NLS equation κφ = −φηη +
Gφ3, and we can construct the following solution to Eq. (3.1) (see Fig. 3.1):




























Equation (3.23) describes a stationary soliton-like2 dark ring of radiusR0. Nu-
merical simulations show that it undergoes the snake instability (see Sec. 5.1)
2It has solitonic properties, e.g. the notch is a localised solitary wave, and there is
a phase jump by π across the notch. Interestingly, the solution can be written simi-
larly to the Thomas-Fermi approximation; if we write T → T − θ3 , then ψ̃(R, θ, T ) =√
µ−Ṽ (R)
g ψ(R, θ, T )
∣∣∣∣
µ=g=1
solves iψ̃T = −ψ̃RR − 1R ψ̃R −
1
R2 ψ̃θθ + Ṽ (R)ψ̃ + |ψ̃|
2ψ̃, where
























Figure 3.1: The exact soliton-like solution (3.23) of Eq. (3.1) with the poten-
tial (3.24). Here κ = 1 and R0 = 50.
producing a necklace of vortex-antivortex pairs. For κ = 1, the Bogoliubov-de
Gennes equations (2.40) show that the solution is always formally unstable
with respect to the q = 0 mode, but for R0 . 1.5003, the q = 0 is the only
instability mode. Furthermore, in the limit R0 →∞, the decay times of the
snake instability approach innity as well, but rather slowly. For details, see
Sec. 3.2 of Publication I.
Finally, we draw attention to a recent manuscript [102], where an experi-
mental realisation of Eq. (3.23) has been reported in the case of a polariton
condensate. While the central divergence (at R = 0) of Eq. (3.23) is strictly
speaking unphysical, an experimental polariton condensate setting is dynam-
ical in nature due to the nite lifetime and the need for constant regeneration
of the polaritons, and a steady state can sustain polariton ows (making them
also more dicult to nd). It was suggested in [102] that the solution (3.23)
corresponds to a steady state. Therefore, there is no divergence in practice, as
the central spot cannot be fed for innitely long to establish the steady state3.
Still, it forms a pioneering example of a novel class of physical singularities
in quantum liquids, with already existing experimental support [102].
3Also, when the exciton-polariton density exceeds the Mott critical value, i.e. the
excitons start overlapping, the Gross-Pitaevskii treatment breaks down [103].
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Chapter 4
Creation of Ring Dark Solitons
We have seen in Chapter 3 that nding exact soliton solutions to Eq. (3.1)
is dicult, and the solution (3.23) is not a soliton in the strict mathematical
sense (though, the radial GPE (3.1) does not seem to be integrable either, see
Sec. 3.1). Can ring dark solitons (RDSs) [68] still be created experimentally
in a condensate? To date, RDSs have not been experimentally observed
with cold atomic gases, although experiments on optical ring dark solitary
waves [67] have been reported [69, 104, 105].
The soliton-like solution (3.23) oers some guidance: a RDS should have
a phase step of π (if its radius is not changing) and it should correspond
to a radial density node [70, 106]. Therefore, a plausible strategy would
seem to be to print an appropriate radial phase step [68], and let the density
respond by producing the RDS. Phase imprinting has been used to create
planar dark solitons [57, 107, 108]) and optical RDSs [109], and numerical
simulations show that the result can indeed be a long-lived radial density
node (see Sec. 5.2).
On the other hand, it is also possible to consider the complementary
method of density imprinting, whereby we impose a density node and let the
phase respond by producing a step, and subsequently the density fully evolve
into a RDS. Printing density nodes is possible by e.g. letting two condensates
expand over each other producing an interference pattern [110]. When the
collisional energy per atom Ec of the two condensates dominates, the inter-
ference pattern (in the z-direction) is described by a cos2(kz)-modulation,
where the wavenumber k2 = Ec, but when Ec is comparable to the non-
linear self-energy, it is favourable for the nodes to evolve into dark solitons
instead [111115].
In Publications III and IV, we present two density-imprinting protocols for
the experimental creation of RDSs (see Sections 4.1 and 4.2), but focussing
on the self-interference of a single condensate. The self-interference fringes
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create density nodes in the condensate wave function, which subsequently
develop into structures we term RDSs because of their solitonic properties
such as their long lifetimes, elastic collisions, and appropriate phase jumps.
The self-interference dynamics of a BEC with repulsive interactions in a
hard-wall trap resulting from free expansion and reection of the BEC has
been demonstrated by numerical simulations [116, 117]. The observed phe-
nomena included the formation of soliton-like self-interference fringes both in
a 1D box and a 2D disk. When the expanding condensate was initially dis-
placed from the centre of the circular disk, the angular symmetry of the RDSs
was broken, and they were observed to decay into vortex-antivortex pairs, in
agreement with the snake instability mechanism discussed in Sec. 5.1. These
processes are in contrast to our protocols, which involve a time-dependent
toroidal double-well potential (see Publication III) and free expansion of a
toroidal condensate (see Publication IV). Furthermore, we can fully control
the number of RDSs produced in the rst protocol.
The protocol of Publication III is based on the (quasi-)adiabatic passage
with possible diabatic jumps of the initial state, and the population is trans-
ferred from the ground state of the inner well to the outer well [118, 119].
We interpret the observed dynamics in terms of the condensate tunnelling to
the outer well and interfering with itself producing nodes. In contrast, it has
been shown [120] that the nonlinear eigenstates of a harmonic potential can
correspond to dark solitons. In a similar work [121], quantum tunnelling in
a double-well has been used to generate dark solitons as well, and the mech-
anism was explained by direct coupled dynamics of the ground and multiple
excited states of the nonlinear system. We nd that also the self-interference
model gives quantitative predictions (see Sec. 4.2).
Finally, we note that interference is fundamentally a linear process, but
the existence of dark solitons depends upon the non-zero (and positive) non-
linearity of the condensate1. These two regimes are connected during the
time evolution, whereby the initial linear fringes develop into nonlinear dark
soliton notches; the process might be described as nonlinear interference.
4.1 Self-Interference in a Toroidal Well
Very recently, matter-wave Bessel beams have been experimentally created
by letting a toroidally trapped condensate expand freely [122]. The expansion
produces a cylindrically symmetric interference pattern that was numerically
1Setting g = 0 results in Eq. (2.22) reducing to the trivial solution ψ = 0 because in
the limit as as → 0, we have µ→ 0 and ξ →∞ [see Sec. 2.2 and Eq. (2.20)].
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Figure 4.1: Density plot of the free expansion of a toroidal condensate [see
Eq. (4.1)]. Here r0 = 20, σ2 = 0.1, and the density is in arbitrary units.
observed to correspond to Bessel function modulation. Independently, in
Publication IV, we have studied the free expansion of a toroidal condensate
of initial radius r0 theoretically, showing that the expansion dynamics at time
















where I0 is the modied Bessel function of order 0. The initial ring condensate
and its connement are given by
ϕG(r, 0) = N e−
(r−r0)
2
2σ2 , V =
1
4
ω2(r − r0)2, (4.2)
respectively, where N is the normalisation, and σ =
√
2/ω.
The argument of I0 is complex in Eq. (4.1), which gives rise to oscillations
and, in particular, shows that the self-interference fringes are given by a
Bessel function in a cylindrically symmetric system2. If the potential is chosen
appropriately after the free expansion, it is possible to create RDSs from
(some of) the fringes (see Publication IV for details).










) r0→∞∼ √ 4tπrr0 cos ( rr02t − π4 ) showing the emergence of the typical
cos2-modulation of interference fringes in the planar limit, where J0 is the Bessel function
of the rst kind.
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4.2 Self-Interference in a Toroidal Double-Well
In Publication III, we show that if we consider the two-dimensional GPE [see
Eqs. (2.16) and (2.19)]
iψt = −∇2ψ + V ψ + C2D|ψ2|ψ, (4.3)
where the trapping potential V is chosen to be a toroidal double-well con-
sisting of two harmonic wells with time-dependent energy minima ∆i(t) and
radii ri(t) (i = 1, 2), it is possible to print a desired number of RDSs onto the
toroidal condensate. Specically,









[r − r2(t)]2 + ∆2(t) (r > rv),
(4.4)
where













(1− γ)(t1 − t2)
)2]
+ ∆i, (4.5b)
and where rv is the radius of the point of intersection of V1,2. As initial state
we choose the ground state of the potential V1 at t = 0; for the parameters we
use ω = 20.0,Ω = 10,∆1 = 0.0, t1 = 15.0, t2 = 10.0, α1 = 4.5, α2 = 7.5, β1 =
−β2 = 1.0, and γ = 0.30. The potential V causes a state transfer process,
whereby the occupation moves from V1 to V2, during which a controlled num-
ber of RDSs will be printed, determined by the remaining parameter ∆2 (see
Fig. 4.2).
Figure 4.2: Density plots of the creation of multiple RDSs in a toroidal BEC
using the potential (4.4). Here C2D = 50. The colouring is as in Fig. 4.1, but the
density is normalised to unity. (1RDS) ∆2 = −15.0. (2RDS) ∆2 = −35.0. (3RDS)
∆2 = −60.0. (4RDS) ∆2 = −80.0.
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The strict controllability sets this protocol aside from the one presented
in Sec. 4.1, but it is more dicult to realise experimentally (however, the
sharp cusp at r = rv is not a physically relevant feature). Still, with modern
advances in methods for painting arbitrary time-averaged potentials [124,
125], the potential (4.4) is feasible (see Publication III for details).
We model the observed dynamics in terms of inter-well tunnelling followed
by self-interference of the condensate. In the rest of this section, we study
the appearance of the self-interference fringes in terms of the Wigner function
and the method of images.
Wigner Function
Matter-wave interference is quintessentially a quantum-mechanical phenome-
non, and as such the self-interference of Sec. 4.2 is non-classical. The Wigner




















dpWψ(r,p) = | 〈r |ψ〉 |2,
∫
R2
drWψ(r,p) = | 〈p |ψ〉 |2, (4.7)
is often quite suitable for presenting non-classical states, and in Fig. 4.3 we
have evaluated Wψ corresponding to some of the states in Fig. 4.2 (see Sec.
3.1. of Publication IV for the same discussion related to Sec. 4.1). A neces-
sary and sucient condition for the Wigner function to be a true phase space
density [127] states that this happens only for coherent and squeezed vac-
uum states (Gaussian states), and we associate the negativity of the Wigner
function with the emergence of toroidal matter-wave interference.
Initially, the Wigner function is positive around r = 4.5, and fringes only
appear in the (magnitude of the) momentum near r = 0 [see t = 0.0, Fig. 4.3
(a)]. The position distribution |ψ(r)|2 = 0 vanishes in that region, but the
Wigner function is reminiscent of that of the Schrödinger cat state, so the
fringes seen here seem to be related to the opposite parts of the BEC ring
interfering with each other (see Sec. 4.1). However, as the condensate is being
propagated in the potential (4.4), the central fringes near the origin disappear,
and we can see the appearance of fringes that give rise to oscillations in the
position representation [see t = 11.5, Figs. 4.3 (b)-(c)]. This behaviour reects
the self-interference of the condensate in the outer potential. At the end of
the well transfer process [see t = 25.0, Figs. 4.3 (d)-(e)], RDSs have appeared,
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Figure 4.3: Time evolution of the Wigner function corresponding to the creation
of a single (left, ∆2 = −15) and four (right, ∆2 = −80) RDS(s) in the potential
V [blue dashed lines, see Eq. (4.4)]. For the 4RDS case here we use Ω = 35, but
the process is robust against (small) variations of parameters. The green solid line
shows |ψ(r)|2 evaluated as the marginal over p [see Eq. (4.7)]. (a) t = 0.0. (b)-(c)
t = 11.5. (d)-(e) t = 25.0.
involving negative regions of the Wigner function. The dark soliton is not a
classical state.
Method of Images
One way to model the dynamics in the toroidal double-well (4.4) is to invoke
the method of images [128]. To this end, we approximate the potential by
V (r) =

V1 if r1 < r ≤ r2
V2 if r2 < r ≤ r3
∞ otherwise,
(4.8)















Figure 4.4: Left panel: Radial slice of the approximative step potential (4.8) (solid
black line) (r ≤ r3) and its image (r > r3). The real double-well potential (4.4)
at t = 11.5 for the production of four RDSs is also shown (dashed blue line). The
initial position distribution |ψ(r, 0)|2 and its image are displayed (solid green line);
their interference takes place in the lower well, which is shown schematically with
the cosine wave (solid red line). The real wave function is zero at r ≥ r3. Right
panel: The potential (4.8) on the full ring geometry.
where V1,2 are constants such that V2 < V1 (see Fig. 4.4). Numerical simula-
tions of the GPE (4.3) with the potential (4.8) show that the fringe separation
is to a high degree determined by the relative depth ∆V = |V2 − V1| of the
outer well. The larger the depth, the closer the fringes are separated. The
width L = r3 − r2 of the outer well then determines how many fringes t.
Ignoring interactions, let us consider the initial state and potential to
be given by Eq. (4.2). As a further simplication, we assume that we have
a one-dimensional planar system with no eects from the radial geometry,
and that the transmission through the step results in another Gaussian wave
packet. Reection of the wave packet in the region r ≤ r2 is ignored as we
are interested only in the transmitted part, whose broadening we also ignore
for simplicity. Being lower in energy by ∆V , the outer well imparts3 some
net momentum k: ψ(r, 0)→ ϕ̃G(r, 0) = ϕG(r, 0)eikr.
The transmitted wave packet will then interfere with its image, producing
the fringes. The de Broglie wavelength λ = h/(mv), where v is the relative
centre of mass speed between the (point-like) condensate and the image, gives
a rst measure of the fringe spacing; in our scalings4, λ = π/k. Clearly, the
3Without loss of generality we can choose V1 = 0, in which case the mean wavenumber
k =
√
k2i at r ≤ r2 and k =
√
k2i − (−V2) =
√
k2i + ∆V at r > r2, where k
2
i is the initial
kinetic energy. In the text ϕG(r, 0) corresponds to ki = 0 [see Eq. (4.2)].
4We have v = 2vg = 4k, where vg is the group velocity of ϕ̃G(r, t) [see Eq. (4.9)] and
m = 0.5, h = 2π.
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larger ∆V is, the larger the imparted momentum k becomes, and therefore
the closer the fringes get. After solving the Schrödinger equation for free
particles to get the time evolution of the wave packet, and assuming that the















Equation (4.9) represents a Gaussian wave packet that travels at the group
velocity vg = 2k to the right.
To satisfy the zero boundary condition at r = r3, we write the wave func-
tion as a sum of a Gaussian wave packet approaching from the left (smaller
radius), ϕ̃−G(r, t) with vg = 2k, and its mirror image approaching from the
right (larger radius), ϕ̃+G(r, t), which is only valid for r ≤ r3:
ψ(r, t) = ϕ̃−G(r, t)− ϕ̃
+
G(r, t), (4.10)
where the ϕ̃±G(r, t) are located at r0 = r3 ± d/2 at t = 0 respectively5. At











showing that a larger k leads to more closely separated fringes.
Since6 v = d/t = 2vg, using the group velocity vg = 2k, we obtain k =








In SI-units, ∆r = h/(mv), recovering the earlier de Broglie result. If the
initial kinetic energy is k2i , we can write k =
√






showing how the relative depth ∆V of the outer well aects the fringe spacing
∆r. The number of fringes is then kL/π. Despite its simplicity, the image
model captures the essential physics in terms of showing that a deeper outer
well results in more solitons (see Publication III).








, and σ2 = 2/ω.
6We write v = d/t in the same sense as in Ref. [110], i.e. t is the time between letting
the condensate expand freely and making the observation.
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Chapter 5
Decay of Ring Dark Solitons
The protocols for the creation of RDSs presented in Chapter 4 avoid the
snake instability if a suciently low value of C2D is used [see Eq. (4.3)]. On
the other hand, when C2D is ramped up, the snake instability occurs, which
is responsible for the (generally thought irreversible) decay of the RDSs into
vortex-antivortex pairs, or vortex rings in three dimensions. In Publications II
and III, however, it was discovered that the snake instability can in fact
be reversible, but eventually the condensate ends up manifesting quantum
turbulence [129] (see Publication III for details). In Publication V, we study
in detail using the method of images how and when the revival occurs.
It is well known that a lone vortex-antivortex pair, also known as a vortex
dipole, can periodically annihilate itself to form a short dark (grey) soliton
and appear again [130, 131]. Indeed, in a cigar-shaped condensate, periodic
oscillations between a vortex-antivortex pair and a short dark soliton have
been experimentally observed [115], but a RDS is at least an order of mag-
nitude longer in length, correspondingly producing several vortex-antivortex
pairs. Their remarkable recombination back to the RDS is unintuitive, and an
example of coherent vortex dynamics before the onset of quantum turbulence.
In this Chapter, we rst discuss the snake instability of RDSs (see Sec. 5.1),
and then briey outline when it is reversible or even suppressed making the
RDS long-lived (see Sec. 5.2).
5.1 Snake Instability
In two dimensions, in general, the (ring) dark soliton notch starts undulat-
ing in a snake-like manner [42], until a (circular) array of vortex-antivortex
pairs results [40, 58, 59, 132134]. In three-dimensional systems, the snake
instability results in vortex rings [65].
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Figure 5.1: Density plots of the snake instability, after the cylindrical symmetry
has been broken. The colouring is as in Fig. 4.1, but the density is normalised to
unity. (a) t = 0.0. (b) t = 1.5. (c) t = 3.0. (d) t = 4.4.
In Publication II, we show that the snake instability follows only after
a symmetry breaking; subsequently an unbalanced quantum pressure on op-
posite sides of the (ring) dark soliton notch starts generating the transverse
perturbations. In Fig. 5.1, we numerically integrate the GPE (4.3) on a polar
grid with C2D = 400, V = 24(r − 8.5)2, and articially break the angular
symmetry by having a small dent in the trapping potential [see Fig. 5.1(a)].
The particular shape of the anisotropy was not observed to matter. The snake
instability ensues, producing multiple vortex-antivortex pairs.
The snake instability has been shown to be linked with complex fre-
quencies in the Bogoliubov-de Gennes (BdG) (see Sec. 2.3) excitation spec-
trum [65, 135]. In Publication II, we further elucidate the role of the imaginary
BdG modes in driving the instability, focussing on RDSs. The BdG equa-
tions (2.40) are a linear approximation, and the modes are valid for short
enough time-scales. Eventually the linearisation will fail, and the imaginary
instability modes result in a vortex-antivortex necklace.
5.2 RDS Revival as a Boundary Eect
The snake instability can be suppressed if the longitudinal length of the soliton
notch is small enough [61, 136] (with respect to the instability wavenumber
band). In Publication V, we show that a similar suppression occurs even
with a long RDS, provided that in this case the transverse connement is
tight enough (see Ref. [137] for a similar result). In particular, we require
d . 3ξ, where d is the radial width of a toroidal condensate containing the
RDS. In addition, we show that the original RDS is revived from the vortex-




In this Thesis, we have studied the creation and dynamics of ring dark solitons
in toroidally trapped quasi-two-dimensional Bose-Einstein condensates. We
refer the reader to the concluding sections in the Publications (see Page iv);
their main results are listed below:
Publication I: Exact soliton-like ring solutions of the cylindrically sym-
metric Gross-Pitaevskii equation were found. In addition, we found exact
solutions that describe scattering (one-time or periodic) from the central
potential of a bright ring.
Publication II: We showed that a symmetry breaking is a necessary re-
quirement for the snake instability of a (ring) dark soliton. We explained
the snake instability in terms of an unbalanced quantum pressure across
the soliton's notch, and showed explicitly how the snake instability of a
ring dark soliton appears in the Bogoliubov-de Gennes spectrum.
Publication III: We proposed an experimentally feasible protocol for
the controlled creation of multiple concentric ring dark solitons in a ring-
shaped condensate. We showed that the snake instability can be reversible
even in the case of a many-RDS system, but eventually it leads to an ex-
ample of quantum turbulence.
Publication IV: We showed analytically how the free expansion of a
ring-shaped condensate results in self-interference with the fringes given
by a Bessel function modulation, which can be used to create ring dark
solitons as well. In particular, we showed that an initial persistent current
in the ring makes the self-interference impossible in the free expansion, but
instead results in a long-lived density hole at the centre.
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Publication V: We showed theoretically that the reversibility of the snake
instability of a ring dark soliton results from boundary eects. If the con-
densate boundary is restrictive enough, the ring dark soliton becomes long-
lived.
We have focussed on atomic Bose-Einstein condensates, but the Gross-
Pitaevskii equation is more universal with analogous systems in nonlinear op-
tics and exciton-polariton microcavities [96], for example. Indeed, in Sec. 3.2
we saw how the exact soliton-like dark ring solution (3.23) has been encoun-
tered in an experiment regarding a polariton condensate. Still, our results
open new directions for atomic condensates as well by rstly demonstrating
how to experimentally create ring dark solitons.
Secondly, the results of this Thesis for the subsequent behaviour of the ring
dark soliton(s), in particular the possible reversibility of the snake instability,
present an example of coherent vortex dynamics before the onset of quantum
turbulence. Despite the lack of known exact ring dark soliton solutions of the
Gross-Pitaevskii equation, our results show that at least exact soliton-like
solutions do exist, and that ring dark solitons can in fact have rich dynamics
in toroidal traps.
Moreover, the stabilisation of a (ring) dark soliton under tight transverse
trapping poses interesting questions. Can we build a matter-wave switch,
i.e. let the dark soliton notch act as a waveguide for a weak signal changing
its direction or location? Is it possible to take this idea even further by
considering a wire, an extension to the matter-wave side of the concept of
an optical bre, made out of a long and narrow condensate that has a dark
soliton in the longitudinal direction?
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