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Resumo Um problema linear de Programac¸a˜o Semidefinida (SDP) consiste na
minimizac¸a˜o de uma func¸a˜o linear sujeita a` condic¸a˜o de que a func¸a˜o
matricial linear seja semidefinida.
Um problema de SDP considera-se regular se certas condic¸o˜es esta˜o
satisfeitas. Ha´ diferentes caracterizac¸o˜es de regularidade de um pro-
blema, sendo uma delas a verificac¸a˜o da condic¸a˜o de Slater. Os pro-
blemas regulares de SDP teˆm sido estudados e as condic¸o˜es de optima-
lidade para estes problemas teˆm a forma de teoremas cla´ssicos do tipo
Karush-Kuhn-Tucker, e sa˜o facilmente verificadas. Na pra´tica, e´ fre-
quente encontrar problemas na˜o regulares. O estudo destes problemas
e´ bem mais complicado. Por isso, tem surgido o interesse em estudar
e testar a regularidade dos problemas de SDP e deduzir condic¸o˜es de
optimalidade e me´todos de resoluc¸a˜o dos problemas na˜o regulares.
Em Kostyukova e Tchemisova [32] e´ proposto um algoritmo, chamado
Algoritmo DIIS (Algorithm of Determination of the Immobile Index
Subspace), que permite verificar se as restric¸o˜es de um dado problema
de SDP satisfazem a condic¸a˜o de Slater. A teoria que serve de base a`
construc¸a˜o deste algoritmo assenta nas noc¸o˜es de ı´ndices e subespac¸o
de ı´ndices imo´veis, originalmente usadas em Programac¸a˜o Semi-Infinita
(SIP), e transpostas em [32] para SDP. Este algoritmo constro´i uma
matriz ba´sica do subespac¸o de ı´ndices imo´veis, caso a condic¸a˜o de
Slater na˜o seja verificada. A dimensa˜o desta matriz caracteriza o grau
de na˜o regularidade do problema.
O objectivo deste trabalho e´ estudar o Algoritmo DIIS, implementa´-
-lo e testa´-lo usando va´rios problemas de teste de diferentes bases de
dados de problemas de SDP. O Algoritmo DIIS foi implementado e
executado a partir do MatLab e os testes nume´ricos efectuados per-
mitiram concluir que o programa constru´ıdo verifica com sucesso a
maioria dos problemas teste. Ale´m disso, o algoritmo permite carac-
terizar o grau de na˜o regularidade dos problemas de SDP e pode ser
usado para construc¸a˜o de algoritmos de resoluc¸a˜o dos problemas de
SDP na˜o regulares.

Keywords Semi-Infinite Programming (SIP), Semidefinite Programming (SDP),
Subspace of immobile indices, Constraint Qualifications (CQ), Opti-
mality Conditions.
Abstract A linear problem of Semidefinite Programming (SDP) consists of mini-
mizing a linear function subject to the constraint that the linear matrix
function is semidefinite.
An SDP problem is considered regular if certain conditions are satis-
fied. There are several characterizations of a problem regularity, one
of which is checking the Slater condition. The regular SDP problems
have been studied and the optimality conditions for these problems
have the form of Karush-Kuhn-Tucker type theorems, and are easily
verified. In practice it is common to find problems that are not regu-
lar. The study of these problems is far more complicated. Therefore,
there has been interest in studying and testing the regularity of the
problems and deduct the SDP optimality conditions and methods for
solving non-regular problems.
In Kostyukova e Tchemisova [32] is proposed an algorithm, called Al-
gorithm DIIS (Algorithm of Determination of the Immobile Index Sub-
space), which allows to check if the constraints of a given SDP problem
satisfy the Slater condition. The theory that underlies the construc-
tion of this algorithm is based on the notions of subspace of immobile
indices and immobile indices properties, originally used in Semi-Infinite
Programming (SIP), and implemented in [32] for SDP. This algorithm
constructs a basic matrix of the subspace of immobile indices if the
Slater condition is not verified. The size of this matrix characterizes
the degree of non-regularity of the problem.
The purpose of this work is to study the DIIS algorithm, implement and
test it using several test problems of different databases of SDP prob-
lems. The DIIS algorithm was implemented and executed from MatLab
and numerical tests carried out showed that the program checks suc-
cessfully the majority of test problems. Moreover, the algorithm allows
to characterize the degree of non-regular problems of SDP and can be
used to construct algorithms for solving non-regular SDP problems.
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1.1 Objectivos do trabalho
Recentemente, a Programac¸a˜o Semidefinida (vamos usar a abreviatura SDP, do ingleˆs
Semidefinite Programming) tem despertado grande interesse devido a` sua aplicabilidade
em inu´meros problemas relacionados, por exemplo, com engenharia e controlo.
Nos u´ltimos anos, diversos pesquisadores estudaram e desenvolveram me´todos pra´ticos
para resolver problemas de SDP. Nas iterac¸o˜es destes me´todos sa˜o verificadas uma ou outra
condic¸a˜o de optimalidade. Para verificar estas condic¸o˜es e´ necessa´rio saber se o problema
dado e´ ou na˜o e´ regular.
Existem diferentes definic¸o˜es de regularidade de problemas de SDP. Uma delas esta´
ligada com a chamada condic¸a˜o de Slater. Em [32] foi descrito um algoritmo que permite
na˜o so´ verificar a regularidade de um problema de SDP, mas tambe´m encontrar o grau de
na˜o regularidade desse problema.
O objectivo deste trabalho e´ estudar o algoritmo proposto em [32], implementa´-lo na
forma de um programa em MatLab e testa´-lo para diferentes problemas de SDP Linear,
dispon´ıveis na bibliografia e nas bases de dados acess´ıveis. A implementac¸a˜o deste al-
goritmo permitira´ testar a regularidade de problemas de SDP e aplicar as condic¸o˜es de
optimalidade adequadas.
1.2 Estado de Desenvolvimento do Conhecimento
A SDP e´ uma a´rea da Optimizac¸a˜o que estuda problemas de minimizac¸a˜o de func¸o˜es
sujeitas a desigualdades matriciais lineares (LMI, em ingleˆs Linear Matrix Inequalities). Os
problemas de SDP surgiram como uma extensa˜o da classe de problemas de Programac¸a˜o
Linear (LP - Linear Programming, em ingleˆs).
Os problemas de LP pretendem minimizar uma func¸a˜o linear sujeita a restric¸o˜es li-
neares. Os modelos de LP aparecem, por exemplo, em problemas de fluxos de redes,
planeamento de produc¸a˜o, problemas de risco de investimento.
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Enquanto que a LP teve um grande e ra´pido crescimento durante os anos 50 e 60, devido
a` eficieˆncia do Me´todo Simplex de Dantzig, a SDP foi mais lenta a atrair a atenc¸a˜o. Um
dos motivos que despoletou a investigac¸a˜o em SDP tem que ver com a na˜o aplicabilidade
do Me´todo Simplex quando a regia˜o admiss´ıvel na˜o e´ polie´drica (ver Helmberg [21], Vieira
[61]).
Bellman e Fan parecem ter sido os primeiros a formular um problema de SDP, em 1963
(ver [5]). Em vez de considerarem um problema de LP na forma vectorial, substituiram
o vector de varia´veis por uma matriz de varia´veis. Para o problema resultante, embora
equivalente a` formulac¸a˜o geral, mas bastante mais complicado, foi formulado o problema
dual, foram estabelecidos teoremas chave na dualidade e foi mostrado que a regularidade
e´ uma condic¸a˜o importante em SDP (ver Todd [54]).
Nos u´ltimos anos, o interesse em SDP tem vindo a crescer devido a`s va´rias aplicac¸o˜es
de SDP. Uma das primeiras aplicac¸o˜es, de acordo com Vandenberghe e Boyd [59], foi em
problemas de desigualdades matriciais lineares decorrentes de sistemas e controlo; tambe´m
se encontraram aplicac¸o˜es em engenharia, incluindo a optimizac¸a˜o estrutural e processa-
mento de sinais; e nos u´ltimos anos foi descoberto que SDP e´ uma ferramenta amplamente
utilizada na relaxac¸a˜o de problemas de optimizac¸a˜o combinato´ria NP−dif´ıceis. Algumas
aplicac¸o˜es de SDP esta˜o descritas em Wolkowicz et al. [67], que inclui cap´ıtulos com va´rias
aplicac¸o˜es em Optimizac¸a˜o Combinato´ria, Programac¸a˜o Quadra´tica Na˜o Convexa, Opti-
mizac¸a˜o Na˜o Convexa, Teoria e Sistemas de Controlo, Desenho Estrutural e problemas em
Estat´ıstica.
No in´ıcio dos anos 70, Donath e Hoffman [11] mostraram que o problema de particiona-
mento de grafos pode ser encarado como um problema de SDP, considerando um problema
associado de optimizac¸a˜o de valores pro´prios.
Em 1979, Lova´sz [37] formulou um problema de SDP que fornecia um limite para a
capacidade de Shannon num grafo e assim encontrou a capacidade do penta´gono, resolvendo
um problema matema´tico que ate´ enta˜o era aberto. Nesta altura o me´todo mais eficiente
para resolver problemas de SDP era o me´todo do elipso´ide. Em 1988, Grotschel et al. [19]
investigaram a fundo a aplicac¸a˜o deste me´todo a problemas de Optimizac¸a˜o Combinato´ria,
usando-o para aproximar a soluc¸a˜o tanto de relaxac¸o˜es de LP, como de SDP. Lova´sz e
Schrijver [38] mostraram mais tarde como os problemas de SDP podiam fornecer boas
relaxac¸o˜es de problemas de Programac¸a˜o Inteira bina´ria, melhores do que as relaxac¸o˜es
conseguidas a partir de LP (ver Todd [54]).
A` medida que surgiam, tanto teoria eficiente, como algoritmos, entre os anos 80 e 90
da´-se a explosa˜o da investigac¸a˜o na a´rea da SDP. Assim, a SDP tornou-se numa a´rea de
interesse e de intensa investigac¸a˜o nos u´ltimos tempos.
As contribuic¸o˜es de Nesterov e Nemirovski [43, 44] e de Alizadeh [1], extremamente
importantes, mostraram que a nova gerac¸a˜o de me´todos de ponto interior, impulsionado
primeiramente por Karmarkar para LP, podiam estender-se a` SDP. Em particular, Nes-
terov e Nemirovski debruc¸aram-se sobre a resoluc¸a˜o de problemas convexos na˜o lineares
utilizando me´todos de ponto interior, atrave´s do desenvolvimento da teoria das func¸o˜es de
barreira auto-concordantes. Estes trabalhos, juntamente com o trabalho de Goemans e
Williamson [17] onde foi demonstrado que a relaxac¸a˜o obtida pela formulac¸a˜o como SDP
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produzia melhores aproximac¸o˜es para o problema combinato´rio de corte ma´ximo, conduzi-
ram ao recente interesse na a´rea de SDP.
Tambe´m surgiram diversos artigos de, por exemplo, Vandenberghe e Boyd [57, 58],
de Klerk [27] e Klerk, Roos e Terlaky [28], que incidem sobre a teoria e aplicac¸o˜es de
SDP, de Helmberg et al. [22], que descrevem um me´todo de resoluc¸a˜o dos problemas de
SDP, e livros, nomeadamente, [21] de Helmberg e [67] editado por Wolkowicz, Saigal e
Vandenberghe, que e´ um compeˆndio de 877 refereˆncias que englobam tanto teoria, como
algoritmos e aplicac¸o˜es de SDP.
Em 2002, na sua tese de doutoramento, Krishnan [35] mostra como a LP esta´ intima-
mente ligada com SDP, mostrando como facilmente se pode transportar muita da teoria de
LP para SDP. Neste trabalho, Krishnan frisa que a teoria de dualidade em SDP e´ bem mais
especial do que em LP. Em 2003, Krishnan e Mitchell [36] apresentaram um artigo sobre o
problema dos me´todos de ponto interior para SDP, no que respeita ao aumento do nu´mero
de restric¸o˜es. Este problema tem vindo a ser motivo de investigac¸a˜o e imenso estudo de
outras aproximac¸o˜es. Neste artigo os autores mostram tambe´m que e´ poss´ıvel tratar um
problema de SDP como um problema de Programac¸a˜o Semi-Infinita (SIP - Semi-Infinite
Programming, em ingleˆs).
As condic¸o˜es de optimalidade cla´ssicas (do tipo Karush-Kuhn-Tucker, usualmente deno-
tadas por KKT), de acordo com Klerk [27], Nocedal e Wright [45], Pedregal [46] assumem
que uma qualificac¸a˜o de restric¸o˜es (CQ, Constraint Qualification) esta´ satisfeita. Uma
das condic¸o˜es comummente usada e´ a condic¸a˜o de Slater que consiste em admissibilidade
estrita do problema. Na auseˆncia de uma CQ, as condic¸o˜es cla´ssicas de optimalidade
podem falhar, na˜o produzindo um resultado conclusivo (ver Tunc¸el e Wolkowicz [56]).
Uma vez que nem todas as qualificac¸o˜es de restric¸o˜es sa˜o fa´ceis de verificar, surge enta˜o
o interesse em formular condic¸o˜es de optimalidade que na˜o exijam condic¸o˜es adicionais.
Tais condic¸o˜es foram propostas, por exemplo, em Jeyakumar e Nealon [26], Kostyukova e
Tchemisova [32], Tunc¸el e Wolkowicz [56]. Em Kostyukova e Tchemisova [32], foram pro-
postas condic¸o˜es de optimalidade para problemas lineares de SDP sem recurso a` exigeˆncia
de CQ. Na base destas condic¸o˜es esta´ a noc¸a˜o de subespac¸o de ı´ndices imo´veis e foi de-
monstrado que este subespac¸o e´ nulo se e so´ se o problema satisfaz a condic¸a˜o de Slater.
Foi tambe´m proposto o algoritmo de construc¸a˜o de uma matriz ba´sica deste subespac¸o, o
Algoritmo DIIS.
1.3 Organizac¸a˜o da Dissertac¸a˜o
Este trabalho esta´ organizado em 5 cap´ıtulos e 3 apeˆndices. No primeiro cap´ıtulo e´
feita uma introduc¸a˜o a` SDP.
No cap´ıtulo 2 e´ definido o problema que vamos estudar, um problema linear de SDP,
apresentando-se conceitos cruciais a` compreensa˜o do nosso estudo e ainda as condic¸o˜es de
optimalidade usuais; enumeram-se alguns me´todos que sa˜o apropriados para a resoluc¸a˜o
de problemas de SDP, dando-se especial destaque ao me´todo primal-dual de ponto interior,
usado inicialmente para problemas de LP.
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No cap´ıtulo 3, apresentamos noc¸o˜es novas de SDP e SIP, tais como as de ı´ndices imo´veis
e de subespac¸o de ı´ndices imo´veis, que sera˜o necessa´rias para a nova abordagem e que sa˜o
objectos principais do estudo que apresentaremos. A seguir estudamos o algoritmo DIIS,
que determina uma base do subespac¸o de ı´ndices imo´veis, proposto em [32], e descrevemos
os trac¸os gerais da implementac¸a˜o deste algoritmo num programa em MatLab.
No cap´ıtulo 4 sa˜o apresentados os resultados da experieˆncia computacional que validam
o programa implementado e procede-se a` sua ana´lise e discussa˜o, dando-se especial eˆnfase
a como o programa pode ser usado para estudar a regularidade de problemas de SDP. Os
resultados obtidos sa˜o comparados com os estudos apresentados em Freund, Ordo´n˜ez e
Toh [12] e Jansson et al. [25].
Por fim, no cap´ıtulo 5 tecem-se algumas concluso˜es sobre o trabalho desenvolvido e sa˜o
desenhadas as perspectivas de trabalho futuro.
No apeˆndice A apresentamos uma tabela com as principais caracter´ısticas de solvers
de problemas de SDP e no apeˆndice B explicamos como construir um ficheiro em formato
SDPA esparso. Podem tambe´m ser encontrados os detalhes pra´ticos da implementac¸a˜o
do Algoritmo DIIS, bem como o co´digo-fonte do algoritmo em linguagem MatLab. No




Neste cap´ıtulo vamos apresentar alguns aspectos teo´ricos fundamentais da Programac¸a˜o
Semidefinida. Primeiramente, vamos introduzir algumas definic¸o˜es ba´sicas, assim como a
notac¸a˜o que sera´ utilizada ao longo do trabalho. Vamos introduzir as formulac¸o˜es do
problema primal de SDP e do seu dual, bem como noc¸o˜es de dualidade fraca e forte e
formulamos as condic¸o˜es de optimalidade cla´ssicas para um problema linear de SDP.
Numa u´ltima parte deste cap´ıtulo, apresentamos alguns exemplos de aplicac¸o˜es de SDP
e discutimos os me´todos mais populares de resoluc¸a˜o de problemas de SDP.
2.1 Notac¸o˜es e Definic¸o˜es Ba´sicas
2.1.1 Conjuntos convexos e func¸o˜es convexas
Definic¸a˜o 1 Um conjunto S ⊂ Rn chama-se conjunto convexo se ∀x, y ∈ S e ∀λ ∈ [0, 1]
se tem
λx+ (1− λ) y ∈ S.
Definic¸a˜o 2 Seja {x1, . . . , xp} um conjunto de p ≥ 1 pontos de Rn e {λ1, . . . , λp} um
conjunto de escalares. Se
∑p
i=1 λi = 1 , enta˜o a x =
∑p
i=1 λixi chama-se combinac¸a˜o afim
dos pontos x1, . . . , xp . Se adicionalmente λi ≥ 0 , ∀i ∈ {1, . . . , p} , enta˜o a x =
∑p
i=1 λixi
chama-se combinac¸a˜o linear convexa dos pontos x1, . . . , xp.
A seguinte proposic¸a˜o pode ser considerada como uma alternativa a` Definic¸a˜o 1:
Proposic¸a˜o 1 Um conjunto S ⊂ Rn e´ convexo se, contendo quaisquer dois vectores x ∈ S
e y ∈ S, tambe´m conte´m todos os pontos do segmento de recta que os une, ou seja, conte´m
tambe´m todas as suas combinac¸o˜es lineares convexas.
Definic¸a˜o 3 Seja S ⊂ Rn um conjunto convexo. A func¸a˜o f : S → R diz-se convexa se
∀x, y ∈ S e ∀λ ∈ [0, 1] se tem
f (λx+ (1− λ)) ≤ λf (x) + (1− λ) f (y) .
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Definic¸a˜o 4 O epigrafo de uma func¸a˜o f : Rn → R e´ o subconjunto de Rn+1 definido por
epi(f) = {(x, r), x ∈ Rn, r ∈ R : r ≥ f(x)}.
A proposic¸a˜o seguinte estabelece a ligac¸a˜o entre func¸o˜es convexas e conjuntos convexos.
Proposic¸a˜o 2 Dada a func¸a˜o f : S ⊂ Rn → R, com S um conjunto convexo, a func¸a˜o f
e´ convexa se e so´ se o epi(f) e´ um conjunto convexo.
Exemplo 1 Qualquer func¸a˜o linear e´ uma func¸a˜o convexa, uma vez que o epigrafo asso-
ciado e´ um conjunto convexo (semiespac¸o).
Exemplo 2 Dados b ∈ R e v ∈ Rn\{0}, o semiespac¸o em Rn na forma{
x ∈ Rn : vTx ≤ b} ,
e´ um conjunto convexo.
Exemplo 3 Dados b ∈ R e v ∈ Rn\{0}, o hiperplano {x ∈ Rn : vTx = b} e´ convexo.
Proposic¸a˜o 3 A intersecc¸a˜o finita de conjuntos convexos e´ um conjunto convexo.
Exemplo 4 Um poliedro resulta da intersecc¸a˜o de um nu´mero finito de semiespac¸os (con-
juntos convexos); logo e´ um conjunto convexo.
Definic¸a˜o 5 Um conjunto K ⊂ Rn diz-se um cone se, ∀x ∈ K e ∀λ ≥ 0 se tem λx ∈ K.
Adicionalmente, se o cone K e´ um conjunto convexo, enta˜o diz-se que K e´ cone convexo.





Definic¸a˜o 6 Seja K um cone. Ao conjunto K∗ na forma
K∗ = {z : 〈z, x〉 ≥ 0,∀x ∈ K}
chamamos cone dual de K.
Dados inteiros n ≥ 1 e p ≥ 1, Rn×p denota o conjunto de todas as n× p matrizes cujos
elementos sa˜o nu´meros reais (matrizes reais).
A matriz A ∈ Rn×n chama-se sime´trica se ∀i = 1, ..., n, j = 1, ..., n, aij = aji.
O subespac¸o de todas as matrizes reais e sime´tricas de ordem n e´ designado aqui por
S(n) = {A ∈ Rn×n : A = AT} ⊆ Rn×n.
E´ fa´cil mostrar que S(n) e´ um conjunto convexo.
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Definic¸a˜o 7 Uma matriz A ∈ S(n) diz-se semidefinida (definida) positiva se uma das
seguintes condic¸o˜es for va´lida:
• xTAx ≥ 0(> 0),∀x ∈ Rn(∀x ∈ Rn\{0});
• se os seus valores pro´prios forem todos na˜o negativos (positivos).
Proposic¸a˜o 4 Considere-se uma matriz A ∈ Rn×n com A =

a11 a12 . . . a1n




an1 an2 . . . ann
 .











 a11 a12 a13a21 a22 a23
a31 a32 a33
 , . . .An = A teˆm determinantes
positivos.
A proposic¸a˜o anterior e´ usualmente chamada Crite´rio de Sylvester.
Definic¸a˜o 8 Seja A ∈ Rn×n, k ∈ {1, ..., n} e 1 ≤ i1 < i2 < ... < ik ≤ n. O menor principal
da matriz A de ordem k constitu´ıdo pelas linhas e colunas com ı´ndices i1, ...ik e´ definido
mediante a fo´rmula:
δi1,...ik(A) := det(A{i1,...ik}{i1,...ik}).
Proposic¸a˜o 5 Uma matriz A ∈ Rn×n e´ semidefinida positiva se e so´ se todos os menores
principais sa˜o na˜o negativos.
Nota 1 A matriz A e´ definida negativa se −A e´ definida positiva. A matriz A e´ semidefinida
negativa se −A e´ semidefinida positiva.
Exemplo 5 Considere-se a matriz A ∈ S(3) ⊂ R3×3 dada por A =
 −1 2 12 −6 −4
1 −4 −3
 .
Trata-se de uma matriz semidefinida negativa, uma vez que a matriz −A e´ semidefinida
positiva, como se pode verificar atrave´s do ca´lculo de todos os menores principais da matriz 1 −2 −1−2 6 4
−1 4 3
 :
δ1 = 1 δ2 = 6 δ3 = 3 δ{1,2} = 10 δ{1,3} = 2 δ{2,3} = 2 δ{1,2,3} = 0.
Dada uma matriz A ∈ S(n), escrevemos A  0 (A  0) se A e´ semidefinida positiva
(definda positiva), e A  0 (A ≺ 0) se A e´ semidefinida negativa (definida negativa).
O conjunto das matrizes n× n sime´tricas semidefinidas positivas e´ designado por
P(n) = {A ∈ S(n) : A  0} .
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Proposic¸a˜o 6 O conjunto P(n) e´ um cone convexo.
Prova: Para provar a proposic¸a˜o, temos de mostrar que
1. ∀A ∈ P(n),∀λ ≥ 0⇒ λA ∈ P(n)
2. ∀A,B ∈ P(n),∀λ ∈ [0, 1]⇒ λA+ (1− λ)B ∈ P(n).
1. Tendo em conta que
A ∈ P(n)⇔ vTAv ≥ 0,∀v ∈ Rn ⇔ λvTAv ≥ 0,∀λ ≥ 0⇔ vT (λA) v ≥ 0,
logo λA ∈ P(n) e temos que a condic¸a˜o 1 e´ verificada.
2. Seja agora λ ∈ [0, 1] e considerem-se duas matrizes A,B ∈ P(n). Para cada v ∈ Rn
tem-se
vT (λA+ (1− λ)B)v = λvTAv + (1− λ)vTBv ≥ 0
o que significa que λA+ (1− λ)B ∈ P(n). 













A propriedade que se segue pode ser encontrada em Seber [52].
Propriedade 1 Sendo A,B,Z ∈ Rn×n, c ∈ R, podemos formular as seguintes propriedades:
• tr(A) = tr(AT )
• tr(A+B) = tr(A) + tr(B)
• tr(cA) = ctr(A).
O espac¸o S(n) pode ser considerado como um espac¸o vectorial munido do produto in-
terno definido pelo trac¸o do produto de matrizes sime´tricas (ver Wolkowicz et al. [67]).
Uma propriedade importante do produto interno assim definido (ver Ramana [49])
aplicada ao cone P(n) e´ a seguinte:
Propriedade 2 Sejam A,B ∈ P(n). Enta˜o, tr(AB) ≥ 0 e a igualdade verifica-se se e so´
se AB = 0n, onde 0n ∈ S(n) e´ a matriz nula.
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2.1.2 Problemas de Programac¸a˜o Convexa
Definic¸a˜o 10 O problema geral de Programac¸a˜o Matema´tica (MP, do ingleˆs, Mathema-
tical Programming) e´ dado por
min f(x) s.a x ∈ X . (2.1)
A` func¸a˜o f chama-se func¸a˜o objectivo e ao conjunto X chama-se conjunto admiss´ıvel.
Nota 2 Quando o problema a considerar e´ de maximizac¸a˜o podemos transforma´-lo num
problema de minimizac¸a˜o, fazendo uma adequada mudanc¸a de sinal na func¸a˜o objectivo,
sujeito a`s mesmas restric¸o˜es. Ou seja,
max f(x) s.a x ∈ X ⇔ min − f(x) s.a x ∈ X .
Um problema de MP chama-se problema de Programac¸a˜o Na˜o Linear se X e´ o conjunto
definido pelas restric¸o˜es
hi(x) = 0, i ∈ I, (2.2)
gj(x) ≤ 0, j ∈ J. (2.3)
As igualdades (2.2) chamam-se restric¸o˜es igualdades e as desigualdades (2.3) restric¸o˜es
desigualdades, sendo as func¸o˜es hi e gj func¸o˜es das respectivas restric¸o˜es. As func¸o˜es f , hi,
i ∈ I e gj, j ∈ J sa˜o func¸o˜es de varia´veis reais e I e J sa˜o dois conjuntos finitos de ı´ndices.
Definic¸a˜o 11 A soluc¸a˜o admiss´ıvel x∗, do problema de MP (2.1), e´ o minimizante (ou
soluc¸a˜o o´ptima) global se
f(x∗) ≤ f(x),∀x ∈ X ,
sendo f(x∗) o mı´nimo de f em X (ou valor o´ptimo).
Definic¸a˜o 12 A soluc¸a˜o admiss´ıvel x0, do problema de MP (2.1), e´ um minimizante local
se e so´ se existe uma vizinhanc¸a V (x0) de Rn de x0, tal que x0 e´ o minimizante global do
problema
min f(x)
s.a hi(x) = 0, i ∈ I
gj(x) ≤ 0, j ∈ J
x0 ∈ V (x0).
Definic¸a˜o 13 Dado um problema de MP na forma (2.1) e uma sua soluc¸a˜o admiss´ıvel
x¯ ∈ X , ao conjunto
Ja(x¯) = I ∪ {j ∈ J : gj(x¯) = 0} ,
chama-se conjunto de ı´ndices activos, sendo as correspondentes restric¸o˜es desigualdades
designadas restric¸o˜es activas em x¯ e as restric¸o˜es gj(x¯) < 0, restric¸o˜es passivas em x¯.
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Definic¸a˜o 14 O problema de MP na forma (2.1) diz-se convexo se X for um conjunto
convexo em Rn e se f : Rn → R for uma func¸a˜o convexa.
A Programac¸a˜o Convexa e´ uma a´rea da MP que estuda problemas convexos.
Proposic¸a˜o 7 Dado um problema convexo de MP, cada soluc¸a˜o local e´ a sua soluc¸a˜o
global.
Classes particulares de problemas convexos de Programac¸a˜o Matema´tica
Problemas de Programac¸a˜o Linear (LP)
Chama-se problema geral de LP a um problema na forma (2.1) onde X e´ definido pelas
restric¸o˜es (2.2) e (2.3) e onde as func¸o˜es f , hi, i ∈ I e gj, j ∈ J sa˜o func¸o˜es lineares.
E´ evidente que se trata de um problema convexo.
Problemas de Programac¸a˜o Semidefinida (SDP)









Aixi + A0, em que Ai ∈ S(s), i = 1, ..., n sa˜o matrizes reais sime´tricas.
O problema e´ convexo se a func¸a˜o f e´ convexa.
Problemas de Programac¸a˜o Na˜o Linear (NLP, Nonlinear Programming)
E´ fa´cil verificar que um problema de NLP e´ convexo se as func¸o˜es hi sa˜o lineares e as
func¸o˜es f e gj sa˜o convexas.
Problemas de Programac¸a˜o Quadra´tica






s.a gj(x) ≤ 0, j ∈ J,
(2.5)
onde Q e´ uma matriz n× n sime´trica, d um vector de Rn e as func¸o˜es gj sa˜o lineares.
10
CAPI´TULO 2. PROGRAMAC¸A˜O SEMIDEFINIDA
O problema e´ convexo se a func¸a˜o objectivo f(x) = 1
2
xTQx + dTx for convexa, e para
isso, Q tem de ser semidefinida positiva.
Problemas de Programac¸a˜o Semi-Infinita (SIP, Semi-infinite Programming)
A designac¸a˜o programac¸a˜o semi-infinita surge quando um problema tem um nu´mero
finito de varia´veis sujeito a um nu´mero infinito de restric¸o˜es ou um nu´mero infinito de
varia´veis sujeito a um nu´mero finito de restric¸o˜es.




s.a g(x, t) ≤ 0,∀t ∈ T ∈ Rs,
(2.6)
onde T e´ o conjunto compacto de ı´ndices.
Este problema e´ convexo se a func¸a˜o f e´ convexa e as func¸o˜es g(x, t), com t ∈ T, sa˜o
convexas em relac¸a˜o a x.
2.1.3 Condic¸o˜es de optimalidade para problemas de Programac¸a˜o
Matema´tica
Dado um problema de MP e uma sua soluc¸a˜o admiss´ıvel, e´ importante saber verificar
se esta soluc¸a˜o e´ o´ptima. As condic¸o˜es de optimalidade (necessa´rias e suficientes) sa˜o as
condic¸o˜es que permitem caracterizar a optimalidade de uma soluc¸a˜o.
Na caracterizac¸a˜o da optimalidade e´ atribu´ıdo um papel importante a`s chamadas qua-
lificac¸o˜es de restric¸o˜es (CQ). Estas sa˜o condic¸o˜es que se impo˜em nas restric¸o˜es do problema
de MP (finito ou infinito) para garantir que determinadas condic¸o˜es de optimalidade se-
jam satisfeitas. Se uma CQ na˜o for satisfeita na˜o podemos garantir que as condic¸o˜es de
optimalidade sa˜o realmente necessa´rias.
A t´ıtulo de exemplo, enunciamos treˆs CQ habitualmente usadas para problemas de
NLP (ver Beck [4], Mangasarian [40], Nocedal e Wright [45]).
1. LICQ - Linear Independence Constraint Qualification (Independeˆncia Linear): os
gradientes das restric¸o˜es desigualdade activas e os gradientes das restric¸o˜es igualdade
em x∗ ∈ X sa˜o linearmente independentes;
2. MFCQ - Mangasarian-Fromowitz Constraint Qualification: existe w ∈ Rn tal que
5hi(x∗)Tw = 0,∀i ∈ I e 5gj(x∗)Tw < 0,∀j ∈ Ja(x∗) ∩ J, e os gradientes das
restric¸o˜es igualdade sa˜o linearmente independentes em x∗ ∈ X ;
3. Condic¸a˜o de Slater (ou condic¸a˜o de admissibilidade estrita): existe um ponto ad-
miss´ıvel x¯ ∈ X tal que todas as restric¸o˜es desigualdade sa˜o estritamente satisfeitas
em x¯, ou seja, gj(x¯) < 0,∀j ∈ J.
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A condic¸a˜o de Slater e´ a mais forte das CQ’s apresentadas. Facilmente se verifica que
LICQ implica MFCQ, mas que o rec´ıproco nem sempre e´ verdade (ver [45]).
A func¸a˜o de Lagrange e´ uma func¸a˜o importante para introduc¸a˜o de condic¸o˜es de opti-
malidade e que esta´ na base da teoria de dualidade em Optimizac¸a˜o.




s.a hi(x) = 0, i ∈ I (2.8)
gj(x) ≤ 0, j ∈ J. (2.9)
a` func¸a˜o L(x, λ, µ) tal que x ∈ Rn, λ ∈ R|I|, µ ∈ R|J |+







chama-se func¸a˜o de Lagrange ou Lagrangeano deste problema.
Aos coeficientes λi, com i ∈ I, e µj, com j ∈ J, chamam-se multiplicadores de Lagrange
e ao vector (λ, µ) , com λ = (λi, i ∈ I) e µ = (µj, j ∈ J), chama-se vector dos multipli-
cadores de Lagrange.
As condic¸o˜es de Karush-Kuhn-Tucker (KKT), introduzidas por Karush, Kuhn e Tucker,
sa˜o conhecidas como as condic¸o˜es necessa´rias de optimalidade de I Ordem.
No teorema que se segue formulamos estas condic¸o˜es.
Teorema 1 Seja x∗ ∈ X um minimizante do problema (2.7)-(2.9) e assuma-se que uma
das qualificac¸o˜es de restric¸o˜es esta´ satisfeita em x∗. Neste caso, existe um vector de mul-
tiplicadores de Lagrange (λ∗, µ∗) =
(
λ∗i , i ∈ I;µ∗j , j ∈ J
)
tal que as seguintes condic¸o˜es sa˜o
satisfeitas em (x∗, λ∗, µ∗) :
∇xL(x∗, λ∗, µ∗) = 0, (2.10)
hi(x
∗) = 0, ∀i ∈ I, (2.11)
gj(x
∗) ≤ 0,∀j ∈ J, (2.12)
µ∗j ≥ 0,∀j ∈ J, (2.13)
µ∗jgj(x
∗) = 0,∀j ∈ J. (2.14)
A prova deste teorema pode ser encontrada, por exemplo, em Nocedal e Wright [45]
(pa´gina 341).
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As condic¸o˜es KKT sa˜o condic¸o˜es necessa´rias e na˜o suficientes. Uma determinada
soluc¸a˜o admiss´ıvel x∗ ∈ X pode satisfazer as condic¸o˜es KKT e na˜o ser minimizante do
problema, por isso precisamos de condic¸o˜es de optimalidade mais fortes. Estas condic¸o˜es
sa˜o condic¸o˜es necessa´rias de II Ordem e condic¸o˜es suficientes de optimalidade.
No entanto, se o problema (2.7)-(2.9) e´ convexo, enta˜o as condic¸o˜es KKT do Teorema 1
sa˜o tambe´m condic¸o˜es suficientes de optimalidade (ver Bazaraa [3], Helmberg [21], Nocedal
e Wright [45]).
2.2 Problemas de Programac¸a˜o Semidefinida Linear
Um problema linear de SDP consiste na minimizac¸a˜o ou maximizac¸a˜o de uma func¸a˜o
objectivo linear sujeita a` condic¸a˜o de que a func¸a˜o matricial linear seja semidefinida e pode
ser formulado na forma seguinte:
min cTx
s.a A(x)  0, (2.15)




Aixi + A0, (2.16)
onde Ai ∈ S(s), com i = 0, 1, ..., n e as matrizes A1, . . . , An sa˜o linearmente independentes.
Existem va´rias formulac¸o˜es alternativas para um problema de SDP (ver Helmberg [21],
Vandenberghe e Boyd [59], Wolkowicz et al. [67]); no entanto, todas sa˜o equivalentes a`
forma (2.15). Vamos obter uma delas usando a operac¸a˜o trac¸o.





Aixi + S = −A0
S  0,
(2.17)
onde x ∈ Rn e S sa˜o as varia´veis.
Como as matrizes Ai, i = 1, ..., n, sa˜o linearmente independentes, o conjunto
V =
{
S = −A0 −
n∑
i=1
Aixi : x ∈ Rn
}
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e´ um subconjunto afim de S(s) de dimensa˜o n. De acordo com Wolkowicz et al. [67],
existem matrizes Gj ∈ S(s), com j = 1, ..., k, onde k = 12s(s + 1) − n, e um vector
g = (g1, ..., gk) ∈ Rk tal que o conjunto V admite a representac¸a˜o equivalente
V = {S ∈ S(s) : tr(GjS) = gj, j = 1, ..., k} .
Pode-se determinar uma matriz G0 ∈ S(s) que satisfaz
tr(G0Ai) = −ci, i = 1, ..., n, (2.18)
onde c ∈ Rn, e tal que
cTx = tr(G0S) + tr(G0A0).
Esta igualdade e´ facilmente obtida, uma vez que






Aixi = −A0 − S











= tr(G0S) + tr(G0A0).
Desta forma, podemos reformular o problema de SDP (2.15) como
min tr(G0S)
s.a tr(GjS) = gj, j = 1, ..., k
S  0.
(2.19)
Exemplo 6 Considere-se o problema de SDP:
minx12
s.a
 0 x12 0x12 x22 0
0 0 1 + x12




 0 −1 0−1 0 0
0 0 −1
x12 +
 0 0 00 −1 0
0 0 0
x22 +
 0 0 00 0 0
0 0 −1
  0.
Note-se que este problema e´ um problema na forma (2.15), com c = (1, 0)T e
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A0 =
 0 0 00 0 0
0 0 −1
 , A1 =
 0 −1 0−1 0 0
0 0 −1
 e A2 =




 x11 x12 x13x12 x22 x23
x13 x23 x33
 uma matriz sime´trica 3× 3.
Vamos mostrar que existem matrizes Gj ∈ S(3), j = 1, ...4 e um vector g ∈ R4 tal que
tr (GjS) = gj, j = 1, ..., 4. (2.21)
Repare-se que estamos a` procura de umas quaisquer matrizes sime´tricas 3× 3 e de um
vector de dimensa˜o 4 que satisfac¸am as condic¸o˜es (2.21).
De facto, se escolhermos as matrizes
G1 =




 , G2 =
 1 0 00 0 0
0 0 0
 , G3 =
 0 0 10 0 0
1 0 0
 , G4 =




g = [1 0 0 0]T ,
substituindo-os nas condic¸o˜es (2.21), obtemos
tr (G1S) = g1 ⇔ −x12 + x33 = 1⇔ x33 = 1 + x12
tr (G2S) = g2 ⇔ x11 = 0
tr (G3S) = g3 ⇔ 2x13 = 0⇔ x13 = 0
tr (G4S) = g4 ⇔ 2x23 = 0⇔ x23 = 0
e conclu´ımos que a matriz de restric¸o˜es do problema (2.20) satisfaz estas condic¸o˜es.
Vamos agora determinar a matriz G0 ∈ S(3) na forma G0 =








tr (G0Ai) = −ci, i = 1, 2 (2.22)
cTx = tr (G0S) + tr (G0A0) . (2.23)
Enta˜o, por (2.22), sendo c1 = 1 e c2 = 0, temos
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tr (G0A2) = 0⇔ g022 = 0.
Para verificarmos a condic¸a˜o (2.23), precisamos de determinar tr (G0A0) e tr (G0S) .
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onde S e´ uma matriz sime´trica 3× 3.
Notemos que um problema de Programac¸a˜o Linear pode ser considerado como um caso
particular de SDP; para isso temos de supoˆr que as matrizes Ai sa˜o diagonais.
Dado um vector v ∈ Rn, designamos por diag(v) a matriz n × n cujos elementos da
diagonal sa˜o as componentes do vector v e os restantes elementos sa˜o nulos.
Consideremos o problema de LP na forma
min cTx
s.a Bx+ b ≤ 0 (2.24)
onde B ∈ Rs×n, b, c, x ∈ Rn e a desigualdade significa desigualdade componente a compo-
nente.
E´ evidente que, dado um vector v ∈ Rn, v ≤ 0 se e so´ se a matriz diag(v) e´ semidefinida
negativa.
Enta˜o, podemos reformular o problema (2.24) na forma (2.15), se suposermos
A0 = diag(b) e Ai = diag(B
i), i = 1, ..., n,
onde Bi ∈ Rs, com i = 1, ..., n, e´ a i−e´sima coluna (vector) da matriz B.
Exemplo 7 Dado o problema de LP:
min −x1 + x2
s.a x1 − x2 ≥ 1
2x1 − x2 ≤ −4
−x1 + 2x2 ≤ 2,
a formulac¸a˜o equivalente como problema de SDP e´:
min − x1 + x2




Aixi + A0, com
A0 =
 1 0 00 4 0
0 0 −2
 , A1 =
 −1 0 00 2 0
0 0 −1
 e A2 =
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Ao longo deste trabalho vamos chamar ao problema (2.15) problema primal de SDP.
Vamos mostrar que um problema de SDP e´ um problema convexo.
A func¸a˜o f e´ linear, logo convexa e para mostrar que o conjunto admiss´ıvel do problema
X = {x ∈ Rn : A  0} e´ convexo, vamos mostrar que A(λx + (1 − λ)y)  0 para todo o
x ∈ X e y ∈ X e todo o λ ∈ [0, 1].
De facto,
A (λx+ (1− λ)y) = A0 +
n∑
i=1
Ai(λxi + (1− λ)yi)
= A0 + λ
n∑
i=1




= λA0 + (1− λ)A0 + λ
n∑
i=1




= λA(x) + (1− λ)A(y)  0, uma vez que 1− λ ≥ 0.
Assim, podemos concluir que o problema (2.15) e´ convexo.
2.3 Dualidade em Programac¸a˜o Semidefinida
A dualidade e´ uma ferramenta poderosa e amplamente utilizada em Optimizac¸a˜o por
uma se´rie de razo˜es (Klerk [27]).
Seguidamente, vamos considerar algumas noc¸o˜es de dualidade aplicadas a SDP.
Dado o problema primal de SDP na forma (2.15), a func¸a˜o de Lagrange associada ao
problema e´ a func¸a˜o










com Z ∈ P(s) e x ∈ Rn.
A` matriz Z chama-se varia´vel dual associada ao problema primal (2.15).
Usando as propriedades da func¸a˜o tr(.), a func¸a˜o de Lagrange pode ainda ser escrita
da seguinte forma:
























(tr (ZAi) + ci)xi, com Z ∈ P(s) e x ∈ Rn.
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(tr (ZAi) + ci)xi.






















O problema dual (2.26) pode ser transformado na forma:
max tr (A0Z)
s.a − tr (AiZ) = ci,∀i = 1, . . . , n
Z  0.
(2.27)
Note-se que (2.27) tem a forma (2.19), que por sua vez e´ equivalente a um problema de
SDP na forma (2.15).
Nota 3 A dualidade e´ sime´trica, no sentido em que o dual do dual e´ o primal (ver Wolkow-
icz et al. [67]).
Exemplo 8 Consideremos o problema representado no Exemplo 6, (2.20).
De acordo com a Definic¸a˜o 16 e como (2.26) pode ser transformado em (2.27), o dual
do problema (2.20) tem a forma:
max tr (A0Z)
s.a − tr (A1Z) = c1
−tr (A2Z) = c2
Z  0
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onde Z ∈ R3×3 e´ a varia´vel dual, c1 = 1, c2 = 0 e as matrizes A0, A1 e A2 sa˜o dadas por
A0 =
 0 0 00 0 0
0 0 1
 , A1 =
 0 1 01 0 0
0 0 1
 , A2 =
 0 0 00 1 0
0 0 0
 . (2.28)
Tendo em considerac¸a˜o (2.28), o problema dual ao problema (2.20) pode ser escrito na
forma
max tr















Notemos que, uma vez que Z = [zij] ∈ S(3) e´ uma matriz sime´trica, o u´ltimo problema
pode ser reescrito na forma mais simples
max z33
s.a − 2z12 − z33 = 1
z22 = 0
z11, z13, z23, z33 ≥ 0,
que e´ um problema de LP, e que pode ser transformado num problema de SDP na forma
(2.15) (ver Exemplo 7).
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com Z ∈ R2×2.
Fazendo uma adequada mudanc¸a de sinal na func¸a˜o objectivo e nas restric¸o˜es, este
problema e´ da forma (2.27), ou seja, e´ o problema dual do problema:
max x1 + x2
















A teoria da dualidade em SDP tem muito em comum com a de LP, no entanto e´ mais
especial (ver Klerk [27], Krishnan [35]). Tal como acontece em LP, a propriedade que
vamos apresentar tambe´m se verifica em SDP, para qualquer par de soluc¸o˜es primal-dual
admiss´ıveis.
Propriedade 3 (Dualidade Fraca) Sejam x ∈ Rn uma soluc¸a˜o admiss´ıvel do problema
primal (2.15) e Z ∈ P(s) uma soluc¸a˜o admiss´ıvel do problema dual (2.27). Neste caso
cTx ≥ tr (A0Z) .
Prova: De facto, sendo p = cTx e d = tr (A0Z) , o valor p− d vem como




























A desigualdade resulta do facto de, tendo em conta que −A0−
n∑
i=1











Assim, obtemos p ≥ d, para quaisquer x, soluc¸a˜o admiss´ıvel do problema primal, e Z,
soluc¸a˜o admiss´ıvel do dual.
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Desta forma, a propriedade fica provada. 
Tendo em considerac¸a˜o a propriedade de dualidade fraca, qualquer soluc¸a˜o do problema
dual induz um limite inferior para o valor o´ptimo da func¸a˜o objectivo do problema primal
(ver Wolkowicz [64]).
Vamos introduzir a definic¸a˜o de desvio de dualidade (em ingleˆs, “duality gap”).
Definic¸a˜o 17 Denotemos por p∗ = cTx∗ o valor o´ptimo (caso exista) da func¸a˜o objectivo
do problema primal (2.15) e por d∗ = tr(A0Z∗) o valor o´ptimo (caso exista) da func¸a˜o
objectivo do seu dual (2.27). A` diferenc¸a
p∗ − d∗ (2.30)
chama-se desvio de dualidade.
Tendo em considerac¸a˜o a propriedade de dualidade fraca, somos levados a concluir que
o desvio de dualidade (2.30) e´ na˜o negativo, ou seja, sempre esta´ satisfeito p∗ − d∗ ≥ 0.
Da teoria de LP e´ sabido que, se o problema (primal ou dual) tiver soluc¸a˜o o´ptima,
enta˜o o seu problema dual tambe´m tem soluc¸a˜o o´ptima e o desvio de dualidade e´ nulo (ver,
por exemplo, Kolman e Beck [30]). Esta propriedade na˜o e´ va´lida para problemas de SDP.
Para ilustrar esta situac¸a˜o, vamos considerar os seguintes exemplos.















































CAPI´TULO 2. PROGRAMAC¸A˜O SEMIDEFINIDA
E´ fa´cil verificar que a soluc¸a˜o o´ptima do problema primal tem de satisfazer as condic¸o˜es
x1 ≥ 0 e x1x2 − 1 ≥ 0.
Assim, x∗1 = 1 e x
∗






Em relac¸a˜o ao problema dual, a sua soluc¸a˜o o´ptima tem de satisfazer as seguintes
condic¸o˜es:







Dadas as soluc¸o˜es o´ptimas dos problemas primal e dual, obtemos p∗ = 1 e d∗ = 0. Neste
caso, o desvio de dualidade p∗ − d∗ = 1 e na˜o e´ nulo.





































A soluc¸a˜o o´ptima do primal tem de verificar as condic¸o˜es:
−x12 ≥ 0 e x2 ∈ R.
A desigualdade so´ se verifica se x∗1 = 0. Enta˜o, p
∗ = 0.
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, z3 = 0, z1 ≥ 0 e z1z3 − z22 ≥ 0.
E´ evidente que estas condic¸o˜es sa˜o incompat´ıveis, uma vez que a u´ltima condic¸a˜o na˜o
e´ verificada para z2 =
1
2
. Conclu´ımos que o problema dual na˜o admite soluc¸a˜o admiss´ıvel.
Atentemos agora num exemplo em que o desvio de dualidade e´ nulo.















































Obtemos p∗ = d∗ = 0 e a propriedade de dualidade forte e´ satisfeita.
Definic¸a˜o 18 Dado o problema de SDP (2.15), dizemos que a condic¸a˜o de Slater esta´
satisfeita se
∃x¯ ∈ Rn : A(x¯) ≺ 0.
O teorema que se segue permite-nos concluir que, se a condic¸a˜o de Slater esta´ satisafeita
no problema primal de SDP, enta˜o e´ satisfeita a dualidade forte.
Teorema 2 (Dualidade Forte) Suponhamos que as restric¸o˜es do problema (2.15) satis-
fazem a condic¸a˜o de Slater. Enta˜o o problema (2.15) e o seu dual na forma (2.27) admitem
soluc¸o˜es o´ptimas e o desvio de dualidade e´ nulo, ou seja, p∗ = d∗.
A demonstrac¸a˜o deste resultado pode ser consultada em Vandenberghe e Boyd [59]
(pa´gina 18).
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2.4 Condic¸o˜es de Optimalidade para Problemas de
SDP
Baseado em Klerk [27], Wolkowicz [65], vamos apresentar um teorema que permite
caracterizar as soluc¸o˜es de um problema de SDP como o´ptimas.





Aixi + S = −A0
S  0,
onde x ∈ Rn e S ∈ S(s) sa˜o as varia´veis.
Consideremos tambe´m o seu problema dual na forma (2.27):
max tr (A0Z)
s.a − tr (AiZ) = ci,∀i = 1, . . . , n
Z  0.
Teorema 3 (Condic¸o˜es Suficientes de optimalidade) Sejam (x∗, S∗) soluc¸a˜o admiss´ıvel do
problema primal de SDP (2.17) e Z∗ soluc¸a˜o admiss´ıvel do problema dual (2.27). Se as








2. −tr (AiZ∗) = ci, i = 1, ..., n
3. S∗Z∗ = 0
enta˜o (x∗, S∗) e´ soluc¸a˜o o´ptima de (2.17) e (Z∗) , soluc¸a˜o o´ptima de (2.27).
A condic¸a˜o 1 e´ chamada condic¸a˜o de admissibilidade primal; a` condic¸a˜o 2 chamamos
condic¸a˜o de admissibilidade dual. A condic¸a˜o 3 e´ usualmente designada condic¸a˜o de com-
plementaridade (“complementary slackness”).
Em Klerk [27], esta´ demonstrado que quando a condic¸a˜o de Slater esta´ satisfeita, enta˜o
as condic¸o˜es do Teorema 3 sa˜o condic¸o˜es necessa´rias e suficientes de optimalidade.
Teorema 4 Supondo que a condic¸a˜o de Slater e´ satisfeita tanto no problema primal (2.17)
como no dual (2.27), enta˜o o sistema de condic¸o˜es 1-3 do Teorema 3 reu´ne as condic¸o˜es
necessa´rias e suficientes para que as soluc¸o˜es admiss´ıveis (x∗, S∗) e Z∗ dos problemas pri-
mal e dual, respectivamente, sejam soluc¸o˜es o´ptimas para estes problemas.
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De acordo com o que foi dito e com Bonnans e Shapiro [7], as condic¸o˜es de optimalidade
para um problema primal de SDP podem ser formuladas da seguinte forma:
Teorema 5 Supondo que e´ satisfeita a condic¸a˜o de Slater para as restric¸o˜es do problema
de SDP (2.15), enta˜o x∗ ∈ Rn e´ soluc¸a˜o o´ptima deste problema se e so´ se existe uma
matriz Z∗ ∈ P(s) tal que
tr (Z∗Aj) + cj = 0, j = 1, ..., n
tr (Z∗A(x∗)) = 0,
onde s e´ a dimensa˜o das matrizes quadradas Aj, com j = 1, ..., n.












Vamos verificar que a soluc¸a˜o admiss´ıvel x∗ = 1 e´ soluc¸a˜o o´ptima do problema. Neste
exemplo s = 2 e n = 1.











Vamos verificar se as condic¸o˜es do Teorema 5 sa˜o satisfeitas.
tr (Z∗A1) + c = 0



















− 2 = 0, como queriamos verificar.
Portanto, x∗ = 1 e´ soluc¸a˜o o´ptima do problema.
Se o problema de SDP na˜o satisfaz a condic¸a˜o de Slater, enta˜o as condic¸o˜es do Teorema
5 na˜o garantem a optimalidade e sa˜o necessa´rios estudos especiais.
Podemos concluir que a condic¸a˜o de Slater e´ uma condic¸a˜o importante para a carac-
terizac¸a˜o de optimalidade.
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2.5 Regularidade de problemas de Programac¸a˜o
Semidefinida
Vimos anteriormente que na˜o se consegue garantir a dualidade forte em SDP sem que
se considerem satisfeitas certas condic¸o˜es de regularidade, como por exemplo, a condic¸a˜o
de Slater (Freund e Sun [13]).
Segundo Klerk [27], para garantir a dualidade forte para problemas na˜o regulares (em
que na˜o e´ satisfeita qualquer condic¸a˜o de regularidade), e´ poss´ıvel aplicar um processo
chamado regularizac¸a˜o. O procedimento de regularizac¸a˜o comec¸a com uma soluc¸a˜o ad-
miss´ıvel inicial e reduz o programa primal, num nu´mero finito de passos, a um programa
regular. O procedimento faz uso da noc¸a˜o de cone minimal de P(s), Pf (s) (ver Gruber,
Rendl e Wolkowicz [20] e Ramana, Tunc¸el e Wolkowicz [51] onde se podem encontrar todas
as justificac¸o˜es para este processo de regularizac¸a˜o).
Recentemente, tem-se dado especial atenc¸a˜o a` classificac¸a˜o de problemas de SDP do
ponto de vista da regularidade (ver Freund, Ordo´n˜ez e Toh [12], Gruber, Rendl e Wolkowicz
[20], Jansson [24], Jansson et al. [25], Kostyukova e Tchemisova [32]).
Segundo Jansson [24], sa˜o frequentes situac¸o˜es em que os dados do problema podem
na˜o ser totalmente conhecidos e/ou precisos, e isto pode conduzir a termos problemas de-
signados usualmente por ill-posed (“mal colocados”ou “mal comportados”). Um problema
well-posed e´ usualmente tido como um problema que admite uma u´nica soluc¸a˜o o´ptima e
que essa soluc¸a˜o depende continuamente dos dados, caso contra´rio, o problema e´ ill-posed.
Um problema ill-conditioned (“mal condicionado”) e´ um problema em que um erro inicial
dos dados conduz a resultados erro´neos.
Ha´ diferentes caracterizac¸o˜es ou definic¸o˜es para um problema ser ill-posed : em Freund,
Ordo´n˜ez e Toh [12], os problemas que apresentam nu´mero de condic¸a˜o de Renegar infinito,
C(d) =∞, sa˜o considerados ill-posed e em Wolkowicz [66], o autor define que um problema
e´ ill-posed se na˜o verificar a condic¸a˜o de Slater. No entanto, no trabalho de Jansson et al.
[25], os problemas sa˜o considerados ill-posed se o limite superior para o valor o´ptimo do
problema, p¯∗, for infinito. Neste artigo e´ dada especial atenc¸a˜o aos problemas que o autor
considera ill-posed e que na˜o satisfazem a condic¸a˜o de Slater.
Embora na˜o se tenha conseguido encontrar resultados que estabelecem uma relac¸a˜o
expl´ıcita entre condic¸a˜o de Slater e ill-posedness dos problemas de SDP, existem indicac¸o˜es
de que esta ligac¸a˜o se verifica. O estudo entre duas definic¸o˜es de regularidade para pro-
blemas de SDP, do ponto de vista da satisfac¸a˜o da condic¸a˜o de Slater, e do ponto de vista
da definic¸a˜o de ill-posedness dada por Jansson, e´ um dos objectivos deste trabalho.
2.6 Aplicac¸o˜es de Programac¸a˜o Semidefinida
Nas u´ltimas de´cadas, tem-se verificado que a SDP se aplica a uma grande variedade de
a´reas de investigac¸a˜o, incluindo a teoria dos grafos, geometria, sistemas e teoria do controlo,
optimizac¸a˜o combinato´ria, computac¸a˜o quaˆntica, data mining, algoritmos de aproximac¸a˜o,
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estat´ıstica (ver Goemans [16], Helmberg [21], Klerk [27], Todd [54], Vandenberghe e Boyd
[59]).
Nesta secc¸a˜o, fazemos refereˆncia a algumas das aplicac¸o˜es e reunimos alguns exemplos
que ilustram a aplicabilidade de SDP nos dias que correm.
2.6.1 Problemas Combinato´rios
A SDP e´ uma ferramenta importante para o desenvolvimento de algoritmos de apro-
ximac¸a˜o para problemas combinato´rios NP−dif´ıceis (para consulta detalhada sugerimos
os compeˆndios Goldreich [18] e Viggo et al. [62]). O primeiro algoritmo de aproximac¸a˜o que
usa SDP deve-se a Goemans e Williamson (1995) e foi constru´ıdo para resolver o problema
do corte ma´ximo (max-cut) (ver Goemans [16]).
Dado um grafo G, pretende-se determinar uma partic¸a˜o do conjuntos dos seus ve´rtices
(atrave´s de um corte) em dois subconjuntos de forma a maximizar o nu´mero de arestas
que ligam ve´rtices destes subconjuntos.
Uma versa˜o deste problema, chamada corte de peso ma´ximo (weighted max-cut), consi-
dera que cada aresta tem um determinado peso associado e o objectivo e´ maximizar, na˜o o
nu´mero de arestas, mas o peso total das arestas com extremos em subconjuntos de ve´rtices
diferentes.
O exemplo que se segue foi retirado de Goemans [16].
Exemplo 14 Consideremos um grafo G = (V,E) , onde V corresponde ao conjunto dos
ve´rtices e E e´ o conjunto das arestas do grafo. Seja ωij o peso associado a` aresta {i, j} ,
onde i, j ∈ V.
Pretendemos determinar uma partic¸a˜o do conjunto V de ve´rtices em dois subconjuntos,
S e S¯, tal que V = S ∪ S¯ e S ∩ S¯ = ∅.
Modelo de resoluc¸a˜o:
O problema do corte de peso ma´ximo pode ser formulado como um problema de Pro-
gramac¸a˜o Quadra´tica inteira.
Se yi = 1 para i ∈ S e yi = −1 caso contra´rio, enta˜o o valor do corte de peso ma´ximo




ωij (1− yiyj) .
Assim, a formulac¸a˜o como problema de Programac¸a˜o Quadra´tica inteira e´






s.a yi = 1 para i ∈ S
yi = −1 para i ∈ S¯ (2.31)
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Podemos formular o problema do corte de peso ma´ximo como um problema de SDP.
Consideremos a matriz U = [uij] , com uij = yiyj, onde i, j ∈ V e, tendo em conta que
yi = 1 para i ∈ S e yi = −1 caso contra´rio, todos os elementos da diagonal da matriz
U sa˜o iguais a 1. Em Goemans [16] esta´ justificado porque esta matriz U e´ semidefinida
positiva.
Assim, de acordo com Goemans [16], a formulac¸a˜o como problema de SDP e´






s.a uii = 1, ∀i ∈ V
U = [uij]  0, i, j ∈ V. (2.32)
2.6.2 Ana´lise de Clusters e Data Mining
Um outro exemplo pra´tico da aplicac¸a˜o de SDP, que surge em data mining, e´ em ana´lise
de cre´dito. Tomar a decisa˜o se uma empresa e´ merecedora de cre´dito ou na˜o, tem os seus
riscos, e e´ evidente que e´ importante diminuir o risco na concessa˜o de cre´dito.
O exemplo que se segue, adaptado de Konno et al. [31], ilustra uma forma poss´ıvel
de prever se uma empresa e´ solvente ou insolvente. Este exemplo esta´ relacionado com o
problema de separac¸a˜o o´ptima entre duas classes.
Exemplo 15 Consideremos que temos uma base de dados financeiros relativos a empre-
sas ja´ catalogadas como solventes ou insolventes. Vamos usar estes dados para conseguir
predizer, a partir de um novo exemplo, se a empresa e´ solvente ou insolvente. Assim, a
partir dos dados de que dispomos, vamos resolver o problema de maneira a que os resulta-
dos obtidos possam ser usados como base para uma classificac¸a˜o de um grande nu´mero de
empresas de forma automa´tica.
Modelo de resoluc¸a˜o:
Se se representar todas as empresas na forma de pontos de Rn, a ideia de resoluc¸a˜o
consiste em encontrar uma superf´ıcie de separac¸a˜o que divida o conjunto dos pontos em
dois grupos.
Essa superf´ıcie separadora pode ser um hiperplano, caso os dados sejam linearmente
separa´veis. Mas, pode na˜o existir um hiperplano que separe linearmente dois grupos. As-
sim, torna-se necessa´rio encontrar uma fronteira de decisa˜o na˜o linear.
Consideremos A a classe associada a empresas solventes e B a classe associada a em-
presas insolventes. Sejam ai ∈ Rn, com i = 1, ...,m, e bl ∈ Rn, com l = 1, ..., h, os
respectivos vectores de dados financeiros.
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Se os dados forem linearmente separa´veis, existe um vector (c, c0) ∈ Rn+1 tal que
cTai > c0, i = 1, ...,m (2.33)
cT bl < c0, l = 1, ..., h. (2.34)
Enta˜o o seguinte hiperplano separa as duas classes:
H =
{
x ∈ Rn : cTx = c0
}
.
As condic¸o˜es (2.33) e (2.34) sa˜o equivalentes a
cTai ≥ c0 + 1, i = 1, ...,m
cT bl ≤ c0 − 1, l = 1, ..., h. (2.35)
Consideremos uma margem em torno da superf´ıcie separadora que permita evidenciar
a separac¸a˜o das classes, e que, enquanto treinamos o classificador, permita que haja alguns
erros na classificac¸a˜o de empresas. Assim,
cTai < c0 + 1, i = 1, ...,m, sera˜o as empresas da classe A que sa˜o classificadas como
pertencentes a B,
cT bl > c0 − 1, l = 1, ..., h sera˜o as empresas da classe B que sa˜o classificadas como
pertencentes a A.
A` ma´ classificac¸a˜o dos dados vamos associar os seguintes valores:
dados ai, i = 1, ...,m: yi e´ a distaˆncia de ai ao hiperplano c
Tx = c0 + 1,
dados bl, l = 1, ..., h: zl e´ a distaˆncia de bl ao hiperplano c
Tx = c0 − 1.
Figura 2.1: Hiperplano discriminante com uma margem para dados mal classificados.
(Adaptada de Konno et al. [31])
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Vamos minimizar a soma dos erros de classificac¸a˜o e portanto, podemos formular o











s.a aTi c+ yi ≥ c0 + 1, i = 1, ...,m
bTl c+ zl ≤ c0 − 1, l = 1, ..., h
yi ≥ 0, i = 1, ...,m
zl ≥ 0, l = 1, ..., h,
(2.36)
onde λ ∈ ]0, 1[ , e´ uma constante que representa a importaˆncia relativa ao custo associado
a uma ma´ classificac¸a˜o de empresas.
As varia´veis neste problema sa˜o c, c0, y1, ..., ym, z1, ..., zh.
Supomos agora que os dados na˜o sa˜o linearmente separa´veis. Neste caso pretendemos
encontrar uma superf´ıcie de separac¸a˜o que seja quadra´tica.











s.a aTi Dai + a
T
i c+ yi ≥ c0 + 1, i = 1, ...,m
bTl Dbl + b
T




onde D ∈ S(n).
Aqui, a superf´ıcie separadora e´ dada por
Q =
{
x ∈ Rn : xTDx+ xT c = c0
}
,
e yi e zl sa˜o as varia´veis que representam as distaˆncias dos exemplos mal classificados a`s
superf´ıcies quadra´ticas xTDx+ xT c = c0 + 1 e x
TDx+ xT c = c0 − 1, respectivamente.
Para evitar que a configurac¸a˜o da superf´ıcie de separac¸a˜o seja muito complicada e que
se gere uma regia˜o que conduza a um sobreajustamento dos dados, vamos exigir que uma
das regio˜es criadas pela superf´ıcie de separac¸a˜o seja convexa.
Para isso vamos exigir que D seja semidefinida positiva ou negativa. Se D  0, enta˜o
vai ser gerado um elipso´ide (ver [6]) que conte´m os exemplos de empresas insolventes no
seu interior; se D  0, enta˜o vai ser gerado um elipso´ide que conte´m os exemplos de
empresas solventes no seu interior.
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s.a aTi Dai + a
T
i c+ yi ≥ c0 + 1, i = 1, ...,m
bTl Dbl + b
T





A u´ltima restric¸a˜o permite gerar um elipso´ide que conte´m ai, i = 1, ...,m, no interior.
Desta forma, conseguimos gerar um elipso´ide que engloba os exemplos classificados
como solventes, ou seja, exemplos que pertenc¸am a` classe A. Os exemplos que na˜o se
encontram no interior do elipso´ide, sera˜o classificados como empresas insolventes (classe
B).
2.6.3 Engenharia e Controlo
Exemplo 16 Muitos problemas de engenharia e controlo envolvem a determinac¸a˜o de
valores pro´prios de matrizes sime´tricas.
Por exemplo, numa aplicac¸a˜o de controlo, o maior valor pro´prio da matriz represen-
tativa do sistema dinaˆmico representa a estabilidade do sistema, e portanto, e´ deseja´vel
minimizar esse valor de modo a garantir uma maior estabilidade 1, enquanto que numa
aplicac¸a˜o de engenharia e ana´lise estrutural, o menor valor pro´prio da matriz do modelo
pode representar a carga de compressa˜o que o material suporta sem que haja ruptura, e
enta˜o, sera´ deseja´vel maximizar esse valor.
Assim, o problema de minimizar o maior valor pro´prio de uma func¸a˜o matricial A(x),
definida em (2.16), pode ser formulado como um problema convexo (ver Boyd et al. [9])
de SDP:
minλ
s.a λI −A(x)  0, (2.39)
onde x ∈ Rn e λ ∈ R sa˜o varia´veis.
1Um sistema e´ esta´vel se os valores pro´prios da matriz representativa do sistema pertencem ao semiplano
complexo negativo.
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De forma ana´loga, o problema de maximizar o menor valor pro´prio pode ser formulado
como
maxλ
s.a A(x)− λI  0. (2.40)
2.7 Me´todos de resoluc¸a˜o de problemas de SDP
Ha´ va´rios me´todos que podem ser usados na resoluc¸a˜o de programas semidefinidos.
Neste trabalho reunimos informac¸a˜o sobre um dos me´todos que teˆm sido citados por diver-
sos autores, como Helmberg [21], Helmberg et al. [22], Wolkowicz et al. [67], Wolkowicz [65]
e no site [69]. Nas mesmas refereˆncias podem ser encontradas descric¸o˜es de outros me´todos,
como por exemplo, o me´todo dos elipso´ides, o me´todo Bundle espectral e o me´todo do la-
grangeano aumentado generalizado.
Os problemas de SDP sa˜o resolvidos eficientemente por me´todos de ponto interior. Tais
me´todos foram desenvolvidos primeiramente para LP, no in´ıcio dos anos 80, por Karmarkar
(ver Helmberg [21]). Apo´s alguma controve´rsia sobre o desempenho do me´todo, diversos
trabalhos mostraram que variac¸o˜es deste me´todo apresentavam desempenho computacional
superior ao Simplex. Mais tarde, ja´ nos anos 90, Nesterov e Nemirovski desenvolveram uma
teoria para problemas convexos gerais e Alizadeh, apresentou uma forma simples e unifi-
cada de estender os me´todos de ponto interior de LP para SDP (ver [35]).
Nesta secc¸a˜o, vamos descrever um algoritmo que pode ser usado para resolver proble-
mas de SDP: o me´todo (de ponto interior) primal-dual apresentado em Helmberg et al.
[22] (denominado abordagem segundo HRVW), que resolve os problemas primal e dual
simultaneamente. Este me´todo e´ tambe´m conhecido na literatura como o me´todo XZ.
Resolvemos incidir sobre o me´todo primal-dual segundo a direcc¸a˜o HRVW, porque
experieˆncias nume´ricas em [70] sugerem que este tipo de me´todos apresenta bons resultados
mesmo quando na˜o esta´ satisfeita a condic¸a˜o de Slater.
Apresentamos em A.1 um quadro que reflecte o resultado do estudo que fizemos, re-
unindo as experieˆncias nume´ricas com o programa CSDP dispon´ıveis na internet com os
resultados que obtivemos sobre a regularidade dos problemas. A partir deste quadro, pode-
mos verificar que as soluc¸o˜es determinadas pelo programa sa˜o muito pro´ximas dos valores
reais, independentemente do problema de SDP ser ou na˜o regular (no sentido de satisfazer
ou na˜o a condic¸a˜o de Slater).
Me´todo primal-dual de ponto interior
O me´todo primal-dual de ponto interior pode ser desenvolvido atrave´s da aplicac¸a˜o do
me´todo de Newton a`s condic¸o˜es de optimalidade excluindo as restric¸o˜es de na˜o-negatividade
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e incluindo uma perturbac¸a˜o, µ, nas condic¸o˜es de complementaridade.
Consideremos o problema primal de SDP na forma (2.17).
Os algoritmos de ponto interior comec¸am com uma soluc¸a˜o inicial escolhida dentro do
cone das matrizes sime´tricas semidefinidas positivas, P(n). Para evitar sair do cone durante
o processo de optimizac¸a˜o, a resoluc¸a˜o do programa original e´ substitu´ıda pela sequeˆncia
de resoluc¸o˜es aproximadas de problemas auxiliares de barreira. Estes problemas admitem
um termo de barreira na func¸a˜o objectivo, dado por µ log det(S). A µ > 0 chamamos
paraˆmetro de barreira e a log det(S) chamamos func¸a˜o de barreira.
Seja o problema (2.17) modificado (ou perturbado) da seguinte forma:




Aixi + S = −A0
S  0.
(2.41)
A func¸a˜o de Lagrange associada a este problema e´






Aixi + A0 + S
))
(2.42)
As condic¸o˜es de optimalidade de KKT, ale´m de necessa´rias sa˜o tambe´m suficientes,




Aixi + A0 + S = 0,
tr (AiZ) + ci = 0, i = 1, ..., n,
−µS−1 + Z = 0.
(2.43)
A condic¸a˜o −µS−1 +Z = 0 e´ equivalente a ZS − µI = 0, onde I e´ a matriz identidade
de dimensa˜o s. Esta condic¸a˜o chama-se condic¸a˜o de complementaridade perturbada (ver
Wolkowicz [65]).
Considerando o sistema 
n∑
i=1
Aixi + S = −A0
tr (AiZ) = −ci, i = 1, ..., n
S  0, Z  0
ZS = µI
(2.44)
o conjunto {(x, S, Z) : 0 ≤ µ <∞} designa-se por trajecto´ria central.
A trajecto´ria central e´ uma curva suave e cont´ınua. Para um µ > 0 fixo, tem-se um
u´nico ponto (x(µ), S(µ), Z(µ)) na trajecto´ria central.
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Suponhamos que (x∗, S∗) e Z∗ sa˜o a soluc¸a˜o o´ptima do primal e dual, respectivamente,




(x(µ), S(µ), Z(µ)) = (x∗, S∗, Z∗).
Dado um ponto da trajecto´ria central, podemos obter o valor de µ.
Aplicando a operac¸a˜o trac¸o a ambos os membros da condic¸a˜o de complementaridade
perturbada, obtemos
tr(ZS) = tr(µI) = sµ,






O me´todo comec¸a pela escolha de uma toleraˆncia ε e de um ponto (x0, S0, Z0), com
S0  0 e Z0  0, na vizinhanc¸a da trajecto´ria central.
Na k−e´sima iterac¸a˜o tem-se xk = xk(µ), Sk = Sk(µ), Zk = Zk(µ) a aproximac¸a˜o
corrente.
O valor corrente de µk e´ calculado usando (2.45) com uma pequena diferenc¸a: dividimos
a expressa˜o por 2. Segundo Helmberg et al. [22], a experieˆncia de LP sugere que esta





e verifica-se o crite´rio de paragem: tr(ZkSk) ≤ ε.
Se o crite´rio de paragem e´ satisfeito, o algoritmo termina e a soluc¸a˜o corrente e´ a soluc¸a˜o
do problema.
Se o crite´rio na˜o esta´ satisfeito, encontra-se uma direcc¸a˜o admiss´ıvel4d = (4x,4S,4Z)
a partir da iterada corrente, de tal forma que o novo ponto (xk+4x, Sk+4S,Zk+4Z) caia
na trajecto´ria central. Para isso resolve-se pelo me´todo de Newton o sistema de equac¸o˜es













+ ci = 0, i = 1, ..., n
RC := Z
kSk − µI = 0
Linearizando este sistema, obtemos
n∑
i=1
Ai4xi +4S = −RP
tr (Ai4Z) = −RD, i = 1, ..., n
Zk4S +4ZSk = −RC .
(2.46)
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Como em geral, as matrizes S e Z na˜o comutam (ver Helmberg [21]), representa-se 4S
na forma 4S = 4Sˆ+4SˆT
2
. Trata-se da abordagem “HRVW”. Esta abordagem permite que
4S na˜o seja necessariamente sime´trica. A ideia e´ substituir esta expressa˜o em (2.46) e
resolver o sistema resultante, obtendo a direcc¸a˜o 4d = (4x,4S,4Z).
Para garantir que as matrizes Sk e Zk sejam definidas positivas, determina-se um passo,
denotando por αP e αD, (encontrados a partir de uma pesquisa linear) e enta˜o temos o
novo ponto
(xk+1, Sk+1, Zk+1) = (xk + αP4x, Sk + αP4S,Zk + αD4Z).
Actualiza-se o valor de µ e repete-se o processo ate´ que o crite´rio de paragem seja sat-
isfeito. De acordo com Helmberg et al. [22], a convergeˆncia do me´todo e´ polinomial.
2.8 Resoluc¸a˜o nume´rica dos problemas de SDP
Existem diferentes solvers (comerciais ou na˜o) para resoluc¸a˜o de problemas de SDP.
A maior parte dos solvers utilizam o me´todo primal-dual segundo a direcc¸a˜o HRVW
descrito em 2.7, ou verso˜es dele, como e´ o caso do SDPA, CSDP, SDPT3 e SeDuMi. Os
programas baseados neste me´todo apresentam resultados bastante satisfato´rios.
Os solvers mais usados para resoluc¸a˜o de problemas de SDP computacionalmente esta˜o
descritos na tabela A.2, que se encontra em anexo.
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Cap´ıtulo 3
Subespac¸o de I´ndices Imo´veis no
estudo do problema linear de SDP
O objectivo principal desta dissertac¸a˜o e´ estudar a regularidade dos problemas de SDP.
Ale´m das conhecidas condic¸o˜es que regularidade, como por exemplo, a condic¸a˜o de Slater,
existem diferentes definic¸o˜es de regularidade (ver Jansson [24], Klerk [27], Wolkowicz [66]).
Em Kostyukova e Tchemisova [32] foi introduzida a noc¸a˜o de subespac¸o de ı´ndices
imo´veis para problemas lineares de SDP e foi mostrado que este subespac¸o e´ nulo para
problemas regulares (em que se verifica que a condic¸a˜o de Slater esta´ satisfeita). Foi
tambe´m apresentado um algoritmo de determinac¸a˜o deste subespac¸o.
Neste cap´ıtulo, vamos descrever o me´todo de construc¸a˜o do subespac¸o de ı´ndices
imo´veis.
3.1 Definic¸o˜es e Resultados
Consideremos o problema (2.15) de SDP definido no cap´ıtulo anterior:
min cTx
s.a A(x)  0,
onde x ∈ Rn e A(x) :=
n∑
j=1
Ajxj + A0, e as matrizes Aj ∈ S(s), s > 1, para todo o
j = 0, 1, ..., n.
O conjunto de soluc¸o˜es admiss´ıveis para o problema (2.15) e´
X = {x ∈ Rn : A(x)  0} .
A restric¸a˜o A(x)  0 no problema de SDP (2.15) e´ equivalente ao sistema infinito de
desigualdades
lTA(x)l ≤ 0,∀l ∈ Rs. (3.1)
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Sem perda de generalidade, podemos supoˆr que para cada vector l em (3.1) esta´ sa-
tisfeito ‖l‖ = 1, onde ‖.‖ e´ uma qualquer norma vectorial. Aqui vamos usar a norma
euclideana: ‖l‖ =
√
l21 + ...+ l
2
s , l ∈ Rs.
Vamos escrever o problema de SDP (2.15) na forma equivalente
min cTx
s.a lTA(x)l ≤ 0,∀l ∈ L, (3.2)
onde
L := {l ∈ Rs : ‖l‖ = 1} . (3.3)
O problema (3.2) e´ um problema de Programac¸a˜o Semi-Infinita (SIP), com um nu´mero
infinito de restric¸o˜es na forma
ϕ(x, l) = lTA(x)l ≤ 0, l ∈ L,
com L definido em (3.3). Estas restric¸o˜es sa˜o lineares em termos da varia´vel x e quadra´ticas
em termos do ı´ndice l. E´ evidente que (3.2) e´ um problema convexo.
O conjunto admiss´ıvel do problema (3.2) tem a forma{
x ∈ Rn : lTA(x)l ≤ 0,∀l ∈ L} ,
e coincide com o conjunto admiss´ıvel do problema (2.15):
X = {x ∈ Rn : A(x)  0} = {x ∈ Rn : lTA(x)l ≤ 0, ∀l ∈ L} .




s.a A(x)  0,


























l ≤ 0,∀l ∈ L,




s.a l21x1 + l
2
2x2 + 2l1l2 ≤ 0,∀l ∈ L =
{
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Seguem-se algumas noc¸o˜es que sa˜o cruciais ao desenvolvimento do trabalho e que vamos
introduzir de acordo com Kostyukova e Tchemisova [32].
Definic¸a˜o 19 Um ı´ndice l ∈ L e´ chamado imo´vel relativamente a`s restric¸o˜es do problema
de SIP (3.2) se lTA(x)l = 0,∀x ∈ X .
Vamos designar o conjunto de ı´ndices imo´veis no problema (3.2) por L∗ :
L∗ =
{
l ∈ L : lTA(x)l = 0,∀x ∈ X} . (3.5)
Definic¸a˜o 20 Dizemos que as restric¸o˜es do problema semi-infinito (3.2) satisfazem a
condic¸a˜o de Slater se
∃x¯ ∈ Rn tal que lTA(x¯)l < 0, ∀l ∈ L. (3.6)
Em [32], foi provado que se as restric¸o˜es de um problema convexo de SIP satisfazem a
condic¸a˜o de Slater, enta˜o o conjunto de ı´ndices imo´veis e´ vazio, e o rec´ıproco tambe´m e´
verdade. Formulamos a proposic¸a˜o (adaptada da Proposic¸a˜o 2 em [32]) que nos permite
afirmar o que foi dito.
Proposic¸a˜o 8 Dado o problema convexo de SIP (3.2) tal que X 6= ∅, enta˜o as seguintes
condic¸o˜es sa˜o equivalentes:
R1: As restric¸o˜es do problema (3.2) satisfazem a condic¸a˜o de Slater.
R2: O conjunto de ı´ndices imo´veis (3.5) do problema (3.2) e´ vazio: L∗ = ∅.
Prova: Vamos provar que R1 ⇒ R2. Suponhamos que X 6= ∅ e que as restric¸o˜es do
problema (3.2) satisfazem a condic¸a˜o de Slater. Enta˜o,
∃x¯ ∈ X tal que lTA(x¯)l < 0,∀l ∈ L,
o que implica que, qualquer que seja l ∈ L, na˜o se verifica que para todo x ∈ X
lTA(x)l = 0.
Assim, L∗ = ∅.
A implicac¸a˜o rec´ıproca e´ demonstrada em [32]. 
Como os problemas (2.15) e (3.2) sa˜o equivalentes, podemos transpoˆr a noc¸a˜o de ı´ndices
imo´veis para o problema de SDP. Formulamos enta˜o a proposic¸a˜o (Proposic¸a˜o 3 em [32]):
Proposic¸a˜o 9 Dado o problema de SDP na forma (2.15), as restric¸o˜es deste problema
satisfazem a condic¸a˜o de Slater se e so´ se o conjunto de ı´ndices imo´veis L∗ e´ vazio, onde
L∗ e´ definido por (3.5).
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Em [32], foi demonstrado que o conjunto L∗ em (3.5) pode ser representado na forma:
L∗ = L ∩M, (3.7)
onde M e´ um subespac¸o de espac¸o vectorial Rs dado por
M := {l ∈ Rs : lTA(x)l = 0,∀x ∈ X} = {l ∈ Rs : A(x)l = 0,∀x ∈ X}
e chamado subespac¸o de ı´ndices imo´veis do problema de SDP (2.15).
Tendo em conta a Proposic¸a˜o 9, pode-se concluir que o problema de SDP (2.15) satisfaz
a condic¸a˜o de Slater se e so´ se M e´ nulo.
Seja a dimensa˜o de M igual a s∗ : dim(M) = s∗ ≤ s.
De acordo com [32], o conjunto admiss´ıvel do problema (2.15) pode ser representado
na forma
X = {x ∈ Rn : A(x)mi = 0, i = 1, ..., s∗, lTA(x)l ≤ 0,∀l ∈M⊥} ,
ondeM⊥ e´ o complemento ortogonal do subespac¸oM em Rs. A u´ltima representac¸a˜o do
conjunto X pode ser reescrita na forma matricial
X = {x ∈ Rn : A(x)M = 0, NTA(x)N  0} ,
onde M = (mi, i = 1, ..., s
∗) ∈ Rs×s∗ e´ a matriz ba´sica do subespac¸o M e N ∈ Rs×p∗ , com
p∗ = s− s∗, e´ a matriz ba´sica de M⊥, complemento ortogonal de M em Rs.
Consideremos o conjunto convexo Q = {x ∈ Rn : A(x)M = 0} .




s.a NTA(x)N  0.
(3.8)




s.a lTA(x)l ≤ 0,∀l ∈ L ∩M⊥.
(3.9)
De acordo com o Lema 2 em [32], o problema de SDP (3.8) satisfaz a condic¸a˜o
∃x¯ ∈ Q : NTA(x¯)N ≺ 0.
Esta u´ltima condic¸a˜o e´ chamada em [32] condic¸a˜o do tipo de Slater e esta´ provado que
esta condic¸a˜o garante que as condic¸o˜es de optimalidade para os problemas equivalentes
(2.15) e (3.8) sa˜o as seguintes:
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Teorema 6 (Teorema 3 em [32]) Uma soluc¸a˜o admiss´ıvel x∗ ∈ Rn e´ o´ptima para o pro-





k + cj +
s∗∑
i=1
γTi Ajmi = 0, j = 1, ..., n, (3.10)
onde Θ (x∗) =
{
θk ∈ Rp∗ : θk 6= 0, θkTNTA(x∗)Nθk = 0} .
Note-se que o Teorema 6 e´ o crite´rio de optimalidade para o problema (2.15) e este
crite´rio na˜o exige qualificac¸o˜es de restric¸o˜es. Por exemplo, na˜o e´ necessa´rio que o pro-
blema de SDP (2.15) satisfac¸a a condic¸a˜o de Slater.
Segue-se um exemplo para mostrarmos a aplicac¸a˜o do Teorema 6.




s.a A(x)  0,
(3.11)











Verifica-se que as restric¸o˜es deste problema na˜o satisfazem a condic¸a˜o de Slater, e que
o subespac¸o de ı´ndices imo´veis tem a forma
M = {l = (0, l2) ∈ R2} .
Consideremos x∗ = 0, uma soluc¸a˜o admiss´ıvel. Vamos verificar para x∗ as condic¸o˜es
de optimalidade do Teorema 6.
Uma vez que a dimensa˜o de M e´ igual a s∗ = 1, podemos considerar que a matriz







composta por um u´nico vector, que vamos denotar por m1.
Como p∗ = s − s∗, neste caso p∗ = 1 e podemos supoˆr que uma matriz ba´sica do







Determinemos o conjunto Θ (x∗):
Θ (x∗) =
{
θ ∈ R : θ 6= 0, θTNTA(x∗)Nθ = 0}
=
{
θ ∈ R : θ 6= 0, θ2NTA(x∗)N = 0} .
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Uma vez que









θ ∈ R : θ 6= 0, θT θ = 0}
e portanto, somos levados a concluir que Θ (x∗) = ∅.
De acordo com o Teorema 6, x∗ = 0 e´ soluc¸a˜o o´ptima do problema (3.11) se e so´ se
existe o vector γ = (γ1, γ2)
T ∈ R2 tal que











= 0⇔ 2+[ −γ2 −γ1 ] [ 01
]
= 0⇔ 2−γ1 = 0⇔ γ1 = 2
e γ2 ∈ R.
Admitindo, por exemplo, que γ2 = 1, enta˜o, encontra´mos um vector γ = (2, 1)
T que
satisfaz (3.10), e portanto, de acordo com o Teorema 6, a soluc¸a˜o admiss´ıvel x∗ = 0 e´
soluc¸a˜o o´ptima para o problema de SDP (3.11).
Note-se que a dimensa˜o do subespac¸o M de ı´ndices imo´veis reflecte o grau de irregu-
laridade do problema de SDP:
• se dim(M) = s, enta˜o o grau de irregularidade e´ ma´ximo;
• se dim(M) = 1, enta˜o o grau de irregularidade e´ mı´nimo.
Em [32] foi demonstrado que existem situac¸o˜es em que as condic¸o˜es cla´ssicas de opti-
malidade podem na˜o permitir concluir sobre a optimalidade de determinada soluc¸a˜o ad-
miss´ıvel do problema de SDP na forma (2.15), mas as condic¸o˜es de optimalidade que usam
os vectores ba´sicos do subespac¸o de ı´ndices imo´veis sa˜o eficientes.
Torna-se enta˜o necessa´rio desenvolver um me´todo que nos permita verificar se um dado
problema de SDP e´ regular, ou seja, se satisfaz a condic¸a˜o de Slater, e no caso em que na˜o
e´ regular, encontrar a base do subespac¸o de ı´ndices imo´veis.
Em [32] e´ apresentado um algoritmo que encontra uma base do subespac¸o de ı´ndices
imo´veis de um problema de SDP num nu´mero finito de passos. As autoras chamaram-lhe
Algoritmo DIIS - Algorithm of Determination of the Immobile Index Subspace.
O estudo deste algoritmo e a sua implementac¸a˜o sa˜o os objectivos principais deste
trabalho. O algoritmo foi implementado em MatLab e testado usando diversos problemas
de SDP existentes na literatura.
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3.2 Algoritmo DIIS
3.2.1 Descric¸a˜o do Algoritmo DIIS
Dado um problema de SDP na forma (2.15), o Algoritmo DIIS determina uma base
M = (mi, i = 1, ..., s
∗) do subespac¸o de ı´ndices imo´veis, M⊂ Rs, dim(M) = s∗.
Supomos que o problema de SDP linear na forma (2.15) tem o conjunto de soluc¸o˜es ad-
miss´ıveis, X = {x ∈ Rn : A (x)  0} na˜o vazio 1 e s > 1, com s ∈ N, onde s e´ a dimensa˜o
do espac¸o das matrizes sime´tricas do problema que se esta´ a considerar.
Fac¸a-se I1 = ∅ e k = 1.
Iterac¸a˜o Geral: No in´ıcio da k-e´sima iterac¸a˜o do algoritmo, e´ conhecido um conjunto
de vectores linearmente independentes mi ∈M, i ∈ Ik, onde Ik e´ o conjuntos dos ı´ndices
constru´ıdo na iterac¸a˜o anterior.
Fac¸a-se pk = s−
∣∣Ik∣∣ e encontre-se a soluc¸a˜o












lTi mj = 0 , j ∈ Ik, i = 1, . . . , pk.
(3.13)
Este sistema consiste num nu´mero finito de equac¸o˜es.
Se o sistema (3.13) na˜o tem soluc¸a˜o, enta˜o os vectores mi, com i ∈ Ik, formam uma
base do subespac¸o M ([32]).
Caso contra´rio, considere-se a soluc¸a˜o (3.12) do sistema (3.13). Seja
{
mi, i ∈ 4Ik
}
,
4Ik = {∣∣Ik∣∣+1, . . . , ∣∣Ik∣∣+sk} , sk ≥ 1, e´ o subconjunto maximal dos vectores linearmente
independentes do conjunto {li, i = 1, . . . , pk}.
Uma vez que, por construc¸a˜o,
pk∑
i=1
‖li‖2 = 1 ,
1O estudo da admissibilidade do problema esta´ fora dos objectivos deste trabalho. No entanto, notemos
que existem estudos que permitem verificar se um dado problema e´ ou na˜o admiss´ıvel, como por exemplo,
[25, 48].
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conclu´ımos que 4Ik 6= ∅.
Faz-se Ik+1 = Ik ∪4Ik, k = k + 1 e repete-se a iterac¸a˜o.
E´ evidente que o algoritmo pa´ra apo´s um ma´ximo de s iterac¸o˜es.
Suponha-se que o Algoritmo DIIS parou apo´s k∗ iterac¸o˜es, com k∗ ≤ s. Considerem-
-se os vectores mi , com i ∈ Ik∗ e seja s∗ =
∣∣Ik∗∣∣ o nu´mero de vectores mi. Pela sua
construc¸a˜o, sabe-se que estes vectores sa˜o linearmente independentes. Denote-se por M¯ ⊂
Rs o subespac¸o gerado pelos vectores anteriores.
O teorema que se segue (Teorema 6 em [32]) prova que o conjunto M¯ coincide com o
subespac¸o de ı´ndices imo´veis M do problema.
Teorema 7 Dado o problema de SDP na forma (2.15), com o conjunto de soluc¸o˜es ad-
miss´ıveis, X , na˜o vazio, o conjunto M¯, constru´ıdo pelo Algoritmo DIIS, e´ o subespac¸o de
ı´ndices imo´veis no problema (2.15).
3.2.2 Exemplos de aplicac¸a˜o do algoritmo DIIS















































Vamos encontrar uma base M do subespac¸o de ı´ndices imo´veis, usando o Algoritmo
DIIS.
Seja k = 1, I1 = ∅.
Calculamos p1 = s− |I1| . Logo, p1 = 2− 0 = 2.
Resolvemos o sistema: 
2∑
i=1





em termos de vectores l1 = (l11, l12)
T e l2 = (l21, l22)
T . Ou seja,
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
lT1 A0l1 + l
T
2 A0l2 = 0
lT1 A1l1 + l
T
2 A1l2 = 0
lT1A2l1 + l
T
2 A2l2 = 0
lT1A3l1 + l
T
2 A3l2 = 0
‖l1‖2 + ‖l2‖2 = 1.
Este sistema pode ser reescrito na forma mais expl´ıcita em termos de componentes de













































































de onde obtemos 
−l112 − 2l11l12 − l212 − 2l21l22 = 0
l11l12 + l21l22 = 0
l11
2 + l11l12 + l21
2 + l21l22 = 0
3l11
2 + 2l11l12 + 3l21






Resolvendo este u´ltimo sistema, obtemos
l11 = 0
l21 = 0
l222 = 1− l212
l12 ∈ R
.
Supondo, por exemplo, que l12 = 0.1, obtemos l22
2 = 1− 0.12, e logo l22 = 0.995.
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E´ evidente que o subconjunto maximal de vectores linearmente independentes em {l1, l2}
e´ constitu´ıdo por um u´nico vector, logo s1 = 1 e 4I1 = {|I1|+1} = {0 + 1} = {1} . Pode-
mos supoˆr que m1 = l1 e, sendo assim,
{








I2 = I1 ∪4I1, portanto, I2 = ∅ ∪ {1} = {1} .
Seja agora k = 2.
Calculamos p2 = s− |I2| e enta˜o, p2 = 1.
Resolvemos o sistema nas inco´gnitas l1 e γ1:
lT1A0l1 + γ
T
1 A0m1 = 0
lT1A1l1 + γ
T
1 A1m1 = 0
lT1A2l1 + γ
T
1 A2m1 = 0
lT1A3l1 + γ
T
1 A3m1 = 0
‖l1‖2 + ‖l2‖2 = 1
lT1m1 = 0
Substituindo, l1 = (l11, l12)
T , γ1 = (γ11, γ12)

















































































−1− 0.1γ11 = 0
0.1γ11 = 0
2 + 0.1γ11 = 0
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Logo, podemos concluir que as restric¸o˜es do problema (3.15) na˜o satisfazem a condic¸a˜o
de Slater, uma vez que o subespac¸o de ı´ndices imo´veis, M, e´ na˜o nulo.
Exemplo 20 Considere-se agora o problema de SDP Linear:
min
x∈R3























Vamos mostrar que, neste caso, o subespac¸o de ı´ndices imo´veis e´ vazio, ou seja, as
restric¸o˜es deste problema satisfazem a condic¸a˜o de Slater.
A dimensa˜o das matrizes Ai , i = 0, 1, 2, 3, e´ 2; portanto, s = 2.
Seja k = 1 , I1 = ∅ e M1 = [ ] .
Calculamos p1 = s− |I1| = 2.
Resolvemos o sistema: 
2∑
i=1





com l1 = (l11, l12)
T e l2 = (l21, l22)
T .
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Este sistema tem a forma 
lT1 A0l1 + l
T
2 A0l2 = 0
lT1 A1l1 + l
T
2 A1l2 = 0
lT1A2l1 + l
T
2 A2l2 = 0
lT1A3l1 + l
T
2 A3l2 = 0
‖l1‖2 + ‖l2‖2 = 1
e pode ser transformado na forma
11l11
2 − 23l122 + 11l212 − 23l222 = 0
10l11
2 + 8l11l12 + 10l21
2 + 8l21l22 = 0
−8l122 − 8l222 = 0









2 − 23l122 + 11l212 − 23l222 = 0
10l11
2 + 8l11l12 + 10l21




















O sistema na˜o tem soluc¸a˜o, por isso, STOP: o subespac¸o de ı´ndices imo´veis M e´ nulo.
O Algoritmo DIIS pa´ra logo na primeira iterac¸a˜o, k∗ = 1, com Ik
∗
= ∅.
Conclu´ımos que as restric¸o˜es do problema exposto satisfazem a condic¸a˜o de Slater, uma
vez que o subespac¸o de ı´ndices imo´veis, M, e´ nulo. Assim, pode-se concluir que se trata
de um problema regular.
3.2.3 Implementac¸a˜o do Algoritmo DIIS
O Algoritmo DIIS foi implementado em MatLab, por ser um ambiente simples de usar
e muito versa´til por ter determinadas func¸o˜es matema´ticas ja´ implementadas que seriam
u´teis para o desenvolvimento do programa.
O programa desenvolvido e´ designado por DIISalgorithm e e´ constitu´ıdo por uma rotina
principal e duas auxiliares.
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A rotina principal, DIISalgorithm, comec¸a por ler o ficheiro em formato SDPA esparso
da informac¸a˜o das matrizes Ai, com i = 0, 1, ..., n; chama a rotina auxiliar nlsys1 para
construir o sistema de equac¸o˜es na˜o lineares para k = 1.
A resoluc¸a˜o do sistema na˜o linear e´ feita na rotina principal, que depois de encontrar
uma soluc¸a˜o, identifica os vectores linearmente independentes e armazena-os numa matriz,
a tal matriz ba´sica do subespac¸o de ı´ndices imo´veis.
Numa qualquer pro´xima iterac¸a˜o, a rotina DIISalgorithm chama a rotina auxiliar nlsys2
para construir o sistema de equac¸o˜es na˜o lineares, onde ja´ constam os vectores γ. O
sistema constru´ıdo vai ser resolvido a partir da func¸a˜o fsolve do MatLab que se encontra na
rotina principal, e mais uma vez, apo´s obter soluc¸a˜o, identificam-se os vectores linearmente
independentes com os vectores ja´ inseridos na matriz ba´sica.
No fim do procedimento, o programa devolve a matriz ba´sica do subespac¸o de ı´ndices
imo´veis ou informa que o subespac¸o e´ nulo..
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4.1 Problemas de teste
Nesta dissertac¸a˜o testa´mos com sucesso 57 problemas de SDP: alguns exemplos da base
SDPLIB, outros da bibliografia.
A SDPLIB e´ uma colecc¸a˜o de problemas teste de SDP Linear, retirados de va´rias
aplicac¸o˜es e de uma vasta bibliografia. Esta base foi tornada pu´blica em 1999 e e´ actu-
alizada pelo seu autor, Brian Borchers, cuja pesquisa se centrou nos me´todos de pontos
interiores para LP e SDP e em aplicac¸o˜es dessas te´cnicas para problemas de optimizac¸a˜o
combinato´ria. A biblioteca SDPLIB e´ de acesso livre na internet, a partir do site:
http://euler.nmt.edu/˜brian/sdplib/sdplib .
A base SDPLIB e´ composta por 92 problemas de SDP Linear, e todos esta˜o armazena-
dos no formato esparso SDPA (sa˜o ficheiro no formato dat-s).
Os problemas usados para teste pertencem a` base de dados de problemas SDPLIB e
outros problemas foram retirados de diversas fontes: K-Tn1,..., K-Tn8, foram constru´ıdos
a partir de problemas considerados em [32]; tutSDPLIB, encontra-se no tutorial da SD-
PLIB [8]; tutSDPAM, foi retirado do tutorial do solver SDPA-M, [14]; helmberg1 de [21];
polik1, polik2, polik3 de [47]; VandBoyd1 de [59]; LuoSturmZhang retirado de [39]; Todd
de [54]; Mitchell2004 de [41]; GaertnerMatousek1, GaertnerMatousek2 retirados de [15];
YumingZhang1995 de [68]; KojimaSDP2006 de [29]; SturmZhang de [53]; FreundSun reti-
rado de [13] e os restantes foram adaptados de [30, 45, 46].
Referimos apenas 57 problemas, porque nestes casos conseguimos obter os resultados
que esta˜o apresentados na tabela 4.1, enquanto que os restantes exemplos da base SDPLIB
que na˜o constam nessa tabela, na˜o nos foi poss´ıvel obter um resultado usando o computa-
dor que t´ınhamos a` disposic¸a˜o para o estudo; o programa devolveu “out of memory”, e
portanto na˜o foi capaz de testar estas instaˆncias.
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4.2 Testes de problemas de SDP com o Algoritmo
DIIS
Os testes nume´ricos foram realizados num computador com sistema operacional Win-
dows 7, processador Intel Core 2 Quad, Q8200 @ 2.33 GHz, com 4 GB de RAM e usando
a versa˜o do MatLab 7.10.0.499 (R2010a).
Os resultados dos testes realizados esta˜o apresentados na tabela 4.1.
As colunas da tabela das experieˆncias nume´ricas a partir do programa DIISalgorithm,
tabela 4.1, representam o seguinte:
• Problema: Nome usado para o problema na base SDPLIB, ou atribu´ıdo neste tra-
balho;
• n: Nu´mero de varia´veis x;
• s: Dimensa˜o das matrizes Ai de restric¸o˜es;
• dim(M): Dimensa˜o da base do subespac¸o de ı´ndices imo´veis M, encontrada pelo
algoritmo;
• iter: Nu´mero de iterac¸o˜es realizadas pelo Algoritmo DIIS;
• tempo(h : min : s : ms): Tempo computacional;
• M e´ nulo: significa que a Condic¸a˜o de Slater e´ satisfeita pelas restric¸o˜es do problema.
Todas as experieˆncias foram realizadas 10 vezes, porque o algoritmo gera aleatoriamente
a aproximac¸a˜o inicial para a soluc¸a˜o do sistema na˜o linear a resolver em cada iterac¸a˜o, e
foram registados os resultados referentes aos tempos mı´nimo e ma´ximo.
As instaˆncias assinaladas com ∗ foram testadas com uma toleraˆncia diferente da toleraˆncia
usada por defeito pelo programa, com o intuito do estudo ser o mais rigoroso poss´ıvel.
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Problema n s dim(M) iter tempomin tempomax M e´ nulo
K-Tn1 1 2 1 2 1s76ms 1s81ms ×
K-Tn2 2 2 1 2 387ms 585ms ×
K-Tn3 3 2 1 2 122ms 135ms ×
K-Tn4 4 2 1 2 93ms 98ms ×
K-Tn5 5 2 1 2 329ms 341ms ×
K-Tn6 6 2 1 2 337ms 339ms ×
K-Tn7 7 2 1 2 361ms 370ms ×
K-Tn8 8 2 1 2 359ms 374ms ×
helmberg1 2 3 1 2 183ms 190ms ×
tutSDPLIB 2 4 0 1 79ms 92ms
√
tutSDPAM 3 2 0 1 39ms 43ms
√
example3isa 2 2 2 2 41ms 47ms ×
VandBoyd1 2 2 1 2 1s546ms 1s995ms ×
LuoSturmZhang 2 3 1 2 698ms 732ms ×
Todd 2 2 1 2 479ms 510ms ×
Mitchell2004 2 3 0 1 111ms 134ms
√
GaertnerMatousek1 2 4 0 1 999ms 1s78ms
√
GaertnerMatousek2 3 6 0 1 154s447ms 169s10ms
√
YumingZhang1995 4 4 3 2 812ms 844ms ×
KojimaSDP2006 4 3 0 1 128ms 193ms
√
Kojima1SDP2006 2 4 0 1 782ms 1s150ms
√
netLPtoSDP1 2 3 0 1 301ms 324ms
√
SturmZhang 3 5 0 1 1s376ms 1s593ms
√
FreundSun 2 3 0 1 375ms 424ms
√
polik1 1 2 1 2 2s578ms 3s126ms ×
polik2 2 3 1 2 852ms 856ms ×
polik3 1 2 1 2 41s55ms 48s940ms ×
LPtoSDP1 2 2 0 1 1s989ms 2s180ms
√
LPtoSDP2 2 3 0 1 381ms 403ms
√
LPtoSDP3 2 3 0 1 214ms 230ms
√
LPtoSDP4 3 2 0 1 1s7ms 1s320ms
√
LPtoSDP5 3 3 0 1 719ms 833ms
√
LPtoSDP6 2 3 0 1 99ms 122ms
√
Tabela 4.1: Resultados obtidos com o Algoritmo DIIS (problemas da bibliografia).
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Problema n s dim(M) iter tempomin tempomax M e´ nulo
control1 21 15 0 1 31s233ms 43s15ms
√
control2 66 30 0 1 6min46s178ms 8min29s348ms
√
control3 136 45 0 1 44min53s5ms 46min43s285ms
√
control4 231 60 0 1 2h38min27s213ms 2h39min19s555ms
√
*hinf1 13 14 0 1 10s134ms 11s75ms
√
*hinf2 13 16 0 1 24h31min58s777ms 24h32min31s602ms
√
hinf3 13 16 16 3 19min10s122ms 19min12s513ms ×
hinf4 13 16 16 3 21min34s234ms 22min1s970ms ×
hinf5 13 16 16 3 26min2s75ms 27min57s550ms ×
hinf6 13 16 16 3 9min2s198ms 9min8s587ms ×
hinf7 13 16 16 4 11min59s349ms 12min58s606ms ×
hinf8 13 16 16 3 20min6s195ms 20min36s404ms ×
hinf9 13 16 16 4 1h54min59s4ms 1h57min30s649ms ×
hinf10 21 18 18 4 1h26min39s788ms 1h33min12s335ms ×
hinf11 31 22 22 3 51min1s164ms 56min17s566ms ×
hinf12 43 24 24 3 3h4min1s45ms 3h5min53s847ms ×
*qap5 136 26 0 1 29h46min58s25ms 29h49min22s367ms
√
*qap6 229 37 0 1 30h20min3s1ms 30h21min59s785ms
√
*qap7 358 50 0 1 31h6min21s3ms 31h8min59s352ms
√
*qap8 529 65 0 1 36h57min45s898ms 36h59min58s692ms
√
theta1 104 50 0 1 28min56s1ms 30min23s210ms
√
truss1 6 13 0 1 2s33ms 2s118ms
√
truss3 27 31 0 1 1min58s347ms 2min3s460ms
√
truss4 12 19 0 1 10s121ms 10s851ms
√
Tabela 4.1: (cont.) Resultados obtidos com o Algoritmo DIIS (problemas da base de dados
de problemas SDPLIB).
Analisando a tabela de resultados 4.1, podemos verificar que dos 57 problemas testados,
27 deles na˜o satisfazem a condic¸a˜o de Slater.
Podemos tambe´m concluir que a dimensa˜o do subespac¸o de ı´ndices imo´veis nos fornece
informac¸a˜o na˜o so´ sobre a regularidade, mas tambe´m, no caso de um problema na˜o ser
regular, o grau de irregularidade de um problema de SDP. Assim, podemos verificar que
todos os problemas da base SDPLIB, bem como o problema example3isa, apresentam grau
de irregularidade ma´ximo (igual ao valor de s para cada um dos problemas), enquanto que
os problemas K-Tn1, ..., K-Tn8, helmberg1, VandBoyd1, LuoSturmZhang, Todd, polik1,
..., polik3 apresentam grau de irregularidade mı´nimo, ou seja, grau 1. Somente o problema
YummingZhang1995 apresenta grau de irregularidade 3, que e´ inferior a s = 4.
54
CAPI´TULO 4. EXPERIEˆNCIAS NUME´RICAS
Toleraˆncias
Os problemas da tabela 4.1 assinalados com ∗, foram testados com va´rias toleraˆncias,
e apenas foram registados os resultados obtidos utilizando as toleraˆncias TolX = 10−12
e TolFun = 10−15 por serem resultados mais refinados, enquanto que os restantes exem-
plos foram testados com toleraˆncias definidas por defeito no programa, TolX = 10−6 e
TolFun = 10−9.
Repetindo as experieˆncias para diferentes valores de toleraˆncias apenas os tempos com-
putacionais foram crescendo a` medida que as toleraˆncias eram diminu´ıdas, produzindo os
mesmos resultados.
Resoluc¸a˜o dos sistemas de equac¸o˜es na˜o lineares
O programa DIISalgorithm usa a func¸a˜o fsolve do MatLab para resolver o sistema de
equac¸o˜es na˜o lineares atrave´s de Me´todos Quasi-Newtonianos. Para aplicar esta func¸a˜o
e´ necessa´rio introduzir uma aproximac¸a˜o inicial. Esta aproximac¸a˜o inicial da soluc¸a˜o do
sistema pode ser introduzida pelo utilizador ou gerada automaticamente pelo programa.
Os resultados apresentados na tabela 4.1 foram obtidos usando uma aproximac¸a˜o inicial
gerada aleatoriamente pelo programa. As experieˆncias efectuadas mostram que a escolha
desta primeira aproximac¸a˜o na˜o tem qualquer relevaˆncia nos resultados obtidos.
4.3 Testes de regularidade de problemas de SDP
O algoritmo DIIS permite verificar se um dado problema de SDP e´ regular.
Em 2.5 foi mencionado que existem estudos que indicam que as noc¸o˜es de na˜o regula-
ridade (quando a condic¸a˜o de Slater na˜o e´ satisfeita) e ill-posedness esta˜o interligadas.
A tabela que se segue permite-nos comparar os resultados obtidos na tabela 4.1 para os
problemas da base SDPLIB com os estudos apresentados em Jansson et al. [25] e Freund,
Ordo´n˜ez e Toh [12].
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Problema n s dim(M) regular DIISalgorithm regular p¯∗ regular C(d)
control1 21 15 0
√ √ √
control2 66 30 0
√ √ √
control3 136 45 0
√ √ √
control4 231 60 0
√ √ √
*hinf1 13 14 0
√ × ×
*hinf2 13 16 0
√ √ √
hinf3 13 16 16 × × ×
hinf4 13 16 16 × × ×
hinf5 13 16 16 × × ×
hinf6 13 16 16 × × ×
hinf7 13 16 16 × × ×
hinf8 13 16 16 × × ×
hinf9 13 16 16 × × √
hinf10 21 18 18 × × ×
hinf11 31 22 22 × × ×
hinf12 43 24 24 × × ×
*qap5 136 26 0
√ × ×
*qap6 229 37 0
√ × ×
*qap7 358 50 0
√ × ×
*qap8 529 65 0
√ × ×
theta1 104 50 0
√ √ √
truss1 6 13 0
√ √ √
truss3 27 31 0
√ √ √
truss4 12 19 0
√ √ √
Tabela 4.2: Estudo de regularidade de problemas de SDP usando o Algoritmo DIIS.
Em relac¸a˜o a` tabela 4.2, podemos conjecturar que o significado de ill-posedness pode
na˜o ser o mesmo da na˜o satisfac¸a˜o da condic¸a˜o de Slater.
Os resultados dos testes apresentados na tabela 4.2 mostram treˆs caracterizac¸o˜es de re-
gularidade que na˜o sa˜o coincidentes. Estas concluso˜es seguem da comparac¸a˜o dos resulta-
dos obtidos (para os problemas constantes da base SDPLIB) com os estudos apresentados
em Jansson et al. [25], onde sa˜o testados problemas de SDP e considerados ill-posed se
o limite superior para o valor o´ptimo do problema p¯∗ for infinito, e em Freund, Ordo´n˜ez
e Toh [12], onde se considera que um problema e´ ill-posed se o nu´mero de condic¸a˜o de
Renegar, C(d), for infinito.
Apresentamos de seguida uma tabela que nos permite comparar, de uma forma mais
vis´ıvel, os nossos resultados de regularidade com os obtidos no estudo de Jansson et al.
[25], onde os autores usam uma outra caracterizac¸a˜o de regularidade.
O programa que implementa´mos, DIISalgorithm, testa a regularidade de um problema
de SDP do ponto de vista de satisfac¸a˜o ou na˜o da condic¸a˜o de Slater.
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A tabela 4.3 reflecte os resultados dos teste dos problemas apresentados na tabela 4.2
do ponto de vista de regularidade (condic¸a˜o de Slater) e de ill-posedness, do ponto de vista
da definic¸a˜o dada por Jansson et al. [25].
Condic¸a˜o de Slater
Regular Na˜o regular
ill-posedness-Jansson Na˜o ill-posed 9 0
Ill-posed 5 10
Tabela 4.3: Comparac¸a˜o de duas definic¸o˜es de regularidade de problemas de SDP.
Analisando esta u´ltima tabela, podemos concluir que as definic¸o˜es de na˜o regularidade
e ill-posedness segundo Jansson sa˜o diferentes, embora para a maioria dos exemplos estes
feno´menos (na˜o regularidade e ill-posedness) acontecem simultaneamente: dos 24 proble-
mas, 9 sa˜o regulares e na˜o ill-posed simultaneamente, e 10 problemas sa˜o na˜o regulares
e ill-posed, mas em 5 casos, o problema satisfaz a condic¸a˜o de Slater (e´ regular) e e´ ill-posed.
Assim, podemos conjecturar que possivelmente a noc¸a˜o de regularidade dada por Jans-
son e´ mais forte e e´ mais dif´ıcil de verificar. Precisar´ıamos de fazer mais testes e estudos
teo´ricos para obter concluso˜es mais rigorosas sobre este assunto.
Tambe´m seria interessante comparar a regularidade (tendo em considerac¸a˜o a condic¸a˜o
de Slater) com a noc¸a˜o de ill-conditioning. Este estudo na˜o foi poss´ıvel, uma vez que na˜o
existem resultados de testes nume´ricos publicados.
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Cap´ıtulo 5
Concluso˜es e Trabalho Futuro
Neste cap´ıtulo sa˜o apresentadas as concluso˜es sobre o trabalho desenvolvido e as pers-
pectivas de trabalho futuro.
5.1 Concluso˜es
Neste trabalho foi estudado um algoritmo que permite testar se um dado problema de
SDP satisfaz a condic¸a˜o de Slater.
Os me´todos que permitem obter boas aproximac¸o˜es da soluc¸a˜o de problemas de SDP
pressupo˜em que as restric¸o˜es do problema satisfac¸am uma condic¸a˜o de regularidade (a
condic¸a˜o de Slater e´ uma das mais fortes), podendo assim aplicar as condic¸o˜es cla´ssicas
de optimalidade. Surge a questa˜o: como proceder quando a condic¸a˜o de Slater na˜o e´
satisfeita?
Em Kostyukova e Tchemisova [32] sa˜o apresentadas condic¸o˜es de optimalidade eficientes
que na˜o exigem que se verifique a condic¸a˜o de Slater. Estas condic¸o˜es esta˜o baseadas
nas noc¸o˜es de ı´ndices e subespac¸o de ı´ndices imo´veis, noc¸o˜es associadas a problemas de
SIP. Foram estudadas as bases teo´ricas que permitem transformar um problema de SDP
num problema de SIP, bem como transpoˆr as noc¸o˜es de ı´ndices e subespac¸o de ı´ndices
imo´veis para o contexto de SDP. Mostrou-se que o conhecimento de uma matriz ba´sica
representativa do subespac¸o de ı´ndices imo´veis permite concluir sobre a regularidade de um
problema de SDP, do ponto de vista de satisfac¸a˜o da condic¸a˜o de Slater. Em Kostyukova e
Tchemisova [32] e´ proposto um algoritmo que permite obter tal matriz, num nu´mero finito
de passos. As autoras chamaram-lhe Algoritmo DIIS.
O objectivo fulcral deste trabalho era o estudo, implementac¸a˜o e teste do Algoritmo
DIIS para testar a regularidade de problemas de SDP, do ponto de vista de satisfac¸a˜o da
condic¸a˜o de Slater. Para os testes foram usados problemas de SDP Linear da literatura e
da base de dados SDPLIB.
Na˜o se conhecem outros estudos onde se teste a condic¸a˜o de Slater (ou outra qualquer
condic¸a˜o de regularidade) para problemas de SDP.
O Algoritmo DIIS foi implementado em MatLab e denominado DIISalgorithm. A im-
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plementac¸a˜o deste algoritmo permitira´ testar a regularidade de problemas de SDP. O
programa devolve a matriz ba´sica do subespac¸o de ı´ndices imo´veis quando as restric¸o˜es do
problema teste na˜o satisfazem a condic¸a˜o de Slater e a sua dimensa˜o permite saber o grau
de irregularidade do problema; doutra forma, informa que o subespac¸o e´ nulo.
Os resultados das experieˆncias mostraram que o programa DIISalgorithm permite testar
problemas de SDP linear com dimensa˜o ate´ 500, dados os recursos computacionais que
dispunhamos. Dos 57 problemas que se conseguiram testar, 27 sa˜o problemas na˜o regulares.
Conclu´ımos que as definic¸o˜es de na˜o regularidade e ill-posedness segundo Jansson na˜o
sa˜o coincidentes, embora para a maioria dos exemplos testados estes feno´menos (na˜o re-
gularidade e ill-posedness) acontecem simultaneamente: dos 24 problemas, 9 sa˜o regulares
e na˜o ill-posed simultaneamente, e 10 problemas sa˜o na˜o regulares e ill-posed, mas em 5
casos, o problema satisfaz a condic¸a˜o de Slater (e´ regular) e e´ ill-posed.
Podemos conjecturar que possivelmente a noc¸a˜o de regularidade dada por Jansson e´
mais forte e e´ mais dif´ıcil de verificar.
Os resultados e concluso˜es apresentados neste trabalho confirmam a potencialidade do
programa DIISalgorithm no teste da regularidade de problemas de SDP.
5.2 Trabalho Futuro
A versa˜o actual do programa DIISalgorithm demonstrou alguma dificuldade em obter
resultados para problemas de SDP de larga escala, na medida em que o computador usado
para o estudo na˜o foi capaz de ler os problemas (out of memory).
Uma melhoria seria ter acesso a um computador com sistema operativo de 64bits,
que permitiria usar mais memo´ria RAM para tentar testar a regularidade de todos os
problemas de SDP dispon´ıveis, bem como aumentar a eficieˆncia e rapidez no ca´lculo atrave´s
de computac¸a˜o paralela.
Poderia tambe´m revelar-se um aperfeic¸oamento, o uso outras linguagens de programac¸a˜o,
como C, para aumentar a eficieˆncia do programa.
No futuro pretendemos:
• aperfeic¸oar o programa para conseguir testar todos os problemas de SDP dispon´ıveis
nas bases de dados de problemas,
• estudar a ligac¸a˜o entre problemas de SIP e SDP,
• continuar o estudo teo´rico da regularidade de problemas de SDP,
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A.1 Resoluc¸a˜o de Problemas de SDP
A tabela A.1 apresenta os resultados do nosso estudo sobre o uso do solver CSDP.
Problema Regular V alor o´ptimo V alor o´ptimo (CSDP )
control1
√
1.7784627e+ 01 1.7784627e+ 01
control2
√
8.3000000e+ 00 8.2999999e+ 00
control3
√
1.3633266e+ 01 1.3633266e+ 01
control4
√
1.9794230e+ 01 1.9794231e+ 01
hinf1
√
2.0325997e+ 00 2.032599709156590162e+ 00
hinf2
√
1.0967056e+ 01 1.096705562104867759e+ 01
hinf3 × 5.6940778e+ 01 5.694077801037055764e+ 01
hinf4 × 2.7476383e+ 02 2.747638302294833466e+ 02
hinf5 × 3.62e+ 02 3.622133170906411124e+ 02
hinf6 × 4.4892775e+ 02 4.489277453469505872e+ 02
hinf7 × 3.90812e+ 02 3.908123265658610990e+ 02
hinf8 × 1.16146e+ 02 1.161459857398232742e+ 02
hinf9 × 2.3624926e+ 02 2.362492582529170022e+ 02
hinf10 × 1.087118e+ 02 1.087118014611462939e+ 02
hinf11 × 6.5862e+ 01 6.586208933139603516e+ 01
hinf12 × 2e− 1 1.861737913545270897e− 10
qap5
√ −4.3600000e+ 02 −4.3600000e+ 02
qap6
√ −3.8143840e+ 02 −3.814384010555183409e+ 02
qap7
√ −4.2481971e+ 02 −4.248197092656959626e+ 02
qap8
√ −7.5695525e+ 02 −7.569552490964156277e+ 02
theta1
√
2.3000000e+ 01 2.3000000e+ 01
truss1
√ −8.9999963e+ 00 −8.999996315286969306e+ 00
truss3
√ −9.1099962e+ 00 −9.109996209202071427e+ 00
truss4
√ −9.0099963e+ 00 −9.009996291004547686e+ 00
Tabela A.1: Estudo da eficieˆncia do solver CSDP.
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Os problemas testados com o programa CSDP pertencem a` base de dados de problemas
de SDP, SDPLIB e encontram-se dispon´ıveis em [70].
Este estudo visa obter uma ideia do comportamento do programa CSDP quando um
problema a resolver e´ na˜o regular. Sabe-se que a maioria dos me´todos de resoluc¸a˜o de
problemas de SDP partem do pressuposto que o problema e´ regular.
Analisando a tabela, podemos concluir que o programa CSDP apresenta resultados
bastante satisfato´rios, mesmo quando a condic¸a˜o de Slater na˜o esta´ satisfeita (segundo os
resultados obtidos com o programa que desenvolvemos, DIISalgorithm).
A.2 Solvers de SDP
Nesta secc¸a˜o apresentamos uma breve compilac¸a˜o de caracter´ısticas de alguns dos mais
populares programas que permitem resolver problemas de SDP linear apresentados na
forma (2.15).
Os programas SDPA, CSDP , SeDuMi e SDPT3 sa˜o bastante esta´veis e produzem
bons resultados (ver Mittelmann [42]).
Em relac¸a˜o ao DSDP parece ser um programa bastante competitivo com os referidos
anteriormente.
Segundo Mittelmann [42], os programas SDPA e CSDP sa˜o bastante robustos e sat-
isfazem as expectativas que o utilizador pode depositar em programas que se baseiam em
me´todos primal-dual.
Todos os solvers apresentados na tabela A.2 suportam o formato esparso SDPA para
os dados de entrada. Este formato sera´ explicado na secc¸a˜o B.3.
Os programas SDPA e CSDP sa˜o os u´nicos especificamente apropriados para resolver
problemas de SDP.
Teˆm sido apresentadas verso˜es destes programas (por exemplo, com uso de ca´lculo
paralelo) por forma a melhorar a eficieˆncia e desempenho na resoluc¸a˜o de problemas.
De seguida apresentamos a tabela A.2 que reu´ne as principais caracter´ısticas de alguns
solvers de problemas de SDP.
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Solver Caracter´ısticas Principais
SDPA Usa um algoritmo baseado no Mehrotra-type predictor-corrector
primal-dual method segundo a abordagem ”HRVW”; apropriado para
resolver problemas de SDP de pequena a me´dia dimensa˜o; implementac¸a˜o
em C++, com interface para MatLab; simples de usar; explora a
estrutura esparsa dos dados de entrada; existe versa˜o para ca´lculo paralelo,
SDPARA, que permite resolver problemas de grande dimensa˜o.
CSDP Na˜o e´ apropriado para second order cone constraints; o co´digo usa uma
versa˜o predictor-corrector do me´todo primal-dual de ponto interior de
HRVW; apropriado para resolver problemas de SDP de pequena a me´dia
dimensa˜o; suporta matrizes com estrutura diagonal por blocos; escrito em C
e pode ser usado no MatLab; existe uma versa˜o para ca´lculo paralelo,
OPENMP.
SeDuMi Permite resolver problemas de optimizac¸a˜o com restric¸o˜es lineares,
quadra´ticas e semidefinidas; adequado para problemas de grande dimensa˜o;
explora a estrutura esparsa das matrizes; implementado em MatLab e C;
usa o me´todo primal-dual de ponto interior usando o esquema
preditor-corrector; torna-se lento e pode esgotar a memo´ria se os
dados na˜o teˆm estrutura diagonal por blocos.
DSDP Programa implementado em C, com interface para o MatLab;
apropriado para problemas de SDP; usa o dual scaling potencial reduction
method ; usa apenas a soluc¸a˜o dual para gerar a direcc¸a˜o, poupando
memo´ria; explora tambe´m a estrutura diagonal por blocos.
SDPT3 Escrito em MatLab com algumas subrotinas em C e em Fortran;
apropriado para problemas de programac¸a˜o co´nica; usa um me´todo primal
-dual de ponto interior com um passo preditor-corrector e com as direcc¸o˜es
HRVW ou de Newton; explora a estrutura esparsa e diagonal por blocos das
matrizes; adequado para problemas de pequenas e me´dias dimenso˜es, no
entanto produziu bons resultados para problemas de grande dimensa˜o.
Tabela A.2: Principais caracter´ısticas dos solvers para problemas de SDP.
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Apeˆndice B
Algoritmo DIIS no MatLab
B.1 Pseudo-co´digo do Algoritmo DIIS em MatLab
Dado um problema de SDP na forma (2.15), o Algoritmo DIIS determina uma base
M = (mi, i = 1, ..., s
∗) do subespac¸o de ı´ndices imo´veis, M⊂ Rn, dim(M) = s∗.
Suponha-se s > 1, com s ∈ N.
Algoritmo DIIS
k = 1, I1 = ∅, M1 = [ ]
repetir
Dados k, Ik e Mk :













lTi mj = 0 , j ∈ Ik, i = 1, . . . , pk.
se o sistema na˜o tem soluc¸a˜o, ent~ao termina e devolve Mk.
sen~ao
Dada a soluc¸a˜o {li, i = 1, . . . , pk} do sistema, com li ∈ Rs :
Construir o conjunto maximal de sk ≤ pk vectores, {m1, . . . ,msk} ⊂ {l1, . . . , lpk},
linearmente independentes dos vectores que constituem a matriz Mk
Fazer 4Ik = {∣∣Ik∣∣+1, . . . , ∣∣Ik∣∣+sk}
Actualizar
Mk+1 = Mk ∪ {mj , j ∈ 4Ik}
Ik+1 = Ik ∪4Ik
Fazer k = k + 1
E´ evidente que o algoritmo pa´ra apo´s um ma´ximo de s iterac¸o˜es, onde s e´ a dimensa˜o
do espac¸o das matrizes sime´tricas do problema que se esta´ a considerar.
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B.2 Detalhes da implementac¸a˜o do Algoritmo DIIS
em MatLab
A implementac¸a˜o do Algoritmo DIIS, DIISalgorithm, na˜o impo˜e que o utilizador tenha
conhecimento profundo do ambiente e da linguagem MatLab. No entanto, o utilizador tem
de fazer uma pequena modificac¸a˜o num ficheiro do MatLab, para que tenha dispon´ıvel a
rotina que permite aceder a` informac¸a˜o dos problemas de SDP linear em formato SDPA
esparso. Esta rotina, bem como o pro´prio solver SDPA-M, esta´ dispon´ıvel a partir da
package SDPA-M, no site
http://grid.r.dendai.ac.jp/sdpa/ .
Esta package conte´m va´rias rotinas destinadas a Windows, Solaris ou Linux. Aqui
mencionamos o processo de instalac¸a˜o da rotina (para Windows) que necessitamos para a
execuc¸a˜o correcta do programa.
E´ enta˜o necessa´rio fazer o download do seguinte ficheiro comprimido em formato ‘zip’:
sdpam.6.2.0.bin.zip .
Depois de descomprimir a package, o utilizador deve copiar os seguintes ficheiros:
• read data.m
• mexsdpa.dll
para a directoria onde pretende trabalhar e onde devera˜o constar tambe´m, o ficheiro do
nosso programa, bem como os exemplos em formato SDPA esparso.
Apo´s copiar os ficheiros, deve alterar-se o ficheiro ‘startupsav.m’ ou ‘startup.m’ (de-
pende das verso˜es do MatLab), que se encontra na directoria
MATLAB\toolbox\local .
O utilizador apenas tem de adicionar o caminho para a directoria de trabalho que criou
anteriormente, da seguinte forma:
no ficheiro ‘startupsav.m’, acrescenta-se uma linha com
addpath <caminho da directoria de trabalho>.
Suponha-se que o caminho da directoria de trabalho e´:
<C:\Users\Isa\Desktop\Isa\matlab exemplos functions\sdpam>;
enta˜o a linha que se deve adicionar ao ficheiro e´ a seguinte:
addpath C:\Users\Isa\Desktop\Isa\matlab exemplos functions\sdpam
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Depois desta alterac¸a˜o ao ficheiro ‘startupsav.m’, o utilizador, quando quiser usar o pro-
grama DIISalgorithm, apenas tem de abrir o MatLab, seleccionar a pasta onde esta˜o todas
as rotinas e ficheiros em formato ‘dat-s’ necessa´rios a` execuc¸a˜o do programa, escrever na
janela de comandos DIISalgorithm e pressionar a tecla ENTER para inicializar o programa.
O programa abre uma caixa com todos os exemplos em formato ‘dat-s’ da directoria
de trabalho e e´ esperado que o utilizador seleccione um deles para o programa comec¸ar o
procedimento de verificac¸a˜o se se trata de um problema regular ou ‘ill-posed’.
A rotina DIISalgorithm precisa resolver um sistema de equac¸o˜es na˜o lineares com re-
curso a` func¸a˜o do MatLab fsolve. Nesta func¸a˜o tanto a aproximac¸a˜o inicial, como as
toleraˆncias para as soluc¸o˜es do sistema podem ser alteradas. Numa primeira fase, e´ per-
guntado ao utilizador se pretende introduzir uma aproximac¸a˜o inicial para a soluc¸a˜o do
sistema na˜o linear ou se aceita que o programa gere aleatoriamente uma aproximac¸a˜o.
Esta aproximac¸a˜o na˜o tem qualquer relevaˆncia nos resultados, serve apenas para determi-
nar uma soluc¸a˜o do sistema, uma vez que e´ usado um Me´todo Quasi-Newtoniano. Quando
a rotina principal chamar a func¸a˜o fsolve pela primeira vez, e´ perguntado ao utilizador
se pretende alterar os valores das toleraˆncias, ou se pretende que se usem as que esta˜o
definidas por defeito; as pro´ximas resoluc¸o˜es dos sistemas na˜o lineares usam as opc¸o˜es
definidas na primeira fase.
Apo´s o programa concluir a verificac¸a˜o, devolve na janela de comandos as seguintes
informac¸o˜es:
• se o sistema de equac¸o˜es na˜o lineares tem ou na˜o soluc¸a˜o;
• se o problema de SDP que estamos a testar satisfaz ou na˜o a condic¸a˜o de Slater;
• a dimensa˜o do subespac¸o M de ı´ndices imo´veis;
• a matriz ba´sica M do subespac¸o de ı´ndices imo´veis;
• o nu´mero de iterac¸o˜es;
• o tempo computacional.
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B.3 Exemplo de um problema linear de Programac¸a˜o
Semidefinida em formato SDPA esparso
Nesta secc¸a˜o explicamos como se cria um ficheiro em formato SDPA esparso, para con-
sequente leitura no programa DIISalgorithm.
O exemplo polik2 da nossa base de dados de problemas de SDP apresenta-se na forma:





0 1 1 1 -1
1 1 2 2 1
2 1 1 1 1
2 1 2 3 1
Na primeira linha escreve-se um comenta´rio, que tem de estar entre aspas.
As pro´ximas 3 linhas correspondem ao nu´mero de varia´veis do problema, ao nu´mero de
blocos diagonais que estamos a querer considerar e a`s dimenso˜es de cada bloco, respecti-
vamente. As dimenso˜es dos blocos podem ser escritas como um vector.
A quinta linha corresponde ao vector dos coeficientes da func¸a˜o objectivo do problema.
As linhas que se seguem correspondem a` informac¸a˜o de cada uma das matrizes Ai, com
i = 0, 1, ..., n. Cada uma destas u´ltimas linhas e´ composta por
i b j k value
onde i e´ o ı´ndice da matriz Ai, b e´ o nu´mero do bloco, j e k correspondem a` entrada
(j, k) da matriz Ai, e value correspondem ao elemento da entrada (j, k) da matriz Ai.
Como consideramos que as matrizes Ai, com i = 0, 1, ..., n, sa˜o matrizes sime´tricas, so´
precizamos guardar a informac¸a˜o da parte triangular superior destas matrizes.
Para criar os ficheiros em formato SDPA esparso em MatLab, abrimos um novo M−file
e escrevemos os dados do problema da forma explicada anteriormente. Ao guardar o
ficheiro, escrevemos o nome que pretendemos dar ao ficheiro e guardamo-lo com a extensa˜o
‘dat-s’; ou seja, o exemplo polik2 foi guardado como polik2.dat-s .
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B.4 Co´digo-fonte do Algoritmo DIIS em Linguagem
MatLab
B.4.1 Rotina principal
A rotina principal testa se um dado problema de SDP satisfaz ou na˜o a condic¸a˜o de
Slater, fazendo uso tambe´m de rotinas auxiliares. No fim do procedimento, a rotina DI-
ISalgorithm devolve a informac¸a˜o apurada sobre a regularidade do problema.
function DIISalgorithm
%
% DIISalgorithm checks if a Linear SDP problem satisfies the Slater condition.
%
% DIISalgorithm attempts to check problems of the form:
%
% min {X de Rˆn} CˆTX




% min {X de Rˆn} CˆTX
% s.a A 1*X(1)+A 2*X(2)+...+A n*X(n)+A 0 <= 0
%
% where
% A i, with i=0,1,...,n are symmetric sxs matrices and s>1.
%
% DIISalgorithm implements the DIIS Algorithm, proposed by Kostyukova and
% Tchemisova (2010), to determine a basis of the subspace of immobile
% indices that allows us to check if a Linear SDP problem satisfies the
% Slater condition.
%
% DIISalgorithm checks the problem defined in the file ’problem.dat-s’, that
% we’ve selected from the current directory, where ’dat-s’ is the extension
% of the SDPA sparse format file.
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% 0 1 1 2 1
% 1 1 1 1 1
% 2 1 1 1 1
%
%
% The first line is a comment. The next three lines correspond to the number
% of variables, the number of quadratic blocks and the dimension of the
% blocks, respectively. The fifth line corresponds to the cell vector c in
% the objective function. The next lines correspond to the information of
% each A i matrices, with i=0,1,...,n. Each of these last lines is
% composed as:
% i b j k value
% where i is the index of A i, b is the block number, j and k are the
% entry (j,k) in A i, and value is the value of that entry in A i.
% We consider that A i matrices, with i =0,1,...,n, are symmetric, and
% so, we only need to store the upper triangular part of those matrices.
%
%
% Author: Elo´ısa Macedo





% [1]Kostyukova O.I. and Tchemisova T.V., “Optimality Criterion without
% Constraint Qualification for Linear Semidefinite Problems”, 2010.
% [2]Macedo, E., “Estudo pra´tico de regularidade de problemas de Programac¸a˜o
% Semidefinida”, Master Thesis, University of Aveiro, 2010.
% [3]K. Fujisawa, Y. Futakata, M. Kojimay, S. Matsuyama, S. Nakamura, K.
% Nakataz and M. Yamashita, “SDPA-M (SemiDefinite Programming Algorithm in
% MATLAB) User’s Manual - Version 6.2.0”, Series B: Operations Research
% Department of Mathematical and Computing Sciences, May 2005.
%
%
% This library is a free software; you can redistribute it and/or
% modify it under the terms of the GNU Lesser General Public
% License as published by the Free Software Foundation.
%
% This library is distributed in the hope that it will be useful,
% but WITHOUT ANY WARRANTY; without even the implied warranty of
% MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
GNU
% Lesser General Public License for more details.
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%
%begin
fprintf(1,’\nSelecting a problem... \n’);
prob base=uigetfile(’*.dat-s’)
if prob base==0
fprintf(1,’\nYou must select a Linear SDP problem in SDPA sparse format \nfrom
...
... the current working directory. \n\nType help DIISalgorithm for help. \n’);
return
end
fprintf(1,’\nCheck regularity of SDP problems using the DIIS Algorithm \n\n’);
global n s nBLOCK bLOCKsTRUCT A conjuntoM
format short
%read data from prob base, which is in SDPA sparse format
[n,nBLOCK,bLOCKsTRUCT,˜,A]=read data(prob base); %applies a routine from ...
... SDPA-M package to read files in SDPA sparse format: read data




%n= number of variables: mDim in file
%nBLOCK= number of blocks in A i, i=0,1,...,n
%bLOCKsTRUCT= dimension of each block (could be a matrix if we have more
%than one quadratic block)
%c= cell vector of objective function’s coefficients
%A= A i matrices in SDPA sparse format
s=sum(abs(bLOCKsTRUCT),1); %the sum of dimensions of bLOCKsTRUCT ...
... gives the number of constraints of the problem
for k=1:10, %number of maximum iterations of the DIIS Algorithm
Q=[]; %auxiliary matrix to concatenate the L vectors; at beginning, Q=empty matrix




ficheiro=@nlsys1; %calling first form of nonlinear system to solve
else
ficheiro=@nlsys2; %calling second form of nonlinear system to solve
end
conjuntoI=[conjuntoI deltaI]; %Ik+1=Ik plus deltaI
p=s-length(conjuntoI); %p k=number of L vectors; at beginning, p k=s
if p˜=0
if k==1
%solve the nonlinear system
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opt=input(’Do you want to make changes in optimset? \n (1 - Yes) ...
... \n (2 - No) \nand then press ENTER ’);
switch opt
case 1
tolx=input(’Introduce de value of TolX: ’);















fprintf(1,’\nYou need to introduce an initial guess for vectors L \nand it must be
...
... defined in only one column matrix. \n’);
fprintf(1,’The dimension of that matrix must be: ’); comp=sˆ2; ...





while (val˜=1 && val˜=2)
val=input(’Introduce the appropriate option: \n ...
... (1 - if you want introduce yourself the column matrix) \n ...
... (2 - if you want that programme generates that column matrix) \n ...
... (3 - Exit DIISalgorithm? ) \nand press ENTER ’);
switch val
case 1
L 0=input(’Introduce an initial approximation (must be a column matrix):
’);
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tic;
case 2






fprintf(1,’\nYou need to introduce a valid option. \n’);
end
end
%check if the matrix intruduced is a column one to proceed
if ismatrixcol(L 0) && length(L 0)==comp && isnumeric(L 0)
[L,˜,exitflag,output]=fsolve(ficheiro,L 0,options);
else
fprintf(1,’You need to introduce a column matrix with length: %d \n’,comp);






%this section does not interact with users
fprintf(1,’The programme will generate the new column matrix with ...
... length: %d \n’,comp);
L 0=rand([comp,1]);
[L,˜,exitflag,output]=fsolve(ficheiro,L 0,options);
end %end of system of nonlinear equations
end %end if k=1 or k>1
%check solution of the system of nonlinear equations
if exitflag<0 ||p==0
%the system doesn’t have solution: the routine stops
if exitflag<0
fprintf(1,’The system of nonlinear equations does not have a solution. \n’);
end
%just to see %conjuntoI
dimM=size(conjuntoM,1);
if dimM==0
fprintf(1,’The Linear SDP problem we are checking satisfies the Slater ...
... condition. \n’);
else
fprintf(1,’The Linear SDP problem we are checking does not satisfy the ...
... Slater condition. \n’);
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end
fprintf(1,’The dimension of the subspace of immobile indices is: ’);
dimM
fprintf(1,’The basic matrix of the subspace of immobile indices is: ’);
conjuntoM




else %there is solution! exitflag =0
L=L’; %solution from fsolve: we have p k vectors concatenated in the ...
...column matrix, L
L=rounddec(L,3); %round to 3 decimals




fim=length(L)-size(conjuntoM,1)*num elem; %when solution from fsolve has ...
... Gammas and L’s: last elements until length(L) are Gammas
end
j=1; %auxiliary counter in the construction of the matrix with each L ...
... solution from fsolve
for i=1:fim, %we have L=[l11...l1i...l1s]
LL=L(1,j:i);
controlo=rem(i,num elem); %control: i/number of elem L =rest. ...
... if control=0 =>we introduce L vector in Q
if controlo==0,
Q=[Q;LL]; %we’ve introduced L in Q, and so, the index=j, marks the ...






Q; %just to see
%determine whose (L) vectors from Q are linearly independent
[R,pivot]=rref([Q’ zeros(num elem,1)]) %when R=Identity this means that ...
... all vectors from Q are linearly independent
%conjuntoM
Q=Q(pivot,:); %change in Q: only linearly independent vectors with indices ...
... from pivot matrix; vectors in Q are row vectors
conjuntoM=Q; %conjuntoM matrix with row vectors
sk=size(conjuntoM,1);
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conjuntoM; %conjuntoM: each line is a linearly independent vector
L; %solution from fsolve using csi2





sk=0; %auxiliary counter for linearly independent vectors we will introduce
for q=1:size(Q,1)
%which vector to test?





conjuntoM=[conjuntoM; Q(q,:)]; %if current L is linearly independent with ...






end %end if k>1
deltaI=length(conjuntoI)+1:length(conjuntoI)+sk;




Esta rotina constro´i o sistema de equac¸o˜es na˜o lineares a ser resolvido na primeira




% This routine constructs the first nonlinear system (when we only have
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% L’s) that we need to solve in the main routine.
%
% Author: Elo´ısa Macedo




global A s n bLOCKsTRUCT
G=[]; %auxiliary dynamic matrix: sum of L’*Ak*L; at beginning, G is empty
Norma=[]; %auxiliary dynamic matrix: sum of normˆ2 of vectors L; at beginning, ...
... Norma is empty
for k=1:n+1




if bLOCKsTRUCT(p)<0 %the column matrix must be corrected to a diagonal one

















%equations of the system
% L 0 is a column matrix
% example: how to reach each element from L%%%%%%%
% number of L’s =s =3
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r=0;
%for A k:
for j=s:s:sˆ2, %sˆ2= index of the last element in L, solution from fsolve
L=X(r+1:j);
T=[T;L’*Ak*L]; %this matrix keeps every product Li’*Ak*Li, in each line i
r=r+s;
end
G=[G;sum(T,1)]; %this matrix sum all the above products
%now, changing matrix: Aj=A k+1
end
r=0; %new auxiliary counter
for i=s:s:sˆ2, %
L=X(r+1:i); %
Norma=[Norma;norm(L)ˆ2]; %the same as before, but now in terms of ...
... keeping normˆ2 of each vector Li
r=r+s; %
end %
G=[G; sum(Norma,1)-1]; %augmenting one row in G with: (sum of all normˆ2)-1
nlsys2
A rotina nlsys2 constro´i os sistemas na˜o lineares resultantes do procedimento. Esta
rotina e´ chamada a partir da iterac¸a˜o 2. De forma ana´loga ao que acontece com a rotina
nlsys1, o sistema resultante sera´ resolvido a partir da rotina principal.
function G=nlsys2(X)
%
% This routine constructs the second nonlinear system (when we have L’s and Gammas)
% that we need to solve in the main routine.
%
% Author: Elo´ısa Macedo




global A s n bLOCKsTRUCT conjuntoM
conjuntoM;
G=[]; %auxiliary dynamic matrix: sum of L’*Ak*L; at beginning, G is empty
Norma=[]; %auxiliary dynamic matrix: sum of normˆ2 of vectors L; at beginning, ...
... Norma is empty
Lm=[]; %auxiliary dynamic matrix for Li’*mj with mj a vector from conjuntoM
Gam=[]; %auxiliary dynamic matrix: sum of Gamai’*Ak*mj
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mes=size(conjuntoM,1);
c=mes*s; %auxiliary counter: sˆ2-c=indices reserved for all ’mes’ Gamma vectors
for k=1:n+1





if bLOCKsTRUCT(p)<0 %the column matrix must be corrected to a diagonal one



















for j=s:s:(sˆ2-c), %sˆ2= index of the last element in L, solution from fsolve
L=X(r+1:j);











G=[G;sum(T,1)+sum(Gam,1)]; %this matrix sum all the above products:...
... introduces k rows in G
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%now, changing matrix: Aj=A k+1
end
r=0; %new auxiliary counter
for i=s:s:(sˆ2-c), %
L=X(r+1:i); %
Norma=[Norma;norm(L)ˆ2]; %the same as before, but now in terms of...
... keeping normˆ2 of each vector Li
r=r+s; %
end %
G=[G; sum(Norma,1)-1]; %augmenting one row in G with: (sum of all normˆ2)-1




Lm=[Lm;L’*conjuntoM(h,:)’]; %the same as before, but now in terms of ...





G ; %final G matrix
linindep
Esta rotina verifica se um vector e´ linearmente independente com todos os vectores
constituintes de um conjunto.
function islinindep=linindep(v, varargin)
%
% This routine checks if the row vector v is linearly independent of the
% set of row vectors defined until here.
% if they are linearly independent: islinindep=1
% otherwise: islinindep=2
%
% Author: Elo´ısa Macedo




P=[]; %dynamic matrix: starts empty
n=length(varargin); %number of arguments: arguments are row vectors
for i=1:n
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u=varargin{i};
u=u’; %row vector u (argument in the i-th position) changes to column vector
P=[P u(:)]; %P is augmented with column u: argument vectors are now in columns
end
v=v’; %vector to test linear independence with the others in arguments
v=v(:);
if rank(P)==rank([P v]) %rank [P v]>rank [P] => v is linearly independent ...
... with all the other vectors in P
islinindep=2;
fprintf(1,’ The vector is linear combination of the current vectors.\n’);
else
islinindep=1;
fprintf(1,’ The vectors are linearly independent.\n’);
end
ismatrixcol
Esta rotina verifica se a matriz dada como argumento e´, ou na˜o, uma matriz coluna.
function ismc=ismatrixcol(u)
%
% This routine checks if the argument is a column matrix.
% if so: ismc=1
% otherwise: ismc=2
%
% Author: Elo´ısa Macedo




ismc=(ndims(u)== 2) & (min(size(u,2))== 1);
if ismc==1
disp(’It is a column matrix.’);
else
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rounddec
Esta func¸a˜o e´ de livre acesso na internet (ver Acklam [71]) e permite arredondar um
argumento a um determinado nu´mero de casas decimais.
function y = rounddec(x, n)
%ROUNDDEC Round to a specified number of decimals.
%
% Y = ROUNDDEC(X, N) rounds the elements of X to N decimals.
%
% For instance, rounddec(10*sqrt(2) + i*pi/10, 4) returns
% 14.1421 + 0.3142i
%
% See also: ROUND, FIX, FLOOR, CEIL, ROUNDDIG, TRUNCDEC, TRUNCDIG.
% Author: Peter J. Acklam
% Time-stamp: 2004-09-22 20:06:46 +0200
% E-mail: pjacklam@online.no
% URL: http://home.online.no/˜pjacklam
% Check number of input arguments.
error(nargchk(2, 2, nargin));





% Get size of input arguments.
size x = size(x);
size n = size(n);
scalar x = all(size x == 1); % True if x is a scalar.
scalar n = all(size n == 1); % True if n is a scalar.
% Check size of input arguments.
if ˜scalar x && ˜scalar n && ˜isequal(size x, size n)
error([’When both arguments are non-scalars they must have the same size’]);
end
f = 10.ˆn;
y = round(x .* f) ./ f; %round if a function from MatLab
end
read data.m
Esta rotina faz parte da package SDPA-M. De qualquer forma, transcrevemos a rotina
read data.m, que permite ter acesso aos dados do problema de SDP no formato ‘dat-s’.
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function [mDIM,nBLOCK,bLOCKsTRUCT,c,F]=read data(filename);
%
% Read a problem in SDPA sparse format.
%
% [mDIM,nBLOCK,bLOCKsTRUCT,c,F] = read data(fname)
%
% INPUT
% - filename: string; filename of the SDP data with SDPA foramt.
%
% OUTPUT
% - mDIM : integer; number of primal variables
% - nBLOCK : integer; number of blocks of F
% - bLOCKsTRUCT: vector; represents the block structure of F
% - c : vector; coefficient vector
% - F : cell array; coefficient matrices
%
% This file is a component of SDPA
% Copyright (C) 2004 SDPA Project
%
% This program is free software; you can redistribute it and/or modify
% it under the terms of the GNU General Public License as published by
% the Free Software Foundation; either version 2 of the License, or
% (at your option) any later version.
%
% This program is distributed in the hope that it will be useful,
% but WITHOUT ANY WARRANTY; without even the implied warranty of
% MERCHANTABILITY or FITNESS FOR A PARTICULAR PURPOSE. See the
% GNU General Public License for more details.
%
% You should have received a copy of the GNU General Public License
% along with this program; if not, write to the Free Software
% Foundation, Inc., 59 Temple Place, Suite 330, Boston, MA 02111-1307 USA
%
% SDPA-M: Revision: 6.2
% Id: read data.m,v 6.2 2005-05-28 02:36:40 drophead Exp
% check the validity of the arguments
if ( nargin ˜= 1 | (nargin == 1˜isstr(filename)))
error(’input argument must be a filename’);
end
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if fid == -1
error(sprintf(’Cannot open %s’,filename));
end
% skip comment and after it, read a number of decision variables (mDIM)
while 1
str=fgetl(fid);






% read a number of blocks (nBLOCK)
nBLOCK=fscanf(fid,’%d’,1);
% disp(sprintf(’nBLOCK=%d’,nBLOCK));
% read each size of blocks (bLOCKsTRUCT)
bLOCKsTRUCT=zeros(nBLOCK,1);
for idx=1:nBLOCK
bLOCKsTRUCT(idx)=fscanf(fid,’%*[0 − 9 +−]%d′, 1);




% read cost vector (c)
c=zeros(mDIM,1);
for idx=1:mDIM
c(idx)=fscanf(fid,’%*[0 − 9 +−]%lg′, 1);
end
% read coefficient matrices (F)
F=cell(nBLOCK,mDIM+1);
if bsparse
% sparse format case
while 1
[k,cnt]=fscanf(fid,’%*[0 − 9 +−]%d′, 1);
[l,cnt]=fscanf(fid,’%*[0 − 9 +−]%d′, 1);
[i,cnt]=fscanf(fid,’%*[0 − 9 +−]%d′, 1);
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[j,cnt]=fscanf(fid,’%*[0 − 9 +−]%d′, 1);










if bLOCKsTRUCT(l) ¡ 0
Fl,k+1(i)=value;
else
if i ¡ j
Fl,k+1(i,j)=value;
Fl,k+1(j,i)=value;
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Fl,k=zeros(size,1);
for i=1:size












% End of File
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Apeˆndice C
Transformac¸a˜o de problemas de LP
para SDP
Nesta secc¸a˜o vamos incluir os exemplos de problemas de LP transformados em proble-
mas de SDP usados para o teste do programa desenvolvido, DIISalgorithm.
C.1 Exemplos usados no teste do programa
DIISalgorithm
LPtoSDP1
Considere-se o problema de LP:
min 2x1 + 2x2
s. a − 2x1 + x2 ≥ 1
x1 − 2x2 ≥ 1.
(C.1)
Uma vez que um problema de LP pode ser considerado um caso particular de SDP
(supondo que as matrizes Ai sa˜o diagonais), o problema (C.1) pode ser escrito como um














e obtemos o problema
















APEˆNDICE C. TRANSFORMAC¸A˜O DE PROBLEMAS DE LP PARA SDP
Nota 4 O programa DIISalgorithm aceita problemas semidefinidos negativos ou positivos,
uma vez que os dados dos problemas sa˜o usados para construir um sistema de equac¸o˜es na˜o
lineares, e portanto, uma mudanc¸a de sinal transforma o sistema num outro equivalente,
na˜o alterando as soluc¸o˜es.
LPtoSDP2
Considere-se o problema de LP:
min−x1 + x2
s. a x1 − x2 ≥ 1
2x1 − x2 ≥ −4
−x1 + 2x2 − 2 ≥ 0.
(C.2)
A forma equivalente de (C.2) como problema de SDP e´
min−x1 + x2
s. a A1x1 + A2x2 + A0  0,
onde
A0 =
 −1 0 00 4 0
0 0 −2
, A1 =
 1 0 00 2 0
0 0 −1
 e A2 =




Considere-se o problema de LP:
minx1 − 2x2
s. a x1 + x2 − 8 ≥ 0
−2x1 + x2 ≥ −2
−x1 + 2x2 − 2 ≥ 6.
(C.3)
A forma equivalente de (C.3) como problema de SDP e´
minx1 − x2
s. a A1x1 + A2x2 + A0  0,
onde
A0 =
 −8 0 00 2 0
0 0 −8
, A1 =
 1 0 00 −2 0
0 0 −1
 e A2 =
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LPtoSDP4
Considere-se o problema de LP:
min 5x1 + 2x2 + 4x3
s. a 3x1 + x2 + 2x3 − 5 ≥ 0
6x1 + 3x2 + 5x3 − 10 ≥ 0.
(C.4)
A forma equivalente de (C.4) como problema de SDP e´
min 5x1 + 2x2 + 4x3






















Considere-se o problema de LP:
minx1 + x2 + x3
s. a x1 − x2 − 5 ≥ 0
2x1 − 3x2 + x3 ≥ 12
2x1 − 52x2 + 6x3 ≥ 5.
(C.5)
A forma equivalente de (C.5) como problema de SDP e´
minx1 + x2 + x3
s. a A1x1 + A2x2 + A3x3 + A0  0,
onde
A0 =
 −5 0 00 −12 0
0 0 −5
, A1 =
 1 0 00 2 0
0 0 2
, A2 =








APEˆNDICE C. TRANSFORMAC¸A˜O DE PROBLEMAS DE LP PARA SDP
LPtoSDP6
Considere-se o problema de LP:
min−x1 + x2




A forma equivalente de (C.6) como problema de SDP e´
min−x1 + x2
s. a A1x1 + A2x2 + A0  0,
onde
A0 =
 −1 0 00 0 0
0 0 0
, A1 =
 −1 0 00 1 0
0 0 0
 e A2 =
 −1 0 00 0 0
0 0 1
 .
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