In this paper, we study a class of coupled fractional nonlinear Schrödinger system with periodic boundary condition. Using Galerkin method, the existence of global smooth solution is obtained. We also prove the uniqueness of the solution.
Introduction
The Schrödinger equation is the fundamental system of physics for describing nonrelativistic quantum mechanical behavior. It is well known that Feynman and Hibbs [1] used path integrals over Brownian paths to derive the standard (non-fractional) nonlinear Schrödinger equation. Recently, Laskin [2, 3] showed that the path integral over the Lévy-like quantum mechanical paths allows to develop the generalization of the quantum mechanics. Namely, if the path integral over Brownian trajectories leads to the well known Schrödinger equation, then the path integral over Lévy trajectories leads to the fractional Schrödinger equation. The fractional Schrödinger equation includes the space derivative of order α instead of the second (α = 1) order space derivative in the standard Schrödinger equation. Laskin [4] showed the Hermiticity of the fractional Hamilton operator and established the parity conservation law. Guo and Xu [5] studied some physical applications of the fractional Schrödinger equation. Nonlinear equations aroused the interest of a large number of mathematicians. In paper [6] , Guo and Wang, by using Galerkin method, fixed point principle, and sequential approximation method, proved the existence of periodic solutions for the nonlinear systems of Schrödinger equations with Dirichlet boundary conditions and periodic condition in time. Guo [7, 8] showed the existence and nonexistence of a global solution for one class of the strong nonlinear Schrödinger equations of fourth order, and studied the initial value problem of integral nonlinear Schrödinger system. In [9] Guo considered a class of high order multidimensional nonlinear systems of Schrödinger equations for the initial boundary value and the periodic initial value problem.
In this paper, we consider the following fractional nonlinear Schrödinger system iu t +(−△) α u+ β|u| ρ u+ζν = 0, iν t +(−△) α ν+ β|ν| ρ ν+γu = 0, (1.1)
with the following initial condition and periodic boundary condition
2)
and u(x+2πe i ,t) = u(x,t), x ∈ R n ,t > 0, ν(x+2πe i ,t) = ν(x,t), x ∈ R n ,t > 0, (1.3) where e i = (0,...,0,1,0,...,0) (i = 1,...,n) is an orthonormal basis of R n . In (1.1), i is the imaginary unit, α is a positive fraction, γ,ζ,β ∈ R, β / ∈ 0, γ,ζ,ρ > 0. When α = 1, (1.1) becomes the standard nonlinear Schrödinger system which has been studied by many works, e.g. [6] . The existence and uniqueness of the weak solution to the initial-boundary value problem can be found in [10] . The existence of the global smooth solution to the initial-boundary value problem was studied in [11, 12] . However, there is few mathematical analysis for the fractional nonlinear Schrödinger system (1.1).
In this paper, we prove the existence of the global smooth solution (as smooth in the H α ) to the period boundary value problem of fractional nonlinear Schrödinger system (1.1) by using the energy method. Theorems 2.1 and 4.1 are the new fundamental results of the fractional nonlinear Schrödinger system. We obtain respectively the global existence of smooth solution to the period boundary value problem of the fractional nonlinear Schrödinger system in Theorems 2.1 and 4.1.
Preliminary and main results
Let u be a periodic function, we can express u by a Fourier series: (−△) α u is defined by (−△)
Let H α be a complete space of the set A with the norm:
Then H α is a Banach space. It is easy to show that H α is also a Hilbert space with the inner product
We denote by H −α (Ω) the dual space to H α (Ω). In order to study the problem (1.1)-(1.3), we introduce the Banach space
Let X denote a Banach space with norm · X . We need the following definitions. (ii) In particular, if
Here
and the optimal constant S has the explicit form
The main result in this paper is as follows. 
Theorem 2.5 generalizes the result of the nonlinear Schrödinger equations in [3] . 
A priori estimates
We will prove the main result by Galerkin method, i.e. first construct approximate solutions and then prove that the sequence of approximate solutions converges to a solution of the original problem. In order to prove the convergence of these approximate solutions, we need to obtain a priori estimates of these approximate solutions. Therefore, we first prove a priori estimates of the problem (1.1)-(1.3), which are the same as the approximate solutions satisfy. 
Multiply the first equation by γ, the second equation by ζ, and do addition, we have
Throughout this paper, T will denote an arbitrary positive constant and c denotes a positive constant which depends only on initial data and T. Proof. Multiply (1.1) byū t ,ν t , integrate with respect to x, then we obtain
Multiply the first equation by γ, the first equation by ζ, do addition, and take the real part, then we have
By (3.1) and the above equality, we get
In the following, we consider the case β < 0. Let θ = nρ/2α(ρ+2) < 1. Then
By Gagliardo-Nirenberg inequality (derived from in [12, Lemma 3.2], [14] and [8, Lemma 2], we have
Since ρ < 4α/n, nρ/2α < 2, from the above inequalities, we get
By (3.3) and (3.4), when β < 0, we get
Note that γ > 0,ζ > 0. Hence 
and
for constant c > 0 and c should not depend on u, ν.
Proof. Differentiate (1.1) with respect to t, multiply byū t ,ν t , and integrate with respect to x, then we obtain
Multiply the first equation by γ, the first equation by ζ, do addition, and take the imaginary part, then we get
But by derivation process of Lemma 3.3 in [12] ,
Then by (3.6) and (3.7), we obtain
Integrating the above equality from 0 to t, we have
By applying Eq. (1.1), Definition 2.1.1 in [15] and derivation process of Lemma 3.3 in [12] , we have
Again by derivation process of Lemma 3.3 in [12] and note that α > n/2, we have
Then from (3.8), we get
By Gronwall inequality, we deduce that
By (1.1) and the above inequality, we obtain and hence 
for constant c should depend on ρ,β,γ,ζ.
Proof. Differentiate (1.1) with respect to t, multiply byū tt ,ν tt , and then integrate with respect to x to obtain
Then multiply the first equation by γ, the second equation by ζ, take the real part of the above two equalities, and we get
From the derivation process of Lemma 3.4 in [12] , we get 
Add those two equations, we have
The above equality implies that
Here the constant c should not depend on u,ν,u t, ν t . Let θ = n/6α < 1/3. Then Thus, by Gagliardo-Nirenberg inequality [12, 14] and (3.5), we have
(3.13)
From (3.12) and (3.13), we obtain
In fact, by (1.1), Definition 2. 
By (3.13), we have
Re
From (3.14), (3.15) and Gronwall's inequality, we deduce that 
Here the constant c also depends on ρ,β,γ,ζ.
Proof. Differentiate (1.1) with respect to t two times, multiply by u tt , ν tt , and then integrate with respect to x to obtain that
Multiply the above two equations by the ζ and γ, respectively, and do addition, then we have
By taking the imaginary part of the above equality, we get
For the first term of the right hand side of (3.18), we have
Similarly, for the second term and the third term to the right hand side of (3.18), we have
For the last term to the right hand side of (3.18), we get
By (3.17)-(3.21), we conclude that
By (3.5), (3.9) and Gagliardo-Nirenberg inequality [12, 14] , we have
While, by (1.1) and (3.5), we have
If α ≥ max{n/2,1}, by (3.25) in [12] , we have
where we use the condition ρ > 2[α]+1 if ρ is not an even. If n = 1 and 1/2 < α < 1,
From (3.24)-(3.26), we have
From (3.22) and (3.27), we have
Therefore, Gronwall's inequality implies that
By (1.1), [12, p.473] and the above inequality, we have
From (3.28) and the above inequality, we have 
Proof. When α ≥ max{n/2,1}, by (1.1), (3.5) and (3.29), we obtain
When n = 1 and 1/2 < α < 1, by (1.1) and (3.16), we have
By Gagliardo-Nirenberg inequality [12, 14] and (3.1), we have
By Gagliardo-Nirenberg inequality [12, 14] and (3.5), we have
By (3.32)-(3.34), we conclude that
When n = 1 and 1/2 < α < 1, from (3.31) and the above inequality, we complete the proof. Finally, when α ≥ max{n/2,1}, by [12] ,
By [12] we get
When n = 1 and 1/2 < α < 1, by [12] , we have Then, by [12] , we conclude that
In the same way, we can get that (−∆) 2α ν ≤ c u 0 H 4α (Ω) +c ν 0 H 4α (Ω) .
Proof of the main result
Before proving Theorem 2.5, we first prove the existence of the weak solution to the problem (1.1)-(1.3) by using Faedo-Galerkin's method. We need the following lemmas. 
Proof. We prove Theorem 4.4 by three steps.
Step 1. 
