A mixed-integer programming model to determine the optimum number of wells, their Ž . locations and pumping rates for soil vapor extraction SVE is developed by coupling an air flow Ž . simulation model AIR3D to the GAMS optimization software. The model was tested for sensitivity of the vertical discretization of the domain, the number of potential well locations, the number of constraints, and the screen length of the wells. It was shown that these variables affected the optimal solution. It was also shown that the installation costs of the wells in the model influenced the optimal design. This was demonstrated by comparing the results of the mixed-integer programming model to a linear programming model in which the installation costs of the wells were neglected. The mixed-integer programming model could be useful in the design process in cases of short remediation times when the installation costs of wells could be significant. Numerous test cases with results are presented to demonstrate the applicability and usefulness of the model. q
Introduction
Ž . The use of soil vapor extraction SVE as a remediation technology for the unsaturated zone is increasing and can be more efficient and cost-effective in comparison to Ž . remedial strategies like excavation or pump-and-treat Johnson et al., 1990 . In SVE, air is introduced into the unsaturated zone to increase the volatilization of the contaminant and a vacuum is created by extracting the air and contaminant vapor using extraction Ž . well s . The rate of vapor removal depends on the contaminant's volatility, its sorptive capacity on to the soil, the initial distribution of the contaminant, the distribution of the air flow, hydraulic properties of the soil, the soil moisture content, etc. SVE success depends greatly on the contaminant volatility which is a phase partitioning process usually described by Raoult's equilibrium law in most practical applications. This equilibrium law is useful in situations were the volatilization is relatively large compared to the rate of physical transport through the unsaturated zone. However, as the lighter contaminant fractions are removed, SVE removal efficiency declines due to other factors such as diffusion controlled mass transfer of contaminants. In this work, it is assumed that the moisture content and the sorptive capacity of the contaminant on to the soil are negligible, that the equilibrium law holds and advection transport governs the movement of the contaminant vapor to the extraction wells. In this case, the distribution of the contaminants would be relatively homogeneous and much of the air would sweep through the bulk of the contaminant. With these assumptions, the gas flow field could be used to help in deciding cost effective SVE design.
If the extent of contamination and the geologic characteristics of the site are known, then some of the important components of the design are the number of wells, the placement of the wells and the pumping rate of each well. Limited quantitative design Ž . criteria and guidelines have appeared in the literature Rathfelder et al., 1991 so far to address these design issues. For determining the number of extraction wells, simple analytical design equations based on radius of influence and effluent concentration of Ž . the contaminant have been presented by Johnson et al. 1990 . The radius of influence approach was shown not to be a good design parameter for well spacing or determining Ž . the number of wells by Cho and DiGiulio 1992 , who performed pneumatic pump tests and found that air pressure can dissipate quickly with distance from the well. DiGiulio Ž . 1992 presented a case where addition of wells within the radius of influence improve the efficiency of SVE. These studies suggest that effective number of wells and their placement should be based on the air flow field created near the wells. Using an air flow simulation-optimization model is therefore an attractive tool for obtaining information on these design components.
The objective of this study is to minimize the number of wells, optimize the placement of the wells and the flow rate of each well in the SVE design. This is achieved by formulating a mixed-integer programming model that takes into account both the fixed costs incurred during the well-installation and the operational costs of the wells, in the model's objective function. This model could easily be used by hydrogeologist and engineers involved in the design of SVE systems especially those who have Ž . Ž . gained experience in using MODFLOW McDonald and Harbaugh, 1988 and or Ž . AIR3D Joss and Baehr, 1995 . The model is especially useful for sites that could be remediated in a few months when the installation costs of wells could be significant.
Review of SVE management models
SVE management models usually make use of air flow models andror contaminant transport models for the unsaturated zone. The accuracy of the management models has a strong dependence on the accuracy of the flow and transport models.
( )The coupling of transport and optimization models in SVE was first introduced by Ž . Ž . Davert and Yeh 1994 . They modified the model developed by Rathfelder et al. 1991 , to a two-dimensional numerical simulation model that captures the dynamic response of SVE system by solving for a horizontal layer. They formulated a mixed-integer Ž . nonlinear programming MINLP management model and employed systematic reduc-Ž . Ž . tion method SRM for solving it. Sun and Yeh 1995 developed a MINLP similar to Ž . that of Davert and Yeh 1994 , incorporating the two-dimensional multi-phase component transport in the unsaturated zone Rathfelder et al., 1991 , but they used a K-change local search algorithm to solve it. The main difference between these two models is the optimization algorithm used to solve them. Ž . The total remediation time of SVE was minimized by Sacks et al. 1994 . They used the simulated annealing algorithm to obtain solutions for the optimal design. Sun et al. Ž . 1996 solved the MINLP problem developed taking the concentration into consideration in the two-dimensional field, using three methods: implicit enumeration, systematic reduction and local search. They solved a hypothetical problem with two wells that would maximize the total contaminant mass removal within 20 days. They compared the optimality heuristic, solution accuracy, computational efficiency, and application limitations of the three methods and concluded that local search method is most flexible and Ž . compatible for the field conditions of SVE. Welty et al. 1991 Welty et al. , 1993 gave a qualitative analysis of the optimization of SVE and presented a Linear programming model to optimize air flow.
The model developed in this work extends the two-dimensional assumption commonly made in the management models for SVE. It makes use of a three-dimensional air flow model and extends the linear programming model to a mixed-integer programming model by including the fixed costs incurred when the costs of installing wells are taken into account. By extending the management model to three-dimensions, the effects of horizontal layers in the model and the screen length of the wells on the optimal design were studied.
The Optimization model
To develop the optimization model, a numerical air flow simulation model is required. The air flow simulation model is required to formulate constraints for the Ž . optimization model. AIR3D Joss and Baehr, 1995 is used in this work to simulate the air flow in the unsaturated zone. In their model, the equation for air flow is linearized and solved for the air pressure squared. The resulting air flow equation is similar to the Ž . ground water flow equation and is written as Joss and Baehr, 1995 :
where, x, y, z are the Cartesian coordinates aligned along the major axes of the air wŽ 2 .x permeability tensor with diagonal components k , k and k cm . f s Hydraulic Ž . The steady state form Eq. 1 is used since it is assumed that equilibrium of the vapor flow is achieved in a short time after the beginning of pumping and would dominate as long as constituent mole fractions of the volatile organic contaminants were high. With the assumption that advection transports the contaminants to the wells and the air flow Ž . sweeps through the bulk of the contaminated soil, Eq. 1 is solved to obtain the distribution of f as a function of space in the modeled domain.
To obtain the coefficients of the constraint equations for the optimization model, the simulation model is solved with a unit pumping stress at a potential well location and the effects at the constraint locations recorded. The simulation model is then solved with a unit stress at another potential well location and this procedure is repeated until each potential well location has been used to run the model. The influence of each unit stress Ž . at a well on the constraint locations response coefficient is calculated separately using the linearized air flow model and then superposed to develop a response matrix using a matrix generator developed by the authors. A detailed description for the development of Ž . a response matrix can be found in Maddock 1972 . The response matrix coefficients serve as coefficients for the constraints in the optimization model. The optimization model, when solved, gives the distribution of f over space for any pattern of pumping. An outline of the overall procedure from data preparation to obtaining the optimal pumping rates of the wells is shown in Fig. 1 .
The mixed-integer model with its associated constraints is as shown:Minimize
subject to,
k where, b s installation cost fixed cost of well j in layer k; c s cost per unit j j pneumatic volumetric pumping rate of well j in layer k for the total remediation time; k w 2 q s pneumatic volumetric pumping rate at location j in layer k to be optimized g j 4 x cmrs ; n s the number of potential well locations from which the optimum number of wells and locations are selected; K s total number of layers in the modeled domain; f k s hydraulic equivalent of pressure at location j, in layer k due to the stress q in the j system; f ) s bound on hydraulic equivalent of pressure at location j, in layer k; j f k s hydraulic equivalent of pressure at location l1 due to the stress in the system; f k s hydraulic equivalent of pressure at location l2 due to the stress in the system; l 2 f ) s bound on the difference between the hydraulic equivalent of pressure at two l locations that form a gradient constraint pair; M s a large positive number that exceeds the maximum feasible value of any q k .
j
The first constraint is to avoid excessive drawdown at a well. The lower bound at each potential well location was set to 0.7 atm in pneumatic head equivalent to avoid excessive pressure change at a well but creating enough pressure difference to allow the air to move through the bulk of the contaminated soil into the pumping wells. The second constraint is to assure that an inward pressure difference in pneumatic head equivalent greater than f ) is obtained for the optimal solution. The magnitude of f ) l l will affect the magnitude of the inward gradient created at the constraint locations. The magnitude is set such that we avoid the recharge of air to come mostly from the direction of the lateral boundaries. In the case studies presented in this work, the gradient constraints were set to achieve an inward pneumatic head difference greater than or equal to 0.001 atm in pneumatic head equivalent at each constraint location.
( )AIR3D gives information on how much air comes through the lateral boundaries and how much is recharged from the atmosphere. A greater than 80% recharge of air from Ž . the atmosphere is considered desirable for SVE Joss and Baehr, 1995 . As an illustration of the development of the response coefficients for a gradient constraint, suppose we have two extraction wells q and q at the potential well 1 2 locations. Let a gradient constrained pair be located at node l1 and l2 in any layer k on the boundary of the contaminant plume. For convenience, we drop the superscript k in Ž . Eq. 3 . The response constraint, after some mathematical manipulations, can be written as:
where f s f is the pneumatic head equivalent at the initial condition
is the distance between the two nodes that make up the control pair cm. A similar form of this equation is obtained for constraints on drawdown at the wells. All the constraints can be combined and written in the form shown below: . IBM, 1991 that can solve numerous types of optimization models. In this work, MINOS was used to solve the linear programming model and OSL to solve the mixed-integer linear model. MINOS solves linear programs using the primal simplex method and OSL solves the mixed-integer program using the branch-and-bound method. Details of these algorithms can be found in the MINOS and GAMS solver manuals, respectively.
The optimal solution to the mixed-integer model gives information on the number of wells selected, their locations, and the optimal pumping rates for the wells in terms of the pneumatic volumetric flow rate q . The hydraulic equivalents of pressure f at the ( )the area of the modeled domain. The full domain was discretized into 81 rows by 81 Ž . columns in the X-Y horizontal direction. The discretization in the Z direction was not constant, the number of layers were varied to test its sensitivity. Fig. 2 is a representative Ž . finite difference grid for all the layers a maximum of six modeled. The whole domain is not shown because it is cumbersome to show the 81 rows by 81 columns. However, it can easily be visualized from the subdomain in Fig. 2 .
The site is mostly of silty sand. The model parameters are shown in Table 1 . The site is divided into two geologic units in the Z direction. The depth of each geologic unit is 3.5 m, thus, the total depth of the unsaturated zone is 7 m. A confining unit is assumed to be present at a depth of 7 m throughout the domain. The water table is assumed to be below the second geologic unit at a depth such that it does not interfere with pumping. It is assumed that there is no contaminant near the water table. The compressibility of the soil due to the vacuum at the pumping well is also assumed to be negligible.
The initial and boundary conditions are specified by the preprocessor of AIR3D. The entire domain is at one atmospheric pressure, hence, at the start of the simulation, each cell in the finite difference domain is equal to the square of one atmospheric pressure.
The boundary conditions of the domain are specified in the preprocessor of AIR3D as Ž . follows: 1 an additional layer of cells is added above the uppermost model layer and a constant pressure of one atmospheric pressure squared is assigned to each cell for Ž . recharge of air to come from the atmosphere; 2 a constant head equal to one atmospheric pressure squared is assigned to the lateral boundary cells to simulate Ž . recharge from the surrounding unsaturated zone; 3 no flow is assigned to the lowest Ž . cell layer, to simulate an impervious water table or confining unit; and 4 the square of a specified constant pressure is assigned at the wells. A representative example of the potential well locations and gradient constraints in a layer is shown in Fig. 2 . The optimization model has to select the best combination of wells from these locations.
Simulation runs
Ž . Different scenarios were tested by increasing and or decreasing either one of the following and keeping the others as constant. Ø number of layers Ø number of potential wells Ø screen length of the wells Ø number of constraints These scenarios are summarized in Table 2 . A pneumatic head constraint is placed at each potential well location. It should be noted that two geological units were modeled and the number of layers shown in each case studied were distributed equally between the two geological units. The layer numbering increases in the negative Z direction and the depth of each layer in each case study is the same. 
Results and discussion
The results from the optimization model when the cost of installing the wells are neglected are shown in Table 3 . Similarly, Table 4 shows results when the MIP model is solved. Table 5 shows all the selected well locations and pumping rates for an example Ž . scenario case 2d for the LP and MIP model. In general, it is observed from the tables that the number of wells selected in the MIP optimal solution is less than that in the LP solution but the volumetric flow rate is greater in the MIP problem. This is a result of the significance of the installation cost for the 4-month remediation time specified in these case studies. To minimize the total cost of remediation, the effect of the installation costs is to reduce the total number of wells selected. The selection of less wells resulted in higher pumping rates to satisfy the constraints of the system. It is also observed that in the MIP case, the optimization model selected more wells in the top layers when compared to the LP case. This is because the installation costs increase with increase in depth.
The general trend in the variation of the optimization results for the MIP and LP for the case studies is quite similar. The discussion of the different scenarios tested in the simulation runs follows. When the number of well locations in the same layer is increased keeping the Ž . constraints and the screen length constant cases 2a, 2c and 2d , the total volumetric flow rate of the wells selected by the optimization algorithm decreased or remained the same. Increasing the potential number of well locations gives the algorithm a larger number of wells to choose from with the possibility of improving on the best combination of wells to minimize the objective function. This was observed in cases 2a and 2c.
Ž . However, when the number of wells was further increased as in case 2d , the optimal solution remained the same. This may be due to the model having reached the best optimal solution or it may be that the increased number of wells were a poor choice. The simulation was not done, further increasing the number of wells to test if the best optimal solution was reached due to the large computational time required for each run. Case 2d, for example, took about 8 h on a UNIX SUN Sparcstation 2 for the development of the response matrix. Once the response matrix was developed, it took a few seconds to 2 min to obtain an optimal solution from GAMS.
Increasing the number of constraints by introducing the additional constraints in a layer where there is no well had a significant impact on the optimal solution. In case 2f, wells were located in layer 4 and gradient constraints were located in layer 4 and 3. A scenario of this nature where constraints are located in a layer where there is no well, resulted in a much higher pumping rate than if wells were in each layer. Case 2a is similar to case 2f with additional wells placed in layer 3 in case 2a. The volumetric flow rate in case 2a is much less than in case 2f because less pumping is required to satisfy the constraints in layer 3 when wells are located in this layer. A similar situation is demonstrated in cases 3 and 3c. This information reveals that if the contaminant plume extends over two or three layers, for example, the screen length should extend over these layers to minimize the amount of pumping required. Making the screen length too short would result in excessive pumping.
The number of constraints on the system also influences the optimal solution. Increasing the number of constraints around the periphery of the contaminant plume in Ž . the same layer keeping the well locations and the screen length constant resulted in a better constrained problem. Adding more constraints resulted in an increase in the total volumetric flow rate because of the stricter conditions imposed due to the increase in the number of constraints. This is observed in cases 2a and 2e where the well location and the screen lengths are the same. The number of constraints in case 2e is increased and thus, the volumetric flow rate of case 2e is greater than that of case 2a. For effective design, the number of constraints should be as large as possible to assure that the air sweeps through the whole plume. However, the size of the optimization problem increases with the number of constraints and over-constraining the problem could lead to an infeasible solution.
If the screen length is decreased with the same number of potential well locations and the same constraints, one may expect the total volumetric flow would increase to satisfy the conditions. It should be noted that the total volumetric flow depends on the number of wells selected and their locations. There is a decrease in the screen length from case 1 to case 2f to case 3c, but the trend observed in the total volumetric flow is not increasing in order. This was due to the variation in the number of wells selected and their Ž locations in each case. If the wells selected for all the screen lengths are the same at ( ). same locations , then the total volumetric flow will increase with the decrease in the screen length.
The number of layers had an effect on the optimal solution. For the LP problem, as Ž . the number of layers within geologic unit 2 was increased cases 1, 2a and 3b , the total volumetric flow rate increased. This was due mainly to the additional constraints and wells added for each additional layer introduced. For the mixed-integer case, the trend depends on the costs associated with operating the wells and the installation cost of the wells.
Conclusions
The effectiveness of SVE is strongly affected by the number of extraction wells, the location and the pumping rates of these wells. However, there is limited guidance in the literature for determining the number, locations and pumping rates of wells for remediating the unsaturated zone by SVE. The model presented should therefore be of wide interest to those interested in the design of SVE systems due to lack of general design and operation criteria and the site specific nature of SVE systems. As SVE is generally very effective on homogeneous soils with high permeability, low moisture content and low organic carbon content, the MIP model presented in this paper, would be most useful under these conditions. However, if there are limitations on mass transfer due to low volatility rate of the contaminant andror diffusion controlled transport, then an optimization model that takes into account contaminant distribution through space and time would be most useful. A three-dimensional contaminant transport would then be required to address the issues discussed in this paper. Optimization models of this nature that take into account the three-dimensionality of the unsaturated zone are yet to appear in the literature.
In this work, we have shown that if in addition to an SVE model, we incorporate optimization procedures, the analytical capabilities of the simulation model is enhanced for the SVE design decision-making process. So far, there remains the absence of published reports describing the implementation of combined simulation-optimization models for SVE. This is not to say that these models cannot be used to aid 'real-world' decision-making. SVE simulation-optimization models are fairly recent and gradually gaining acceptance as a tool to provide guidance in the design of 'real world' SVE systems.
