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Chapitre 
Introduction Generale
La Liberte guide nos pas
EtienneNicolas Mehul
Le Chant du Depart
La conception de systemes technologiques complexes tels que les avions les vehicules spa
tiaux ou les grands reseaux requiert des simulations de tres grande dimension qui engendrent
d	importants besoins en matiere de calcul Il en va de meme dans le domaine des services
et la meteorologie a a cet egard valeur d	exemple De nombreux programmes de recherche
scientique necessitent aussi des volumes de calcul tres importants et notamment ceux qui de
l	etude de l	inniment petit a l	inniment grand font progresser la connaissance sur la matiere
l	univers ou le vivant En reponse a ces besoins de calcul de nouvelles architectures infor
matiques faisant appel a des concepts nouveaux tels que la vectorisation ou le parallelisme
sont apparues sur le marche dans les annees  Simultanement de nombreuses methodes
numeriques paralleles ont ete proposees Les progres de la microelectronique ameliorent sans
cesse les performances des processeurs toutefois dans la course aux hautes performances le
concept de parallelisme s	est impose en matiere d	architecture et l	interet pour les methodes
numeriques paralleles ne cesse de s	accrotre Parmi les methodes typiquement paralleles les
algorithmes iteratifs asynchrones tiennent une place particulierement importante cf CM

Bau Miea Mieb Ber et BT

Le choix du type de synchronisation entre les taches de calcul est un des facteurs majeurs
d	une parallelisation ecace  c	est donc un des points fondamentaux du parallelisme au meme
titre que l	equilibrage des charges ou les problemes de communication On notera que ces pro
blemes peuvent etre dicilement dissocies Il est important de realiser que l	asynchronisme est
une des nouvelles possibilites oertes par l	introduction du concept de parallelisme au mathe
maticien applique ou a l	informaticien Les algorithmes iteratifs asynchrones pour lesquels les
composantes du vecteur itere sont reactualisees en parallele sans ordre ni synchronisation sont
nes du desir d	utiliser au maximum toutes les ressources de calcul des nouvelles architectures
informatiques et plus particulierement des architectures de type MIMD multiples instructions
multiples donnees ou SPMD simple programme multiples donnees en supprimant le temps
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de gestion des synchronisations et le temps d	inactivite des processeurs resultant des syn
chronisations Les algorithmes iteratifs asynchrones ont ete appliques avec succes a un grand
nombre de problemes  resolution d	equations aux derivees partielles equations dierentielles
ordinaires systemes markoviens et problemes d	optimisation cf Ros
 Bau GS
 
GS
 Spi Mit LM DLM LB DLM Ber et TBT

Dans ce memoire nous presentons notre contribution a l	algorithmique parallele et plus
particulierement a l	etudes des iterations asynchrones tant sur le plan theorique qu	experi
mental Notre objectif etant d	analyser cette classe d	algorithmes paralleles et de montrer
son interet Cette etude a commence lors de notre these de Docteur Ingenieur sous la direc
tion des Professeurs Gerard Authie et Georges Grateloup au LAAS du CNRS et a continue
pendant notre stage postdoctoral INRIA au MIT au sein de l	equipe Communication du
Laboratory for Information and Decision Systems en collaboration avec le Professeur Di
mitri P Bertsekas Nos travaux se sont poursuivis ensuite au LAAS du CNRS dans le groupe
Decentralisation Hierarchisation Parallelisme dirige par J Bernussou puis dans le groupe
Optimisation Filtrage Parallelisme dirige actuellement par Gerard Salut Cette etude a ete
eectuee en partie dans le cadre de deux contrats ATP Systemes Complexes le dernier etant
en collaboration avec l	equipe du Professeur J C Miellou du Laboratoire de Calcul Scienti
que de Besan con ainsi que dans le cadre du contrat Europeen Stimulation SCI H en
collaboration avec l	equipe du Professeur David J Evans du Parallel Algorithms Research
Centre de la Loughborough University of Technology UK puis du projet Stratageme se
lectionne a l	issu de l	appel d	ore des PRC Ce travail de recherche s	eectue actuellement
dans le cadre d	une collaboration avec les Professeurs JeanClaude Miellou du Laboratoire
de Calcul Scientique de Besan con et Pierre Spiteri de l	ENSEEIHTIRIT de Toulouse Une
partie des resultats experimentaux presentes dans ce memoire a ete obtenue dans le cadre de
deux theses de Doctorat sous notre Direction exclusive il s	agit des theses de Madame Cas
silda Ribeiro et de Monsieur Didier Gazen cf Annexe C ainsi que des Diplomes d	Etudes
Approfondies de Messieurs Olivier Plouviez et Mohamed Jarraya
Notre contribution a la modelisation des iterations asynchrones l	analyse de leur conver
gence l	etude de leur terminaison leur mise en uvre sur diverses architectures informatiques
paralleles leur application a divers problemes et l	etude de leur performance est presentee dans
ce memoire et mise en regard des principaux travaux en la matiere Cette etude se situe a
l	intersection de plusieurs domaines de recherche  Mathematiques Appliquees Informatique
et Automatique Nous resumons cidessous notre contribution
Nous avons considere premierement une classe importante de problemes d	optimisation 
les problemes de ot convexes dans les reseaux qui ont de nombreuses applications en dis
tribution routage d	informations nance Nous avons donne tout d	abord un resultat de
convergence pour les algorithmes de relaxation asynchrone cf BEB Puis nous avons
etabli un resultat de convergence pour les algorithmes de gradient asynchrones cf EB
a
Ces deux resultats ont ete obtenus pour le modele des iterations asynchrones propose par
Bertsekas cf BT
  ils ont re cu une extension dans les deux contributions suivantes qui
ont porte sur la resolution de systemes d	equations non lineaires de type Fx
 
! z Nous
avons montre en particulier dans EB
 que lorsque F est continue hors diagonale mono
tone decroissante et diagonale monotone strictement croissante les algorithmes de relaxation
asynchrone par point convergent de maniere monotone vers une solution a partir d	une Asur
solution ou d	une Asoussolution Ces resultats ont ete etendus dans EB
a en montrant la
convergence monotone de certains algorithmes de relaxation asynchrone lorsque F est conti
  
nue hors diagonale monotone decroissante et diagonale monotone croissante De plus nous
avons montre dans cette derniere contribution la convergence monotone d	algorithmes de
type Richardson lorsque F presente la particularite d	etre continue au sens de Lipschitz Une
premiere synthese des resultats precedents a ete presentee dans EB
  ou un lien entre les
Mfonctions et les problemes de ot a ete eectue
Dans MEBS
 nous avons propose une nouvelle classe d	algorithmes iteratifs asynchrones
permettant des communications exibles entre processeurs et la prise en compte lors des cal
culs de la valeur courante de toutes les composantes du vecteur itere Nous nous sommes
pla ces dans le cadre des Mfonctions et avons considere la resolution de systemes d	equations
non lineaires issus de la discretisation d	equations aux derivees partielles tels que des pro
blemes de diusion non lineaire ou d	HamiltonJacobiBellman Nous avons etabli un resultat
de convergence monotone pour des algorithmes asynchrones par bloc avec communication
exible associes a des Asur applications ou des Asousapplications Dans EBSM
 nous
avons donne un resultat de convergence pour des methodes de multisplitting asynchrones
avec communication exible appliquees a la resolution de problemes pseudolineaires Dans
EBSMG
 nous avons considere des problemes de ot convexes dans les reseaux et presente
un resultat de convergence monotone pour des algorithmes asynchrones par point avec commu
nication exible associes a des sur applications ou a des sousapplications sous des hypotheses
identiques a celles de BEB et dans un cadre plus general que celui des Mfonctions
Diverses methodes de terminaison pour les algorithmes iteratifs asynchrones ont ete pre
sentees dans EB
b et EB
c La premiere methode est un ranement d	un schema de
terminaison propose par Bertsekas et Tsitsiklis dans BT
 Ce ranement presente l	avan
tage de ne pas necessiter d	acquittement pour tous les messages envoyes La seconde methode
est basee sur l	utilisation du theoreme de convergence asynchrone de Bertsekas et des en
sembles de niveau
Mise en Oeuvre
Réseau de stations de travail
TNODE
Cartes Transputers SUN quadriprocesseur
CRAY T3E
IBM SP2
Fig    " Mise en uvre
La mise en uvre des algorithmes iteratifs asynchrones sur une machine a memoire dis
tribuee Tnode de Telmat a ete presentee dans EB
b et detaillee dans EB
a Une mise
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en uvre plus ecace a ete proposee dans GEB
 travail qui a ete eectue dans le cadre de
la these de Didier Gazen cf Annexe C et Gaz
 Enn la mise en uvre des algorithmes
iteratifs asynchrones avec communication exible a ete presentee dans EBSMG
 pour une
machine a memoire distribuee Tnode  dans EBGMS
 nous avons propose un autre type de
mise en uvre utilisant des requetes ce travail a ete aussi eectue dans le cadre de la these
de Didier Gazen Une mise en uvre des iterations asynchrones avec communication exible
sur une machine a memoire partagee IBM 
 a ete presentee dans SMEB
 Diverses
mises en uvre des iterations asynchrones sur supercalculateur CRAY TE et Symmetric
Multiprocessor ont ete proposees dans EBGJ
 

 et JEBG
  dans cette derniere publi
cation nous avons aussi considere la mise en uvre sur un reseau de stations de travail ces
etudes ont ete menees dans le cadre du DEA puis de la these de notre etudiant Mohamed
Jarraya cf Jar
 ainsi que de la these de Didier Gazen
Les performances des algorithmes iteratifs asynchrones sur les diverses machines paralleles
citees precedemment ont ete etudiees pour des applications tres variees  recherche de chemins
minimaux par programmation dynamique cf GBEB et EB systemes Markoviens cf
EB
b et EB
b equations aux derivees partielles cf EB
b MEBS
 et SMEB

problemes d	optimisation cf EB
a EB
a EB
b EB
a EBSMG
 GEB

EBGJ
 

 et JEBG

Applications
optimisation systèmes Markoviens
e.d.p. commande optimale 
Fig   " Applications
Pour nir nous avons propose dans REB
b un algorithme parallele synchrone original
pour la resolution de problemes de multiot convexes dans les reseaux travail qui a ete eectue
dans le cadre de la these de Cassilda Ribeiro cf Annexe C et Rib
 
Le chapitre  qui a pour but de decrire en detail la classe d	algorithmes paralleles faisant
l	objet de notre etude presente aussi une synthese des principaux resultats de la litterature
relatifs a la modelisation des iterations asynchrones A la n de ce chapitre nous presentons
une de nos principales contributions en la matiere  la modelisation des iterations asynchrones
avec communication exible La convergence des iterations asynchrones est traitee au chapitre
 ou nous exposons des resultats obtenus dans des contextes generaux et eectuons un rappel
des principaux resultats theoriques en la matiere an de situer notre contribution Notons
que les resultats de convergence obtenus dans le cadre applicatif des problemes de ot non
lineaires sont presentes au chapitre  qui traite des applications  l	interet de ces resultats
n	en est pas moindre car leur impact est important les outils mis en uvre sont relativement
sophistiques et le travail de demonstration souvent complexe Le probleme de la terminaison
 
des iterations asynchrones est traite au chapitre  Apres avoir presente une methode tres
generale proposee par Bertsekas pour resoudre ce probleme extremement complexe melant les
aspects numeriques a ceux de l	informatique nous proposons un ranement de cette methode
ainsi qu	une approche originale dierente Diverses mises en uvre d	algorithmes paralleles
asynchrones et d	iterations asynchrones avec communication exible sont presentees au cha
pitre  pour des architectures paralleles tres variees  des machines a memoire distribuee telles
que le supercalculateur Cray TE ou le Tnode de Telmat  des machines a memoire partagee
de type SMP telles que la Sun Sparcstation  quadriprocesseur et un reseau de station de
travail Au chapitre  nous presentons diverses applications des iterations asynchrones Nous
portons une attention particuliere a une classe de problemes d	optimisation  les problemes
de ot dans les reseaux A cette occasion nous presentons notre contribution portant sur la
convergence des methodes de relaxation et de gradient asynchrones Nous considerons aussi
la resolution d	equations aux derivees partielles les problemes de diusion non lineaire et
d	HamiltonJacobiBellman sont etudies et de systemes Markoviens pour lesquel nous pre
sentons un resultat original dans un contexte ordre partiel Le chapitre  est consacre a l	etude
des performances des algorithmes iteratifs asynchrones ainsi que des iterations asynchrones
avec communication exible pour les diverses applications traitees au chapitre  et pour
diverses architectures paralleles  Cray TE Tnode IBM SP Sun Sparcstation  quadri
processeur et reseau de stations de travail Le chapitre  presente la conclusion generale ainsi
qu	un bilan synthetique sous forme de tableaux de nos publications encadrement responsabi
lites collaborations et travaux sur contrat La prospective est presentee au chapitre 
 Divers
rappels mathematiques gurent dans l	Annexe A La liste des publications est presentee dans
l	Annexe B L	Annexe C presente un bref resume des theses que nous avons encadrees et qui
ont ete soutenues
Notons que ce memoire est accompagne d	un supplement qui est compose de copies de
tires a part d	articles que nous avons publies dans des revues scientiques internationales
Ces copies correspondent aux references suivantes de notre bibliographie  BEB EB

EB
a EB
a EB
a EB
c EBSMG
 et MEBS

modélisation
chapitre 2
terminaison
chapitre 4
Théorie
convergence
chapitres 3 et 6
Fig   " Aspects theoriques abordes
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Chapitre 
Les Algorithmes Iteratifs
Asynchrones et leurs Modeles
Ce qui n	est pas clair n	est pas fran cais
A Rivarol
De luniversalite de la langue francaise
  Introduction
Les premiers travaux theoriques sur les algorithmes iteratifs asynchrones cf CM

ainsi que les premieres simulations cf Ros
 datent de  

 C	est essentiellement la reso
lution de systemes lineaires qui etait envisagee dans ces deux etudes Les premieres mises en
uvre sur des systemes distribues datent de la meme epoque l	application consideree etant
le routage optimal par recherche de chemins minimaux dans le reseau informatique americain
Arpanet Depuis de nombreuses etudes ont ete menees an d	appliquer ces algorithmes a
la resolution de problemes tres divers comme nous le verrons notamment au chapitre  on
peut citer notamment  les equations aux derivees partielles cf Miea et Bau les
equations dierentielles ordinaires cf Mit la programmation dynamique cfBer et
les problemes d	optimisation de type ot dans les reseaux cf BEB Nous commen cons
ce chapitre par des considerations intuitives sur les iterations asynchrones et leur motivation
que nous completons par une etude des dierents modeles proposes dans la litterature an de
bien en presenter la portee Nous terminons ce chapitre par notre contribution a la denition
d	un nouveau modele  les iterations asynchrones avec communication exible
   Principe et motivation
Dans un algorithme iteratif asynchrone les composantes du vecteur itere sont reactuali
sees sans ordre a priori ni synchronisation Les restrictions imposees aux algorithmes iteratifs
asynchrones sont tres faibles  aucune composante du vecteur itere ne doit cesser d	etre reac
tualisee de maniere denitive et les valeurs des composantes associees a des iteres trop anciens
doivent cesser d	etre utilisees au fur et a mesure que les calculs progressent
A titre d	illustration nous comparons cidessous un fonctionnement synchrone et un fonc
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tionnement asynchrone sur un exemple simple Considerons le probleme de point xe suivant 
x
 
! F x
 

ou F est une application de R

dans R

et x
 
 R

 Un schema iteratif de type Jacobi se
prette bien a une mise en uvre parallele synchrone L	algorithme iteratif de type Jacobi est
deni de maniere recursive par 
x
i
j #   ! F
i
x

j x

j i  f  g j !     
ou F
i
est la ieme composante de l	application F et x
i
la ieme composante du vecteur x
Les deux composantes du vecteur itere peuvent etre calculees en parallele Deux processeurs
notes respectivement P

et P

collaborent a la recherche du point xe de l	application F Les
processeurs P

et P

reactualisent respectivement la premiere et la deuxieme composante du
vecteur itere An de mettre en uvre un schema iteratif Jacobi parallele il est necessaire de
reactualiser les composantes du vecteur itere suivant un certain ordre et en eectuant certaines
synchronisations Un exemple type de deroulement des calculs est donne par la gure   ou
les rectangles blancs numerotes representent les phases de reactualisation et les rectangles
hachures les phases de communication et d	attente les eches delimitant le commencement
et la n des communications On constate que la necessite de respecter un ordre de calcul
strict et de synchroniser les processeurs peut engendrer des pertes de temps importantes Les
contraintes d	ordre de reactualisation et de synchronisation peuvent aller a l	encontre de la
recherche de bonnes performances
1
1 2
2 3
3P
P
1
2
Fig   " Iteration synchrone
Pour illustrer les algorithmes iteratifs asynchrones on peut reprendre l	exemple simple
precedant Un type de deroulement asynchrone des calculs est alors donne par la gure 
ou les rectangles blancs numerotes representent les phases de reactualisation et les rectangles
hachures les phases de communication Le numero d	iteration est incremente au commence
ment de chaque nouvelle phase de reactualisation On note que les rectangles hachures ne
contiennent pas de periode d	inactivite et que les phases de reactualisation s	enchanent plus
rapidement
Les algorithmes iteratifs asynchrones sont particulierement adaptes aux architectures in
fomatiques paralleles representees par le modele de Dijkstra cf Bou qui est un modele
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Fig  " Iteration asynchrone
essentiellement asynchrone de type processus interagissant avec une memoire commune d	ou
une grande simplicite de mise en uvre
Un autre avantage des algorithmes iteratifs asynchrones reside dans l	absence de temps
d	inactivite dus aux synchronisations ainsi que dans l	absence de temps de gestion des syn
chronisations entre processus iteratifs paralleles ou distribues En eet la synchronisation
peut deteriorer les performances des algorithmes paralleles La deterioration est essentielle
ment fonction du type de synchronisation retenu et de sa mise en uvre sur la machine ainsi
que de la granularite et de l	equilibrage des taches cf Kun BPF
 KW Gre
 et
DLM
De plus dans le cas ou certaines valeurs des composantes du vecteur itere changent tres
peu il peut etre interessant de ne pas attendre systematiquement ces valeurs De maniere
generale on peut esperer une meilleure utilisation des ressources surtout lorsque le nombre de
processeurs est eleve
On notera aussi qu	une mise en uvre asynchrone permet un meilleur recouvrement des
communications par les calculs
Les algorithmes iteratifs asynchrones conviennent aussi particulierement a la nature de
certains problemes temps reel dans les grands systemes pour lesquels la synchronisation de
nombreuses taches de calcul distantes ne peut etre envisagee de maniere realiste en raison
notamment de pannes frequentes dans le systeme comme par exemple pour le probleme du
routage ou pour le controle de ot dans les reseaux de donnees
Du fait de la suppression des phases de resynchronisation et de reinitialisation cf Ber
l	asynchronisme presente aussi l	avantage d	une meilleure adaptativite aux modications in
tervenant dans le systeme telles que les changements de donnees ou de topologie
Enn un dernier avantage de l	asynchronisme est d	augmenter la surete de fonctionnement
En eet les schemas de calcul asynchrones tolerent les cas de pannes temporaires ou certains
iteres parviennent en un temps inni a leur destinataire De plus dans le cas de l	allocation
dynamique des taches de calcul sur des architectures de type multiprocesseur a memoire
partagee l	algorithme iteratif peut continuer tant qu	un processeur fonctionne
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 Problemes souleves
L	utilisation d	algorithmes iteratifs asynchrones demande neanmoins de faire face a cer
tains des L	etude de la convergence des algorithmes iteratifs asynchrones paralleles ou dis
tribues est generalement plus complexe que celle des algorithmes synchrones notamment dans
le cas non lineaire Cependant ce probleme a ete abondamment traite dans la litterature et
l	on possede aujourd	hui de nombreux resultats comme nous le verrons au chapitre 
L	asynchronisme souleve aussi des dicultes au niveau de la terminaison des algorithmes
Ce probleme est tres complexe notamment dans le cas ou le systeme n	a pas d	horloge globale
et ou les processeurs disposent uniquement d	informations locales Neanmoins des schemas de
terminaison ont ete proposes Certains ne sont pas tout a fait satisfaisants au niveau theorique
mais presentent cependant un grand interet pratique d	autres presentent toutes les garanties
theoriques de bon fonctionnement comme nous le verrons au chapitre 
 Terminologie
Pour nir ce paragraphe d	introduction sur les algorithmes iteratifs asynchrones nous
tenons a faire remarquer qu	il existe plusieurs denominations pour les algorithme etudies ici
Ce phenomene est d	ailleurs assez frequent dans le domaine des Mathematiques Appliquees
Ainsi les algorithmes iteratifs asynchrones ont ete aussi appeles  algorithmes de relaxation
chaotique cf CM
 algorithmes de relaxation chaotique a retards cf Miea iterations
asynchrones cf Bau algorithmes iteratifs totalement asynchrones cf BT
 Jean
Claude Miellou suggere aussi  iterations generales de point xe sur un espace produit
Nous verrons au paragraphe suivant que dans la classe des iterations asynchrones on peut
distinguer dierentes sousclasses de methodes correspondant a des degres divers d	asynchro
nisme
  Les modeles
 Un premier modele d	iterations asynchrones
Nous considerons le probleme de point xe 
x
 
! F x
 
  
ou F est une application de R
n
dans R
n
 Dans ce sousparagraphe nous presentons un des tous
premiers modeles d	algorithmes iteratifs asynchrones la formulation utilisee ici est derivee des
modeles de Chazan et Miranker cf CM
 Miellou cf Miea et Baudet cf Bau
Denition    Soit N lensemble des entiers naturels n   N   n et la decomposition
de R
n
en
Q

i
R
n
i

P

i
n
i
! n Une iteration asynchrone associee 	a lapplication F de
Q

i
R
n
i
dans
Q

i
R
n
i
et au point initial x 
Q

i
R
n
i
est une suite fxjg j !    
de vecteurs de
Q

i
R
n
i
de
nie de mani	ere recursive pour i !     

x
i
j ! F
i
x

I

j  x

I

j si i  Sj
x
i
j ! x
i
j    si i  Sj
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o	u x
i
 R
n
i
represente le i	eme sousvecteur du vecteur x et F
i
la i	eme bloc composante de
lapplication F S ! fSjjj !    g est une suite de sousensembles non vides de f   g
et I ! fIj ! I

j  I

jjj !    g est une suite delements de N

 De plus S et I
satisfont les conditions suivantes pour i !     
a   I
i
j  j    j !    
b I
i
j tend vers lin
ni lorsque j tend vers lin
ni
c i apparat un nombre in
ni de fois dans S
Les conditions cidessus peuvent etre interpretees respectivement comme suit 
a les valeurs du vecteur itere utilisees lors des calculs a l	iteration j proviennent au
maximum de l	iteration j    
b les valeurs trop anciennes des composantes du vecteur itere doivent etre denitivement
ecartees au fur et a mesure que les calculs progressent 
c aucun sousvecteur du vecteur itere ne cesse d	etre reactualisee
Une iteration asynchrone associee a l	application F au point initial x et aux suites S
et I est notee F xS I
Remarque    Le mod	ele  decrit des methodes iteratives par bloc Dans le cas o	u
 ! n on retrouve le cas particulier des methodes par point
Remarque   Dans les premi	eres de
nitions des iterations asynchrones cf CM et
Miea on trouvait 	a la place de b la condition suivante 
b il existe un entier s tel que j  I
i
j  s pour i !     et j !    
On note que b implique b On verra au sousparagraphe  que cette hypoth	ese corres
pond 	a un fonctionnement partiellement asynchrone
Remarque   Dans certains cas on rajoute la condition suivante 
d la fonction I
i
j est monotone croissante pour tout i  f   g
Nous verrons au chapitre  que lintroduction de cette hypoth	ese permet detablir des resultats
de convergence monotone dans le cas doperateurs de point 
xe monotones croissants
 Interpretation du modele
Un algorithme iteratif asynchrone F xS I peut etre interprete de la maniere sui
vante Soit fP

  P

g un ensemble de  processeurs d	une machine parallele disponibles
pour une application Soit ftjg j !     une suite croissante d	instants A l	instant tj
les processeur P
i
i  Sj qui sont inactifs sont assignes a l	evaluation de xj qui diere de
xj    uniquement par les valeurs des sousvecteurs x
i
cf gure  Un processeur P
i
commence la reactualisation du sousvecteur x
i
en utilisant les valeurs x
l
I
l
j l !    
des sousvecteurs x
l
qui sont disponibles au commencement des calculs et qui proviennent
d	iteres anterieurs la strategie la plus naturelle etant de prendre la valeur la plus recente des
composantes A un instant ulterieur note tj # k avec k  N et k   le processeur P
i
terminera ces calculs et sera assigne a l	evaluation de x
i
j # k
On peut donner d	autres interpretations de l	algorithme iteratif asynchrone F xS I
Par exemple on peut considerer que les instants tj j !     ne correspondent plus aux
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instants ou les processeurs inactifs sont assignes a l	evaluation des xj mais aux instants ou
les processeurs qui ont termine leur reactualisation delivrent leurs resultats a une memoire
commune dans le cas d	une architecture de type memoire partagee ou commencent a trans
mettre leurs resultats aux autres processeurs dans le cas d	une architecture de type memoire
distribuee ou plus generalement de type envoi de message cf gure 
P
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1
2
1
2
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7
Fig  " Une autre interpretation des iterations asynchrones
Les retards
Les termes jI
l
j sont appeles retards jI
l
j est en fait le retard dans l	acces au leme
sousvecteur du vecteur itere pour les calculs eectues a l	iteration j Dans la formulation des
algorithmes iteratifs asynchrones cf equation  les retards permettent de representer
l	eet de deux types de phenomenes lies a l	absence de synchronisation  la dierence de duree
des phases de calcul et les delais de communication
Dierence de duree des phases de calcul
La dierence de duree des phases de calcul provient de la dierence de puissance des pro
cesseurs ou de la dierence de charge qui est due a un mauvais equilibrage pouvant resulter
par exemple du nondeterminisme de la duree des taches de calcul Ainsi entre le commence
ment et la n d	une reactualisation eectuee par un processeur d	autres processeurs peuvent
eectuer un nombre indetermine de reactualisations Pour illustrer ce phenomene on peut
reprendre l	exemple simple du paragraphe  ou deux processeurs collaborent a la recherche
du point xe d	un operateur F de R

dans R

 Les processeurs P

et P

reactualisent res
pectivement la premiere et la deuxieme composante du vecteur itere notees respectivement
x

et x

 On considere que chaque processeur utilise pour ses reactualisations les valeurs des
composantes disponibles en debut de calcul et on suppose par simplicite que les communica
tions sont instantanees un exemple de deroulement des calculs est donne par la gure  ou
les traits horizontaux indiquent l	instant ou un processeur commence la reactualisation d	une
composante On remarque que x

j ! F

x

j    x

j  
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Fig  " Eet des dierences de duree des phases de calcul
Delais de communication
Les delais de communication resultent essentiellement de l	architecture etudiee Dans le
cas de systemes distribues les delais peuvent etre particulierement importants  ainsi entre
l	emission de la valeur reactualisee d	une composante et la reception de cette valeur le pro
cesseur recepteur peut avoir reactualise plusieurs fois une autre composante Pour illustrer
ce phenomene on reprend l	exemple precedent en abandonnant l	hypothese de communica
tion instantanee Un exemple de deroulement des calculs est donne par la gure  ou les
extremites des eches representent respectivement le debut et la n des communications On
remarque que x

j ! F

x

j   x

j   Le processeur P

recevant la valeur x

j   
apres l	instant tj correspondant au commencement de la jeme iteration Les retards tra
duisent ici le fait que les delais de communication sont non nuls et indetermines
P
P
1
2
jj-2j-4
j-3 j-1 j+1
Fig  " Eet des delais de communication
Exemples de retards non bornes
Il resulte de la condition b du sousparagraphe   que la formulation des iterations
asynchrones autorise des retards non bornes Une illustration simple de cette propriete est
donnee en reprenant l	exemple precedent et en supposant a nouveau que les communications
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sont instantanees On suppose de plus que le processeur P

reactualise la composante x

en
une unite de temps et que P

reactualise la composante x

en k unites de temps lors de la k
ieme reactualisation de x

cf gure  Il est clair que la condition b du sousparagraphe
  est alors satisfaite et que le retard j  I

j tend vers l	inni lorsque j tend vers l	inni
Baudet indique dans Bau que j  I

j crot comme
p
j cf gure 
P
P
1
2
Fig  " Exemple de retards non bornes
Remarque   La formulation  des iterations asynchrones permet de prendre en
compte le cas o	u les valeurs des composantes du vecteur itere sont utilisees lors des reac
tualisations dans un ordre dierent de leur obtention Ceci correspond notamment au cas o	u
les informations transitent dans un syst	eme distribue par divers chemins avec des delais de
communication variables
Remarque   La formulation  des iterations asynchrones permet aussi de decrire
des situations o	u certains resultats de reactualisation ne sont jamais utilises dans les calculs
Ce phenom	ene peut avoir plusieurs causes  certains resultats peuvent parvenir 	a dautres
processeurs mais etre rapidement supplantes par des resultats plus recents certains resultats
peuvent aussi ne pas etre communiques suite 	a une panne temporaire
Generalite de la formulation
Outre son caractere novateur la formulation des algorithmes iteratifs asynchrones est
aussi tres generale car les conditions a b et c sont tres faibles La formulation 
des algorithmes iteratifs asynchrones englobe tous les algorithmes classiques L	algorithme de
Jacobi peut etre represente par exemple de la maniere suivante avec le modele  
Sj ! f   g j !    
I
i
j ! j    i  f   g j !    
Les autres algorithmes  GaussSeidel freesteering iterations chaotiques serieparallele cf
RCM algorithmes asynchrones avec retards bornes peuvent etre representes a l	aide de
cette formulation
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Fig  " Numeros diteration et retards dans le cas de la 
gure 
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 Les iterations asynchrones avec memoire
Nous presentons maintenant une maniere dierente de concevoir des methodes iteratives
asynchrones
Les iterations asynchrones avec memoire ont ete proposees pour traiter le cas ou l	applica
tion de point xe n	est pas denie de maniere explicite et ou certains processeurs sont assignes
a des calculs de fonctions intermediaires alors que d	autres reactualisent les composantes du
vecteur itere Ces methodes ont ete etudiees notamment par Miellou cf Mieb El Tarazi
cf ET  et Baudet cf Bau
Les iterations asynchrones avec memoire utilisent a chaque iteration plusieurs valeurs de
chaque composante du vecteur itere qui peuvent etre relatives a des numeros d	iterations
dierents Le nombre de memoires est egal au nombre de valeurs utilisees moins une
A titre d	illustration nous considerons l	exemple simple de la mise en uvre de la methode
de Newton sur deux processeurs notes respectivement P

et P

 Soit A une application non
lineaire de R
n
dans R
n
et le probleme 
Ax
 
 ! 
L	operateur de Newton associe a l	application A s	ecrit 
F x ! x A

x

Ax
Une decomposition naturelle des calculs consiste a assigner le calcul de A

au processeur P

et le calcul de F au processeur P

 Les processeurs P

et P

qui ne sont pas synchronises vont
chacun a leur propre rythme Le calcul de F fait appel a deux valeurs de x qui peuvent etre
relatives a des numeros d	iteration dierents Nous avons la un exemple simple d	algorithme
asynchrone avec une memoire
Le probleme   peut donc etre generalise de la maniere suivante Soit F une application
de domaine inclus dans un espace vectoriel R
n

m
et a valeur dans l	espace vectoriel R
n
 on
recherche le point xe de F qui verie 
x
 
! F x
 
 x
 
  x
 
 
Nous donnons maintenant la denition des iterations asynchrones avec memoire
Denition   Soit   N   n et la decomposition de R
n
en
Q

i
R
n
i

P

i
n
i
!
n Soit F une application de 
Q

i
R
n
i

m
dans
Q

i
R
n
i
 Une iteration asynchrone avec
m    memoires associee 	a lapplication F et au sousensemble X des m premiers vecteurs
fx x   xm  g est une suite fxjg j !     de vecteurs de
Q

i
R
n
i
telle que
pour i !     et j ! mm#   

x
i
j ! F
i
z

  z
m
 si i  Sj
x
i
j ! x
i
j    si i  Sj

o	u z
r
    r  m est le vecteur forme des sousvecteurs z
r
l
! x
l
I
r
l
j    l   la suite
S ! fSjjj ! mm#   g represente une suite de sousensemble non vide de f   g et
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I de
ni par  I ! fI


j  I


j I


j  I
m

jjj ! mm#  g est une suite delements
de N


m
 De plus S et I satisfont les conditions suivantes pour i !     
a max
rfmg
fI
r
i
j j    r mg  j    pour tout j ! mm#   
b min
rfmg
fI
r
i
j j    r  mg tend vers lin
ni lorsque j tend vers lin
ni
c i apparat un nombre in
ni de fois dans S
Une iteration asynchrone avec m  memoires associee a l	application F au sousensemble X
des m premiers vecteurs fx x   xm  g et denie par S et I est notee FXS I

 Le modele de Bertsekas
Dans ce sousparagraphe nous presentons une formulation d	algorithmes iteratifs asyn
chrones qui diere du modele  et qui a un grand interet en liaison avec le Theoreme de
convergence asynchrone de Bertsekas que nous etudierons au sousparagraphe  Notons
que ce theoreme presente un large champs d	application L	approche developpee par Bertsekas
et son equipe dans Ber BT
 BT
  et TBT
 qui est presentee ici va nous permettre
d	eclairer davantage la nature des iterations asynchrones par une formulation dierente de
celle qui a ete utilisee jusqu	ici et de rentrer dans de plus amples details en etudiant die
rentes sousclasses d	algorithmes iteratifs asynchrones qui presentent un grand interet pour
des applications variees
Soit X

 X

  X
n
 des ensembles et X leur produit cartesien 
X ! X

X

 X
n

Les elements de x de X sont aussi notes 
x ! x

 x

  x
n

ou x
i
est element de X
i
 i !    n Nous considerons des fonctions F
i
 X  X
i
 i !    n
et la fonction F  X  X telle que 
F x ! F

x F

x  F
n
x
t
 x  X
Le probleme consiste a trouver le point xe de F c	est a dire un element x
 
 X tel que
x
 
! F x
 

ou de maniere equivalente
x
 
i
! F
i
x
 
 i !    n
Le modele des algorithmes totalement asynchrones de Bertsekas est le suivant
Denition   On suppose quil existe une suite devenements T ! f      g pour
lesquels une ou plusieurs composantes x
i
du vecteur itere x sont reactualisees par un des
processeurs de larchitecture parall	ele ou distribuee Soit T
i
la soussuite devenements pour
lesquels x
i
est reactualisee Nous supposons que le processeur reactualisant x
i
peut ne pas
avoir acc	es aux valeurs les plus recentes des composantes de x de plus pour tout t  T
i
 x
i
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reste inchange Une iteration asynchrone est une suite fxtg de vecteurs de R
n
telle que pour
tout i  f   ng

x
i
t#   ! F
i
x


i

t  x
n

i
n
t t  T
i

x
i
t#   ! x
i
t t  T
i


o	u 
i
l
t satisfait 
  
i
l
t  t l  f   ngt  T 
On donne maintenant les hypotheses portant sur les calculs et les communications
Hypothese   Hypothese dasynchronisme total  Les ensembles T
i
sont in
nis de
plus si ft
k
g est une soussuite delements de T
i
qui tend vers lin
ni alors lim
k

i
l
t
k
 !
pour tout l  f   ng
On remarque que l	inegalite  et l	Hypothese   permettent de retrouver les hypotheses
a a c du paragraphe   Les algorithmes satisfaisant l	Hypothese   sont appeles algo
rithmes totalement asynchrones par Bertsekas
Remarque   Dans le mod	ele  les elements de T sont les indices de la sequence
dinstants auxquels les reactualisations sont delivrees La connaissance des ensembles T et T
i
nest pas necessaire a priori pas plus quil nest necessaire dimplementer en chaque processeur
une horloge globale associee 	a la suite dev	enements T En fait la variable t ne correspond pas
necessairement 	a un temps elle peut etre interpretee comme une variable arti
cielle utilisee
pour indexer des instants correspondants 	a la reactualisation dune composante
Remarque 
 La dierence t
i
l
t represente le retard dans lacc	es 	a la l	eme composante
du vecteur itere lors de la reactualisation de la i	eme composante 	a linstant t Ce mod	ele est
un peu plus general que  car la reactualisation simultanee de deux composantes du vecteur
itere peut faire appel 	a des valeurs dierentes de la meme composante On note toutefois que
contrairement au mod	ele  presente au paragraphe  linterpretation du mod	ele 
est uniquement associee aux instants de 
n de reactualisation
A partir de ce modele Bertsekas et son equipe ont distingue dierentes sousclasses d	al
gorithmes iteratifs asynchrones presentant un grand interet essentiellement lorsqu	on ne peut
etablir de resultat de convergence pour les algorithmes iteratifs totalement asynchrones
Les iterations partiellement asynchrones introduites par Bertsekas et Tsitsiklis dans BT

voir aussi TBT
 ont un caractere moins general que les iterations totalement asynchrones
Cependant les algorithmes iteratifs patiellement asynchrones peuvent presenter un grand in
teret lorsque l	exces d	asynchronisme entrane la divergence ou ne permet pas de garantir la
convergence Le modele des iterations partiellement asynchrones est assez semblable a celui
des iterations totalement asynchrones Cependant des bornes sont placees sur les retards et
la duree de l	intervalle entre deux reactualisations consecutives d	une meme composante En
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conservant les memes notations nous presentons maintenant les conditions d	asynchronisme
partiel
Hypothese  Hypothese dasynchronisme partiel  Il existe un entier positif B tel
que 
a Pour tout i  f   ng et pour tout t au moins un element de lensemble ft t #
   t#B   g appartient 	a T
i

b t B  
i
l
t  t i l  f   ng et t  T
i

c 
i
i
t ! t i  f   ng et t  T
i

Il resulte de cette hypothese que 
a chaque composante est reactualisee au moins une fois au cours d	un intervalle de longueur
B c	est a dire contenant B reactualisations 
b les informations utilisees pour la reactualisation d	une composante ont un retard maximal
egal a B  l	hypothese b qui xe une borne sur le retard est a rapprocher de l	hypothese b	
du sousparagraphe   
c lors de la reactualisation de la composante qui lui est assignee chaque processeur utilise
la derniere valeur de cette meme composante cette hypothese est tres naturelle dans le cas
de la mise en uvre sur une machine a memoire distribuee ou sur un reseau de processeurs
On note que les conditions a a c sont plus restrictives que les hypotheses d	asynchronisme
total mais qu	elles peuvent etre satisfaites dans de nombreuses situations pratiques Le ca
ractere restrictif des hypotheses a a c depend de la valeur de B qui est aussi appelee
mesure d	asynchronisme Bertsekas distingue deux classes principales d	algorithmes iteratifs
partiellement asynchrones  celle pour laquelle B doit etre arbitrairement petit et celle pour
laquelle B peut etre aussi grand que l	on veut mais ni Suivant le probleme on sera amene
a restreindre la valeur de B an d	etablir un resultat de convergence pour les algorithmes
iteratifs asynchrones
 Un nouveau concept  les iterations asynchrones avec communication
exible
Nous presentons maintenant une nouvelle classe de methodes iteratives asynchrones  les
iterations asynchrones avec communication exible Cette classe d	algorithmes asynchrones
a ete tout d	abord proposee dans MEBS
 pour des problemes faisant intervenir des M
fonctions cf paragraphe A  de l	Annexe A et des applications de point xe qui sont des
Asousapplications ou des Asur applications cf Denitions A  et A  de l	Annexe A
Les iterations asynchrones avec communication exible peuvent etre aussi associees a des ap
plications de point xe qui sont des sousapplications ou des sur applications cf EBSMG

et Denitions A 
 et A de l	Annexe A
Les iterations asynchrones avec communication exible sont des methodes tres generales
grace auxquelles chaque processeur peut avoir acces a l	etat courant des autres processeurs
Ainsi cette nouvelle classe d	algorithmes autorise des echanges de valeurs qui n	etaient pas pre
vus par les modeles iteratifs asynchrones etudiees dans CM
 Miea et Bau En eet
la valeur courante de chaque composante du vecteur itere peut etre communiquee aux autres
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processeurs ou acquise par les autres processeurs a n	importe quel moment et eventuellement
sans aucune regle predeterminee alors que les communications se produisent uniquement a la
n de chaque phase de reactualisation dans les schemas iteratifs asynchrones de la Denition
  Notons que cette nouvelle propriete n	implique pas necessairement une augmentation
du nombre d	acces a une memoire commune mais ore au contraire la possibilite d	acquerir
la valeur courante de chaque composante du vecteur itere lorsque cela est necessaire Par
contre le nombre de communications peut etre plus important dans le cas d	une architecture
a memoire distribuee
Pour illustrer le concept de communication exible nous presentons brievement deux
manieres de mettre en uvre ces algorithmes sur une architecture a memoire distribuee
La premiere maniere correspond au cas ou les processeurs envoient une requete aux autres
processeurs au commencement de chaque reactualisation an de recevoir leur etat courant
cf gure  ou nous avons repris l	exemple simple presente au sousparagraphe  et qui
consiste en la recherche du point xe d	une application a l	aide de deux processeurs La
deuxieme mise en uvre correspond au cas ou chaque processeur transmet la valeur courante
des composantes qui lui sont assignees en fonction d	une politique xee  par exemple la valeur
courante des composantes du vecteur itere peut etre communiquee aux autres processeurs
lorsqu	un nombre determine de pas de calculs intermediaires est atteint cf gure 
 pour
un exemple identique a celui considere cidessus Toutes ces mises en uvre sont detaillees
au chapitre  
1
1 2
3
Communication d’une valeur intermédiaire
Requête
P
P
1
2
Fig  " Iterations asynchrones avec communication exible mise en uvre avec des requetes
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2
1 1 2 3 5
1 4
Communication d’une réactualisation partielle
P
P
Communication d’une réactualisation en fin d’itération
Fig 
 " Iterations asynchrones avec communication exible cas dune politique 
xee
 Un premier modele d	iterations asynchrones avec communication
exible
Nous presentons maintenant un premier modele d	iterations asynchrones avec communi
cation exible Nous donnerons au sousparagraphe suivant un second modele qui selon nous
est plus general et permet de decrire en particulier des algorithmes beaucoup plus complexes
Les iterations asynchrones avec communication exible sont etroitement liees aux concepts
de Asur application Asousapplication sur application et sousapplication cf Annexe A
qui permettent d	engendrer des sequences monotones de vecteurs L	utilisation de valeurs
resultant de pas intermediaires de reactualisation presente un interet tout particulier dans
ce contexte car elle peut accelerer la convergence De maniere plus explicite les methodes
iteratives asynchrones avec communication exible sont basees sur l	utilisation d	applications
de point xe qui approchent la solution des sousproblemes Ces applications peuvent etre
construites a l	aide de processus iteratifs
A titre d	exemple nous avons considere dans MEBS
 un probleme de diusion non
lineaire La discretisation de ce probleme avec des schemas adequats donne le systeme non
lineaire
Ax
 
 !  
ou l	application A est une Mfonction Soit F l	application de point xe associee cf Remarque
A de l	Annexe A et n   N avec   n et la decomposition de R
n
en
Q

i
R
n
i

P

i
n
i
!
n En introduisant la matrice blocdiagonale Cx derivee de la methode de Newton nous
avons montre dans MEBS
 que l	application
$
F denie de la maniere suivante est une A
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sousapplication associee a F 
$
F
i
x ! x
q
i
 i  f      g 
ou q est un entier positif x

i
! x
i
 et x
q
i
est le qeme itere produit par l	algorithme 
x
q
i
! x
q
i
 C

i
x

 
q
i
A
i
x
q
i
 x q !       

ou   	

q     q    et C
i
x est le ieme bloc diagonal de la matrice Cx A
i
est la
ieme bloccomposante de l	application A et x
q
i
 x est le vecteur de
Q

i
R
n
i
 dont le ieme
sousvecteur est egal a x
q
i
 les autres sousvecteurs etant egaux a x
l
 l !     l 	! i
Nous donnons cidessous une premiere denition des iterations asynchrones avec commu
nication exible
Denition   Soit A une Mfonction continue surjective et soit F lapplication de point

xe associee cf Remarque A de lAnnexe A Une iteration asynchrone avec communication
exible relative 	a une sousapplication
$
F du premier ou du second type associee 	a lapplication
de point 
xe F cf De
nitions A et A de lAnnexe A sur
Q

i
R
n
i
et au point initial
x satisfaisant x  F x est une suite fxjg de vecteurs telle que pour i !     

x
i
j !
$
F
i
%xj si fig ! Sj
x
i
j ! x
i
j    si fig 	! Sj
 
o	u S ! fSjjj !    g est une suite de singletons de f   g satisfaisant pour i !     
a i apparat un nombre in
ni de fois dans S
le vecteur %xj est implicitement de
ni par 
%x
l
j  hmaxfx
l
I
l
j %x
l
qg x
l
j   i
l
 l !       
h i
l
etant un segment dordre dans R
n
l
cf la relation A et q ! max
kK
s j
j
k fK
i
jg
satisfaisant pour i  f   g et j !     K
i
j ! fk  N j Sk ! fig   k  jg on
pose q !  et %x ! x si K
Sj
j ! 
 et I ! fI

j  I

jjj !    g est une
suite delements de N

satisfaisant pour i !     
b   I
i
j  j    j !    
c I
i
j ! j    si fig ! Sj
d I
i
j tend vers lin
ni lorsque j tend vers lin
ni
On denit de maniere analogue en renversant les inegalites une methode iterative asynchrone
avec communication exible relative a une sur application

F  du premier ou du second type
associee a une application de point xe F cf Denitions A et A de l	Annexe A et
au point initial x  P tel que x  F x On denit aussi de maniere analogue une
iteration asynchrone avec communication exible relative a une Asur application

F ou une
Asousapplication
$
F qui est du premier ou du second type associee a une application de
point xe F cf Denitions A A A et A de l	Annexe A
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Ce modele a ete utilise avec succes pour la resolution d	equations aux derivees partielles grace
a des methodes de sousdomaine et pour la resolution de problemes d	optimisation de type
ot dans les reseaux grace a des methodes de relaxation approchee comme nous le verrons
au chapitre 
Remarque   Loriginalite de cette nouvelle classe de methodes provient des commu
nications exibles entre processeurs En eet dans ce nouveau mod	ele le sousvecteur %x
l
j
communique par le processeur P
l
au processeur P
i
et utilise lors de la reactualisation de x
i
j
prend sa valeur dans le segment conique hmaxfx
l
I
l
j %x
l
qg x
l
j  i o	u %x
l
q represente
la valeur du sousvecteur x
l
utilisee lors de la derni	ere reactualisation de x
i
 le terme x
l
I
l
j
traduit le comportement non deterministe de lalgorithme iteratif asynchrone et x
l
j  est la
valeur de x
l
	a literation j    Lintroduction des intervalles dordre nous permet de prendre
en compte le cas o	u %x
l
j nest pas necessairement issu dune nouvelle reactualisation du
sousvecteur x
l
produite par lapplication
$
F et peut correspondre 	a la valeur courante de x
l
produite par exemple par quelques pas du processus iteratif qui engendre
$
F  La valeur %x
l
j
peut donc correspondre 	a un nouvel itere ou 	a un itere partiel issu dune reactualisation en
cours et qui nest donc pas etiquete par un numero diteration particulier Il en resulte une
meilleure interaction entre communication et calcul cf 
gures  et   cette propriete est
particuli	erement interessante dans le cas dune convergence monotone
Remarque   A
n de simpli
er la presentation nous avons suppose que les sousensembles
Sj sont des singletons Cette hypoth	ese ne diminue en rien la portee des iterations asyn
chrones avec communication exible cf EBGMS En eet le cas general o	u les Sj sont
des sousensembles quelconques de f   g peut etre aisement modi
e pour rentrer dans le
cadre des hypoth	eses de
nies dans ce paragraphe A cette 
n il sut dordonner arbitraire
ment les reactualisations qui etaient simultanees en modi
ant les suites S et I
Remarque    Lhypoth	ese c de la De
nition  nest pas tr	es restrictive elle est au
contraire tout 	a fait naturelle dans le cas dune allocation statique des charges de calcul aux
processeurs  en eet tout processeur utilise alors la derni	ere valeur de chaque composante
qui est disponible dans sa memoire locale
Remarque     Contrairement 	a la formulation des iterations asynchrones donnee dans
la De
nition  le mod	ele  permet de considerer le cas o	u les valeurs des compo
santes dun meme sousvecteur qui sont utilisees lors dune reactualisation correspondent 	a
des iterations dierentes
Remarque    Si le mod	ele de la De
nition  permet de prendre en compte les iteres
partiels il poss	ede toutefois une limitation En eet dans lequation  le segment conique
est majore par x
l
j  et non par x
l
j ce qui emp	eche de prendre en compte tout itere partiel
posterieur 	a x
l
j   et qui peut neanmoins etre disponible pour le calcul de x
i
j Le mod	ele
du paragraphe suivant ne poss	ede pas cet inconvenient
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 Un second modele d	iterations asynchrones avec communication exible
Nous presentons dans ce sousparagraphe un modele d	iterations asynchrones avec com
munication exible que nous avons introduit dans EBSMG
 et qui est selon nous plus
general que le modele precedent  il permet aussi de decrire des algorithmes qui ne peuvent
etre decrit par le premier modele
Denition   Soit A une Mfonction continue surjective et soit F lapplication de point

xe associee cf Remarque A de lAnnexe A Une iteration asynchrone avec communication
exible relative 	a une sousapplication
$
F du premier ou du second type associee 	a F sur
Q

i
R
n
i
et au point initial x satisfaisant x  F x est une suite fxjg de vecteurs
telle que pour i !     

x
i
j  h
$
F

i
x

I

j  x

I

j
$
F
i
x

I

j  x

I

ji si fig ! Sj
x
i
j ! x
i
j    si fig 	! Sj
 
o	u
$
F

est une sousapplication continue pour lordre cf De
nition A de lAnnexe A telle
que pour tout i  f   ng et x tel que x
i
 F
i
x on a 
$
F

i
x  hx
i

$
F
i
xi
i
 S ! fSjjj !
   g est nous le rappelons une suite de singletons de f   g et I ! fI

j  I

jjj !
   g est une suite delements de N

satisfaisant pour i !     
a i apparat un nombre in
ni de fois dans S
b   I
i
j  j    j !    
c I
i
j ! j    si fig ! Sj
d I
i
j tend vers lin
ni lorsque j tend vers lin
ni
On denit de maniere analogue une iteration asynchrone avec communication exible relative
a une sur application

F du premier ou du second type associee a F sur
Q

i
R
n
i
et au point
initial x satisfaisant x  F x a l	aide des relations suivantes 

x
i
j  h

F
i
x

I

j  x

I

j

F

i
x

I

j  x

I

ji si fig ! Sj
x
i
j ! x
i
j    si fig 	! Sj
 
Remarque    Dans ce second mod	ele diterations asynchrones avec communication
exible la valeur de x
i
j qui est recue ou acquise par un autre processeur que celui qui
la calculee peut correspondre 	a une nouvelle reactualisation de x
i
obtenue grace 	a la sous
application
$
F ou par quelques pas dun processus iteratif permettant de construire la sous
application
$
F la seule restriction etant que la valeur de x
i
j est comprise dans le seg
ment dordre h
$
F

i
x

I

j  x

I

j
$
F
i
x

I

j  x

I

ji Ainsi la valeur x
i
j
produite par lalgorithme est bien un itere ou un itere partiel provenant de calculs en cours
Les iteres partiels peuvent etre transmis ou acquis 	a nimporte quel instant et sans r	egle 
xee
a priori
Remarque    Contrairement au mod	ele precedent ce mod	ele diterations asynchrones
avec communication exible permet dutiliser tous les iteres partiels produits par lalgorithme
cf Remarque  Notons que les iteres et les iteres partiels sont etiquetes par un numero
 CONCLUSION 
Remarque    le mod	ele de la De
nition  permet aussi de modeliser des algorithmes
asynchrones pour lesquels loperateur de point 
xe nest pas de
ni de mani	ere classique mais
prend sa valeur dans un segment dordre Ce type doperateur peut etre engendre par exemple
	a la suite dun tirage aleatoire sur plusieurs operateurs de point 
xe
Remarque    Le mod	ele de la De
nition  ainsi que celui de la De
nition  pre
sentent le grand avantage de combiner le formalisme tr	es general des methodes par blocs 	a la
possibilite dutiliser dans les calculs la valeur courante de chaque composante du vecteur itere
 Modeles de type espace d	etat
Parmi les autres modeles de la litterature on peut citer le modele de Kaszkurewicz et
Bhaya cf KB
 et BKM
  pour la resolution de systemes d	equations lineaires pertubees
par un operateur blocdiagonal non lineaire Lipschitzien a l	aide de methodes de decomposi
tion asynchrones avec des delais bornes Ce modele repose sur un processus d	augmentation
de la dimension du systeme
Beidas et Papavassilopoulos ont propose dans BP
 et BP
 un modele lineaire asyn
chrone avec des retards bornes de nature stochastique qui sont dus aux communications
Ces modeles conduisent a des formulations de type espace d	etat qui sont tres lourdes
  Conclusion
Contrairement au schemas iteratifs synchrones les algorithmes iteratifs asynchrones reac
tualisent les composantes du vecteur itere sans ordre ni synchronisation En ce sens ils n	ont
aucun equivalent sequentiel et sont donc de nature typiquement parallele
Les restrictions imposees a ce type d	algorithme sont tres faibles  aucune composante du
vecteur itere ne doit cesser d	etre reactualisee et les valeurs anciennes des composantes doivent
etre abandonnees au fur et a mesure que les calculs progressent Par voie de consequence
les iterations asynchrones ont un formalisme tres general recouvrant les schemas de calcul
classiques tels que Jacobi parallele serieparallele Un schema de calcul ordonne n	etant
apres tout qu	un cas particulier de schema chaotique
L	asynchronisme se formalise essentiellement par l	introduction de retards  les retards ne
signiant nullement que les iterations asynchrones sont des methodes paralleles inecaces
Tout au long de ce chapitre nous avons presente plusieurs modeles d	iterations asyn
chrones  iterations partiellement asynchrones iterations totalement asynchrones iterations
asynchrones avec memoire et iterations asynchrones avec communication exible qui consti
tuent l	essentiel de notre contribution en ce qui concerne les aspects de modelisation Ces
modeles sont plus ou moins sophistiques suivant le degre d	asynchronisme qui est tolere et la
complexite des calculs ou des echanges de donnees En particulier les modeles proposes pour
les iterations asynchrones avec communication exible presentent l	interet de combiner le for
malisme tres general des methodes par blocs a la plus grande liberte en matiere d	echange
de donnees entre processeurs qu	il s	agisse de communication par passage de message ou de
processus d	ecriture&lecture dans une memoire partagee
CHAPITRE  LES ALGORITHMES IT

ERATIFS ASYNCHRONES ET LEURS MOD

ELES

Chapitre 
Convergence
La girafe semble un mecanisme construit par assemblage de morceaux
provenant de machines heterogenes mais qui fonctionne cependant a la
perfection Monsieur Palomar continuant a observer les girafes
et leur course se rend compte qu	une harmonie compliquee commande
tout ce trepignement dysharmonique 
Italo Calvino
Palomar
L	etude de la convergence est un probleme complexe en raison de l	absence de synchronisa
tion et donc du comportement chaotique des schemas iteratifs ce qui se traduit au niveau du
modele par des retards pouvant etre eventuellement innis Cependant un tres grand nombre
de resultats generaux ont ete etablis dans des contextes tres varies  nous les presentons dans
ce chapitre ainsi que notre contribution personnelle
 Systemes dequations
 Le cas lineaire une condition necessaire et susante de convergence
Soit le systeme d	equations
Ax
 
! z  
ou x
 
et z sont deux vecteurs de R
n

Dans le cas lineaire Chazan et Miranker ont etabli le resultat suivant 
Theoreme   cf CM Tout algorithme asynchrone de
ni par le mod	ele  o	u F
correspond alors 	a une matrice de type Jacobi par point converge vers la solution du probl	eme
 si et seulement si A est une Hmatrice cf De
nition A de l Annexe A
Remarque    Ce resultat de convergence qui est historiquement le premier a avoir ete
publie est le seul pour lequel la condition susante de convergence est aussi une condition
necessaire
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Remarque   dans le cas o	u A est une matrice de
nie positive Donnely cf Don
a etabli un resultat de convergence pour des schemas chaotiques periodiques surrelaxes pour
lesquels on a 
Sj ! jmodn 
 Non linearite et ordre partiel
Remarque   Soit 	a resoudre le syst	eme non lineaire Ax
 
! z de lequation 
Soit n   N lensemble des entiers naturels et   n Nous considerons la decomposition
de R
n
en
Q

i
R
n
i
avec
P

i
n
i
! n Chaque sousespace R
n
i
est muni de lordre partiel
naturel ou encore ordre composante par composante associe au cone K
i
! R
n
i
 
des vecteurs
de composantes non negatives dans R
n
i
cf De
nition A de lAnnexe A Soit le vecteur
x  R
n
on a alors la decomposition suivante de x 
x ! fx

     x
i
     x

g 

Y
i
R
n
i

et la decomposition de A 
Ax ! fA

x    A
i
x    A

xg 

Y
i
R
n
i

Par la suite le vecteur fx

     x
i
 x
i
 x
i 
     x

g sera aussi note x
i
 x
On consid	ere pour tout i  f   g le probl	eme 
A
i
x
i
 x !  
et lapplication F de R
n
dans R
n
qui satisfait 
F x ! x ! fx

     x
i
     x

g 
o	u x
i
est solution de 
Notre contribution a porte sur les resultats suivants 
Theoreme   cf EBa Si A est continue diagonale monotone croissante et hors
diagonale monotone decroissante cf De
nitions A et A de l Annexe A et sil existe une
Asur solution y et une Asoussolution x cf De
nitions A et A de l Annexe
A alors lapplication de point 
xe par point F de
nie dans la Remarque  pour laquelle
on a   ! n est multivoque et pour tout i  f   ng et x  D ! fx  R
n
j x

 x  y

g
F
i
x est un intervalle non vide et compact de plus les applications de point 
xe F et F telles
que
F
i
x ! max
xF
i
x
x et F
i
x ! min
xF
i
x
x i  f   ngx  D 
respectivement sont bien de
nies et monotones croissantes sur D Si de plus F et F sont
continues alors toute iteration asynchrone par point de
nie par le mod	ele  et associee 	a
F ou F converge de mani	ere monotone 	a partir de y

ou x

 respectivement
 SYST

EMES D	

EQUATIONS 
Theoreme   cf EB Si A est continue diagonale monotone strictement croissante
et hors diagonale monotone decroissante cf De
nition A de l Annexe A et sil existe une
Asur solution y et une Asoussolution x alors lapplication de point 
xe par point
F de
nie dans la Remarque  est univoque et tout algorithme asynchrone par point de
ni
par le mod	ele  et associe 	a lapplication F converge de mani	ere monotone 	a partir dune
Asur solution ou dune Asoussolution
Remarque   Lapplication F est continue et monotone croissante sur un segment
dordre delimite par la Asoussolution et la Asur solution cf EB
Theoreme   cf EB Si A est une Mfonction continue surjective cf De
nitions
A A et Theor	eme A de l Annexe A alors toute iteration asynchrone de
nie par le
mod	ele  et associee 	a lapplication de point 
xe F de
nie dans la Remarque  converge
vers lunique solution du probl	eme  quel que soit le point initial
Theoreme   cf EBa Si A est continue au sens de Lipschitz diagonale monotone
croissante hors diagonale monotone decroissante et sil existe une Asur solution y et une
Asoussolution x alors toute iteration asynchrone par point de
nie par le mod	ele  et
associee 	a lapplication de point 
xe F  R
n
 R
n
telle que 
F x ! x
 

Ax x  R
n
 
o	u  est la contante de Lipschitz relative 	a A converge de mani	ere monotone 	a partir de y

et x


Remarque   Lapplication F est continue et monotone croissante sur D ! fx  R
n
j
x

 x  y

g De plus on a 
x

 F x

  F y

  y

 
Les schemas iteratifs asynchrones consideres sont alors de type Richardson
Theoreme   cf Mie Si A est une Mfonction continue surjective alors toute
iteration asynchrone de
nie par le mod	ele  et relative 	a une Asur application ou une
Asousapplication du premier ou du second type cf De
nitions A A A et A de
lAnnexe A associee 	a lapplication de point 
xe F de la Remarque  converge de mani	ere
monotone vers la solution du probl	eme  	a partir dune Asur solution ou dune Asous
solution respectivement
Nous donnons maintenant un resultat de convergence pour les algorithmes iteratifs asyn
chrones avec communication exible denis au paragraphe 
Theoreme 
  cf MEBS Si A est une Mfonction continue surjective alors toute
iteration asynchrone avec communication exible de
nie par le mod	ele  et relative 	a
une Asur application ou une Asousapplication du premier ou du second type associee 	a
lapplication de point 
xe F de la remarque  converge de mani	ere monotone vers la solution
du probl	eme  	a partir dune Asur solution ou dune Asoussolution respectivement
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Le resultat suivant generalise directement un resultat de convergence pour les algorithmes
iteratifs asynchrones avec communication exible appliques a des problemes d	optimisation
non lineaire de type ot dans les reseaux
Theoreme   cf EBSMG Si A est continue diagonale monotone croissante hors
diagonale monotone decroissante et sil existe une sur solution y et une soussolution x
alors toute iteration asynchrone par point avec communication exible de
nie par le mod	ele
 et relative 	a une sur application ou une sousapplication du premier ou du second type
cf De
nitions A A A et A de lAnnexe A associee 	a lapplication de point

xe F ou F  respectivement converge de mani	ere monotone 	a partir de y ou de x
respectivement
Remarque   Les resultats precedents sappliquent 	a une large classe de probl	emes in
cluant des syst	emes issus de la discretisation dequations aux derivees partielles et des pro
bl	emes doptimisation comme nous le verrons au Chapitre  En particulier Le Theor	eme
 generalise un premier resultat pour les methodes de relaxation asynchrones pour la reso
lution de probl	emes de ot convexes dans les reseaux cf BEB De meme le Theor	eme
 generalise un resultat pour les methodes de gradient asynchrones toujours dans le cas des
probl	emes de ot dans les reseaux cf EBa Dans le meme contexte le Theor	eme 
generalise les resultats de EBSMG Les resultats du Theor	eme  ont ete etendus au cas
des methodes de type  multisplitting! dans EBSM
 Cas d	operateurs Haccretifs
Pour des problemes du type 
'
d
x # 'x   x  E 
ou E est un espace de Banach reexif produit ni d	une famille d	espaces de Banach fE
i
g i 
f   g de norme respective k k
i
 l	application '  D'  E  E est une application
univoque et l	application '
d
est une multiapplication diagonale cf paragraphe A  de
l	Annexe A Miellou et Spiteri ont etabli le resultat suivant 
Theoreme  cf MSb et Spi Si lapplication ' est Haccretive et les composantes
par bloc de lapplication '
d
sont maccretives cf De
nitions A et A de lAnnexe A
alors tout algorithme asynchrone de
ni par  o	u F est de
nie dune mani	ere analogue
	a celle de la Remarque  converge vers la solution unique du probl	eme  	a partir dun
element quelconque de E
Remarque 
  Ce resultat de convergence repose sur des proprietes de contraction cf
aussi MSa
 PROBL

EMES DE POINT FIXE 

  Problemes de point 	xe
Dans ce paragraphe nous eectuons un rappel des principaux resultats de convergence
pour les iterations asynchrones appliquees a la resolution de problemes modelises directement
comme la recherche d	un point xe d	un operateur non lineaire Les resultats presentes sont
issus des travaux pionniers en la matiere de Miellou et de son equipe au Laboratoire de Calcul
Scientique de Besan con a savoir  Bahi Boulbrachene Comte CorteyDumont El Tarazi
Jacquemard Laouar et Spiteri
Soit E un espace de Banach reexif produit ni d	une famille d	espaces de Banach fE
i
g i 
f   g de normes respectives k k
i
 On a la decomposition suivante de x  E 
x ! fx

     x

g 

La norme vectorielle canonique 
 de E !
Q

i
E
i
dans R

 
fait correspondre a tout x  E 

x ! kx

k

  kx

k

  
Soit F une application de DF   E a valeurs dans DF  telle que 
DF  	! 
   
ou 
 est l	ensemble vide F est decomposee de la maniere suivante 
F x ! fF

x     F
x
g  
On considere le probleme de point xe 
x
 
! F x
 
  
Les theoremes suivants comptent parmi les principaux resultats de convergence pour les
iterations asynchrones
 Contraction
Theoreme    cf Miea Si DF  	! 
 F admet un point 
xe x
 
 DF  et F est
contractante en x
 
pour la norme vectorielle 
 cf De
nition A de lAnnexe A alors
lalgorithme iteratif asynchrone de
ni par  appartient 	a DF  et converge vers x
 

Remarque  Ce resultat peut etre etendu au cas des applications de point 
xe avec para
m	etre de relaxation  

 T 
 o	u T est la matrice de contraction de F en x
 
 qui sont
notees F

 de domaine DF   E 	a valeurs dans DF  et de
nies par 
F

x !   x# F x  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Theoreme     cf ET et ET Si DF  	! 
 F admet un point 
xe x
 
 DF  et
F est contactante sur DF  pour la norme ponderee k k
w
T
 cf paragraphe A de lAnnexe
A alors lalgorithme iteratif asynchrone de
ni par  appartient 	a DF  et converge vers
x
 

Nous donnons cidessous un resultat de convergence pour les algorithmes iteratifs asynchrones
avec memoire
Theoreme    cf Bau Si DF  	! 
 et si F est mcontractante sur un sousensemble
non vide D de DF   E cest 	a dire si il existe une matrice non negative T de rayon spectral
inferieur 	a  telle que pour tout x

  x
m
 y

  y
m
 D

F x

  x
m
 F y

  y
m
  T max 
x

 y

  
x
m
 y
m
  
et F D
m
  D alors tout algorithme iteratif asynchrone avec memoire de
ni par  associe
	a lapplication F et initialise par un ensemble quelconque de vecteurs de D
m
converge vers x
 
qui est lunique point 
xe de F
Pour d	autres resultats de convergence concernant les iterations asynchrones avec memoire
on pourra se referer a ET dans un contexte de contraction classique ainsi qu	a ET
dans un contexte d	ordre partiel
Nous presentons au paragraphe suivant quelquesuns des resultats les plus importants
dans un contexte d	ordre partiel
 Ordre partiel
Theoreme    cf Mieb Si chaque espace de Banach E
i
est muni dun ordre partiel
cf De
nition A de lAnnexe A E etant muni de lordre partiel note  soient y

et x

deux elements de E tels que x

 y

 de
nissant le segment dordre  x

 y

 cf De
nition
A de lAnnexe A si lapplication de point 
xe F de E dans E est croissante continue et y

et x

sont respectivement sur solution et soussolution alors lalgorithme iteratif asynchrone
de
ni par  et initialise par y

ou x

converge de mani	ere monotone vers un point 
xe de
F
Remarque  Dans Mieb ce resultat a ete donne pour les applications F de  x

 y


  x

 y

 	a valeurs dans  x

 y

 qui sont croissantes sur  x

 y

   x

 y

  On
de
nit dans ce cas des iterations asynchrones doubles du type F xS I

 I


Les aspects contraction et ordre partiel peuvent etre combines on a alors le resultat suivant
Theoreme    cf Jac Sous les hypoth	eses du Theor	eme  et si de plus T une
matrice de type   	a elements non negatifs est une majorante de F pour lordre cest 	a
dire si 
x  y  F y F x  T y  x x y  E  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alors F est continue et lalgorithme iteratif asynchrone de
ni par  et initialise par y

ou
x

converge de mani	ere monotone vers un point 
xe de F Si de plus F est contractante cf
De
nition A de lAnnexe A alors le point 
xe de F est unique
 Le theoreme de convergence asynchrone de Bertsekas
Le theoreme de convergence asynchrone de Bertsekas cf Ber et BT
 est un resultat de
convergence original et tres general c	est aussi un outil tres puissant pour prouver la conver
gence d	algorithmes iteratifs asynchrones pour des applications tres variees Le theoreme de
convergence asynchrone de Bertsekas donne un ensemble de conditions susantes qui assurent
la convergence d	algorithmes asynchrones pour des problemes de point xe Contrairement
aux resultats presentes precedemment qui sont bases sur l	etude d	une suite de vecteurs ce
resultat est base sur l	etude d	une suite d	ensembles auxquels les elements de la suite de vec
teurs appartiennent Cette approche tire son origine de la theorie de la stabilite de Lyapunov 
son avantage est de fournir un cadre plus abstrait pour l	analyse de la convergence des ite
rations asynchrones et d	englober les aspects contraction et ordre partiel Les hypotheses du
theoreme de convergence sont presentees cidessous
Hypothese    cf BT Il existe une suite de sousensembles non vides fXjg de
lensemble X telle que 
Xj#    Xj    X
satisfaisant les conditions suivantes 
Condition de convergence des iterations synchrones 
On a 
F x  Xj #   j et x  Xj
De plus si fxjg est une suite de vecteurs telle que xj  Xj pour tout j alors fxjg
tend vers un point 
xe de lapplication F
Condition topologique 
Pour tout j il existe des ensembles X
i
j  X
i
tels que
Xj ! X

jX

j X
n
j
o	u  represente le produit Cartesien
Theoreme    Theoreme General de Convergence Asynchrone cf Ber et
BT Si la suite densembles fXjg satisfait les conditions enoncees cidessus et si le
vecteur initial x appartient 	a X alors toute iteration totalement asynchrone de
nie
suivant le mod	ele  converge vers un point 
xe de F
Remarque   Ce resultat a ete montre de mani	ere recursive en prouvant que pour tout
j il existe un tj tel que pour t  tj les vecteurs xt appartiennent 	a Xj et les vecteurs
x


i

t  x
n

i
n
t utilises dans les calculs appartiennent 	a Xj
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On constate que l	approche developpee par Bertsekas est particulierement originale car elle
fait le lien avec la convergence des algorithmes iteratifs synchrones Cependant si ce resultat
fournit un cadre abstrait pour faciliter l	etude de la convergence des algorithmes iteratifs
asynchrones il ne s	applique pas de maniere directe l	obtention d	un resultat particulier de
convergence demandant notamment de denir les ensembles Xj Nous donnons cidessous
quelques exemples d	application du theoreme de convergence asynchrone de Bertsekas Les
exemples attestent la generalite de ce resultat
Exemple    Cas des applications contractantes par rapport a une norme ponderee
Nous considerons une norme ponderee du type 
k x k
w

! max
ifng
j x
i
j
w
i

sur R
n
 ou w  R
n
est un vecteur dont les composantes sont positives Notons que la sphere
de rayon unite de la norme presentee cidessus satisfait la condition topologique enoncee
precedemment Si F  R
n
 R
n
est une application contractante par rapport a la norme
presentee cidessus et si X
i
! R pour i !    n et X ! R
n
 alors on peut denir les
ensembles 
Xj ! fx  R
n
j k x x
 
k
w

 
j
k x x
 
k
w

g j !      
ou x
 
est l	unique point xe de F et     est le facteur de contraction Il est clair que
l	Hypothese   est alors satisfaite
Exemple   Cas des applications monotones
Si F  R
n
 R
n
est une application monotone X
i
est un sousensemble de # pour
i !    n x
 
est l	unique point xe de F et il existe deux vecteurs de X notes x et y
qui sont respectivement soussolution et sur solution 
x  F x  F y  y
et tels que 
lim
j
F
j
x ! lim
j
F
j
y ! x
 

ou F
j
 resulte de j compositions de F avec luimeme Il resulte de la monotonie de F que
F
j
x  F
j 
x  x
 
 F
j 
y  F
j
y j
Alors on peut denir les ensembles 
Xj ! fx j F
j
x  x  F
j
yg
qui satisfont l	Hypothese  
Remarque    Nous avons fait usage du Th	eor	eme de Convergence Asynchrone de Bert
sekas notamment dans BEB et EBa a
n de demontrer respectivement la convergence
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dalgorithmes de relaxation asynchrones et de gradient asynchrones pour des probl	emes dop
timisation non lineaire de type ot dans les reseaux Nous avons aussi utilise ce resultat dans
EBb a
n de construire une methode originale de terminaison pour les algorithmes iteratifs
asynchrones cf paragraphe 
Remarque   Bertsekas et ses coll	egues et etudiants au MIT  Athans Castanon Eck
stein Tseng et Tsitsiklis ont utilise le theor	eme de convergence asynchrone de Bertsekas a
n
dobtenir des resultats de convergence pour des algorithmes asynchrones divers appliques a la
resolution de probl	emes tr	es varies  on peut citer notammemt la programmation dynamique
cf Ber la recherche de chemins minimaux cf BGMb les probl	emes doptimisation
de type assignation cf Ber les probl	emes de ot dans les reseaux cf BE TBT
BC et BCEZ le routage optimal dans les reseaux de communication cf TB et
aussi BC et TBA
Remarque   On peut se reporter aux travaux de Miellou CorteyDumont et Boulbra
chene cf MCDB pour une extension de ces resultats
 Autres resultats de convergence
Lubachewski et Mitra cf LM ont aussi etabli un resultat susant de convergence
pour des iterations asynchrones a retards bornes appliquees a la resolution de systemes sin
guliers de type Markoviens Leur modele d	algorithme iteratif asynchrone est tres voisin des
iterations partiellement asynchrones de Bertsekas cf Hypothese  du Chapitre  Dans
ce cas A est une matrice irreductible non negative de rayon spectral unite  c	est aussi une
matrice stochastique la somme des coecients de chaque ligne est egale a   Lubachewski
et Mitra supposent de plus qu	un coecient diagonal de A est positif et donc que A est
aperiodique La convergence est obtenue a une constante de proportionnalite pres
Le lecteur pourra aussi se reporter aux travaux de Frommer et Szyld FS
 FS
b
FS
a FS
et Szy
 Bru BMPS
 et B ZhongZhi ZDE
 en ce qui concerne les
methodes de multisplitting ou encore de multidecomposition asynchrones
Pour nir notons l	analogie entre les schemas iteratifs et les systemes dynamiques discrets
et plus particulierement entre les algorithmes iteratifs asynchrones et les systemes discrets avec
des retards qui ne sont pas connus a priori et qui peuvent etre variables dans le temps Dans
certains cas l	etude de la convergence des schemas numeriques peut tirer prot de l	etude
de la stabilite ou de la stabilite asymptotique du systeme dynamique discret correspondant
Des resultats fondes sur la theorie de la stabilite de Lyapunov ont ete presentes dans ce cadre
notamment dans les references suivantes  Tsi KB
 et BKM
 
 Conclusion
Dans ce chapitre nous avons presente plusieurs resultats de convergence pour les iterations
asynchrones Les methodes considerees pouvant etre de type relaxation par blocs methode
alternee de Schwarz multisplitting ou multidecomposition ou Richardson Ces resultats
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ont porte tout d	abord sur les proprietes de l	application A du systeme Ax
 
! z a resoudre 
certains resultats etant originaux notamment ceux concernant les operateurs diagonaux mo
notones croissants et horsdiagonaux monotones decroissants ainsi que ceux relatifs aux ite
rations asynchrones avec communication exible Par la suite nous avons donne les principaux
resultats de convergence pour des problemes formules directement comme la recherche d	un
point xe d	un operateur Pour nir nous avons enonce le theoreme de convergence asynchrone
de Bertsekas qui est un outil tres puissant pour montrer la convergence d	algorithmes iteratifs
asynchrones
Bien que l	analyse de la convergence des iterations asynchrones soit complexe nous dispo
sons aujourd	hui d	un ensemble important d	outils pour traiter ce probleme  outils qui sont
adaptes a de larges classes de methodes iteratives pour des applications tres variees comme
nous le verrons au Chapitre 

Chapitre 
Terminaison
Dieu est dans le detail
Flaubert
La terminaison des algorithmes iteratifs asynchrones releve des Mathematiques Appli
quees puisque la terminaison de l	algorithme iteratif doit se produire lorsque le vecteur itere
est susamment proche d	une solution du probleme ainsi que de l	Informatique puisqu	une
procedure speciale doit etre con cue an de detecter la terminaison
Ce probleme a de fortes connexions avec celui de la terminaison de processus distribues
Toutefois le nombre d	iterations de l	algorithme peut etre inni les processus de calcul peuvent
alors ne jamais etre inactifs
La terminaison presente de nombreuses dicultes particulierement dans le cas d	architec
tures de type passage de message puisque dans ce contexte les processeurs possedent unique
ment des informations locales il n	y a pas d	horloge globale et les delais de communication
peuvent etre arbitrairement longs Aussi il existe relativement peu de methodes de terminai
son ecaces pour les algorithmes iteratifs asynchrones
De maniere plus explicite et en se pla cant dans le contexte le plus general l	etat global
relatif a la terminaison d	un algorithme iteratif asynchrone qui nous le rappelons est modelise
par des retards ne peut etre deduit d	un ensemble heteroclite d	informations locales du type 
kx
i
j x
i
j   k
i
  si on considere l	ecart entre deux valeurs successives du meme sous
vecteur x
i
du vecteur itere ou du type  kA
i
x

I

j# #A
i
x

I

j b
i
k
i
  si on
considere des residus Il apparat que les informations locales ne peuvent etre assemblees dans
un ordre quelconque si l	on veut etablir formellement que la terminaison a bien eu lieu
Dans ce chapitre nous presentons des solutions au probleme de la terminaison  nous
presentons notamment notre contribution aux paragraphes  et 
 Methodes empiriques
Les methodes de terminaison des iterations asynchrones les plus couramment utilisees sont
souvent con cues de maniere empirique Une methode souvent usitee consiste en l	observation
par un processeur particulier de conditions de terminaison locales en chaque processeur L	al
gorithme est arbitrairement termine lorsque toutes les conditions locales sont satisfaites On
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con coit aisement que ce type de methode ne puisse donner des resultats satisfaisants que
dans le cas ou le degre d	asynchronisme est tres faible En eet lorsque les retards dus aux
communications ou au desequilibre des taches de calcul sont importants cette methode simple
ne peut qu	entrainer une terminaison prematuree
Une autre methode cf BT
 consiste en l	emission de messages de terminaison et de
messages de redemarage par chaque processeur et en l	utilisation d	un processeur special qui
collecte et centralise ces messages
Dans une approche dierente cf ME
 le schema de terminaison echantillonne periodi
quement l	etat des processeurs et associe a chaque processeur une valeur Booleenne suivant la
satisfaction du critere de terminaison local Cette valeur locale est ensuite communiquee aux
autres processeurs L	etat global est deduit en calculant le point xe d	un operateur Booleen
au moyen d	un algorithme iteratif asynchrone Toutefois cette approche necessite que chaque
processeur dispose d	une estimation du temps de commencement et du temps de terminaison
de l	algorithme asynchrone de recherche du point xe de l	operateur Booleen
Une autre methode de terminaison cf CZ
  utilise des messages de terminaison et des
acquittements de messages de terminaison Dans ce schema de terminaison un processeur
termine ses calculs si sa condition de terminaison locale est satisfaite et s	il a re cu des messages
de terminaison ainsi que des acquittements de tous ses messages de terminaison provenant de
tous les processeurs
Il n	existe aucune preuve formelle de validite pour les methodes de terminaison citees ci
dessus dans le cas le plus general En eet comme nous l	avons mentionne plus haut pour
une architecture informatique de type passage de message tous les processeurs possedent des
informations locales en particulier il n	y a pas d	horloge globale de plus les messages peuvent
etre sujets a des retards arbitrairement grands
  Methode de Bertsekas et Tsitsiklis
Une des solutions les plus interessantes au probleme de la terminaison des algorithmes
iteratifs asynchrones a ete proposee par Bertsekas et Tsitsiklis au paragraphe   de BT

ainsi que dans BT
  Bertsekas et Tsitsiklis se placent dans le contexte suivant 
Hypothese   Chaque donnee communiquee sur un lien est correctement recue avec un
retard 
ni qui est cependant non speci
e
La solution apportee au probleme de la terminaison des algorithmes iteratifs asynchrones est
basee sur la decomposition du probleme en deux parties Premierement l	algorithme iteratif
asynchrone est modie de telle sorte qu	il se termine en temps ni et converge vers un point xe
susamment proche de la solution du probleme Deuxiemement une procedure de detection
de la terminaison relevant de l	informatique est appliquee
Bertsekas et Tsitsiklis ont propose de modier l	algorithme iteratif asynchrone de la ma
niere suivante Si la reactualisation d	une composante du vecteur itere n	altere pas sa valeur
de maniere signicative alors la valeur de la composante n	est pas modiee et n	est pas com
muniquee aux autres processeurs La terminaison de l	algorithme iteratif asynchrone modie
intervient lorsqu	une reactualisation ne modie pas la valeur des composantes du vecteur itere
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quel que soit le processeur c	est a dire lorsque toutes les conditions de terminaison locales
sont satisfaites et qu	aucun message n	est en transit dans le reseau de communication
Plusieurs procedures peuvent etre utilisees an de detecter la terminaison de l	algorithme
iteratif asynchrone modie On peut citer par exemple la procedure de Dijkstra et Scholten
cf DS et BT
 qui est basee sur l	acquittement de tous les messages et la generation
d	un graphe d	activite Le modele de l	algorithme de detection de la terminaison est donne
par la machine a etats nis de la gure  
I
A
Reception de Message
Envois de Message Receptions de Message
et d’Acquittementet d’Acquittement
au Père
envoi d’un Acquittement
Message reçu du Pèredernier Acquittement reçu
Fig   " Mod	ele dun processeur pour la methode de terminaison avec acquittement
Les processeurs communiquent deux types d	information 
 la nouvelle valeur des composantes du vecteur itere
 l	acquittement des messages contenant une nouvelle valeur
Denition    Etat I Dans letat inactif un processeur ne calcule pas et ne transmet ni
message ni acquittement
Denition   Transition Tia Un processeur inactif P change detat d	es la reception
dun message contenant la nouvelle valeur dun sousensemble de composantes du vecteur
itere provenant dun autre processeur qui est alors appele  le p	ere de P Le message qui a
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active P qui a un role particuli	erement important jusqu	a la prochaine phase dinactivite est
appele  message critique
Denition   Etat A Dans letat actif un processeur reactualise les composantes du
vecteur itere qui lui sont aectees transmet les valeurs resultant des reactualisations aux
autres processeurs et envoie systematiquement un acquittement pour tout message recu 	a
lexclusion du message critique qui recoit un traitement special
Denition   Transition Tai Un processeur actif P change detat lorsque sa condition
de terminaison locale est satisfaite des acquittements ont ete envoyes pour tous les messages
recus 	a lexception du message critique et un acquittement a ete recu pour tous les messages
envoyes Lorsque la transition est tiree le processeur P transmet 	a son p	ere lacquittement
du message critique
Initialement un seul processeur est actif Ce processeur est appele processeur racine et note
R Tous les processeurs sont progressivement actives par la reception de message Le graphe
d	activite evolue en fonction des messages critiques re cus de la satisfaction des conditions
de terminaison locales et de la reception d	acquittements Un exemple d	evolution du graphe
d	activite est montre sur la gure  ou nous avons represente uniquement les processeurs
actifs
R
R
P
R
P
P’ P"
R
P
P’
P"’
Fig  " Evolution du graphe dactivite
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Remarque    Le mod	ele des algorithmes iteratifs asynchrones modi
es est dierent de
celui presente au paragraphe  En eet contrairement aux algorithmes iteratifs asyn
chrones pour lesquels les valeurs des composantes du vecteur itere peuvent changer 	a chaque
iteration lalgorithme asynchrone modi
e est tel que la valeur dune ou de plusieurs compo
santes du vecteur itere devient 
xe apr	es un temps 
ni  Bertsekas et Tsitsiklis ont suggere
dintroduire une nouvelle application de point 
xe Soit lapplication de point 
xe F et le pa
ram	etre  on de
nit une nouvelle application de point 
xe G  X  X satisfaisant pour
tout i  f   ng
G
i
x !

F
i
x si kF
i
x x
i
k  
! x
i
 sinon
 
o	u kk est une norme appropriee On suppose donc que le nouveau probl	eme de point 
xe est 
x ! Gx 
Par consequent la convergence de lalgorithme asynchrone modi
e ne decoule pas directe
ment du Theor	eme de Convergence Asynchrone de Bertsekas A
n dillustrer ce phenom	ene
Bertsekas et Tstsiklis ont donne dans BT lexemple suivant 
Soit  une constante positive et F  R

 R

 une application telle que
F

x !

x

 si x





!  si x






F

x !
x


 
Tout algorithme asynchrone converge vers
x
 
!   
Toutefois si lalgorithme asynchrone modi
e est initialise avec
x

 


  
alors la valeur de x

ne change pas et le processeur qui reactualise x

eectue de mani	ere
repetitive 
x

! x

 
Il ny a donc pas convergence
Remarque   Bertsekas et Tsitsiklis ont montre dans BT que parmi toutes les classes
de methodes pour lesquelles les conditions du Theor	eme de Convergence Asynchrone de Bert
sekas sont satisfaites on peut identi
er deux grandes sousclasses pour lesquelles lalgorithme
iteratif asynchrone modi
e converge en temps 
ni 
 Le cas o	u lalgorithme asynchrone est associe 	a une application de point 
xe F contrac
tante en norme scalaire du type maximum ponderee 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 Certains cas o	u les algorithmes asynchrones sont associes 	a une application de point 
xe
F monotone croissante
La methode de Bertsekas et Tsitsiklis est une des rares methodes de la litterature pour laquelle
il existe une preuve formelle de validite Toutefois cette methode presente des inconvenients
Elle requiert tout d	abord l	utilisation d	un protocole complexe ainsi que deux fois plus de
communications qu	un algorithme iteratif asynchrone classique De plus des conditions plus
restrictives que les conditions du Theoreme de convergence asynchrone de Bertsekas doivent
etre satisfaites an de garantir la convergence de l	algorithme asynchrone modie
Pour terminer ce paragraphe notons que Bertsekas et Tsitsiklis ont suggere dans BT
 
d	utiliser une autre procedure de terminaison a savoir l	algorithme de snapshot ou cliche
de Chandy et Lamport cf CL Cette methode est basee sur la production de messages
de marquage et l	enregistrement des etats des liens et des processeurs lorsque les messages de
marquage sont delivres Notons que les etats enregistres dans un cliche ne correspondent pas
necessairement au veritable etat global du systeme a un instant donne Toutefois l	information
contenue dans un cliche est susante pour detecter certaines proprietes de l	etat global du
systeme et en particulier la terminaison
 Une variante de la methode de Bertsekas et Tsitsiklis
Dans ce paragraphe nous presentons une variante de la methode de Bertsekas et Tsitsiklis
cf paragraphe precedent ainsi que  BT
 et BT
  Nous avons propose cette version
an de diminuer le nombre de messages echanges De maniere plus precise la methode que
nous avons developpee ne necessite aucun acquittement systematique contrairement a celle
de Bertsekas et Tsitsiklis
Tout comme dans le cas de la methode de Bertsekas et Tsitsiklis les algorithmes iteratifs
asynchrones sont modies an de converger vers une solution en un temps ni Notre me
thode de terminaison repose sur l	hypothese suivante concernant le temps de transmission des
messages 
Hypothese   Le temps de transmission t
t
des messages entre toute paire de processeurs
adjacents est borne par une constante positive  On a 
t
t
 
De plus les messages entre toute paire de processeurs adjacents sont recus suivant leur ordre
demission
Remarque   Lhypoth	ese  est leg	erement plus restrictive que lhypoth	ese   elle
ne reduit pas la portee de la methode que nous proposons En eet lhypoth	ese  ne borne
que les retards dus aux communications Le comportement general des algorithmes iteratifs
 UNE VARIANTE DE LA M

ETHODE DE BERTSEKAS ET TSITSIKLIS  
peut toujours etre asynchrone puisque les deux sources dasynchronisme dans le mod	ele ma
thematiques etudie sont les retards dus aux communications et la dierence de charge entre
processeurs comme cela a ete presente au chapitre 
Le fonctionnement des processeurs mettant en uvre l	algorithme iteratif asynchrone modie
est represente par la machine a etats nis de la gure  pour laquelle chaque processeur
peut avoir trois etats  actif A inactif I et terminal T
A I T
Tai
Tia
Tit
Fig  " Mod	ele dun processeur mettant en uvre la methode de terminaison sans acquit
tement
Initialement un seul processeur est actif Ce processeur est appele la racine et est note R
Tous les autre processeurs sont inactifs
On notera par la suite T un arbre de racine R recouvrant l	ensemble des processeurs
Quatre types de message peuvent etre emis par chaque processeur 
 les valeurs des composantes du vecteur itere
 les messages d	activite
 les messages d	inactivite
 les messages de terminaison
Les donnees suivantes sont rangees dans chaque processeur P 
 les valeurs des iteres
 l	identite du processeur qui a active P qui est aussi appele  le pere de P 
 la liste des processeurs actives par P qui sont aussi appeles  les ls de P 
Denition   Etat A Dans letat actif un processeur P evalue le test de terminaison
local sur la base des derni	eres valeurs des iteres qui sont disponibles dans sa memoire locale Si
le test de terminaison local est satisfait alors le processeur neectue pas de reactualisation 
sinon les composantes du vecteur itere qui sont assignees 	a P sont reactualisees les valeurs qui
resultent de ces calculs sont envoyees aux processeurs adjacents et le processeur P attend des
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messages dactivite pendant un laps de temps egal 	a  Le processeur P ajoute le processeur
P

	a la liste de ses 
ls d	es la reception dun message dactivite provenant du processeur P


Le processeur P retire le processeur P

de la liste de ses 
ls d	es la reception dun message
dinactivite provenant de P


Remarque   Le test de terminaison local peut etre du type propose par Bertsekas et
Tsitsiklis dans lequation   il peut etre aussi base sur un calcul de residu du type 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


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l
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o	u  est une constante positive
Denition   Etat I Dans letat dinactivite un processeur est en attente de message
Denition 
  Etat T Dans letat terminal un processeur ne fait plus rien
Denition   Transition Tia Un processeur inactif devient actif lorsquil recoit la nou
velle valeur dun sousensemble de composantes du vecteur itere Lorsque la transition Tia
est tiree le processeur envoie un message dactivite au processeur qui lui a envoye cette nou
velle valeur et qui devient alors son p	ere lidentite du p	ere etant memorisee par le nouveau
processeur actif
Denition   Transition Tai Un processeur actif devient inactif si la liste de ses 
ls
est vide et son test de terminaison local est satisfait Lorsque la transition Tai est tiree le
processeur envoie un message dinactivite 	a son p	ere
Denition    Transition Tit Le processeur racine R passe immediatement de letat
inactif 	a letat terminal Lorsque la transition Tit est tiree des messages de terminaison
sont envoyes aux nuds adjacents de R dans larbre recouvrant des processeurs note T Un
processeur inactif P dierent de R passe de letat inactif 	a letat terminal lorsquil recoit un
message de terminaison provenant dun sommet adjacent de niveau inferieur dans larbre T
des processeurs Lorsque la transition Tit est tiree le processeur P envoie des messages de
terminaison aux nuds adjacents de niveau superieur dans larbre T
Remarque   Le fonctionnement de la methode peut etre resume de la mani	ere suivante 
initialement seul le processeur racine R est actif et tous les autres processeurs sont inactifs
Tous les processeurs deviennent progressivement actifs d	es la reception de la valeur dun
sousensemble de composantes du vecteur itere calculees par dautres processeurs Un graphe
dactivite est engendre  la topologie de ce graphe evolue au fur et 	a mesure que les dierents
messages sont recus et les tests de terminaison locaux sont satisfaits
 M
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Remarque   De mani	ere claire le nombre de messages dactivite et dinactivite est
negligeable comparativement au nombre de messages relatifs aux valeurs des composantes du
vecteur itere qui sont echanges entre processeurs et donc au nombre de messages dacquitte
ment de lalgorithme de Bertsekas et Tsitsiklis
Remarque 
  Comme dans le cas de lalgorithme de terminaison propose par Bertsekas
et Tsitsiklis au paragraphe  lalgorithme asynchrone modi
e presente dans ce paragraphe
est tel que certaines composantes du vecteur itere deviennent constantes en un temps 
ni
Par consequent la convergence de lalgorithme iteratif asynchrone modi
e ne decoule pas di
rectement du Th	eor	eme de Convergence Asynchrone de Bertsekas Toutefois la remarque 
du paragraphe  sapplique toujours
Dans EB
b nous avons montre de maniere formelle que la methode que nous avons presen
tee dans ce paragraphe detecte la terminaison en un temps ni lorsque celle ci s	est produite
 Methode de Savari et Bertsekas
Une autre methode de terminaison particulierement interessante a ete proposee par Savari
et Bertsekas dans SB
 Dans cette methode les iterations asynchrones sont peu modiees 
le resultat de chaque nouvelle reactualisation d	une composante du vecteur itere est pris en
compte et communique aux autres processeurs s	il est dierent de la derniere valeur de la com
posante De plus des requetes sont envoyees a tous les processeurs du systeme chaque fois
qu	une condition de terminaison locale n	est pas satisfaite Un processeur eectue les calculs
et transmet messages et requetes aux autres processeurs aussi longtemps que sa condition de
terminaison locale n	est pas satisfaite ou qu	il re coit des requetes provenant d	autres proces
seurs La terminaison intervient lorsque tous les processeurs ont satisfait leur condition locale
de terminaison et qu	aucun message relatif a une requete ou au resultat d	une reactualisation
n	est en transit dans le systeme
La terminaison est detectee en utilisant un protocole standard cf DS et CL
Savari et Betsekas ont donne une preuve formelle de validite de cet algorithme de termi
naison Le principal avantage de cette methode est qu	elle peut etre appliquee avec succes a
une plus large classe d	algorithmes iteratifs que la methode de Bertsekas et Tsitsiklis Son
principal defaut est de necessiter un tres grand nombre de communication de type requete

 Methode des ensembles de niveau
Dans ce paragraphe nous proposons une approche dierente de celles presentees precedem
ment Elle est basee sur l	utilisation du Theoreme de Convergence Asynchrone de Bertsekas
cf BT
 et chapitre  Plus precisement cette methode repose sur l	utilisation de la suite
d	ensemble de niveaux fXjg que nous avons presentee au paragraphe  Le principe
de cette methode consiste a terminer l	algorithme iteratif asynchrone lorsque le vecteur itere
penetre dans l	ensemble de niveau Xq ou q est un entier naturel xe a priori cf EB
c
et aucun message ne transite dans le reseau L	algorithme iteratif asynchrone est peu modie
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Une procedure de calcul tres simple relative aux ensembles de niveau est ajoutee La denition
de l	algorithme asynchrone modie est donnee cidessous
Denition     Chaque processeur mettant en uvre lalgorithme iteratif asynchrone mo
di
e calcule x
i
t #   pour tout t  T
i
suivant le mod	ele  A chaque reactualisation le
processeur calcule aussi le numero du plus faible sousensemble de niveau auquel appartient la
nouvelle valeur de la composante du vecteur itere x
i
t#   ce numero est communique ainsi
que la valeur reactualisee de la composante 	a tous les processeurs qui en ont besoin pour leurs
calculs Si ce numero est superieur ou egal 	a q alors la composante nest plus reactualisee
Pour tout i  f   ng et t  T
i
 le numero q
i
t#   du sousensemble de niveau est calcule
suivant 
q
i
 !  q
i
t#   ! min
lN
i
q
l

i
l
t #  
o	u q
l

i
l
t est le numero du sousensemble de niveau auquel appartient la valeur disponible
de la l	eme composante du vecteur itere  x
l

i
l
t et N
i
! fl  f   ng j F
i
est une fonction
de la composante x
l
g
Remarque   Le calcul des numeros des sousensembles de niveau consomme tr	es peu
de temps De plus les communications additionnelles dues 	a cette methode ne sont pas pe
nalisantes etant donne que lentier correspondant au numero du sousensemble est code avec
peu de bits et peut etre accole au message contenant la valeur reactualisee de la composante
Remarque   Le test de terminaison
xk#    Xq
est particuli	erement interessant dans le cas o	u F est une Pcontraction cf Annexe A Ler
reur initiale satisfait alors 
kx x
 
k  I  P 

kx F xk 
o	u kk est une norme vectorielle sur R
n
et x
 
represente la solution du probl	eme L erreur
est alors au moins reduite par P
q
lorsque la terminaison intervient
Remarque   La detection de la terminaison peut etre faite 	a laide dun algorithme de
detection classique cf DS et CL De plus cette methode peut etre etendue aux itera
tions asynchrones par bloc Dans EBc nous avons donne une preuve formelle de validite
de cette methode
 Autres methodes de terminaison
Il existe d	autres methodes de terminaison  Savari et Bertsekas ont notamment propose
dans SB
 divers schemas de terminaison supervisee

 CONCLUSION 
Miellou propose dans Miea et MCDB
 une methode basee sur l	utilisation d	un
algorithme secondaire ou de controle d	erreur qui est derive de l	algorithme de F Robert et
G Schroeder cf Rob
 et RCM Cet algorithme secondaire consomme moins de temps
de calcul que l	algorithme asynchrone initial encore appele algorithme principal toutefois
les suites S et I denies au paragraphe   doivent etre necessairement identiques pour
l	algorithme principal et l	algorithme secondaire
Nous n	oublierons pas de mentionner qu	une analyse ne de l	application consideree peut
aussi fournir des elements pour decider de la terminaison d	un algorithme iteratif asynchrone
En eet dans certains cas on peut deduire de la valeur de certaines variables une information
sur l	etat global du reseau Un exemple de ce type d	analyse peut etre trouve dans EBSMG

ainsi qu	au paragraphe   ou nous traitons des problemes d	optimisation de type ot dans
les reseaux Dans ce cas le decit ou residu a un sommet destination du reseau permet de
deduire la somme des valeurs absolues des decits en chaque sommet du reseau ce qui fournit
donc une information globale concernant la terminaison de l	algorithme
 Conclusion
Le probleme de la terminaison des iterations asynchrones est certainement un des pro
blemes les plus complexes qui soient poses par ce type d	algorithme pour lequel chaque pro
cesseur va a son propre rythme eventuellement suivant sa propre horloge et pour lequel il n	y
a pas de phase de synchronisation des processeurs Dans ce chapitre nous avons presente plu
sieurs solutions dont il existe une preuve formelle de validite Nous avons propose aussi deux
methodes originales pour la terminaison des iterations asynchrones La premiere methode est
derivee de la methode de Bertsekas et Tsitsiklis et requiert moins de communications que la
methode proposee par ces deux auteurs la seconde est basee sur l	utilisation du Theoreme
de Convergence Asynchrone de Bertsekas et presente un interet particulier dans un contexte
d	applications Pcontractantes
De maniere generale les methodes qui modient les algorithmes asynchrones de fa con
importante comme la methode de Bertsekas et Tsitsiklis s	appliquent a un sousensemble de
la classe des iterations asynchrones car la convergence ne decoule pas directement des resul
tats standards du fait des modications introduites A contrario les methodes qui modient
peu l	algorithme asynchrone comme la methode de Savary et Bertsekas ont un vaste champ
d	application car les resultats standards de convergence s	appliquent toutefois le nombre de
communications peut devenir alors tres important Les methodes que nous avons proposees se
situent entre ces deux extremes  elles tendent a s	appliquer a une large classe d	algorithmes
asynchrones tout en limitant le nombre de communications
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Chapitre 
Mise en uvre
Quand on veut creer sans avoir observe on ne trouve que des reveries et des
absurdites
J Garat
Ce chapitre traite de la mise en uvre des iterations asynchrones et des iterations asyn
chrones avec communication exible sur diverses architectures paralleles Pour chaque ma
chine nous mentionnons brievement comment nous avons mis en uvre les schemas iteratifs
synchrones Nous considerons successivement des machines a memoire distribuee telles que le
Tnode de Telmat qui est une des premieres machines paralleles que nous avons utilisee et
le supercalculateur Cray TE de l	Idris  une architecture a memoire partagee de type sym
metric multiprocessor qui est une Sun Sparcstation  quadriprocesseur et une architecture
de type reseau de stations de travail
Nous nous sommes places dans un contexte d	allocation statique des taches de calcul aux
processeurs qui convient bien aux dierentes applications considerees  problemes d	optimi
sation resolution de systemes Markoviens et de systemes d	equations aux derivees partielles
discretises cf chapitre  Les algorithmes sont programmes suivant le modele SPMD Single
Program Multiple Data Nous distinguerons par la suite deux types de composantes du vec
teur itere
Denition   Toute composante du vecteur itere qui doit etre communiquee par un pro
cesseur 	a un autre processeur est appelee composante fronti	ere  les autres composantes etant
appelees composantes internes

 Mise en uvre sur un multiprocesseur a memoire distri
buee Tnode
Dans ce paragraphe nous presentons diverses mises en uvre avec ou sans communication
exible sur le Tnode de Telmat La machine utilisee consistait en un reseau de   a 
transputers T possedant de la memoire locale Nous rappelons brievement que le transputer
T etait un microprocesseur qui integrait sur un meme composant  un processeur une unite
de calcul en virgule ottante   Moctet de memoire rapide et quatre liens de communication
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bidirectionnels Le processeur l	unite de calcul en virgule ottante et la memoire permettaient
d	utiliser ce microprocesseur comme composant de base d	une architecture de calcul Les
liens de communication permettaient de connecter plusieurs transputers an de creer une
machine parallele Le T presentait a la n des annees  l	avantage d	avoir d	excellentes
caracteristiques tant en ce qui concerne la puissance des processeurs    MIPS  Mops
que les communications interprocesseurs  temps de latence tres bref   s et bande passante
de l	ordre de  Moctets&s Plusieurs topologies de reseau pouvaient etre programmees au
moyen du circuit crossbar C de Inmos a savoir  un pipeline un anneau une grille
un cube Nous nous sommes essentiellement interesses au cas de la topologie pipeline qui
etait bien adaptee aux dierents problemes que nous avons traites  systemes Markoviens etc
cf chapitre 
Nous decrivons tout d	abord tres brievement comment nous avons mis en uvre des
schemas de calcul synchrones sur ce type d	architecture an de mieux situer les problemes
poses et les techniques utilisees dans le cas de la mise en uvre asynchrone
 Mise en uvre synchrone
Dans le cas d	une mise en uvre synchrone la reactualisation et l	echange de donnees sont
eectues de maniere sequentielle Les processeurs communiquent la valeur des composantes
frontieres a la n de chaque reactualisation Les processeurs se synchronisent par echange
de message puisque le seul type de communication disponible sur les architectures a base
de transputers programmees suivant le modele CSP Communicating Sequential Processes
de Hoare cf Hoa et MT est synchrone Le mode de communication exploite par les
transputers repose sur le concept de rendezvous avec emission et reception bloquante des
messages Les communications entre transputers sont donc synchrones et ne font pas l	objet
d	une buerisation ou rangement dans une memoire tampon
 Une premiere mise en uvre asynchrone
Comme on l	a vu au paragraphe precedent le seul type de communication disponible
sur des architectures a base de transputers est le mode synchrone Nous avons choisi la
solution suivante an de mettre en uvre des schemas de calcul asynchrones cf EB
b et
EB
a Deux processus concurrents sont mis en uvre sur chaque processeur cf gure  
et algorithme ciapres
PAR i !   FOR 
PRI PAR
MEMOIRE
CALCULi
Un processus de calcul reactualise toutes les composantes du vecteur itere qui lui sont
aectees Le processus de calcul envoie la valeur des composantes frontieres aux processeurs
qui les utilisent dans leurs calculs grace aux cannaux de communication du transputer Un
processus memoire encore appele processus buer re coit et range en memoire la valeur
des composantes frontieres envoyees par les autres processeurs L	utilisation du processus
 MISE ENUVRE SUR UNMULTIPROCESSEUR
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Fig   " Mise en uvre des iterations asynchrones avec une memoire
memoire permet de mettre en uvre des communications asynchrones et de maniere plus
generale des algorithmes iteratifs asynchrones Le processus memoire qui possede des processus
elementaires tres rapides a un niveau de priorite plus eleve que le processus de calcul qui
consomme beaucoup de temps Ainsi la reception de donnees n	est pas retardee Le processus
memoire est inactif lorsqu	il ne re coit pas de message Tout le temps cpu est alors alloue
au processus de calcul car l	ordonnanceur du T est con cu de maniere a ne pas allouer
de temps cpu aux processus inactifs Les processus calcul et memoire communiquent par
echange de message suivant le modele CSP Plus precisement le processus de calcul emet
une requete vers le processus memoire an d	acquerir la valeur des composante frontieres
Le processus memoire eectue la reception des dierents messages  requetes ou donnees et
execute des services des la reception de ces messages  reponse aux requetes rangement en
memoire de la valeur des composantes frontieres  toutes ces taches sont regroupees au sein
d	un processus qui eectue un test conditionnel sur les evenements relatifs aux messages
disponibles grace au constructeur Occam  ALT On obtient ainsi une mise en uvre tres
ecace des communications asynchrones A notre connaissance nous avons ete le premier
auteur a proposer ce type de mise en uvre pour des machines a base de transputers cf
EB
b et aussi EB
a
Remarque   Conforti Grandinetti Musmanno Cannataro Spezzano et Talia ont pro
pose en  dans CGM
 
 une mise en uvre de lasynchronisme assez semblable 	a la
notre car elle utilise des processus calcul et  buer! Toutefois les auteurs de cet article ne
de
nissent aucun niveau de priorite en ce qui concerne les processus calcul et  buer!  de plus
plusieurs processus  buer! peuvent etre mis en uvre sur un meme processeur ce qui alourdit
la mise en uvre Un processus  buer! assure toujours la transmission de la derni	ere valeur
dune composante fronti	ere
Remarque  Giraud Spiteri et Berger ont propose dans GSB et GS cf aussi
Gir dierentes mises en uvre des iterations asynchrones sur machine multitransputers
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basees sur lutilisation de processus de communication et de processus de calcul A la dierence
de notre approche la solution quils proposent consiste 	a allouer seulement un processus par
processeur et donc 	a de
nir des processeurs ayant uniquement des fonctions de communica
tion Giraud Spiteri et Berger ont propose dierentes topologies de reseau pour la mise en
uvre diterations asynchrones  soit en anneau double o	u tous les processeurs associes aux
processus de communication sont connectes en anneau les processeurs associes aux processus
de calcul etant uniquement connectes 	a un seul processeur de communication soit en anneau
simple o	u un processeur de communication sintercale entre deux processeurs de calcul
 Une seconde mise en uvre asynchrone
Dans le cadre de la these de Didier Gazen cf Gaz
 et GEB
 nous avons ete amenes
a proposer une seconde mise en uvre qui deroge au regles d	Occam mais qui est legerement
plus ecace Cette mise en uvre conserve les principes de base de la mise en uvre pre
sentee au paragraphe precedent  toutefois le processus de calcul et le processus memoire ne
communiquent plus par passage de message mais au moyen de variables partagees grace a
une des options du compilateur Occam cf gure  Il resulte de ceci que le processus de
calcul n	a plus a envoyer de requete au processus memoire an que ce dernier lui retoune les
valeurs des composantes frontieres qu	il a re cues Le processus memoire est alors entierement
consacre a la reception et au rangement des valeurs des composantes frontieres et le processus
de calcul accede sans retard a la valeur des composantes frontieres Notons que les valeurs
rangees dans les variables partagees correspondent uniquement a des composantes frontieres
et que le processus de calcul accede toujours a la derniere valeur disponible de chaque com
posante frontiere car les anciennes valeurs sont ecrasees au fur et a mesure que des valeurs
plus recentes sont rangees dans les variables partagees
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Fig  " Mise en uvre des iterations asynchrones avec lutilisation de variables partagees
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
 Une premieremise en uvre asynchrone avec communication exible
Une premiere mise en uvre simple des iterations asynchrones avec communication exible
consiste a modier uniquement le processus de calcul an d	envoyer des iteres partiels en
supplement du resultat de chaque iteration Dans ce cas la mise en uvre est essentiellement
identique a celle des gures   ou  Quand la reactualisation de chaque composante ou
de chaque bloc de composantes est eectuee grace a un processus iteratif les itere partiels
peuvent etre envoyes tous les q pas de calcul intermediaires ou q est un nombre xe a priori
ou lorsqu	un degre de precision supplementaire est atteint cf EBSMG

 Une seconde mise en uvre asynchrone avec communication exible
Dans ce paragraphe nous presentons une autre methode permettant de mettre en uvre
les algorithmes iteratifs asynchrones avec communication exible sur un multiprocesseur
MIMD a memoire distribuee suivant le modele SPMD Cette methode a ete developpee dans
le cadre de la these de Didier Gazen an de minimiser le nombre de communications entre
processeurs cf Annexe C Gaz
 et EBGMS
  elle a ete mise en uvre sur la machine
Tnode de Telmat
Nous supposons que les donnees sont partitionnees en  sousensembles ou  correspond
au nombre de processeurs utilises Chaque sousensemble est attribue de maniere statique a
un processeur qui est alors charge de reactualiser un sousensemble de composantes du vecteur
itere La technique employee repose sur l	emission de requetes par les processeurs qui desirent
connatre la valeur de composantes frontieres reactualisees par d	autres processeurs et l	envoi
de la valeur des composantes frontieres en reponse a ces requetes
Principe de la methode
La mise a jour de la valeur des dierentes composantes aectees a un meme processeur
s	eectue sequentiellement La procedure de mise a jour ne presente aucune diculte majeure
lorsqu	elle ne fait pas appel a la valeur d	une composante frontiere d	un autre processeur
Nous detaillons par la suite la procedure de calcul des valeurs des composantes dans le cas ou
la connaissance de la valeur d	au moins une composante frontiere est requise Nous decrivons
plus precisement la technique adoptee pour les echanges de donnees Dans ce cas la procedure
iterative de calcul de la valeur d	une composante x
i
commence apres requete des valeurs des
composantes frontieres x
k
mais sans attente de reponse a ces requetes Si une reponse survient
immediatement apres une requete elle est prise en compte au cours du processus de calcul
de x
i
 Si cette reponse survient plus tard le calcul s	eectue avec la valeur de x
k
presente au
moment de l	envoi de la requete
Pour reduire le nombre de communications en particulier lorsque la charge des processeurs
est inegale nous avons deni la politique suivante d	echange de message
" un processeur P

n	envoie une requete relative a une composante frontiere x
k
que s	il a
re cu une reponse a la requete precedente concernant x
k

" un processeur P

se doit de repondre a une requete de P

relative a une composante
frontiere x
k

" soit immediatement si la composante x
k
a evolue depuis le precedent envoi de x
k
 CHAPITRE  MISE EN UVRE
a P


" soit des que la composante x
k
est reactualisee
La gure  illustre par un diagramme temporel le principe de l	envoi et de la prise en
compte des requetes La composante x
k
est une composante frontiere du processeur P

 la
composante x
i
quant a elle est rectualisee par le processeur P

 Nous avons represente sur la
gure  
" les periodes de mise a jour de x
i
et x
k

" les requetes issues de P

concernant la composante x
k

" les envois de la valeur de la composante x
k
par P


t t
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P1
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k
Fig  " Illustration de lalgorithme avec requetes
Nous pouvons verier que les reponses aux requetes   et  sont quasiimmediates car
x
k
est en cours de reactualisation a l	instant t

et x
k
t

 ! x
k
t


 	! x
k
t

 De plus on
remarque que la valeur de la composante x
k
t

 qui est prise en compte durant la mise a jour
de x
i
 est un itere partiel  ce type de fonctionnement caracterise les iterations asynchrones
avec communication exible Enn on constate que la requete  n	obtient pas de reponse
immediate puisque x
k
t
	
 ! x
k
t

 il n	y aura donc pas d	autres requetes pour x
k
tant que
le processeur P

n	aura pas re cu de reponse a la requete 
Mise en 	uvre des iterations asynchrones avec communication exible
L	algorithme a ete programme en langage LC sur la machine TNode Dans cette etude
nous avons considere un reseau de processeurs organise en pipeline avec liens bidirectionnels
On suppose par simplicite que tout routage d	information est inutile
La mise en uvre de la methode decrite au sousparagraphe precedent met en jeu plusieurs
processus au sein d	un meme processeur 
" d	une part un processus de Calcul note C permettant de reactualiser un sousensemble
de composantes
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" d	autre part plusieurs processus de communication 
" un processus R de Reception de requete ou de la valeur d	une composante frontiere
emise par un autre processeur
" deux processus E
R
d	Envoi immediat de la valeur d	une composante frontiere ac
tives par le processus de Reception
" deux processus E
C
d	Envoi diere de la valeur d	une composante frontiere ou
d	Envoi de requete actives par le processus de Calcul
On notera que les processeurs situes a l	extremite du pipeline ne dialoguent qu	avec un
seul processeur et ne disposent donc que d	une copie des processus E
R
et E
C

Tous les processus de communication sont des processus de priorite haute alors que le
processus de calcul est l	unique processus de priorite basse Ainsi les processus de commu
nication agissent comme des interruptions sur le processus de calcul Ils s	executent un a
un suivant leur ordre d	activation et de maniere ininterrompue jusqu	a une attente de com
munication Ces interruptions bien que nombreuses consomment peu de temps CPU et en
l	absence de toute communication le temps CPU est entierement dedie au processus de calcul
Les dierents processus ainsi que leurs liaisons d	activation sont representes sur la 
gure  Le processus de calcul C met a jour sequentiellement la valeur des composantes du
vecteur itere qui lui ont ete aectees Lors de la mise a jour des composantes C peut avoir
besoin de prendre connaissance de la valeur de composantes frontieres calculees par d	autres
processeurs ou d	envoyer la valeur d	une composante frontiere en n de reactualisation Il
active alors le processus E
C
par emission d	un message sur le canal unidirectionnel L
i

ER
ER EC
Sc
Sc
EC
Canal
Activation du sémaphore S
Attente sur le sémaphore SS
S
L1
L2
S
S
CR
Fig  " Les processus et leurs interactions
Le processus E
C
de priorite haute interrompt immediatement C et transmet une requete
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ou une valeur de composante frontiere au processus de reception d	un des processeurs voisins
Si le processus de reception du processeur voisin n	est pas en etat de recevoir dans le cas ou
un autre processus de priorite haute est en train de s	executer par exemple le processus E
C
est desordonnance et C poursuit son execution Des qu	il a emis vers le processeur voisin E
C
se replace en attente de communication sur le canal L
i

Le processus R quant a lui est en attente de reception sur les deux canaux physiques
qui le relient aux processus d	envoi des deux processeurs voisins Il passe dans l	etat actif des
qu	un message arrive sur l	un des canaux

 Au cours de son execution R reagit en fonction
du type de message emis par un processeur voisin 
" si le message correspond a la valeur d	une composante il range cette valeur dans la zone
memoire relative aux composantes frontieres
" si le message est une requete relative a une composante frontiere et que la valeur de
la composante n	a pas evolue depuis le precedent envoi R memorise la requete Si la
valeur de la composante a evolue R active le processus E
R
par l	envoi d	un signal

sur
le semaphore S
Le processus E
R
attend le signal
	
de R pour transmettre la valeur de la composante fron
tiere au processus de reception du processeur voisin concerne L	utilisation d	un semaphore
plutot que d	un canal entre les processus R et E
R
qui ont le meme niveau de priorite permet
d	eviter les interblocages qui se seraient produits si le processus R avait fonctionne a la fois en
processus recepteur et emetteur L	activation du semaphore par R est en eet une operation
non bloquante
Remarque  Les processus R et E
R
ayant la meme priorite haute E
R
ne sexecute pas
	a linstant o	u R lactive mais uniquement lorsque R se retrouve bloque en attente de reception
de messages La duree ecoulee entre linstant dactivation par R et linstant dexecution de
E
R
est indeterminee alors que ces deux instants se confondent pour E
C
processus de priorite
haute active par C processus de priorite basse
Remarque  Les processus E
C
et E
R
partagent le meme canal physique pour acceder au
processus de reception dun processeur voisin Les deux processus etant de priorite identique
le mecanisme de partage de la ressource canal demission est realisee 	a laide dun semaphore
S
c

Remarque  La mise en uvre de lalgorithme necessite de memoriser le fait quune com
posante a ete mise 	a jour ou quune requete a ete envoyee ou recue au moyen de variables
booleennes que se partagent les dierents processus
   R ne prend en compte quune communication a la fois  attente sur linstruction LC alt wait 
  instruction LC  sema signal
  instruction LC  sema wait
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  Mise en uvre sur Cray TE
Les iterations asynchrones ont ete mises en uvre sur le supercalculateur Cray TE de
l	Idris dans le cadre du DEA et de la these de notre nouvel etudiant M Jarraya cf Jar

et EBGJ
 

 Cette architecture parallele a memoire distribuee est constituee par un en
semble de  processeurs Digital  EV ayant chacun une puissance de crete de  Mops
l	horloge centrale a une frequence de  MHz connectes par un tore tridimensionnel Le
temps de latence d	une communication est tres faible    s et la bande passante du reseau
est egale a  Moctets&s Le Cray TE peut avoir des congurations massivement paralleles
comprenant jusqu	a  processeurs Pour notre part le nombre maximum de processeurs
utilises lors des mises en uvre n	a pas depasse  processeurs essentiellement en raison
des contraintes d	exploitation de la machine Divers environnements sont disponibles tels que
MPI Message Passing Interface qui permet d	utiliser un reseau de processeurs comme
une ressource unique de calcul ou SHMEM qui est un logiciel mis au point par Cray an
de permettre les communications entre processeurs et d	utiliser notamment l	ensemble de la
memoire de la machine comme s	il s	agissait d	une memoire partagee ceci an de faciliter les
echanges de donnees
 Mise en uvre parallele synchrone
Nous avons choisi de mettre en uvre simplement les schemas iteratifs synchrones en uti
lisant la bibliotheque MPI Chaque processeur reactualise un sousensemble de composantes
envoie aux autres processeurs la valeur des composantes frontieres qui seront utilisees dans les
calculs a l	iteration suivante et se met en attente des valeurs des composantes frontieres qui
sont reactualisees lors de la meme iteration par les autres processeurs et qui seront utilisees
a l	iteration suivante L	envoi et la reception des donnees se font respectivement a l	aide des
fonctions MPI Isend et MPI Recv de la bibliotheque MPI qui ont pour argument l	adresse
des donnees a envoyer ainsi que leur taille Les valeurs de toutes les composantes frontieres
peuvent etre envoyees en une seule operation en denissant un type derive cree dynami
quement


cf Jar
 Les fonctions MPI Isend et MPI Recv etablissent un protocole
de communication entre le processeur source et le processeur destination La fonction non
bloquante MPI Isend permet un retour immediat et evite le blocage des processeurs lors
de l	envoi simultane de messages La synchronisation est garantie par la fonction bloquante
MPI Recv qui ne peut se terminer que lorsqu	un message a ete eectivement re cu
 Mise en uvre parallele asynchrone
Dans le cas asynchrone chaque processeur itere a son propre rythme sans attendre la valeur
des composantes frontieres provenant des autres processeurs Dans le cadre du travail de these
de Mohamed Jarraya une mise en uvre des iterations asynchrones a ete realisee en utilisant
les fonctions non bloquantes MPI Isend et MPI Irecv de la bibliotheque MPI Dans Jar

une autre politique a ete mise en uvre an d	echanger les donnees entre processeurs  elle
consiste a diuser apres chaque reactualisation la nouvelle valeur des composantes frontieres a
tous les processeurs qui doivent l	utiliser lors de leurs calculs Cette politique utilise la fonction
put de la bibliotheque SHMEM de CRAY qui a pour argument l	adresse de la donnee sur
	  fonction MPItypehindexed
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le processeur cible l	adresse de la composante frontiere sur le processeur source la longueur
de la donnee a copier et l	identite du processeur cible Plus precisement la fonction put
eectue une copie de la memoire du processeur source vers la memoire du processeur cible La
fonction put est non blocante et son execution est relativement rapide le temps de latence
de cette fonction est de l	ordre de   s Nous rappelons que l	un des grands avantages de
la bibliotheque SHMEM est de permettre d	acceder aux dierentes donnees de l	architecture
parallele comme si elles appartenaient a une memoire partagee
 Mise en uvre asynchrone avec communication exible
Nous proposons deux manieres de mettre en uvre les communications exibles  soit en
permettant aux dierents processeurs d	envoyer une valeur d	itere partiel aux autres pro
cesseurs apres un certain nombre de pas de calcul en utilisant la fonction put dans ce
cas nous noterons S le sousensemble des numeros de pas intermediaires auxquels les iteres
partiels sont communiques  soit en permettant aux processeurs de lire la valeur courante
des composantes frontieres reactualisees par les autres processeurs en utilisant la fonction
get cette valeur n	etant pas forcement labellee par un numero d	iteration Les algorithmes
suivants correspondent aux deux manieres de reactualiser une composante x
i
a l	iteration j
NProc etant le nombre de processeurs cibles et P
l
le numero du processeur considere An
de simplier la presentation les seuls arguments representes pour les fonctions put et get
sont respectivement la valeur de la composante frontiere l	identite du processeur cible et
l	identite du processeur source
q  
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 x
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mise en uvre avec la fonction get
Il est a noter que d	autres mises en uvre des iterations asynchrones avec communication
exible ont ete eectuees en utilisant les fonctions non bloquantes MPI Isend et MPI Irecv
dans le cadre du travail de these de Mohamed Jarraya
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 Mise en uvre sur SMP
Dans le cadre de la these de Didier Gazen cf Gaz
 et aussi EBGJ
 

 nous avons
mis en uvre les iterations asynchrones sur une SUN Sparcstation  quadriprocesseur qui
est une machine a memoire partagee de type SMP Symmetric MultiProcessor ou multi
processeur symetrique pour laquelle tous les processeurs voient les ressources systemes de la
meme maniere et qui est composee de quatre processeurs HyperSparc de frequence   MHz
disposant de memoire cache interne de  Koctets et accedant a une memoire partagee de  
Moctets par un bus a une frequence de  MHz Notons l	existence de memoire cache externe
de  Koctets
La mise en uvre repose sur l	utilisation de processus multithreades qui permettent
d	exploiter ecacement le parallelisme de l	architecture Rappelons qu	un processus multi
threade est compose de plusieurs threads ou ots d	instructions executant simultanement
des portions de code sur dierents processeurs Les threads ou ls sont des sortes de
processus legers qui consomment peu de ressources ils possedent leurs propres registres
compteur ordinal et petite pile d	execution ils peuvent donc etre crees et coexister en grand
nombre Les processus legers partagent un espace d	adressage ainsi que d	autres ressources et
presentent des temps de commutation de contexte plus brefs que ceux des processus lourds
supportes par le noyau du systeme  ils peuvent notamment partager un nud de calcul de
maniere parallele comme dans le cas d	un multiprocesseur symetrique ou un monoprocesseur
en temps partage
Les processus legers ont ete introduits en particulier dans les systemes d	exploitation an
de permettre a un serveur d	un systeme reparti de repondre ecacement a des requetes si
multanees De maniere plus precise lorsqu	une requete est bloquee sur une entree ou une
sortie une autre requete peut etre executee en maintenant ainsi une activite soutenue du
serveur Dans le domaine des systemes repartis ils orent donc une alternative particuliere
ment attractive aux processus lourds de type Unix qui consomment beaucoup de ressources
systeme
Dans le domaine de l	informatique du parallelisme ils sont une solution attractive pour
aborder le parallelisme massif Dans ce cas la mise en uvre repose sur l	utilisation de proces
sus multithreades qui permettent d	exploiter ecacement le parallelisme de l	architecture
En supplement de la souplesse oerte a l	utilisateur l	emploi d	une bibliotheque de threads
accrot l	ecacite et presente l	avantage de la portabilite grace a des standards comme POSIX
Portable Operating System Interface eXchange disponible sous Solaris 
Nous avons adopte un modele simple de programmation de type SPMD ou l	on cree autant
de threads qu	il y a de processeurs Chaque thread met donc en uvre la meme fonction sur
des donnees et des processeurs dierents Les echanges de donnees se font par acces direct a
la memoire partagee
 Mise en uvre parallele synchrone
Nous rappelons que dans le cas d	une mise en uvre synchrone la reactualisation d	une
composante a l	iteration j ne peut commencer que si la reactualisation des composantes a
l	iteration j    est terminee Les donnees sont structurees de la maniere suivante  on denit
deux copies des valeurs des composantes du vecteur itere qui sont accessibles par tous les
threads La premiere copie contient l	ancienne valeur des composantes du vecteur itere et
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n	est accedee qu	en lecture an de construire le nouvel itere Dans la seconde copie accessible
en ecriture les threads rangent le resultat de la phase de reactualisation Cette structure
est introduite an d	assurer un fonctionnement synchrone et d	eviter les problemes d	acces
concurrents a la memoire La synchronisation des threads est realisee au moyen d	une barriere
de synchronisation developpee en utilisant les deux primitives de base oertes par les threads
POSIX qui sont  le verrou d	exclusion mutuelle et la variable de condition La barriere de
synchronisation utilise un compteur d	appel  initialement ce compteur est egal a zero Chaque
appel a la barriere provient d	un thread dierent L	acces au compteur est protege par le
verrou d	exclusion mutuelle et le blocage des threads est realise par attente sur variable de
condition La condition est satisfaite lorsque le dernier thread fait appel a la barriere Le
dernier thread qui n	est donc pas bloque lance alors une fonction qui permute le nom des
anciennes et nouvelles copies du vecteur itere Il en resulte que l	ancienne copie contient alors
le resultat de la derniere reactualisation Puis le dernier thread debloque les autres threads
en signalant la variable condition ce signal a pour eet d	annuler l	attente des threads sur la
variable de condition
 Mise en uvre asynchrone avec communication exible
Les algorithmes iteratifs asynchrones avec communication exible sont les seuls schemas
de calcul asynchrones a avoir ete mis en uvre sur SMP etant donne qu	ils s	adaptent particu
lierement bien et de maniere tres naturelle a ce type d	architecture En eet l	introduction de
variables locales necessaire a la mise en uvre d	algorithmes iteratifs asynchrones standards
serait dans ce cas articielle
Une seule copie du vecteur itere est susante pour mettre en uvre les iterations asyn
chrones avec communication exible Cette copie est accessible en lecture et en ecriture par
tous les threads La bibliotheque de threads POSIX n	est alors utilisee que pour la creation
des dierents threads qui peuvent etre ainsi aectes aux dierents processeurs Notons cepen
dant qu	il est dicile de savoir si un thread donne a ete ordonnance sur le meme processeur
tout au long d	une application
Pour une mise en uvre sur la machine a memoire partagee IBM 
 on pourra se
reporter notamment a MEBS
 et SMEB


 Mise en uvre sur un reseau de stations de travail
Dans le cadre du travail de these de Jarraya cf JEBG
 nous avons aussi mis en uvre
les algorithmes asynchrones sur un reseau de  stations de travail Sun qui est vu comme une
machine parallele virtuelle Les stations utilisees sont des Sparcstations ayant une frequence
d	horloge de    MHz et une taille memoire de  ou  Moctets Elles sont interconnectees
via un reseau Ethernet dont la latence environ   ms et la bande passante   Moctets&s
sont penalisants
Chaque instance du programme nommee tache de l	application est executee sur une
station de travail suivant le modele SPMD La communication entre les taches de l	application
est geree par LANDA Local Area Network for Distributed Applications systeme multi
serveur developpe au LAAS par Jean Marie Garcia et ses collegues et commercialise par la
societe Delta Partners SA qui permet a des applications reparties de communiquer tout
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en surveillant leur bon deroulement cf LAN
 LANDA ne supporte pas de primitives
d	echange de donnees entre machines permettant la copie de memoire a memoire Cet echange
se fait a l	aide d	un mecanisme de bote aux lettres gere par un serveur de message qui cree
au moment de l	envoi d	un message une bote aux lettres au niveau de la machine cible pour
stocker le message soit avant le message qui l	a precede pour une gestion par pile soit apres
pour une gestion par le

 soit en le recouvrant pour une gestion par ecrasement et mise a
jour



 Mise en uvre synchrone
La mise en uvre synchrone sur un reseau de stations gere par LANDA se fait suivant
le meme principe que sur le CRAY TE avec MPI Chaque tache reactualise une partie des
composantes du vecteur itere envoie les composantes frontieres aux autres stations par le biais
de la fonction non bloquante Lsend puis eectue une lecture bloquante des composantes
envoyees par les autres processeurs a l	aide de la fonction Lreadb avant de commencer
l	iteration suivante

 Mise en uvre asynchrone
Les iterations asynchrones ont ete mises en uvre en utilisant le mecanisme d	envoi avec
recouvrement Cette strategie permet d	avoir une bote aux lettres contenant un seul prototype
de chaque message qui correspond au dernier envoi Dans le cas d	une convergence monotone
l	utilisation de cette strategie permet de disposer de la valeur la plus proche de la solution et
ore une plus grande souplesse au niveau de la mise en uvre La composante frontiere est
envoyee aux autres stations par le biais de la fonction Lsende Chaque machine lit le contenu
de sa bote aux lettres avant de faire une nouvelle reactualisation en utilisant la fonction de
lecture non bloquante Lread

 Mise en uvre asynchrone avec communication exible
Dans le cas de la mise en uvre asynchrone avec communication exible l	envoi et la re
ception des iteres partiels se font d	une maniere similaire a celle utilisee pour la mise en uvre
asynchrone standard et ceci en appelant les fonctions Lsende et Lread de la bibliotheque
LANDA De plus en xant une politique de communication exible chaque processeur envoie
les iteres partiels apres avoir fait un certain nombre de pas intermediaires de calcul


 Autres mises en uvre
Parmi les toutes premieres mises en uvre d	iterations asynchrones sur machine parallele
on peut citer celle eectuee a la n des annees  par Baudet sur  processeurs du Cmmp
Carnegie Mellon Multiprocessor qui etait une machine a memoire partagee cf Bau
La premiere mise en uvre des iterations asynchrones que nous avons eectuee a ete
realisee sur un reseau de  microordinateurs a base de processeurs M 
 de Motorola
  fonction LANDA Lsend

  fonction LANDA Lsende
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cf EB GBEB et BACEB Les echanges de messages etaient eectues a l	aide
de PIA Parallel Interface Adapter ou interface d	entreesortie parallele La reception des
messages se faisait sous interruption Le protocole de communication employe etait la classique
poignee de main
Les algorithmes iteratifs asynchrones ont ete mis en uvre sur la machine a memoire
partagee Allient FX& par Chajakis et Zenios cf CZ
  et Giraud et Spiteri cf Gir
  et
GS
 Ces deux derniers auteurs ont aussi mis en uvre les iterations asynchrones sur la
machine a memoire partagee IBM 
 cf Gir
  et GS
 Pour l	etude de diverses
mises en uvre synchrones d	algorithmes iteratifs sur des supercalculateurs on pourra se
reporter a ZM et ZL
Guivarch Gui
 a mis en uvre les iterations asynchrones sur IBM SP grace aux en
vironnements PVM Parallel Virtual Machine et MPI La mise en uvre a ete eectuee
suivant un modele matre&esclaves le matre ayant des fonctions de lancement et de termi
naison de l	application en supplement des fonctions de calcul qui sont communes aussi aux
esclaves L	asynchronisme est essentiellement realise a l	aide de fonctions de communication
non bloquantes Un traitement est ajoute an de recuperer les informations les plus recentes
qui ont ete rangees au fond du buer
Pour d	autres mises en uvre asynchrones sur des reseaux de stations ou divers super
calculateurs on pourra se referer a HP
 et HWR
 A l	occasion de la presentation des
diverses applications des iterations asynchrones nous evoquerons aussi au chapitre  d	autres
mises uvre

 Conclusion
Dans le cas d	architectures a memoire distribuee la mise en uvre d	algorithmes iteratifs
asynchrones repose essentiellement sur la possibilite de mettre en uvre des communications
asynchrones
Dans un premier temps nous avons considere des architectures paralleles constituees de
transputers pour lesquelles les communications synchrones sont les seules qui soient dispo
nibles Nous avons vu que le probleme de la mise en uvre de communications asynchrones
qui est apparemment complexe peut etre resolu simplement et ecacement grace aux larges
possibilites du langage Occam Nous avons propose plusieurs solutions pour mettre en uvre
l	asynchronisme sur ce type de machine
Puis nous avons considere un supercalculateur Cray TE et nous avons vu comment on
peut tirer prot d	environnements sophistiques tels que la bibliotheque SHMEM de Cray qui
permet d	acceder a la memoire distribuee de cette machine aussi aisement que s	il s	agissait
d	une memoire partagee an de mettre en oeuvre simplement les iterations asynchrones
Nous avons aussi considere le cas d	un reseau de stations de travail qui par certains aspects
est tres similaire au cas des architectures a memoire distribuee Pour ce type d	architecture
les deux points critiques sont essentiellement le temps de latence des communications et la
bande passante
Par ailleurs la mise en uvre ecace d	algorithmes iteratifs asynchrones repose aussi en
grande partie sur la capacite d	utiliser la valeur la plus recente des composantes L	environne
ment de travail doit donc fournir des outils ecaces pour acceder aux dernieres valeurs re cues
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soit par l	utilisation de piles LIFO de type dernier arrive premier sorti soit en ecrasant la
valeur precedente des dierentes composantes
Dans le cas des architectures a memoire distribuee la mise en uvre des iterations asyn
chrones avec communication exible requiert plus d	echanges de messages entre processeurs
ou bien des protocoles de communication plus complexes que dans le cas des iterations
asynchrones standards Toutefois l	utilisation de bibliotheques telles que SHMEM permet
de mettre en uvre simplement les iterations asynchrones avec communication exible
A contrario les iterations asynchrones avec communication exible peuvent etre mises en
uvre plus simplement que les iterations asynchrones standards sur une machine a memoire
partagee car elles se pretent naturellement a ce type d	architecture pour laquelle la memoire
est naturellement partagee entre tous les processeurs et la notion de memoire locale n	a pas
grand sens
Enn en ce qui concerne les schemas iteratifs synchrones leur mise en uvre est relati
vement complexe sur des machines a memoire partagee elle requiert notamment la mise en
place de sections critiques qui peuvent induire un surcout non negligeable Ce probleme est
moins important sur des machines a memoire distribuee ou sur des reseaux grace a l	utilisa
tion de fonctions de reception blocantes qui peuvent induire neanmoins des temps d	attente
importants lorsque les charges de calcul sont desequilibrees
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Chapitre 
Applications
La philosophie est ecrite dans cet immense livre
qui se tient toujours ouvert devans nos yeux
je veux dire l	Univers mais on ne peut le comprendre
si l	on ne s	applique d	abord a en comprendre la langue
et a connatre les caracteres avec lesquels il est ecrit
Il est ecrit dans la langue des mathematiques et
ses caracteres sont des gures geometriques
Galilee
Lessayeur
Les algorithmes iteratifs asynchrones ont ete appliques a de nombreux problemes On peut
citer notamment  la resolution de systemes d	equations cf Ros
 BE LM LG

et Bah
 d	equations dierentielles ordinaires cf Mit Bah
  Bah
 BGM
a
BM
 et RKBM
 ou d	equations aux derivees partielles cf Bau Spi MSb
Aut BEN Lao SBA
 SGLM
  ED
  GS
  GS
 FS
 ZDE

BMPS
 DZE
 FS
b FS
a et Gui
 de problemes non lineaires complemen
taires cf DLM ou de theorie des jeux cf LB de problemes de commande op
timale cf LM
 LMS SL LLMS
 et Com ou de recherche de chemins
minimaux cf AR Ber BGM
b et BT
 d	optimisation cf CZ
  TB
BE Tsa
 BCEZ
 BC
 Ber et BF
 ainsi que divers problemes discrets
cf UD
 et UD
  voir aussi Rob
 Rob et Rob
 ou de recherche de racines
d	un polynome cf CF
 Pour un aper cu general on pourra se referer au livre de Bertsekas
et Tsitsiklis cf BT

Nous presentons dans ce chapitre quelques unes des applications que nous avons etudiees
Pour d	autres applications telles que la recherche de chemins minimaux dans les graphes on
pourra se reporter a EBA et EB
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 Les problemes de ot convexes dans les reseaux
Les problemes de ot convexes dans les reseaux interviennent dans de nombreux do
maines  distribution d	eau ou de gaz modeles nanciers reseaux de communication et re
seaux de transport Ce type de probleme requiert des calculs intensifs cf ZM Aussi la
resolution de ces problemes de maniere parallele semble t	elle particulierement interessante
cf BCEZ
 TB et ZL
 Formulation du Probleme
Soit G ! NA un graphe connexe oriente N est l	ensemble des sommets A  N N
est l	ensemble des arcs Le cardinal de N est note n Soit c
il
 R # la fonction de
cout associee a l	arc i l  A c
il
est une fonction du ux f
il
dans l	arc i l Soit b
i
l	entree ou
la sortie de produit au sommet i  N on a
P
iN
b
i
!  Le probleme consiste a minimiser
le cout total sous des constraintes de conservation de ux en chaque sommet du graphe 
min
X
ilA
c
il
f
il
 sous
X
ilA
f
il

X
miA
f
mi
! b
i
 i  N  
Nous supposons que le probleme   a une solution admissible et nous considerons les hy
potheses suivantes sur les fonctions de cout c
il

Hypothese    La fonction de cout c
il
est strictement convexe
Hypothese   La fonction de cout c
il
est semicontinue inferieurement
Hypothese   La fonction convexe conjuguee de c
il
 de
nie par
c
 
il
t
il
 ! sup
f
il
ft
il
f
il
 c
il
f
il
g 
est 	a valeur reelle   c
 
il
t
il
  " pour tout t
il
reel
L	Hypothese  implique que lim
jf
il
j
c
il
f
il
 ! # Par consequent les ensembles cir
conscrits par les courbes de niveau de la fonction critere du probleme   sont tous bornes
cf Roc chapitre  Il s	en suit que le probleme   possede une solution optimale qui
est unique en raison de l	Hypothese   Il resulte aussi de l	Hypothese   que les fonctions
convexes conjuguees c
 
il
sont continument dierentiables et que leur gradient note rc
 
il
t
il

est l	unique f
il
qui atteint le maximum dans l	equation  cf Roc p   et p  et
BEB Notons enn que rc
 
il
 qui est le gradient d	une fonction convexe dierentiable est
monotone croissant
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 Le probleme dual
Nous considerons plus particulierement le dual du probleme   
min
xR
n
qx sans constrainte sur le vecteur x ! fx
i
ji  Ng 
ou q est la fonction duale denie par 
qx !
X
ilA
c
 
il
x
i
 x
l

X
iN
b
i
x
i
 
Le vecteur x est appele vecteur prix Le ieme prix x
i
 est un multiplicateur de Lagrange
associe a la ieme contrainte de conservation de ux La condition necessaire et susante
d	optimalite d	une paire f
 
 x
 
 est donnee dans Roc cf aussi Ber
  un vecteur de
ot admissible f
 
! ff
 
il
ji l  Ag est optimal pour   et un vecteur prix x
 
! fx
 
i
ji  Ng
est optimal pour  si et seulement si pour tout i l  A x
 
i
 x
 
l
est un sousgradient de
c
il
en f
 
il
 Une condition equivalente est  f
 
il
! rc
 
il
x
 
i
 x
 
l
 pour tout i l  A
 L	ensemble des solutions duales optimales et le probleme dual reduit
L	existence d	une solution optimale pour le probleme dual peut etre garantie sous une hy
pothese supplementaire d	admissibilite reguliere cf Roc p  et p 
 et BEB c	est
a dire s	il existe un vecteur de ot admissible f ! ff
il
j i l  Ag veriant  c

il
f
il
  #
et c

il 
f
il
   pour tout i l  A ou c

il
et c

il 
representent respectivement la derivee
a gauche et la derivee a droite de c
il
 D	autre part la solution optimale du probleme dual
n	est pas unique puisque la fonction duale reste inchangee si l	on ajoute la meme constante a
toutes les composantes du vecteur x On peut supprimer ce degre de liberte en contraignant
le prix d	un sommet Par exemple le prix d	un sommet destination note d peut etre xe a
zero Considerons l	ensemble X ! fx  R
n
jx
d
! g et le probleme dual reduit 
min
xX
qx 
L	ensemble des solutions duales optimales reduit X
 
est deni par  X
 
! fx
 
 X jqx
 
 !
min
x
qxg
Hypothese   Lensemble des solutions duales optimales reduit X
 
est non vide et com
pact
Remarque    LHypoth	ese  nest pas tr	es restrictive  par exemple soit ff
 
il
j i l  Ag
la solution optimale unique du probl	eme primal  et considerons lensemble darcs
(
A !
fi l  A j f
 
il
est 	a l interieur de lensemble ff
il
j c
il
f
il
  gg  alors lHypoth	ese  est
satisfaite si le sousgraphe N
(
A est connexe On pourra se reporter 	a BEB pour dautres
exemples
Theoreme    cf BEB Sous les Hypoth	eses  	a  le probl	eme dual reduit admet
une solution minimale et une solution maximale cest 	a dire quil existe x x  X
 
tel que
x  x
 
 x pour tout x
 
 X
 
 o	u x  x represente lordre partiel naturel dans R
n
cf
De
nition A 
 CHAPITRE  APPLICATIONS
Nous notons gx le gradient de la fonction duale Il resulte de  que les composantes g
i
x
de gx sont donnees par 
g
i
x !
qx
x
i
!
X
ilA
rc
 
il
x
i
 x
l

X
miA
rc
 
mi
x
m
 x
i
 b
i
 i  N 
Remarque   cf EB Le probl	eme dual reduit est un probl	eme convexe continument
dierentiable il est donc equivalent au syst	eme dequations suivant 
g
i
x
 
 !  i  N  fdg 
Remarque   cf EB g
i
x est uniquement fonction de valeurs locales 	a savoir  les
prix des sommets adjacents au sommet i De plus g
i
x est une fonction continue et monotone
croissante de x
i
 puisque g
i
x est la derivee partielle dune fonction convexe dierentiable
cf TB  g
i
x est aussi une fonction continue et monotone decroissante de x
l
 pour tout
l  N tel que l 	! i et l i  A ou i l  A
Le vecteur de R
n
dont la ieme composante est egale a x
i
et la leme composante est egale a
x
l
pour tout l  N  fig sera note par la suite x
i
 x

 Les Methodes
Dans ce paragraphe nous etudions diverses methodes iteratives pour la resolution du
probleme dual reduit
Methode de relaxation
Puisque le probleme dual reduit est sans constrainte et dierentiable il est naturel d	en
visager sa resolution numerique au moyen de methodes iteratives de descente parmi les me
thodes speciques a l	optimisation l	interet de la methode de relaxation dans le cas favorable
du dual d	un probleme d	optimisation non lineaire separable de type ot dans les reseaux a ete
etabli notamment par Bertsekas dans BCEZ
 Ber
 et BT
 Notons aussi que cette
methode est particulierement interessante pour le probleme traite en raison de la simplicite de
sa mise en uvre Etant donne un vecteur prix x  X un sommet i  Nfdg est selectionne
et son prix x
i
prend une valeur x
i
qui minimise le cout dual par rapport au ieme prix les
autres prix etant inchanges on a  g
i
x
i
 x !  La methode procede de maniere cyclique en
relaxant les prix de tous les sommets elements de N  fdg cf BEB
Considerons maintenant l	application multivoque F
i
 i  Nfdg qui associe a tout vecteur
prix x  X l	ensemble des prix x
i
qui minimisent le cout dual par rapport au ieme prix c	est
a dire  F
i
x ! fx
i
 Rjg
i
x
i
 x ! g Une fonction convexe a valeur reelle pour laquelle un
ensemble circonscrit par une courbe de niveau est compact est telle que tous les ensembles
circonscrits par des courbes de niveau sont compacts cf Roc p   par consequent il
resulte de l	Hypothese  que les ensembles F
i
x x  X i  N  fdg sont non vides et
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compacts Il s	en suit que les applications minimales et maximales de relaxation F et F de
composantes respectives 
F
i
x ! min
x
i
F
i
x
x
i
et F
i
x ! max
x
i
F
i
x
x
i
 i  N  fdg 
sont bien denies sur l	ensemble X cf BEB
Les methodes de relaxation presentent l	avantage de bien se preter a une mise en uvre
parallele On remarque en particulier que la propriete de decroissance du critere est conservee
lorsqu	on reactualise simultanement un sousensemble de composantes relatives a des som
mets non adjacents Cependant on peut aussi choisir de reactualiser simultanement toutes les
composantes du vecteur x
Theoreme   cf BEB Sous les Hypoth	eses  	a  les applications F et F sont
continues et monotone croissantes sur X
Theoreme   cf BEB Sous les Hypoth	eses  	a  les algorithmes de relaxation
asynchrones de
nis par le mod	ele  et associes respectivement 	a lapplication minimale de
relaxation F et 	a lapplication maximale de relaxation F convergent respectivement vers x et
x 	a partir de points initiaux satisfaisant respectivement x  x et y  x
Remarque   cf BEB Ce resultat a ete demontre en utilisant les proprietes de
croissance monotone et de continuite des applications F et F et le theor	eme de convergence
asynchrone de Bertsekas Les suites densembles de niveau engendrees a
n de montrer la
convergence sont respectivement de
nies par  Xj ! fx j F
j
x  x  xg et Xj ! fx j
x  x  F
j
xg o	u x et x sont respectivement une soussolution et une sursolution qui
satisfont  x  x et y  x et F
j
 F
j
representent respectivement la combinaison de j
applications de relaxation F et F
Remarque   cf BEB Nous presentons sur la 
gure  les regions de convergence
dans le cas dun probl	eme simple 	a trois sommets de degre deux pour lequel les fonctions de
cout sont donnees respectivement par 
c

f

 ! f



 c
	
f
	
 !j f
	
j #f
	


 c
	
f
	
 !j f
	
j #f
	



On suppose quil ny a pas de production de produit et donc pas de consommation La solution
optimale est alors 
f

! f
	
! f
	
! 
et lensemble des solutions duales optimales reduit X
 
est donne par 
X
 
! fx
 
j x
 
	
!  x
 

! x
 

     x
 

       x
 

  g
On remarque que les deux zones delimitees par des traits en pointille respectivement en bas 	a
gauche et en haut 	a droite correspondent aux regions de convergence respectivement vers la
solution minimale x et la solution maximale x
 CHAPITRE  APPLICATIONS
x
x
X*
x 1
x2
.
+
+
+
+
x(0)
x(1)
x(j)
x(j+1)
.
-1 1
1
-1
région de convergence 
vers la solution 
minimale
région de convergence 
vers la solution 
maximale
Fig   " Regions de convergence
Remarque   cf EB Si lon suppose que c
il
est continument dierentiable c
 
il
est
alors strictement convexeX
 
poss	ede un element unique note x
 
 lapplication de relaxation F
est dans ce cas univoque et il resulte de BEB que les algorithmes de relaxation asynchrones
de
nis par le mod	ele  et associes 	a lapplication de relaxation F convergent vers x
 
	a partir de tout point initial Par ailleurs si lon consid	ere le syst	eme dequations suivant
equivalent au probl	eme dual reduit  
g
i
x
 
 !  i  N  fdg 

on peut caracteriser g en terme de Mfonction
Methode de gradient
Le probleme dual reduit peut etre aussi resolu en utilisant une methode de gradient qui
presente l	avantage d	une mise en uvre simple Etant donne un vecteur prix x  X les
prix x
i
sont modies et prennent la valeur x
i



g
i
x pour tout i  N  fdg ou  est
une constante positive  ce processus est repete jusqu	a la convergence De maniere claire la
methode de gradient se prete tres bien a une mise en uvre parallele pour laquelle toutes les
composantes du vecteur itere sont reactualisees simultanement
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L	application de gradient F

 X  R
n
 R
n
 est denie de la maniere suivante 
F

i
x ! x
i

 

g
i
x pour tout i  N  fdg et x  X  
Remarque 
  Lapplication de gradient F

est continue puisque le gradient de la fonction
duale g est continu
Hypothese    ! arg min
f
il
c
il
f
il
 et d est lunique destination de tout le tra
c dans
le reseau
Remarque   LHypoth	ese  est naturellement satisfaite dans de tr	es nombreuses si
tuations pratiques Par exemple les fonctions de cout suivantes satisfont la premi	ere partie
de lHypoth	ese  
c
il
f
il
 ! 

a
il
f
il
#b
il
f
il
 si   f
il
 a
il
 et c
il
f
il
 ! # si f
il
  ou a
il
 f
il
 avec
a
il
  et b
il
  ce type de fonction de cout intervient dans les probl	emes de communication 
c
il
f
il
 ! a
il
jf
il
j# b
il
f

il
 avec a
il
  et b
il
  
c
il
f
il
 ! a
il
maxff

il
 f


il
g avec a
il
 
Theoreme   cf EBa Sous lHypoth	ese  le vecteur x tel que x
i
 !  i  N
est une Asoussolution
Remarque   Il resulte de lHypoth	ese  et de  que rc
 
il
 !  et dapr	es 
on a  g
i
x ! b
i
  i  N  fdg
Theoreme   cf EBa Sous les Hypoth	eses  	a  et  lintersection I entre
lensemble des solutions duales optimales reduit et lorthant non negatif est un poly	edre convexe
qui poss	ede un element minimal note x
 

Hypothese   c
il
est fortement convexe de module



Theoreme   cf EBa Sous les Hypoth	eses  	a  et  il existe une constante
 ! max
iN
a
i
o	u a
i
est le degre du sommet i  N telle que lapplication de gradient F

est monotone croissante sur X
Remarque    cf EBa On peut montrer egalement que F

est monotone croissante
sur un sousensemble de X si c
il
est fortement convexe sur un sousdomaine associe
Theoreme 
  cf EBa Sous les Hypoth	eses  	a  et  les algorithmes de
gradient asynchrones de
nis par le mod	ele  et associes 	a lapplication de gradient F

convergent de mani	ere monotone vers x

	a partir de x
 CHAPITRE  APPLICATIONS
Remarque     A notre connaissance ce resultat est le premier 	a avoir ete etabli pour
des algorithmes de gradient totalement asynchrones Les seuls resultats de convergence qui
avaient ete enonces precedemment portaient sur des algorithmes de gradient partiellement
asynchrones cf TBA et BT
Remarque    Si lHypoth	ese  est relachee alors sous les Hypoth	eses  	a  les
algorithmes de gradient asynchrones de
nis par le mod	ele  et associes 	a lapplication de
gradient F

convergent de mani	ere monotone vers x 	a partir dune Asoussolution x et
vers x 	a partir dune Asur solution y cf De
nitions A et A et Theor	eme 
Relaxation approchee
Lorsque le probleme dual reduit presente de fortes non linearites il peut etre interessant
de mettre en uvre des methodes de relaxation approchees qui eectuent par exemple des
recherches unidirectionnelles de maniere inexacte ceci an de ne pas consommer trop de
ressources de calcul
Une premiere classe de methodes
On peut denir des methodes de relaxation approchee en utilisant comme operateur de
base l	application de gradient F

denie en   Ces methodes procedent de la maniere
suivante  etant donne un vecteur prix x  X les prix x
i
sont tour a tour modies a la suite
d	un nombre de pas de gradient et prennent la valeur x
q
 
i
 pour tout i  N  fdg ou q

est
un entier positif x
q
i
! F

i
x
q
i
 x q !    q

 et x

i
! x
i
 La valeur de q

peut etre xe a
priori ou etre variable  dans ce dernier cas q

peut etre par exemple le premier entier positif
tel que



g
i
x
q
 
i
 x



   etant une precision xee La valeur de q

varie alors suivant le prix
x
i
considere et le numero d	iteration Ce processus est repete de maniere cyclique jusqu	a la
convergence
L	application de relaxation approchee
$
F  X  R
n
 R
n
 est denie de la maniere
suivante 
$
F
i
x ! x
q
 
i
 i  N  fdg x  X   
ou
x
q
i
! F

i
x
q
i
 x q !    q

 x

i
! x
i
  
Theoreme   cf EBSMG Lapplication de relaxation approchee
$
F est une sous
application du premier type associee 	a lapplication de relaxation minimale F sur fx  X j
x  xg cf De
nitions A et A  cest aussi une sur application du premier type associee
	a lapplication de relaxation maximale F sur fx  X j x  xg cf De
nition A et A
Remarque    cf EBSMG Lapplication de gradient F

de
nie en  est une
sousapplication continue pour lordre sur fx  X j x  xg et une sur application continue
pour lordre sur fx  X j x  xg cf De
nition A
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La methode de relaxation approchee que nous venons de denir se prete bien a une mise
en uvre asynchrone avec communication exible pour laquelle toutes les composantes du
vecteur itere sont reactualisees en parallele par plusieurs processeurs qui peuvent acceder a la
valeur courante des dierentes composantes du vecteur itere c	est a dire eventuellement a des
iteres partiels Nous avons etabli le resultat de convergence suivant tres voisin du Theoreme

Theoreme   cf EBSMG Toute iteration asynchrone par point avec communica
tion exible de
nie par le mod	ele  et relative 	a lapplication de relaxation approchee
$
F
qui est une sousapplication du premier type associee 	a lapplication de relaxation minimale
F sur fx  X j x  xg et une sur application du premier type associee 	a lapplication de re
laxation maximale F sur fx  X j x  xg converge de mani	ere monotone respectivement vers
x 	a partir dune soussolution x et vers x 	a partir dune sur solution y cf De
nitions
A et A
Une seconde classe de methodes
La classe de methodes associees a l	application de point xe
$
F  X  R
n
 R
n
 dont
les composantes
$
F
i
sont denies de la maniere suivante pour tout x  X et i  N  fdg est
aussi de type relaxation inexacte ou approchee Elle a ete etudiee notamment dans TB
BHT BT
 Tse
 et CZ
  On a
$
F
i
x ! x
i
 si g
i
x !   
g
i
x  g
i

$
F
i
x x   et
$
F
i
x  F
i
x si g
i
x    
  g
i

$
F
i
x x g
i
x et
$
F
i
x  F
i
x si g
i
x    
ou     
Theoreme    cf EBSMG Lapplication de relaxation approchee
$
F est une sous
application associee 	a lapplication de relaxation minimale F sur fx  X j x  xg  cest aussi
une sur application associee 	a lapplication de relaxation maximale F sur fx  X j x  xg
Remarque    cf EBSMG Dans le cas o	u c
il
est continument dierentiable
$
F est
continue pour lordre
Dans le cas des problemes de ot la terminaison des divers schemas iteratifs asynchrones
peut etre eectuee en se basant sur la valeur de g
d
x

I

k  x

I

k
Theoreme     cf EBSMG Sous les Hypoth	eses  	a  soit fxjg un algorithme
iteratif asynchrone avec communication exible decrit par le mod	ele  et associe 	a une
sousapplication
$
F du premier ou du second type qui poss	ede comme point initial une sous
solution x et soit  une constante positive sil existe k tel que g
d
x

I

k  x

I

k 
 alors
P
iNfdg
jg
i
xk

j   pour tout k

 k
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Remarque    cf EBSMG Dans ce cas on a 
g
d
xj ! 
X
iNfdg
g
i
xj pour tout j  
Remarque    cf EBSMG Un resultat similaire peut etre montre pour les sur ap
plications
Pour les problemes de ot non lineaires etudies dans ce paragraphe la terminaison des
iterations asynchrones avec communication exible peut etre donc detectee en faisant un test
sur la valeur d	une variable particuliere du systeme a partir de laquelle on peut deduire une
information sur l	etat global Un test de terminaison similaire peut etre eectue pour les
schemas iteratifs asynchrones standards correspondant au modele  et qui convergent de
maniere monotone
  Systemes Markoviens
Les systemes Markoviens interviennent dans de nombreux contextes pratiques  on peut
citer par exemple la modelisation de reseaux telephoniques a commutation de circuit cf
BLGA et LG
 ainsi que la modelisation de systemes informatiques
De nombreux auteurs se sont interesses a la resolution a l	aide de methodes iteratives
paralleles de systemes Markoviens cf LM BLGA BT
 LG
 et Bah
 En
particulier les iterations asynchrones ont ete appliquees a la resolution de systemes Marko
viens dans LM BLGA BT
 et Bah
 Nous avons pour notre part etudie des
versions asynchrones et aussi synchrones de schemas iteratifs paralleles de type relaxation ou
Richardson
 Le probleme
Nous considerons le systeme Markovien 
Qx
 
!   
ou x
 
est un vecteur de probabilite stationnaire de dimension n on a
P
n
i
x
i
!   et Q
represente la matrice de transition de dimension n n  Q est une Zmatrice q
ii
  i q
il

 i l avec l 	! i irreductible aperiodique telle que
P
n
k
q
ki
!  i
Sous les hypotheses precedentes il existe une solution unique x
 
du systeme   telle
que
P
n
i
x
 
i
!   et x
 
  cf BT

Contrairement aux approches developpees dans les references LM BLGA LG

et Bah
 pour lesquelles toutes les composantes du vecteur itere sont calculees par une
methode iterative nous avons choisi de supprimer une equation du systeme   qui possede
un degre de liberte et de xer la valeur d	une composante du vecteur probabilite x Par
exemple nous avons pose x
n
!   et nous avons supprime la derniere equation du systeme
  Nous verrons dans ce qui suit que ce choix a d	importantes consequences dans la
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denition de methodes iteratives de resolution ainsi que dans l	etude de leur convergence et
que l	on peut toujours retrouver le vecteur probabilite solution du systeme   en renormant
le vecteur solution obtenu par la methode iterative utilisee Nous avons alors le nouveau
systeme 
n
X
l
q
il
x
	
l
# q
in
!  i !    n    
La solution x
	
du systeme   et la solution x
 
du systeme   sont egales a une constante
multiplicative pres On a donc x
	
  On obtient x
 
a partir de x
	
par la relation 
x
 
i
!
x
	
i
P
n
i
x
	
i
 i !    n  

 Point initial
Nous introduisons maintenant le vecteur de probabilite x qui satisfait 
x

 ! ! x
n
 !  x
n
 !   
On a alors
n
X
l
q
il
x
l
 # q
in
  i !    n    
puisque
q
in
  i !    n   
An de simplier la notation x representera par la suite le vecteur de R
n
de composantes
x
i
 i !    n  puisque x
n
est une constante On denit l	ensemble X ! fx  R
n
j x 
x  x
	
g ou la relation d	ordre est de type composante par composante
 Les methodes
Nous avons considere la resolution du systeme   au moyen de methodes iteratives
de relaxation et de Richardson On denit de la maniere suivante l	application de point xe
F  X  R
n
 R
n
de type relaxation 
F
i
x ! x
i
avec
n
X
lli
q
il
x
l
# q
ii
x
i
# q
in
!  i !    n   
L	application de point xe F

 X  R
n
 R
n
de type Richardson est denie de la
maniere suivante 
F

i
x ! x
i
 
n
X
l
q
il
x
l
# q
in
 i !    n   
ou  est une constante positive
 CHAPITRE  APPLICATIONS
Les methodes de relaxation et de Richardson se pretent bien a une mise en uvre pa
rallele  les dierentes composantes ou les blocs de composantes peuvent etre reactualises
concurremment par dierents processeurs On a le resultat suivant
Theoreme    cf EBb Les algorithmes iteratifs asynchrones de relaxation ou de
Richardson representes par le mod	ele  convergent de mani	ere monotone vers x
	
	a partir
de x
Remarque  
  Lapplication de point 
xe F de type relaxation est continue et monotone
croissante sur X puisque Q est une Zmatrice cf EB et Remarque  De plus il resulte
de  que x est une Asoussolution cf De
nition A
Remarque    cf EBb Lapplication lineaire associee 	a la matrice Q est continue
au sens de Lipschitz  il existe une constante  superieure ou egale 	a la norme matricielle
kQk

telle que


Qx x





 


x x




 x x

 X 
En posant  !


et en utilisant le fait que Q est une Zmatrice on deduit que F

est continue
et monotone croissante sur X cf Remarque 
Remarque    A notre connaissance aucun resultat de convergence monotone pour les
iterations asynchrones na ete etabli dans le cas des syst	emes Markoviens Les seuls resultats
connus reposent sur des proprietes de type contraction cf LM et BT
Par voie de consequence on a le corollaire suivant
Theoreme    cf EBb Les algorithmes iteratifs synchrones de relaxation ou de
Richardson convergent de mani	ere monotone vers x
	
	a partir de x
 Equations aux derivees partielles
Dans ce paragraphe nous considerons deux problemes aux limites  le probleme de dif
fusion non lineaire et le probleme d	HamiltonJacobiBellman Pour d	autres problemes tels
que le probleme de l	obstacle et le probleme de convectiondiusion on pourra se reporter
respectivement a SMEB
 et GSMEB

 Resolution numerique d	un probleme de diusion non lineaire
Soit a resoudre le probleme elliptique non lineaire suivant 
Trouver u tel que

)u # a

u

v
# b

u

w
# e
cu
! f dans *
u j * ! 
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ou * est un domaine ouvert de R

ou R
	
 * est la frontiere de * les coecients a b c sont
des reels et c est positif Nous considerons la discretisation du probleme  par dierences
nies au moyen du schema classique a cinq points pour l	operateur de Laplace et d	un schema
decentre en avant ou en arriere en fonction du signe de a ou b pour les derivees partielles de
u On obtient alors le systeme suivant suite a une decomposition par bloc 

X
l
A
il
x
 
l
# 
i
x
 
i
 ! b
i
 i  f      g 
ou x
 
i
 b
i
 R
n
i
 avec
P

i
n
i
! n et 
i
x
i
 est monotone croissante convexe et continument
dierentiable A etant une matrice par bloc Il resulte de ce type de discretisation que A est
une Mmatrice
Remarque   On peut obtenir un syst	eme discretise presentant les memes proprietes
en discretisant le probl	eme  par une methode delements 
nis P

appropriee
Remarque    Nous considerons des M fonctions A obtenues par une perturbation mo
notone diagonale dune M matrice A on a 
Ax ! Ax b# x 
o	u b  R
n
 x ! diag f    
i
x
i
   g et les applications univoques 
i
sont monotones
croissantes et continues et nous etudions la resolution du syst	eme non lineaire suivant 
Ax
 
 !  

essentiellement 	a laide de methode de sousdomaines de type methode alternee de Schwarz
La methode alternee de Schwarz peut etre decrite simplement de la mani	ere suivante dans le
cas de deux sousdomaines discretises qui peuvent eventuellement se recouvrir Soit m

 m


et n trois entiers positifs n etant le nombre de points de discretisation m

le dernier indice
du premier sousdomaine et m

le premier indice du second sousdomaine on a     m


m

 n En introduisant les ensembles 
J

! f      m

g  J

! fm

     ng J

! J

 J

! fm

     m

g
et en posant m ! m

 m

#   et m ! n # m on peut considerer un vecteur etendu
appartenant 	a R
m
On utilise les notations suivantes
+
J

! f      m

g
+
J

! fm

#       mg
+
J


! fm

     m

g
+
J


! fm

#       m

# 
m
g
o	u
+
J


et
+
J


correspondent au recouvrement Quel que soit x  R
n
 les applications +p

 +p


R
n
 R
m
de composantes +p


x +p


x respectivement sont de
nies comme suit
+p


x !





x

   
+
J


   
+
J



x
m
   
+
J


+
J



 CHAPITRE  APPLICATIONS
+p


x !





x

   
+
J


+
J



   
+
J



x

m
   
+
J


Quel que soit +x  R
m
 les applications r

 r

 R
m
 R
n
de composantes r


+x r


+x
respectivement sont de
nies de la mani	ere suivante 
r


+x !
	
+x

    J


+x
 m
    J

 J


r


+x !
	
+x

    J

 J


+x
 m
    J


Quel que soit i  f  g et x  R
n
 on a alors r
i
+p
i
x ! x On consid	ere le syst	eme
dequations 
+
A+x
 
 !  
o	u lapplication etendue
+
A  R
m
 R
m
de composantes
+
A
i
+x i !       m est de
nie de la
mani	ere suivante 

+
A
i
+x ! A
i
r

+x  i 
+
J


+
A
i
+x ! A
im
r

+x  i 
+
J


Dapr	es ED si A  LR
n
 R
n
 est une M matrice alors la matrice
+
A  LR
m
 R
m

qui resulte du processus dextension decrit cidessus est aussi une M matrice loperateur non
lineaire diagonal   R
n
 R
n
peut etre etendu de mani	ere analogue  de plus lapplication
+
A
est une M fonction surjective Le cas avec  sousdomaines    o	u aucune composante
nappartient 	a plus de deux sousdomaines peut etre reduit au cas o	u  !  en considerant une
decomposition par sousdomaines en bande avec une numerotation rougenoir Cette remarque
peut etre etendue au cas o	u x est un operateur diagonal monotone maximal multivoque
cf BM  on doit alors resoudre le probl	eme non lineaire algebrique
bAx  x  
Soit a resoudre le systeme
+
A+x
 
 !  ou Ax
 
 !  L	application A
i
x
i
 x de R
n
i
dans R
n
i
denie par  A
i
x
i
 x ! A
ii
x
i
#
i
x
i
#
P
li
A
il
x
l
b
i
 est une M fonction surjective  comme
dans la Remarque  on peut denir implicitement une application de point xe F de R
n
dans R
n
associee au probleme 
Nous introduisons la matrice blocdiagonale Cx derivee de la methode de Newton dont les
blocs diagonaux C
i
x
i
 sont denis par
C
i
x
i
 ! A
ii
# 

i
x
i
 
La matrice C
i
x
i
 est une Mmatrice car la fonction 
i
est convexe et la matrice A
ii
est une
Mmatrice
Considerons l	application

F de composantes

F
i
denies par

F
i
x ! x
q
i
 i  f      g 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ou q est un entier positif x

i
! x
i
 et x
q
i
est le qeme itere produit par l	algorithme 
x
q
i
! x
q
i
 C

i
x

 
q
i
A
i
x
q
i
 x q !       
ou   	

q     q   
Theoreme    cf MEBS Lapplication

F de composantes

F
i
de
nies par

F
i
x ! x

i
 i  f      g 
est une Asur application continue pour lordre associee 	a F
Theoreme    cf MEBS Lapplication

F de composantes

F
i
de
nies par

F
i
x ! x
q
i
 q    i  f      g 
est une Asur application du premier type associee 	a F
Remarque   cf MEBS La propriete de continuite de lapplication

F
i
dans le
cas o	u q !   resulte du fait que Cx est une matrice blocdiagonale dont les blocs satisfont 
C
i
x ! A
ii
# 

i
x et que lapplication Ax est continue De plus on a 
A
ii
# 

i
x
i


 A

ii

puisque A est une Mmatrice et 

est positive cf OR p  Il sen suit que le rayon
spectral de C

x est inferieur ou egal au rayon spectral de linverse de la matrice bloc
diagonale de blocs A
ii
qui est une Mmatrice Par consequent lapplication lineaire associee
	a la matrice C

x est continue au sens de Lipschitz et C

x est uniformement continue
au sens de Lipschitz
Remarque   cf MEBS Les applications

F sont aussi des Asur applications du
second type associees 	a F en raison des proprietes de convergence de la methode de Newton
cf OR paragraphe 
Remarque   cf MEBS Les applications

F sont aussi des Asousapplications
du premier et du second type associees 	a F
 CHAPITRE  APPLICATIONS
Problemes pseudolineaires et techniques de multidecomposition
Dans le cas des problemes pseudolineaires du type 
Ax
 
# x
 
 !  
ou A est uneM matrice de dimension n n   R
n
 R
n
est un operateur diagonal monotone
maximal continu on peut considerer les splittings ou decompositions regulieres suivantes
de la matrice A 
A !M
l
N
l
 l !    m 
ou M
l


  et N
l
  Soit F
l
 R
n
 R
n
 l !    m les applications de point xe
associees au probleme  et denies par 
F
l
x ! x tel que M
l
x ! N
l
x x 

Denition    cf BMR Une multidecomposition formelle associee au probl	eme
 correspond 	a lensemble de probl	emes de point 
xe suivant 
x
 
! F
l
x
 
 !  l !    m 
Soit E ! R
n

m
 nous considerons la decomposition par blocs suivante de E
E !
m
Y
l
E
l
  
ou E
l
! R
n
 Chaque sousespace E
l
est muni de l	ordre partiel naturel dans R
n
 Soit +x  E
on a la decomposition par blocs suivante de +x 
+x ! f+x

     +x
l
     +x
m
g 
m
Y
l
E
l
 
Denition   cf BMR Lapplication de point 
xe etendue T  E  E de compo
santes T
l
associee 	a la multidecomposition formelle est de
nie de la mani	ere suivante 
T
l
+x ! F
l
z
l
 avec z
l
!
m
X
k
W
lk
+x
k
 l !    m 
o	u W
lk
sont des matrices de ponderation diagonales non negatives qui satisfont pour tout
l  f      mg 
m
X
k
W
lk
! I 
I etant la matrice identite dans LE
l

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Soit la decomposition par blocs suivante de l	application T 
T +x ! fT

+x     T
l
+x     T
m
+xg 
m
Y
l
E
l
 
L	application de point xe etendue T est associee au probleme non lineaire etendu suivant 
+
A+x
 
 !  
ou l	application
+
A  E  E est denie par 
+
A+x !
+
A+x# ++x 
la fonction +  E  E etant un operateur monotone etendu et pour tout l  f      mg 
+
A
l
+x !M
l
+x
l
N
l
m
X
k
W
lk
+x
k
 
Par la suite
+
A
l
+x

     +x
l
 y
l
 +x
l 
     +x
m
 sera aussi note
+
A
l
y
l
 +x
Theoreme    EBSM Sous les hypoth	eses precedentes Lapplication
+
A est une
M fonction continue surjective
Il resulte du Theoreme   que pour tout l  f      mg et tout +x  E l	application y
l

+
A
l
y
l
 +x est une Mfonction continue surjective de E
l
dans E
l
cf Rhe theoreme 
De plus il resulte du Theoreme   que pour tout l  f      mg et +x  E le probleme
A
l
y
l
 +x !  a une solution unique y
l

Il resulte des hypotheses cidessus que T est monotone croissante sur E cf Mie
Les methodes de multidecomposition peuvent donc etre combinees avec des iterations asyn
chrones avec communication exible
 Resolution numerique d	un probleme d	HamiltonJacobiBellman dis
cretise et linearise
Nous considerons le probleme suivant 







trouver u tel que
max fA

u f

A

u f

g !  partout dans *
u j * ! 


ou A

et A

sont deux operateurs elliptiques du second ordre satisfaisant le Principe du
Maximum et f

 f

appartiennent a L

*
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En eectuant une discretisation appropriee du probleme 
 par dierences nies et en
supposant en particulier que les matrices d	incidence B

et B

associees aux matrices de
discretisation sont identiques on obtient le probleme discret suivant 

trouver x
 
solution de
max A

 x
 
 b

 A

 x
 
 b

 ! 

ou b

 b

 R
n
et A

 A

sont des matrices de dimension n n de composantes a

il
 a

il

respectivement qui satisfont les conditions suivantes 
a
r
ii
  a
r
il
  i !    n l!    n l 	! i r !     
X
l
a
r
il
  i !    n r !    
il existe au moins un i tel que
X
l
a

il
  et
X
l
a

il
  
les matrices A

et A

sont irreductibles 
Remarque   cf MEBS La matrice dincidence B

 respectivement B

 de di
mension n n est engendree 	a partir de la matrice A

 respectivement A

 en replacant les
composantes a

il
 respectivement a

il
 par  si a

il
	!  respectivement a

il
	! 
Remarque   cf MEBS Il resulte de  	a  que les matrices A

et A

sont des Mmatrices cf Var
Remarque 
  cf MEBS Le probl	eme  peut etre linearise de la mani	ere
suivante 
Ax
 
 ! Cx
 
 x
 
 bx
 
 !  
o	u bx
 
  R
n
et Cx
 
 est une matrice de dimension n n Si A

x  b


i
est superieur 	a
A

xb


i
 alors la i	eme ligne de la matrice Cx est identique 	a la i	eme ligne de la matrice
A

 sinon elle est identique 	a la i	eme ligne de la matrice A

 Le vecteur bx est de
ni de
mani	ere analogue Il resulte des hypoth	eses precedentes que la matrice Cx est une matrice
irreductible diagonale dominante Cx est une Mmatrice cf Var et donc A est une
Mfonction Lapplication A
i
x
i
 x de R
n
i
dans R
n
i
de
nie par 
A
i
x
i
 x ! max A

ii
x
i
 b

i

X
li
A

il
x
l
 A

ii
x
i
 b

i

X
li
A

il
x
l
 
est une Mfonction continue surjective
Suivant la Remarque  on peut denir une application de point xe F de R
n
dans R
n
associee au probleme  On denit aussi l	application
$
F de R
n
dans R
n
de composantes
$
F
i
de la maniere suivante 
$
F
i
x ! x
q
i
 i  f   g 
 CONCLUSION 
 
ou q est un entier positif et x
q
est engendre par l	algorithme general suivant 
x
q
! x
q
 C

x
q
Ax
q
 q !     
qui est derive de l	equation de point xe 
x
 
! x
 
 C

x
 
Ax
 
 

et qui est appliquee ici a la resolution du probleme 
A
i
x
i
 x !  
Theoreme  
  cf MEBS Lapplication
$
F de composantes
$
F
i
de
nies par
$
F
i
x ! x

i
 i  f      g  
est une Asur application continue pour lordre associee 	a F
Remarque   La continuite de lapplication
$
F resulte de la continuite de lapplication
A puisque lenveloppe convexe de fonctions continues dans R
n
est continue
Theoreme    cf MEBS Lapplication
$
F de composantes
$
F
i
de
nies par
$
F
i
x ! x
q
i
 q    i  f      g 
est une Asur application du premier type associee 	a F
 Conclusion
Dans ce chapitre nous avons mis en evidence que les schemas de calcul asynchrones peuvent
etre combines a un grand nombre de methodes iteratives de type  relaxation relaxation
approchee Richardson ou gradient Schwarz et multisplitting an d	etre appliquees a des
problemes tres varies comme des problemes d	optimisation de type ot dans les reseaux des
systemes Markoviens et des equations aux derivees partielles Nous avons montre chaque fois
que le contexte dans lequel on se pla cait garantissait la convergence En particulier nous
avons fait le lien entre certains resultats de convergence etablis dans des contextes applicatifs
speciques comme les problemes de ot de cout minimum et les systemes Markoviens et les
resultats generaux de convergence presentes au chapitre 
Nous avons aussi montre que certaines applications comme les problemes de ot dans les
reseaux peuvent fournir la possibilite de concevoir des methodes de terminaison speciques
simples et originales decoulant directement de l	analyse du probleme et qui peuvent etre
fondees sur l	observation de certaines variables contenant une information sur l	etat global du
systeme Cette approche doit etre dierenciee de l	approche developpee au chapitre  et qui
a pour objectif de concevoir des methodes de terminaison generales

 CHAPITRE  APPLICATIONS


Chapitre 
Etude de performance
S	il en allait du raisonnement sur un probleme dicile comme du transport
des charges sachant qu	une multitude de chevaux transporteront plus de sac de
ble qu	un seul cheval j	accorderais qu	une multitude de raisonnements puissent
etre plus ecaces qu	un seul  mais le raisonnement est discours course plutot
que transport et un seul cheval arabe courra mieux que cent chevaux frisons
Galilee
Saggiatore
L	analyse de performance presentee dans ce chapitre repose sur des experimentations nume
riques portant sur des problemes de ot de cout minimum cf paragraphe   des systemes
Markoviens cf paragraphe  et des problemes aux limites cf paragraphe  Toutefois
il ne nous est pas possible de presenter une synthese de tous les resultats experimentaux en
raison des contraintes portant sur le nombre de pages de ce memoire Aussi nous avons choisi
de privilegier essentiellement les resultats qui ont ete obtenus pour des problemes de ot de
cout minimum pour lesquels nous avons utilise des architectures paralleles tres variees Une
synthese de toutes les experimentations numeriques serait de toute fa con hors de propos dans
le contexte d	un memoire d	habilitation de plus nous ne souhaitons pas donner une place pre
dominante dans ce document au chapitre portant sur les performances ni deorer les etudes
menees actuellement par Mohamed Jarraya dans le cadre de son travail de these enn nous
n	avons pas la pretention d	avoir mene une etude exhaustive Il reste en eet a accomplir un
important travail d	experimentation avant de tirer des conclusions denitives
 Premiere classe de methodes de relaxation approchee et
methode du gradient conjugue
Dans le cadre de l	etude des problemes de ot dans les reseaux nous montrons tout d	abord
l	interet des methodes de relaxation approchee pour lesquelles les applications de point xe
associees sont des sousapplications Nous rappelons que ce concept est de premiere impor
tance pour l	etude des iterations paralleles asynchrones avec communication exible Nous
nous interessons plus particulierement a la premiere classe de methodes de relaxation appro
chee presentee au paragraphe   qui permet d	engendrer tres simplement des algorithmes
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asynchrones avec communication exible  nous comparons ce type de methode de relaxation
approchee a la methode du gradient conjugue bien connue pour son ecacite
Nous avons considere divers problemes de ot dans des reseaux  des problemes de ot a
cout quadratique qui ont un tres large eventail d	applications des problemes de distribution
et des problemes de communication Les fonctions de cout sont respectivement 
c
il
f
il
 ! f

il
  
dans le cas d	un cout quadratique on a alors  rc
 
il
x
i
 x
l
 !


x
i
 x
l
 on remarque que
cette fonction de cout satisfat les Hypotheses   a   et  du chapitre  
c
il
f
il
 ! jf
il
j
b
b
 
avec b !   dans le cas correspondant a des ots turbulents dans des canalisations d	un
reseau de distribution cf BD Por
 et Rhe on a alors  rc
 
il
x
i
 x
l
 ! signx
i

x
l
 jx
i
 x
l
j

 cette fonction de cout satisfat les Hypotheses   a   ainsi que l	Hy
pothese  sur un sousdomaine borne 
c
il
f
il
 ! 
 
a
il
 f
il
# b
il
f
il
 
si   f
il
 a
il
et c
il
f
il
 ! # si f
il
  ou a
il
 f
il
nous avons pris  a
il
!   et b
il
!   ce
type de fonction de cout est souvent rencontre dans des problemes de communication comme le
routage des paquets dans un reseau informatique on a alors  rc
 
il
x
i
 x
l
 !   

x
i
x
l







si x
i
 x
l
    et rc
 
il
x
i
 x
l
 !  si x
i
 x
l
     cette fonction de cout satisfat les
Hypotheses   a   et 
Nous avons considere divers reseaux mailles le nombre de sommets et d	arcs variant
respectivement de  a   et de  a  Pour chaque probleme le degre des dierents
sommets est compris entre de  et  Nous avons etudie le cas d	une seule entree et d	une
seule sortie de produit egales a  
La methode de relaxation approchee appartenant a la premiere classe et designee encore
par relaxation approchee I est utilisee avec une precision  !  
	
pour le test relatif a la
recherche unidirectionnelle 



g
i
x
q
 
i
 x



  Nous avons choisi  !  pour le probleme de ot
quadratique et le probleme de communication et  !  pour le probleme de distribution
Nous rappelons que le pas du gradient intervenant dans la methode de relaxation approchee
I est deduit en prenant   ! max
iN
a
i
 ou a
i
est le degre du sommet i  N Le point
initial de la methode de relaxation approchee I et de la methode du gradient conjugue est la
soussolution fx
i
!  j i  Ng La terminaison intervient lorsque g
d
xj   


Les resultats experimentaux obtenus sur un processeur du Cray TE et presentes dans
le Tableau   montrent que la methode de relaxation approchee I presente d	excellents re
sultats comparativement a la methode du gradient conjugue Le seul cas ou la methode du
gradient conjugue est legerement plus rapide etant celui du probleme de communication Les
bonnes performances de la methode de relaxation approchee I pour ce type de probleme s	ex
pliquent par la propriete de separabilite du critere primal Il est a noter que dans le cas des
problemes quadratiques la methode de relaxation approchee I est equivalente a une methode
de relaxation exacte l	optimum suivant une direction pouvant alors etre obtenu de maniere

 M

ETHODES DE RELAXATION APPROCH

EE 

analytique Pour une etude de la valeur de la fonction duale du nombre d	iterations et du
temps de resolution en fonction de la precision du test de terminaison on pourra se referer a
EB
a On notera par ailleurs que la methode du gradient conjugue se prete moins bien a
une mise en uvre parallele que la methode de relaxation approchee I
dimension du vecteur prix   
  
type de probleme ots quadratiques
gradient conjugue  

  


relaxation approchee I       
type de probleme ots turbulents
gradient conjugue  
  
relaxation approchee I     
type de probleme ots de communication
gradient conjugue  
 

  
 

relaxation approchee I      
Tab   " Probl	emes de ot  comparaison de methodes iteratives dans le cas sequentiel
  Methodes de relaxation approchee
Dans ce paragraphe nous comparons les performances de diverses methodes de relaxation
approchee appartenant aux deux classes presentees au paragraphe   et qui sont associees
a des sousapplications Les problemes traites sont des problemes de ot dans des reseaux
Les fonctions de cout qui verient  correspondent au cas de ots turbulents dans des
canalisations Nous avons considere les memes reseaux qu	au paragraphe   Toutefois chaque
probleme presente trois entrees et trois sorties de produit non nulles Pour la premiere classe de
methodes de relaxation approchee nous considerons l	algorithme general qui est aussi appele
relaxation approchee I avec recherche unidirectionnelle inexacte et une precision  !  

pour le test



g
i
x
q
 
i
 x



  ainsi que la methode de gradient qui apparat comme un cas
particulier de cette classe de methodes iteratives En ce qui concerne la deuxieme classe de
methodes de relaxation approchee presentee au paragraphe   nous avons considere plus
precisement la methode de descente duale mise en uvre dans CZ
  qui est aussi appelee
relaxation approchee II
dimension du vecteur prix   
  
relaxation approchee I   
   

gradient           
relaxation approchee II 
  
     
Tab  " Probl	emes de ots turbulents  temps des dierentes methodes de relaxation appro
chee
Les resultats experimentaux obtenus sur un processeur du Tnode et presentes dans le Ta
bleau  indiquent clairement que la methode generale de relaxation approchee appartenant
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a la premiere classe et dont l	application de point xe est denie par    avec  !  

a ete
plus rapide que la methode du gradient pour laquelle q

!   et que la methode de relaxation
approchee appartenant a la deuxieme classe Notons par ailleurs la dierence importante des
temps de calcul sur le Cray TE et sur le T du Tnode pour des problemes qui ne dierent
que legerement
 Mesures de performance et parametres importants
Les principales mesures de performance des algorithmes iteratifs paralleles sont le temps de
la methode parallele en utilisant p processeurs qui est note t
p
 l	acceleration avec p processeurs
qui est notee ap et denie comme suit 
ap !
t
s
t
p
 
ou t
s
est le temps de la methode sequentielle et enn l	ecacite ep qui est denie de la
maniere suivante 
ep !
t
s
t
p
p
 
cette derniere mesure etant celle qui est la plus souvent utilisee
Les resultats experimentaux obtenus pour les dierents problemes abordes au chapitre
 et pour les diverses mises en uvre presentees au chapitre  cf EB
a EBSMG

EBGJ
 

 EBGMS
 JEBG
 EB
b MEBS
 et GSMEB
 ont permis d	etablir
que les performances des algorithmes iteratifs paralleles dependent grandement de nombreux
facteurs lies aux applications et methodes considerees ainsi qu	aux machines et bibliotheques
de communication utilisees Parmi les facteurs les plus importants on citera  le temps de
latence des communications la bande passante et la granularite des taches qui est notee g et
denie de la maniere suivante 
g !
t
cal
t
com
 
ou t
cal
est la duree moyenne d	une phase de calcul entre deux communications et t
com
est la
duree moyenne d	une communication Un autre facteur important est l	equilibrage des taches
de calcul cf BPF
 et KW
Dans les paragraphes suivants nous detaillons l	inuence des facteurs cites cidessus sur les
performances des algorithmes iteratifs paralleles en nous basant sur les multiples experimen
tations eectuees sur diverses architectures paralleles de type memoire distribuee ou memoire
partagee

 PERFORMANCES DE DIVERSES MISES EN UVRE PARALL

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
 Performances de diverses mises en uvre paralleles
Les performances des dierentes methodes de relaxation approchee considerees au para
graphe  ont ete comparees pour diverses mises en uvre paralleles synchrones et asyn
chrones sur la machine Tnode le nombre de processeurs etant egal a    ou  
Nous avons traite des problemes identiques a ceux du paragraphe  Pour tous les pro
blemes et methodes consideres nous avons equilibre le nombre de sommets sur les dierents
processeurs De plus a nombre de processeurs egal le partitionnement des donnees est iden
tique pour les dierentes methodes considerees
Les methodes generales appartenant a la premiere et a la seconde classe de methodes de
de relaxation approchee sont notees respectivement I et II la methode du gradient est notee
G Les mises en uvre synchrone asynchrone et asynchrone avec communication exible qui
sont notees respectivement s a et acf correspondent aux descriptions des paragraphes   
  et   Il est a noter que seule la methode I a ete mise en uvre de maniere asynchrone
avec communication exible les methodes G et II etant des methodes a un pas de calcul Les
Tableaux  a  donnent le temps et l	ecacite des dierentes mises en uvre
 processeurs  processeurs  processeurs
methode temps ecacite temps ecacite temps ecacite
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       
Ia   
  
 
  
Iacf    
 
 
 
   
Gs  
 
   
  

Ga   

   
   

IIs  
   
  
 
IIa 

 
  

 
  
 
Tab  " Temps et ecacite des mises en uvre parall	eles des methodes de relaxation
approchee sur le Tnode pour un probl	eme de ot de dimension 
 processeurs  processeurs  processeurs
methode temps ecacite temps ecacite temps ecacite
Is    
     
Ia 
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
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Tab  " Temps et ecacite des mises en uvre parall	eles des methodes de relaxation
approchee sur le Tnode pour un probl	eme de ot de dimension 
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Dans le cas des methodes paralleles de gradient G les charges de calcul sont equilibrees de
maniere deterministe puisque la reactualisation d	un prix consiste essentiellement en un calcul
de gradient et les sommets ont ete repartis equitablement entre les dierents processeurs Les
Tableaux  a  montrent qu	une mise en uvre asynchrone accelere de maniere tres ecace
la methode de gradient Les methodes de gradient asynchrones ont ete generalement plus
rapides que les methodes de gradient synchrones pour une granularite susamment grande
Les tres bonnes performances des methodes de gradient synchrones resultent de l	equilibre
des charges de calcul en consequence les temps d	inactivite dus aux synchronisations sont
tres reduits Notons enn que les tres bonnes ecacites des methodes de gradient synchrones
et asynchrones n	ont pas ete susantes pour rendre ces methodes les plus rapides
Dans le cas des mises en uvre paralleles des methodes de relaxation approchee apparte
nant a la deuxieme classe II les charges de calcul sont equilibrees de maniere deterministe
pour des raisons identiques a celles invoquees dans le cas de la methode du gradient Les
Tableaux  a  indiquent qu	une mise en uvre asynchrone a accelere de maniere tres
ecace la methode II Les mises en uvre asynchrones ont ete plus ecaces que les mises en
uvre synchrones pour une granularite susante
Les methodes paralleles de relaxation approchee appartenant a la premiere classe I sont
en general caracterisees par un desequilibre indeterministe des charges de calcul puisque la re
 processeurs  processeurs  processeurs  processeurs
methode temps ecacite temps ecacite temps ecacite temps ecacite
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actualisation d	une composante du vecteur itere resulte d	un processus iteratif dont le nombre
d	iterations n	est pas connu a priori et peut etre variable Les Tableaux  a  mettent en
evidence que la mise en uvre asynchrone a accelere de maniere tres ecace la methode I
La mise en uvre asynchrone a ete plus performante que la mise en uvre synchrone  les
temps d	inactivite dus aux synchronisations ont ete importants dans ce dernier cas en rai
son du desequilibre indeterministe des charges de calcul De plus Iacf a ete meilleure que
les autres methodes paralleles Il semble donc qu	une meilleure interaction entre communi
cation et calcul permette d	accrotre l	ecacite des algorithmes paralleles Par ailleurs la
premiere mise en uvre asynchrone presentee au paragraphe   donne des resultats legere
ment moins bons que ceux presentes ici et qui nous le rappelons correspondent a la deuxieme
mise en uvre du paragraphe   La premiere mise en uvre asynchrone avec communi
cation exible presentee au paragraphe   avec envoi tous les trois pas de calcul donne
des resultats tres semblables a ceux presentes ici pour la deuxieme mise en uvre asynchrone
avec communication exible du paragraphe  

 Eets des dierentes architectures et bibliotheques
Dans ce paragraphe nous presentons les resultats experimentaux obtenus pour les die
rentes mises en uvre paralleles de la methode de relaxation approchee I avec une precision
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 sur un supercalculateur Cray TE pour lequel on a
utilise les bibliotheques de communication SHMEM de Cray et MPI une machine Sparc 
SMP quadriprocesseur et un reseau de stations de travail en utilisant le logiciel Landa Nous
avons considere un probleme de ots turbulents avec des fonctions de cout satisfaisant 
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Nous presentons tout d	abord sur les Figures   a  l	ecacite des dierentes mises en
uvre de la methode de relaxation approchee I sur le Cray TE en fonction du nombre de
processeurs pour trois problemes dierents Les deux premiers problemes possedent respecti
vement  
 et 
 sommets et le degre maximum de chaque sommet est egal a  Le dernier
probleme possede 
 sommets et le degre maximum de chaque sommet est egal a  Nous
avons precise pour chaque courbe  la bibliotheque de communication utilisee eventuellement
la fonction de communication et le type de mise en uvre  synchrone s asynchrone a ou
asynchrone avec communication exible acf  les mises en uvre asynchrones pour lesquelles
les echanges de donnees portent sur des blocs de composantes sont notees ab
Les Figures   et  montrent que les performances des mises en uvre utilisant la
bibliotheque SHMEM de Cray sont generalement meilleures que celles qui utilisent la biblio
theque MPI Notons que les mises en uvre asynchrones avec communication exible qui
ont ete presentees au paragraphe  et qui utilisent la bibliotheque SHMEM de Cray sont
plus performantes que celles qui utilisent la bibliotheque MPI  elles sont aussi sont plus per
formantes que les mises en uvre asynchrones presentees au paragraphe  qui sont elles
memes meilleures que les mises en uvre synchrones presentees au paragraphe   et qui
utilisent la bibliotheque MPI Dans le cas asynchrone on notera l	interet de communiquer
les composantes une a une au lieu de transferer des blocs de composantes Dans le cas asyn
chrone avec communication exible on remarque qu	il est plus interessant d	acceder a des
composantes en utilisant la fonction get de SHMEM que de communiquer regulierement des
iteres partiels avec la fonction put de SHMEM la communication tous les   pas d	iteres
partiels avec la fonction put a donne les meilleures performances Pour conclure sur cette
serie d	experimentations avec le Cray TE on note que la mise en uvre asynchrone avec
communication exible est tres performante un gain de  a  , d	ecacite pouvant etre
obtenu par rapport a la meilleure mise en uvre asynchrone ainsi que de  a  , par
rapport a la mise en uvre synchrone Toutefois ces performances ne sont obtenues que pour
une granularite non negligeable  en eet dans le cas ou le degre des sommet est plus petit
l	ecacite des mises en uvre asynchrone avec communication exible est plus faible et l	ecart
avec les mises en uvre asynchrones utilisant la fonction put de la bibliotheque SHMEM tend
a se reduire parfois de maniere tres importante Ce type de probleme n	a pas ete rencontre
sur le Tnode en raison de la faible puissance du processeur T la granularite etait toujours
non negligeable pour les problemes traites
La Figure  presente l	ecacite des dierentes mises en uvre de la methode de relaxa
tion approchee I en fonction du nombre de processeurs sur la Sparc  SMP pour un probleme
avec 
 sommets et dont le degre maximum de chaque sommet est egal a  les conditions
d	experimentation sont identiques a celles de la Figure  Nous avons precise pour chaque
courbe le type de mise en uvre  synchrone s ou asynchrone avec communication exible
acf
On note que les tres bonnes performances des mises en uvre asynchrones avec communi
cation exible sont conrmees cf Figure  De maniere generale l	ecacite des mises en
uvre asynchrones avec communication exible est plus grande que celle des mises en uvre
synchrone lorsque l	acces aux donnees est tres rapide c	est notamment le cas des machines
de type memoire partagee C	est aussi le cas des supercalculateurs de type memoire distri
buee pour lesquels les temps de latence sont tres faibles et la bande passante est elevee cf
Figure  Globalement les performances des diverses mises en uvre sont excellentes pour
la Sparc  SMP La seule situation defavorable qui a ete constatee est celle ou la granularite
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Fig  " Ecacite des mises en uvre de I sur SMP
est si ne que les temps de calcul sont de l	ordre des temps d	acces memoire et de resolution
des defauts de cache cf Gaz
 mais ce cas est vraiment un cas limite car les problemes
generalement traites ont une dimension relativement importante et la granularite est donc
non negligeable
La Figure  presente l	ecacite des dierentes mises en uvre de la methode de relaxa
tion approchee I en fonction du nombre de processeurs sur un reseau de stations de travail en
utilisant le logiciel Landa Nous avons considere un probleme de ots turbulents pour lequel le
nombre de sommets est egal a   des dimensions trop faibles ne permettant pas d	obtenir
un resultat signicatif Cette remarque amene a considerer les performances mediocres des
dierentes mises en uvre paralleles sur le reseau de stations qui sont essentiellement dues au
temps de latence important des communications impose par les dierentes couches de logiciel
ainsi que les caracteristiques du reseau Dans ce cas le temps de latence est si grand que l	on
ne peut esperer une bonne ecacite que pour des problemes de dimension considerable et qui
presenteront une granularie non negligeable ce que ne permettent pas toutes les applications
On note en particulier les tres mauvaises performances de la mise en uvre synchrone ainsi
que les mediocres performances des mises en uvre asynchrones Dans le cas des reseaux de
stations pour lequel le temps de latence est de l	ordre de la milliseconde une mise en uvre
asynchrone avec communication exible presente peu d	interet cf Figure 
De maniere plus generale il serait vain de comparer pour un meme probleme les perfor
mances des dierentes mises en uvre d	une methode sur les diverses machines considerees
ici  en eet les caracteristiques des machines sont tellement dierentes que les experimenta
tions n	auraient pas grand sens Par exemple dans le cas du Tnode la frequence d	horloge
du T et le temps de latence d	une communication sont egaux respectivement a  MHz
et  s ces caracteristiques sont egales a    MHz et   ms pour un reseau de stations de
travail  en tenant compte des options oertes par les nouveaux compilateurs la granularite
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Fig  " Ecacite des mises en uvre de I sur reseau de stations
sur le Tnode est   fois superieure a la granularite sur le reseau de stations pour un meme
probleme resolu par la meme methode parallele sur ces deux architectures en supposant que
le cout du temps de latence est preponderant dans les communications
 Granularite et Equilibrage des taches
Pour un probleme de dimension donnee lorsque le nombre de processeurs augmente le
nombre d	echanges de donnees s	accrot et la granularite des taches de calcul diminue Toute
fois en se basant sur les nombreuses experiences menees cf EB
a EBSMG
 EBGJ
 


EBGMS
 JEBG
 EB
b MEBS
 et GSMEB
 et en particulier sur les resultats
des Tableaux  a  on remarque que pour des experiences eectuees sur un nombre de
processeurs dierent mais avec une granularite identique les ecacites sont tres proches Par
exemple le probleme de dimension  resolu par  processeurs cf Tableau  presente des
resultats en ecacite tres voisins de ceux obtenus pour le probleme de dimension 
 resolu par
 processeurs cf Tableau  La granularite est donc un facteur preponderant en matiere
de performance des algorithmes paralleles
Les Tableaux  a  ainsi que les Figures   a  et les nombreuses experimenta
tions numeriques citees au commencement de ce paragraphe permettent de tirer quelques
conclusions generales
On peut constater notamment que l	ecacite des mises en uvre paralleles augmente avec
la granularite  elle peut meme avoisiner   , pour des algorithmes asynchrones meme dans
des cas desequilibres Les iterations asynchrones avec communication exible ne peuvent etre
reellement ecaces que lorsque les communications sont tres rapides c	est a dire lorsque les
temps de latence sont tres brefs et la bande passante tres grande  dans ce cas la granularite
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Fig  " Iterations asynchrones cas dune tr	es faible granularite
Dans le cas de charges de calcul desequilibrees l	ecacite des methodes asynchrones est
bien meilleure que celle des methodes synchrones de plus la premiere decroit bien moins rapi
dement que la seconde lorsque la granularite diminue Pour des charges de calcul desequilibrees
de maniere deterministe le caractere penalisant des temps d	attente dus aux synchronisations
ainsi que les bonnes performances des mises en uvre asynchrones apparat nettement  dans
le Tableau  nous donnons le temps de calcul et l	ecacite des methodes etudiees au pa
ragraphe  dans des conditions analogues d	experimentation mais pour une repartition de
maniere non equilibree de   sommets sur   processeurs    sommets sont alloues aux
processeurs impairs et  sommets sont alloues aux processeurs pairs On remarque notam
ment que les mises en uvre asynchrones sont de   a   , plus performantes que les mises
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en uvre synchrones On constate aussi que les iterations asynchrones avec communication
exible sont plus performantes que les algorithmes iteratifs asynchrones
Dans le cas de charges de calcul equilibrees pour une granularite moyenne ou importante
l	ecacite des algorithmes asynchrones est meilleure que celle des algorithmes synchrones
Lorsque la granularite diminue l	ecacite des methodes synchrones decroit generalement
moins rapidement que l	ecacite de methodes asynchrones car l	asynchronisme peut entrainer
des duplications de calcul
Pour une granularite tres faible c	est a dire pour un temps de reactualisation tres petit
par rapport au temps d	une communication les algorithmes iteratifs asynchones presentent
de pietres performances car les phases de calcul et les communications sont dupliquees inuti
lement ou du moins avec peu d	eet en raison de l	absence d	information fraiche cf Figure
 ou nous avons repris l	exemple simple considere tout au long des paragraphes   et 
 Speci	cites des dierents problemes
Il ne faut pas perdre de vue que chaque application et par voie de consequence chaque me
thode de resolution a ses caracteristiques propres qui conditionnent la granularite la frequence
des communications ainsi que la quantite d	information transmise a l	issue de chaque reac
tualisation Comme nous l	avons vu dans les paragraphes precedents ces facteurs inuencent
grandement les performances des dierentes mises en uvre
probl	eme de diusion non lineaire probl	eme dHamiltonJacobiBellman
mise en uvre  processeurs  processeurs  processeurs  processeurs
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Tab  " Probl	emes aux limites discretises  ecacite des mises en uvre parall	eles sur IBM

Dans ce paragraphe nous presentons brievement des resultats experimentaux sur une ma
chine a memoire partagee IBM 
 possedant  processeurs pour les deux problemes
aux limites du paragraphe  Nous avons considere le probleme de diusion nonlineaire dis
cretise et les equations d	HamiltonJacobiBellman discretisees et linearisees La dimension
des problemes traites correspond a  points de discretisation La methode alternee de
Schwarz avec recouvrement a ete utilisee  le probleme de diusion nonlineaire discretise a ete
resolu grace a la methode de Newton et le probleme d	HamiltonJacobiBellman discretise
et linearise a ete resolu grace a la methode d	HowardMoscoScarpini L	ecacite des mises
en uvre synchrones et asynchrones avec communication exible des dierentes methodes
iteratives est presentee dans le Tableau 
On peut voir que les mises en uvre asynchrones avec communication exible sont plus
ecaces que les mises en uvre synchrones De plus les performances des dierentes mises
en uvre decroissent avec la granularite la perte d	ecacite etant plus grande dans le cas
synchrone Pour plus de details on pourra se reporter a MEBS
 ainsi qu	a SMEB

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 Conclusion
Dans ce chapitre nous avons etudie les performances des mises en uvre des schemas
iteratifs synchrones asynchrones et asynchrones avec communication exible presentees au
chapitre  sur diverses machines telles que le Cray TE le Tnode la Sparc  SMP et un
reseau de stations de travail pour des applications tres variees  problemes d	optimisation et
equations aux derivees partielles discretisees
Le parametre qui inue de maniere preponderante sur les performances des mises en
uvre paralleles semble etre la granularite en eet il synthetise a lui seul des phenomenes
tres divers lies a des caracteristiques de l	architecture parallele on peut citer par exemple 
la puissance des processeurs le temps de latence des communications et la bande passante
eventuellement a la bibliotheque de communication comme par exemple le temps d	execution
d	une fonction specique d	envoi de message mais aussi a l	application consideree et la
methode de resolution utilisee le nombre d	operations ou d	appels a des fonctions de calcul
lors d	une phase elementaire de reactualisation ainsi que le nombre de pas de calcul si chaque
phase de reactualisation necessite de mettre en uvre un processus iteratif
Il ressort des dierentes experimentations que pour une granularite moyenne ou grande
les mises en uvre sans synchronisation sont plus performantes que les mises en uvre syn
chrones De plus les performances diminuent en fonction de la granularite Par contre pour des
problemes qui presentent certaines similarites et pour un nombre dierent de processeurs on
retrouve des performances tres semblables pour des granularites identiques Les performances
des mises en uvres asynchrones avec communication exible sont aussi fonction de la granu
larite En dessous d	une certaine granularite les communications exibles ne presentent guere
d	interet au dela elles peuvent entraner un gain de performance tres important dans le cas
d	un grand nombre de processeurs
L	equilibre ou le desequilibre des charges de calcul est aussi un facteur qui conditionne
les performances des dierentes mises en uvre paralleles Cependant si le desequilibre des
charges a de l	inuence sur les mises en uvre synchrones pour lesquelles il entrane des temps
d	attente importants et donc une perte d	ecacite notable il a beaucoup moins d	impact sur
les mises en uvre asynchrones qui conservent de bonnes performances dans le cas d	un
desequilibre indeterministe ou deterministe des charges de calcul  de plus les performances
des mises en uvre asynchrones decroissent moins rapidement en fonction de la granularite
que celles des mises en uvre synchrones Le cas de charges de calcul desequilibrees est celui
ou se manifeste le mieux l	interet d	une mise en uvre asynchrone Pour des charges de calcul
equilibrees les performances des mises en uvre asynchrones qui nous le rappelons sont
toujours meilleures que celles des mises en uvre synchrones pour une granularite moyenne
ou grande decroissent toutefois plus rapidement en fonction de la granularite que celles des
mises en uvre synchrones
 
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Nous retournons tous dans nos mains un vieux pneu vide grace auquel nous
voudrions parvenir au sens ultime que les paroles n	atteignent pas
Italo Calvino
Palomar
Depuis  
  nous avons developpe une recherche originale sur de nouvelles methodes nume
riques  les methodes iteratives paralleles alors que les architectures de calcul paralleles ou
distribuees etaient a leur balbutiements Nous avons etudie en particulier des schemas de cal
cul typiquement paralleles sans equivalent dans le cas sequentiel  les iterations asynchrones
Nous nous sommes attaches a l	etude de ces algorithmes tant sur le plan theorique  etude
de la modelisation de la convergence et de la terminaison qu	experimental  application a
des problemes tres varies d	optimisation de resolution de systemes d	equations aux derivees
partielles de systemes Markoviens et plus recemment de commande optimale  nous avons
considere la mise en uvre de ces methodes paralleles sur divers types d	architectures  ma
chines a memoire distribuee Cray TE IBM SP Tnode machines a memoire partagee Sun
quadriprocesseur et reseaux de stations de travail Pour les problemes ainsi que les machines
citees cidessus nous avons etudie les performances des algorithmes asynchrones et nous les
avons comparees avec celles des schemas iteratifs synchrones
En ce qui concerne les aspects theoriques nous avons etabli la convergence de nombreux
algorithmes iteratifs asynchrones dans des contextes varies Pour des systemes d	equations non
lineaires Fx ! z nous avons montre que lorsque F est continue hors diagonale monotone
decroissante et diagonale monotone strictement croissante les algorithmes de relaxation asyn
chrone par point convergent de maniere monotone vers une solution a partir d	une sursolution
ou d	une soussolution Ces resultats ont ete par la suite etendus au cas ou F est continue
hors diagonale monotone decroissante et diagonale monotone croissante Nous avons aussi
montre la convergence monotone d	algorithmes de type Richardson lorsque F presente la par
ticularite d	etre continue au sens de Lipschitz Dans le cas particulier d	une classe importante
de problemes d	optimisation  les problemes de ot convexes dans les reseaux cette classe de
probleme est actuellement l	objet d	un interet particulier notamment pour des applications
au telecommunications nous avons etabli un resultat de convergence pour les algorithmes
de relaxation asynchrone ainsi que pour les algorithmes de gradient asynchrones Nous avons
  CHAPITRE  CONCLUSION G

EN

ERALE ET BILAN SYNTH

ETIQUE
etabli la convergence d	une nouvelle classe d	algorithmes iteratifs totalement asynchrones per
mettant des communications exibles entre processeurs par la prise en compte lors des calculs
d	iteres partiels dans un contexte Mfonctions En particulier nous avons considere la resolu
tion de systemes d	equations non lineaires issus de la discretisation d	equations aux derivees
partielles Nous avons presente un resultat de convergence monotone pour des algorithmes
asynchrones par bloc avec communication exible associes a des Asur applications ou a des
Asousapplications Ces resultats ont ete etendus aux methodes de multisplitting asynchrones
avec communication exible La convergence des iterations asynchrones avec communication
exible a ete aussi montree pour des problemes de ot convexes dans les reseaux nous nous
sommes pla ces dans un cadre plus general que celui des Mfonctions et nous avons considere
des applications de point xe qui sont des sur applications ou des sousapplications
Deux methodes de terminaison pour les algorithmes asynchrones ont ete proposees La
premiere consiste en un ranement d	une methode elaboree par Bertsekas et Tsitsiklis qui
presente l	avantage de ne pas necessiter l	acquittement de tous les messages envoyes la se
conde est basees sur l	utilisation du theoreme de convergence asynchrone de Bertsekas et des
ensembles de niveau
Pour tous les problemes traites et les dierentes architectures considerees nous avons
montre que les algorithmes asynchrones sont generalement plus performants que les versions
synchrones Ce resultat est particulierement notable lorsque les charges de calcul sont des
equilibrees que le temps de latence des communications est tres court et le taux de transfert
important Les experimentations numeriques ont mis en evidence que l	introduction de com
munications exibles dans les schemas iteratifs asynchrones permet d	accelerer la convergence
de maniere non negligeable lorsque le nombre de processeurs est moyen ou important Nous
avons aussi constate que les algorithmes asynchrones sont generalement plus simple a mettre
en uvre que les algorithmes synchrones  ceci est particulierement vrai lorsque des fonctions
de communication asynchrone ou des acces direct memoire sont disponibles Les experimen
tations sur architectures a base de transputers ont demontre que lorsque des communications
synchrones sont seules disponibles ont peut obtenir malgre tout d	excellentes performances
dans le cas asynchrone en utilisant au mieux les priorites et en mettant en uvre un processus
de type buer qui permet de desynchroniser les processus de calcul Dans ce cas on rajoute
une couche de logiciel qui permet realiser une communication de type asynchrone
Cette recherche sur l	asynchronisme entreprise a notre initiative au LAAS du CNRS et
sans contact avec d	autres laboratoires au commencement nous l	avons menee tant sur le
plan theorique que pratique avec perseverance et delite jusqu	a ce jour en essayant d	ac
crotre les collaborations avec d	autre chercheurs fran cais et etrangers  on peut citer notam
ment  les Professeurs Jean Claude Miellou de l	Universite de FrancheComte et Pierre Spiteri
de l	ENSEEIHTIRIT et les Professeurs Dimitri P Bertsekas du MIT David J Evans du
Loughborough University of Technology Royaume Uni et Andreas Frommer de l	Universite
de Wuppertal Allemagne
A ce jour et malgre les dicultes pour acceder aux premieres machines paralleles les
travaux publies dans des revues scientiques les deux theses et trois DEA encadres les
contacts noues tant au sein de groupes de travail fran cais tels que CAPA Conception et
Analyse d	Algorithmes Paralleles du Programme de Recherche Coordonnee C puis PRS
Parallelisme Reseaux et Systemes Distribues qu	au niveau de programmes internationaux
tels que le projet europeen Stimulation avec l	Universite de Loughborough sont un encourage
ment a poursuivre sur ce theme de recherche prometteur Les resultats sont synthetises dans
 

les tableaux cidessous
revues internationales 

revues nationales 
ouvrages 
conferences internationales  
Tab   " Publications
revues nombre d	articles annees
SIAM   
  


Mathematics Of Computation    


Parallel Computing   

  


Computational Optimization and Applications    


Journal of Parallel and Distributed Computing    


Parallel Algorithms and Applications    


RAIRO APII    

Calculateurs Paralleles   

  

  


Tab  " Noms des revues nombre darticles publies et annees
conferences nombre d	articles annees
IEEE CDC   

  

  


ECC    

 
ParCo   

   

  


HPCN    


ISCA PDCS    


ESA    

Tab  " Noms des principales conferences nombre darticles publies et annees
Theses de Doctorat   

   


DEA   

  

  


Tab  " Encadrements
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Europeen Stimulation    


Inter PRC Stratageme    


C CAPA    


ATP   
  

CNES    

Tab  " Travaux sur contrats
Comite de Redaction   Calculateurs Paralleles
Comite de Programme  CompEuro  

  JNB

Referee  revues  IEEE TPDS Math Prog JPDC INFOR
Referee  conferences  ParCo
 Irregular
  th IFAC World Con   th ICDCS
Tab  " Responsabilites
Cours compl de formation Syst lin syst echant INSA Toulouse  

Cours formation doctorale Intro au parallelisme LAASCNRS  

 

TD TP Microinformatique INSA Toulouse  
  
  
 


Tab  " Activites denseignement
   
Chapitre 

Perspectives de Recherche
Nous allions poursuivre ce succes lorsque notre attention ayant ete attiree
vers la droite par un tres grand tumulte nous vmes la plaine couverte de
fuyards  c	etait le moment ou les chevaliersgardes executaient leur vigoureuse
charge Le general Castex pensant alors qu	il ne serait pas sage d	avancer encore
lorsque notre centre paraissait retrograder en desordre t sonner le ralliement
et notre brigade s	arreta
General Marbot
Memoires
Lors de ces dernieres annees de nombreuses etudes novatrices ont ete publiees sur les itera
tions asynchrones R Hiromoto B Wienke et R Brickner HWR
 du Los Alamos National
Laboratory notamment ont etudie les performances des iterations asynchrones appliquees aux
equations de transport linearisees Les experimentations menees sur Denelcor HEP Encore
Multimax et hypercube Intel iPSC ont montre l	interet des schemas de calcul asynchrones
On peut citer aussi les etudes eectuees par A Frommer a l	Universite de Wuppertal
FS
 FS
b FS
a et FS
 ainsi que le professeur R Bru de l	Universite de Valence
BMPS
 D Szyld a Temple University Philadelphie Szy
 ou B ZhongZhi ZDE
 a
l	Institute of Computational Mathematics and Scientic and Engineering Computing de Pe
kin Ces travaux portent essentiellement sur la combinaison de schemas de calcul asynchrones
avec des methodes de Schwarz des methodes a deux niveaux encore appelees  two stage
methods ou plus generalement des methodes de multidecomposition ou multisplitting
an de resoudre des grands systemes Cette approche est tres prometteuse car elle permet
de cumuler les gains de temps provenant des mises en uvres asynchrones avec ceux des
methodes de multidecomposition qui sont reputees pour leurs performances Notons la publi
cation toute recente de J Bahi J C Miellou et K Rhor BMR
 sur ce sujet qui donne
une formulation generale des methodes de multisplitting asynchrones
Dans le domaine de l	optimisation les iterations asynchrones ont ete combinees avec les
methodes d	 relaxation pour resoudre des problemes de ot nonlineaires par D Bertsekas P
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Beraldi F Guerriero de l	Universite de Calabre BF
 ont eectue plusieurs mises en uvre
de ces methodes sur des clusters de processeurs Alpha ainsi que sur une machine Fujitsu
AP 
On voit donc que la recherche sur les iterations asynchrones est un domaine tres dynamique
avec de nombreuses applications dans des secteurs tres varies
Nous comptons pour notre part valider les methodes asynchrones de maniere generale
et les iterations asynchrones avec communication exible en particulier par des tests sur de
nombreuses machines paralleles a memoire distribuees ou partagees et en comparant l	eet sur
les performances des divers outils de communication tels que PVM MPI ou la bibliotheque
SHMEM de Cray par exemple Cet aspect experimental est particulierement important si l	on
veut assurer un impact industriel pour ce type de schema de calcul parallele De maniere plus
precise il est important d	evaluer quantitativement le seuil de granularite a partir duquel les
mises en uvre asynchrones sont plus ecace que les mises en uvre synchrones De plus il
est interessant de determiner la granularite optimale pour des mises en uvre asynchrones
avec communication exible c	est a dire celle qui permet d	obtenir la meilleure ecacite
Nous allons aussi etudier les beneces d	un couplage entre l	utilisation de bibliotheques de
processus legers comme Athapascan et de schemas de calcul asynchrones pour la resolution
de problemes d	equations aux derivees partielles ou d	optimisation
Nous appliquons actuellement les iterations asynchrones avec communication exible a la
resolution de certains problemes de commande optimale dans un contexte Mfonction Nous
considerons en particulier la commande d	un four Ce type de probleme qui est de nature tres
dierente de ceux traites par nous jusqu	a present complete la gamme d	applications
Nous comptons enn developper les etudes sur la combinaison des techniques de multisplit
ting et des schemas asynchrones avec communication exible pour la resolution de problemes
varies d	equations aux derivees partielles
De maniere plus generale la prise de decision parallele asynchrone n	est pas une activite
recente et limitee aux seuls calculateurs paralleles ou distribues depuis toujours les activites
humaines ont fait grand usage de l	asynchronisme que ce soit en matiere d	activites mili
taires ou la prise de decision au niveau tactique se fait sur la base de donnees partielles et
locales generalement sans synchronisation globale des decisions en raison des contraintes de
communication ou en ce qui concerne les operations boursieres pour lesquelles les operateurs
agissent pour leur compte ou pour un client sans synchronisation Gageons que le concept
d	asynchronisme conservera sa primaute au sein des activites humaines et que l	informatique
du parallelisme lui donnera une nouvelle dimension
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Dans cette Annexe nous avons rassemble diverses denitions mathematiques et resultats
qui sont utilises au Chapitre 
A Systemes dequations
Nous considerons tout d	abord les systemes d	equations 
Ax
 
 !  A 
ou A est une application de R
n
dans R
n

A Rappels d	algebre lineaire
Dans le cas lineaire ces systemes seront aussi notes 
Ax
 
!  A
Denition A   Toute matrice dont les coecients diagonaux sont strictement positifs et
dont les coecients hors diagonaux sont negatifs ou nuls est appele une Zmatrice
Denition A  Lordre partiel naturel dans R
n
 o	u encore ordre composante par compo
sante est de
ni de la mani	ere suivante 
Pour tout x y  R
n
 x  y si et seulement si x
i
 y
i
 i !       n A
Denition A  Soit x
i
 y
i
 R tels que x
i
 y
i
 Alors un segment dordre dans R note
hx
i
 y
i
i
i
est de
ni comme suit 
hx
i
 y
i
i
i
! fz
i
 R j x
i
 z
i
 y
i
g
De mani	ere analogue soit x y  R
n
 tels que x  y Alors un segment dordre dans R
n
note
hx yi est de
ni de la mani	ere suivante 
hx yi ! fz  R
n
j x  z  yg A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On peut introduire un ordre partiel sur l	espace des matrices nm analogue a celui deni
dans l	equation A Pour tout AB  LR
n
 R
m
 nous dirons que A  B si et seulement si
a
il
 b
il
 i !       n l !       m
Denition A  Une matrice A  LR
n
 R
m
 est non negative si
A  
Denition A  Toute Zmatrice N telle que linverse de N existe et est non negative est
appelee une Mmatrice
Denition A  Une matrice N est appelee Hmatrice si la matrice constituee par les
elements diagonaux de N et moins la valeur absolue des elements horsdiagonaux de N est
une Mmatrice
A Mfonctions
Denition A
  Une application A de R
n
dans R
n
est diagonale monotone croissante si
pour tout x  R
n
et i  f   ng les fonctions A
i
i
de
nies comme suit 



A
i
i
 ft  R j x# te
i
 R
n
g  R
A
i
i
t ! A
i
x# te
i

A
sont monotones croissantes A
i
etant la i	eme composante de lapplication A et e
i
 R
n
 i !
      n le i	eme vecteur unitaire de la base canonique
Denition A  Une application A de R
n
dans R
n
est diagonale monotone strictement
croissante si pour tout x  R
n
et i  f   ng les fonctions A
i
i
de
nies comme suit 



A
i
i
 ft  R j x# te
i
 R
n
g  R
A
i
i
t ! A
i
x# te
i

A
sont strictement monotones croissantes
Denition A  Une application A de R
n
dans R
n
est horsdiagonale monotone decrois
sante si pour tout x  R
n
et i l  f   ng l 	! i les fonctions A
l
i
de
nies comme suit 



A
l
i
 ft  R j x# te
l
 R
n
g  R
A
l
i
t ! A
i
x# te
l

A
sont monotones decroissantes
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Denition A   Une application A de R
n
dans R
n
est inverse monotone croissante si
Ax  Ay pour tout x y  R
n
implique que x  y A
Denition A    Une application A de R
n
dans R
n
est une M fonction au sens de
Rheinboldt cf Rhe et OR si A est horsdiagonale monotone decroissante et inverse
monotone croissante
Par la suite nous utiliserons la notation suivante Pour toute suite fxjg  R
n
 lim
j
xj !
# lim
j
xj !  si lim
j
x
i
j ! # lim
j
x
i
j !  pour au moins un
indice i  f   ng
Denition A   Lapplication A  R
n
 R
n
est coercive pour lordre si pour toute
suite fxjg  R
n
 telle que xj  xj #   j !        et lim
j
xj ! # on a
lim
j
A xj ! # et pour toute suite fxjg  R
n
 telle que xj  xj#  j !       
et lim
j
xj !  on a lim
j
A xj ! 
On peut caracteriser la surjectivite des M fonctions au moyen de la coercivite pour l	ordre
cf Rhe
Theoreme A   Soit A  R
n
 R
n
une M fonction continue Alors A est surjective si
et seulement si A is coercive pour lordre
Remarque A   Soit A  R
n
 R
n
une M fonction continue surjective Alors le syst	eme
A poss	ede une solution unique
Remarque A  Soit n   N   n Nous considerons la decomposition de R
n
en
Q

i
R
n
i

P

i
n
i
! n Chaque sousespace R
n
i
est muni de lordre partiel naturel associe au
cone K
i
! R
n
i
 
des vecteurs de composantes non negatives dans R
n
i
 Soit le vecteur x  R
n
on a alors la decomposition suivante de x 
x ! fx

     x
i
     x

g 

Y
i
R
n
i

et la decomposition suivante de A 
Ax ! fA

x    A
i
x    A

xg 

Y
i
R
n
i

Par la suite le vecteur x

     x
i
 y
i
 x
i 
     x

 sera aussi note y
i
 x
Si A  R
n
 R
n
est une M fonction continue surjective Alors pour tout i  f   g et
tout x 
Q

i
R
n
i
 lapplication de R
n
i
dans R
n
i
qui associe A
i
y
i
 x au sousvecteur y
i
est
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une M fonction continue surjective sur R
n
i
cf Rhe De plus pour tout i  f   g le
probl	eme
A
i
x
i
 x !  A

a une solution unique x
i
 Lapplication F de R
n
dans R
n
qui satisfait 
F x ! x ! fx

     x
i
     x

g A 
o	u x
i
est solution de A est bien de
nie On a ainsi une formulation de type point 
xe du
probl	eme A puisque
F x
 
 ! x
 
 Ax
 
 ! 
Theoreme A  cf Mie F est monotone croissante sur
Q

i
R
n
i
 cest 	a dire 
F x  F y pour tout x  y x y 

Y
i
R
n
i

Denition A   Un vecteur x  R
n
 
est une Asur solution si Ax  
Denition A   Un vecteur x  R
n
 
est une Asoussolution si Ax  
Denition A   Un vecteur x  R
n
est une sur solution si F x  x
Denition A   Un vecteur x  R
n
est une soussolution si F x  x
Theoreme A  Si x  R
n
est une Asur solution alors x est une sur solution Si x  R
n
est une Asoussolution alors x est une soussolution
Remarque A  En general la reciproque est fausse Toutefois dans le cas lineaire si F
correspond 	a lapplication de Jacobi associe 	a une decomposition par point de la matrice A
on a alors  ! n et R
n
i
! R pour tout i et x  F x est equivalent 	a Ax  
Les concepts suivants qui ont ete introduits dans Mie jouent un role cle dans la denition
des methodes iteratives paralleles asynchrones avec communication exible
Denition A 
  Soit A une M fonction Alors lapplication

F de composantes

F
i
 i !
    est une Asur application associee 	a lapplication de point 
xe F si pour tout i 
f      g et x element du domaine de de
nition de

F
i
 fx  R
n
j A
i
x  g on a

F
i
x  x
i
 A
i


F
i
x x   et

F
i
x 	! x
i
si F
i
x 	! x
i

Denition A   Soit A une M fonction Alors lapplication
$
F de composantes
$
F
i
 i !
    est une Asousapplication associee 	a lapplication de point 
xe F si pour tout i 
f      g et x element du domaine de de
nition de
$
F
i
 fx  R
n
j A
i
x  g on a
$
F
i
x  x
i
 A
i

$
F
i
x x   et
$
F
i
x 	! x
i
si F
i
x 	! x
i

A SYST

EMES D	

EQUATIONS   
Denition A   Soit A une M fonction Alors lapplication

F  de composantes

F
i
 i !
    est une sur application associee 	a lapplication de point 
xe F si pour tout i  f   g
et x element du domaine de de
nition de

F
i
tel que x
i
 F
i
x on a

F
i
x  hF
i
x x
i
i
i
et

F
i
x 	! x
i
si F
i
x 	! x
i

Denition A  Soit A une M fonction Alors lapplication
$
F  de composantes
$
F
i
 i !
    est une sousapplication associee 	a lapplication de point 
xe F si pour tout i 
f   g et x element du domaine de de
nition de
$
F
i
tel que x
i
 F
i
x on a
$
F
i
x 
hx
i
 F
i
xi
i
et
$
F
i
x 	! x
i
si F
i
x 	! x
i

Nous avons les resultats suivants cf MEBS

Theoreme A  Si

F est une Asur application associee 	a lapplication de point 
xe F
alors

F est une sur application associee 	a lapplication de point 
xe F
Theoreme A  Si

F est une Asousapplication associee 	a lapplication de point 
xe F
alors

F est une sousapplication associee 	a lapplication de point 
xe F
Remarque A  La reciproque des theor	emes A et A est en general fausse
Nous introduisons maintenant quelques proprietes se rapportant a la continuite
Denition A   Une Asousapplication ou une sousapplication
$
F est continue pour
lordre si
xj  x
	
 j 
$
F
i
xj 
$
F
i
x
	
 j  pour tout i !     A  
o	u la notation xj  x
	
 j  signi
e que x  x     xj  xj #     x
	
et
lim
j
xj ! x
	

De maniere analogue on dira qu	une Asur application ou une sur application

F est continue
pour l	ordre si xj  x
	
 j   

F
i
xj 

F
i
x
	
 j   pour tout i !     ou la
notation xj  x
	
 j   signie que x  x     xj  xj #      x
	
et
lim
j
xj ! x
	

Denition A  Une Asur application

F est dite du premier type si pour tout i !    
et x  R
n
tel que A
i
x   on a 

F

i
x  h

F
i
x x
i
i
i
 o	u

F

est une Asur application
continue pour lordre
Denition A  Une sur application

F est dite du premier type si pour tout i !     et
x  R
n
tel que x
i
 F
i
x on a 

F

i
x  h

F
i
x x
i
i
i
 o	u

F

est une sur application continue
pour lordre
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Denition A  Une Asousapplication
$
F est dite du premier type si pour tout i !
    et x  R
n
tel que A
i
x   on a 
$
F

i
x  hx
i

$
F
i
xi
i
 o	u
$
F

est une Asous
application continue pour lordre
Denition A  Une sousapplication
$
F est dite du premier type si pour tout i !    
et x  R
n
tel que x
i
 F
i
x on a 
$
F

i
x  hx
i

$
F
i
xi
i
 o	u
$
F

est une sousapplication
continue pour lordre
Denition A  Une Asur application

F est dite du second type si pour tout i !    
et x  R
n
tel que A
i
y   il existe    tel que
kx
i


F
i
xk
i
 kx
i
 F
i
xk
i

o	u k k
i
est une norme de
nie sur R
n
i

Denition A
  Une sur application

F est dite du second type si pour tout i !    
et x  R
n
tel que x
i
 F
i
x il existe    tel que
kx
i


F
i
xk
i
 kx
i
 F
i
xk
i

Denition A  Une Asousapplication
$
F est dite du second type si pour tout i !    
et x  R
n
tel que A
i
x   il existe    tel que
kx
i


F
i
xk
i
 kx
i
 F
i
xk
i

Denition A  Une sousapplication
$
F est dite du second type si pour tout i !    
et x  R
n
tel que x
i
 F
i
x il existe    tel que
kx
i


F
i
xk
i
 kx
i
 F
i
xk
i

A Notions d	applications Haccretives
Soit  un entier naturel et soit E un espace de Banach reexif produit ni d	une famille
d	espaces de Banach fE
i
g i  f   g de normes respectives k k
i
 On considere maintenant
un probleme de la forme 
'
d
x # 'x   x  E A 
ou l	application '  D'  E  E est une application univoque et l	application '
d
est une
multiapplication diagonale On pose 
D' !

Y
i
D
i

A SYST

EMES D	

EQUATIONS   

ou D
i
 E
i
et on decompose l	application 'x de la maniere suivante 
'x ! f'

x '

xg
Pour tout w  D' et tout i l  f   g soit '
w
li
l	application de D
i
dans E
l
qui a tout
x
i
 D
i
associe 
'
w
li
x
i
 ! '
l
x
i
w
Remarque A  Si lon consid	ere la decomposition du syst	eme A par blocs on note
que lapplication '
w
li
est relative 	a linteraction entre le l	eme bloc et le i	eme bloc de lappli
cation ' si l 	! i et au i	eme bloc diagonal si l ! i
Pour tout i  f   g soit E
 
i
muni de la norme kk
 
i
 le dual de E
i
 En applicant le theoreme
de HahnBanach on peut considerer la multiapplication G
l
de E
l
dans E
 
l
qui a tout x
l
 E
l
associe G
l
x
l
 tel que 
g
l
 G
l
x
l
 x
l
 g
l

l
!j x
l
j

l
et j x
l
j
l
!j g
l
j
 
l

ou 
l
designe le produit de dualite entre E
l
et E
 
l
Hypothese A   Il existe une Zmatrice notee N de type   et de coecients n
li
telle que  pour tout i  f   g et tout x x

 D' g
l
 G
l
x
l
 x

l
 satisfaisant 
'
l
x '
l
x

 g
l

l


X
i
n
li
kx
l
 x

l
k
l
kx
i
 x

i
k
i
 A 
Denition A  Sous lHypoth	ese A on dit que la matrice N est une minorante Z
accretive de ' Si de plus N est une M matrice on dit alors que cest une minorante M 
accretive de '
Hypothese A  Pour tout l  f   g le domaine D
l
est quasidense au sens de Kato
cf Kat
Hypothese A  Pour tout l  f   g et w  D' lapplication '
w
ll
est hemicontinue
sur D
l

Remarque A  LHypoth	ese A traduit le fait que D
l
est un ouvert dense dans E
l
 Les
Hypoth	eses A et A correspondent 	a des proprietes de regularite dune part du domaine
D' et dautre part de lapplication '
Theoreme A  Sous les Hypoth	eses A et A lHypoth	ese A est equivalente 	a len
semble des conditions suivantes
l  f   g w  D' x
l
 x

l
 D
l
 g
l
 G
l
x
l
x

l
 '
w
ll
x
l
'
w
ll
x

l
 g
l

l
 n
ll
kx
l
x

l
k

l

A 
l i  f   g j i 	! l w  D' x
i
 x

i
 D
i
 k'
w
li
x
i
'
w
li
x

i
k
l
 n
li
kx
i
x

i
k
i
 A 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Remarque A
  Les conditions A et A traduisent respectivement une condition
daccretivite forte pour le l	eme sousprobl	eme diagonal et une condition de Lipschitz pour les
termes de couplage entre les blocs l et i
Denition A   Sous les Hypoth	eses A A et A si N est une minorante M 
accretive de lapplication ' on dira que ' est Haccretif
Denition A  Soit '
d
une multiapplication diagonale telle que
'
d
x ! f'
d

x

 '
d

x

g  E
pour tout l  f   g lapplication '
d
l
qui est une multiapplication de D'
d
l
  E
l
dans E
l
est maccretive si
x
l
 x

l
 D'
d
l
 
l
 '
d
l
x
l
 

l
 '
d
l
x

l
 g
l
 G
l
x
l
 x

l
 j 
l
 

l
 g
l

l
  A 
A  Problemes de point 	xe
Soit E un espace de Banach Nous considerons maintenant des problemes de point xe 
F x
 
 ! x
 
 A 
ou F est une application de domaine DF   E dans E
A Applications contractantes en norme vectorielle
Denition A  Soit  un entier naturel et soit E un espace vectoriel produit dune
famille despaces de Banach fE
i
g i  f   g de normes respectives k k
i
 Lapplication 

de E !
Q

i
E
i
dans R

 
qui 	a tout x  E fait correspondre 

x ! kx

k

  kx

k

 A 
est une norme vectorielle canonique sur E
Denition A  On appelle norme vectorielle type sur R
n
 lapplication qui 	a tout x  R
n
associe 
x !j x j o	u j x j est le vecteur de R
n
 
obtenu en remplacant chaque composante de
x par sa valeur absolue
Denition A  Soit x
	
 DF  et T une matrice reelle de dimension   Si F et T
veri
ent 

F x
	
 F x  T
x
	
 x x  DF  A 

alors T est une majorante lineaire de F en x
	
pour la norme vectorielle 
 Si F et T veri
ent 

F x F x

  T
x x

 x x

 DF  A
alors T est une majorante lineaire de F pour la norme vectorielle 
 Dans ce dernier cas si
T est non negative on lappelle matrice de Lipschitz
A PROBL

EMES DE POINT FIXE   
Denition A  Si T est une majorante lineaire de F en x
	
pour la norme vectorielle 

de rayon spectral 	T     alors F est contractante en x
	
pour la norme vectorielle 
 et T
est une matrice de contraction de F en x
	
 De plus si T est une majorante lineaire de F pour
la norme vectorielle 
 de rayon spectral strictement inferieur 	a  alors F est contractante
sur DF  pour la norme vectorielle 
 on dit aussi que F est une P contraction sur DF  et
T une matrice de contraction de F
Nous pouvons enoncer le resultat suivant sur l	existence d	une solution du probleme de point
xe A  cf OR
Theoreme A
  Si lapplication F est contractante pour la norme vectorielle 
 sur le
domaine ferme DF   E et F DF   DF  Alors F admet un point 
xe unique x
 

DF 
Les applications contractantes denies cidessus ont ete introduites par Kantorovitch Vulich
et Pinsker cf KVP et etudiees par Robert dans Rob
 RR et Rob cf aussi
OR
A Applications contractantes en norme ponderee kk
 
T
Soit T une matrice reelle de dimension   qui est non negative et de rayon spectral
	T     Pour tout  	T    il existe cf OR un vecteur w
 
de composantes w
 
i

 i  f   g veriant 
j w
 
j

!   et Tw
 
 w
 
 A 
ou j  j

designe la norme Euclidienne De plus si T est irreductible on peut prendre  ! 	T 
et w
T 
est vecteur propre de T Nous introduisons sur E !
Q

i
E
i
la norme ponderee 
k x k
w
T
! max
i
kx
i
k
i
w
 
i
 A
On a alors le resultat suivant cf Miea
Theoreme A  Soit F une application de DF   E 	a valeurs dans E T une matrice
reelle de dimension   qui est non negative et de rayon spectral 	T     et x x

 DF 
tels que 

F x F x

  T
x x

 A
on a alors 
kF x F x

k
w
T
 kx  x

k
w
T
 A
Une application F contractante sur DF  pour la norme vectorielle 
 de matrice de contrac
tion T est contractante sur DF  pour la norme ponderee k k
w
T

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Theses encadrees
C Cassilda Ribeiro boursiere du gouvernement bresilien

These de Doctorat de l	INSA de Toulouse intitulee  Une methode parallele pour le routage
optimal dans les reseaux a commutation de paquets cf Rib
  et soutenue le  Octobre
 

  au LAAS du CNRS
Composition du jury B Pradin  president G Authie  rapporteur JC Miellou  rapporteur
J Bernussou  examinateur M Dayde  examinateur D El Baz  directeur de these
Cette etude a traite de la conception d	algorithmes paralleles pour le routage des donnees
dans un reseau informatique a commutation de paquets Les methodes developpees ont ete
con cues pour presenter un bon taux de convergence ainsi qu	une bonne simplicite algorith
mique et pour utiliser le parallelisme de fa con eective Une des originalites des methodes
proposees reside dans le fait que tous les produits sont traites simultanement alors qu	ils sont
habituellement traites de maniere cyclique le probleme multiot etant alors ramene a la re
solution d	une sequence de problemes de ot a critere convexe Les methodes proposees sont
des methodes duales qui exploitent la decomposition par arcs du Lagrangien  ce point etant
particulierement important pour la parallelisation La minimisation du Lagrangien est eec
tuee par une methode de QuasiNewton et la fonction duale est maximisee par une methode
de Newton approchee La decomposition du Lagrangien en Lagrangiens elementaires associes
a chaque arc et l	utilisation d	une methode de Newton approchee basee sur un algorithme
iteratif par blocs donnant une direction de montee pour la fonction duale rendent la methode
duale bien adaptee a la mise en uvre parallele Une approximation du Hessien de la fonction
duale peut etre aisement calculee a partir du Hessien de la fonction de Lagrange lequel est
connu apres minimisation du Lagrangien
Deux versions de la methode duale ont ete proposees pour resoudre le probleme du rou
tage multiot  la deuxieme methode etant une version simpliee ne retenant que les blocs
diagonaux du Hessien Dans ce dernier cas la reactualisation des variables duales se ramene
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a la resolution d	un ensemble de systemes lineaires symetriques et independants resolus par
la methode de Choleski Ces methodes peuvent etre utilisees de fa con plus generale pour
resoudre des problemes non lineaires avec des fonctions objectif convexes et partiellement
separables
La parallelisation des methodes a ete consideree le modele de programmation adopte
etant de type SPMD Le reseau a ete partitionne en sousregions et chacune des sousregions
est attribuee a l	un des processeurs de la machine parallele Le type de parallelisation qui a
ete choisi n	implique que des communications entre sousregions voisines Les aspects commu
nication ont ete etudies en detail ainsi que les strategies de partitionnement associees Enn
des resultats experimentaux obtenus sur une machine multiprocesseurs TNODE a memoire
distribuee ont ete presentes et analyses En particulier les bonnes performances en temps de
calcul ont ete mises en evidence et la bonne ecacite voisine de  des versions paralleles a
ete montree Cette derniere valeur etant voisine des ecacites habituellement presentees dans
la litterature pour ce type de probleme On notera qu	il est dicile d	obtenir de meilleures ef
cacites en raison des problemes dequilibrage de charge le nombre d	iterations eectuees pour
chaque arc par la methode de quasiNewton etant variable et dependant fortement du point
initial Le parallelisme a permis de resoudre plus rapidement les problemes et d	envisager la
resolution de problemes de plus grande taille
C DIDIER GAZEN BOURSIER MESR   

C  Didier Gazen boursier MESR 
These de Doctorat de l	Universite Paul Sabatier de Toulouse intitulee  Contribution
a l	etude d	algorithmes paralleles pour des problemes d	optimisation de type ot dans les
reseaux cf Gaz
 et soutenue le  Mars  

 au LAAS du CNRS
Composition du jury J C Miellou  president Brigitte Plateau  rapporteur Catherine Rou
cairol  rapporteur J L Calvet  examinateur J M Garcia  examinateur P Spiteri  exami
nateur D El Baz  directeur de these
Le travail de cette these a porte sur la conception d	algorithmes paralleles pour la reso
lution de deux classes de problemes d	optimisation dans les graphes  les problemes de ot
de cout minimum a critere convexe et les problemes de type ot maximum Ces problemes
sont particulierement d	actualites car on les retrouve notamment lors de la conception ou
de la gestion de reseaux de communication Le travail de these concerne egalement la mise
en uvre de ces algorithmes sur des machines paralleles a memoire distribuee et a memoire
partagee
La premiere partie de ce travail traite des problemes de ot a cout minimum et critere
convexe La theorie de la dualite conduit a la formulation d	un probleme sans contrainte et
dierentiable Les methodes de gradient et de relaxation permettant de resoudre cette classe
de probleme sont performantes et bien adaptees a une mise en uvre parallele Une atten
tion particuliere a ete portee sur les methodes iteratives paralleles depourvues d	un controle
des iterations  les iterations asynchrones Une nouvelle classe de methodes  les iterations
asynchrones avec communication exible a ete etudiee et mise en uvre sur deux architec
tures paralleles  le TNode memoire distribuee ainsi qu	une machine Sun quadriprocesseur
de type SMP memoire partagee A cette occasion plusieurs strategies de mise en uvre
ont ete proposees Les performances des dierentes versions synchrones ou asynchrones des
methodes considerees ont ete presentees et analysees en detail Les excellentes performances
des methodes asynchrones ont ete constatees et l	apport des communications exibles a ete
atteste
La seconde partie de cette etude a ete consacree au probleme de ot maximum qui est
un cas particulier du probleme de ot de cout minimum a critere lineaire cf Ber
  et
AMO
 Dans un premier temps le probleme a ete presente ainsi que les deux principales
classes d	algorithmes sequentiels permettant de le resoudre les algorithmes bases sur une
chane ameliorante et ceux bases sur la notion de preot Puis la comparaison des perfor
mances de ces algorithmes pour des problemes de topologie dierente a ete eectuee a partir
d	experimentations numeriques A ce niveau l	eet de nombreuses heuristiques pour amelio
rer la resolution a ete etudie en detail Pour nir une strategie de parallelisation du preot
par l	utilisation de processus legers sur architecture faiblement parallele a ete proposee
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