Multi-agent reinforcement learning (MARL) has long been a significant and everlasting research topic in both machine learning and control. With the recent development of (single-agent) deep RL, there is a resurgence of interests in developing new MARL algorithms, especially those that are backed by theoretical analysis. In this paper, we review some recent advances a sub-area of this topic: decentralized MARL with networked agents. Specifically, multiple agents perform sequential decision-making in a common environment, without the coordination of any central controller. Instead, the agents are allowed to exchange information with their neighbors over a communication network. Such a setting finds broad applications in the control and operation of robots, unmanned vehicles, mobile sensor networks, and smart grid. This review is built upon several our research endeavors in this direction, together with some progresses made by other researchers along the line. We hope this review to inspire the devotion of more research efforts to this exciting yet challenging area.
Introduction
Reinforcement learning (RL) has achieved tremendous successes recently in many sequential decision-making problems, especially associated with the development of deep neural networks for function approximation (Mnih et al., 2015) . Preeminent examples include playing the game of Go (Silver et al., 2016 (Silver et al., , 2017 , robotics (Kober et al., 2013; Lillicrap et al., 2016) , and autonomous driving (Shalev-Shwartz et al., 2016) , etc. Most of the applications, interestingly, involve more than one single ‡ Corresponding author * Project supported in part by the US Army Research Laboratory (ARL) Cooperative Agreement W911NF-17-2-0196, and in part by the Air Force Office of Scientific Research (AFOSR) Grant FA9550-19-1-0353.
ORCID: Kaiqing Zhang, http://orcid.org/0000-0002- c Zhejiang University and Springer-Verlag GmbH Germany, part of Springer Nature 2019 agent/player 1 , which naturally fall into the realm of multi-agent RL (MARL). In particular, MARL models the sequential decision-making of multiple autonomous agents in a common environment, while each agent's objective and the system evolution are both affected by the joint decision made by all agents. MARL algorithms can be generally categorized into three groups, according to the settings they address: fully cooperative, fully competitive, and a mix of the two (Busoniu et al., 2008; . Specifically, fully cooperative MARL agents aim to optimize a long-term return that is common to all; while fully competitive MARL agents usually have completely misaligned returns that sum up to zero. Agents in the mixed MARL setting, on the other hand, can be both fully cooperative and competitive.
In the present review, for simplicity, we refer to the first ones as cooperative MARL, and the second and third ones as non-cooperative MARL, respectively.
There exist several long-standing challenges in both cooperative and non-cooperative MARL, especially in the theoretical analysis for it. First, since the agents' objectives may be misaligned with each other, the learning goals in MARL are not just singledimensional, introducing the challenge of handling equilibrium points, and several performance criteria other than return-optimization, e.g., the communication/coordination efficiency, and the robustness against potential adversaries. Second, it is wellknown that the environment faced by each agent is non-stationary in MARL, as it is affected not only by the underlying system evolution, but also by the decisions made by other agents, who are concurrently improving their policies. This non-stationarity invalidates the framework of most theoretical analyses in single-agent RL, which are stationary and Markovian. Third, since the joint action space increases exponentially with the number of agents, MARL algorithms may suffer from the scalability issues by nature. Fourth, the information structure, which dictates the information availability to each agent, becomes more complicated in multi-agent settings, as some of the observations may not be sharable to each other, and sometimes kept in a decentralized fashion. Therefore, the theoretical analysis of MARL algorithms is still relatively lacking in the literature.
Besides the earlier works on MARL as summarized in Busoniu et al. (2008) , there has been a resurgent interest in this area, especially with the advances of single-agent RL recently (Foerster et al., 2016; Zazo et al., 2016; Gupta et al., 2017; Lowe et al., 2017; Omidshafiei et al., 2017; Zhang et al., 2018d) . Most of these works, with deep neural networks for function approximation, are not placed under rigorous theoretical footings, due to the limited understanding of even single-agent deep RL theories. On the other hand, a relatively new paradigm for MARL, decentralized MARL with networked agents, has gained increasing research attention Zhang et al., 2018d; Wai et al., 2018; Doan et al., 2019a) . This is partly due to the fact that the algorithms under this paradigm require no existence of any central controller, i.e., can be implemented in a decentralized fashion. This can partially address the scalability issues, one of the aforemen-tioned challenges, and more amenable to a decentralized information structure that is common in practical multi-agent systems (Rabbat and Nowak, 2004; Corke et al., 2005; Dall'Anese et al., 2013) . The second reason for its popularity is that most algorithms under this paradigm are accompanied with theoretical analysis for convergence/sample complexity, as they are closely related to, and inspired by the recent development of distributed/consensus optimization with networked agents, across the areas of control (Nedic and Ozdaglar, 2009 ), operations research (Nedic et al., 2017) , signal processing (Sayed et al., 2014; Shi et al., 2015) , and statistical learning (Boyd et al., 2011; Fan et al., 2015) .
Specifically, we focus on the MARL setting where the agents, mostly cooperative, are connected by a communication network for the information exchange with each other. The setting is decentralized in the sense that each agent makes their own decisions, based on only local observations and information transmitted from its neighbors, without the coordination of any central controller. Such a setting finds broad applications in practice, such as robotics (Corke et al., 2005) , unmanned vehicles (Qie et al., 2019) , mobile sensor networks (Rabbat and Nowak, 2004) , intelligent transportation systems (Adler and Blue, 2002; Zhang et al., 2018a) , and smart grid (Dall'Anese et al., 2013; Zhang et al., 2018a) , which enjoys several advantages over a centralized setting, in terms of either cost, scalability, or robustness. For example, it might be costly to even establish a central controller for coordination for some systems (Adler and Blue, 2002; Dall'Anese et al., 2013) , which also easily suffers from malicious attacks and high communication traffic, as the malfunctioning of the central controller will take down the overall system as a whole, and the communication is concentrated at one place, between the controller and the agents. As a result, it is imperative to summarize the theories and algorithms on this topic, for the purpose of both highlighting the boundary of existing research endeavors, and stimulating future research directions.
In this paper, we provide such a review of recent advances on decentralized MARL with networked agents, based on our recent review on general MARL algorithms . Indeed, has provided a comparatively complete overview of general MARL algorithms that are backed by theoretical analysis, serving as the big picture and basis of the present review. Interested readers are referred to for a more detailed review. The present review summarizes several our earlier works on this decentralized MARL setting (Zhang et al., 2018d,b,c) , together with some recent progresses by other researchers along the line. We expect our review to provide continuing stimulus for researchers with similar interests in working on this exciting yet challenging area.
Background
In this section, we provide the necessary background on MARL, especially the decentralized setting with networked agents.
Single-Agent RL
A general RL agent is modeled to perform sequential decision-making in a Markov decision process (MDP), as formally defined below.
Definition 1 A Markov decision process is defined by a tuple (S, A, P, R, γ), where S and A denote the state and action spaces, respectively; P : S × A → ∆(S) denotes the transition probability from any state s ∈ S to any state s ′ ∈ S for any given action a ∈ A; R : S × A × S → R is the reward function that determines the immediate reward received by the agent for a transition from (s, a) to s ′ ; γ ∈ [0, 1] is the discount factor that trades off the instantaneous and future rewards.
At each time t, the agent chooses to execute an action a t in face of the system state s t , which causes the system to transition to s t+1 ∼ P(· | s t , a t ). Moreover, the agent receives an instantaneous reward R(s t , a t , s t+1 ). The goal of the agent is to find a policy π : S → ∆(A) so that a t ∼ π(· | s t ) maximizes the discounted accumulated reward
Due to the Markovian property, the optimal policy can be calculated by dynamicprogramming/backward induction, such as value iteration and policy iteration (Bertsekas, 2005) , which require the full knowledge of the model. Reinforcement learning, on the other hand, is devised to find the optimal policy without knowing the model, but by learning from experiences collected by interacting with either the environment or the simulator. In general, RL algorithms can be categorized into two types, value-based and policy-based methods.
Value-Based Methods: Value-based methods aim to find an estimate of the state-action value/Q-function, which leads to the optimal policy by taking the greedy action with respect to the estimate. Classical value-based RL algorithms include Q-learning (Watkins and Dayan, 1992) and SARSA . Another important task in RL that is related to value functions is to estimate the value function of a fixed policy (not necessarily the optimal one). This task is referred to as policy evaluation, and can be addressed by standard algorithms such as temporal difference (TD) learning (Tesauro, 1995; Tsitsiklis and Van Roy, 1997) and gradient TD methods (Sutton et al., 2008; Bhatnagar et al., 2009a; Sutton et al., 2009; Liu et al., 2015) .
Policy-Based Methods: Policy-based methods propose to directly searches for the optimal one over the policy space, while the space is generally parameterized by function approximators like neural networks, i.e., parameterizing π(· | s) ≈ π θ (· | s). Hence, it is straightforward to improve the policy following the gradient direction of the long-term return, known as the policy gradient (PG) method. (Sutton et al., 2000) has derived the closed-form of PG as
where J(θ) and Q π θ are the return and Q-function under policy π θ , respectively, ∇ log π θ (a | s) is the score function of the policy, and η π θ is the state occupancy measure, either discounted or ergodic, under policy π θ . Other standard PG methods include RE-INFORCE (Williams, 1992) , G(PO)MDP (Baxter and Bartlett, 2001) , actor-critic (Konda and Tsitsiklis, 2000) , and deterministic PGs (Silver et al., 2014) .
Multi-Agent RL Framework
Multi-agent RL also addresses the sequential decision-making problems, but with more than one agent involved. Specifically, both the system state evolution and the reward received by each agent are influenced by the joint actions of all agents. Moreover, each agent has its own long-term reward to optimize, which now becomes a function of the policies of all other agents. Though various MARL frameworks exist in the literature (Busoniu et al., 2008; , we here focus on two examples that are either representative or pertinent to our decentralized MARL setting.
Markov/Stochastic Games: As a direct generalization of MDPs to the multi-agent setting, Markov games (MGs), also known as stochastic games (Shapley, 1953 ) has long been treated as a classical framework of MARL (Littman, 1994) . A formal definition of MGs is introduced as follows.
, · · · , N } denotes the set of N > 1 agents, S denotes the state space observed by all agents, A i denotes the action space of agent i. Let A := A 1 × · · · × A N , then P : S × A → ∆(S) denotes the transition probability from any state s ∈ S to any state s ′ ∈ S for any joint action a ∈ A; R i : S × A × S → R is the reward function that determines the immediate reward received by agent i for a transition from (s, a) to s ′ ; γ ∈ [0, 1] is the discount factor.
At time t, each agent i ∈ N chooses an action a i t , according to the system state s t . The joint chosen action a t = (a 1 t , · · · , a N t ) then makes the system transition to state s t+1 , and assigns to each agent i a reward r i t = R i (s t , a t , s t+1 ). Agent i's goal is to finding the policy π i : S → ∆(A i ) such that its own long-term return is optimized. Accordingly, the agent i's value-function V i : S → R becomes a function of the joint policy π : S → ∆(A) with π(a | s) := i∈N π i (a i | s), which is defined as
where −i represents the indices of all agents in N except agent i. Owing to this coupling of polices, the solution concept of MGs is not simply an optimum, but an equilibrium among all agents. The most common one, named Nash equilibrium (NE) in MGs, is defined as below (Başar and Olsder, 1999) .
is a joint policy π * = (π 1, * , · · · , π N, * ), such that for any s ∈ S and i ∈ N
Nash equilibrium describes an point π * , from which no agent has any incentive to deviate. Most of the MARL algorithms are contrived to converge to such an equilibrium point, making MGs the most standard framework in MARL.
Indeed, this framework of MGs is general enough to cover both cooperative and noncooperative MARL settings. For the formal one, all agents share a common reward function, i.e., R 1 = R 2 = · · · = R N = R. Such a model is also known as multi-agent MDPs (MMDPs) (Boutilier, 1996; Lauer and Riedmiller, 2000) and Markov teams (Wang and Sandholm, 2003; Mahajan, 2008) . In this setting, the value functions are identical to all agents, enabling the use of single-agent RL algorithms, provided that all agents are coordinated as one decision maker. The latter setting with non-cooperative agents correspond to the MGs with either zero-sum or general-sum reward functions. Such misaligned objectives of self-interested agents necessitate the use of Nash equilibrium as the solution concept.
Networked MMDPs: As a generalization of the above common-reward cooperative model, the following one of networked MMDPs plays an essential role in decentralized MARL with networked agents.
where the first six elements are identical to those in Definition 2 for MGs, and G t = (N , E t ) denotes the time-varying communication network that connects all agents, with E t being the set of communication links at time t, i.e., an edge (i, j) for agents i, j ∈ N belongs to E t if agent i and j can communicate with each other at time t.
The system evolution of networked MMDPs is identical to MGs, but with one difference in terms of the objective: all agents aim to cooperatively optimize the long-term return corresponding to the team-average rewardR(s, a, s ′ ) :
Moreover, each agent makes decisions using only the local information, including the information transmitted from its neighbors over the network. The networked MMDP model allows agents to cooperate, but with different reward functions/preferences. This model is able to not only capture more heterogeneity and privacy among agents (compared to conventional MMDPs), but also facilitate the development of decentralized MARL algorithms with only neighbor-to-neighbor communications Zhang et al., 2018d; Wai et al., 2018) . In ad-dition, such heterogeneity also necessitates the incorporation of more efficient communication protocols into MARL, an important while relatively open problem in MARL that naturally arises in networked MMDPs (Chen et al., 2018; Ren and Haupt, 2019; Lin et al., 2019) .
Algorithms
This section provides a review of MARL algorithms under the frameworks introduced in §2.2. Specifically, we categorize the algorithms, which are amenable to the decentralized setting with networked agents, according to the tasks they address, such as learning the optimal/equilibrium policies, and policy evaluation. Besides, we will also mention several algorithms aiming to achieve other learning goals in this setting.
Learning Policies
We first review the algorithms for the task of control in RL, namely, learning the optimal/equilibrium polices for the agents. Algorithms for both cooperative and non-cooperative settings exist in the literature.
Cooperative Setting:
Consider a team of agents cooperating under the framework of networked MMDPs introduced in Definition 4. Including the framework of MMDPs/Markov teams as a special case, this one generally requires more coordination, since the global value function cannot be estimated locally without knowing the other agents' reward functions. This challenge becomes more severe when no central controller, but only neighbor-to-neighbor communication over a network, is available for coordination.
Such an information structure has appeared frequently in the proliferate studies on decentralized/distributed 2 algorithms, such as average consensus (Xiao et al., 2007) and distributed/consensus optimization (Nedic and Ozdaglar, 2009; Shi et al., 2015) . Nevertheless, relatively fewer efforts have devoted to address this structure in MARL. In fact, most existing results in distributed/consensus optimization can be viewed as solving static/one-stage 2 Note that hereafter we use decentralized and distributed interchangeably to describe this structure, to respect some conventions from distributed optimization literature.
decision-making problems (Nedic and Ozdaglar, 2009; Agarwal and Duchi, 2011; Jakovetic et al., 2011; Tu and Sayed, 2012) , which is easier to analyze compared to RL, a sequential decision-making setting where the decisions made at current time will have a long-term effect.
The idea of decentralized MARL over networked agents dates back to Varshavskaya et al. (2009) , for the control of distributed robotic systems. The algorithm therein uses the idea of average consensus, and is policy-based. However, no theoretical analysis is provided in the work. To the best of our knowledge, under this setting, the first MARL algorithm with provable convergence guarantees is , which combines the idea of consensus + innovation to the standard Q-learning algorithm, leading to the QD-learning algorithm that is updated as follows:
where α t,s,a , β t,s,a > 0 denote the stepsizes, N i t denotes agent i's set of neighboring agents, at time t. Compared to the Q-learning update (Watkins and Dayan, 1992) , QD-learning adds an innovation term, which is the difference between the agent's Q-value estimate and its neighbors'. Under some standard conditions on the stepsizes, QD-learning is proven to converge to the optimum Q-function, for the tabular setting with finite state-action spaces.
As the joint action space increases exponentially with the number of agents, function approximation becomes especially pivotal to the scalability of MARL algorithms. To establish convergence analysis in the function approximation regime, we have resorted to policy-based algorithms, specifically, actor-critic algorithms, for this setting (Zhang et al., 2018d) . Specifically, each agent i's policy is parameterized as π i θ i : S → A i by some θ i ∈ R m i , and the joint policy is thus defined as π θ (a | s) := i∈N π i θ i (a i | s). Let Q θ be the global value function corresponding to the team-average re-wardR under the joint policy π θ . Then, we first establish the policy gradient of the return w.r.t. each agent i's parameter θ i as a) . (3.1) Analogous to the single-agent PG given in §2.1, the PG in (3.1) involves the expectation of the prod-uct between the global Q-function Q θ , and the local score function ∇ θ i log π i θ i (s, a i ). The former quantity, however, cannot be estimated locally at each agent. Therefore, by parameterizing each local copy of Q θ (·, ·) as Q θ (·, ·; ω i ), a consensus-based TD learning update is proposed for the critic step, i.e., for estimating Q θ (·, ·) given π θ :
where β ω,t > 0 denotes the stepsize, and δ i t is the local TD-error calculated using Q θ (·, ·; ω i ). (3.2) is the standard TD learning update at agent i, while (3.3) is a weighted combination step of the neighbors' estimates ω j t . The weights c t (i, j) are determined by the topology of the communication network, namely, it only has non-zero values if the two agents i and j are connected at time t, i.e., (i, j) ∈ E t . The weights also need to satisfy the doubly stochastic property in expectation, so that ω i t reaches a consensual value for all i ∈ N as t → ∞. Then, in the actor step, each agent i updates its policy following stochastic policy gradient (3.1), using its own Q-function estimate Q θ (·, ·; ω i t ). In addition, motivated by the fact that the temporal difference can also be used in policy gradient to replace the Q-function (Bhatnagar et al., 2009b) , we also propose a variant algorithm that relies on not the Q-function, but the state-value function approximation (Zhang et al., 2018d) , in order to reduce the variance in the PG update.
When linear functions are used for value function approximation, we can establish the almost sure convergence of the decentralized actor-critic updates (Zhang et al., 2018d) . The proof techniques therein are based on the two-timescale stochastic approximation approach in Borkar (2008) . Later in Zhang et al. (2018b) , we extend the similar ideas to the setting specifically with continuous spaces, where deterministic policy gradient (DPG) method is usually used. For DPG methods, off-policy exploration using a stochastic behavior policy is required in general, as the deterministic on-policy may not be explorative enough. Nonetheless, as the policies of other agents are unknown in the multi-agent setting, the standard off-policy approach (Silver et al., 2014, §4 .2) is not applicable. As a result, we develop an actorcritic algorithm (Zhang et al., 2018b) , which is still on-policy, using the recent development of the ex-pected policy gradient (EPG) method (Ciosek and Whiteson, 2018) . EPG unifies stochastic PG (SPG) and DPG, but reduces the variance of general SPGs. Specifically, the critic step remains identical to (3.2)-(3.3), while the actor step is replaced by the multiagent version of EPG we newly derived. When linear function approximation is used, we can also establish the almost sure convergence of the algorithm. In the same vein, the extension of Zhang et al. (2018d) to an off-policy setting has been investigated in Suttle et al. (2019) , which is built upon the emphatic temporal differences (ETD) method for the critic (Sutton et al., 2016) . Convergence can also be established using stochastic approximation approach, by incorporating the analysis of ETD(λ) (Yu, 2015) into Zhang et al. (2018d) . In addition, another offpolicy algorithm for the same setting is proposed in a concurrent work in Zhang and Zavlanos (2019) . Deviated from the line of works above, agents do not share/exchange their estimates of value function. In contrast, the agents' goal is to reach consensus over the global optimal policy estimation. This yields a local critic and a consensus actor update, which also enjoys provably asymptotic convergence.
We note that aforementioned convergence guarantees are asymptotic, namely, the algorithms are guaranteed to converge only as the iteration numbers go to infinity. More importantly, these convergence results are restricted to the case with linear function approximations. These two drawbacks make it imperative, while challenging, to quantify the performance when finite iterations and/or samples are used, and when nonlinear functions such as deep neural networks are used in practice. Serving as an initial step towards the finite-sample analyses in this setting with more general function approximation, we study in Zhang et al. (2018c) the batch RL algorithms (Lange et al., 2012) in the multi-agent setting. In particular, we propose decentralized variants of the fitted-Q iteration (FQI) algorithm (Riedmiller, 2005; Antos et al., 2008a) . We focus on FQI as it motivates the celebrated deep Q-learning algorithm (Mnih et al., 2015) that has achieved great empirical success. All agents collaborate to update the global Q-function estimate iteratively, by fitting nonlinear least squares with the target values as the responses. Let F denote the function class for Q-function approximation, {(s j , {a i j } i∈N , s ′ j )} j∈[n] be the batch transitions dataset of size n available to all agents, and {r i j } j∈[n] be the local reward samples private to each agent. Then, the local target value at each agent i is calculated as y i j = r i j +γ ·max a∈A Q i t (s ′ j , a), where Q i t is agent i's Q-function estimate at iteration t. As a consequence, all agents aim to collaboratively find a common Q-function estimate by solving
As r i j , and thus y i j , is only available to agent i, the problem in (3.4) fits in the standard formulation of distributed/consensus optimization (Nedic and Ozdaglar, 2009; Agarwal and Duchi, 2011; Jakovetic et al., 2011; Tu and Sayed, 2012; Hong and Chang, 2017; Nedic et al., 2017) . If F makes n j=1 [y i j − f (s j , a 1 j , · · · , a N j )] 2 convex for each i, then the global optimum can be achieved by the algorithms in these references. For the special case when F is a linear function class, this is indeed the case.
Unfortunately, with only a finite iteration of distributed optimization algorithms performed at each agent, the agents may not reach exact consensus. This results in an error in each agent's Q-function estimate, compared with the actual optimum of (3.4). When nonlinear function approximation is used, this error is even more obvious, as the actual global optimum can hardly be obtained in general. By accounting for this error due to decentralized computation, we derive the error propagation results following those for the single-agent batch RL (Munos, 2007; Munos and Szepesvári, 2008; Antos et al., 2008a,b; Farahmand et al., 2010) , in order to establish the finite-sample performance of the proposed algorithms. Specifically, we establish the dependence of the accuracy of the algorithms output, on the function class F , the number of samples within each iteration n, and the number of iterations for t.
Non-Cooperative Setting:
The networked MMDP model can also be considered in a non-cooperative setting, which though has not been extensively studied in the literature. In Zhang et al. (2018c) , we also consider one type of non-cooperative setting, where two teams of networked agents, Teams 1 and 2, form a zero-sum Markov game as introduced in Definition 2. Such a setting can be viewed as a mixed one with both cooperative (within each team), and competitive (against the opponent team) agents. We then establish finite-sample analysis for a decentralized variant of FQI for this setting.
In particular, by instantiating the definition of Nash equilibrium in a two-player zero-sum case, for a given Q-value Q(s, ·, ·) : A × B → R, one can define a Value operator at any state s ∈ S as whereR is the team-average reward of Team 1 (thus −R is that of Team 2), then such a Value Q(s, ·, ·) defines the value of the game at any state s ∈ S.
In comparison to the single-agent case, the max min operator, instead of the max one is used to define the optimal/equilibrium value function. Therefore, in order to solve the MARL problem in this setting, it suffices to find a good estimate of the Q-function satisfying (3.5). Hence, similarly as the single-team cooperative setting, all agents within one team now collaboratively solve for a common Q-function estimate by solving (3.4), but replace the local target value at each agent i by y i j = r i j + γ · Value Q i t (s ′ j , a, b) , and the fitting function f (s j , a j ) by f (s j , a j , b j ), a function over the joint action spaces of both teams. Then, such an optimization problem is solved in a distributed fashion as (3.4). Similar error-propagation analysis can be performed in this setting, leading to the finite-sample error bounds of the decentralized FQI algorithm. To the best of our knowledge, this appears to be the first finite-sample analysis for decentralized batch MARL in non-cooperative settings.
Policy Evaluation
Besides control, a great number of algorithms have been developed to address the policy evaluation task in this decentralized MARL setting. In particular, policy evaluation corresponds to the critic step of the aforementioned actor-critic algorithms only. With a fixed policy, this task enjoys a neater formulation, because the sampling distribution now becomes stationary. Moreover, as linear function approximation is commonly used for this task, the objective is mostly convex. This makes the finite-time/sample analyses easier, in comparison to many control algorithms with only asymptotic convergence guarantees.
Specifically, under joint policy π, suppose each agent parameterizes the value function by
is the feature vector at s ∈ S, and ω ∈ R d is the parameter vector. For notational convenience, let Φ := (· · · ; φ ⊤ (s); · · · ) ∈ R |S|×d , D = diag[{η π (s)} s∈S ] ∈ R |S|×|S| be a diagonal matrix constructed using the state-occupancy mea-
The objective of all agents is to jointly minimize the mean square projected Bellman error (MSPBE) associated with the team-average reward, i.e.,
Using Fenchel duality, and replacing the expectation with samples, the finite-sum version of (3.6) can be re-formulated as a distributed saddle-point problem
where n is the data size, Aj, Cj and b i j are empirical estimates of A, C and b i := E[R i,π (s)φ(s)] using sample j, respectively. The objective above is convex in ω and concave in {λ i }i∈N . The use of MSPBE as an objective is standard in multi-agent policy evaluation (Macua et al., 2015; Lee et al., 2018; Wai et al., 2018; Doan et al., 2019a) , and the idea of saddle-point reformulation has been adopted in Macua et al. (2015) ; Lee et al. (2018) ; Wai et al. (2018) ; Cassano et al. (2018) .
With the formulation (3.6), Lee et al. (2018) develops a distributed variant of the gradient TD-based method (Sutton et al., 2009) , and establishes the asymptotic convergence using the ordinary differential equation (ODE) method. Wai et al. (2018) proposes a double averaging scheme that combines the dynamic consensus (Qu and Li, 2017) and the SAG algorithm (Schmidt et al., 2017) , in order to solve the saddle-point problem with a linear rate. In Cassano et al. (2018) , the idea of variance-reduction, specifically, AVRG in (Ying et al., 2018) , has been incorporated into gradient TD-based policy evaluation. Achieving the same linear rate as Wai et al. (2018) , three advantages are claimed in Cassano et al. (2018) : i) data-independent memory requirement; ii) use of eligibility traces (Singh and Sutton, 1996) ; iii) no need for synchronization in sampling. More recently, standard TD learning (Tesauro, 1995) , instead of gradient-TD, has been generalized to this MARL setting, with special focuses on finite-sample analyses, see Doan et al. (2019a,b) . By the proof techniques in Bhandari et al. (2018) , Doan et al. (2019a) studies the distributed TD(0) algorithm. A projection operation is required on the iterates, and the data samples are assumed to be independent and identically distributed (i.i.d.). Then, following the recent advance in Srikant and Ying (2019) , Doan et al. (2019b) provides finite-time performance of the more general distributed TD(λ) algorithm, without the need of any projection or i.i.d. noise assumption.
Other Learning Goals
Several other learning goals have also been investigated in this setting. Zhang et al. (2016) considers the optimal consensus problem, where each agent tracks its neighbors' as well as a leader's states, so that the consensus error is minimized by the joint policy. Then, a policy iteration algorithm is devised, and made practical by introducing an actor-critic algorithm with neural networks for function approximation. Zhang et al. (2018) also uses a similar consensus error objective, with the name of cooperative multi-agent graphical games. Off-policy RL algorithms are developed, using a centralized-criticdecentralized-actor scheme.
As an essential ingredient in the algorithm design for the decentralized MARL settings, communication efficiency in MARL has drawn increasing attention recently (Chen et al., 2018; Ren and Haupt, 2019; Lin et al., 2019) . In Chen et al. (2018) , Lazily Aggregated Policy Gradient (LAPG), a distributed PG algorithm is developed, which can reduce the communication rounds between the agents and a central controller. This is achieved by judiciously designing communication trigger rules. In Ren and Haupt (2019) , the same policy evaluation problem as Wai et al. (2018) is addressed, and develops a hierarchical distributed algorithm by proposing a mixing matrix different from the doubly stochastic one used in Zhang et al. (2018d) ; Wai et al. (2018) ; Lee et al. (2018) , which saves communication by allowing unidirectional information exchange among agents. In comparison, Lin et al. (2019) proposes a distributed actor-critic algorithm, which reduces the communication by transmitting only one scalar entry of its state vector at each iteration. The same convergence guarantee as Zhang et al. (2018d) can be established.
We note that RL under this decentralized setting with networked agents has been studied beyond the multi-agent setting. Indeed, several works have modeled the setting for multi-task RL, where multiple cooperative agents are also connected by a communication network, without any coordination from a central controller. However, each agents is in face of an independent MDP, which is not influenced by other agents. Different agents may still have different reward functions, while the goal is to learn the optimal joint policy that optimizes the longterm return corresponding to the team-average reward. In some sense, this setting can be deemed as a simplified version of the our MARL setting, for the less coupling among agents. Under this setting, Pennesi and Paschalidis (2010) develops a distributed actor-critic algorithm, where each agent first conducts a local TD-based critic step, followed by a consensus-based actor step that calculates the gradient based on the neighbors' information exchanged. The gradient of the average return is then shown to converge to zero. In Macua et al. (2017) , Diff-DAC, another distributed actor-critic algorithm is developed from duality theory. The updates, which look similar to those of Zhang et al. (2018d) , are essentially an example of the dual ascent method to solve some linear program. This provides additional insights into the actor-critic update for this setting.
Policy evaluation has also been considered under this setting of networked agents interacting with independent MDPs. The early work Macua et al. (2015) studies off-policy evaluation using the importance sampling technique. Without coupling among agents, there is no need for each agent to know the actions of the others. Then, a diffusion-based distributed gradient-TD method is proposed, which is proven to converge with a sublinear rate in the mean-square sense. then proposes two other variants of the gradient-TD updates, i.e., GTD2 and TDC (Sutton et al., 2009) , and proves weak convergence using the general stochastic approximation theory developed in . specifically considers the case where agents are connected by a timevarying communication network. The aforementioned work Cassano et al. (2018) also considers the independent MDP setting, with the same results established as the actual MARL one.
Concluding Remarks
Owing to the ubiquity of sequential decision-making in presence of more than one agents, multi-agent RL has long been a significant while challenging research area. In this review, we have summarized the recent advances in a sub-area of MARL: decentralized MARL with networked agents. Particularly, we have focused on the MARL algorithms that concern this setting, and are backed by theoretical analysis. We hope our review is appealing to the researchers of similar interests, and has provided stimulus for them to continue pursuing this direction. Interesting while open future directions may concern the setting with partial observability, with adversarial agents in the system. It is also interesting to develop theoretical results for MARL algorithms under this setting with deep neural networks as function approximators, which have already achieved tremendous empirical success. See for more discussions on intriguing future directions.
