Abstract. Based on the multiple-time-scale (MTS) method, a general formula has been presented for solving an n-th, n = 2, 3, . . . , order ordinary differential equation with strong linear damping forces. Like the solution of the unified Krylov-Bogoliubov-Mitropolskii (KBM) method or the general Struble's method, the new solution covers the un-damped, under-damped and over-damped cases. The solutions are identical to those obtained by the unified KBM method and the general Struble's method. The technique is a new form of the classical MTS method. The formulation as well as the determination of the solution from the derived formula is very simple. The method is illustrated by several examples. The general MTS solution reduces to its classical form when the real parts of eigen-values of the unperturbed equation vanish.
Introduction
In [5] Hassan has proved that the Krylov-Bogoliubov-Mitropolskii (KBM) method [4, 7] is equivalent to the multiple-time-scale (MTS) method [10, 11] for any order of approximation. Hassan has limited his investigation to second approximation of some second-order ordinary differential equations with small damping effect. But some authors extended these methods to similar secondorder differential equation with strong damping effects as well as to higher order differential equations. Popov [12] extended the KBM method to second-order equations with a strong linear damping force. Then utilizing Popov's technique, Bojadziev [1] investigated a damped forced vibration. On the other hand, Bojadziev [2] extended the two-time-scale method to second-order systems with strong damping. Murty et al. [9] extended the KBM method to second-and fourth-order over-damped systems. Murty [8] presented a unified KBM method for solving a second-order differential equation, which covers the three cases, i.e., un-damped, under-damped and over-damped. Recently, Shamsul [14] has generalized Murty's technique [8] for solving an n-th, n = 2, 3, . . ., order equation (1) x (n) + c 1 x (n−1) + · · · + c n x = εf (x,ẋ, . . .), where x (j) , j ≥ 4 represents a j -th derivative of x, over-dot is used for the first-, second-and third-derivatives, ϵ is a small parameter, c j , j = 1, 2, . . . , n are constants and f is a nonlinear function.
Shamsul [15] further extended the unified KBM method to study some nonlinear differential equations with slowly varying coefficients. In another recent paper, Shamsul et al. [17] have generalized the Struble's technique for solving Eq.(1) and show that the solutions obtained for various damping effect of second-and third-order nonlinear equations are identical to those determined by the unified KBM method [14, 15] . In this paper a general MTS method is presented and it is shown that the solutions are identical to those obtained by the unified KBM [14, 15] method and the general Struble's method [17] .
The method
To solve Eq.(1), an approximate solution is chosen in the form [15] (2)
In this paper a set of variables a j , j = 1, 2, . . . , n, have been considered rather than the amplitude and phase variables. Recently these variables are used to present a general formula for solving an n-th, n = 2, 3, . . . , order differential equation with slowly varying coefficients according to the unified KBM method (see [15] for details). Under a suitable transformation, the variables, a j , j = 1, 2, . . . , n, are transformed to the amplitude and phase variables. The choice of the new variables (i.e., a j , j = 1, 2, . . . , n) is important for the formulation of the method as well as determination of an approximate solution from the derived formula. Generally, all the variables, a j , j = 1, 2, . . . , n, depend on several time t 0 , t 1 , t 2 , . . ., where t = t 0 + εt 1 + ε 2 t 2 + · · · . Herein we denote some notations and a relation as
Now we can rewrite Eq.(1) as 
where c
n−1 are the coefficients of the algebraic equation
We can easily find a second approximate solution of Eq. (1) utilizing formula Eq.(5). To avoid the secular terms in solution of Eq.(2), it has been proposed in [15] 
. . , n/2 or (n − 1)/2 according to n is even or odd. This assumption assures that u 1 , u 2 , . . . as well as solution Eq.(2) will be free from secular terms. When n is an odd number, an additional restriction is imposed that u 1 , u 2 , . . . exclude all the terms involving a n (see [3, 15] for details).
Example

A second-order equation
Let us consider the Duffing equation with linear damping
This equation represents the un-damped, under-damped and over-damped cases depending on the value of damping coefficient, k. If k vanishes, the motion becomes un-damped and periodic. On the other hand, the motion will be under-damped or over-damped if 0 < k < w or w < k. The unperturbed equation has two eigen-values
On the contrary, they become
2 ). Solving Eqs. (15)- (17), we obtain (18)
All these results obtained in Eqs. (13)- (14), (18)- (19) give the second approximate solution of Eq. (7). Now we write the variational equations as follows
Using the unified KBM method [14] and general Struble's technique [17] , we will have the same result as obtained in Eq.(20). As a verification of this result, we may choose a known problem. Rink [13] found a third approximate solution ofẍ + 3ẋ + 2x = µx 3 , µ << 1, based on the KBM method. We shall compare our solution to that of Rink. Clearly, this equation is similar to equation,ẍ + 2kẋ + ω 2 x = −εx 3 , where 2k = 3, ω 2 = 2 and ε = −µ. In this case λ 1 = −1 and (20) and replacing the variables a 1 , a 2 by
By adding and subtracting, we can easily obtain the values ofȧ andφ as follows:
Now substituting the values of 
All these results of Eqs. (22) and (23) are similar to those obtained by Rink [13] . Equations (22) and (23) can be brought to exact form of Rink if we substitute t/2 + φ = ψ and replace ϵ by −µ (in [17] Struble's general solution compared to Rink's solution and had the same result).
If the damping force is absent, the motion becomes un-damped and periodic. In this case the eigen-values become [10] for details).
A fourth-order equation
In this subsection, we solve the following fourth order equation utilizing formula Eq. (5). (26) (
For this equation (5), we obtain (27)
The functions related to the first approximation are found from Eq.(27) (subject to the similar imposed conditions; see Subsection 3.1) as 1 a 2 a 4 , and
, where
and
To find the second approximation, we have to calculate , where
It is a laborious task to separate the unknown coefficients in real and imaginary part; but not difficult to compute them when the eigen-values are specified. However, the calculation is very easy when all the eigen-values are real or purely imaginary. Let us consider the later case, i.e., the un-damped case. In this case k 1 = k 2 = 0 and
Therefore, we obtain the following results (38) 
Now substituting the values of
It is interesting to note that we obtainḃ,ψ by replacing a by b, b by a, w 1 by w 2 and w 2 by w 1 in Eqs.(41)-(42) . Therefore,
Substituting the values of C 1 , C 
.
In general, the variational equations ofȧ,φ are
and the variational equations ofḃ,ψ can be similarly found by replacing a by b, . . . , w 2 by w 1 and k 2 by k 1 . Thus it is no need to calculate functions related toḃ,ψ.
Results and discussion
Most of the perturbation methods were originally formulated to investigate periodic motion. Then small damping effect was discussed in few articles. The main reason of negligence of studying strongly damped nonlinear problems was the difficulty of formulation of the method. Moreover, the determination of solution from the derived formula is a laborious task especially when the system possesses more than the second derivative. Usually, a first approximate solution was found for the strong damping effect. Recently, Shamsul et al. [17] have found the second approximate solution of a third-order nonlinear differential equation with small damping utilizing the general Struble's technique. It is noted that the terms with ε of the variational equations of amplitude and phase vanish while those of ε 2 only contribute to the oscillating process. In this article we have found a second approximation of a fourth-order nonlinear differential equation with strong damping effect utilizing the MTS method. The first approximate solution of the same problem was early investigated by the modified KBM method [16] . We can find the same result utilizing the KBM method or the Struble's technique; but the determination of the solution is more laborious. The first and second approximate solutions give desired results for a short time interval and it slowly deviates from the numerical solution as t is increased. On the contrary, the second approximate solution shows a good agreement with the numerical solution even if t is large (see Figs. 1 and 2 ). This statement is certainly true for the case of un-damped solution (see .
In this paper a set of new variables is considered which quickly communicates among varies perturbation methods. The noted variables are complex for the oscillatory or damped oscillatory systems and real for the non-oscillatory systems. The complex form solution is being considered for simplification (see [1, 6] ), but the new technique is entirely different. The complex form solution was early chosen (by several authors) including amplitude and phase variables, which relates to the real form directly. On the contrary, the new complex form solution is transformed to a usual form by a variable transformation (see [15] for details). The set of new variables greatly speeds up all the noted perturbation methods.
Conclusion
The MTS has been modified and applied to investigate certain nonlinear problems possessing more than the second derivative. The first and second approximate solutions are derived for the strong liner damming effects. Moreover, MTS method is compared to KBM method. Such a comparison study is not new at all. Earlier the comparison study of these methods was limited to a second-order nonlinear differential equation with a small damping effect. In this paper these methods are again compared to one another choosing some known problems possessing more than the second derivatives. Moreover, it has been shown that the methods cover both oscillatory and non-oscillatory processes. 
