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GLOBAL RIGID INNER FORMS AND MULTIPLICITIES OF DISCRETE
AUTOMORPHIC REPRESENTATIONS
Tasho Kaletha
Abstract
We study the cohomology of certain Galois gerbes over number fields.
This cohomology provides a bridge between refined local endoscopy, as
introduced in [Kal16], and classical global endoscopy. As particular ap-
plications, we express the canonical adelic transfer factor that governs the
stabilization of the Arthur-Selberg trace formula as a product of normal-
ized local transfer factors, we give an explicit constriction of the pairing
between an adelic L-packet and the corresponding S-group (based on the
conjectural pairings in the local setting) that is the essential ingredient in
the description of the discrete automorphic spectrum of a reductive group,
and we give a proof of some expectations of Arthur.
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1 INTRODUCTION
Let F be a number field and let G be a connected reductive group defined
over F . A central question in the theory of automorphic forms is the de-
composition of the right regular representation of G(A) on the Hilbert space
L2disc(Z(A)G(F ) \ G(A)) or slight variants of it. Work of Labesse-Langlands
[LL79], Langlands [Lan83], and Kottwitz [Kot84], on the Arthur-Selberg trace
formula and its stabilization has provided a conjectural answer to this ques-
tion. It is believed that there exists a group LF having the Weil group WF of
F as a quotient. Admissible tempered discrete homomorphisms φ from LF
into the L-group of G correspond to L-packets of tempered representations of
G(A) and each tempered discrete automorphic representation belongs to one
of these L-packets. However, not all representations in a given L-packetΠφ are
automorphic. It is expected that there exists a complex-valued pairing 〈−,−〉
between a finite group Sφ (closely related to the centralizer in Ĝ of the image
of φ) and the packet Πφ corresponding to φ, which realizes each π ∈ Πφ as (the
character of) some representation of the group Sφ. The number
m(φ, π) = |Sφ|
−1
∑
x∈Sφ
〈x, π〉
is then a non-negative integer and is expected to give the contribution of the
pair (π, φ) to the G(A)-representation L2disc(Z(A)G(F ) \G(A)). In other words,
the multiplicity of π in the discrete spectrum is expected to be the sum of the
numbersm(φ, π) as φ runs over all equivalence classes of parameters with π ∈
Πφ. Arthur [Art89, Art90] has extended this conjecture to encompass discrete
automorphic representations that are non-tempered. We refer the reader to
[BR94] for more details.
One of the main goals of this paper is to give an explicit construction of the
pairing 〈−,−〉 based on the local conjectures formulated in [Kal16]. Such an
explicit construction was previously known only under the assumption that G
is quasi-split. In that case, the pairing 〈−,−〉 can be given as a product over
all places of F of (again conjectural) local pairings 〈−,−〉v between the local
analogs of Sφ and Πφ. Our contribution here is to remove the assumption
that G is quasi-split. The main difficulty that arises once this assumption is
dropped is that the local pairings 〈−,−〉v stop being well-defined, even conjec-
turally. This is a reflection of the fact that there is no canonical normalization of
the Langlands-Shelstad endoscopic transfer factor. Since the endoscopic char-
acter identities tie the values of the local pairing with the values of the transfer
factor, we cannot expect to have a well-defined local pairing without having a
2
normalization of the transfer factor. The problem runs deeper, however: Ex-
amples as basic as the case of inner forms of SL2 show that the local analog of
Sφ doesn’t afford any pairing with the local analog of Πφ that realizes elements
of Πφ as characters of Sφ.
One can attempt to deal with these difficulties in an ad-hoc way. For example,
one could fix an arbitrary normalization of the transfer factor. This is certainly
sufficient for the purposes of stabilizing the geometric side of the trace formula.
However, it is insufficient for the purposes of interpreting the spectral side of
the stabilized trace formula, and in particular for the construction of the global
pairing. For example, it doesn’t resolve the problem that the local Sφ-group
doesn’t afford a pairing with the local L-packet. One could also introduce an
ad-hoc modification of the local Sφ-group, but then it is not clear what normal-
izations of the transfer factor correspond to pairings on such a modification.
In this paper, we overcome these difficulties by developing a bridge between
the refined local endoscopy introduced in [Kal16, §5] and classical global en-
doscopy. The results of [Kal16, §5] resolve the local problems listed above.
Namely, based on refinements of the notions of inner twist and endoscopic da-
tum, they provide a natural normalization of the Langlands-Shelstad transfer
factor and a modification of the classical local Sφ-group together with a precise
conjectural description of the internal structure of local L-packets. The latter
takes the form of a canonically normalized perfect pairing between the local
L-packet and the modified Sφ-group. Using these objects, we obtain in the
present paper the following results.
1. We prove that the product of the normalized transfer factors of [Kal16,
§5.3] is equal to the canonical adelic transfer factor involved in the stabi-
lization of the trace formula (Proposition 4.4.1, resp. Equation (4.8)).
2. We give an explicit formula for the global pairing 〈−,−〉 in terms of the
conjectural local pairings introduced in [Kal16, §5]. Moreover, we prove
that the global pairing 〈−,−〉 is independent of the auxiliary cohomology
classes involved in its construction and is thus canonically associated to
the group G (Proposition 4.5.2, resp. Equation (4.9)).
3. We prove an expectation of Arthur [Art13, Hypothesis 9.5.1] about the ex-
istence of globally coherent collections of local mediating functions (Sub-
section 4.6).
Let us recall that the normalized local transfer factor and the conjectural local
pairings depend on two refinements of the local endoscopic set-up: A rigid-
ification of the local inner twist datum [Kal16, §5.1] and a refinement of the
local endoscopic datum [Kal16, §5.3]. If we change either of these refinements,
the normalized local transfer factors and local pairings also change. An obvi-
ous question is then, whether it is necessary to introduce the global analogs of
these refinements into the global theory of endoscopy. The answer to this ques-
tion is: no. The global theory of endoscopy needs no refinement. In particular,
the results of the present paper fit seamlessly with the established stabilization
of the Arthur-Selberg trace formula.
However, we do need a bridge between refined local endoscopy and usual
global endoscopy. The basis of refined local endoscopy was the cohomology
functor H1(u → W ) introduced in [Kal16, §3]. In order to relate this object to
the global setting it is necessary to introduce certain Galois gerbes over number
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fields and study their cohomology. There are localization maps between these
global cohomology groups and the local cohomology groups H1(u → W ).
These localization maps are the foundation of the bridge between refined local
and global endoscopy.
The roles of the local and global cohomology groups are thus quite different.
The local cohomology groups influence the normalizations in local endoscopy
and must therefore enter into the statement of the local theorems and conjec-
tures. On the other hand, the global groups serve to produce coherent collec-
tions of local objects, but the global objects obtained from these coherent col-
lections are independent of the global cohomology classes used. This means
that the global cohomology groups are much less present in the statements of
global theorems and conjectures, but they are indispensable in their proofs.
Besides establishing a clear conjectural picture for general reductive groups,
these results provide an important step towards proving these conjectures.
This is due to the fact that the approach developed by Arthur [Art89, Art90]
to prove both the local Langlands correspondence and the description of the
discrete automorphic spectrum using the stabilization of the trace formula re-
lies on the interplay between the local and the global conjectures. This ap-
proach was successfully carried out for quasi-split symplectic and orthogonal
groups in [Art13], but its application to non-quasi-split groups was impeded
by the lack of proper normalizations of the local objects, both transfer factors
and spectral pairings. This paper, in conjunction with [Kal16], removes this
obstruction.
Building on our results, Taı¨bi has recently treated some non-quasi-split sym-
plectic and orthogonal groups [Taı¨a]. Another example of Arthur’s approach
being carried out in the setting of non-quasi-split groupswas given in [KMSW],
where inner forms of unitary groups were treated. The results of [KMSW]were
obtained prior to the present work and use Kottwitz’s theory of isocrystals
with additional structure [Kot85], [Kot97], [Kot] to refine the local endoscopic
objects instead. That theory works very well for reductive groups that have
connected centers and satisfy the Hasse principle. When the center is not con-
nected, however, not all inner forms can be obtained via isocrystals. Moreover,
when the Hasse principle fails, we do not see a way to use the global theory
of isocrystals to build a bridge between local and global endoscopy. The con-
structions of the present paper remove these conditions and work uniformly
for all connected reductive groups. Moreover, our statement of the local con-
jecture is very closely related to the work of Adams-Barbasch-Vogan [ABV92]
on real groups as well as to Arthur’s statement given in [Art06]. The relation-
ship with [ABV92] was partially explored in [Kal16, §5.2] and the relationship
with [Art06] is discussed at the end of the current paper.
We will now explain in some detail the construction of the global pairing.
While in the body of the paperwe treat general connected reductive groups, for
the purposes of the introduction we assume that G is semi-simple and simply
connected. This case in easier to describe, because the notation is simpler and
because we do not need to address the possible failure of the Hasse principle.
At the same time, this case is in some sense the hardest from the point of view
of local inner forms, so it will serve as a good illustration.
First let us assume in addition that G is quasi-split and briefly recall the situ-
ation in this case. One fixes a Whittaker datum for G, which is a pair (B,ψ)
of a Borel subgroup of G defined over the number field F and a generic char-
acter ψ : U(AF ) → C
× of the unipotent radical U of B that is trivial on the
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subgroup U(F ) of U(AF ). For each place v of F , restriction of ψ to the sub-
group U(Fv) of U(AF ) provides a local Whittaker datum (B,ψv) for G. Given
a discrete global generic Arthur parameter φ : LF →
LG, let φv : LFv →
LG
be its localization at each place v of F . We consider the global centralizer
group Sφ = Cent(φ(LF ), Ĝ) as well as, for each place v of F , its local analog
Sφv = Cent(φ(LFv ), Ĝ). We also set Sφ = π0(Sφ) and Sφv = π0(Sφv ). In fact,
since φ is discrete and G is semi-simple we don’t need to take π0 in the global
case, but we do need to take π0 in the local case, as φv will usually not be
discrete. There is a conjectural packet Πφv of irreducible admissible tempered
representations of G(Fv) and a conjectural pairing 〈−,−〉v : Sφv × Πφv → C
such that 〈−, πv〉v is an irreducible character of the finite group Sφv for each
πv ∈ Πφv . Once the L-packets are given, this pairing is uniquely determined
by the endoscopic character identities taken with respect to the transfer factor
that is normalized according to the local Whittaker datum (B,ψv). According
to a conjecture of Shahidi [Sha90, §9], the local pairing is expected to satisfy
〈−, πv〉v = 1 for the unique (B,ψv)-generic member πv ∈ Πφv . The global
packet is defined as Πφ = {π = ⊗πv|πv ∈ Πφv , 〈−, πv〉v = 1 for a.a. v}. Via the
natural map Sφ → Sφv each local pairing 〈−, πv〉v can be restricted to Sφ and
the global pairing
〈−,−〉 : Sφ ×Πφ → C
is defined as the product 〈x, π〉 =
∏
v〈x, πv〉v.
We now drop the assumption that G is quasi-split, while still maintaining
the assumption that it is semi-simple and simply connected. There exists a
quasi-split semi-simple and simply connected group G∗ and an isomorphism
ξ : G∗ → G defined over F such that for each σ ∈ Γ = Gal(F/F ) the au-
tomorphism ξ−1σ(ξ) of G∗ is inner. We fix this data, thereby realizing G as
an inner twist of G∗. For a moment we turn to the quasi-split group G∗ and
fix objects as above: a global Whittaker datum (B,ψ) for G∗ with localiza-
tions (B,ψv), and a discrete generic Arthur parameter φ : LF →
LG∗ with
localizations φv . The groups Sφ and Sφv are also defined as above and are
subgroups of Ĝ∗. We also keep the group Sφ = π0(Sφ), but the conjecture of
[Kal16, §5.4] tells us that we need to replace the group Sφv by π0(S
+
φv
), where
S+φv is the preimage of Sφv in Ĝ
∗
sc, the simply connected cover of the (in this
case adjoint) group Ĝ∗. We will now obtain for each place v of F a conjectural
local pairing 〈−,−〉zv : π0(S
+
φv
) × Πφv (G) → C, but for this we need to en-
dow G with the structure of a rigid inner twist of G∗ at the place v, which is
a lift zv ∈ Z
1(uv → Wv, Z(G
∗
sc) → G
∗
sc) of the element of Z
1(Γv, G
∗
ad) given
by σ 7→ ξ−1σ(ξ). Here we are using the cohomology functor H1(uv → Wv,−)
defined in [Kal16] as well as the corresponding cocycles. Once zv is fixed, ac-
cording to [Kal16, §5.4] there exists a pairing 〈−,−〉zv : π0(S
+
φv
)×Πφv (G)→ C
such that for each πv ∈ Πφv(G) the function 〈−, πv〉zv is an irreducible character
of π0(S
+
φv
) and such that the endoscopic character identities are satisfied with
respect to the normalization of the transfer factor given in [Kal16, §5.3], which
involves both the local Whittaker datum (B,ψv) and the datum zv. As we
noted above, the normalization of the transfer factor is established in [Kal16,
§5.3] unconditionally and the endoscopic character identities specify the pair-
ing 〈−, πv〉zv uniquely, provided it can be shown to exist. We now define the
global packet asΠφ(G) = {π = ⊗πv|πv ∈ Πφv (G), 〈−, πv〉zv = 1 for a.a. v}. Let-
ting S+φ be the preimage in Ĝ
∗
sc of the global centralizer group Sφ and taking
the product of the local pairings over all places v we obtain a global pairing
〈−,−〉 : S+φ ×Πφ(G)→ C.
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We must now discuss the dependence of this global pairing on the choices
of zv. At each place v there will usually be several choices for zv. Changing
from one choice to another affects both the transfer factor at that place as well
as the local pairing 〈−,−〉zv . It is then clear that the global pairing that we
have defined depends on the choices of zv at each place v. What we will show
however is that if we impose a certain coherence condition on the collection
(zv)v of local cocycles (here v runs over the set of places of F ) then the pairing
becomes independent of this choice. One instance of this coherence should be
that the product over all places of the normalized transfer factors is equal to
the canonical adelic transfer factor involved in the stabilization of the Arthur-
Selberg trace formula. Another instance of this coherence should be that the
global pairing is independent of the collection (zv)v used in its construction,
and furthermore descends from the group S+φ to its quotient Sφ.
It is this coherence that necessitates the development of the global Galois gerbes
and their cohomology, and this work takes up a large part of this paper. We
construct a functor H1(PV˙ → EV˙ ) that assigns to each affine algebraic group
G defined over F and each finite central subgroup Z ⊂ G defined over F a
set H1(PV˙ → EV˙ , Z → G). When G is abelian this set is an abelian group.
At each place v of F there is a functorial localization map H1(PV˙ → EV˙ , Z →
G) → H1(uv → Wv, Z → G). A collection (zv)v of local cohomology classes is
coherent if it is in the image of the total localization map.
The construction of the global Galois gerbes and the study of their cohomol-
ogy is considerably more involved than that of their local counterpart. Let us
briefly recall that to construct the local gerbe we consider the pro-finite alge-
braic group
uv = lim←−
Ev/Fv ,n
ResEv/Fvµn/µn
over the given local field Fv . Here Ev runs over the finite Galois extensions
of Fv contained in Fv and n runs over all natural numbers. We show that
H1(Γv, uv) vanishes and H
2(Γv, uv) is pro-cyclic with a distinguished genera-
tor. The isomorphism class of the gerbe is determined by this generator and the
gerbe itself is unique up to (essentially) unique isomorphism due to the vanish-
ing of H1(Γv, uv). Using this one introduces for each affine algebraic group G
and each finite central subgroup Z ⊂ G, both defined over Fv , a cohomology
set denoted by H1(uv → Wv, Z → G). Two central features are the surjec-
tivity of the map Hom(uv, Z)
Γv → H2(Γv, Z) evaluating a homomorphism at
the distinguished generator of H2(Γ, uv) for all finite multiplicative groups Z ,
and the existence of a Tate-Nakayama-type isomorphism for the cohomology
set H1(uv → Wv, Z → T ) whenever T is a torus (and a generalization thereof
when G is connected and reductive).
Now consider a number field F . The analog of the groups ResEv/Fvµn/µn is
more technical. To describe it, let S be a finite set of places of F containing the
archimedean places. Fix a finite Galois extension E/F unramified outside of S
and a natural number N that is a unit away from S. We then define the finite
Gal(E/F )-module
ME,S,N = Maps(Gal(E/F )× SE ,
1
N
Z/Z)0,0.
Here SE is the set of all places of E lying above S and we are considering all
maps f from the finite set Gal(E/F ) × SE to the finite abelian group
1
NZ/Z
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which satisfy the two conditions
∀w ∈ SE :
∑
σ∈Gal(E/F )
f(σ,w) = 0 and ∀σ ∈ Gal(E/F ) :
∑
w∈SE
f(σ,w) = 0.
Let S˙E ⊂ SE be a set of lifts for the places of S. We consider the submodule
ME,S˙E,N ⊂ME,S,N consisting of all f that satisfy the condition
f(σ,w) 6= 0⇒ σ−1w ∈ S˙E .
We take this submodule as the charactermodule of a finite multiplicative group
defined over OF,S and consider its OS-points
PE,S˙E ,N (OS) = Hom(ME,S˙E ,N , O
×
S ),
whereO×S is the group of units in the ring of integers of FS , the maximal exten-
sion of F unramified outside of S. After placing multiple technical restrictions
on the set S and its lift S˙E we are able to show thatH
2(ΓS , PE,S˙E ,N(OS)) has a
distinguished element (even though it is no longer pro-cyclic). As we vary E,
S, and N , the groups PE,S˙E ,N form an inverse system and the transition maps
identify the distinguished cohomology classes. This gives a distinguished el-
ement in lim
←−
H2(Γ, PE,S˙E ,N). Let PV˙ be the inverse limit of the PE,S˙E ,N . The
natural mapH2(Γ, PV˙ )→ lim←−
H2(Γ, PE,S˙E,N ) is surjective, but unlike in the lo-
cal case, it is not injective. Nonetheless, with some additional work we are able
to obtain a canonical element of H2(Γ, PV˙ ) that lifts the distinguished element
of lim
←−
H2(Γ, PE,S˙E ,N ). As in the local case, the map Hom(PV˙ , Z) → H
2(Γ, Z)
given by the canonical class is surjective. The cohomology group H1(Γ, PV˙ )
vanishes, and so do its local analogs H1(Γv, PV˙ ). The canonical class speci-
fies an isomorphism class of gerbes EV˙ for the absolute Galois group Γ of the
number field F bound by PV˙ . This isomorphism class leads to a cohomology
functor H1(PV˙ → EV˙ ) that comes equipped with functorial localization maps
H1(PV˙ → EV˙ )→ H
1(uv →Wv).
For an algebraic torus T (and more generally for a connected reductive group
G), we prove a Tate-Nakayama-type duality theorem that identifies the group
H1(PV˙ → EV˙ , Z → T ) with an abelian group constructed from the charac-
ter module of T . We furthermore give an explicit formula for the localiza-
tion maps in terms of this duality. The proof of the duality theorem proceeds
through the study of cohomology groupsH1(PE,S˙E ,N → EE,S˙E,N , Z → T ) that
are related to H1(PV˙ → EV˙ , Z → T ). They are defined relative to the iso-
morphism class of gerbes EE,S˙E,N for the Galois group ΓS of the extension
FS/F bound by PE,S˙E ,N(OS) that is given by the distinguished element of
H2(ΓS , PE,S˙E ,N(OS)). We formulate and prove a duality theorem for these co-
homology groups first. We then construct inflation maps that relate these coho-
mology groups for differentE, S,N to each other and toH1(PV˙ → EV˙ , Z → T )
and obtain the duality theorem for the latter by taking the colimit over E, S,N .
A technical difficulty that is presented by the gerbe EE,S˙E,N is that it has non-
trivial automorphisms, becauseH1(ΓS , PE,S˙E ,N(OS)) doesn’t vanish. This im-
plies that for an arbitrary affine algebraic group G defined over OF,S the co-
homology set H1(PE,S˙E ,N → EE,S˙E ,N , Z → G) depends on the particular re-
alization of EE,S˙E ,N , and not just on its isomorphism class. In the case of tori
we are able to circumvent this difficulty by first using a specific realization
E˙E,S˙E,N , depending on various choices, and proving the duality theorem for
this realization. The duality theorem implies certain group-theoretic proper-
ties of H1(PE,S˙E → E˙E,S˙E , Z → T ), where we have now taken the colimit
7
over all N , that allow us to conclude that the automorphisms of E˙E,S˙E act
trivially on its cohomology. As a consequence we see that the cohomology
group H1(PE,S˙E → EE,S˙E , Z → T ) depends only on the isomorphism class of
EE,S˙E . Once the case of tori is handled, its generalization to connected reduc-
tive groups follows without much additional effort.
The reader familiar with [Kal16] will notice that our treatment of the Tate-
Nakayama isomorphism in the global case is less direct and less explicit than
in the local case. While it leads to the same result, it would be difficult to use
it for explicit computations. Recently Taı¨bi has been able to find a more direct
and explicit construction of the canonical class and of the Tate-Nakayama iso-
morphism in the global case that is much closer to our treatment of the local
case [Taı¨b], and will likely prove useful for explicit computations, for example
of automorphic multiplicities.
Let us now comment on the role of the canonical class. The results discussed
so far can all be obtained using a gerbe whose isomorphism class is given
by an arbitrary element of H2(Γ, PV˙ ) that lifts the distinguished element of
lim
←−
H2(Γ, PE,S˙E ,N), not necessarily the canonical class. Consider again the lo-
calization maps H1(PV˙ → EV˙ ) → H
1(uv → Wv). Using the Tate-Nakayama
isomorphism it can be shown that when G is connected and reductive, the
localization of a given element of H1(PV˙ → EV˙ , Z → G) is trivial at almost
all places. It turns out that for applications to automorphic forms this, while
necessary, is not quite sufficient. One needs a strengthening of this result that
begins with the observation that the localizationmaps are alreadywell-defined
on the level of cocycles, namely as maps
Z1(PV˙ → EV˙ , Z → G)→ Z
1(uv → Wv, Z → G)/B
1(Fv, Z).
It then makes sense to ask if, given an element of Z1(PV˙ → EV˙ , Z → G), its lo-
calization at alomst all places is unramified, i.e. an element of Z1(uv → Wv, Z →
G)/B1(Fv, Z) that is inflated from Z
1(Gal(F urv /Fv), G(OF urv )). It is a result of
Taı¨bi that this is true [Taı¨b, Proposition 6.1.1] if the global gerbe EV˙ is the one
given by the canonical class, but can fail [Taı¨b, Proposition 6.3.1] if one uses
a global gerbe corresponding to another lift to H2(Γ, PV˙ ) of the distinguished
element of lim
←−
H2(Γ, PE,S˙E,N ).
We will now give a brief overview of the contents of this paper. Section 3 is
devoted to the construction of the cohomology set H1(PV˙ → EV˙ , Z → G). We
begin in Subsection 3.1 with a review of Tate’s description of the cohomology
groups Ĥi(Gal(E/F ), T (OE,S)) of algebraic tori and prove some results about
the compatibility of this description with variations of E and S. In Subsection
3.2 we derive a description of the cohomology groupH2(Γ, Z) for a finite mul-
tiplicative group Z defined over F . This description is the basis of the study
of the finite multiplicative groups PE,S˙E,N in Subsection 3.3. After defining
these groups we show that H2(ΓS , PE,S˙E ,N(OS)) has a distinguished element
and study how this element varies with E, S, and N . We also define the pro-
finite multiplicative group PV˙ and discuss its relationship with the local groups
uv. In Subsection 3.4 we prove the vanishing of H
1(Γ, PV˙ ) and H
1(Γv, PV˙ ).
These technical results allow us to specify, in Subsection 3.5, a canonical lift
ξ ∈ H2(Γ, PV˙ ) of the distinguished element of lim←−
H2(Γ, PE,S˙E ,N ). In Subsec-
tion 3.6 we define the cohomology set H1(PV˙ → EV˙ , Z → G) for an arbitrary
affine algebraic group G and a finite central subgroup Z , both defined over F ,
as well as the localization maps. These constructions also rely crucially on the
vanishing results of Subsection 3.4. In Subsection 3.7 we formulate and prove
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the Tate-Nakayama-type duality theorem for H1(PV˙ → EV˙ , Z → T ) when T
is a torus and give a formula for the localization map on the dual side. The
cohomology groups H1(PE,S˙E → E˙E,S˙E , Z → T ) are defined and studied in
this Subsection. In Subsection 3.8 we extend the duality theorem to the case
of connected reductive groups. One implication of the results of Subsections
3.7 and 3.8 is the description in terms of linear algebra of the coherent collec-
tions of local cohomology classes, i.e. those which arise as the localization of
global cohomology classes. This linear algebraic description has an immediate
interpretation in terms of the Langlands dual group.
Section 4 contains the applications to automorphic forms. Subsections 4.2 and
4.3 constitute the bridge between refined local and global endoscopy. Given a
global inner twist we construct a coherent collection of rigid local inner twists,
and given a global endoscopic datum we construct a coherent collection of re-
fined local endoscopic data. The local collections depend on some choices, but
these choices are ultimately seen to have no influence on the global objects ob-
tained from the local collections. In Subsection 4.4 we show that the product of
normalized local transfer factors is equal to the canonical adelic transfer factor,
and in Subsection 4.5 we show that the product of normalized local pairings
descends to a canonical global pairing. In both cases we use the coherent lo-
cal collections obtained from the global inner twist and the global endoscopic
datum, but the product of normalized local transfer factors and the product of
normalized local pairings are independent of these collections. Both product
formulas contain some extra factors that one might not initially expect. These
factors are explicit and non-conjectural and their appearance is just a matter of
formulation, as we discuss in the next paragraph.
In the final Subsection 4.6 we summarize the results of Section 4 using the
language of [Art06]. This subsection carries little mathematical content, but
provides a dictionary between the language of [Kal16] and that of [Art06].
More precisely, it shows that the local conjecture of [Kal16] implies (and is in
fact equivalent to) a stronger version of the local conjecture of [Art06]. We
believe that this dictionary can be useful, because both languages have their
advantages. The formulation of [Art06] is from the point of view of the simply
connected cover of the given reductive group and has the advantage that the
passage between local and global endoscopy and the global product formulas
take a slightly simpler form, in which in particular the extra factors referred
to above are not visible, because they become part of the local normalizations.
The formulation of [Kal16] is from the point of view of the reductive group
itself and has the advantage of making the local statements more flexible and
transparent. In particular, certain basic local manipulations, like Levi descent,
are easier to perform in this setting. Moreover, this language accommodates
the notions of pure and rigid inner twists, which have been shown in the work
of Adams-Barbasch-Vogan [ABV92] on real groups to play an important role
in the study of the local conjecture and in particular in its relationship to the
geometry of the dual group.
In this paper we have restricted ourselves to discussing only tempered local
and global parameters. This restriction is made just to simplify notation and
because the problems we are dealing with here are independent of the question
of temperedness. The extension to general Arthur parameters is straightfor-
ward and is done in the same way as described in [Art89]. We refer the reader
to [Taı¨a] for an example of our results being used in the non-tempered setting.
A remark may be in order about the relationship between the cohomological
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constructions of this paper and those of [Kot]. While both papers study the
cohomology of certain Galois gerbes, the gerbes used in the two papers are
very different. The gerbes of [Kot] are bound by multiplicative groups whose
character modules are torsion-free. In the local case they are the so called
Dieudonne- and weight-gerbes of [LR87] and are bound by split multiplica-
tive groups. On the other hand, the gerbes of [Kal16] and the present paper are
bound by non-split multiplicative groups whose character modules are both
torsion and divisible. This makes the difficulties involved in studying them
and the necessary techniques quite different. It is at the moment not clear to us
what the relationship between the two global constructions is. The relationship
between the two local constructions is discussed in [Kal].
It should be clear to the reader that this paper owes a great debt to the ideas
of Robert Kottwitz. The author wishes to express his gratitude to Kottwitz for
introducing him to this problem and generously sharing his ideas. The author
thanks Olivier Taı¨bi for his careful reading of the manuscript and for his many
comments and suggestions that lead to considerable improvements of both the
results and their exposition. For example, Taı¨bi’s comments led the author to
develop the material in §3.4,§3.5, and the statement and proof of Lemma 4.5.1
and its necessity were communicated by him. The author also thanks James
Arthur for his interest and support and Alexander Schmidt for bringing to the
author’s attention the results in [NSW08] on the cohomology of Galois groups
of number fields with ramification conditions.
2 NOTATION
Throughout the paper, F will denote a fixed number field, i.e. a finite extension
of the field Q of rational numbers. We will often use finite Galois extensions E
of F , which are all assumed to lie within a fixed algebraic closure F of F . For
any such E/F , we denote by ΓE/F the finite Galois group Gal(E/F ), which is
the quotient of the absolute Galois group ΓF = Gal(F/F ) by its subgroup ΓE .
We will write IE = A
×
E for the idele group of E and C(E) = IE/E
× for the
idele class group of E.
We write VE for the set of all places (i.e. valuations up to equivalence) of E
and VE,∞ for the subset of archimedean valuations. A subset S ⊂ VE will
be called full, if it is the preimage of a subset of the set of places VQ of Q. If
K/E/F is a tower of extensions and S ⊂ VE , we write SK for the set of all
places of K lying above S, and we write SF for the set of all places of F lying
below S. We write p : SK → SE for the natural projection map. Given a
subset S ⊂ VQ, we write NS for the set of those natural numbers whose prime
decomposition involves only primes contained in S. We equip NS with the
partial order given by divisibility. Given a subset S ⊂ VF , we write NS for NSQ
by abuse of notation.
If VF,∞ ⊂ S ⊂ VF is a set of places, and E/F is a finite Galois extension un-
ramified outside of S we will borrow the following notation from [NSW08,
§VIII.3]. LetOE,S be the ring of S-integers of E, i.e. the subring of E consisting
of elements whose valuation at all places away from SE is non-negative. Let
IE,S =
∏
w∈SE
E×w , UE,S =
∏
w/∈SE
O×Ew . Then JE,S = IE,S × UE,S is the sub-
group of E-ideles which are units away from S. We set CE,S = IE,S/O
×
E,S and
CS(E) = IE/E
×UE/S .
Taking the limit of these objects over all finite Galois extensions E/F that are
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unramified away from S we obtain the following. We denote by FS the max-
imal extension of F that is unramified away from S. We write ΓS for the Ga-
lois group of FS/F . We denote by OS the direct limit of OE,S and by IS the
direct limit of IE,S , the limits being taken over all finite extensions FS/E/F .
We denote by CS the direct limit of either CE,S or CS(E). These two lim-
its are the same [NSW08, Prop 8.3.6] and are in turn equal to the quotient
C(FS)/US , where C(FS) = lim−→FS/E/F
C(E) is the idele class group of FS , and
US = lim−→FS/E/F
UE,S . In the special case S = VF we will drop the subscript S
from the notation, thereby obtaining for example I = A×
F
and C = A×
F
/F
×
.
Given two finite setsX,Y , we write Maps(X,Y ) for the set of all maps fromX
to Y . If X,Y are endowed with an action of ΓF , or a related group, we endow
Maps(X,Y ) with the action given by σ(f)(x) = σ(f(σ−1x)).
Given an abelian groupA, wewriteA[n] for the subgroup of n-torsion elements
for any n ∈ N, and we write exp(A) for the exponent of A, allowing exp(A) =
∞. We follow the standard conventions of orders of pro-finite groups.
If B is a profinite group acting on a (sometimes abelian) group X , we write
Hi(B,X) for the set of continuous cohomology classes, where i ≥ 0 if X is
abelian and i = 0, 1 ifX is non-abelian. The groupX is understood to have the
discrete topology unless it is explicitly defined as an inverse limit, in which case
we endow it with the inverse limit topology. When B is finite andX is abelian
we also have the modified cohomology groups Ĥi(B,X) defined for all i ∈ Z
by Tate. For us usually B = ΓE/F for some finite Galois extension E/F . In
this case we will write NE/F : X → X for the norm map of the action of ΓE/F
on X , and we will denote by XNE/F its kernel. We will also write Z[ΓE/F ] for
the group ring of ΓE/F and IE/F for its augmentation ideal. Then IE/FX is a
subgroup of X .
3 COHOMOLOGY WITH F -COEFFICIENTS
3.1 Some properties of Tate duality over F
The purpose of this subsection is to review Tate’s description [Tat66] of the
cohomology group H1(ΓE/F , T (OE,S)), where T is an algebraic torus defined
over F and split over a finite Galois extension E/F and S is a (finite or infinite)
set of places of F subject to some conditions. We will also establish some facts
about this description that we have been unable to find in the literature.
We assume that S satisfies the following.
Conditions 3.1.1. 1. S contains all archimedean places and all places that ramify
in E.
2. Every ideal class of E has an ideal with support in SE .
Let T be an algebraic torus defined over F and split over E. We write X =
X∗(T ) and Y = X∗(T ). The group T (OE,S) = Hom(X,O
×
E,S) = Y ⊗ O
×
E,S
is a ΓE/F -module. In [Tat66] Tate provides a description of the cohomology
groups Ĥi(ΓE/F , T (OE,S)). Consider the abelian group Z[SE ] consisting of
formal finite integral linear combinations
∑
w∈SE
nw[w] of elements of SE , and
its subgroup Z[SE ]0 defined by the property
∑
w∈SE
nw = 0. Tate constructs
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a canonical cohomology class α3(E, S) ∈ H
2(ΓE/F ,Hom(Z[SE ]0, O
×
E,S)) and
shows that cup product with this class induces for all i ∈ Z an isomorphism
Ĥi−2(ΓE/F , Y [SE ]0)→ Ĥ
i(ΓE/F , T (OE,S)). (3.1)
We have written here Y [SE ]0 as an abbreviation for Z[SE ]0 ⊗ Y . For our appli-
cations, it will be important to know how this isomorphism behaves when we
change S andE. Beforewe can discuss this, we need to review the construction
of the class α3(E, S).
Tate considers the group Hom((BE,S), (AE,S)) consisting of triples of homo-
morphisms (f3, f2, f1)making the following diagram commute
(AE,S) : 1 // O
×
E,S
a′ // JE,S
a // C(E) // 1
(BE,S) : 0 // Z[SE ]0
b′ //
f3
OO
Z[SE ]
b //
f2
OO
Z //
f1
OO
0
The two sequences (AE,S) and (BE,S) are exact, with a being the natural projec-
tion, which is surjective due to Conditions 3.1.1, and b being the augmentation
map b(
∑
w nw[w]) =
∑
w nw. It is clear that extracting the individual entries of
a triple (f3, f2, f1) provides maps
Hom((BE,S), (AE,S))
uu❥❥❥❥
❥❥
❥❥
❥❥
❥❥
❥❥
❥
 ))❙❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
❙❙
Hom(Z[SE ]0, O
×
E,S) Hom(Z[SE ], JE,S) Hom(Z, C(E))
The product of the vertical and right-diagonal maps is an injection and induces
an injection on the level of H2(ΓE/F ,−). The class α3(E, S) is the image of a
class α(E, S) ∈ H2(ΓE/F ,Hom((BE,S), (AE,S))) under the left diagonal map.
The class α(E, S) itself is the unique class mapping to the pair of classes
(α2(E, S), α1(E)) ∈ H
2(ΓE/F ,Hom(Z[SE ], JE,S))×H
2(ΓE/F ,Hom(Z, C(E))),
which we will now describe.
The class α1(E) ∈ H
2(ΓE/F ,Hom(Z, C(E))) is the fundamental class associ-
ated by global class field theory to the extension E/F . Using the Shapiro-iso-
morphism
H2(ΓE/F ,Hom(Z[SE ], JE,S) ∼=
∏
v∈S
H2(ΓEv˙/Fv , JE,S),
where for each v ∈ S we have chosen an arbitrary lift v˙ ∈ SE , Tate defines
the class α2(E, S) ∈ H
2(ΓE/F ,Hom(Z[SE ], JE,S)) to correspond to the ele-
ment (αEv˙/Fv )v∈S of the right hand side of the above isomorphism, where each
αEv˙/Fv is the image of the fundamental class inH
2(ΓEv˙/Fv , E
×
v˙ ) under the nat-
ural inclusion E×v˙ → JE,S .
Having recalled the construction of (3.1) we are now ready to study how it
varies with respect to S and E.
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Lemma 3.1.2. Let S ⊂ S′ ⊂ VF . The inclusion SE → S
′
E provides maps Z[SE ]0 →
Z[S′E ]0 and OE,S → OE,S′ which fit in the commutative diagram
Ĥi−2(ΓE/F , Y [SE ]0)

// Ĥi(ΓE/F , T (OE,S))

Ĥi−2(ΓE/F , Y [S
′
E ]0)
// Ĥi(ΓE/F , T (OE,S′))
Proof. The top horizontal map is given by cup productwith the classα3(E, S) ∈
H2(ΓE/F ,Hom(Z[SE ]0, OE,S)), while the bottom horizontal map is given by
cup product with the analogous class α3(E, S
′). Wemust relate the two classes.
For this, let HomS(Z[S
′
E ], JE,S′) be the subgroup of Hom(Z[S
′
E ], JE,S′) consist-
ing of those homomorphisms which map the subgroup Z[SE ] of Z[S
′
E ] into
the subgroup JS,E of JS′,E . We define analogously HomS(Z[S
′
E ]0, O
×
E,S′) and
HomS((BE,S′), (AE,S′)). We have the maps
Hom(Z[SE ]0, O
×
E,S)← HomS(Z[S
′
E ]0, O
×
E,S′)→ Hom(Z[S
′
E ]0, O
×
E,S′),
the left one given by restriction to Z[SE ]0 and the right one given by the obvi-
ous inclusion. It will be enough to show that there exists a class
α3(E, S, S
′) ∈ H2(ΓE/F ,HomS(Z[S
′
E ]0, O
×
E,S′))
mapping to α3(E, S) via the left map and to α3(E, S
′) via the right map. In
order to do this, we consider
Hom((BE,S), (AE,S))← HomS((BE,S′), (AE,S′))→ Hom((BE,S′), (AE,S′))
and show that there exists a class
α(E, S, S′) ∈ H2(ΓE/F ,HomS((BE,S′), (AE,S′)))
mapping to α(E, S) under the left map and mapping to α(E, S′) under the
right map. Indeed we have the sequence
0→ HomS((BE,S′), (AE,S′))→ HomS(Z[S
′
E ], JE,S′)×Hom(Z, C(E))→
→ Hom(Z[S′E ], C(E))→ 0
in which the last map sends (f2, f1) to a ◦ f2− f1 ◦ b. This map is surjective, be-
cause Hom(Z[S′E ], JE,S) is a subgroup of HomS(Z[S
′
E ], JE,S′), and since Z[S
′
E ]
is free and a : JE,S → C(E) is surjective we see that f2 7→ a ◦ f2 is already
surjective. The above sequence is thus exact. We obtain maps
HomS((BE,S′), (AE,S′))
tt✐✐✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
✐✐
 ))❚❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
❚❚
HomS(Z[S
′
E ]0, O
×
E,S′) HomS(Z[S
′
E ], JE,S′) Hom(Z, C(E)),
the product of the vertical and right-diagonal maps is an injection and the long
exact cohomology sequence associated to the above exact sequence shows that
this injection induces an injection on the level of H2(ΓE/F ,−). Under the
Shapiro isomorphism the group H2(ΓE/F ,HomS(Z[S
′
E ], JE,S′)) is identified
with ∏
v∈S
H2(ΓEv˙/Fv , JE,S)×
∏
v∈S′rS
H2(ΓEv˙/Fv , JE,S′).
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We apply Tate’s construction of α2(E, S
′) in this setting and obtain a class
α2(E, S, S
′) ∈ H2(ΓE/F ,HomS(Z[S
′
E ], JE,S)). The pair (α2(E, S, S
′), α1(E))
is seen to belong to the group H2(ΓE/F ,HomS((BE,S′), (AE,S′))). This is the
class α(E, S, S′) that we wanted to construct, and the class α3(E, S, S
′) is the
image of α(E, S, S′) under the left diagonal map above.
We will now discuss the variation of (3.1) with respect to E. This has been
studied by Kottwitz in [Kot, §8.3-§8.5]. Since the discussion there is embedded
in the theory of B(G), we will reproduce the arguments here, in a modified
form suggested to us by Taı¨bi.
Let K/E/F be a tower of finite Galois extensions and S ⊂ VF a set of places
which satisfies Conditions 3.1.1 with respect to both E andK . We consider the
two maps
Z[SE ]
pK/E //
Z[SK ]
jK/E
oo ,
where pK/E([w]) =
∑
u|w |ΓK/E,u|·[u] and jK/E([u]) = [p(u)], with p : SK → SE
being the natural projection. Written in slightly different form, we have
pK/E(
∑
w∈SE
nw[w]) =
∑
u∈SK
|ΓK/E,u| · np(u) · [u]
jK/E(
∑
u∈SK
nu[u]) =
∑
w∈SE
(
∑
u|w
nu) · [w].
Both maps are equivariant with respect to the action of ΓK/F and satisfy jK/E ◦
pK/E = [K : E] · id and pK/E ◦ jK/E = NK/E . The restriction of pK/E to Z[SE ]0
takes image in Z[SK ]0, and conversely the restriction of jK/E to Z[SK ]0 takes
image in Z[SE ]0.
For any ΓE/F -moduleM we writeM [SE ] = M ⊗Z Z[SE ]. The ΓK/F -equivari-
ance of pK/E and jK/E implies in particular jK/E ◦ NK/F = NK/F ◦ jK/E =
[K : E]NE/F ◦ jK/E and NK/F ◦ pK/E = pK/E ◦NK/F = [K : E]pK/E ◦NE/F .
This shows that if we interpret the cohomology groups Ĥ−1(ΓE/F ,M [SE]0)
resp. Ĥ0(ΓE/F ,M [SE ]0) as the kernel resp. cokernel of the norm map NE/F :
(M [SE ]0)ΓE/F →M [SE ]
ΓE/F
0 , then jK/E and pK/E induce maps
jK/E : Ĥ
0(ΓK/F ,M [SK ]0)→ Ĥ
0(ΓE/F ,M [SE ]0)
pK/E : Ĥ
−1(ΓE/F ,M [SE ]0)→ Ĥ
−1(ΓK/F ,M [SK ]0).
However, we will need the map jK/E in degree−1 and the map pK/E in degree
0, where their existence is slightly less obvious.
Lemma 3.1.3. The map pK/E : H
0(ΓE/F ,M [SE]0) → H
0(ΓK/F ,M [SK ]0) trans-
portsNE/F (M [SE ]0) into NK/F (M [SK ]0) and thus induces a well-defined map
pK/E : Ĥ
0(ΓE/F ,M [SE ]0)→ Ĥ
0(ΓK/F ,M [SK ]0).
Proof. Choose a section s : SE → SK of the natural projection p : SK → SE .
Given
∑
w nw[w] ∈ M [SE ]0 we have
∑
w nw[s(w)] ∈ M [SK ]0. A short compu-
tation reveals that pK/ENE/F (
∑
w nw[w]) = NK/F (
∑
w nw[s(w)]).
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In order to obtain the map jK/E in degree −1 we need to assume thatM = Y
is torsion-free. Then jK/E ◦NK/F = [K : E]NE/F ◦ jK/E implies that there is a
well-defined map
jK/E : Ĥ
−1(ΓK/F , Y [SK ]0)→ Ĥ
−1(ΓE/F , Y [SE ]0).
Lemma 3.1.4 (Kottwitz). The diagrams
Ĥ−1(ΓE/F , Y [SE ]0) // H
1(ΓE/F , T (OE,S))
Inf

Ĥ−1(ΓK/F , Y [SK ]0)
jK/E
OO
// H1(ΓK/F , T (OK,S))
and
Ĥ0(ΓE/F , Y [SE ]0) //
pK/E

H2(ΓE/F , T (OE,S))
Inf

Ĥ0(ΓK/F , Y [SK ]0) // H
2(ΓK/F , T (OK,S))
commute, where all horizontal maps are given by (3.1).
Proof. We present Taı¨bi’s modification of Kottwitz’s arguments. As a first step,
we will show that the commutativity of the second diagram implies that of
the first. We choose a finitely generated free Z[ΓE/F ]-module Y
′ with a ΓE/F -
equivariant surjection Y ′ → Y and let Y ′′ be the kernel of this surjection. This
leads to the exact sequences 1 → T ′′ → T ′ → T → 1 of tori defined over
F and split over E, whose cocharacter modules are given by Y ′′, Y ′, and Y .
The sequence of OE,S-points of these tori is also exact – this follows from
H1(ΓE,S , T
′′(OS)) ∼= H
1(ΓE,S , O
×
S )
rk(T ′) = 0 by [NSW08, Prop. 8.3.11] and
Conditions 3.1.1. The same is true for the sequence of OK,S-points.
Lemma 3.1.5. The diagram
Ĥ−1(ΓE/F , Y [SE ]0) // Ĥ
0(ΓE/F , Y
′′[SE ]0)
pK/E

Ĥ−1(ΓK/F , Y [SK ]0)
jK/E
OO
// Ĥ0(ΓK/F , Y
′′[SK ]0)
commutes, where the horizontal maps are the connecting homomorphisms.
Proof. This is an immediate computation. Recall that the connecting homomor-
phism is given by the norm map on Y ′.
Since T ′ is induced, the connecting homomorphism H1(ΓE/F , T (OE,S)) →
H2(ΓE/F , T
′′(OE,S)) and its K/F -analog are injective. By naturality of infla-
tion the commutativity of the first diagram in Lemma 3.1.4 is equivalent to the
commutativity of
Ĥ−1(ΓE/F , Y [SE ]0) // H
2(ΓE/F , T
′′(OE,S))
Inf

Ĥ−1(ΓK/F , Y [SK ]0)
jK/E
OO
// H2(ΓK/F , T
′′(OK,S))
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where the horizontal maps are now given by composing the Tate-Nakayama
isomorphisms with the connecting homomorphisms. But the Tate-Nakayama
isomorphisms are given by cup-productwith the classesα3(E, S) andα3(K,S).
Since cup-product respects connecting homomorphisms, we now see that the
commutativity of the above diagram is implied by the commutativity of the
second diagram in Lemma 3.1.4, applied to the torus T ′′.
To prove the latter, we observe that the cup-product in degrees (0, 2) is simply
given by tensor product and hence the desired commutativity follows from the
following lemma relating the Tate classes α3(E, S) and α3(K,S).
Lemma 3.1.6. The image of α3(E, S) under the inflation map
H2(ΓE/F ,Hom(Z[SE ]0, OE,S))→ H
2(ΓK/F ,Hom(Z[SE ]0, OK,S))
coincides with the image of α3(K,S) under the map
H2(ΓK/F ,Hom(Z[SK ]0, OK,S))→ H
2(ΓK/F ,Hom(Z[SE ]0, OK,S))
induced by pK/E .
Proof. The map pK/E : Z[SE ] → Z[SK ] induces a ΓK/F -equivariant map of
exact sequences (BE,S)→ (BK,S), whose components we denote by p3, p2, and
p1 for short. Explicitly, p3 and p2 are given by the same formula that defines
pK/E , while p1 : Z → Z is multiplication by [K : E]. Recalling that α3(E, S) is
the image of α(E, S) ∈ H2(ΓE/F ,Hom((BE,S), (AE,S))), it will be enough to
show that the image of α(E, S) under the inflation map
H2(ΓE/F ,Hom((AE,S), (BE,S)))→ H
2(ΓK/F ,Hom((AE,S), (BK,S)))
coinsides with the image of α(K,S) under the map
H2(ΓK/F ,Hom((AK,S), (BK,S)))→ H
2(ΓK/F ,Hom((AE,S), (BK,S)))
given by p = (p3, p2, p1). Recalling that α(E, S) is determined by α2(E, S) ∈
H2(ΓE/F ,Hom(Z[SE ], JE,S)) and α1(E, S) ∈ H
2(ΓE/F ,Hom(Z, C(E))), it is
enough to prove the above statement for α2 and α1, with respect to the maps
p2 and p1.
Identifying Hom(Z, C(E)) with C(E), the statement about α1 is immediate
from the compatibility of the canonical classes in global class field theory with
inflation.
For the statement about α2 we consider the commutative diagram
H2(ΓE/F ,Hom(Z[SE ], JE,S))
Inf

// ∏
v∈S H
2(ΓE/F,w, JE,S)

H2(ΓK/F ,Hom(Z[SE ], JK,S)) //
∏
v∈S H
2(ΓK/F,w, JK,S)
H2(ΓK/F ,Hom(Z[SK ], JK,S))
p2
OO
// ∏
v∈S H
2(ΓK/F,u, JK,S)
OO
where on the right we choose arbitrarily for each v ∈ S places w ∈ SE and
u ∈ SK , with u|w|v. The horizontal maps are the Shapiro isomorphisms. The
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top right vertical map is again inflation, induced by the projection ΓK/F,w →
ΓE/F,w and the inclusion JE,S → JK,S , while the bottom right vertical map is
given by [Ku : Ew] · cor, with corestriction induced by the inclusion ΓK/F,u →
ΓK/F,w. Now α2(E, S) in the top left corner corresponds to the collection
(αEw/Fv )v∈S in the top right corner, where αEw/Fv is the image of the canonical
class in H2(ΓE/F,w, E
×
w ) under the natural inclusion E
×
w → JE,S . Thus we are
led to consider the diagram
H2(ΓE/F,w, JE,S)

H2(ΓE/F,w, E
×
w )
oo

H2(ΓK/F,w, JK,S) H
2(ΓK/F,w,K
×
w )
oo
H2(ΓK/F,u, JK,S)
OO
H2(ΓK/F,u,K
×
u )oo
OO
where Kw = Ew ⊗E K , the horizontal maps are the natural inclusions, the left
vertical maps are as in the previous digram, and the right vertical maps are the
corresponding maps – the top is inflation, and the bottom is [K : E] times core-
striction. We now have to show that the canonical classes in H2(ΓE/F,w, E
×
w )
andH2(ΓK/F,u,K
×
u )meet inH
2(ΓK/F,w,K
×
w ). But the corestriction homomor-
phism H2(ΓK/F,u,K
×
u ) → H
2(ΓK/F,w,K
×
w ) is an isomorphism whose inverse
is given by the projectionK×w → K
×
u followed by restriction along the inclusion
ΓK/F,u → ΓK/F,w. Composing both right vertical maps with this inverse gives
on the one hand [K : E] · id on H2(ΓK/F,u,K
×
u ), and on the other hand the
usual inflation map H2(ΓE/F,w, E
×
w ) → H
2(ΓK/F,u,K
×
u ) and local class field
theory asserts that the fundamental classes for Ew/Fv and Ku/Fv meet under
these two maps.
With this the proof of Lemma 3.1.4 is complete.
We will soon need a variant of Lemma 3.1.4 for finite multiplicative groups
instead of tori. As we saw above, in this case the map jK/E does not induce a
map on the level of Ĥ−1. In order to state the result, we will need to work with
a map in the opposite direction, that for torsion-free M = Y is an inverse of
jK/E . We will now discuss this inverse and then restate the lemma with it. Fix
an arbitrary section s : SE → SK of the natural projection p : SK → SE and let
s! : Z[SE ]0 → Z[SK ]0 be the map sending
∑
w∈SE
nw[w] to
∑
w∈SE
nw[s(w)].
Lemma 3.1.7. Assume that for each σ ∈ ΓK/E there exists u ∈ SK such that σu = u.
For any ΓE/F -moduleM the map s! induces a well-defined map
! : Ĥ−1(ΓE/F ,M [SE ]0)→ Ĥ
−1(ΓK/F ,M [SK ]0)
that is functorial inM and independent of the choice of s. WhenM = Y is torsion-free
it is a right-inverse to themap jK/E : Ĥ
−1(ΓK/F ,M [SK ]0)→ Ĥ
−1(ΓE/F ,M [SE ]0).
Proof. Let s, s′ be two sections and let x ∈ M [SE ]0 be given as x =
∑
w nw[w]
with nw ∈M . We claim that s!(x) = s
′
!(x) in H0(ΓK/F ,M [SK ]0). We have
s!(x)− s
′
!(x) =
∑
w
(nw[s(w)] − nw[s
′(w)]),
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where the sum is taken over the finite set {w ∈ SE |nw 6= 0}. It is enough to
show that each summand belongs to IK/FM [SK ]0, so fix w0 ∈ {w ∈ SE |nw 6=
0} and let σ ∈ ΓK/E be such that σ(s(w0)) = s
′(w0). By assumption there exists
u0 ∈ SK with σu0 = u0. Then we have
s!(x) − s
′
!(x) = (nw0 [s(w0)]− nw0 [u0])− σ(nw0 [s(w0)]− nw0 [u0]),
noting that ΓK/E acts trivially onM , and the claim is proved.
One checks easily that for x ∈ M [SE]0 and σ ∈ ΓK/F we have σ(s!(x)) =
(σs)!(σx). From this and the claim we just proved it follows that s! maps
IE/FM [SE ]0 to IK/FM [SK ]0. We conclude that s! determines a well-defined
map H0(ΓE/F ,M [SE ]0) → H0(ΓK/F ,M [SK ]0) and that this map is indepen-
dent of s.
We now argue that if x ∈M [SE]0 satisfies NE/F (x) = 0, then NK/F (s!(x)) = 0.
Write x =
∑
w∈SE
nw[w]. Then s!(x) =
∑
u∈SK
δu,sp(u)np(u)[u], where δu,u′ is
equal to 1 if u = u′ and to 0 otherwise. A quick computation shows
NK/F (s!(x)) =
∑
u∈SK
∑
τ∈ΓE/F
|Stab(s(τ−1p(u)),ΓK/E)|τnτ−1p(u)[u].
For fixed u ∈ SK and τ ∈ ΓE/F let σ ∈ ΓK/F be such that σu = s(τ
−1p(u)).
Then
Stab(s(τ−1p(u)),ΓK/E) = σStab(u,ΓK/F )σ
−1 ∩ ΓK/E .
Since E/F is Galois, the cardinality of this group is equal to the cardinality of
Stab(u,ΓK/E). We thus conclude that
NK/F (s!(x)) =
∑
u∈SK
|Stab(u,ΓK/E)|
∑
τ∈ΓE/F
τnτ−1p(u)[u].
The inner sum vanishes due to the assumption NE/F (x) = 0.
Corollary 3.1.8. Under the assumptions of Lemma 3.1.7, forM = Y torsion-free the
diagram
Ĥ−1(ΓE/F , Y [SE ]0) //
!

H1(ΓE/F , T (OE,S))
Inf

Ĥ−1(ΓK/F , Y [SK ]0) // H
1(ΓK/F , T (OK,S))
commutes and both vertical maps are isomorphisms.
Proof. Lemma 3.1.9 below shows that the right vertical map is an isomorphism.
Then so ist the left vertical map in Lemma 3.1.4, and then ! must be its inverse
by Lemma 3.1.7, from which the commuttivity of the square follows.
We now want to relate the group Hi(ΓE/F , T (OE,S)) to H
i(ΓS , T (OS)) and
Hi(Γ, T (F )) in the cases i = 1, 2.
Lemma 3.1.9. The inflation mapHi(ΓE/F , T (OE,S))→ H
i(ΓS , T (OS)) is bijective
for i = 1 and injective for i = 2.
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Proof. The inflation-restriction sequence takes the form
1→ H1(ΓE/F , T (OE,S))→ H
1(ΓS , T (OS))→ H
1(ΓE,S , T (OS))→
→ H2(ΓE/F , T (OE,S))→ H
2(ΓS , T (OS))
Since T splits over E we have
H1(ΓE,S , T (OS)) ∼= H
1(ΓE,S, O
×
S )
rk(T ) = 0
by [NSW08, Prop. 8.3.11] and Conditions 3.1.1 and the proof is complete.
Lemma 3.1.10. Assume that for each w ∈ VE there exists w
′ ∈ SE with the prop-
erty that Stab(w,ΓE/F ) = Stab(w
′,ΓE/F ). The inflation map H
i(ΓS , T (OS)) →
Hi(Γ, T (F )) is injective for i = 1, 2.
Proof. We begin by constructing a ΓE/F -invariant left-inverse of the natural
inclusion SE → VE . For each v ∈ VF choose one v˙ ∈ VE and one v¨ ∈ SE such
that p(v˙) = v and Stab(v˙,ΓE/F ) = Stab(v¨,ΓE/F ). If v ∈ S then we demand
v˙ = v¨. Define a map f : VE → SE as follows. Given w ∈ VE let v = p(w)
and choose σ ∈ ΓE/F such that w = σv˙. Set f(w) = σv¨. The place σv¨ is
independent of the choice of σ and so this map is well-defined. It is moreover
ΓE/F -equivariant, because given τ ∈ ΓE/F we have p(τw) = v, τw = τσv˙, and
hence f(τw) = τσv¨ = τf(w). By construction f is left-inverse to the natural
inclusion SE → VE .
Now f extends linearly to a map Y [VE ] → Y [SE ], which in turn restricts to a
map Y [VE ]0 → Y [SE ]0 that is ΓE/F -equivariant and left-inverse to the nat-
ural inclusion Y [SE ]0 → Y [VE ]0. We conclude that for all i ∈ Z the map
Ĥi(ΓE/F , Y [SE ]0) → Ĥ
i(ΓE/F , Y [VE ]0) has a left-inverse and hence must be
injective.
Applying Lemmas 3.1.7 and 3.1.9 we obtain the diagram
Ĥ−1(ΓE/F , Y [SE ]0)
∼= //

H1(ΓE/F , T (OE,S))
∼= //

H1(ΓS , T (OS))

Ĥ−1(ΓE/F , Y [VE ]0)
∼= // H1(ΓE/F , T (E))
∼= // H1(Γ, T (F ))
and the injectivity of the left vertical map implies the injectivity of the right
vertical map.
To treat the case i = 2we consider the diagram
0 // H2(ΓE/F , T (OE,S)) //

H2(ΓS , T (OS)) //

H2(ΓE,S , T (OS))

0 // H2(ΓE/F , T (E)) // H
2(Γ, T (F )) // H2(ΓE , T (F ))
By the five-lemma, we need to show the injectivity of the left and right vertical
maps. The injectivity of the left vertical map follows from Lemma 3.1.2 and
the injectivity of Ĥ0(ΓE/F , Y [SE ]0) → Ĥ
0(ΓE/F , Y [VE ]0). Turning to the right
vertical map, since T splits over E it is enough to prove the injectivity of the
inflation map H2(ΓE,S , O
×
S ) → H
2(ΓE , F
×
). For this we consider the exact
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sequences 1→ O×S → IS → CS → 1 and 1→ F
×
→ I → C → 1 and obtain the
diagram
H1(ΓE,S , CS)︸ ︷︷ ︸
=0
// H2(ΓE,S , O
×
S )
//

H2(ΓE,S , IS)

=0︷ ︸︸ ︷
H1(ΓE , C) // H2(ΓE , F
×
) // H2(ΓE , I)
The map on the right is the map
lim
−→
FS/K/E
H2(ΓK/E , IK,S)→ lim−→
F/K/E
H2(ΓK/E , IK),
where the transition maps in both limits are the usual inflation maps and the
map H2(ΓK/E , IK,S) → H
2(ΓK/E , IK) is induced by the inclusion IK,S → IK .
Since IK,S is a direct factor of IK , the map H
2(ΓK/E , IK,S)→ H
2(ΓK/E , IK) is
injective. Moreover, the vanishing of H1(ΓK/E , IK) andH
1(ΓK/E , IK,S) for all
K shows that the transition maps in the two limits are injective. It follows that
the map H2(ΓE,S , IS) → H
2(ΓE , I) in the above diagram is also injective, and
then so is the map H2(ΓE,S , O
×
S ) → H
2(ΓE , F
×
). This completes the proof of
the case i = 2.
3.2 A description of H2(Γ, Z)
Let Z be a finite multiplicative group defined over F . Write A = X∗(Z) and
A∨ = Hom(A,Q/Z). The purpose of this Subsection is to establish a functorial
isomorphism
Θ : lim
−→
E,S
Ĥ−1(ΓE/F , A
∨[SE ]0)→ H
2(Γ, Z). (3.2)
We can think of A∨[SE ]0 = Z[SE ]0 ⊗A
∨ either as formal finite linear combina-
tions of elements of SE with coefficients in A
∨, the sum of which equals zero,
or as maps SE → A
∨ the sum of whose values is zero. When we use the latter
interpretation we will sometimes write Maps(SE , A
∨)0 instead.
Fact 3.2.1. Let n be a multiple of exp(Z). We have a functorial isomorphism
ΦA,n : A
∨ → Hom(µn, Z), a(ΦA,n(λ)(x)) = x
nλ(a),
where a ∈ A, λ ∈ A∨, and x ∈ µn. If n|m and x ∈ µm we have
ΦA,m(λ)(x) = ΦA,n(λ)(x
m
n ).
Choose a finite Galois extension E/F splitting Z and a finite full set S ⊂ VF
satisfying the following conditions.
Conditions 3.2.2. 1. S contains all archimedean places and all places that ramify
in E.
2. Every ideal class in C(E) contains an ideal supported on SE .
3. exp(Z) ∈ NS .
4. For each w ∈ VE there exists w
′ ∈ SE with Stab(w,ΓE/F ) = Stab(w
′,ΓE/F ).
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Note that such finite sets exist and if S satisfies these conditions and S′ ⊃ S,
then S′ also satisfies these conditions.
Fact 3.2.3. Let n be a multiple of exp(Z). We have a functorial isomorphism
ΦA,S,n : Maps(SE , A
∨)0 → Hom(Maps(SE , µn)/µn, Z),
which for g ∈Maps(SE , A
∨)0, f ∈Maps(SE , µn), a ∈ A is given by the formula
a(ΦA,S,n(g)(f)) =
∏
w∈SE
f(w)ng(w,a).
If n|m then ΦA,S,m(g)(f) = ΦA,S,n(g)(f
m
n ).
Let α3(E, S) ∈ Z
2(ΓE/F ,Hom(Z[SE ]0, O
×
E,S)) represent Tate’s class discussed
in Subsection 3.1. We have
Hom(Z[SE ]0, O
×
E,S) = Maps(SE , O
×
E,S)/O
×
E,S →֒Maps(SE , O
×
S )/O
×
S ,
where we are identifying O×E,S and O
×
S as the subgroups of constant functions.
By [NSW08, Proposition 8.3.4] the group O×S is NS-divisible. For any n ∈ NS
the n-th power map fits into the exact sequence
1→
Maps(SE , µn)
µn
→
Maps(SE , O
×
S )
O×S
→
Maps(SE , O
×
S )
O×S
→ 1.
Fix a co-final sequence ni ∈ NS as well as functions
ki :
Maps(SE , O
×
S )
O×S
→
Maps(SE , O
×
S )
O×S
satisfying ki(x)
ni = x and ki+1(x)
ni+1
ni = ki(x). Then we have
dkiα3(E, S) ∈ Z
3,2(ΓS ,ΓE/F ,Maps(SE , µni)/µni)
where we are using the notation Zi,j from [Kal16, §4.3].
We now define the map
ΘE,S : Ĥ
−1(ΓE/F , A
∨[SE ]0)→ H
2(ΓS , Z(OS)), g 7→ dkiα3(E, S) ⊔E/F g,
where we have identified A∨[SE ]0 with Maps(SE , A
∨)0, and have employed
the unbalanced cup product of [Kal16, §4.3] as well as the pairing
Maps(SE , µni)/µni ⊗Maps(SE , A
∨)0 → Z (3.3)
provided by ΦE,S,ni of Fact 3.2.3. Here we must choose ni to be a multiple of
exp(Z), which is possible since ni are a co-final sequence in NS and exp(Z) ∈
NS by assumption. Moreover, the mapΘE,S is independent of the choice of ni.
Proposition 3.2.4. The map ΘE,S is a functorial injection independent of the choices
of α3(E, S) and ki.
The proof is based on the following lemma, which will also have other uses
later.
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Lemma 3.2.5. Let T be a torus defined over F and split over E and let Z → T be an
injection with cokernel T¯ . We write Y = X∗(T ) and Y¯ = X∗(T¯ ). Then the following
diagram commutes and its columns are exact.
Ĥ−1(ΓE/F , Y [SE ]0)
∼=
TN
//

H1(ΓE/F , T (OE,S))
∼= //

H1(ΓS , T (OS))

Ĥ−1(ΓE/F , Y¯ [SE ]0)
∼=
TN
//

H1(ΓE/F , T¯ (OE,S))
∼= // H1(ΓS , T¯ (OS))

Ĥ−1(ΓE/F , A
∨[SE ]0)
ΘE,S //

H2(ΓS , Z(OS))

Ĥ0(ΓE/F , Y [SE ]0)
∼=
−TN
//

H2(ΓE/F , T (OE,S))

 //

H2(ΓS , T (OS))

Ĥ0(ΓE/F , Y¯ [SE ]0)
∼=
−TN
// H2(ΓE/F , T¯ (OE,S))

 // H2(ΓS , T¯ (OS))
(3.4)
Proof. We first explain the arrows. The short exact sequence
0→ Y → Y¯ → A∨ → 0
remains short exact after tensoring over Z with the free Z-module Z[SE ]0, and
the left column of the diagram is the associated long exact sequence in Tate
cohomology. Writing X = X∗(T ) and X¯ = X∗(T¯ ), the short exact sequence
0→ X¯ → X → A→ 0
remains short exact after applying Hom(−, O×S ) because O
×
S is NS-divisible
[NSW08, Prop. 8.3.4] and we are assuming exp(Z) ∈ NS . The right column of
the diagram is the corresponding long exact sequence forHi(ΓS ,−). The hori-
zontal maps labelled “TN” are the isomorphisms constructed by Tate and dis-
cussed in Subsection 3.1. The bottom two that are labelled “-TN” are obtained
from these isomorphisms by composing them with multiplication by −1. The
horizontal maps on the right are the inflation maps discussed in Lemma 3.1.9.
The only non-obvious commutativity is that of the two squares involving the
map ΘE,S . For the top square, let Λ¯ ∈ Ẑ
−1(ΓE/F , Y¯ [SE ]0). Then TN(Λ¯) =
α3(E, S)∪ Λ¯ ∈ Z
1(ΓE/F (T¯ (OE,S))) and the image of this inH
2(ΓS , Z(OS)) can
be computed as follows. Choose ni to be a multiple of exp(Z). Then niΛ¯ ∈
Ẑ−1(ΓE/F , Y [SE ]0) and kiα3(E, S) ∈ C
2,2(ΓS ,ΓE/F ,Maps(SE , O
×
S )/O
×
S ). The
unbalanced cup product kiα3(E, S)⊔E/F niΛ¯ belongs toC
1,1(ΓS ,ΓE/F , T (OS))
and lifts the 1-cocycle TN(Λ¯). The differential of this 1-cochain is the image we
want. According to [Kal16, Fact 4.3] it is equal to
d(kiα3(E, S) ⊔E/F niΛ¯) = dkiα3(E, S) ⊔E/F niΛ¯ = ΘE,S(niΛ¯).
But the restriction of niΛ¯ : Gm → T to µni takes image in Z and the resulting
map µni → Z corresponds to the element of A
∨ that is the image of Λ¯ under
Y¯ → A∨. This proves the commutativity of the top square involving ΘE,S .
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For the commutativity of the bottom square let g ∈ Ẑ−1(ΓE/F , A
∨[SE ]0) and
let Λ¯ ∈ Y¯ = Ĉ−1(ΓE/F , Y¯ [SE ]0) be any preimage of g. According to the above
discussion we have
ΘE/S(g) = dkiα3(E, S) ⊔E/F niΛ¯.
Mapping this under H2(ΓS , Z(OS))→ H
2(ΓS , T (OS)) we can write this using
[Kal16, Fact 3.4] as
d(kiα3(E, S) ⊔ niΛ¯)− kiα3(E, S) ⊔ dniΛ¯.
The first term is a coboundary in C2(ΓS , T (OS)). Since Λ¯ ∈ Ĉ
−1(ΓE/F , Y¯ [SE ]0)
was a lift of the (−1)-cocycle g, its differential belongs to Ẑ0(ΓE/F , Y [SE ]0). It
follows that
kiα3(E, S) ⊔ dniΛ¯ = α3(E, S) ∪ dΛ¯
and this proves the commutativity of the bottom square involving ΘE,S .
Proof of Proposition 3.2.4. In the setting of Lemma 3.2.5 choose Y¯ to be a free
Z[ΓE/F ]-module. Then Y¯ [SE ]0 is also a free Z[ΓE/F ]-module and consequently
both Ĥ−1(ΓE/F , Y¯ [SE ]0) and H
1(ΓS , T¯ (OS)) vanish, showing that ΘE,S is the
restriction of “-TN”. The latter is an injective map and is independent of the
choices of α3(E, S) and ki.
The mapΘE,S has a local analog that is implicit in the constructions of [Kal16].
To describe it, let v ∈ SF and let αv ∈ Z
2(ΓEv/Fv , E
×
v ) represent the canonical
class. Let n ∈ N be a multiple of exp(Z) and let k : Fv → Fv be such that
k(x)n = x. Then we define
ΘE,v : Ĥ
−1(ΓEv/Fv , A
∨)→ H2(Γv, Z(Fv)), g 7→ dkαv ⊔Ev/Fv ΦA,n(g).
Similar arguments to those employed for ΘE,S show that ΘE,v is independent
of the choices of αv , k, and n, and fits into the local analog of Diagram (3.4).
The following lemma relates the map ΘE,S to ΘE,v.
Lemma 3.2.6. Let v ∈ SF . We have the commutative diagram
Ĥ−1(ΓE/F , A
∨[SE ]0)
ΘE,S //

H2(ΓS , Z(OS))

Ĥ−1(ΓEv/Fv , A
∨)
ΘE,v // H2(Γv, Z(Fv))
Here the right vertical map is the localization map given by restriction to Γv followed
by the inclusion Z(OS) → Z(Fv) and the left vertical map is given by restriction to
ΓEv/Fv followed by the projection A
∨[SE ]0 → A
∨ onto the v-factor.
Proof. We choose Y¯ to be a freeZ[ΓE/F ]-module. Then Y¯ is also a freeZ[ΓEv/Fv ]-
module and consequently the four cohomology groups Ĥ−1(ΓE/F , Y¯ [SE ]0),
Ĥ−1(ΓEv/Fv , Y¯ ), H
1(ΓS , T¯ (OS)), and H
1(Γv, T¯ (Fv)) all vanish. Looking at Di-
agram (3.4) and its local analog we see that it is enough to show the commuta-
tivity of the diagram below, which stems directly from the construction of the
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Tate-Nakayama isomorphism for tori in [Tat66].
Ĥ0(ΓE/F , Y [SE ]0)
′′−TN ′′ //

H2(ΓS , T (OS))

Ĥ0(ΓEv/Fv , Y )
′′−TN ′′ // H2(Γv, T (Fv))
We will now study how the map ΘE,S behaves when we change E and S.
Lemma 3.2.7. The inflation mapH2(ΓS , Z(OS))→ H
2(Γ, Z(F )) is injective.
Proof. Choose again Y¯ to be a free Z[ΓE/F ]-module. Then H
1(ΓS , T¯ (OS)) and
H1(Γ, T¯ (F )) vanish. The inflation map in question, composed with the in-
jectionH2(Γ, Z(F ))→ H2(Γ, T (F )) is equal to the composition of the injection
H2(ΓS , Z(OS))→ H
2(ΓS , T (OS))with themapH
2(ΓS , T (OS))→ H
2(Γ, T (F )),
which by Lemma 3.1.10 is also injective.
Lemma 3.2.8. Let K/F be a finite Galois extension containing E. Let S′ be a finite
set of places satisfying Conditions 3.2.2 with respect toK and containing S.
1. The map Ĥ−1(ΓE/F , A
∨[SE ]0) → Ĥ
−1(ΓE/F , A
∨[S′E ]0) given by the inclu-
sion S → S′ is injective and fits in the commutative diagram
Ĥ−1(ΓE/F , A
∨[SE ]0)
ΘE,S //

H2(ΓS , Z(OS))
Inf

Ĥ−1(ΓE/F , A
∨[S′E ]0)
ΘE,S′ // H2(ΓS′ , Z(OS′))
2. The map ! : Ĥ−1(ΓE/F , A
∨[S′E ]0) → Ĥ
−1(ΓK/F , A
∨[S′K ]0) of Lemma 3.1.7
is injective and fits in the commutative diagram
Ĥ−1(ΓE/F , A
∨[S′E ]0)
ΘE,S′ //

H2(ΓS′ , Z(OS′))
Ĥ−1(ΓK/F , A
∨[S′K ]0)
ΘK,S′ // H2(ΓS′ , Z(OS′))
Proof. Notice first that since for every σ ∈ ΓK/F there exists u ∈ VK with σu =
u, the assumption of Lemma 3.1.7 follows from part 4 of Conditions 3.2.2.
According to Proposition 3.2.4, the mapsΘE,S andΘE,S′ are injective. Accord-
ing to Lemma 3.2.7, the inflation map in the first diagram is injective. This
proves the injectivity claims.
To prove the commutativity of the first diagram, chooseX to be a free Z[ΓE/F ]-
module. Then so is Y as well as Y [SE ]0 and we get Ĥ
i(ΓE/F , Y [SE ]0) = 0 for
all i ∈ Z. Looking at Diagram (3.4), this implies that Ĥ−1(ΓE/F , Y¯ [SE ]0) →
Ĥ−1(ΓE/F , A
∨[SE ]0) is bijective. We consider the following cube.
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Ĥ−1(ΓE/F , Y¯ [SE ]0)

//
TNE,S
##❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
Ĥ−1(ΓE/F , A
∨[SE ]0)

ΘE,S
##●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
H1(ΓS , T¯ (OS))
Inf

// H2(ΓS , Z(OS))
Inf

Ĥ−1(ΓE/F , Y¯ [S
′
E ]0)
//
TNE,S′
##❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
❋
Ĥ−1(ΓE/F , A
∨[S′E ]0)
ΘE,S′
##●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
●
H1(ΓS′ , T¯ (OS′)) // H2(ΓS′ , Z(OS′))
We want to prove that the right face of this cube commutes. By the bijectivity
of the back top map, it is enough to show that all the other faces commute.
The back face commutes by functoriality of the map induced by the inclusion
SE → S
′
E . The front face commutes by δ-functoriality of Inf. The top and
bottom faces commute by Lemma 3.2.5. The left face commutes by Corollary
3.1.8. This proves the commutativity of the first of the two diagrams in the
statement. The proof of the second is analogous.
Corollary 3.2.9. The maps ΘE,S splice to a functorial isomorphism
Θ : lim
−→
E,S
Ĥ−1(ΓE/F , A
∨[SE ]0)→ H
2(Γ, Z(F )).
Proof. According to Proposition 3.2.4 and Lemmas 3.2.8 and 3.2.7 we obtain a
functorial injective homomorphism Θ as displayed. We will now argue that it
is also surjective. Let h ∈ H2(Γ, Z(F )). Choose a finite Galois extension E/F
so that h is inflated from H2(ΓE/F , Z(E)). Choose S large enough so that it
satisfies Conditions 3.2.2 with respect to E and so that Z(E) = Z(OE,S). Thus
h is in the image of the inflation H2(ΓE/F , Z(OE,S)) → H
2(Γ, Z(F )) and we
can pick a preimage hE,S .
Choose Y¯ to be a freeZ[ΓE/F ]-module and consider Diagram (3.4). Let hT,E,S ∈
H2(ΓE/F , T (OE,S)) be the image of hE,S . The image of hT,E,S in the group
H2(ΓE/F , T¯ (OE,S)) is zero, so the preimage of hT,E,S in Ĥ
0(ΓE/F , Y [SE ]0) un-
der “-TN” lifts to an element g ∈ Ĥ−1(ΓE/F , A
∨[SE ]0). Let h
′ ∈ H2(Γ, Z(F )) be
the inflation of ΘE,S(g) ∈ H
2(ΓS , Z(OS)). Then h
′ and h have the same image
inH2(Γ, T (F )). But since we chose Y¯ to be free, the mapH2(Γ, Z)→ H2(Γ, T )
is injective, so h′ = h.
3.3 The finite multiplicative groups PE,S˙E ,N
Let E/F be a finite Galois extension. Let S ⊂ VF be a finite full set of places
and S˙E ⊂ SE a set of lifts for the places in S (that is, over each v ∈ S there is a
unique w ∈ S˙E). We assume that the pair (S, S˙E) satisfies the following.
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Conditions 3.3.1. 1. S contains all archimedean places and all places that ramify
in E.
2. Every ideal class of E contains an ideal with support in SE .
3. For every w ∈ VE there existsw
′ ∈ SE with Stab(w,ΓE/F ) = Stab(w
′,ΓE/F ).
4. For every σ ∈ ΓE/F there exists v˙ ∈ S˙E such that σv˙ = v˙.
Pairs (S, S˙E) that satisfy these conditions exist. Moreover, if (S
′, S˙′E) is any
pair containing (S, S˙E) in the sense that S ⊂ S
′ and S˙E ⊂ S˙
′
E , and if (S, S˙E)
satisfies these conditions, then so does (S′, S˙′E). If Z is a finite multiplicative
group defined over F and split over E and if exp(Z) ∈ NS , then we may apply
all results of Subsection 3.2 to Z .
Fix N ∈ NS and consider the finite abelian group
Maps(ΓE/F × SE ,
1
N
Z/Z)
as well as the following three conditions on an element f of it:
1. For every σ ∈ ΓE/F we have
∑
w∈SE
f(σ,w) = 0.
2. For every w ∈ SE we have
∑
σ∈ΓE/F
f(σ,w) = 0.
3. Given σ ∈ ΓE/F and w ∈ SE , if f(σ,w) 6= 0 then σ
−1w ∈ S˙E .
Define ME,S,N to be the subgroup consisting of elements that satisfy the first
two conditions, and ME,S˙E,N to be the subgroup of ME,S,N consisting of ele-
ments satisfying in addition the third condition. Note that both ME,S,N and
ME,S˙E,N are ΓE/F -stable.
Lemma 3.3.2. Let A be a finite Z[ΓE/F ]-module.
1. If exp(A)|N , the map
ΨE,S,N : Hom(A,ME,S,N)
Γ → Ẑ−1(ΓE/F ,Maps(SE , A
∨)0), H 7→ h,
defined by h(w, a) = H(a, 1, w) is an isomorphism of finite abelian groups,
functorial in A. It restricts to an isomorphism
Hom(A,ME,S˙E ,N)
Γ →Maps(S˙E , A
∨)0 ∩ Ẑ
−1(ΓE/F ,Maps(SE , A
∨)0).
2. ForN |M the isomorphismΨE,S,N and ΨE,S,M are compatible with the natural
inclusion ME,S˙E,N → ME,S˙E,M . Setting ME,S = lim−→N
ME,S,N we thus
obtain an isomorphism
ΨE,S : Hom(A,ME,S)
Γ → Ẑ−1(ΓE/F ,Maps(SE , A
∨)0).
3. The map
Maps(S˙E , A
∨)0∩Ẑ
−1(ΓE/F ,Maps(SE , A
∨)0)→ Ĥ
−1(ΓE/F ,Maps(SE , A
∨)0)
is surjective.
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Proof. For the first, the inverse of the claimed bijection is given byH(a, σ, w) =
(σh)(w, a). The second point follows from the trivial equalityHom(A, 1NZ/Z) =
A∨ = Hom(A, 1MZ/Z).
For the third point we claim that every class in Ĥ−1(ΓE/F ,Maps(SE , A
∨)0)
contains a representative supported on S˙E . Let h ∈ Ẑ
−1(ΓE/F ,Maps(SE , A
∨)0)
and write supp(h) ⊂ SE for its support. Suppose the set supp(h) r S˙E is non-
empty and choose a place w in it. Choose σ ∈ ΓE/F such that σw ∈ S˙E as well
as v˙0 ∈ S˙E with σv˙0 = v˙0, the latter being possible by Conditions 3.3.1. Con-
sider the element h(w) ⊗ (δw − δv˙0) ∈ A
∨ ⊗Maps(SE ,Z)0 = Maps(SE , A
∨)0,
where δw is the map with value 1 on w ∈ SE and value zero on SE r {w}.
Then h′ = h+ σ(h(w) ⊗ (δw − δv˙0))− h(w) ⊗ (δw − δv˙0) has the same image in
Ĥ−1(ΓE/F ,Maps(SE , A
∨)0) as h, but supp(h
′) r S˙E = supp(h) r (S˙E ∪ {w}).
Applying this procedure finitely many steps we obtain a representative h′′ of
the cohomology class of h with supp(h′′) ⊂ S˙E .
Let PE,S˙E ,N be the finite multiplicative group over OF,S with X
∗(PE,S˙E ,N ) =
ME,S˙E,N . Let A be a finite Z[ΓE/F ]-module with exp(A)|N and let Z be the
finite multiplicative group over OF,S with X
∗(Z) = A. Composing the map
ΨE,S,N : Hom(A,ME,S˙E ,N )
Γ → Ĥ−1(ΓE/F ,Maps(SE , A
∨)0)
of the above lemma with the map ΘE,S introduced in the previous Subsection
we obtain a map
ΘP
E,S˙E,N
: Hom(PE,S˙E ,N , Z)
Γ = Hom(A,ME,S˙E,N )
Γ → H2(ΓS , Z(OS)). (3.5)
which is functorial in Z .
We may apply this map to the special case A = ME,S˙E,N . In that case we
have the canonical element id of the source of (3.5) and we let ξE,S˙E ,N ∈
H2(ΓS , PE,S˙E ,N(OS)) be its image. We will now study how the classes ξE,S˙E ,N
vary with N , S, and E. First, let N |M . The obvious inclusion ME,S˙E,N →
ME,S˙E,M gives rise to a surjection PE,S˙E ,M → PE,S˙E ,N . Let
PE,S˙E = lim←−
N
PE,S˙E ,N .
Lemma 3.3.3. We have the equality
H2(ΓS , PE,S˙E (OS)) = lim←−
N
H2(ΓS , PE,S˙E ,N (OS)).
The elements ξS,S˙E,N form a compatible system and thus lead to an element ξS,S˙E ∈
H2(ΓS , PE,S˙E (OS)).
Proof. The claimed equality follows from [NSW08, Cor. 2.7.6] and [NSW08,
Thm. 8.3.20]. To prove that the classes ξE,S˙E ,N form an inverse system, con-
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sider the diagram
Hom(ME,S˙E ,N ,ME,S˙E,N )
Γ
ΨE,S,N //

Ĥ−1(ΓE,F ,Maps(SE ,M
∨
E,S˙E,N
)0)
Hom(ME,S˙E,N ,ME,S˙E,M )
Γ
ΨE,S,M // Ĥ−1(ΓE,F ,Maps(SE ,M∨E,S˙E,N
)0)
Hom(ME,S˙E ,M ,ME,S˙E,M )
Γ
ΨE,S,M //
OO
Ĥ−1(ΓE,F ,Maps(SE ,M
∨
E,S˙E,M
)0)
OO
All vertical maps are induced by the inclusion ME,S˙E,N → ME,S˙E,M . The di-
agram commutes by Lemma 3.3.2, part 2 being responsible for the top square
and the functoriality statement in part 1 for the bottom square. The elements
id ∈ Hom(ME,S˙E,N ,ME,S˙E,N)
Γ and id ∈ Hom(ME,S˙E,M ,ME,S˙E,M )
Γ both
map to the natural inclusion in the middle left term, hence the correspond-
ing classes in Ĥ−1 also meet in the middle right term. The functoriality of
the map ΘE,S now implies the claim that the classes ξE,S˙E ,M form an inverse
system.
Nextwe consider a finite Galois extensionK/F containingE and a pair (S′, S˙′K)
satisfying Conditions 3.3.1 with respect to K and such that S ⊂ S′ and S˙E ⊂
(S˙′K)E . We shall abbreviate this by saying
(E, S˙E , N) < (K, S˙
′
K ,M). (3.6)
Note that, given E, (S, S˙E) and K , it is always possible to find such a pair
(S′, S˙′K). Let
ME,S˙E,N →MK,S˙′K,N
, f 7→ fK (3.7)
be defined by
fK(σ, u) =
{
f(σ, p(u)), σ−1u ∈ S˙′K ∩ SK
0, else
.
This map is immediately verified to be ΓK/F -equivariant, where ΓK/F acts on
ME,S˙E,N via its quotient ΓE/F .
Lemma 3.3.4. For any finite ΓE/F -module A with exp(A)|N , the following diagram
commutes
Hom(A,ME,S˙E ,N )
Γ
ΘP
E,S˙E,N //
(3.7)

H2(ΓS , Z(OS))
Inf

Hom(A,MK,S˙′K ,N
)Γ
ΘP
K,S˙′
K
,N
// H2(ΓS′ , Z(OS′))
Proof. This follows immediately from Lemma 3.2.8: Composing the left map
in this diagram with ΨK,S′,N gives the same result as composing ΨE,S,N with
themap Ĥ−1(ΓE/F ,Maps(SE , A
∨)0)→ Ĥ
−1(ΓK/F ,Maps(S
′
K , A
∨)0) that is the
composition of the two left maps in the two diagrams of Lemma 3.2.8.
Lemma 3.3.5. The image of ξK,S˙′K ,N
under the map H2(ΓS′ , PK,S˙′K ,N
(OS′)) →
H2(ΓS′ , PE,S˙E ,N (OS′)) induced by (3.7) is equal to the image of ξE,S˙E ,N under the
inflation mapH2(ΓS , PE,S˙E,N (OS))→ H
2(ΓS′ , PE,S˙E ,N (OS′)).
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Proof. The proof is similar to that of Lemma 3.3.3. We consider the diagram
Hom(ME,S˙E ,N ,ME,S˙E,N )
Γ
ΘP
E,S˙E,N //

H2(ΓS , PE,S˙E ,N (OS))
Inf

Hom(ME,S˙E,N ,MK,S˙′K ,N
)Γ
ΘP
K,S˙′
K
,N
// H2(ΓS′ , PE,S˙E ,N (OS′))
Hom(MK,S˙′K ,N
,MK,S˙′K ,N
)Γ
ΘP
K,S˙′
K
,N
//
OO
H2(ΓS′ , PK,S˙′K ,N
(OS′))
OO
All vertical maps except for the inflation map are induced by (3.7). The top
square commutes due to Lemma 3.3.4, while the bottom square commutes by
functoriality of ΘP
K,S˙′K ,N
. Since the two elements id of the top and bottom left
term meet in the middle left term, the corresponding elements ξE,S˙E ,N and
ξK,S˙′K ,N
of the top and bottom right term meet in the middle right term.
It is easy to see that the maps (3.7) are compatible with respect to N and thus
splice to a map
PK,S˙′K
→ PE,S˙E
which maps the class ξK,S˙′K
to the class ξE,S˙E . Let Ei be an exhaustive tower of
finite Galois extensions of F , let Si be an exhaustive tower of finite subsets of
VF , and let S˙i ⊂ Si,Ei be a set of lifts for Si. We assume that S˙i ⊂ S˙i+1,Ei and
that (Si, S˙i) satisfies Conditions 3.3.1 with respect to Ei/F . Then
V˙ = lim
←−
i
S˙i (3.8)
is a subset of VF of lifts of VF and
PV˙ = lim←−
i
PEi,S˙i (3.9)
is a pro-finite algebraic group defined over F . For each finite multiplicative
groupZ defined over F (nowwithout any condition on its exponent) we obtain
from ΘP
Ei,S˙i,N
a homomorphism
ΘP
V˙
: Hom(PV˙ , Z)
Γ → H2(Γ, Z(F )), (3.10)
which is surjective according to Corollary 3.2.9.
We can reinterpret ΘP
V˙
in the following way that will be useful later. Let ξi =
ξEi,S˙i denote both the distinguished element ofH
2(ΓS , PEi,S˙i(OS)) and its im-
age in H2(Γ, PEi,S˙i(F )). According to Lemma 3.3.5 the sequence (ξi) provides
a distinguished element of lim
←−
H2(Γ, PEi,S˙i(F )). According to [NSW08, Theo-
rem 2.7.5] the natural map H2(Γ, PV˙ (F )) → lim←−
H2(Γ, PEi,S˙i(F )) is surjective.
Then ΘP
V˙
(ϕ) = ϕ(ξ˜), where ξ˜ ∈ H2(Γ, PV˙ (F )) is any preimage of (ξi). Since
any ϕ factors through the projection PV˙ → PEi,S˙i for some i, the choice of ξ˜ is
irrelevant.
Lemma 3.3.6. Let Z be a finite multiplicative group defined over F and let A =
X∗(Z). Let A∨[V˙ ]0 denote the group of finitely-supported maps f : V˙ → A
∨ satisfy-
ing
∑
v˙∈V˙ f(v˙) = 0. Let A
∨[V˙ ]0,∞ be the subgroup of those f that in addition satisfy
29
f(v˙) = 0 if v ∈ VF is complex, and f(v˙) + σf(v˙) = 0 if v ∈ VF is real and σ ∈ Γv˙ is
the non-trivial element.
There is a natural isomorphism
HomF (PV˙ , Z)→ A
∨[V˙ ]0,∞.
Proof. By the finiteness of A we have HomF (PV˙ , Z) = Hom(A, lim−→
MEi,S˙i)
Γ =
lim
−→
Hom(A,MEi,S˙i)
Γ. By Lemma 3.3.2 the latter is equal to lim
−→
A∨[S˙i]
NEi/F
0 ,
where the transition maps are given by the inclusion S˙i → S˙i+1 which sends
w ∈ S˙i to the unique place of S˙i+1 lying abovew. HereA
∨[S˙i]
NEi/F
0 signifies the
subgroup of those elements of A∨[Si,Ei ]0 which are supported on S˙i and killed
by the norm NEi/F . In view of the support condition, the second condition is
equivalent to NEv˙/Fvf(v˙) = 0 for all v˙ ∈ S˙i.
We will now show that (3.10) behaves well with respect to localization. To de-
scribe this, we need to recall the local counterpart of PV˙ from [Kal16, §3.1]. Let
v ∈ V˙ . Associated to the local field Fv there is the pro-finite multiplicative
group uv introduced in [Kal16, §3.1]. It is defined as lim←−Ev/Fv ,N
uEv/Fv,N , the
limit being taken over all finite Galois extensions Ev/Fv and all natural num-
bers N . Here X∗(uEv/Fv ,N) = IEv/Fv ,N is the set of those maps f : ΓEv/Fv →
1
NZ/Z that satisfy
∑
τ∈ΓEv/Fv
f(τ) = 0 and for a tower of finite Galois exten-
sions Kv/Ev/Fv and N |M , the transition map IEv/Fv ,N → IKv/Fv ,M is given
simply by composition with the natural projection ΓKv/Fv → ΓEv/Fv and the
natural inclusion 1NZ/Z→
1
M Z/Z.
If Z is a finite multiplicative group defined over Fv with exp(Z)|N , and we set
A = X∗(Z), then we have the isomorphism
ΨEv,N : Hom(A, IEv/Fv,N )
Γ → Ẑ−1(ΓEv/Fv , A
∨), H 7→ h
defined by h(a) = H(a, 1). The composition of this isomorphism with the map
ΘE,v discussed in Subsection 3.2 provides a homomorphism
ΘuEv,N : Hom(uEv/Fv ,N , Z)
Γv → H2(Γv, Z).
Applying this homomorphism to the case Z = uEv/Fv ,N we obtain a distin-
guished element ξEv/Fv ,N ∈ H
2(Γv, uv) as the image of the identity map. We
can then reinterpret ΘuEv,N as the homomorphism that maps ϕ to ϕ(ξEv/Fv,N ).
The transition map uKv/Fv ,M → uEv/Fv ,N sends ξKv/Fv,M to ξEv/Fv ,N and the
system ξEv/Fv ,N thus leads to a distinguished element ξv ∈ H
2(Γv, uv). We
refer to [Kal16, Lemma 4.5, Fact 4.6] for more details. We obtain a map
Θuv : Hom(uv, Z)
Γv → H2(Γv, Z)
that sends ϕ to ϕ(ξv). It is surjective [Kal16, Proposition 3.2].
We now define a localization map
locPv : uv → PV˙ (3.11)
for v ∈ V˙ as follows. Fix a finite Galois extension E/F , a pair (S, S˙E) satisfying
conditions 3.3.1 with v ∈ S, and a natural number N ∈ NS , and consider the
map
loc
ME,S˙E,N
v :ME,S˙E,N → IEv/Fv ,N , H 7→ Hv,
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given by Hv(τ) = H(τ, v) for τ ∈ ΓEv/Fv . We have
0 =
∑
σ∈ΓE/F
H(σ, v) =
∑
τ∈ΓEv/Fv
H(τ, v) =
∑
τ∈ΓEv/Fv
Hv(τ),
and this shows that loc
ME,S˙E,N
v is well-defined. It is evidently ΓEv/Fv -equivari-
ant. We will write loc
PE,S˙E,N
v : uEv/Fv,N → PE,S˙E ,N for the dual of this map.
For varying N , these maps splice to a map loc
PE,S˙E
v : uv → PE,S˙E . For varying
i, the maps loc
PEi,S˙i
v in turn splice together to form the map (3.11).
Lemma 3.3.7. Assume that E/F splits Z , (S, S˙E) satisfies Conditions 3.3.1, and
N ∈ NS is a multiple of exp(Z). We have the commutative diagram
Hom(PE,S˙E ,N , Z)
Γ
ΘP
E,S˙E,N //
loc
P
E,S˙E,N
v

H2(Γ, Z)

Hom(uEv/Fv,N , Z)
Γv
ΘuEv,N // H2(Γv, Z)
where the right vertical map is the localization map given by restriction to Γv followed
by the inclusion Z(F )→ Z(Fv).
Proof. Set A = X∗(Z). According to Lemma 3.2.6, it is enough to show that the
following diagram commutes
Hom(A,ME,S˙E ,N )
Γ
loc
M
E,S˙E,N
v

ΨE,S,N// Ĥ−1(ΓE/F , A
∨[SE ]0)

Hom(A, IEv/Fv ,N )
Γv
ΨEv,N // Ĥ−1(ΓEv/Fv , A
∨)
where the right vertical map is restriction to ΓEv/Fv followed by projection
onto the v-th component. Explicitly, this map sends h ∈ Maps(SE , A
∨)0 to the
element of A∨ given by
a 7→
∑
τ∈ΓEv/Fv\ΓE/F
τ˙h(τ˙−1v, τ˙−1a)
where τ˙ ∈ ΓE/F is any representative of the coset τ . The resulting class in
Ĥ−1(ΓEv/Fv , A
∨) is independent of the choices of representatives.
The composition of this map with ΨE,S,N thus sends H ∈ Hom(A,ME,S˙E ,N )
Γ
to
a 7→
∑
τ∈ΓEv/Fv\ΓE/F
τ˙H(τ˙−1a, 1, τ˙−1v).
Each summand is equal toH(a, τ˙ , v) and since v ∈ S˙E the definition ofME,S˙E,N
implies that H(a, τ˙ , v) = 0 unless τ˙−1 ∈ ΓEv/Fv . Thus all summands are
zero except for the summand indexed by the trivial coset τ , for which we
may take the representative τ˙ = 1 ∈ ΓE/F . We conclude that sending H ∈
Hom(A,ME,S˙E ,N )
Γ first horizontally and then vertically provides the element
of Ĥ−1(ΓEv/FvA
∨) represented by a 7→ H(a, 1, v). Recalling the definitions of
loc
ME,S˙E,N
v and ΨEv,N this element also represents the image of H under the
composition of these two maps.
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Corollary 3.3.8. For v ∈ V˙ consider the maps
H2(Γ, PV˙ (F ))→ H
2(Γv, PV˙ (Fv))← H
2(Γv, uv),
the left one being given by restriction to Γv followed by inclusion F
×
→ Fv
×
, and the
right one being given by locPv . If ξ˜ ∈ H
2(Γ, PV˙ (F )) is any preimage of (ξi), then the
images of ξ˜ and ξv in the middle term are equal.
Proof. We have H2(Γv, PV˙ (Fv)) = lim←−
H2(Γv, PEi,S˙i,Ni(Fv)) and H
2(Γv, uv) =
lim
←−
H2(Γv, uEi,v/Fv ,Ni) according to [NSW08, Corollary 2.7.6], where Ni ∈ NSi
is a co-final sequence inN. It will be enough to show that the image of ξEi,v/Fv ,Ni
inH2(Γv, PEi,Si,Ni(Fv)) under loc
PEi,S˙i,Ni
v coincides with the image of ξEi,Si,Ni
under the usual localization mapH2(Γ, PEi,Si,Ni(F ))→ H
2(Γv, PEi,Si,Ni(Fv)).
We have the commutative diagram
End(PEi,S˙i,Ni)
Γ
ΘP
Ei,S˙i,Ni

// Hom(uEi,v/Fv ,Ni , PEi,S˙i,Ni)
Γv
ΘuEi,v,Ni

End(uEi,v/Fv,Ni)
Γv
ΘuEi,v,Ni

oo
H2(Γ, PEi,S˙i,Ni(F ))
// H2(Γv, PEi,S˙i,Ni(Fv)) H
2(Γv, uEi,v/Fv ,Ni)
oo
where the left square commutes according to Lemma 3.3.7 applied to Z =
PE,S˙E ,N , while the right square commutes by functoriality of Θ
u
Ev,N
in Z .
Now ξEi,S˙i,Ni ∈ H
2(Γ, PEi,S˙i,Ni) is the image of id ∈ End(PEi,S˙i,Ni)
Γ, while
ξEi,v/Fv,Ni ∈ H
2(Γv, uEi,v/Fv,Ni) is the image of id ∈ End(uEi,v/Fv ,Ni)
Γv . The
two elements id both map to loc
PEi,S˙i,Ni
v ∈ Hom(uEi,v/Fv ,Ni , PEi,S˙i,Ni)
Γv .
3.4 The vanishing of H1(Γ, PV˙ ) andH
1(Γv, PV˙ )
The purpose of this subsection is to prove the vanishing of the cohomology
group H1(Γ, PV˙ (F )) and, for each v ∈ V˙ , of the local cohomology group
H1(Γv, PV˙ (Fv)). Via local and global Poitou-Tate duality this will be reduced
to the study of the cohomology of the finite modules ME,S˙E,N . We begin by
giving a description of these modules that is slightly different from their defi-
nition.
Lemma 3.4.1. The ΓE/F -moduleME,S˙E,N can be described as the set of functions
φ : S × ΓE/F →
1
N
Z/Z
satisfying the two conditions
1.
∑
σ∈ΓE/F,v˙
φ(v, θσ) = 0 for all θ ∈ ΓE/F and v ∈ S;
2.
∑
v∈S φ(v, θ) = 0 for all θ ∈ ΓE/F .
and with ΓE/F -action given by [τφ](v, θ) = φ(v, τ
−1θ).
Proof. This follows from the change of variables f 7→ φ given by φ(v, σ) =
f(σ, σv˙).
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The fist condition implies that for any complex archimedean place v ∈ S and
any θ ∈ ΓE/F the value φ(v, θ) is zero. We may thus replace the set S by the
complement SC of the complex archimedean places. We will write SCE for the
set of all places of E lying above SC.
Lemma 3.4.2. The sequence
0→ME,S˙E,N →Maps(S
C,Maps(ΓE/F ,
1
N
Z/Z))0 →Maps(S
C
E ,
1
N
Z/Z)0 → 0
is exact. Here, the second term consists of the set of maps SC × ΓE/F →
1
NZ/Z that
satisfy the second of the two conditions in Lemma 3.4.1, and the map from this term
to the next is given by φ 7→ ξ with ξ(θv˙) =
∑
σ∈ΓE/F,v˙
φ(v, θσ) for θ ∈ ΓE/F and
v ∈ S.
Proof. First we note that ξ is well-defined and we have∑
w∈SCE
ξ(w) =
∑
v∈SC
∑
θ∈ΓE/F/ΓE/F,v˙
ξ(θv˙) =
∑
v∈SC
∑
θ∈ΓE/F
φ(v, θ) = 0.
We need to show that for any ξ there exists a φ mapping to it. We begin with
the special case ξ = a(δw1 − δw2), where a ∈
1
NZ/Z and w1 6= w2 ∈ SE lie
over the same element v1 ∈ S
C. Choose θ1, θ2 ∈ ΓE/F such that θ1v˙1 = w1
and θ2v˙1 = w2 for the representative v˙1 ∈ S˙E of v1. By part 4 of Conditions
3.3.1 there exists v˙0 ∈ S˙E with θ
−1
2 θ1v˙0 = v˙0. Note that automatically v0 6= v1.
We now define φ ∈ Maps(SC,Maps(ΓE/F ,
1
NZ/Z))0 by making all of its values
zero except
φ(v1, θ1) = a, φ(v0, θ1) = −a, φ(v1, θ2) = −a, φ(v0, θ2) = a.
Then φ is a preimage of ξ.
Now consider a general ξ ∈Maps(SCE ,
1
NZ/Z)0. Using the special elements just
discussed, we can modify ξ to achieve that it is supported on S˙CE , in which case
we can define a lift φ of it simply by φ(v, 1) = ξ(v˙) and φ(v, θ) = 0 for θ 6= 1.
In terms of the variables φ, the transition map (3.7) takes the form
φ 7→ φK , φK(v, θ) =
{
φ(v, θ), v ∈ S
0, else
(3.12)
for any v ∈ S′ and θ ∈ ΓK/F . This transition map fits into the commutative
diagram
0 // ME,S˙E,N
//

Maps(SC,ME,N)0 //

Maps(SCE ,
1
NZ/Z)0
//

0
0 // MK,S˙′K ,M
// Maps(S′C,MK,M ))0 // Maps(S′CK ,
1
MZ/Z)0
// 0
(3.13)
where the horizontal exact sequences come from Lemma 3.4.2 and we have
abbreviated
ME,N = Maps(ΓE/F ,
1
N
Z/Z).
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The left and middle vertical arrows are both given by φ 7→ φK . The right
vertical arrow is given by ξ 7→ ξK , where
ξK(u) = |ΓK/E,u|ξ(p(u)) (3.14)
for any u ∈ SCK with image p(u) ∈ S
C
E , and ξ
K(u) = 0 for u ∈ S′CK r S
C
K .
The following two lemmas will allow us to control the colimits of the terms in
the exact sequence of Lemma 3.4.2.
Lemma 3.4.3. Given (E, S˙E , N) there exists (K, S˙
′
K ,M) > (E, S˙E , N) as in (3.6)
such that for all subgroups∆ ⊂ ΓK/F the transition map
Maps(SCE ,
1
NZ/Z)
∆
0
Maps(SC,ME,N )∆0
→
Maps(S′CK ,
1
M Z/Z)
∆
0
Maps(S′C,MK,M )∆0
is zero, where we have used the quotient notation as a short-hand for the corresponding
cokernel.
Proof. Let K1/E be such that all real places of F are complex in K1 and that
|ΓK1/E,u| is a multiple of N for all p-adic places u ∈ SK1 . Let N1 = 2N . For
any ξ ∈ Maps(SCE ,
1
NZ/Z) its image ξ
K1 ∈ Maps(SCK1 ,
1
N1
Z/Z) is supported on
SR,K1 by (3.14) and its values are divisible by 2.
Given ξ ∈ Maps(SCE ,
1
NZ/Z)
∆
0 we choose a ∆-invariant function ξ˜ : SR,K1 →
1
N1
Z/Zwith 2ξ˜(w) = ξK1(w). Wemay not be able to arrange that the sum of the
values of ξ˜ is zero, but this will not matter. Fix an auxiliary p-adic place v0 ∈ S.
Define a function φ : S × ΓK1/F →
1
N1
Z/Z by φ(u, θ) = ξ˜(θu˙) for all θ ∈ ΓK1/F
and all u ∈ SR. The function is to be zero at all w ∈ S r SR except for w = v0,
in which case we set φ(v0, θ) = −
∑
u∈SR
ξ˜(θu˙). Then φ ∈ Maps(SC,MK1,N1)
∆
0 .
If ξφ is the image of φ in Maps(S
C
K1
, 1N1Z/Z)
∆
0 then we have ξφ(u) = ξ
K1(u)
for all u ∈ SR,K1 . The function ξφ is supported on SR,K1 ∪ {w|v0} and we may
have ξφ(w) 6= ξ
K1(w) for w|v0. Using that v0 is a p-adic place we now choose
a Galois extension K/F containing K1 so that |ΓK/K1,v0 | is a multiple of N1.
Then ξKφ is supported on SR,K by formula (3.14). We still have ξ
K
φ (u) = ξ
K(u)
for all u ∈ SR,K and thus ξ
K
φ = ξ
K . But ξKφ lifts to φ
K .
Lemma 3.4.4. The following colimits over (E, S˙E , N) vanish.
1. lim
−→
H1(Γ,Maps(SC,ME,N)0) = 0;
2. lim
−→
H2(Γ,Maps(SC,ME,N)0) = 0;
3. lim
−→
H1(Γv,Maps(S
C,ME,N)0) = 0 for all v ∈ V (F ).
Proof. The inclusion of Maps(SC,ME,N)0 into Maps(S
C,ME,N ) has a ΓE/F -
equivariant splitting, given by choosing an arbitrary place of SC. Thus this in-
clusion induces an inclusion on the level of cohomology. We may thus replace
Maps(SC,ME,N)0 by Maps(S
C,ME,N) in the vanishing statements above. The
latter Γ-module is the SC-power ofME,N . In the S-variable the transition map
is just the inclusion of S into the larger set S′, so what we want to show is the
vanishing of the cohomology of ME,N , where the colimit is taken over E and
N .
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We begin with H1(Γ,ME,N). Since ME,N = Ind
Γ
ΓE
1
NZ/Z the transition map
H1(Γ,ME,N) → H
1(Γ,MK,M ) is translated via the Shapiro isomorphism to
the restriction map Hom(ΓE ,
1
NZ/Z) → Hom(ΓK ,
1
M Z/Z). Any homomor-
phism ΓE →
1
NZ/Z has kernel of finite index in ΓE and there is thus a Galois
extensionK/E s.t. ΓK is contained in that kernel.
Turning toH1(Γv,ME,N), according to theMackey formula and Shapiro lemma
we have
H1(Γv,ME,N) =
⊕
w|vF
H1(ΓEw ,
1
N
Z/Z),
where the sum runs over all places w ∈ SE lying above vF . The transition map
ME,N → MK,M induces on the right hand side of this equation the restriction
map H1(ΓEw ,
1
NZ/Z) → H
1(ΓKu ,
1
MZ/Z) given for any u|w by the inclusion
ΓKu → ΓEw . Now the set H
1(ΓEw ,
1
NZ/Z) = Hom(ΓEw ,
1
NZ/Z) is finite and
hence the intersection of the kernels of its members is an open subgroup ofΓEw .
Thus for K large enough the image of the inclusion ΓKu → ΓEw is contained
in this open subgroup.
For H2(Γ,ME,N) we use [NSW08, Theorem 8.4.4, Proposition 8.4.2] which tell
us that we are studying lim
←−
Ĥ0(ΓE , C[N ]), the limit being taken over all finite
Galois extensions E/F and natural numbers N . For K/E and N |M the tran-
sition map Ĥ0(ΓK , C[M ]) → Ĥ
0(ΓE , C[N ]) is given by the M/N -power map
C[M ] → C[N ] and the norm for K/E. Recall from [NSW08, I.§9] that each
individual Ĥ0(ΓE , C[N ]) is the limit of quotients CE [N ]/NK/ECK [N ] taken
over all finite Galois extensions K/E. One now observes directly that this
double limit is equal to zero: Let (xE,N ) be an inverse system of elements
xE,N ∈ Ĥ
0(ΓE , C[N ]). Write each xE,N itself as an inverse system xE,N,K ∈
CE [N ]/NK/E(CK [N ]). Now fixE,N,K . Since xK,N maps to xE,N , each xE,N,K
is the image of some xK,N,L underNK/E , butNK/E(xK,N,L) is zero in the quo-
tient CE [N ]/NK/E(CK [N ]).
We now come to the proof of the vanishing statements concerning PV˙ .
Proposition 3.4.5. For any v ∈ V˙ we haveH1(Γv, PV˙ (Fv)) = 0.
Proof. According to [NSW08, Theorems 2.7.5, 7.2.6, 7.2.17] we have
H1(Γv, PV˙ (Fv)) = lim←−
H1(Γv, PE,S˙E,N (Fv)) = (lim−→
H1(Γv,ME,S˙E,N ))
∨.
We obtain from Diagram (3.13) the short exact sequence
0→
Maps(SCE ,
1
NZ/Z)
Γv
0
Maps(SC,ME,N )
Γv
0
→ H1(Γv,ME,S˙E,N)→ H
1(Γv,Maps(S
C,ME,N)0).
According to Lemmas 3.4.3 and 3.4.4 the colimits of the two outer terms are
zero.
Proposition 3.4.6. H1(Γ, PV˙ (F )) = 0.
Proof. Using the localization sequence
0→ ker1(Γ, PV˙ )→ H
1(Γ, PV˙ )→
∏
v˙∈V˙
H1(Γv˙, PV˙ )
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and Proposition 3.4.5 it is enough to show ker1(Γ, PV˙ ) = 0. According to
[NSW08, Corollary 2.7.6] we have H1(Γ, PV˙ ) = lim←−
H1(Γ, PE,S˙E ,N ) and thus
ker1(Γ, PV˙ ) = lim←−
ker1(Γ, PE,S˙E ,N). According to Poitou-Tate duality [NSW08,
Theorem 8.6.7], we are trying to show lim
−→
ker2(Γ,ME,S˙E,N ) = 0.
We have the following piece of the long exact cohomology sequence
→ H1(Γ,Maps(SC,ME,N)0)→ H
1(Γ,Maps(SCE ,
1
N
Z/Z)0)→ H
2(Γ,ME,S˙E,N )
→ H2(Γ,Maps(SC,ME,N)0)→
and after applying the exact functor lim
−→
and Lemma 3.4.4 we obtain the iso-
morphism
lim
−→
H1(Γ,Maps(SCE ,
1
N
Z/Z)0)→ lim−→
H2(Γ,ME,S˙E ,N). (3.15)
We will now study its source. We have the exact sequence
0→Maps(SCE ,
1
N
Z/Z)0 →Maps(S
C
E ,
1
N
Z/Z)→
1
N
Z/Z→ 0.
The transition map for K/E induces the multiplication by [K : E]-map on the
1
NZ/Z-factor. It follows that the natural map
lim
−→
H1(Γ,Maps(SCE ,
1
N
Z/Z)0)→ lim−→
H1(Γ,Maps(SCE ,
1
N
Z/Z))
is an isomorphism. For a fixed E we have the isomorphism
H1(Γ,Maps(SCE ,
1
N
Z/Z))→
⊕
v∈SC
H1(ΓE · Γv˙,
1
N
Z/Z).
On the target of this isomorphism the transition map is given, at each place v ∈
SC, by the restriction mapH1(ΓE · Γv˙,
1
NZ/Z)→ H
1(ΓK · Γv˙,
1
NZ/Z) followed
by multiplication by |ΓK/E,v˙|. For any given element of the right hand side
at level E we may thus choose K large enough so that the v-component at all
p-adic places v ∈ S becomes zero and moreover the restriction to ΓK of the
v-component at all real places v ∈ S is zero. We may also assume that v˙ is
complex in E for any real v ∈ S, so that Γv˙ ∩ ΓE = {1} = Γv˙ ∩ ΓK . We obtain
lim
−→
H1(Γ,Maps(SE ,
1
N
Z/Z)) ∼=
⊕
v∈VF,R
Hom(Γv˙,Q/Z).
Consider now the injective map⊕
v∈SR
H1(Γv˙,
1
N
Z/Z)→ H1(Γ,Maps(SE ,
1
N
Z/Z)), (3.16)
which, according to the argument just given, becomes bijective in the limit. The
composition of this map with the localization map
H1(Γ,Maps(SE ,
1
N
Z/Z))→
⊕
v∈SR
H1(Γv˙,Maps(SE ,
1
N
Z/Z))
stays injective, because it factors the identity on
⊕
v∈SR
H1(Γv˙,
1
NZ/Z).
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Take an element of lim
−→
ker2(Γ,ME,S˙E,N). Via (3.15), this element lifts to an ele-
ment ofH1(Γ,Maps(SE ,
1
NZ/Z)0) for a suitable choice of E, S, andN . Enlarg-
ing this choice if necessary this element can be brought to lie in the image of the
injection (3.16). The element ofH1(Γ,Maps(SE ,
1
NZ/Z)0) has the property that
its localization at each place v ∈ V˙ is killed by the connecting homomorphism
to H2(Γv˙,ME,S˙E,N ) and thus lifts to an element of H
1(Γv˙,Maps(S,ME,N)0).
Since the colimit of these groups vanishes, we may enlarging E sufficiently to
arrange that for each v˙ ∈ SR this lift becomes zero. We thus achieve that the
localization at each v˙ ∈ SR of the element of H
1(Γ,Maps(SE ,
1
NZ/Z)) that we
are looking at is trivial. But this element came from
⊕
v∈SR
H1(Γv˙,
1
NZ/Z) and
thus must have been trivial itself.
3.5 The canonical class
In Subsection 3.3 we constructed a canonical element (ξi) of the inverse limit
lim
←−
H2(Γ, Pi(F )). According to [NSW08, Corollary 2.7.6] we have the exact
sequence
0→ lim
←−
1H1(Γ, Pi(F ))→ H
2(Γ, PV˙ (F ))→ lim←−
H2(Γ, Pi(F ))→ 0
We do not know if the lim
←−
1-term vanishes. The purpose of this section is to
show that nonetheless there is a canonical element ξ ∈ H2(Γ, PV˙ (F )) that lifts
the system (ξi). For most of our applications we can make do with an arbitrary
lift of (ξi), so the reader is encouraged to skip this subsection on a first reading.
Let us abbreviate Pi = PEi,S˙i,Ni and Mi = MEi,S˙i,Ni . Put M = lim−→
Mi and
P (R) = lim
←−
Pi(R) = HomZ(M,R
×) for any F -algebra R. Let pi : P (R) →
Pi(R) be the natural projection. We will in particular be interested in R = A¯ =
F ⊗F A = lim−→E
AE , where E runs over the set of finite Galois extensions of F .
We have Pi(A) = HomZ(Mi,A
×
) = lim
−→E
Pi(AE). Note here that P (A¯) is not
the same as lim
−→E
P (AE), the latter being in fact the trivial abelian group.
For each v ∈ V˙ let A¯v = F ⊗F Fv . The group of units A¯
×
v in this ring is a smooth
Γ-module, and is in fact isomorphic to the smooth induction IndΓΓvFv
×
. We
have the Shapiro isomorphisms Skv : H
k(Γv, Pi(Fv)) → H
k(Γ, Pi(A¯v)). They
are functorial and hence provide an inverse system with respect to i. Fur-
thermore we have the isomorphisms Hk(Γ, P (A¯v)) = lim←−
Hk(Γ, Pi(A¯v)) and
Hk(Γv, P (Fv)) = lim←−
Hk(Γ, Pi(Fv)) of [Wei94, Theorem 3.5.8] (note that F¯
×
v
and A¯×v are divisible groups, so for j > i the maps Pj(F¯v) → Pi(F¯v) and
Pj(A¯v)→ Pi(A¯v) are surjective). The inverse system of Shapiro isomorphisms
thus gives the Shapiro isomorphism Skv : H
k(Γv, P (Fv))→ H
k(Γ, P (A¯v)). The
local canonical class ξv ∈ H
2(Γv, uv) maps via the map S
2
v ◦ locv to a class in
H2(Γ, P (A¯v)).
We will now construct a canonical class x ∈ H2(Γ, P (A)) that, for each v ∈ V˙ ,
maps to S2v(locv(ξv)) ∈ H
2(Γ, P (A¯v)) under the map induced by the projec-
tion A¯ → A¯v . This is not entirely obvious, because there is no a-priori reason
for the natural map H2(Γ, P (A)) →
∏
vH
2(Γ, P (Av)) to be either injective or
surjective.
For the construction of the class x we fix for each v a 2-cocycle ξ˙v representing
the class ξv ∈ H
2(Γv, uv). We also fix for each v a section s : Γv \ Γ → Γ as
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in Appendix B, thereby obtaining an explicit realization of the Shapiro map
S˙2v : C
2(Γv, X) → C
2(Γ, IndΓΓvX) on the level of cochains. It is functorial in
X , commutes with the differentials on both sides, and is a section of the map
in the opposite direction given by restriction to Γv followed by evaluation of
elements of IndΓΓvX at 1. The functoriality of S˙
2
v gives us an inverse system
of maps S˙2v : C
2(Γv, Pi(Fv)) → C
2(Γ, Pi(A¯v)) which splices together to a map
S˙2v : C
2(Γv, P (Fv)) → C
2(Γ, P (A¯v)). Let x˙v = S˙
2
v(locv(ξ˙v)) ∈ Z
2(Γ, P (A¯v)). It
is important to observe at this point that for a fixed i, pi(x˙v) is the constant 2-
cocycle 1 for all v /∈ Si, because for such v we have pi ◦ S˙
2
v ◦ locv = S˙
2
v ◦ pi ◦ locv
but pi ◦ locv = 1. It follows that
∏
v pi(x˙v) ∈ Z
2(Γ, Pi(A¯)). Moreover, these
elements form an inverse system in i and hence lead to x˙ ∈ Z2(Γ, P (A¯)).
We claim that the class of x˙ in H2(Γ, P (A)) is independent of the choices in-
volved in its construction – the choice of 2-cocycle ξ˙v ∈ Z
2(Γv, uv) represent-
ing the class ξv for each v, and the choice of a section Γv˙ \ Γ → Γ for each
v. First, if for each v ∈ V˙ we replace ξ˙v by ξ˙v · ∂cv for some cv ∈ C
1(Γ, uv),
then x˙v is replaced by x˙
′
v := x˙v · ∂S˙
1
v(locv(cv)). For a fixed i, we have that
pi(x˙
′
v) = pi(x˙v) · ∂Cv,i, where Cv,i = S˙
1
v(pi(locv(cv))). For all v /∈ Si we
have Cv,i = 1 and so Ci :=
∏
v Cv,i belongs to C
1(Γ, Pi(A¯)) and the differ-
ential ∂Ci measures the difference between
∏
v pi(x˙v) and
∏
v pi(x˙
′
v). Letting
C = lim
←−
Ci ∈ C
1(Γ, P (A¯)) we obtain a 1-cochain whose differential measures
the difference between x˙ and x˙′.
Next, to see that the choices of sections Γv˙ \ Γ → Γ don’t matter, for each
v ∈ V˙ let sv and s
′
v be two choices of sections and let S˙
2
v and S˙
′2
v denote the
functorial Shapiro maps C2(Γv, X) → C
2(Γ, IndΓΓvX) respectively. Let x˙ and
x˙′ be the two elements of Z2(Γ, P (A¯)) obtained this way. Lemma B.4 gives
us an explicit formula for a 1-cochain cv ∈ C
1(Γ, Pi(A¯v)) such that ∂cv =
S˙v(locv(ξ˙v)) · S˙
′
v(locv(ξ˙v))
−1. From the explicit formula we see that for a fixed
i and v /∈ Si we have pi(cv) = 1 in C
1(Γ, Pi(A¯v)). It follows that c =
∏
v cv
belongs to C1(Γ, P (A¯)) and satisfies x˙ · x˙′−1 = ∂c.
We have thus obtained the canonical class x ∈ H2(Γ, P (A)). We now want to
argue that there is a unique element ofH2(Γ, P (F ))whose image inH2(Γ, P (A¯))
is x and whose image in lim
←−
H2(Γ, Pi(F )) is (ξi). However, it turns out that
working withH2(Γ, P (A¯)) is too difficult for this task. We shall instead replace
the groups Hk(Γ, Pi(A¯)) with H
k(A, Ti → Ui), where Ti → Ui is an isogeny
of tori with kernel Pi, and the latter cohomology groups are the ones defined
in [KS99, Appendix C]. Those groups have the advantage of carrying a good
topology, which we will use. We begin with the following.
Lemma 3.5.1. For each i there exists an isogeny of tori fi : Ti → Ui defined over F
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and with kernel Pi. We have the commutative diagram
1

1

Ki

// K ′i

1 // Pi+1 //

Ti+1 //

Ui+1 //

1
1 // Pi //

Ti //

Ui //

1
1 1 1
in whichKi and K
′
i are tori.
Proof. We will inductively construct exact sequences of Γ-modules
0→ Xi → Yi →Mi → 0,
whereMi = MEi,S˙i,Ni and Xi and Yi are finite-rank free Z-modules. For i = 1
we take Y1 to be the free Z[ΓE1/F ]-module generated by the elements ofM1, on
which we let Γ operate through its quotient ΓE1/F , and take for Y1 → M1 the
obvious map. Assuming the i-th exact sequence is constructed, we take Yi+1 to
be the direct sum of Yi ⊕ Y
′
i , where Y
′
i is the free Z[ΓEi+1/F ]-module generated
by the setMi+1rMi. The map Yi+1 →Mi+1 is given on Yi by the composition
Yi → Mi → Mi+1 and on Y
′
i by the obvious map to Mi+1. The result is a
surjective map Yi+1 →Mi+1 of Γ-modules. We then obtain the diagram
0 // Xi+1 // Yi+1 // Mi+1 // 0
0 // Xi //
OO
Yi //
OO
Mi //
OO
0
with exact rows, where Yi → Yi+1 = Yi ⊕ Y
′
i is given by the obvious inclusion.
By construction the cokernel of this map is just Y ′i and hence Z-free. The kernel-
cokernel lemma implies that the cokernel of Xi → Xi+1 is a submodule of the
cokernel of Yi → Yi+1 and is thus also Z-free.
For every F -algebra R we have the exact sequence
1→ Pi(R)→ Ti(R)→ Ui(R). (3.17)
The last map need not be surjective, even when R is an F -algebra, as for exam-
ple in the case R = A¯. This exact sequence leads to an injective map
H1(Γ, Pi(A))→ H
1(A, Ti → Ui).
Let us recall thatHj(A, Ti → Ui) are the cohomology groups of the complex
Cj(A, Ti → Ui) := C
j(Γ, Ti(A))⊕ C
j−1(Γ, Ui(A))
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with differential sending (c1, c2) to (∂c1, fi(c1) − ∂c2). On the right we are
taking continuous cochains of the profinite group Γ valued in the discrete Γ-
modules Ti(A) and Ui(A). Due to the fact the kernels of Ti+1 → Ti and Ui+1 →
Ui are tori, the maps Ti+1(A) → Ti(A) and Ui+1(A) → Ui(A) are surjective,
which implies that the induced map
Cj(A, Ti+1 → Ui+1)→ C
j(A, Ti → Ui)
is also surjective. It follows that for fixed j the inverse system Cj(A, Ti → Ui)
satisfies the Mittag-Lefler condition and then from [Wei94, Theorem 3.5.8] we
obtain the exact sequence
1→ lim
←−
1H1(A, Ti → Ui)→ H
2(A, T → U)→ lim
←−
H2(A, Ti → Ui)→ 1,
where in the middle we are taking the cohomology of the complex
Cj(A, T → U) := lim
←−
Cj(A, Ti → Ui) = C
j(Γ, T (A))⊕ Cj−1(Γ, U(A)),
with
T (A) = lim
←−
Ti(A) and U(A) = lim←−
Ui(A),
being continuous Γ-modules endowed with the topology of the inverse limit
of discrete Γ-modules.
Taking the inverse limit of (3.17) for R = A we obtain the exact sequence
1→ P (A)→ T (A)→ U(A)
and hence a map (which may fail to be injective)
H2(Γ, P (A))→ H2(A, T → U).
We also have the map H2(Γ, P (F )) → H2(Γ, P (A¯)) induced by the natural
embedding F → A¯.
Proposition 3.5.2. There exists a unique element of H2(Γ, P (F )) whose image in
lim
←−
H2(Γ, Pi(F )) equals the canonical system (ξi) and whose image in H
2(A, T →
U) coincides with the image of the class x ∈ H2(Γ, P (A¯)) there.
Proof. Let ξ˜ ∈ H2(Γ, P (F )) be any preimage of (ξi) ∈ lim←−
H2(Γ, Pi(F )) and let
ξ˜A be its image inH
2(Γ, P (A¯)). We map ξ˜A and x via the maps
H2(Γ, P (A))→ H2(A, T → U)→ lim
←−
H2(A, Ti → Ui).
According to [KS99, Theorem C.1.B] and the surjectivity of Ti(Fv) → Ui(Fv)
we have
H2(A, Ti → Ui) =
∏′
v
H2(Fv, Ti → Ui) =
∏′
v
H2(Fv, Pi).
By construction, for any v˙ ∈ V˙ , the image of pi(ξ˜A) in H
2(Γv˙, Pi(Fv)) un-
der restriction to Γv˙ followed by projection to the v˙-component is the same
as the image of pi(ξ˜) = ξi under the usual localization map H
2(Γ, Pi(F )) →
H2(Γv˙, Pi(Fv)) given by restriction to Γv˙ followed by inclusion F → Fv˙ . At the
same time, the image of pi(x) in H
2(Γv˙, Pi(Fv)) is pi(locv(ξv)). According to
Corollary 3.3.8, these two elements are cohomologous inH2(Γv, Pi(Fv)) for all
i. It follows that the images of ξ˜A and x in lim←−
H2(A, Ti → Ui) are equal. The
next lemma will allow us to improve this equality.
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Lemma 3.5.3. The natural map
lim
←−
1H1(Γ, Pi(F ))→ lim←−
1H1(A, Ti → Ui)
is an isomorphism.
Proof. Recall the cohomology group H1(A/F, Ti → Ui), also defined in [KS99,
Appendix C]. The authors define (see (C.2.6)) a closed subgroupH1(A/F, Ti →
Ui)1 which they show [KS99, Lemma C.2.D] is compact. Since Ti → Ui is an
isogeny, this closed subgroup is in fact all of H1(A/F, Ti → Ui), which is thus
itself compact. From [KS99, (C.1.1)] we obtain the short exact sequence
1→ H1(F, Ti → Ui)/ker
1(F, Ti → Ui)→ H
1(A, Ti → Ui)→ cok
1(F, Ti → Ui)→ 1.
According to [KS99, Lemma C.3.A] the last term in this sequence is an open
subgroup ofH1(A/F, Ti → Ui), hence also closed, and thus compact. It follows
that lim
←−
1 cok1(F, Ti → Ui) = 0.
We claim that also lim
←−
cok1(F, Ti → Ui) = 0. To see this, we apply [KS99,
Lemma C.3.B] and see that the compact group cok1(F, Ti → Ui) is Pontryagin
dual to the discrete groupH1(WF , Ûi → T̂i)red/ker
1(WF , Ûi → T̂i)red. Since the
map Ûi → T̂i is an isogeny, the injective map H
1(F, Ûi → T̂i)→ H
1(WF , Ûi →
T̂i) is in fact an isomorphism, and the same is true for the local Weil groups
WFv in place of WF as well, so the above quotient is equal to H
1(F, Ûi →
T̂i)red/ker
1(F, Ûi → T̂i)red. The argument in the proof of [KS99, Lemma C.3.C]
shows that H1(F, Ûi → T̂i)red = H
2(F,X∗(Ui) → X
∗(Ti)) = H
1(F,Mi) and in
the same way ker1(F, Ûi → T̂i)red = ker
1(F,Mi). The claim will follow once
we show that lim
−→
H1(F,Mi)/ker
1(F,Mi) = 0. The exactness of lim−→
reduces this
to showing lim
−→
H1(F,Mi) = 0. This follows from the exact sequence of Lemma
3.4.2 and Lemmas 3.4.3 and 3.4.4.
The (not too) long exact sequence for lim
←−
now tells us that the first map in the
above displayed short exact sequence becomes an isomorphism on the level
of lim
←−
1. But the finiteness of ker1(F, Ti → Ui) by [KS99, Lemma C.3.B] implies
that the mapH1(F, Ti → Ui)→ H
1(F, Ti → Ui)/ker
1(F, Ti → Ui) also becomes
an isomorphism on the level of lim
←−
1. The lemma now follows fromH1(F, Pi) =
H1(F, Ti → Ui).
We may thus modify ξ˜ by an element of lim
←−
1H1(Γ, Pi(F )) to achieve that the
images of ξ˜A and x inH
2(A, T → U) are equal. This proves the existence claim
of the proposition. The uniqueness follows immediately from the injectivity of
lim
←−
1H1(Γ, Pi(F ))→ lim←−
1H1(A, Ti → Ui)→ H
2(A, T → U).
Definition 3.5.4. The canonical class ξ ∈ H2(Γ, P (F )) is the element whose exis-
tence and uniqueness is asserted in Proposition 3.5.2.
Note that ξ is independent of the choice of tower of isogenies fi : Ti → Ui.
Indeed, if f
(1,2)
i : T
(1,2)
i → U
(1,2)
i are two choices of towers of isogenies we
can define a third tower f
(3)
i : T
(3)
i → U
(3)
i by taking T
(3)
i = (T
(1)
i × T
(2)
i )/Pi,
with Pi embedded via the anti-diagonal map p 7→ (p, p
−1), and taking U
(3)
i =
U
(1)
i ×U
(2)
i and f
(3)
i = f
(1)
i ×f
(2)
i . Let ξ
(1,2,3) be the three versions of ξ obtained
from applying Proposition 3.5.2 withH2(A, T (1,2,3) → U (1,2,3)). Since the exact
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sequence 1 → Pi → T
(3)
i → U
(3)
i → 1 maps to the two exact sequences 1 →
Pi → T
(1,2)
i → U
(1,2)
i → 1, we see that ξ
(1) = ξ(3) = ξ(2).
3.6 The cohomology setH1(PV˙ → EV˙ , Z → G)
Let ξ stand for the canonical class in H2(Γ, PV˙ ) of Definition 3.5.4. In fact, for
most of our purposes we can take ξ to be any preimage in H2(Γ, PV˙ ) of the
canonical system (ξi) ∈ lim←−
H2(Γ, PEi,S˙i,Ni). The reader may freely assume
that ξ is an arbitrary such lift until Subsection 3.9.
Let 1 → PV˙ (F ) → EV˙ → Γ → 1 be any extension in the isomorphism class
given by ξ. Let G be an affine algebraic group and Z ⊂ G a finite central
subgroup, both defined over F . The pro-finite group EV˙ acts continuously on
the discrete group G(F ) through its quotient Γ and the set H1(EV˙ , G(F )) of
cohomology classes of continuous 1-cocycles of EV˙ valued in G(F ) is defined.
The restriction to PV˙ (F ) of such a 1-cocycle is a continuous group homomor-
phism PV˙ (F ) → G(F ). We define H
1(PV˙ → EV˙ , Z → G) to be the subset of
H1(EV˙ , G(F )) consisting of the classes of those 1-cocycles whose restriction to
PV˙ (F ) takes image in Z(F ). This restriction is then a Γ-equivariant continu-
ous group homomorphism PV˙ (F ) → Z(F ). By continuity it factors through
the projection PV˙ → PEi,S˙i,Ni for a suitable index i and is then given by a
Γ-equivariant group homomorphism PEi,S˙i,Ni(F ) → Z(F ). The source and
target of this homomorphism both being finite, this homomorphism is auto-
matically algebraic.
According to Proposition 3.4.6 the automorphisms of the extension EV˙ are all
inner automorphisms coming from PV˙ . Each such inner automorphism in-
duces the identity automorphism on H1(PV˙ → EV˙ , Z → G). It follows that
this cohomology set does not depend on the choice of extension EV˙ that real-
izes the isomorphism class ξ.
Let A be the category whose objects are pairs (Z,G) as above and where a
morphism (Z1, G1) → (Z2, G2) is a morphism G1 → G2 of algebraic groups
defined over F mapping Z1 to Z2. We will usually denote an object of A by
[Z → G]. It is then clear that [Z → G] 7→ H1(PV˙ → EV˙ , Z → G) is a functor
A → Sets.
By construction we have the inflation-restriction exact sequence
1→ H1(Γ, G)→ H1(PV˙ → EV˙ , Z → G)→ HomF (PV˙ , Z)→ H
2(Γ, G) (3.18)
where the H2-term is to be ignored unless G is abelian. Just as in the local
case treated in [Kal16, §3.3], the map HomF (PV˙ , Z)→ H
2(Γ, G) is given as the
composition of the mapΘP
V˙
defined in (3.10) with the natural mapH2(Γ, Z)→
H2(Γ, G). In fact, the inflation-restriction sequence fits into the commutative
diagram with exact rows
H1(Γ, G) // H1(PV˙ → EV˙ , Z → G)
//

HomF (PV˙ , Z)
//
ΘP
V˙

H2(Γ, G)
H1(Γ, G) // H1(Γ, G/Z) // H2(Γ, Z) // H2(Γ, G)
Lemma 3.6.1. If G is either abelian or connected and reductive, then the map
H1(PV˙ → EV˙ , Z → G)→ H
1(Γ, G/Z)
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is surjective.
Proof. If G is abelian this follows immediately from the above diagram and
the five-lemma. Assume now that G is connected and reductive. Let h ∈
H1(Γ, G/Z). By Lemma A.1 there exists a maximal torus T ⊂ G such that h
belongs to the image of H1(Γ, T/Z) → H1(Γ, G/Z). The claim now follows
from the functoriality of H1(PV˙ → EV˙ ,−) and the already established surjec-
tivity for [Z → T ].
Lemma 3.6.2. IfG is connected and reductive, then for each x ∈ H1(PV˙ → EV˙ , Z →
G) there exists a maximal torus T ⊂ G such that x is in the image of H1(PV˙ →
EV˙ , Z → T ).
Proof. Let T ⊂ G be a maximal torus such that the image of x in H1(Γ, G/Z)
belongs to the image of H1(Γ, T/Z) → H1(Γ, G/Z) by Lemma A.1. Chasing
around the commutative diagram with exact columns
H1(EV˙ , Z)

H1(EV˙ , Z)

H1(PV˙ → EV˙ , Z → T )
//

H1(PV˙ → EV˙ , Z → G)

H1(Γ, T/Z) // H1(Γ, G/Z)
shows that x belongs to the image of H1(PV˙ → EV˙ , Z → T ).
Let v ∈ V˙ . We will construct a localization map
locv : H
1(PV˙ → EV˙ , Z → G)→ H
1(uv →Wv, Z → G) (3.19)
that fits into the commutative diagram
H1(Γ, G) //

H1(PV˙ → EV˙ , Z → G)
//

HomF (PV˙ , Z)

H1(Γv, G) // H1(uv →Wv, Z → G) // HomFv (uv, Z)
where the left vertical map is the usual localization map in Galois cohomology,
and the right vertical map is given by the map locPv defined in (3.11).
The construction of locv involves the following diagram
1 // uv(Fv) //
locPv

Wv //

Γv // 1
1 // PV˙ (Fv)
// 2 // Γv // 1
1 // PV˙ (F )
OO
// 1 //

OO
Γv //

1
1 // PV˙ (F )
// EV˙
// Γ // 1
(3.20)
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Here1 is formed as the pull-back and 2 is formed as the push-out. The dot-
ted arrow is chosen so that the diagram commutes. Its existence is guaranteed
by Corollary 3.3.8. While not completely unique, the dotted arrow is unique
up to conjugation by elements of PV˙ (Fv) due to Proposition 3.4.5.
Let z ∈ Z1(PV˙ → EV˙ , Z → G). Let z1 be the composition of z with 1 → EV˙
and with the inclusion G(F )→ G(Fv). Recall that z|PV˙ (F )
specifies an element
of HomF (PV˙ , Z). Mapping this element to HomFv (PV˙ , Z) and combining it
with z1 we obtain a map z2 : 2 → G(Fv). Composing z2 with the dotted
arrow we obtain finally z3 : Wv → G(Fv). From the construction it is clear that
each of z1, z2, and z3 is a continuous 1-cocycle. The 1-cocycle z3 depends on
the choice of dotted arrow, but only up to the inflation toWv of an element of
B1(Γ, Z). In particular, the cohomology class of z3 is independent of the choice
of dotted arrow. In this way we obtain the map (3.19). We emphasize that the
map (3.19) is well-defined not just on the level of cohomology, but already as a
map
Z1(PV˙ → EV˙ , Z → G)→ Z
1(uv →Wv, Z → G)/B
1(Γv, Z).
3.7 Duality for tori
Let T ⊂ A be the full subcategory consisting of those objects [Z → G] for which
G is a torus. For v ∈ V˙ , let Tv be the category of objects [Z → T ]with T a torus
and Z ⊂ T a finite subgroup, both defined over Fv . We identify Γv = Stab(v,Γ)
with the absolute Galois group of Fv . Base change from F to Fv gives a functor
T → Tv .
In [Kal16, §3] we defined a functor
H1(uv →Wv,−) : Tv → AbGrp,
which we can now view as a functor T → AbGrp by composing it with the
base change functor T → Tv . In Subsection 3.6 we defined a functor
H1(PV˙ → EV˙ ,−) : T → AbGrp
as well as a morphism of functors
locv : H
1(PV˙ → EV˙ ,−)→ H
1(uv →Wv,−).
The purpose of this subsection is to interpret these two functors and this mor-
phism between them in terms of linear algebra. The linear algebraic version of
H1(uv → Wv, Z → T ) was defined in [Kal16, §4.1]. It was denoted by Y¯+,tor
there, but in order to emphasize the place v we will now denote it by Y¯+v ,tor.
Let us recall its construction. Set Y = X∗(T ) and Y¯ = X∗(T¯ ) = X∗(T/Z). Then
Y¯+v ,tor is the torsion subgroup of the quotient Y¯ /IvY , where IvY ⊂ Y is the
subgroup generated by the elements σλ− λ for all σ ∈ Γv and λ ∈ Y .
We will now describe the linear algebraic version ofH1(PV˙ → EV˙ , Z → T ). We
have the exact sequence
0→ Y → Y¯ → A∨ → 0
where A = X∗(Z) and A∨ = Hom(A,Q/Z). This is a sequence of ΓEi/F -
modules for i >> 0. The ΓEi/F -module Z[Si,Ei ]0 is Z-free and tensoring with
it leads to the exact sequence
0→ Y [Si,Ei ]0 → Y¯ [Si,Ei ]0 → A
∨[Si,Ei ]0 → 0.
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Inside of A∨[Si,Ei ]0 we have the Z-submodule A
∨[S˙i]0 consisting of those ele-
ments that are supported on the subset S˙i of Si,Ei . We let Y¯ [Si,Ei , S˙i]0 denote
the preimage of A∨[S˙i]0 in Y¯ [Si,Ei ]0. This is a Z-submodule that is not ΓEi/F -
stable. It contains Y [Si,Ei ]0 and we obtain the exact sequence
0→
Y [Si,Ei ]0
IEi/FY [Si,Ei ]0
→
Y¯ [Si,Ei , S˙i]0
IEi/FY [Si,Ei ]0
→ A∨[S˙i]0 → 0
Choose an arbitrary section s : Si,Ei → Si+1,Ei+1 with the property s(S˙i) ⊂
S˙i+1. Define a map
s! : Y¯ [Si,Ei , S˙i]0 → Y¯ [Si+1,Ei+1 , S˙i+1]0, [s!f ](u) =
{
f(p(u)), sp(u) = u
0, else
.
Note that this is the same definition as the one appearing before Lemma 3.1.7.
Lemma 3.7.1. The assignment f 7→ s!f induces a well-defined homomorphism
! :
Y¯ [Si,Ei , S˙i]0
IEi/FY [Si,Ei ]0
→
Y¯ [Si+1,Ei+1 , S˙i+1]0
IEi+1/FY [Si+1,Ei+1 ]0
that is independent of the choice of section s.
Proof. The argument is essentially the same as in the proof of Lemma 3.1.7.
Indeed, as argued there we see that s!(IEi/FY [Si,Ei ]0) ⊂ IEi+1/FY [Si+1,Ei+1 ]0.
Since f(w) ∈ Y forw ∈ Si,EirS˙iwe have (s!f)(u) ∈ Y for u ∈ Si+1,Ei+1rS˙i+1.
Thus we obtain a well-defined homomorphism as claimed. The argument that
it does not depend on the choice of section is also the same as the one given
in the proof of Lemma 3.1.7. One just has to note the following: Since we are
only considering sections that map S˙i into S˙i+1, if s, s
′ are two such sections
and s(w) 6= s′(w), then w ∈ Si,Ei r S˙i. But for any f ∈ Y¯ [Si,Ei , S˙i]0 we then
have f(w) ∈ Y ⊂ Y¯ and the same argument as before implies s!f − s
′
!f ∈
IEi+1/FY [Si+1,Ei+1 ]0.
We now define
Y¯ [VF , V˙ ]0,+,tor = lim−→
i
Y¯ [Si,Ei , S˙i]0
IEi/FY [Si,Ei ]0
[tor] (3.21)
where the transition maps are given by !. This is the linear algebraic version of
H1(PV˙ → EV˙ , Z → T ). We also define
Y [VF ]0,Γ,tor = lim−→
i
Y [Si,Ei ]0
IEi/FY [Si,Ei ]0
[tor] (3.22)
with the same transition maps. This is the linear algebraic version ofH1(Γ, T ).
These two abelian groups then fit into the exact sequence
0→ Y [VF ]0,Γ,tor → Y¯ [VF , V˙ ]0,+,tor → A
∨[V˙ ]0,∞,
where the Z-submodule A∨[V˙ ]0,∞ ⊂ A
∨[V˙ ]0 was defined in Lemma 3.3.6.
The fact that the second map takes image in this submodule will follow from
Lemma 3.7.6 below.
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The linear algebraic version of the localization map locv is a morphism of func-
tors
lv : Y¯ [VF , V˙ ]0,+,tor → Y¯+v ,tor
defined as follows. Fix an index i. Choose a representative τ˙ ∈ ΓEi/F for each
coset τ ∈ ΓEi/F,v \ ΓEi/F with the condition that τ˙ = 1 for the trivial coset
τ = ΓEi/F,v. Then for f ∈ Y¯ [Si,Ei , S˙i]0 we define l
i
vf ∈ Y¯ by
livf =
∑
τ
τ˙f(τ−1v).
Lemma 3.7.2. The assignment f 7→ livf descends to a group homomorphism
liv :
Y¯ [Si,Ei , S˙i]0
IEi/FY [Si,Ei ]0
→
Y¯
IvY
that is independent of the choices of τ˙ and fits in the commutative diagram
Y¯ [Si,Ei ,S˙i]0
IEi/FY [Si,Ei ]0
liv //
!

Y¯
IvY
Y¯ [Si+1,Ei+1 ,S˙i+1]0
IEi+1/FY [Si+1,Ei+1 ]0
li+1v // Y¯
IvY
Proof. It is clear that liv : Y¯ [Si,Ei , S˙i]0 → Y¯ is a group homomorphism. To
show that its composition with the projection Y¯ → Y¯ /IvY is independent of
the choices of representatives τ˙ , fix a non-trivial coset τ1 ∈ ΓEi/F,v \ ΓEi/F and
replace its representative τ˙1 by στ˙1 with σ ∈ ΓEi/F,v. Then
∑
τ τ˙ f(τ
−1v) is
replaced by
∑
τ τ˙ f(τ
−1v)+στ˙1f(τ
−1
1 v)− τ˙1f(τ
−1
1 v). Since τ1 is non-trivial and
v ∈ S˙i, we have τ
−1
1 v /∈ S˙i and consequently f(τ
−1
1 v) ∈ Y . This shows that l
i
v is
independent of the choice of τ˙1. It furthermore shows that if f ∈ IEi/FY [Si,Ei ]0,
then livf ∈ IvY .
We come to the commutativity of the diagram. Recall that the map ! is defined
in terms of a section s : Si,Ei → Si+1,Ei+1 having the property s(S˙i) ⊂ S˙i+1,
which in particular implies that it maps vEi ∈ S˙E to vEi+1 ∈ S˙i+1. Via the
bijections ΓEi/F,v \ΓEi/F → {w ∈ Si,Ei : w|vF } and ΓEi+1/F,v \ΓEi+1/F → {u ∈
Si+1,Ei+1 : u|vF } the section s can be thought of as a section ΓEi/F,v \ ΓEi/F →
ΓEi+1/F,v \ ΓEi+1/F . We choose a representative τ˙ ∈ ΓEi+1/F for each coset
τ ∈ ΓEi+1/F,v \ ΓEi+1/F . Then we have∑
τ∈ΓEi+1/F,v\ΓEi+1/F
τ˙ [(s!f)(τ
−1vEi+1)] =
∑
τ∈s(ΓEi/F,v\ΓEi/F )
τ˙f(p(τ−1vEi+1)) =
∑
τ∈ΓEi/F,v\ΓEi/F
τ˙f(τ−1vEi),
where in the last term we have taken as a representative in ΓEi/F of the coset
τ ∈ ΓEi/F,v \ ΓEi/F the image in ΓEi/F of the representative τ˙ ∈ ΓEi+1/F of
s(τ).
We have now completed the linear algebraic descriptions of the cohomology
set H1(PV˙ → EV˙ , Z → T ) and the localization map locv. The main result of
this subsection is the following.
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Theorem 3.7.3. There exists a unique isomorphism
ιV˙ : Y¯ [VF , V˙ ]0,+,tor → H
1(PV˙ → EV˙ , Z → T )
of functors T → AbGrp that fits into the commutative diagram
Y [VF ]0,Γ,tor
//
TN

Y¯ [VF , V˙ ]0,+,tor
//
ιV˙

A∨[V˙ ]0,∞

H1(Γ, T ) // H1(PV˙ → EV˙ , Z → T )
// HomF (PV˙ , Z)
where TN is obtained from the classical Tate-Nakayama isomorphism by taking the
colimit and using Lemma 3.1.2 and Corollary 3.1.8, and the right vertical arrow is the
isomorphism of Lemma 3.3.6. For each v ∈ V˙ the following diagram commutes,
Y¯ [VF , V˙ ]0,+,tor
lv //
ιV˙

Y¯+v ,tor
ιv

H1(PV˙ → EV˙ , Z → T )
locv // H1(uv →Wv, Z → T )
where the right vertical isomorphism is from [Kal16, §4].
As an immediate consequence of this theorem, we obtain the following de-
scription of the collections of local cohomology classes that are the localization
of a given global cohomology class.
Corollary 3.7.4. We have the following commutative diagram with exact bottom row
H1(PV˙ → EV˙ , Z → T )
(locv)v // ⊕
v∈V˙
H1(uv →Wv, Z → T )
Y¯ [VF , V˙ ]0,+,tor
ιV˙
OO
(lv)v // ⊕
v∈V˙
Y¯+v ,tor
∑
//
(ιv)v
OO
Y¯
IY [tor]
The reader might wonder if there is a cohomology group that fits above the
bottom right term in the above diagram. There is indeed such a cohomology
group and it is an enlargement of H1(Γ, T (AF )/T (F )). However, since we
will not need it for the applications we have in mind, we will not discuss its
construction and properties.
Corollary 3.7.5. Let [Z → G] ∈ AwithG connected reductive and let x ∈ H1(PV˙ →
EV˙ , Z → G). Then locv(x) is the trivial element ofH
1(uv →Wv, Z → G) for almost
all v ∈ V˙ .
Proof. This follows immediately from Lemma 3.6.2, Corollary 3.7.4, and the
functoriality of localization.
The remainder of this subsection is occupied by the proofs of Theorem 3.7.3
and Corollary 3.7.4. We will use the notation Y¯ [Si,Ei , S˙i]
NEi/F
0 for the intersec-
tion of Y¯ [Si,Ei , S˙i]0 with Y¯ [Si,Ei ]
NEi/F
0 .
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Lemma 3.7.6. We have the equality
Y¯ [Si,Ei , S˙i]
NEi/F
0
IEi/FY [Si,Ei ]0
=
Y¯ [Si,Ei , S˙i]0
IY [Si,Ei ]0
[tor].
Proof. Choose an integer N that is a multiple of the exponent of Y¯ /Y . Given
any x ∈ Y¯ [Si,Ei , S˙i]
NEi/F
0 we have Nx ∈ Y [Si,Ei ]
NEi/F
0 . The Tate-Nakayama
isomorphism gives the identification
Y [Si,Ei ]
NEi/F
0
IEi/FY [Si,Ei ]0
→ H1(ΓEi/F , T (OEi)).
The group H1(ΓEi/F , T (OEi)) is finite by Lemma 3.1.9 and [NSW08, Theorem
8.3.20] and this implies the inclusion ⊂ of the equality we are proving.
For the converse inclusion, let x ∈ Y¯ [Si,Ei , S˙i]0 be such that for some N ∈
Z>0 we have Nx ∈ IEi/F [Si,Ei ]0. Then NEi/F (Nx) = 0. Since Y¯ [Si,Ei , S˙i]0 is
torsion-free this implies NEi/F (x) = 0 and the claimed equality is proved.
Lemma 3.7.7. Every element of Y¯ [Si,Ei , S˙i]0/IEi/FY [Si,Ei ]0 has a representative
supported on S˙i.
Proof. The argument is the same as in the proof of part 3 of Lemma 3.3.2. In-
deed, let y =
∑
w∈Si,Ei
yw[w] ∈ Y¯ [Si,Ei , S˙i]0. For any w ∈ Si,Ei r S˙i we have
yw ∈ Y . If yw 6= 0, then choose σ ∈ ΓEi/F with σw ∈ S˙i and choose v˙0 ∈ S˙i
with σv˙0 = v˙0. Then
y′ := y − (yw[w]− yw[v˙0]) + σ(yw[w] − yw[v˙0]) ∈ Y¯ [Si,Ei , S˙i]0
represents the same class as y modulo IEi/FY [Si,Ei ]0, but now y
′
w = 0. Per-
forming this procedure finitely many times yields y′′ that is supported on S˙i.
Proof of Corollary 3.7.4. According to the second diagram in Theorem 3.7.3 the
localization locv(x) for a given x ∈ H
1(PV˙ → EV˙ , Z → T ) is trivial for all but
finitely many v ∈ V˙ and thus the image of the total localization map (locv)v
is indeed contained in the direct sum of the local cohomology groups. The
commutativity of the above square is also immediate from Theorem 3.7.3.
We now prove the exactness of the bottom row. The fact that the composition
of the two arrows is zero follows from Lemma 3.7.7, because given an element
y =
∑
yw[w] ∈ Y¯ [Si,Ei , S˙i]
NEi/F
0 that is supported on S˙i, the image of its class
under (lv)v is represented by the collection (yv)v .
Conversely, let (yv)v∈S˙i be a collection with yv ∈ Y¯
NEi/F,v and with
∑
v yv ∈
IEi/FY . We can write this element of IEi/FY as (σ1λ1−λ1)+ · · ·+(σkλk −λk)
for some λj ∈ Y and σj ∈ ΓEi/F . For each j let vj ∈ S˙i be such that σjvj = vj
and replace yvj by yvj + λj − σjλj . The new collection (yv)v∈S˙i represents
the same element of
⊕
v∈S˙i
Y¯
NEi/F,v
IvY
as the old collection, but now
∑
v yv = 0,
which makes it evident that (yv)v is in the image of (lv)v .
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The proof of Theorem 3.7.3 will proceed in multiple steps. For each index
i, let Ti be the full subcategory of T consisting of those objects [Z → T ] for
which T splits over Ei and exp(Z) ∈ NSi . We will define a cohomology func-
torH1(PEi,S˙i → EEi,S˙i , Z → T ) from Ti to the category of finite abelian groups
and an isomorphism between this functor and the (restriction to Ti) of the func-
tor
Y¯ [Si,Ei ,S˙i]0
IEi/FY [Si,Ei ]0
[tor]. We will then construct an inflation functor H1(PEi,S˙i →
EEi,S˙i , Z → T ) → H
1(PEi+1,S˙i+1 → EEi+1,S˙i+1 , Z → T ) and show that it is
compatible with the map !. We will argue that the direct limit of H1(PEi,S˙i →
EEi,S˙i , Z → T ) is equal to H
1(PV˙ → EV˙ , Z → T ). This will establish the exis-
tence of the isomorphism ιV˙ . We will then prove its uniqueness and its com-
patibility with localization.
We now begin with the execution of this plan. In order to lighten the notation,
we will for a while forget about the fixed tower Ei of Galois extensions and
workwith an arbitrary finite Galois extensionE/F and a pair (S, S˙E) satisfying
Conditions 3.3.1. Let TE,S be the full subcategory consisting of those objects
[Z → T ] for which T splits over E and exp(Z) ∈ NS . We define a functor
TE,S → FinAbGrp, [Z → T ] 7→ H
1(PE,S˙E → EE,S˙E , Z → T )
as follows. We take any extension
1→ PE,S˙E(OS)→ EE,S˙E → ΓS → 1
corresponding to the distinguished class ξE,S˙E ∈ H
2(ΓS , PE,S˙E (OS)) discussed
in Subsection 3.3. The group EE,S˙E is profinite and acts on T (OS) via its map
to ΓS . Thus we have the group H
1(EE,S˙E , T (OS)) of cohomology classes of
continuous 1-cocycles of EE,S˙E valued in the discrete group T (OS). We de-
fine H1(PE,S˙E → EE,S˙E , Z → T ) to be the subgroup of H
1(EE,S˙E , T (OS))
comprised of those classes whose restriction to PE,S˙E (OS), which is a well-
defined ΓS-equivariant continuous homomorphism PE,S˙E (OS) → T (OS), fac-
tors through the inclusion Z(OS) → T (OS) and is an algebraic homomor-
phism. A bit more precisely, we can describe such a cohomology class as a
pair (v, h) consisting of h ∈ H1(EE,S˙E , T (OS)) and v ∈ Hom(X
∗(Z),ME,S˙E )
Γ
such that the homomorphism h|PE,S˙E
: PE,S˙E (OS) → T (OS) is determined
by the composition of v with the projection X∗(T ) → X∗(Z). The datum v is
however determined by h and thus need not be kept track of.
We have the inflation-restriction sequence
1→ H1(ΓS , T (OS))→ H
1(PE,S˙E → EE,S˙E , Z → T )→ Hom(PE,S˙E , Z)
Γ →
→ H2(ΓS , T (OS))
(3.23)
in which the last map is the composition of ΘP
E,S˙E,N
with the natural map
H2(ΓS , Z(OS)) → H
2(ΓS , T (OS)). The argument for this is the same as for
[Kal16, Lemma 3.3].
At the moment we do not know that the cohomology group H1(PE,S˙E →
EE,S˙E , Z → T ) is independent of the choice of extension EE,S˙E . This is not
a-priori clear, because the analog of Proposition 3.4.5 fails here. We will show
that nonetheless the cohomology group is independent of the particular exten-
sion, but this will be a consequence of the Tate-Nakayama-type isomorphism
and certain group-theoretic properties of H1(PE,S˙E → EE,S˙E , Z → T ) that are
implied by it.
49
In order to construct the Tate-Nakayama-type isomorphism we first fix a spe-
cific realization of the extension of ΓS by PE,S˙E corresponding to the class
ξE,S˙E . Let α3(E, S) ∈ Z
2(ΓE/F ,Hom(Z[SE ]0, O
×
E,S)) represent the Tate-class
discussed in Subsection 3.1. As in Subsection 3.2 we fix a co-final sequence
Ni ∈ NS and a system of maps ki : Maps(SE , O
×
S )/O
×
S → Maps(SE , O
×
S )/O
×
S
satisfying ki(x)
Ni = x and ki+1(x)
Ni+1/Ni = ki(x). Under the map ΨE,S,Ni :
End(ME,S˙E,Ni)
Γ → Ẑ−1(ΓE/F ,Maps(SE ,M
∨
E,S˙E,Ni
)0) of Lemma 3.3.2 the en-
domorphism id maps to the (−1)-cocycle αi that sends w ∈ SE and f ∈
ME,S˙E,Ni to f(1, w) ∈
1
Ni
Z/Z.
The class ξE,S˙E,Ni ∈ H
2(ΓS , PE,S˙E,Ni(OS)) was defined as Θ
P
E,S˙E,Ni
(id) and is
thus represented by the 2-cocycle
ξ˙E,S˙E ,Ni = dkiα3(E, S) ⊔E/F αi.
As in Subsection 3.2, we are using here the unbalanced cup product of [Kal16,
§4.3] and the pairing (3.3) provided by ΦE,S,Ni of Fact 3.2.3. This Fact also
implies that the projection map PE,S˙E ,Ni+1 → PE,S˙E ,Ni maps the 2-cocycle
ξ˙E,S˙E ,Ni+1 to the 2-cocycle ξ˙E,S˙E ,Ni . Let ξ˙E,S˙E ∈ Z
2(ΓS , PE,S˙E(OS)) be the
2-cocycle determined by the inverse system (ξ˙E,S˙E ,Ni) and let
E˙E,S˙E = PE,S˙E (OS)⊠ξ˙E,S˙E
ΓS .
This is our explicit realization of the extension EE,S˙E . Pushing out this exten-
sion along the projection PE,S˙E → PE,S˙E,Ni produces the explicit extension
E˙E,S˙E,Ni = PE,S˙E,Ni(OS)⊠ξ˙E,S˙E,Ni
ΓS , so that conversely the explicit extension
E˙E,S˙E is the inverse limit of the explicit extensions E˙E,S˙E ,Ni . We then define
H1(PE,S˙E → E˙E,S˙E , Z → T ) as described above and see that it is equal to the
direct limit of H1(PE,S˙E ,Ni → E˙E,S˙E,Ni , Z → T ).
We will now formulate the Tate-Nakayama-type isomorphism for these coho-
mology groups. Fix [Z → T ] ∈ TE,S and let T¯ = T/Z . Write Y = X∗(T ) and
Y¯ = X∗(T¯ ). Then we have the exact sequence
0→ Y → Y¯ → A∨ → 0,
which upon applying ⊗ZZ[SE ]0 becomes
0→ Y [SE ]0 → Y¯ [SE ]0 → A
∨[SE ]0 → 0.
We have Y [SE ]0 = Maps(SE , Y )0 and we have the pairing
Maps(SE , O
×
S )/O
×
S ⊗Maps(SE , Y )0 → T (OS)
defined by
f ⊗ g 7→
∏
w∈SE
f(w)g(w). (3.24)
For i >> 0 we have exp(Z)|Ni. If f ∈ Maps(SE , µNi)/µNi and g ∈ Y¯ [SE ]0,
then Ni · g ∈ Y [SE ]0 and the image of f ⊗ Nig under (3.24) belongs to Z(OS)
and equals the image of f ⊗ [g] under (3.3), where [g] ∈ A∨[SE ]0 is the image of
g.
We have the subgroup A∨[S˙E ]0 ⊂ A
∨[SE ]0. It is not ΓE/F -equivariant, but we
will make use of the slightly abusive notation A∨[S˙E ]
NE/F
0 = A
∨[SE ]
NE/F
0 ∩
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A∨[S˙E ]0 to save space. This abelian group is in bijection with Hom(PE,S˙E , Z)
Γ
via the mapΨE,S of Lemma 3.3.2. Let Y¯ [SE , S˙E ]0 be the preimage in Y¯ [SE ]0 of
A∨[S˙E ]0. We set Y¯ [SE , S˙E ]
NE/F
0 = Y¯ [SE ]
NE/F
0 ∩ Y¯ [SE , S˙E ]0.
Proposition 3.7.8. 1. Given Λ¯ ∈ Y¯ [SE , S˙E ]
NE/F
0 and i >> 0 so that exp(Z)|Ni,
the assignment
zΛ¯,i : E˙E,S˙E,Ni → T (OS), x⊠σ 7→ Ψ
−1
E,S,Ni
([Λ¯])(x)·(kiα3(E, S)⊔E/FNiΛ¯)
belongs to Z1(PE,S˙E ,Ni → E˙E,S˙E,Ni , Z → T ). Here we have used the unbal-
anced cup product with respect to the pairing (3.24).
2. The composition of zΛ¯,i with the projection EE,S˙E ,Ni+1 → EE,S˙E,Ni is equal to
zΛ¯,i+1. Thus we obtain a well-defined zΛ¯ ∈ Z
1(PE,S˙E → E˙E,S˙E , Z → T ).
3. The assignment Λ¯ 7→ zΛ¯ establishes an isomorphism
ι˙E,S˙E :
Y¯ [SE , S˙E ]
NE/F
0
IE/FY [SE ]0
→ H1(PE,S˙E → E˙E,S˙E , Z → T )
that is functorial in [Z → T ] ∈ TE,S and fits into the diagram
1

1

Ĥ−1(ΓE/F , Y [SE ]0)
′′TN ′′ //

H1(ΓS , T (OS))

Y¯ [SE ,S˙E]
NE/F
0
IE/F Y [SE ]0
ι˙E,S˙E //

H1(PE,S˙E → E˙E,S˙E , Z → T )

A∨[S˙E ]
NE/F

Ψ−1E,S // Hom(PE,S˙E , Z)
Γ

Ĥ0(ΓE/F , Y [SE ]0)
′′−TN ′′ // H2(ΓS , T (OS))
Proof. For the first point it is enough to show that zΛ¯,i ∈ Z
1(E˙E,S˙E,Ni , T (OS)),
because the defining formula makes it obvious that the restriction of zΛ¯,i to
PE,S˙E ,Ni takes values in Z(OS). A direct computation shows that the differen-
tial is given by
dzΛ¯,i(x⊠σ, y⊠τ) = Ψ
−1
E,S,Ni
([Λ¯])(ξ˙E,S˙E ,Ni(σ, τ))
−1·d(kiα3(E, S)⊔E/FNiΛ¯)(σ, τ).
By [Kal16, Fact 4.3] we have d(kiα3(E, S) ⊔E/F NiΛ¯) = dkiα3(E, S) ⊔E/F NiΛ¯.
This 2-cocycle takes values in Z(OS) and is equal to Ψ
−1
E,S,Ni
([Λ¯])(ξ˙E,S˙E ,Ni).
The second point follows from the compatibility of the maps ΨE,S,Ni with the
projections in the system PE,S˙E,Ni , which is part 2 of Lemma 3.3.2, as well as
from the fact that ki+1(x)
Ni+1/Ni = ki(x).
We now come to the third point. It is clear from the definition that Λ¯ 7→ zΛ¯ is
a functorial homomorphism Y¯ [SE , S˙E ]
NE/F
0 → H
1(PE,S˙E → E˙E,S˙E , Z → T ).
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If Λ¯ ∈ Y [SE ]
NE/F
0 , then [Λ¯] = 0 and kiα3(E, S) ⊗ NiΛ¯ = α3(E, S) ⊗ Λ¯. Thus
zΛ¯,i = α3(E, S) ∪ Λ¯. This implies that Λ¯ 7→ zΛ¯ kills IE/FY [SE ]0 and moreover
that the top square in the above diagram commutes. The commutativity of the
second square is immediate from the formula defining zΛ¯,i. The commutativity
of the third square follows from the commutativity of Diagram (3.4). The five-
lemma now implies that ι˙E,S˙E is an isomorphism.
Now let EE,S˙E again be any extension corresponding to the class ξE,S˙E . We
want to argue that the groupH1(PE,S˙E → EE,S˙E , Z → T ) is independent of the
choice of EE,S˙E . There is an isomorphism of extensions EE,S˙E → E˙E,S˙E . This
isomorphism is not unique – the set of PE,S˙E (OS)-conjugacy classes of such
isomorphisms is a torsor under the finite abelian group H1(ΓS , PE,S˙E (OS)).
Choosing any such isomorphism of extensions we obtain an isomorphism of
cohomology groups
H1(PE,S˙E → E˙E,S˙E , Z → T )→ H
1(PE,S˙E → EE,S˙E , Z → T )
that is functorial in [Z → T ] ∈ TE,S and is moreover compatible with the in-
clusion of H1(ΓS , T (OS)) into both groups as well as with the maps from both
groups to Hom(PE,S˙E , Z)
Γ. We will argue that there is at most one isomor-
phism with these properties. For this, the following consequence of Proposi-
tion 3.7.8 will be crucial.
Lemma 3.7.9. The group lim
−→Z
H1(PE,S˙E → EE,S˙E , Z → T ), where Z runs over all
finite subgroups of T defined over F and satisfying exp(Z) ∈ NS , is NS-divisible.
Proof. Choosing any isomorphism of extensions EE,S˙E → E˙E,S˙E and applying
Proposition 3.7.8 we see that the claim is equivalent to the NS-divisibility of
lim
−→
Z
Y¯ [SE , S˙E ]
NE/F
0
IE/FY [SE ]0
.
The colimit can be taken with respect to any co-final sequence Zi of finite
subgroups of T with exp(Zi) ∈ NS . Such a sequence is obtained by setting
X¯i = NiX . Then Y¯i = HomZ(Xi,Z) =
1
Ni
Y . The above direct limit is thus
(S−1Q Y )[SE , S˙E ]
NE/F
0
IE/FY [SE ]0
,
where S−1Q Y = Y ⊗ZZ[S
−1
Q ] is the localization of Y as SQ. According to Lemma
3.7.7 the map
(S−1Q Y )[S˙E ]
NE/F
0 →
(S−1Q Y )[SE , S˙E]
NE/F
0
IE/FY [SE ]0
is surjective. Since S−1Q Y is NS-divisible and torsion-free, (S
−1
Q Y )[S˙E ]
NE/F
0 is
also NS-divisible and the proof is complete.
Lemma 3.7.10. Fix a set of places S of Q, finite or infinite. For i = 1, 2 let ∆i1 be
a functor assigning to each torus T defined over F and split over E an abelian group
∆i1(T ). Let ∆
i
3 be a functor assigning to each finite multiplicative group Z defined
over F and split over E, with exp(Z) ∈ NS , an abelian group ∆
i
3(Z). Let ∆
i
2 be a
functor assigning to each [Z → T ] ∈ TE,S an abelian group ∆
i
2(Z → T ). Assume
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that for Z ⊂ Z ′ the map ∆i2(Z → T ) → ∆
i
2(Z
′ → T ) is injective. Assume further
that we have a functorial in [Z → T ] exact sequence
0→ ∆i1(T )→ ∆
i
2(Z → T )→ ∆
i
3(Z).
Finally, assume that for each T the abelian group ∆21(T ) admits a homomorphism
to a direct sum of finite abelian groups with finite kernel, that lim
−→Z
∆12(Z → T ) is
NS-divisible, and that∆
1
3(Z) is NS-torsion.
If ∆11(T )→ ∆
2
1(T ) and ∆
1
3(Z)→ ∆
2
3(Z) are fixed functorial homomorphisms, there
exists at most one functorial homomorphism∆12(Z → T )→ ∆
2
2(Z → T ) fitting into
the commutative diagram
0 // ∆11(T ) //

∆12(Z → T ) //

∆13(Z)

0 // ∆21(T ) // ∆
2
2(Z → T )
// ∆23(Z)
Proof. Let f
(j)
[Z→T ] : ∆
1
2(Z → T ) → ∆
2
2([Z → T ]) for j = 1, 2 be two functorial
homomorphisms fitting into the above commutative diagram. Fix a torus T
defined over F and split over E and let Zk be an exhaustive sequence of finite
subgroups of T defined over F and split overE with exp(Zk) ∈ NS . For i = 1, 2
wewrite∆i2(T ) = lim−→k
∆i2(Zk → T ) and∆
i
3(T ) = lim−→k
∆i3(Zk). We obtain from
f
(j)
[Z→T ] the homomorphisms f
(j)
T : ∆
1
2(T ) → ∆
2
2(T ). Due to the injectivity of
∆i2(Z → T )→ ∆
i
2(T ), it is enough to prove f
(1)
T = f
(2)
T .
By assumption ∆12(T ) is NS-divisible and ∆
1
3(T ) is NS-torsion. The exactness
of lim
−→
gives us the commutative diagram with exact rows
1 // ∆11(T ) //

∆12(T ) //
f
(2)
T

f
(1)
T

∆13(T )

0 // ∆21(T ) // ∆
2
2(T ) // ∆
2
3(T )
Let Q ⊂ ∆13(T ) be the image of ∆
1
2(T ). Then Q is both NS-divisible and NS-
torsion. The difference δT = f
(2)
T − f
(1)
T ∈ Hom(∆
1
2(T ),∆
2
2(T )) is a homomor-
phism δT : Q→ ∆
2
1(T ). By assumption we have the exact sequence
0→ F0 → ∆
2
1(T )→
⊕
l∈L
Fl
for some finite abelian groups F0 and Fl, l ∈ L. The projection of δT (Q) ⊂
∆21(T ) to any factor Fl is a finite NS-divisible and NS-torsion group, hence triv-
ial. Thus δT (Q) is a subgroup of F0, but then it must be trivial by the same
argument.
As a first application of this general statement, we obtain.
Corollary 3.7.11. The group H1(PE,S˙E → EE,S˙E , Z → T ) is independent of the
choice of extension EE,S˙E up to a unique isomorphism. It comes equipped with a
canonical functorial isomorphism ιE,S˙E to the group
Y¯ [SE , S˙E ]
NE/F
0
IE/FY [SE ]0
that fits into the commutative diagram of Proposition 3.7.8.
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Proof. First we apply Lemma 3.7.10 with ∆12 = H
1(PE,S˙E → E˙E,S˙E) and ∆
2
2 =
H1(PE,S˙E → EE,S˙E). We know that any isomorphism of extensions EE,S˙E →
E˙E,S˙E provides an isomorphism ∆
1
2 → ∆
2
2 as in the statement of this lemma.
The assumptions of the Lemma are verified by Lemma 3.7.9 and the finiteness
ofH1(ΓS , T (OS)). The lemma then guarantees that the isomorphism is unique,
i.e. independent of the choice of isomorphism of extensions EE,S˙E → E˙E,S˙E .
Next recall that in order to construct the explicit extension E˙E,S˙E and the iso-
morphism ι˙E,S˙E of Proposition 3.7.8 we had to choose the cocycle α3(E, S)
representing the Tate-class as well as the sequencesNi and ki. Say that we now
made different choices for these and obtained an explicit extension E¨E,S˙E and
isomorphism ι¨E,S˙E . In order to complete the proof wemust show that the com-
position ι˙−1
E,S˙E
◦ ι¨E,S˙E coincides with the canonical isomorphism H
1(PE,S˙E →
E˙E,S˙E) → H
1(PE,S˙E → E¨E,S˙E ) established in the above paragraph. This how-
ever is another application of Lemma 3.7.10.
We will now study how the group H1(PE,S˙E → EE,S˙E , Z → T ) changes when
we enlarge E and S. Let K/F be a finite Galois extension containing E. Let
(S′, S˙′K) be a pair satisfying Conditions 3.3.1 with respect to K/F . Assume
further that S ⊂ S′ and S˙E ⊂ (S˙
′
K)E . Consider any extension EK,S˙′K
corre-
sponding to the class ξK,S˙′K
∈ H2(ΓS′ , PK,S˙′K
(OS′)) as well as any extension
EE,S˙E corresponding to the class ξE,S˙E . Given [Z → T ] ∈ TE,S we construct an
inflation map
Inf : H1(PE,S˙E → EE,S˙E , Z → T )→ H
1(PK,S˙′K
→ EK,S˙′K
, Z → T ) (3.25)
as follows.
Take 1 to be the pull-back of EE,S˙E along the projection ΓS′ → ΓS , then take
2 to be the push-out of 1 along the inclusion PE,S˙E (OS)→ PE,S˙E (OS′), and
finally choose a homomorphism of extensions EK,S˙′K
→ 2. The latter exists
by Lemma 3.3.5. This results in the commutative diagram
1 // PK,S′K (OS′)
//

EK,S˙′K
//

ΓS′ // 1
1 // PE,S˙E (OS′)
// 2 // ΓS′ // 1
1 // PE,S˙E (OS)
OO
// 1 //

OO
ΓS′ //

1
1 // PE,S˙E (OS)
// EE,S˙E
// ΓS // 1
(3.26)
where the dotted arrow is the onewe chose. Given z ∈ Z1(PE,S˙E → EE,S˙E , Z →
T ), let φ ∈ Hom(PE,S˙E , Z)
Γ be its image. We compose z with the map 1 →
EE,S˙E and with the inclusion T (OS) → T (OS′) to obtain a 1-cocycle z1 : 1 →
T (OS′). It’s restriction to PE,S˙E (OS) is still given by φ. Now φ determines a
homomorphism PE,S˙E (OS′) → Z(OS′) → T (OS′), which glues with z1 to a
1-cocycle z2 : 2 → T (OS′). We then compose z2 with the homomorphism
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EK,S˙′K
→ 2 to obtain zK ∈ Z
1(PK,S˙′K
→ EK,S˙′K
, Z → T ). The assignment
z 7→ zK provides a functorial in [Z → T ] ∈ TE,S homomorphism
Z1(PE,S˙E → EE,S˙E , Z → T )→ Z
1(PK,S˙′K
→ EK,S˙′K
, Z → T )
which respects coboundaries. The corresponding homomorphism on the level
of cohomology gives (3.25). We also have the homomorphism
! :
Y¯ [SE , S˙E ]
NE/F
0
IE/FY [SE ]0
→
Y¯ [S′K , S˙
′
K ]
NK/F
0
IK/FY [S
′
K ]0
discussed in Lemma 3.7.1.
Proposition 3.7.12. The inflation map (3.25) is independent of the choice of dotted
arrow in Diagram (3.26). It is injective, functorial in [Z → T ] ∈ TE,S , and fits into
the following commutative diagrams
H1(PE,S˙E → EE,S˙E , Z → T )
Inf // H1(PK,S˙′K
→ EK,S˙′K
, Z → T )
Y¯ [SE,S˙E ]
NE/F
0
IE/FY [SE]0
ιE,S˙E
OO
! // Y¯ [S
′
K ,S˙
′
K ]
NK/F
0
IK/FY [S
′
K ]0
ιK,S˙′
K
OO
and
1

1

H1(ΓS , T (OS))
Inf //

H1(ΓS′ , T (OS′))

H1(PE,S˙E → EE,S˙E , Z → T )

Inf // H1(PK,S˙′K
→ EK,S˙′K
, Z → T )

Hom(PE,S˙E , Z)
Γ // Hom(PK,S˙′K
, Z)Γ
Proof. The commutativity of the second of the two diagrams is obvious from
the construction of the inflation map. That this map is injective follows from
the five-lemma, Lemma 3.1.10, and the surjectivity of PK,S˙′K
→ PE,S˙E .
We will now apply Lemma 3.7.10 to show that (3.25) does not depend on the
choice of dotted arrow in Diagram (3.26), and also that the first diagram in the
statement of the proposition commutes. For this we take∆12 to beH
1(PE,S˙E →
EE,S˙E) and take ∆
2
2 to be the restriction to TE,S of H
1(PK,S˙′K
→ EK,S˙′K
). We
take as f1 the map (3.25) constructed using one choice of dotted arrow, as f2
the map (3.25) constructed using another choice of dotted arrow, and as f3 the
composition ιK,S˙′K
◦! ◦ ι−1
E,S˙E
. Then Lemma 3.7.10 implies that f1 = f2 = f3.
We now recall the exhaustive tower Ei of finite Galois extensions of F and
the exhaustive tower Si of finite full subsets of VF . Each Si was paired with
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S˙i ⊂ Si,Ei such that (Si, S˙i) satisfies Conditions 3.3.1 with respect to Ei/F and
moreover S˙i ⊂ S˙i+1,Ei . We will now show that
H1(PV˙ → EV˙ , Z → T ) = lim−→
i
H1(PE,S˙E → EE,S˙E , Z → T ), (3.27)
the colimit being taken with respect to (3.25). In order to do this, we first define
inflation maps
Inf : H1(PEi,S˙i → EEi,S˙i , Z → T )→ H
1(PV˙ → EV˙ , Z → T ) (3.28)
functorial in TEi,Si in a manner analogous to the definition of (3.25). Namely,
we consider the diagram
1 // PV˙ (F )
//

EV˙
//

Γ // 1
1 // PEi,S˙i(F )
// 2 // Γ // 1
1 // PEi,S˙i(OSi)
OO
// 1 //

OO
Γ //

1
1 // PEi,S˙i(OSi)
// EEi,S˙i
// ΓSi // 1
(3.29)
analogous to (3.26) and use the same procedure to produce the inflation map
(3.28).
Proposition 3.7.13. The maps (3.28) splice together to an isomorphism
lim
−→
i
H1(PEi,S˙i → EEi,S˙i , Z → T )→ H
1(PV˙ → EV˙ , Z → T )
of functors T → AbGrp that is independent of any choices.
Proof. Step 1: We argue that (3.28) is injective and independent of the choice of
dotted arrow in Diagram (3.29). For injectivity, note if the class of z maps to
zero, then already z|PV˙ = 0 due to the surjectivity of PV˙ → PE,S˙i . In other
words z is inflated from Z1(ΓSi , T (OSi)) and the image in Z
1(PV˙ → EV˙ , Z →
T ) under the inflation map just defined is inflated from Z1(Γ, T (F )). But the
inflation mapH1(ΓSi , T (OSi))→ H
1(Γ, T (F )) is injective according to Lemma
3.1.10. The independence of (3.28) from the choice of dotted arrow follows from
Lemma 3.7.10 applied to∆12 = H
1(PE,S˙E → EE,S˙E) and ∆
2
2 = H
1(PV˙ → EV˙ ).
Step 2: For j > i the diagram
H1(PEi,S˙i → EEi,S˙i , Z → T )
**❱❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱
❱❱

H1(PV˙ → EV˙ , Z → T )
H1(PEj ,S˙j → EEj,S˙j , Z → T )
44✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐✐
56
commutes. Here the vertical arrow is the inflation map (3.25), while the diago-
nal arrows are (3.28). This follows immediately from Lemma 3.7.10.
Step 3: Combining Steps 1,2 we obtain the homomorphism stated in the propo-
sition and we already know that it is functorial, injective, and independent of
choices. We will now argue that it is surjective.
For this, consider the following diagram for an arbitrary index i
1 // H1(ΓSi , T (OSi)) //

H1(PEi,S˙i → EEi,S˙i , Z → T )
//

Hom(PEi,S˙i , Z)
Γ //

H2(ΓSi , T (OSi))

1 // H1(Γ, T (F )) // H1(PV˙ → EV˙ , Z → T )
// Hom(PV˙ , Z)
Γ // H2(Γ, T (F ))
Taking the direct limit over all i preserves the exactness of the top row, the first
and fourth vertical maps stay injective by Lemma 3.1.10 and become surjective,
and so also does the third vertical map. The five-lemma implies that the second
vertical map is an isomorphism.
The proof of Theorem 3.7.3 is almost complete. We have established the exis-
tence of the functorial isomorphism ιV˙ and the commutativity of the first dia-
gram. The uniqueness of ιV˙ follows immediately from Lemma 3.7.10 applied
to ∆12 = Y¯ [VF , V˙ ]0,+,tor and ∆
2
2 = H
1(PV˙ → EV˙ ). In this case the set S in the
Lemma is the set of all places of Q. The commutativity of the second diagram
in the statement of the Theorem is another immediate application of Lemma
3.7.10. This time we take ∆12 = H
1(PV˙ → EV˙ ) and ∆
2
2 = H
1(uv → Wv) and
compare the two functorial homomorphisms locv and ιv ◦ lv ◦ ι
−1
V˙
. The theorem
is now proved.
3.8 Duality for connected reductive groups
In this subsection we are going to extend the duality results of the previous
subsection to the case of connected reductive groups. Let R ⊂ A be the full
subcategory consisting of those [Z → G] for which G is connected and reduc-
tive. In [Kal16, §3.4] we defined in the setting of a local field F a quotient
H1ab(u→W,Z → G) of the set H
1(u→W,Z → G). The same definition works
in the context of a global field F . Namely, on the set H1(PV˙ → EV˙ , Z → G) we
impose the following equivalence relation. Let z1, z2 ∈ Z
1(PV˙ → EV˙ , Z → G).
Let G1 be the twist of G by the image of z1 in Z
1(Γ, Gad). Tautologically we
have z2 · z
−1
1 ∈ Z
1(PV˙ → EV˙ , Z → G
1) and we declare the classes of z1
and z2 equivalent if z2 · z
−1
1 belongs to the image of Z
1(Γ, G1sc). We denote
byH1ab(PV˙ → EV˙ , Z → G) the set of equivalence classes under this equivalence
relation. In this way we obtain a functor
R→ Sets, [Z → G] 7→ H1ab(PV˙ → EV˙ , Z → G)
and a functorial surjective map H1(PV˙ → EV˙ )→ H
1
ab(PV˙ → EV˙ ). The localiza-
tion map (3.19) descends to a map locv : H
1
ab(PV˙ → EV˙ )→ H
1
ab(uv →Wv).
Next we extend the functor Y¯ [VF , V˙ ]0,+,tor from T to R by following the con-
structions of [Kal16, §4.1]. Let T1, T2 ⊂ G be two maximal tori defined over
F . Write Y¯i = X∗(Ti/Z) and Q
∨
i = X∗(Ti,sc). According to [Kal16, Lemma 4.2]
any g ∈ G(F )with Ad(g)T1 = T2 provides the same (and hence Γ-equivariant)
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isomorphism Ad(g) : Y¯1/Q
∨
1 → Y¯2/Q
∨
2 . Let E/F be a finite Galois extension
splitting T1 and T2 and (SE , S˙E) a pair satisfying Conditions 3.3.1. Writing
Y¯1/Q
∨
1 [SE , S˙E ]
NE/F
0 for the subgroup of Y1/Q
∨
1 [SE ]
NE/F
0 consisting of functions
whose value at w ∈ SE r S˙E lies in Y1/Q
∨
1 we obtain from Ad(g) an isomor-
phism
Y¯1/Q
∨
1 [SE , S˙E ]
NE/F
0
IE/F (Y1/Q
∨
1 [SE ]0)
→
Y¯2/Q
∨
2 [SE , S˙E ]
NE/F
0
IE/F (Y2/Q
∨
2 [SE ]0)
. (3.30)
We let the value of the functor Y¯ [VF , V˙ ]0,+,tor at [Z → G] be given by the colimit
of
Y¯ /Q∨[Si,Ei , S˙i]
NEi/F
0
IEi/F (Y/Q
∨[Si,Ei ]0)
,
where i runs over the set of natural numbers, with the transition map i 7→ i+1
given by the map ! of Lemma 3.7.1, and where T ⊂ G runs over all maximal
tori of G, with the transition maps between two maximal tori given by the
isomorphism (3.30).
The map lv : Y¯ [VF , V˙ ]0,+,tor → Y¯+v ,tor extends to a map of functors R → Sets
by the same formula.
There is a related but simpler functor, which we shall call Y¯+,tor. Its definition
mimics that of the local functor Y¯+v ,tor. Its value at [Z → G] is defined as the
colimit of
Y¯ /Q∨
I(Y/Q∨)
[tor]
over all maximal tori T ⊂ G, where the transition maps are again induced by
Ad(g).
Theorem 3.8.1. The isomorphism ιV˙ of Theorem 3.7.3 extends to an isomorphism
ιV˙ : Y¯ [VF , V˙ ]0,+,tor → H
1
ab(PV˙ → EV˙ )
of functors R → Sets. We have the commutative diagram of sets with exact bottom
row
H1ab(PV˙ → EV˙ , Z → G)
(locv)v // ∐
v∈V˙
H1ab(uv →Wv, Z → G)
Y¯ [VF , V˙ ]0,+,tor(Z → G)
ιV˙
OO
(lv)v // ⊕
v∈V˙
Y¯+v ,tor(Z → G)
∑
//
(ιv)v
OO
Y¯+,tor(Z → G)
We have used
∐
to denote the subset of the direct product of pointed sets
consisting of those elements almost all of whose coordinates are trivial. The
bottom row is in fact an exact sequence of abelian groups.
Corollary 3.8.2. The image of
H1(PV˙ → EV˙ , Z → G)
(locv)v
−→
∐
v∈V˙
H1(uv →Wv, Z → G)
consists precisely of those elements which map trivially under∐
v∈V˙
H1(uv →Wv, Z → G)→
∐
v∈V˙
H1ab(uv →Wv, Z → G)
→
⊕
v∈V˙
Y¯+v,tor(Z → G)→ Y¯+,tor(Z → G)
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Proof. It is clear that the image of the first map is contained in the kernel of
the second. Conversely, let (xv) ∈
∐
v∈V˙ H
1(uv → Wv, Z → G) belong to the
kernel of the second map. Denote by (x¯v) ∈
∐
v∈V˙ H
1
ab(uv → Wv, Z → G) its
image. By Theorem 3.8.1 there exists x¯ ∈ H1ab(PV˙ → EV˙ , Z → G) mapping
to (x¯v)v . Let x
1 ∈ H1(PV˙ → EV˙ , Z → G) be an arbitrary lift of x and let
(x1v)v ∈
∐
v∈V˙ H
1(uv → Wv, Z → G) be its image. Then for each v ∈ V˙ ,
δv := xv · (x
1
v)
−1 lifts to an element of H1(Γv, G
1
sc), where G
1 is the twist of G
by x1. By work of Kneser, Harder, and Chernousov, [PR94, §6.1, Thm 6.6] the
localization map
H1(Γ, G1sc)→
∏
v∈V˙
H1(Γv, G
1
sc)
is bijective, so there exists (a unique) δ ∈ H1(Γ, G1sc)whose localization is equal
to (δv)v . Then x := δ ·x
1 ∈ H1(PV˙ → EV˙ , Z → G) has the desired localizations.
Proof of Theorem 3.8.1. Let T ⊂ G be a maximal torus. Consider the map
Y¯ [VF , V˙ ]0,+,tor(Z → T )→ H
1(PV˙ → EV˙ , Z → T )→ H
1
ab(PV˙ → EV˙ , Z → G).
We claim that the fibers of this map are torsors for the image of
Y [VF ]0,Γ,tor(Tsc)→ Y¯ [VF , V˙ ]0,+,tor(Z → T ).
By the usual twisting argument it is enough to consider the fiber over the trivial
element. Let x ∈ H1(PV˙ → EV˙ , Z → T )map to the trivial element inH
1
ab(PV˙ →
EV˙ , Z → G). Then the image of x inH
1(PV˙ → EV˙ , Z → G) is equal to the image
of a class fromH1(Γ, Gsc). In particular, the restriction of x to PV˙ is trivial, thus
x is inflated from H1(Γ, T ). The crossed modules Tsc → T and Gsc → G are
quasi-isomorphic, which implies that x lifts to a class xsc ∈ H
1(Γ, Tsc). This
proves the claim.
The claim implies that we have an injective map
cok(Y [VF ]0,Γ,tor(Tsc)→ Y¯ [VF , V˙ ]0,+,tor(Z → T ))→ H
1
ab(PV˙ → EV˙ , Z → G).
To understand the source of this map we consider the exact sequence
Q∨[SE ]
N
0
IQ∨[SE ]0
→
Y¯ [SE , S˙E ]
N
0
IY [SE ]0
→
Y¯ /Q∨[SE , S˙E ]
N
0
I(Y/Q∨[SE ]0)
→
Q∨[SE ]
Γ
0
N(Q∨[SE ]0)
. (3.31)
Here the subscript N signifies the kernel of the norm map NE/F , I stands for
the augmentation ideal in Z[ΓE/F ], and the last map is given by taking a rep-
resentative x ∈ Y¯ [SE , S˙E]0 and mapping it to N(x) ∈ Q
∨[SE ]
Γ
0 . Taking the
colimit as E traverses the sequence Ei, the first term becomes Y [VF ]0,Γ,tor(Tsc),
the second term becomes Y¯ [VF , V˙ ]0,+,tor(Z → T ), and the third term becomes
a subset of Y¯ [VF , V˙ ]0,+,tor(Z → G). Thus the above cokernel is equal to the im-
age of Y¯ [VF , V˙ ]0,+,tor(Z → T ) in Y¯ [VF , V˙ ]0,+,tor(Z → G) and we have obtained
an injective map
im(Y¯ [VF , V˙ ]0,+,tor(Z → T )→ Y¯ [VF , V˙ ]0,+,tor(Z → G))

H1ab(PV˙ → EV˙ , Z → G)
(3.32)
We will now show the following:
59
1. Every two elements of Y¯ [VF , V˙ ]0,+,tor(Z → G) belong to the image of
Y¯ [VF , V˙ ]0,+,tor(Z → T ) for some T ⊂ G.
2. If xi ∈ Y¯ [VF , V˙ ]0,+,tor(Z → Ti) for i = 1, 2 map to the same element in
Y¯ [VF , V˙ ]0,+,tor(Z → G), then ιV˙ (xi) ∈ H
1(PV˙ → EV˙ , Z → Ti)map to the
same element inH1ab(PV˙ → EV˙ , Z → G)
These two points imply that the maps (3.32) splice together to an injective map
ιV˙ : Y¯ [VF , V˙ ]0,+,tor(Z → G)→ H
1
ab(PV˙ → EV˙ , Z → G)
which is also surjective according to Lemma 3.6.2. By construction, this map
is functorial for maps of the form [Z → T ] → [Z → G], where T ⊂ G is any
maximal torus. Its general functoriality follows from the functoriality of ιV˙ on
the category T . The commutativity of the square in the diagram follows from
the functoriality of ιV˙ and Corollary 3.7.4. The exactness of the bottom row
is proved by the same argument as the exactness of the bottom row in that
corollary. The proof of the theoremwill be complete once the above two points
are shown.
To show the first point, let x1, x2 ∈ Y¯ [VF , V˙ ]0,+,tor(Z → G). This set is defined
as a double colimit, but in one direction the transition maps are isomorphisms,
while in the other direction the system is indexed by natural numbers. Thus
there exists an object in this system which gives rise to both x1 and x2. This
object is of the form
Y¯ /Q∨[Si,Ei , S˙i]
NEi/F
0
IEi/F (Y/Q
∨[Si,Ei ]0)
,
for some i and some maximal torus T ⊂ G split by Ei/F . Let T
′ be a max-
imal torus of G that is fundamental [Kot86, §10] at each place v ∈ Si as well
as at at least one non-archimedean place, in case Si only contains archimedean
places. Such a torus exists by [PR94, §7.1,Cor. 3]. Let j > i be such that Ej/F
splits T ′. We map x1 and x2 into the above displayed quotient, but with i re-
placed by j and with T replaced by T ′. To prove the first point it is enough
to show that both x1 and x2 belong to the image of the middle map in the ex-
act sequence (3.31). For this we must show that their image under the third
map is zero. By construction, the localization at each v ∈ S˙j of this image is
zero: For v ∈ S˙j lying away from S˙i the localization is zero because x1 and
x2 are not supported on v, and for v ∈ S˙j lying over S˙i the localization is an
element of Ĥ0(ΓEj/F,v, Q
∨) = H2(ΓEj/F,v, T
′
sc(Ej,v)) ⊂ H
2(Γv, T
′
sc), which is
trivial by [Kot86, Lemma 10.4]. Thus the images of x1 and x2 are locally every-
where trivial elements of Ĥ0(ΓEj/F , Q
∨[SEj ]0). But this group is isomorphic
to H2(ΓEj/F , T
′
sc(OEj ,Sj )), which by Lemma 3.1.10 is a subgroup of H
2(Γ, T ′).
According to [PR94, §6.3,Prop. 6.12] the latter has no non-trivial but every-
where trivial elements. This completes the proof of the first point.
To prove the second point, choose j so that Ej splits Ti, exp(Z) ∈ NSj , and
xi comes from Λi ∈ Y¯i[Sj,Ej , S˙j ]
NEj/F
0 , where Y¯i = X∗(Ti/Z). We will use the
explicit construction of ι˙Ej ,S˙j of Proposition 3.7.8. For this we fix a Tate-cocycle
α3(Ej , Sj) ∈ Z
2(ΓEj/F ,Hom(Z[Sj,Ej ]0, O
×
Ej ,Sj
)), let N ∈ NSj be a multiple of
exp(Z), and let k : O×Sj → O
×
Sj
be an N -th root function. This data leads to the
explicit extension E˙Ej ,S˙j,N and to the elements of Z
1(PEj ,S˙j ,N → E˙Ej,S˙j ,N , Z →
Ti) defined by
zΛ¯i,N : E˙Ej ,Sj,N → Ti(OSj ), x⊠σ 7→ Ψ
−1
Ej ,Sj,N
([Λ¯i])(x)·(kα3(Ej , S)⊔Ej/FN Λ¯i).
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We inflate each zΛ¯i,N to an element zΛ¯i of Z
1(PEj ,S˙j → E˙Ej,S˙j , Z → Ti) via
the projection E˙Ej,Sj → E˙Ej,Sj ,N . We then choose a diagram (3.29) and obtain
elements zΛ¯i of Z
1(PV˙ → EV˙ , Z → Ti) whose classes represent ιV˙ (xi). We
compose zΛ¯i with the inclusion Ti → G and want to show that zΛ¯2 · (zΛ¯1)
−1 ∈
Z1(PV˙ → EV˙ , Z → G
1) lifts to Z1(Γ, G1sc). Since we are using the same di-
agram (3.29) for both zΛ¯i , it will be enough to show this for the elements of
Z1(PEj ,S˙j → 2, Z → Ti) whose composition with EV˙ → 2 is equal to
zΛ¯i . Let us reuse the notation zΛ¯i for these elements. The explicit extension
E˙Ej,Sj has the form PEj ,S˙j (OSj ) ⊠ ΓSj and so we have 2 = PEj ,Sj (F ) ⊠ Γ.
The elements zΛ¯i are given by the same explicit formula as zΛ¯i,N . The images
[Λ¯i] ∈ Hom(A,MEj ,Sj ,N)
Γ = A∨[Sj,Ej ]
NEj/F
0 of Λi are equal and we see
[zΛ¯2 ·(zΛ¯1)
−1](x⊠σ) = (kα3(Ej , S)⊔Ej/FN Λ¯2)(σ)(kα3(Ej , S)⊔Ej/FN Λ¯1)(σ)
−1.
Thus zΛ¯2 · (zΛ¯1)
−1 is inflated from an element of Z1(Γ, G1). We now show that
this element comes from Z1(Γ, G1sc). By assumption there exists g ∈ G(F ) and
M ∈ Q∨2 [Sj,Ej ]0 such that Ad(g)Λ¯1 = Λ¯2 + M . We have the ΓEj/F -invariant
decomposition Yi ⊗ Q = P
∨
i ⊗ Q ⊕ Q
⊥
i ⊗ Q, where P
∨
i = X∗(Ti,ad) and
Qi = X
∗(Ti,ad). It is realized by the projection Yi → P
∨
i given by interpreting
elements of Yi as linear forms on X
∗(Ti) and restricting them to Qi. We write
Λ¯i = pi + ri according to this decomposition. We then have p2 = Ad(g)p1 +M
and r2 = Ad(g)r1. We enlarge N if necessary so that Npi ∈ Q
∨
i and Nri ∈ Q
⊥
i ,
where Q∨i = X∗(Ti,sc). The inclusions Z(G)
◦ → Ti give the identifications
X∗(Z(G)
◦)→ Q⊥i . It follows that the contributions of r1 and r2 to zΛ¯2 · (zΛ¯1)
−1
cancel out and we are left with
[zΛ¯2 ·(zΛ¯1)
−1](x⊠σ) = (kα3(Ej , S) ⊔Ej/F Np2)︸ ︷︷ ︸
c2
(σ) (kα3(Ej , S) ⊔Ej/F Np1)︸ ︷︷ ︸
c1
(σ)−1.
We have ci ∈ C
1(Γ, Ti,sc). The right-hand side is thus a 1-cochain of Γ valued
in Gsc and we want to argue that it is a 1-cocycle for the twisted group G
1
sc. Its
differential is given by
[c2(σ)c1(σ)
−1][c1(σ) ·
σc2(τ) ·
σc1(τ)
−1 · c1(σ)
−1][c2(στ)c1(στ)
−1]−1.
Opening brackets, using the commutativity of T1,sc and rearranging, this is
equal to
c2(σ) ·
σc2(τ) · dc1(σ, τ)
−1 · c2(στ)
−1.
The image of c1 in C
1(Γ, T1,ad) is equal to the image of zΛ¯1 there and is thus a
1-cocycle, hence dc1 ∈ Z
2(Γ, Z(Gsc)). This allows us to rearrange once more
and obtain
dc2(σ, τ) · dc1(σ, τ)
−1.
SinceNpi ∈ [Q
∨
i ]
NEj/F we conclude from [Kal16, Fact 4.3] that dci = dkα3(Ej , S)∪
Npi. The inclusions Z(Gsc) → Ti,sc provide the identifications P
∨
i /Q
∨
i →
Hom(µN , Z(Gsc)) under which the images of p1 and p2 coincide and hence
dc1 = dc2.
3.9 A ramification result
We review here a result [Taı¨b] of Taı¨bi that is essential for our applications. For
this result is is important that we take ξ to be the canonical class of Definition
3.5.4 and let EV˙ be the corresponding gerbe.
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Let G be a connected reductive group and Z ⊂ G a finite central subgroup,
both defined over F . For an element z ∈ Z1(PV˙ → EV˙ , Z → G) we have the
collection of elements locv(z) ∈ Z
1(uv → Wv, Z → G) for all v ∈ V˙ . Each
element locv(z) is well-defined up to an element of B
1(Γv, Z). Since z|PV˙ fac-
tors through PEi,Si,Ni for some i, it follows that for almost all v the restriction
locv(z)|uv is trivial, so locv(z) is in fact inflated from Z
1(Γv, G). At the same
time, for almost all v we have Z(Fv) = Z(OFuv ) and this is a Γv/Iv-module,
hence B1(Γv, Z) = B
1(Γv/Iv, Z(OFuv )). Fix an integral model of G, i.e. an ex-
tension of G to a reductive group scheme over OF,S for some finite set S ⊂ V .
For almost all v, the subgroupG(OFuv ) ⊂ G(F
u
v ) does not depend on the choice
of an integral model. We may thus ask the following question: Is it true that
for almost all v the 1-cocycle locv(z) is inflated from Z
1(Γv/Iv, G(OFuv ))? It was
shown in [Taı¨b] that the answer is indeed positive:
Proposition 3.9.1 ([Taı¨b, Proposition 6.1.1]). Let z ∈ Z1(PV˙ → EV˙ , Z → G). For
all but finitely many v ∈ V˙ , the cocycle locv(z) ∈ Z
1(uv →Wv, Z → G)/B
1(Γv, Z)
is inflated from Z1(Γv/Iv, G(OFuv )).
4 APPLICATIONS TO THE TRACE FORMULA AND AUTOMORPHIC
MULTIPLICITIES
In this section we are going to use the refined local endoscopic objects intro-
duced in [Kal16] to produce two essential global endoscopic objects – the adelic
transfer factor used in the stabilization of the Arthur-Selberg trace formula and
the conjectural pairing between an adelic L-packet and its global S-group. The
first of these objects – the adelic transfer factor – is already defined, see e.g.
[LS87, §6.3] or [KS99, §7.3], where it is denoted by∆A(γ, δ). The point here is to
show that this factor admits a decomposition as the product of the normalized
local transfer factors introduced in [Kal16, §5.3]. The second global object –
the pairing between an adelic L-packet and its global S-group – has so far not
been constructed for general non-quasi-split reductive groups. As discussed in
[Kot84, §12] and [BR94, §3.4], it is expected that this pairing is canonical and
has a decomposition as a product of local pairings. We will construct this pair-
ing here using the refined local pairings of [Kal16, §5.4] and then show that the
result is canonical.
In the last subsection, we will summarize the results of this section in the lan-
guage of [Art06]. We will show that the local conjecture of [Kal16] implies the
local conjecture of [Art06], and we will show that Proposition 4.4.1 (which is
unconditional) implies [Art13, Hypothesis 9.5.1].
4.1 Notation for this section
LetG be a connected reductive group over the number field F with quasi-split
inner form G∗ and let Ψ be a G-conjugacy class of inner twists ψ : G∗ → G.
We write Gder, Gsc, and Gad, for the derived subgroup of G and its simply
connected cover and adjoint quotient, respectively. We use the superscript ∗ to
denote the same objects relative to G∗. Let Ĝ∗ be the Langlands dual group of
G∗ and LG∗ = Ĝ∗ ⋊WF the Weil-form of the L-group of G
∗. We will write
Ĝ∗der for the derived subgroup of Ĝ
∗ and Ĝ∗sc and Ĝ
∗
ad for the simply connected
cover and adjoint quotient of Ĝ∗der. We will write Zsc for the center of G
∗
sc and
Ẑsc for the center of Ĝ
∗
sc. We will write Zder for the center of G
∗
der.
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We set G¯∗ = G∗/Zder = G
∗
ad × Z(G
∗)/Zder and G¯
∗
sc = G
∗
sc/Zsc = G
∗
ad. Then we
have ̂¯G∗ = Ĝ∗sc × Z(Ĝ∗)◦ and ̂¯G∗sc = Ĝ∗sc. Recall the notation Z(̂¯G∗)+ for the
elements of Z(̂¯G∗) which map to Z(Ĝ∗)Γ. We will use the analogous notation
Z(̂¯G∗)+v for those elements that map to Z(Ĝ∗)Γv when v is a place of F .
With this notation, we can give the following interpretation of Theorem 3.7.3,
Corollary 3.7.4, and Theorem 3.8.1. As was argued in [Kal, Proposition 5.3]
there is a functorial embedding Y¯+v ,tor(Z → G
∗) → π0(Z(
̂¯G∗)+v )∗. The same
argument shows that there is a functorial isomorphism
Y¯+,tor(Z → G)→ π0(Z(
̂¯G∗)+)∗.
Moreover, the map
∑
in the bottom row of the diagram in Theorem 3.8.1 is
dual to the diagonal embedding
Z(̂¯G∗)+ → ∏
v∈V˙
Z(̂¯G∗)+v .
Let ξ be the canonical class of Definition 3.5.4 and let EV˙ be the corresponding
gerbe.
4.2 From global to refined local endoscopic data
Let us first recall the notion of a global endoscopic datum for G following
[LS87, §1.2]. It is a tuple (H,H, s, ξ) consisting of a quasi-split connected re-
ductive group H defined over F , a split extension H of WF by Ĥ , an element
s ∈ Z(Ĥ), and an L-embedding ξ : H → LG∗ satisfying the following condi-
tions:
1. The homomorphismWF → Out(Ĥ) = Out(H) determined by the exten-
sion H coincides with the homomorphism Γ → Out(H) determined by
the rational structure ofH , in the sense that both homomorphisms factor
through some finite quotientWF /WE = ΓF /ΓE and are equal
2. ξ induces an isomorphism of complex algebraic groups Ĥ → Cent(t, Ĝ∗)◦,
where t = ξ(s).
3. The image s¯ ∈ Z(Ĥ)/Z(Ĝ∗) of s is fixed by WF and maps under the
connecting homomorphism H0(WF , Z(Ĥ)/Z(Ĝ
∗))→ H1(WF , Z(Ĝ
∗)) to
a locally trivial element.
In condition 3 we have used the fact that conditions 1 and 2 provides a Γ-
equivariant embedding Z(Ĝ∗) → Z(Ĥ). Recall that a locally trivial element
of H1(WF , Z(Ĝ
∗)) is one whose image in H1(WFv , Z(Ĝ
∗)) is trivial for all v ∈
V (F ). Up to equivalence, the datum (H,H, s, ξ) depends only on the image of
s in π0((Z(Ĥ)/Z(Ĝ
∗))Γ).
On the other hand, a refined endoscopic datum is a tuple (H,H, s˙, ξ) where
H , H, and ξ are as above (but now over a local field F ), and s˙ is an element
of Z( ̂¯H)+ (whose image in Z(Ĥ)Γ we denote by s) such that conditions 1 and
2 are satisfied. Condition 3 is unnecessary. We have used here the fact that
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conditions 1 and 2 provide an F -embedding Z(G)→ Z(H)which allows us to
form the quotient H¯ = H/Zder and hence obtain
̂¯H. Recall that Z( ̂¯H)+ is the
preimage of Z(Ĥ)Γ under the isogeny ̂¯H → Ĥ . Up to equivalence, the datum
(H,H, s˙, ξ) depends only on the image of s˙ in π0(Z(
̂¯H)+). Note that, unlike in
the global case, we are not allowing to change s˙ by elements of Z(Ĝ∗).
We will now show how a global endoscopic datum e = (H,H, s, ξ) gives rise to
a collection, indexed by V˙ , or refined local endoscopic data. Using the embed-
ding Z(G) → Z(H) we form H¯ = H/Zder and obtain from ξ the embeddinĝ¯H → ̂¯G∗ whose image is equal to Cent(t, ̂¯G∗)◦. In order to simplify the nota-
tion, we will use the same letter for elements of Ĥ or ̂¯H and their image under
ξ, so in particular we have s = t. Let ssc ∈ Ĝ
∗
sc be a preimage in Ĝ
∗
sc of the image
sad ∈ Ĝ
∗
ad of s. According to condition 3 above, given a place v ∈ V˙ there exists
yv ∈ Z(Ĝ
∗) such that sder · yv ∈ Z(Ĥ)
Γv , where sder ∈ Ĝ
∗
der is the image of ssc.
Write yv = y
′
v ·y
′′
v with y
′
v ∈ Z(Ĝ
∗
der) and y
′′
v ∈ Z(Ĝ
∗)◦ and choose a lift y˙′v ∈ Ẑsc.
Then s˙v := (ssc · y˙
′
v, y
′′
v ) belongs to Z(
̂¯H)+v and e˙v = (H,H, s˙v, ξ) is a refined
local endoscopic datum at the place v. We thus obtain the collection (e˙v)v∈V˙ of
refined local endoscopic data.
We emphasize that we use the same ssc to form all e˙v. The collection (e˙v)v de-
pends on the choice of ssc and each member e˙v depends furthermore on the
choices of y˙′v and y
′′
v . We shall see that these choices do not influence the re-
sulting global objects, which means that they depend only on the equivalence
class of the global datum e.
There are two special cases in which the construction of the collection (e˙v) sim-
plifies. The first case is when G∗der is simply connected. Then Z(Ĝ
∗) is con-
nected and we can take y′′v = yv and y˙
′
v = 1, so that s˙v = (ssc, yv). The second
case is when G∗ satisfies the Hasse principle. Then the choices of y˙′v and y
′′
v
can be made globally and this leads to a global element s˙. Indeed, according to
[Kot84, (4.2.2), Lemma 11.2.2] we have ker1(WF , Z(Ĝ
∗)) = 0 and we can thus
choose y ∈ Z(Ĝ∗) such that sder ·y ∈ Z(Ĥ)
Γ. Write y = y′ ·y′′ with y′ ∈ Z(Ĝ∗der)
and y′′ ∈ Z(Ĝ∗)◦ and choose a lift y˙′ ∈ Z(Ĝ∗sc). Then s˙ := (ssc · y˙
′, y′′) belongs
to Z( ̂¯H)+. We let s˙v := s˙ for each v ∈ V˙ .
4.3 Coherent families of local rigid inner twists
We are given an equivalence class Ψ of inner twists G∗ → G over F . At each
place v ∈ V˙ this leads to an equivalence class Ψv : G
∗ → G of inner twists over
Fv and we would like to enrich it to an equivalence class Ψ˙v : G
∗ → G of rigid
inner twists such that the collection (Ψ˙v)v∈V˙ is in some sense coherent. We do
this as follows. The class Ψ provides an element of H1(Γ, G∗ad(F )). According
to Lemma 3.6.1 this class has a lift to H1(PV˙ → EV˙ , Zsc → G
∗
sc). This means
that for every ψ ∈ Ψ there is an element zsc ∈ Z
1(PV˙ → EV˙ , Z → G
∗
sc) with the
property that ψ−1σ(ψ) = Ad(zad(σ)), where zad ∈ Z
1(Γ, G∗ad) is the composi-
tion of zsc with the projection G
∗
sc → G
∗
ad. For each v ∈ V˙ , let zsc,v ∈ Z
1(uv →
Wv, Z → G
∗
sc) be the localization of zsc at v as defined in Subsection 3.6 and let
zv ∈ Z
1(uv → Wv, Z → G
∗) be its image. Then (ψ, zv) : G
∗ → G is a rigid inner
twist over Fv .
64
We have thus obtained a collection (ψ, zv)v of local rigid inner twists indexed
by v ∈ V˙ . The collection depends on the choice of zsc, as well as on the choices
of localizing diagrams (3.20) (the dotted arrows in these diagrams needs to be
chosen). As we discussed in Subsection 3.6, Proposition 3.4.5 implies that the
choice of localizing diagrams is irrelevant, because changing it will change zsc,v
by an element of B1(Γv, Zsc) and thus no cohomology class constructed from
zsc,v will detect this change. The potential influence of zsc is stronger, as it could
influence the local cohomology classes. We shall see however that the global
objects obtained from these local cohomology classes remain unaffected and
thus depend only on Ψ.
It is interesting to note the parallel of choices made in this subsection and in
Subsection 4.2. The choice of zsc lifting Ψ here corresponds to the choice of ssc
lifting sad there.
4.4 A product formula for the adelic transfer factor
In this subsection we will show that the adelic transfer factor admits a de-
composition as a product of normalized local transfer factors. We are given
an equivalence class Ψ of inner twists G∗ → G, an endoscopic datum e =
(H,H, s, ξ) for G∗, and a z-pair z = (H1, ξH1 ) for e. The adelic transfer factor is
a function
∆A : H1,G-sr(A)×Gsr(A)→ C,
which associates to a pair of semi-simple and stronglyG-regular elements γ1 ∈
H1,G-sr(A) and δ ∈ Gsr(A) a complex number ∆A(γ1, δ) ∈ C. This factor is
defined in [LS87, §6.3], but see also [KS99, §7.3], where z-pairs are explicitly
used. It is identically zero unless there exists a pair of related elements γ1,0 ∈
H1,G-sr(F ) and δ0 ∈ Gsr(F ), which we now assume.
We let (e˙v)v∈V˙ be the collection of refined local endoscopic data obtained from e
as in Subsection 4.2. We obtain in a straightforward way a collection (zv)v∈V˙ of
local z-pairs from the global z-pair z. Letw be aWhittaker datum for the quasi-
split group G∗, and let wv denote its localization at a place v. We furthermore
let (ψ, zv)v∈V˙ be the collection of local rigid inner twists obtained from Ψ as in
Subsection 4.3. Note here that ψ ∈ Ψ was chosen during that construction. For
each v ∈ V˙ we have the normalized local transfer factor
∆[wv, e˙v, zv, ψ, zv] : H1,G-sr(Fv)×Gsr(Fv)→ C
defined in [Kal16, §5.3].
Proposition 4.4.1. For any γ1 ∈ H1,G-sr(A) and δ ∈ Gsr(A) we have
∆A(γ1, δ) =
∏
v∈V˙
〈zsc,v, y˙
′
v〉∆[wv, e˙v, zv, ψ, zv](γ1,v, δv).
For almost all v ∈ V˙ , the corresponding factor in the product is equal to 1. For all v,
the factor in the product is independent of the choices of y˙′v and y
′′
v made in Subsection
4.2.
Before we give the proof, we want to make a remark on the statement. At
first sight it may seem surprising that we had to include the factor 〈zsc,v, y˙
′
v〉 in
the formula. This is an explicitly given complex number and can of course be
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hidden by including it into the definition of the normalized transfer factor. This
seems natural from the global point of view and is part of the reformulation of
our results given in Subsection 4.6. However, from the local point of view this
appears less natural to us, which is why we have kept the formulation as it
is. Note that when Gder is simply connected, which is often assumed in the
literature when dealing with the passage from global to local endoscopy, the
discussion at the end of Subsection 4.2 shows that we may choose y˙′v = 1,
and this factor disappears. If G satisfies the Hasse principle, then the same
discussion shows that y˙′v = y˙
′ for a global element y˙′ ∈ Z(Ĝ∗sc). Then the
product over all v of the terms 〈zsc,v, y˙
′
v〉 is equal to 1 by Corollary 3.8.2, so
again these terms can be removed from the above formula.
Proof. For each e˙v , let ev be the corresponding usual (non-refined) local endo-
scopic datum. Then the collection (ev)v is associated to e as in [LS87, §6.2]. It
is shown in [LS87, Corollary 6.4.B] that if ∆(v) : H1,G-sr(Fv) × Gsr(Fv) → C is
an absolute transfer factor normalized so that∆(v)(γ1,0, δ0) = 1 for almost all v
and such that
∏
v∈V˙ ∆
(v)(γ1,0, δ0) = 1, then
∆A(γ1, δ) =
∏
v∈V˙
∆(v)(γ1,v, δv).
We will show that our normalized transfer factors 〈zsc,v, y˙
′
v〉∆[wv , e˙v, zv, ψ, zv]
satisfy these properties. First off, they are indeed absolute transfer factors, ac-
cording to [Kal16, Proposition 5.6]. Now let γ0 ∈ H(F ) be the image of γ1,0
and let TH0 ⊂ H be the centralizer of γ0. Choose an admissible embedding
TH0 → G
∗ and let δ∗0 be the image of γ0. Then δ
∗
0 and δ0 are stably conjugate, i.e.
there exists g ∈ G∗(F ) such that ψ(gδ∗0g
−1) = δ0. We recall [Kal16, (5.1)] that
the factor∆[wv, e˙v, zv, ψ, zv](γ1,0, δ0) is defined as the product
∆[wv, ev, zv](γ1,0, δ
∗
0) · 〈inv(δ
∗
0 , (G,ψ, zv, δ0)), s˙v,γ0,δ∗0 )〉
−1,
where ∆[wv, ev, zv] is the Whittaker normalization of the transfer factor for ev
and the quasi-split group G∗. It is the product of terms ǫv, ∆I , ∆II , ∆2, and
∆IV (we have arranged that ∆1 = 1 by taking δ
∗
0 to be the image of γ0 under
the admissible embedding TH0 → G
∗ that we are using to construct the factors).
Here ǫv is the local ǫ-factor defined in [KS99, §5.3] and the other terms are
defined in [LS87]. For almost all v the local ǫ-factor is equal to 1 and the product
over all v gives the global ǫ-factor of a virtual representation which is defined
overQ, and hence self-dual, so the result is equal to 1. All the∆? terms are also
equal to 1 for almost all v and their product over all v is equal to 1 according to
[LS87, Theorem 6.4.A]. It will thus be enough to show that for almost all v the
term
〈zsc,v, y˙
′
v〉
−1〈inv(δ∗0 , (G,ψ, zv, δ0)), s˙v,γ0,δ∗0 )〉 (4.1)
is equal to 1 and that the product over all v of thee terms is equal to 1. For
this, recall that the class inv(δ∗0 , (G,ψ, zv, δ0)) ∈ H
1(uv → Wv, Zder → T0) is
represented by the 1-cocycle
xv :Wv → T0(Fv), w 7→ g
−1zv(w)σw(g)
where σw ∈ Γv is the image of w. The class of xv does not depend on the choice
of g and it will be convenient to assume that g is the image of gsc ∈ G
∗
sc(F ).
Then xv,sc(w) = g
−1
sc zsc,v(w)σw(gsc) is a lift of xv to an element of Z
1(uv →
Wv, Zsc → T0,sc).
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On the other hand, s˙v,γ0,δ∗0 ∈ π0(
̂¯T0+v ) is the image of s˙v ∈ π0(Z( ̂¯H)+v ) un-
der the map ϕ̂γ0,δ∗0 : Z(
̂¯H) → ̂¯TH0 → ̂¯T0 coming from the chosen admissi-
ble embedding. We have ̂¯T0 = [T̂0]sc × Z(Ĝ∗)◦ and by construction s˙v,γ0,δ∗0 =
(ϕ̂γ0,δ∗0 (ssc)y˙
′
v, y
′′
v ). The map [Zsc → T0,sc] → [Zder → T0] dualizes to the map
[T̂0]sc × Z(Ĝ)
◦ → [T̂0]sc given by projection onto the first factor. It follows that
(4.1) is equal to
〈zsc,v, y˙
′
v〉
−1〈xv,sc, ϕ̂γ0,δ∗0 (ssc)y˙
′
v〉. (4.2)
Now 〈xv,sc,−〉 is a character of π0([T̂0,sc]
+v ) whose restriction to Z( ̂¯G∗sc)+v is
equal to 〈zsc,v,−〉. This means that (4.2) becomes
〈xv,sc, ϕ̂γ0,δ∗0 (ssc)〉. (4.3)
Consider the element of Z1(PV˙ → EV˙ , Zsc → T0,sc) given by
xsc : e 7→ g
−1
sc zsc(e)σe(gsc).
The 1-cocycles locv(xsc) and xv,sc are equal, where locv is the localization map
(3.19) constructed via Diagram (3.20). According to Corollary 3.7.4, for almost
all v the cohomology class locv([xsc]) is trivial and hence the corresponding
term (4.3) is equal to 1. Moreover, if we restrict each character 〈locv([xsc]),−〉
of π0([T̂0,sc]
+v ) to the group π0([T̂0,sc]
+) and take the product over all v, the re-
sult is the trivial character. But since the image of s in Z(Ĥ)/Z(Ĝ) is Γ-fixed,
ϕ̂γ0,δ∗0 (ssc) belongs to π0([T̂0,sc]
+) and the proof of the product formula is com-
plete.
The statement of the independence of choices is immediate from equation (4.3).
Indeed, neither y˙′v or y
′′
v appear in this formula. Moreover, only the cohomol-
ogy class of xsc and its localizations are involved, but these are independent of
the particular localization diagrams.
The remaining choices that we made – of the element ssc in Subsection 4.2,
which we may multiply by any element of Ẑsc; of the lift zsc of Ψ, which we
may multiply by any element of H1(EV˙ , Zsc); and of the global Whittaker da-
tum w, which we may conjugate by an element of G∗ad(F ) – can influence the
individual factors in Proposition 4.4.1. However, the proposition implies that
they do not influence the product.
4.5 The multiplicity formula for discrete automorphic representations
In this subsection we will recall the conjectural multiplicity formula for tem-
pered discrete automorphic representations due to Kottwitz [Kot84, §12] and
then, assuming the validity of the local conjecture stated in [Kal16, §5.4], we
will construct the global pairing that occurs in this formula.
Let ϕ be a generic global Arthur parameter for G∗. This can either take the
form of an L-homomorphism ϕ : LF →
LG∗ with bounded image, where LF
is the hypothetical Langlands group of F , or it can be a formal global param-
eter modelled on the cuspidal spectrum of GLN , as in [Art13, §1.4]. We will
assume here that we are dealing with an L-homomorphism, since the argu-
ments needed in the case of formal parameters are independent of the problem
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we are discussing. At each place v ∈ V˙ , the parameter ϕ has a localization,
which is a parameter ϕv : LFv →
LG∗. The validity of the local conjecture
ensures the existence of an L-packet Πϕv of tempered representations of rigid
inner twists of G∗ together with a bijection
ιϕv ,wv : Πϕv → Irr(S
+
ϕv).
The set Πϕv consists of equivalence classes of tuples (G
′
v, ψ
′
v, z
′
v, π
′
v), where
(ψ′v, z
′
v) : G
∗ → G′v is a rigid inner twist over Fv and π
′
v is an irreducible tem-
pered representation of G′(Fv). The group S
+
ϕv is the preimage in
̂¯G∗ of the
group Sϕv = Cent(ϕv, Ĝ
∗). The bijection ιϕv ,wv depends on a choice of local
Whittaker datumwv . As in Subsection 4.4, we chose a global Whittaker datum
w for G∗ and let wv be its localization at each place v.
We are interested in the particular group G. We choose a family of local rigid
inner twists (ψ, zv) : G
∗ → G indexed by v ∈ V˙ as in Subsection 4.3. Then the
subset of Πϕv consisting of tuples (G,ψ, zv, πv) is the L-packet of representa-
tions of G(Fv) corresponding to ϕv . We consider the adelic L-packet
Πϕ = {π = ⊗
′
vπv|(G,ψ, zv, πv) ∈ Πϕv , ιϕv ((G,ψ, zv, πv)) = 1 for almost all v}.
Lemma 4.5.1 (Taı¨bi). The set Πφ consists of irreducible admissible tempered repre-
sentations of G(A).
Proof. The only non-obvious point is that πv is unramified for almost all v. In
fact, this is a non-trivial statement that relies in Taı¨bi’s result Proposition 3.9.1,
and the work of Casselman-Shalika [CS80].
There exists a finite set S of places of F such thatG∗ andG have integral models
over OF,S , ψ : G
∗ → G is an isomorphism over OS , and for all v /∈ S the
Whittaker datum wv is unramified, the local parameter ϕv is unramified, and
by Proposition 3.9.1 the 1-cocycle zv is inflated fromZ
1(ΓF urv /Fv , G
∗(OF urv )). The
triviality of H1(ΓF urv /Fv , G
∗(OF urv )) implies the existence of g ∈ G
∗(OF urv ) such
that f = ψ ◦Ad(g−1) is an isomorphism G∗ → G defined over OFv . Now (g, f)
is an isomorphism from the rigid inner twist (ψ, zv) : G
∗ → G to the trivial
rigid inner twist (id, 1) : G∗ → G∗. It follows that ιϕv (G
∗, id, 1, πv ◦ f) = 1.
In other words, the representation πv ◦ f of G
∗(F ) is wv-generic. According to
[CS80] πv ◦ f is unramified with respect to the hyperspecial subgroup G
∗(OFv )
of G∗(Fv). Since f is an isomorphism defined over OFv , π is unramified with
respect to the hyperspecial subgroup G(OFv ) of G(Fv).
It is expected that every tempered discrete automorphic representation ofG(A)
belongs to such a set Πϕ for a suitable ϕ that is discrete (elliptic in the language
of [Kot84, §10.3]). Moreover, Kottwitz has given a conjectural formula [Kot84,
(12.3)] for the multiplicity in the discrete spectrum ofG of any π ∈ Πϕ. For this,
consider the exact sequence
1→ Z(Ĝ∗)→ Ĝ∗ → Ĝ∗ad → 1
of complex algebraic groups with action of LF given by Ad ◦ ϕ. It leads to the
connecting homomorphism
Cent(ϕ, Ĝ∗ad)→ H
1(LF , Z(Ĝ
∗)).
Let Sadϕ be the subgroup of Cent(ϕ, Ĝ
∗
ad) consisting of elements whose image
in H1(LF , Z(Ĝ
∗)) is locally trivial, i.e. has trivial image in H1(LFv , Z(Ĝ
∗)) for
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every place v ∈ V˙ . This group is denoted by Sϕ/Z(Ĝ
∗) in [Kot84, (10.2.3)]. Let
Sϕ = π0(S
ad
ϕ ). Kottwitz conjectures that there exists a pairing
〈−,−〉 : Sϕ ×Πϕ → C (4.4)
realizing each element of Πϕ as the character of a finite-dimensional represen-
tation of Sϕ, so that the integer
m(ϕ, π) = |Sϕ|
−1
∑
x∈Sϕ
〈x, π〉
gives the ϕ-contribution of π to the discrete spectrum of G. In other words,
the multiplicity with which π occurs in the discrete spectrum of G should be
the sum
∑
ϕm(ϕ, π), where ϕ runs over the set of equivalence classes [Kot84,
§10.4] of discrete generic global Arthur parameters with π ∈ Πϕ.
We will now give a construction of (4.4). Let sad ∈ S
ad
ϕ and choose a lift
ssc ∈ S
sc
ϕ , where S
sc
ϕ is the preimage in Ĝ
∗
sc of S
ad
ϕ . We follow the argument of
Subsection 4.2 to obtain from ssc an element s˙v ∈ S
+
ϕv for each v ∈ V˙ . Namely,
by assumption there exists an element yv ∈ Z(Ĝ
∗) such that sder · yv ∈ Sϕv for
each v ∈ V˙ . Decompose yv = y
′
v · y
′′
v with y
′
v ∈ Z(Ĝ
∗
der) and y
′′
v ∈ Z(Ĝ
∗)◦ and
choose a lift y˙′v ∈ Z(Ĝ
∗
sc) of y
′
v. Then (ssc · y˙
′
v, y
′′
v ) ∈ S
+
ϕv . Let us write 〈(ssc ·
y˙′v, y
′′
v ), (G,ψ, zv, πv)〉 for the character of the representation ιϕv ((G,ψ, zv, πv))
of π0(S
+
ϕv ) evaluated at the element (ssc · y˙
′
v, y
′′
v ).
Proposition 4.5.2. Almost all factors in the product
〈sad, π〉 =
∏
v∈V˙
〈zsc,v, y˙
′
v〉
−1〈(ssc · y˙
′
v, y
′′
v ), (G,ψ, zv, πv)〉
are equal to 1 and the product is independent of the choices of ssc, y˙
′
v, y
′′
v , the collec-
tion (zsc,v)v , and the global Whittaker datum w. The function sad 7→ 〈sad, π〉 is the
character of a finite-dimensional representation of Sϕ.
As in the case of Proposition 4.4.1we remark that ifG∗der is simply connected, or
if G∗ satisfies the Hasse principle, then the factors 〈zsc,v, y˙
′
v〉
−1 can be removed
from the formula.
Proof. By construction ofΠϕ we have 〈(ssc ·y˙
′
v, y
′′
v ), (G,ψ, zv, πv)〉 = 1 for almost
all v. Recall from Subsection 4.2 that the class of zsc,v in H
1(uv → Wv, Zsc →
G∗sc) is the localization locv([zsc]) of the global class [zsc] ∈ H
1(PV˙ → EV˙ , Zsc →
G∗sc). According to Corollary 3.7.5 this localization is trivial for almost all v.
We have established that almost all factors in the product are equal to 1. Now
we will show that each factor is the character of a finite-dimensional represen-
tation of the group Sscϕ . Recall from Subsection 4.1 that
̂¯G∗ = Ĝ∗sc ×Z(Ĝ∗)◦. We
have the maps Z(̂¯G∗)+v → S+ϕv and Z(̂¯G∗)+v → Z(Ĝ∗sc), the second given by
projection onto the first factor of Z(̂¯G∗) = Z(Ĝ∗sc) × Z(Ĝ∗)◦. We claim that we
have a well-defined homomorphism
Sscϕ → S
+
ϕv ×Z( ̂¯G∗)+v Z(Ĝ
∗
sc), (4.5)
sending an element ssc ∈ S
sc
ϕ to the element [(ssc · y˙
′
v, y
′′
v ), (y˙
′
v)
−1]. Indeed, the
tuple (y˙′v, y
′′
v ) can only be replaced by (y˙
′
vx˙
′
v, y
′′
vx
′′
v ), where x˙
′
v ∈ Z(Ĝ
∗
sc), x
′′
v ∈
Z(Ĝ∗)◦, and if x′v ∈ Z(Ĝ
∗
der) is the image of x˙
′
v , then x = x
′
vx
′′
v ∈ Z(Ĝ
∗)Γv . But
then (x˙′v, x
′′
v ) ∈ Z(
̂¯G∗)+v and thus in the target of (4.5) we have the equality
[(ssc · y˙
′
vx˙
′
v, y
′′
vx
′′
v ), (y˙
′
vx˙
′
v)
−1] = [(ssc · y˙
′
v, y
′′
v ), (y˙
′
v)
−1].
This shows that (4.5) is well-defined. Checking that it is a homomorphism is
straightforward. Since the character of Z( ̂¯G)+v by which the representation
ιϕv ((G,ψ, zv, πv)) of S
+
ϕv transforms is the pull-back of the character 〈zsc,v,−〉
of Z(Ĝsc), the tensor product ιϕv ((G,ψ, zv, πv))⊗〈zsc,v,−〉 descends to a repre-
sentation of the target of (4.5) and pulls back to a representation of Sscϕ , whose
character is the factor corresponding to v in the product above.
We have thus proved that this product is the character of a finite-dimensional
representation of Sscϕ and that it is independent of the choices of y˙
′
v and y
′′
v for
each place v. We shall now argue that this representation is independent of
the choice of zsc and descends to the group Sϕ = S
sc
ϕ /Z(Ĝ
∗
sc)S
sc,◦
ϕ . First, S
sc,◦
ϕ
maps to the connected component of the target of (4.5), but the latter maps
trivially to the finite group π0(S
+
ϕv )×Z( ̂¯G∗)+v Z(Ĝ
∗
sc), from which the represen-
tation ιϕv ((G,ψ, zv, πv)) ⊗ 〈zsc,v,−〉 is inflated. Second, if we either choose a
different lift zsc of Ψ, or a different lift ssc of sad, or a different global Whittaker
datumw, then some individual factors in the product might change. However,
each such change will simultaneously occur in the same factor of the prod-
uct in Proposition 4.4.1, because the two factors are related by the endoscopic
character identities [Kal16, (5.11)], which are part of the local conjecture whose
validity we are assuming in our construction. However, we know from Propo-
sition 4.4.1 that the product over all places equals the adelic transfer factor and
thus remains unchanged. This means that the product over all places of the
changes in the factors is equal to 1.
4.6 Relationship to Arthur’s framework
In [Art06], Arthur states a version of the local Langlands conjecture and endo-
scopic transfer for general connected reductive groups, motivated by the stable
trace formula. His formulation is different from the one given in [Kal16, §5.4].
For one, it uses a modification of the classical local S-group that is different
from ours. Moreover, besides the conjectural local pairings between L-packets
and S-groups, it introduces further conjectural objects – the mediating func-
tions ρ(∆, s˜) and the spectral transfer factors ∆(φ′, π). Their purpose is to en-
code the lack of normalization of the (geometric) transfer factors of Langlands-
Shelstad as well as the non-invariance of these transfer factors under automor-
phisms of local endoscopic data, both of which are problems in local endoscopy
that arise in the case of non-quasi-split groups. The local pairing is then sup-
posed to be given as the product of the mediating function and the spectral
transfer factor.
In this subsection, we will show that the local conjecture formulated in [Kal16,
§5.4] implies a stronger version of Arthur’s conjecture of [Art06]. The strength-
ening is due to the fact that the conjecture in [Kal16, §5.4] implies that all ob-
jects in Arthur’s formulation are canonically specified, and that furthermore
the mediating functions have a simple explicit formula which in fact allows
them to be eliminated if so desired. The reason we can achieve this is that the
main local problems introduced by non-quasi-split groups – namely the lack of
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canonical normalization of the Langlands-Shelstad transfer factor and its non-
invariance under automorphisms of endoscopic data – were resolved in [Kal16,
§5.3] based on the cohomology of local Galois gerbes.
We feel that the translation between our statement and that of Arthur, even
though not difficult, allows one to combine the strengths of both formulations
of the local conjectures. Arthur’s framework makes the application of the lo-
cal conjecture to global questions somewhat simpler. In particular, it makes the
extraneous factors in the product expansions of Propositions 4.4.1 and 4.5.2 dis-
appear. On the other hand, our local conjecture is more intrinsic to the group
G and makes many local operations, for example descent to Levi subgroups,
more transparent. It is also closely related (and in some sense extends to arbi-
trary local fields) some of the discussion of [ABV92].
We begin by recalling Arthur’s conjecture from [Art06, §3]. It is stated for non-
archimedean local fields of characteristic zero. We let F be such a field and we
let Ψ : G∗ → G be an equivalence class of inner twists with G∗ quasi-split. Let
w be aWhittaker datum forG∗ and let ϕ : LF →
LG∗ be a tempered Langlands
parameter. Let Sϕ = Cent(ϕ, Ĝ
∗) be its centralizer, Sadϕ the image of Sϕ in Ĝ
∗
ad,
and Sscϕ the preimage of S
ad
ϕ in Ĝ
∗
sc. FromΨwe obtain an element ofH
1(Γ, G∗ad)
and hence by Kottwitz’s isomorphism [Kot86, §1] a character ζΨ : Ẑ
Γ
sc → C
×.
Arthur proposes to choose an arbitrary extension ζ˙Ψ : Zsc → C
× of this char-
acter and to consider the set Irr(π0(S
sc
ϕ ), ζ˙Ψ) of irreducible representations of
the finite group π0(S
sc
ϕ ) that transform under Ẑsc by ζ˙Ψ. Arthur expects this set
to be in non-canonical bijection with the L-packet Πϕ(G) of representations of
G(F ) corresponding to ϕ. This non-canonical bijection depends on the choice
of a normalization ∆ of the Langlands-Shelstad transfer factor as well as on
the (independent) choice of a mediating function ρ(∆, s˜). Part of the conjec-
ture is the expectation that these two choices can be made in such a way that
s˜ 7→ 〈s˜, π〉 = ρ(∆, s˜)−1∆(ϕ′, π) is the character of the irreducible representa-
tion of π0(S
sc
ϕ ) corresponding to π, see [Art06, §3]. The endoscopic character
identities are supposed to match the stable character of an endoscopic param-
eter ϕ′ with the virtual character of the L-packet Πϕ(G) in which the charac-
ter of π ∈ Πϕ(G) is weighted by the scalar ∆(ϕ
′, π). For global applications,
Arthur formulates the following hypothesis [Art13, Hypothesis 9.5.1]: If F is
a number field and at each place v of F one has fixed a normalization ∆v of
the Langlands-Shelstad transfer factor such that
∏
v ∆v = ∆A, then the medi-
ating functions ρ(∆v, s˜v) can be chosen coherently so as to satisfy the formula∏
v ρ(∆v, s˜) = 1whenever ϕ is a global parameter and s˜ ∈ S
sc
ϕ .
We will now discuss how the local conjecture of [Kal16] and the global results
of the current paper imply a stronger form of Arthur’s local and global expec-
tations. Let F be a number field, and Ψ : G∗ → G an equivalence class of inner
twists of connected reductive groups defined over F with G∗ quasi-split, and
w a global Whittaker datum for G∗.
To discuss the local conjecture, we focus on a non-archimedean place v ∈ V˙ .
Fix a lift Ψ˙v,sc ∈ H
1(uv → Wv, Zsc → G
∗
sc) of the localization Ψv ∈ H
1(Γv, G
∗
ad)
of Ψ. It exists by [Kal16, Corollary 3.8]. The Tate-Nakayama-type duality theo-
rem of [Kal16, §4] interprets Ψ˙v,sc as a character ζΨ˙v,sc : Ẑsc → C
× that extends
ζΨ and thus naturally provides a version of the character ζ˙Ψ in Arthur’s formu-
lation. However, we are now in a considerably stronger position, because be-
sides providing the character ζΨ˙v,sc , the cohomology class Ψ˙v,sc also normalizes
the Langlands-Shelstad transfer factor and the pairings betweenL-packets and
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S-groups. In fact, since in the non-archimedean case Ψ˙v,sc and ζΨ˙v,sc determine
each other [Kal16, Theorem 4.11 and Proposition 5.3], this implies in Arthur’s
language that the choice of ζΨ˙v,sc normalizes the transfer factor and local pair-
ings. Note however that in the archimedean case Ψ˙v,sc cannot be recovered
from ζΨ˙v,sc and is thus the more fundamental object.
More precisely, let Ψ˙v ∈ H
1(uv →Wv, Zder → G
∗) be the image of Ψ˙v,sc, which
in turn gives a character ζΨ˙v : π0(Z(
̂¯G∗)+v ) → C×. We recall that since we are
working with Zder, we have
̂¯G∗ = Ĝ∗sc × Z(Ĝ∗)◦. The character ζΨ˙v that we
obtain is the pull-back of ζΨ˙v,sc under the map
π0(Z(
̂¯G∗)+v )→ Ẑsc
given by projection onto the first factor. The conjecture of [Kal16, §5.4] then
states that given a tempered parameter ϕv : LFv →
LG∗ there is a canonical
bijection
Πϕv (G)→ Irr(π0(S
+
ϕv ), ζΨ˙v ),
where Πϕv (G) is the L-packet on G corresponding to ϕv . This packet is related
to the compound L-packet Πϕv of [Kal16, §5.4] by Πϕv (G) = {π|(G,ψ, zv, π) ∈
Πϕv}, where (ψ, zv) ∈ Ψ˙v is any representative. Here, as well as below, we
find it convenient to think of Ψ˙v as an equivalence class of rigid inner twists
G∗ → G.
In order to translate this into Arthur’s formulation we need to relate the two
sets Irr(π0(S
+
ϕv ), ζΨ˙v ) and Irr(π0(S
sc
ϕv ), ζΨ˙v,sc). We claim that there is in fact a
canonical bijection between these sets. For this, we consider the homomor-
phism
Sscϕv → S
+
ϕv ×Z( ̂¯G∗)+v Z(Ĝ
∗
sc), (4.6)
defined in the sameway as (4.5), the only difference being that the source is Sscϕv
instead of the global Sscϕ used there. Namely, to ssc ∈ S
sc
ϕv we choose y ∈ Z(Ĝ
∗)
such that sder · y ∈ Sϕv , where sder ∈ Ĝ
∗
der is the image of ssc. Then we choose
a decomposition y = y′ · y′′ with y′ ∈ Z(Ĝ∗der) and y
′′ ∈ Z(Ĝ∗)◦, and a lift y˙′ ∈
Z(Ĝ∗sc) of y
′, and then define the image of ssc under (4.6) to be [(sscy˙
′, y′′), y˙′−1].
One sees immediately that (4.6) is an isomorphism and that its inverse sends
the pair (s˙, (y˙′)−1)with s˙ = (s˙1, x) ∈ S
+
ϕv ⊂
̂¯G∗ = Ĝ∗sc×Z(Ĝ∗)◦ and y˙′ ∈ Z(Ĝ∗sc)
to s˙1 · (y˙
′)−1. We now obtain the bijection
Irr(π0(S
+
ϕv ), ζΨ˙v )→ Irr(S
sc
ϕv , ζΨ˙v,sc) (4.7)
that sends ρ to the pull-back under (4.6) of ρ⊗ ζΨ˙v,sc .
In order to discuss endoscopic transfer we fix a representative (ψ, zv,sc) ∈ Ψ˙v,sc,
where ψ ∈ Ψ is an inner twist ψ : G∗ → G and zv,sc ∈ Z
1(uv → Wv, Zsc →
G∗sc) lifts the 1-cocycle ψ
−1σ(ψ) ∈ Z1(Γ, G∗ad). Given an element ssc ∈ S
sc
ϕv let
(s˙, (y˙′v)
−1) ∈ S+ϕv × Z(Ĝsc) correspond to ssc under (4.6). We obtain from the
pair (s˙, ϕv) the refined endoscopic datum e˙v and consider the product
∆[ssc, v] := 〈zsc,v, y˙
′
v〉∆[w, e˙v, zv, ψ, zv],
which was already studied in Proposition 4.4.1. This product is of course an
absolute transfer factor, being a scalar multiple of the normalized transfer fac-
tor of [Kal16, §5.3]. Moreover, it depends only on the image of (s˙, (y˙′v)
−1) in
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S+ϕv ×Z( ̂¯G∗)+v Z(Ĝ
∗
sc), and hence on ssc, which justifies the notation. Proposi-
tion 4.4.1 can then be reformulated as the equality
∆A =
∏
v∈V˙
∆[ssc, v], (4.8)
for any ssc ∈ S
sc
ϕ .
Although we will not need it, we can give a description of ∆[ssc, v] analogous
to [Kal16, (5.1)]. It is
∆[ssc, v](γz , δ
′) = ∆[w, e, z](γz, δ) · 〈g
−1
sc zsc,v(w)σw(gsc), ssc,γ,δ〉
−1,
where gsc ∈ G
∗
sc and δ ∈ G
∗(F ) satisfy ψ(gscδg
−1
sc ) = δ
′ ∈ G(F ). Thus w 7→
g−1sc zsc,v(w)σw(g
−1
sc ) is an element of Z
1(uv → Wv, Zsc → Ssc), where S =
Cent(δ,G∗), andwe are pairing the class of this elementwith an element ssc,γ,δ ∈
π0(
̂¯Ssc) obtained from ssc as follows. Identify Ĥ with Cent(s, Ĝ∗)◦ and write
Ĥsc for the preimage of Ĥ in Ĝ
∗
sc. Then we have ssc ∈ Z(Ĥsc). Setting S
H =
Cent(γ,H) we have the admissible isomorphism φγ,δ : S
H → S satisfying
φγ,δ(γ) = δ. Together with the canonical embedding Z(Ĥ) → ŜH this leads
to an embedding Z(Ĥsc) → Ŝsc =
̂¯Ssc and ssc,γ,δ is the image of ssc under this
embedding.
Finally, the endoscopic character identities [Kal16, (5.11)] state that when the
transfer factor ∆[s−1sc , v] is used to match orbital integrals, the stable charac-
ter of the endoscopic parameter corresponding to (ϕv, s) is matched with the
virtual character
e(G)
∑
pi:(G,ψ,zv,pi)∈Πϕv
〈s˙, (G,ψ, zv, π)〉 · 〈zsc,v, y˙
′
v〉
−1Θpi.
The scalar in front of Θpi again depends only on the image of (s˙, (y˙
′
v)
−1) in
S+ϕv ×Z( ̂¯G)+v Z(Ĝsc), as shown in Proposition 4.5.2, and hence only on ssc. If
we denote it by 〈ssc, π〉 for short, then the map ssc 7→ 〈ssc, π〉 is the character
of an irreducible representation of Sscϕv and the map π 7→ 〈−, π〉 is the bijection
Πϕv → Irr(S
sc
ϕv , ζΨ˙v,sc) given by (4.7). Proposition 4.5.2 implies that for any
sad ∈ S
ad
ϕ the product
〈sad, π〉 =
∏
v∈V˙
〈ssc, π〉 (4.9)
is independent of the lift ssc ∈ S
ad
ϕ of sad and provides the character of a finite-
dimensional representation of Sadϕ .
Arthur’s mediating function is now given by the simple formula
ρ(∆[ssc, v], ssc) = 1,
where ∆[ssc, v] is of course the transfer factor corresponding to ssc ∈ S
sc
ϕv de-
fined above. This formula, together with equation (4.8), which itself is a conse-
quence of Proposition 4.4.1, imply the validity of [Art13, Hypothesis 9.5.1].
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APPENDICES
A Approximating the cohomology of a connected reductive group by the
cohomology of tori
In this appendix we will formulate and prove a well-known lemma about the
Galois cohomology of reductive groups, for which we have not been able to
find a convenient reference.
Lemma A.1. Let h ∈ H1(Γ, G(F )). There exists a maximal torus T ⊂ G such that
h is in the image ofH1(Γ, T (F ))→ H1(Γ, G(F )).
Proof. We first reduce to the case that G is semi-simple. Let had ∈ H
1(Γ, Gad)
be the image of h. Let T ⊂ G be a maximal torus such that had is the image
of hT,ad ∈ H
1(Γ, Tad). The image of hT,ad in H
2(Γ, Z(G)) is equal to the image
of had there, which is trivial. Hence there exists hT ∈ H
1(Γ, T ) mapping to
hT,ad. Both hT and h have the same image in H
1(Γ, Gad), so there exists hZ ∈
H1(Γ, Z(G)) such that hZ · hT ∈ H
1(Γ, T )maps to h.
We assume from now on that G is semi-simple and let Gsc → G be its simply
connected cover with kernel C. Let S ⊂ VF be a finite set of places containing
all v ∈ VF for which the image of h inH
1(Γv, G) is non-trivial. Assume in addi-
tion that S contains all archimedean places and at least one non-archimedean
place. Let T ⊂ G be a maximal torus which is fundamental [Kot86, §10] at all
v ∈ S. Such a maximal torus exists by [PR94, §7.1, Cor. 3]. We consider the
diagram
H1(Γ, Gsc) // H1(Γ, G) // H2(Γ, C)
H1(Γ, Tsc) //
OO
H1(Γ, T ) //
OO
H2(Γ, C) // H2(Γ, Tsc)
We claim that the image of h inH2(Γ, Tsc) is trivial. Indeed, it has the property
that for v /∈ S its image in H2(Γv, Tsc) is trivial due to the definition of S, and
for v ∈ S its image inH2(Γv, Tsc) is also trivial because of [Kot86, Lemma 10.4].
The claim follows from a theorem of Kneser [PR94, §6.3, Prop 6.12] that asserts
that Tsc satisfies the Hasse-principle in degree 2.
Let h′T ∈ H
1(Γ, T ) be a preimage of the image of h in H2(Γ, C) and let h′ ∈
H1(Γ, G) be the image of h′T . It may not be the case that h = h
′. Let G′ be the
twist of G by h′. Then T is a maximal torus in G′ and we have the bijection
H1(Γ, G)→ H1(Γ, G′), y 7→ y · h′−1.
The image of h · h′−1 ∈ H1(Γ, G′) inH2(Γ, C) is trivial. Let h′′sc ∈ H
1(Γ, G′sc) be
a preimage of h · h′−1. We claim that there exists h′′T,sc ∈ H
1(Γ, Tsc)mapping to
h′′sc. Granting this, let h
′′
T ∈ H
1(Γ, T ) be the image of h′′T,sc. Then the image of
h′′T · h
′
T inH
2(Γ, G) is equal to h and the proof is complete.
We will now prove the outstanding claim. For this, consider the diagram
H1(Γ, G′sc) //
∏
v∈VF,∞
H1(Γv, G
′
sc)
H1(Γ, Tsc) //
OO
∏
v∈VF,∞
H1(Γv, Tsc)
OO
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By work of Kneser, Harder, and Chernousov [PR94, §6.1, Thm 6.6] the top map
is bijective. The right map is surjective by [Kot86, 10.2] because Tsc,v is fun-
damental for all v ∈ VF,∞ ⊂ S. Let (tv)v∈VF,∞ be an element of the bottom
right term whose image in the top right term corresponds to h′′sc. We claim
that (tv)v has a lift h
′′
T,sc ∈ H
1(Γ, Tsc). For this we inspect the image of (tv)v
in H1(Γ, Tsc(AF )/Tsc(F )). Let v0 ∈ S be non-archimedean. Then Tsc,v0 is
anisotropic, which implies that T̂sc
Γv0
, and thus also T̂sc
Γ
, is finite. This in turn
implies that the map π0(T̂sc
Γ
)→ π0(T̂sc
Γv0
) is injective. This map is dual to the
composition
H1(Γv0 , Tsc)
∼=
−→ H1(Γ, Tsc(Fv0 ⊗F F ))→ H
1(Γ, Tsc(AF )/Tsc(F )),
which therefore must be surjective. Hence we may augment the collection
(tv)v∈VF,∞ to a collection (tv)v∈VF,∞∪{v0} so that the image of the new collec-
tion in H1(Γ, Tsc(AF )/Tsc(F )) vanishes. But then this new collection lifts to an
element h′′T,sc ∈ H
1(Γ, Tsc). The image of this element in the top right term of
the above diagram is the same as the image of the old collection (tv)v∈VF,∞ ,
hence the same as the image of h′′sc. By the bijectivity of the top map this means
that the image of h′′T,sc inH
1(Γ, G′sc) equals h
′′
sc.
B The Shapiro isomorphism for pro-finite groups
Let∆ ⊂ Γ be two finite groups andX a group with an action of ∆. All groups
are written multiplicatively. We have the ∆-equivariant homomorphisms
X
i
−→ IndΓ∆X
j
−→ X
where i(x) is the function Γ → X defined by i(x)(δ) = δx for δ ∈ ∆ and
i(x)(γ) = 1 for γ ∈ Γr∆; and j(f) = f(1). It is well known that
Hk(∆, X)
corΓ∆◦i // Hk(Γ, IndΓ∆X)
j◦resΓ∆
oo
are mutually inverse isomorphisms for all k (if X is not abelian we only con-
sider k = 0, 1), where res and cor denote the restriction and corestriction maps
respectively.
Let now Γ be a second-countable pro-finite group (i.e. an inverse limit of a
totally ordered countable inverse system of finite groups),∆ ⊂ Γ a closed sub-
group, and X a smooth ∆-module (a discrete topological group with a con-
tinuous ∆-action). Then j ◦ resΓ∆ still makes sense and is still an isomorphism
[Sha72, Ch II,§2, Theorem 8]. On the other hand, the corestriction map does
not make sense in this context. The purpose of this appendix is to show that
nonetheless, the composition corΓ∆ ◦ i does make sense, and to give some ex-
plicit constructions related to it.
We shall construct for every k ∈ N a map SΓ∆ : C
k(∆, X)→ Ck(Γ, IndΓ∆X), that
is functorial in X , commutes with the differentials on both complexes, and is
a section of j ◦ resΓ∆. For the construction, we will need a set-theoretic section
s : ∆ \ Γ → Γ of the natural projection, normalized by s(∆) = 1. We can think
of s as a map Γ→ Γ that is invariant under multiplication by∆ on the left. Via
the equation γ = r(γ)s(γ) giving such a map s is equivalent to giving a map
75
r : Γ→ ∆ that is equivariant under multiplication by∆ on the left and satisfies
r(1) = 1.
Write Γ = lim
←−
Γi, where Γi are finite quotients indexed by the natural numbers
with kernels Γi, and ∆ = lim
←−
∆i, where ∆i is the image of ∆ in Γi and ∆
i =
∆ ∩ Γi is the kernel of ∆→ ∆i.
Lemma B.1. The following are equivalent for each i:
1. The composition Γ
s
−→ Γ→ Γi is inflated from a map Γi → Γi;
2. s(a)−1s(ab) ∈ Γi for a ∈ Γ and b ∈ Γi;
3. The composition Γ
r
−→ ∆→ ∆i is inflated from a map Γi → ∆i;
4. r(a)−1r(ab) ∈ ∆i for a ∈ Γ and b ∈ Γi.
We leave the proof to the reader.
Lemma B.2. There exists a section s satisfying the equivalent conditions of the above
lemma.
Proof. For each i, we will give a section si : ∆i \ Γi → Γi, normalized by
si(∆i) = 1, so that for i and i+ 1we have the commutative diagram of sets
∆i+1 \ Γi+1

si+1 // Γi+1

∆i \ Γi
si // Γi
This is easy to do inductively: If si is given, let a1, . . . , an ∈ Γi be its values, a
set of representatives in Γi for the elements of ∆i \ Γi. Choose a lift a˙i ∈ Γi+1
for each ai. Since si is normalized we have ak = 1 for some k and then we
take a˙k = 1. Moreover, choose a set b1, . . . , bm ∈ Γ
i+1 \Γi of representatives for
∆i · Γi+1 \ Γi, again normalized so that bk = 1 for some k. Then {bja˙i} is a set
of representatives in Γi+1 for∆i+1 \Γi+1 and hence provides si+1. Composing
each si with ∆ \ Γ→ ∆i \ Γi we obtain an inverse system of maps ∆ \ Γ→ Γi
and this system gives the map s.
Given such a section s, the Shapiro map is defined by the formula
SΓ∆(c)(σ0, . . . , σk)(a) = r(a)c(s(a)σ0s(aσ0)
−1, . . . , s(a)σks(aσk)
−1)
= r(a)c(r(a)−1r(aσ0), . . . , r(a)
−1r(aσk)),
for any c ∈ Ck(∆, X), where we have presented the cochains in homogeneous
form. Here σ0, . . . , σk ∈ Γ are the arguments of the k-cochain S
k
v˙ (c).
Lemma B.3. For any σ0, . . . , σk ∈ Γ, the assignment a 7→ S
Γ
∆(c)(σ0, . . . , σk) is
a continuous ∆-equivariant map Γ → X and hence belongs to IndΓ∆X . Moreover,
SΓ∆(c) : Γ
k+1 → IndΓ∆ is continuous andΓ-equivariant, thus belongs toC
k(Γ, IndΓ∆X).
Proof. By assumption c is continuous and hence inflated from Ck(∆i, X
∆i) for
some i. If we multiply either a or some σj by an element of Γ
i, then accord-
ing to Lemma B.1 both r(a) and r(aσj) are multiplied by an element of ∆
i and
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the value of SΓ∆(σ0, . . . , σk)(a) is unchanged. Thus the map (a, σ0, . . . , σk) 7→
SΓ∆(σ0, . . . , σk)(a) is inflated from Γi. The equality S
Γ
∆(c)(σ0, . . . , σk)(δa) =
δSΓ∆(c)(σ0, . . . , σk)(a) is immediately checked. Finally, given τ ∈ Γ let r(aτ) =
r(a)ηa,τ with ηa,τ ∈ ∆. Then the ∆-equivariance of the cochain c implies
SΓ∆(c)(τσ0 , . . . , τσk)(a) = r(a)c(r(a)
−1r(aτσ0), . . . , r(a)
−1r(aτσk))
= r(a)ηa,τ c(η
−1
a,τ r(a)
−1r(aτσ0), . . . , η
−1
a,τ r(a)
−1r(aτσk))
= SΓ∆(c)(σ0, . . . , σk)(aτ).
If we replace the section s, or equivalently the map r, by another choice, say
s¯ and r¯, we obtain another Shapiro map S¯Γ∆. We know a-priori that for any
z ∈ Zk(∆, X) the two k-cocycles SΓ∆(z) and S¯
Γ
∆(z) will be cohomologous. We
record here a formula for a 1-cochain whose differential realizes the required
coboundary in the case k = 2.
Lemma B.4. Assume thatX is abelian. Given z ∈ Z2(∆, X) let
c(σ0, σ1)(a) = z(r(aσ0)r(aσ1), r¯(aσ0)) · z(r(aσ1), r¯(aσ0), r¯(aσ1))
−1.
Then ∂c = SΓ∆(z) · S¯
Γ
∆(z)
−1.
We leave the verification to the reader.
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