Evolutionary algor'lthms (EAs) are randomzzed search strategies which have turned out to be efficient for optimization pmblerns of quite different kind. In order to understand the behavior of EAs, one also is interested in examples where EAs need exponential time to find an optimal solution. Until now only arti ficial examples of this kind were known. Here an ex ample with a clear and simple structure is presented.
Introduction
Evolutionary algorithms (EAs) are randomized search heuristics often used for optimization. There is not a single EA but a class of search strategies, see [3] , [5] , and [12] . A lot of successful experiments with EAs have been reported and theoretical studies are gaining more and more attention. Their aim is to de termine the behavior of different variants of EAs on different classes of functions. The behavior of an algo rithm on a fUIlction is described by the expected time until an (almost) optimal solution is found and by the probability of doing so within a given time.
All functions which have been proved to be difficult for EAs are somehow "artificial". Hence, it is an inter esting problem to present a "non-artificial" or natural and simple function, which is difficult for EAs. In Sec tion 2, we discuss properties of functions which make them natural and simple. In Section 3, we present such a function which is claimed to be difficult for EAs.
In order to prove such a claim we have to describe 0-7803-6456-2/00/$10.00 ©2000 IEEE 2704 the class of considered EAs (Section 4). In Section 5,
we prove that mutation-based EAs fail on our exam ple with overwhelming probability. In Section 6, EAs based on mutation and crossover are investigated. ';Ye finish with some conclusions.
Natural and Simple Functions
We restrict ourselves to functions In: {O, l}n -> Z which have to be maximized in a black-box scenario.
It is known [2] that functions f n suitable for black box optimization have to fulfill the follOWing condi tions: The evaluation of In has to be possible in poly nomial time (with respect to n). The function In has to be representable by polynomial-size hardware.
The function fn has to have a compact representation, more precisely small Kolmogoroff complexity (for the theory of Kolmogoroff complexity see [8] IvIAXSAT with a simple structure also can be solved easily by EAs. The following instance has been pre sented by [9] . It consists of the clauses
• Xi , 1 ::; i ::; n, and 
COUNTSATn i l
The function COUNTSAT40 is shown in Figure 1 , where the range of the function is extended to [-10,45 ].
As COUNTSAT�(O) = n(n -1)(11, -2) the all zero string is a local optimum, while COUKTSAT�(n) = n(11, -l)(n -2) + n and the all one string is the only global optimum for COUNTSAT n' It is easy to see that COUNTSAT� has its local minimum for S ::::; �(n + 1). Random inputs have with overwhelm ing probability approximately n/2 ones . Then local changes decreasing the number of ones lead to bet ter inputs while local changes increasing the number of ones decrease the fitness. Hence, we might expect that EAs quickly find the all zero string and have dif ficulties to find the all one string.
The: function COUNTSATn can be seen as a non artificial variant of TRAP 1" . n. Both only depend on s. If s is not too large, inputs with less ones are better but the global optimum is the all one string. In both cases EAs should interpret this as a hint to decrease the number of ones and to find the all zero string.
One may argue that exact optimization is not the right aim for black box optimization. The local opti mum with value n (n -1)(n -2) is almost as good as the global one with value n (n -1)(n -2) + n.
Hence, we discuss the variants COUNTSATn.r and COUNTSAT�.r' r E N. They are based on the same instance of ivIAXSAT, but every clause Xi, 1 ::; i ::;
The increase of the parameter r has many effects. The function COUKTSAT�.r has a local maximum and a local minimum at the pOSitions
EAs get good hints if Smin (r) ::; n/2 and even if 8min(r) is not sufficiently larger than n/2. Hence, we only con sider values of r such that Smin()') 2: (1/2 + c)n which means values of r such that r ::; 1(1/4 -c)(n2 -n ll for some constant 0 < c < 1/4. Under this restric tion we like to maximize the quotient of the fitnesses of the all one string and of a locally optimal string (which no longer is the all zero string). Let r = 0011 2.
The fitness of the all one string and a locally opti mal string equals 8 (11, 3) . Hence, we only compare the terms of order n3. The fitness of the all one string then is (1 + oo)n3 and the fitness of the locally optimal string is (1 +,6 _,62 + ,(3)n3 for ,6 = 1/3 -V1/9 -00/3. The population size is assumed to be at most poly nomial with respect to the instance size n. x' are parents, the individual :I: has at least the same chance as x' to be chosen. Usually, the same is true if x is a child and x ' is a parent. There may be rules to prevent duplicates. Selection is also the process to choose individuals for mutation and/or crossover.
Mutation is driven by a probability p. If the in dividual x is chosen for mutation, each bit is flipped independently with probability p. The idea of muta tion is to produce randomly small changes. Hence, we assume that p :S 1/2. Of several existing crossover operators we only investigate uniform crossover, since for MAXSAT there are no variables which are more "neighbored" than others. Let x and y be chosen for uniform crossover and let d be the number of posi tions i where Xi =J Yi. Each z, where Zj = Xj for those j, where Xj = Y j , has a probability of Td to be the result of a uniform crossover between X and y.
Mutation-Based EAs
In this section we analyze EAs based on initial ization, selection, and mutation only. The aim is to prove that with overwhelming probability the EA has not produced an optimal individual within ten) steps where ten) is growing exponentially but not too quickly.
\Ve fix an EA by choosing the population size S = Sen), the mutation probability p = pen), and the se lection scheme. For a point of time t = ten) we ask for the success probability p* = p* (n), that the glob ally optimal individual has been produced. Since we are interested in (small) upper bounds on p*, we may change the 1'I'larkoff process describing the EA in such a way that the success probability increases. The idea is to obtain a Markoff process which is easier to handle.
Because the fitness function is symmetric. we can re place each individual with s ones by the string o n-sl s without influencing the success probability.
By Chernoff's bound [OJ the probability that an iu dividual after the random initialization has at least (1/2 + c/2)n ones is bounded above by exp( -c 2 n/6). Since 5('11 ) is polynomially bounded, the probability that at least one individual of the first generation has at least (1/2 + �/2)n ones is bounded above by 2707 exp(-n(�2n)). If some individual with at least (1/2+ E /2)n ones is produced in the initialization, we con sider this as success of the EA. Hence, we assume in the following that no individual of the first generation has at least (1/2 + E/2)n ones. The fitness function COUNTSAT� . r ( " ) increases for S 2: rSmin(r(c))l 2: (1/2 + c)n. E.g., the usual (1+1)-EA with pen) = l/n finds the global optimum quickly if it has found an individual with enough ones.
Therefore, we enlarge the event describing a success.
The EA is called successful if it produces at least one individual with at least (1/2 + c)n ones. Informally, we believe that the individual [= o n -sp is better for our optimization task than I' = on-s
Formally, we prove that for [ it is at least as likely to obtain by mutation a string with at. least 05" ones as for [I. For this reason we compare J and I':
Mutation works in the same wayan the first n -s bits and the last 05 ' bits . Independently from this, mutation flips each of the 05 -05 ' > 0 bits in the middle part independently with probability p. Since p :S 1/2, the probability of flipping at most d bits is at least as large as flipping at least (s -05') -d bits. (1/2 + c)n. Fitness-based selection can prevent that individuals with less than n/6 ones survive.
We only increase the success probability by replac ing each individual with less than (1/2+c/2)n ones by an individual with exactly (l/2+c/2)n ones. Then we either have a success or we consider only individuals such that the fitness function is decreasing with the Humber of ones. Then the arguments for r = 1 work and we can consider an EA where selection does not depend on the fitness of the individuals.
In the last step, we consider the situation that the EA produces an individual J* with at least (1/2 + �)n ones. This individual has a history (such an approach has been used for the first time in [10] ), i. e., there is a sequence 10, h, ... ,1* of individuals such that 10 belongs to the initial population and 1'+1 is produced from Ii by mutation. Hence, ones(Io) = (1/2+c:/2)n, ones (Ii) :::: (1/2 + c:/2)n, and ones(I*) :::: (1/2 + c:)n.
We consider the subsequence starting with the last in dividual with exactly (1/2+c:/2)n ones. This sequence is denoted (after renumbering) by 10, h, . .. ,It.* = 1* whereones(Io) = (1/2+c/2)n, ones(I;) > (1/2+c:/2)n for i > 0, and ones(It-) :::: (1/2 + c:)n. Because of the second property individual Ii is produced by mutation from Ii-1 and not by mutation followed by a replace ment as described above.
The strings 10, h, ... , It* -1 altogether contain at least (1/2 + c:/2)nt* OIles and at IllOst (1/2 -c:/2)nt* zeros. We like to estimate the probability that start ing with 10 we get an individual It* which is a success.
All single bits of all Ii, i < t*, have a chance to be mutated. The mutation probability is p. It is a neces sary condition that altogether at least nc:/2 more bits are flipping from 0 to 1 than bits are flipping from 1 to O. For such a success, it is necessary that at most nt*p/2 ones flip or that at least nt*p/2 zeros flip. Oth erwise, the number of bits flipping from one to zero is larger than the number of bits flipping from zero to one. Note, that since c: is a positive constant we have that nt*p If p = 0((t*n1/2)-1), this proba bility is exponentially small. If p = 0 ((t*n1/2) -1), nt*p/2 = 0 (n 1/2). In this case, we use the fact that at least E.n/2 zeros have to flip. Again, by Chernoff's bound, this probability is bounded by exp( _0(n 1 / 2 )).
If the EA produces exp(o(n1/2)) individuals, the suc cess probability still is bounded by exp(-0 (n 1 / 2 )).
Hence, we have:
Theorem 1 Each mutation-based EA (as defined in Section 4) which produces exp(o(n1/2)) individ ' uals has a success probability for COUNTSAT n (and even for COUNTSATn.r(e), if 0 < c < 1/4 is a. constant) which is bounded by exp( _0( n1 / 2)) .
6 On the Effect of Uniform Crossover
The usefulness of crossover has been shown by many experiments. There is also a proof that, for some sim ple but not natural function, all EAs without crossover take superpolynomial time with overwhelming proba bility while an EA with crossover only needs poly nomial time with overwhelming probability [7] . This effect is not surprising but it is hard to deal with crossover which is an operator creating inter-dependent individuals [10] . Therefore, it is not possible to con sider simultaneously a class of different types of EAs with crossover. After these basic considerations we investigate a string x which is the outcome of t combined steps of uniform crossover and mutation. Using a history based approach there are 2t ancestors from generation o which lead to x. If all these 21 ancestors are random and independent strings, also x is a random string.
Since we altogether do not create more than polyno mial1y many (or exp( o(n))) strings, it is very unlikely to create a string with at least (1/2+=-)n Olles. But an EA uses fitness based selection and works with pop ulations of polynomial size. Hence, among the 2t an cest.ors there are a lot which represent the same in dividual. This implies that lllutation influences this individual at each stage in the same way. Uniform crossover for the same pair of individuals leads to the same outcome. Hence, the variety of produced individ uals is much smaller and the probability of producing an individual with at least (1/2 + s)n ones seems to decrease. As we all know, EAs need some fitness based selection to improve variants of blind random search.
As long as no individual with at least (1/2 + c)n ones is produced, fitness based selection can only prefer in dividuals with less ones (for our COUNTSATn func tions) and this decreases the probability of creating many ones in the next step. Both effects, the pos itive correlation between the individuals because of the limited population size and also because of fitness based selection and the preference of individuals with less ones because of fitness based selection, have the local property to decrease the probability of creating individuals with many ones. These arguments are the basis for a rigorous proof of the following claim.
Claim 2 Let A be an EA (as defined in Section 4) working on the fitness function COUNTSAT n (or COUNTSATn.r(£), if 0 < c < 1/4 is a constant). The probabiLity that A produces within t steps an in divid ual with at least (1/2 + c)n ones is not larger than the probability that a random search algorithm producing the same 7/.'UmUer of individuals leads to an in dividual with at least (1/2 + c)n on es. This probability is bounded above by s·exp( -S1 (n)) if s is the number of produced individuals. Hence, the claim implies that no EA (as defined in Section 4) has more than a tiny chance to optimize COUNTSATn or COUNTSATn ,r(Ol in a reasonable time.
Conclusions
EAs are randomized search strategies which create 
