Forward selection (FS) is a step-by-step model-building algorithm for linear regression. The FS algorithm was expressed in terms of sample correlations where Pearson's product-moment correlation was used. The FS yields poor results when the data contain contaminations. In this article, we propose the use of Spearman's rank correlation in FS. The proposed method is called FSr. We conduct an extensive simulation study to compare the performance of FSr with FS. The proposed FSr performs better than the FS algorithm in the contaminated data. We also demonstrate a real data application of FSr.
I. Introduction
When the number d of candidate covariates is small, one can choose a linear prediction model by computing a reasonable criterion (e.g., Mallows C P , AIC, FPE or crossvalidation error) for all possible subsets of the predictors. However, as d increases, the computational burden of this approach (sometimes referred to as all possible subsets regression) increases very quickly. Typically, when we have a large collection of possible covariates, we hope to select a parsimonious set from the large collection for the efficient prediction of a response variable. This is one of the reasons why step-by-step model-building algorithms like Forward selection ("FS") or Stepwise ("SW") ( 
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III. Simulations
To investigate the behavior of our FSr proposals, we consider a simulation setting similar to that used by Frank and Friedman (1993) . We first create a linear model, To allow for a fraction  of outliers, we consider the following sampling distributions, listed in increasing order of difficulty: 
. 
From Fig. 1(a) , we see that the two procedures perform well in the uncontaminated case. But the performance of FSr is slightly better than the FS. Figs. 1(b)-1(d) show that, as expected, the performance of FS deteriorates considerably under contamination, but the FSr procedure is much less affected by contamination. In the design with high leverage but asymmetric, shifted normal contamination, FSr shows slightly better performance than FS [ Fig. 1(d) ]. Generally, all the figures show that FSr procedure is much less affected than FS in the contaminated data. 
IV. Example
In this section, we use a real data set to further illustrate the performance of FSr compared to FS. A part of the data set considered in Table L of Draper and Smith (1998) is considered for this purpose. The response variable is the overall grade. We consider the 6 continuous covariates, which are numbered from 1 to 6.
In practice, we do not often know the number of covariates that are needed in the model. Thus, a graphical tool to select the size of the reduced set would be useful. For this purpose, FSr sequenced the covariates in the following order: (3,1, 6, 5, 4, 2). Figure 2(a) shows the learning curve for this data set. This plot suggests a reduced set of size 2, which includes covariates (3, 1). For comparison, the following different sequence was obtained by the FS: (2, 3, 1, 4, 5, 6). Fig. 2(b) shows the learning curve for this data set. The plot for FS suggests a reduced set of size 3, which includes covariates (2, 3, 1) . That is, FS includes an additional covariate to get the same performance as FSr. 
VI. Conclusion
FS is a popular and computationally suitable algorithm for building linear prediction models. Khan et al. (2007) expressed FS in terms of Pearson's product moment correlations. The FS is very sensitive when the data contain contaminations. Since Spearman's rank correlation is a more reliable estimate of association in the presence of contaminations in the data, we have introduced this in FS. That is, we have ranked the values of each covariate, and then considered these ranks as the original values to apply the FS algorithm, and obtained FSr algorithm.
Our proposed FSr method has much better performance compared to the FS algorithm when the data contain contaminations. That is, FSr is more resistant than FS to the contaminated data.
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