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Abstrak—Perkembangan teknologi informasi mengarahkan 
perintah komputer tidak hanya dari keyboard, mouse ataupun 
touchscreen, tetapi dapat menggunakan suara atau pikiran. 
Persoalan utama dari instruksi suara adalah identifikasi kata 
yang diucapkan sehingga perlu proses ekstraksi yang tepat. 
Beberapa penelitian terdahulu mengidentifikasi suara dengan 
menggunakan Mel-Frequency Cepstrum Coefficients (MFCC) 
untuk mengoperasikan komputer, instruksi lampu otomatis dan 
penguncian pintu. Sementara penelitian lain menggunakan Linier 
Predictive Cepstral Coefficients sebagai pembanding MFCC 
dengan hasil akurasi MFCC lebih baik ketika mengenali suara 
dalam kondisi bising.  MFCC memiliki kemiripan dengan sistem 
pendengaran manusia serta merupakan perhitungan yang kuat 
dan hemat biaya. Penelitian ini telah membuat sistem identifikasi 
kata. Identifikasi dibagi atas tiga kelas yaitu “Klasik”, “Dangdut” 
dan “Pop”, yang digunakan untuk aksi mengoperasikan tiga jenis 
lagu yang sesuai. Sinyal suara diekstraksi menggunakan MFCC 
yang kemudian diidentifikasi menggunakan Learning Vector 
Quantization (LVQ). Data latih dan data uji didapatkan dari 
enam naracoba dan 10 kali perulangan dari yang mengucapkan 
kata “Klasik”, “Dangdut” dan “Pop” secara terpisah. Kemudian 
sinyal suara yang direkam dilewatkan praproses menggunakan 
Histogram Equalization, DC Removal  dan Pre-emphasize untuk 
mereduksi noise dari sinyal suara, yang kemudian diekstraksi 
menggunakan MFCC. Spektrum frekuensi yang dihasilkan dari 
MFCC diidentifikasikan menggunakan LVQ setelah melewati 
proses pelatihan terlebih dahulu. Hasil penelitian diperoleh 
akurasi sebesar 92% untuk identifikasi data yang telah dilatih. 
Sedangkan pengujian data baru diperoleh akurasi sebesar 46%. 
Kata Kunci—Identifikasi suara, Instruksi perangkat eksternal, 
Mel-Frequency Cepstrum Coefficients, Learning Vector 
Quantization 
I.  PENDAHULUAN 
Dewasa ini perkembangan teknologi informasi 
mengarahkan masukan untuk memberikan perintah tidak hanya 
dari keyboard, mouse ataupun touch screen, tetapi dapat 
menggunakan suara atau pikiran melalui Brain Computer 
Interface. Kata – kata yang direkam dalam bentuk suara melalui 
microphone diubah menjadi sinyal digital. Beberapa perangkat 
aplikasi telah memanfaatkan input suara untuk perintah. Di sisi 
lain, suara yang direkam dalam bentuk sinyal suara terdiri dari 
amplitudo, panjang gelombang, tempo, ritmik dan frekuensi 
mengandung informasi kata yang diucapkan, identitas pemilik 
suara ataupun keduanya. Pengenalan suara di antaranya dapat 
dimanfaatkan untuk menyalakan lampu otomatis, absensi dan 
request lagu. Selain itu, identifikasi kata yang diucapkan dapat 
digunakan untuk menyimpan pembicaraan dalam bentuk teks 
ataupun dikembangkan untuk robot sahabat. Namun identifikasi 
kata yang diucapkan ataupun identitas dari sinyal suara tidaklah 
mudah. Oleh karena itu perlunya suatu metode komputasi agar 
dapat melakukan identifikasi kata yang diucapkan dengan tepat.  
Beberapa penelitian mengenali pola suara untuk mengontrol 
nyala dan mati lampu secara otomatis [1], mengoperasikan 
kursor [2], sistem penguncian pintu [3], perintah untuk 
membuka aplikasi pada komputer [4], sistem kendali peralatan 
rumah tangga [5], serta dapat juga digunakan untuk identifikasi 
gender [6] [7] dan untuk analisis hipotiroidisme pada bayi 
melalui suara tangisan bayi [8]. 
Dalam mengenali kata yang diucapkan dalam sinyal suara 
agar dapat digunakan sebagai perintah, diperlukan ekstraksi 
sinyal suara dan pembelajaran mesin. Penelitian terdahulu 
mengenali perintah suara dengan tingkat keberhasilan rata – rata 
81% dengan menggunakan metode Mel-Frequency Cepstrum 
Coefficients (MFCC) setelah diekstraksi dengan metode 
Dynamic Time Warping (DTW) untuk pencocokan pola [3]. 
Penelitian lainnya membandingkan sinyal suara untuk proses 
verifikasi dengan menggunakan MFCC dan DTW dengan rata – 
rata akurasi yang didapatkan sebesar 96% [9]. Dalam kondisi 
bising sistem berbasis MFCC memberikan kinerja yang relatif 
kuat dibandingkan dengan LPCC, pada tingkat SNR 20dB 
sistem berbasis MFCC memiliki tingkat akurasi 97,03% [10]. 
Penelitian ini telah membuat sistem identifikasi kata dari 
perekaman dua detik sinyal suara menggunakan ekstraksi 
MFCC dan LVQ. Identifikasi kata dilakukan terhadap tiga kelas 
kata yang diucapkan, yaitu “Klasik”, “Dangdut” dan “Pop”. 
Hasil identifikasi digunakan untuk mengaktifkan lagu dengan 
genre yang sesuai dengan perintah yang dikenali.  Suara yang 
diucapkan oleh naracoba akan dilewatkan praproses untuk 
memperoleh normalisasi dan memperbaiki dari noise, 
mengekstraksi menggunakan MFCC yang selanjutnya 
diidentifikasi jenis kata-kata yang diucapkan. Model komputasi 
yang dibangun sebagai dasar untuk perintah komputer melalui 
suara, termasuk pengembangan ke depan untuk robot sahabat, 
serta untuk konversi suara ke dalam teks. 
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Dalam penelitian ini pengenalan pola suara digunakan untuk 
memutar lagu tertentu sesuai kata kunci yang diucapkan, dengan 
menggunakan ekstraksi fitur MFCC dan klasifikasi Learning 
Vector Quantization (LVQ) yang sebelumnya dilakukan 
praproses untuk normalisasi ukuran data suara menggunakan 
metode Histogram Equalization, normalisasi data suara 
menggunakan DC Removal dan Pre-Emphasize filter untuk 
mengurangi gangguan noise. Data suara diambil dari enam 
naracoba dengan kata kunci sebanyak tiga kali dan 10 kali 
perulangan untuk setiap kata, sehingga jumlah data latih 
sebanyak 180 data. Pengujian dilakukan dengan menggunakan 
data yang digunakan sebagai pelatihan serta menggunakan data 
baru yang direkam dari naracoba yang sama dengan SNR yang 
berbeda. Data baru direkam sebanyak 10 kali perulangan untuk 
setiap kata. Sehingga jumlah data uji sebanyak 360 set.  
II. METODE 
A. Akuisisi Data 
Pengambilan data suara dilakukan secara offline dengan tiga 
kata kunci yaitu “Klasik”, “Dangdut” dan “Pop”. Penentuan kata 
kunci tersebut dikarenakan ketiga kata tersebut memiliki 
pelafalan serta vokal akhir yang berbeda. Perekaman 
menggunakan microphone dengan SNR > 10dB, frekuensi 
sampling yang digunakan yaitu 8000Hz menggunakan channel 
mono dan resolusi 8bit. Durasi perekman dilakukan selama 2 
detik. 
Data diambil melalui enam naracoba, masing – masing 
mengucapkan 3 kata dengan sepuluh kali perulangan untuk 
setiap kata, sehingga terdapat 180 data latih. Pengucapan harus 
dilakukan dengan artikulasi yang jelas serta durasi pengucapan 
harus mendekati 2 detik, hal ini dilakukan untuk dapat 
memperoleh data latih yang baik. Setiap satu perekaman 
menghasilkan data sampling sebanyak 16000, didasarkan pada 
spesifikasi perekaman yang telah dijelaskan, serta pengambilan 
data dilakukan setiap 0,2 detik. 
B. Perancangan Sistem Identifikasi 
Input sistem dari penelitian ini yaitu data rekaman suara dari 
enam naracoba melalui microphone dengan frekuensi sampling 
8000 Hz dan resolusi 8bit serta menggunakan channel mono. 
Data input dilakukan praproses melalui tiga tahap, yaitu 
Histogram Equalization, DC Removal dan Pre–Emphasize 
filter.  
Histogram equalization bertujuan untuk meratakan jumlah 
data sampel menjadi 16000 sampel untuk setiap perekaman, 
proses DC Removal dilakukan untuk menghilangkan 
komponen DC sehingga diperoleh normalisasi dari data input 
suara, Pre-Emphasize bertujuan untuk mempertahankan 
frekuensi – frekuensi tinggi pada spektrum sehingga dihasilkan 
data input suara dengan noise yang rendah. 
Setelah dilakukan praproses kemudian dilakukan proses 
ekstraksi sinyal suara untuk mendapatkan fitur dari sinyal suara 
menggunakan MFCC, tahapan dalam MFCC terdiri dari lima 
langkah yaitu Frame Blocking, Windowing, Fast Fourier 
Transform, Mel–Frequency Wrapping dan Cepstrum. Frame 
Blocking dilakukan untuk membagi sinyal suara ke dalam 
bentuk short segmen atau short frame, agar sinyal suara 
mengalami perubahan dalam jangka waktu tertentu. Sinyal 
suara selama dua detik, disampling setiap 0,02 detik. Oleh 
karena itu, satu perekaman menghasilkan 99 frame/detik. 
Windowing dilakukan untuk mengurangi diskontinuitas sinyal 
yang dihasilkan dari proses Frame Blocking, Windowing 
dilakukan menggunakan Hamming Window, hal ini 
dikarenakan Hamming Window menghasilkan sidelobe yang 
tidak terlalu tinggi akan tetapi menghasilkan noise yang tidak 
terlalu tinggi. FFT dilakukan untuk mengubah sinyal dalam 
domain waktu menjadi domain frekuensi, hal ini dilakukan 
untuk dapat melakukan proses selanjutnya yang memproses 
sinyal dalam domain frekuensi. Mel-Frequency Wrapping 
dilakukan melalui Mel-Filterbank yang memiliki sinyal dalam 
bentuk triangular window, jumlah filter yang digunakan 
sebanyak 32 filter, sehingga terdapat 34 titik untuk setiap frame. 
Cepstrum merupakan kebalikan dari spektrum, Cepstrum 
dilakukan untuk mendapatkan informasi yang terdapat dalam 
sinyal suara, koefisien yang digunakan untuk proses identifikasi 
adalah 13 koefisien MFCC untuk setiap frame. 
Proses pelatihan dan pengujian dilakukan menggunakan 
LVQ. Pelatihan dilakukan terhadap data sinyal suara yang 
dihasilkan melalui proses ekstraksi, yang mana setiap frame 
memiliki 13 koefisien Cepstrum sehingga satu perekaman 
menghasilkan 2574 vektor sebagai input untuk pelatihan LVQ. 
Kelas yang digunakan sebanyak 3 kelas, yaitu Klasik, Dangdut 
dan Pop. Perancangan sistem Identifikasi Kata dapat dilihat 
pada Gambar 1. 
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Gambar 1. Perancangan sistem Identifikasi Kata 
C. Praproses 
Sinyal suara yang didapat dari hasil perekaman memiliki 
lebar data yang berbeda, hal ini disebabkan oleh kata yang 
diucapkan oleh naracoba dalam setiap perulangan tidak tetap. 
Sehingga digunakan proses Histogram Equalization dengan 
menghitung distribusi kumulatif dari data sampel menggunakan 
Persamaan 1. 
𝐷𝑛
′ = 𝐷[𝑛] + 𝐷[𝑛 − 1]   (1) 
Setelah mendapatkan nilai distribusi kumulatif maka 
dilakukan perataan histogram sehingga jumlah data sampel 
adalah 16000 data menggunakan Persamaan 2. 
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ℎ[𝑣] = (
(𝐷′[𝑣]−min(𝐷′)
max(𝐷′)−1
) ∙ 𝑁) + 1       (2) 
Selanjutnya dilakukan proses DC Removal dengan 
menghitung nilai rata – rata dari data sampel suara kemudian 
mengurangkannya dengan setiap data sampel untuk 
memperoleh normalisasi dari data input suara dengan 
Persamaan 3. 
𝐷[𝑖] = 𝑠[𝑖] −
∑ 𝑠[𝑖]𝑛𝑖=1
𝑛
   (3) 
Penelitian terdahulu mengenali isyarat tutur vokal setelah 
dilakukan praproses menggunakan DC Removal untuk 
menghilangkan komponen DC, diperoleh akurasi sebesar 80% 
untuk tester trainer, dan 87% untuk tester acak [11]. 
Untuk menghilangkan gangguan noise dari data input suara 
maka digunakan proses Pre–Emphasize filter serta untuk 
mempertahankan frekuensi – frekuensi tinggi yang umumnya 
tereliminasi pada saat proses produksi suara, dengan 
menggunakan Persamaan 4, dimana 𝛼 yang digunakan adalah 
0,97. 
𝑦[𝑛] = 𝑠[𝑛] − 𝛼𝑠[𝑛 − 1]   (4) 
D. Mel-Frequency Cepstrum Coefficients 
Terdapat lima tahapan dalam proses ekstraksi menggunakan 
MFCC, yaitu Frame Blocking, Windowing, FFT, Mel–
Frequency Wrapping dan Cepstrum. 
Proses Frame Blocking digunakan untuk membagi sinyal 
audio ke dalam frame, untuk menentukan ukuran frame 
biasanya menggunakan “the power of two”, akan tetapi terdapat 
cara lain untuk menentukan panjang frame dengan 
menggunakan lapisan nol untuk mendekatkan pada aturan “the 
power of two” [12]. Waktu pengambilan data sampling (Ts) 
setiap 20ms dikarenakan karakteristik sinyal berubah dalam 
selang waktu tertentu untuk merefleksikan suara yang berbeda 
pada orde 0,2 detik atau lebih. Dengan Persamaan 5 maka 
didapat jumlah frame adalah 99 frame/detik; 
(
(𝐼−𝑁)
𝑀
+ 1)   (5) 
Dengan 𝐼 = 𝑠𝑎𝑚𝑝𝑙𝑒 𝑟𝑎𝑡𝑒 ∶  
𝐹𝑠
𝑇𝑠
=
16000
2
= 8000  
𝑁 = 𝑠𝑎𝑚𝑝𝑙𝑒 𝑝𝑜𝑖𝑛𝑡 =  8000 𝑥 0,02 = 160  
𝑀 =
𝑁
2
=
160
2
= 80 
𝑓 =
8000 − 160
80
+ 1 = 99 𝑓𝑟𝑎𝑚𝑒 
Windowing digunakan untuk meminimalkan diskontinuitas 
sinyal menggunakan Persamaan 6 dengan metode windowing 
yang digunakan yaitu metode Hamming Window. 
𝑤(𝑛) = 0,5 − 0,46 cos [
2𝜋𝑛
𝑁−1
] , 0 ≤ 𝑛 ≤ 𝑁 − 1 (6) 
Dimana w(n) adalah nilai windowing ke-n maka hasil dari 
proses ini adalah sinyal yang didapat dari Persamaan 7. 
𝑦(𝑛) = 𝑥(𝑛)𝑤(𝑛), 0 ≤ 𝑛 ≤ 𝑁 − 1  (7) 
Sehingga didapat sinyal hasil proses Windowing pada 
Gambar 2. 
 
Gambar 2. Windowing 
FFT mengkonversi setiap frame N sampel dalam domain 
waktu ke domain frekuensi. panjang FFT yang digunakan 
sebanyak 160, atau sama dengan panjang data setiap frame. 
Mel-Frequency Wrapping dilakukan melalui Mel-
Filterbank yang terdiri dari rangkaian Triangular Window yang 
saling overlap. Nilai – nilai mel tidak dipengaruhi oleh pilihan 
dasar logaritma, mengingat skala Mel menggunakan logaritma 
natural atau desimal. 
Terdapat variasi jumlah filter triangular yaitu 12, 22, 32 dan 
42. Akan tetapi terlalu sedikit atau banyak filter yang digunakan 
tidak akan memberikan akurasi yang tinggi. Penelitian 
terdahulu membandingkan jumlah filter dalam ekstraksi 
menggunakan MFCC, persentase yang paling tinggi didapat 
pada jumlah filter sebanyak 32 dengan tingkat akurasi sebesar 
85% [13]. 
Jumlah filter yang digunakan sebanyak 32, yang artinya 
Mel-Filterbank memiliki triangular window sebanyak 32 buah 
dengan 34 titik. Batas bawah dan batas atas nilai Mel ditentukan 
antara 0 Hz dan 4000 Hz yang diubah ke dalam nilai Mel 
menggunakan Persamaan 8. 
𝑚𝑒𝑙(𝑓) = 2595 × 𝑙𝑜𝑔 (1 +
𝑓
700
) (8) 
Untuk mendapatkan nilai frekuensi atau inverse Mel 
dihitung dengan Persamaan 9. 
𝑚𝑒𝑙−1(𝑓) = 700(𝑒 (
𝑚𝑒𝑙(𝑓)
1127
) − 1) (9) 
Nilai frekuensi dikonversikan ke dalam nilai FFT terdekat 
untuk mendapatkan nilai Filterbank. Proses Filtering dilakukan 
untuk mendapatkan nilai log energy pada setiap filter. 
Cepstrum didefinisikan sebagai kebalikan dari logaritma 
spektrum sinyal yang seringkali digunakan untuk mendapatkan 
informasi dari suatu sinyal ucapan. Proses Cepstrum berfungsi 
untuk mengkonversikan log mel spektrum ke dalam domain 
waktu, dengan menggunakan Persamaan 10.  
𝑐𝑛 = ∑ (𝑆[𝑘])
𝐾
𝑘=1 cos [
𝜋𝑛(𝑚+
1
2
)
𝐾
] , 𝑛 = 1,2, … , 𝐾 (10) 
Jumlah koefisien cepstrum yang digunakan adalah 
sebanyak 13 koefisien untuk setiap frame. Penelitian terdahulu 
yang terkait memilih koefisien MFCC sebanyak 13 dikarenakan 
rentang yang sangat umum digunakan dalam MFCC adalah 10 
– 20 koefisien [14]. 
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Penelitian terdahulu membandingkan efisiensi MFCC dan 
Linear Predictive Coding (LPC) untuk sistem pengenalan suara, 
didapat hasil bahwa ekstraksi menggunakan MFCC dan VQ 
menunjukkan akurasi yang lebih baik dibandingkan dengan 
menggunakan LPC dan VQ [14]. Penelitian lainnya melakukan 
evaluasi terhadap kinerja MFCC dan LPC untuk identifikasi 
bahasa otomatis, identifikasi tertinggi diperoleh dari hasil 
ekstraksi menggunakan MFCC [15].  Kesuksesan MFCC 
dikombinasikan dengan perhitungan yang kuat dan hemat 
biaya, hal ini menjadikan MFCC sebagai pilihan standar dalam 
beberapa penelitian pengenalan suara [16], diantaranya analisis 
hipotiroidisme pada bayi yang menghasilkan analisis bahwa 
suara tangisan bayi dengan hipotiroidisme memiliki frekuensi 
di antara 300 dan 600Hz [8], pengenalan Sistem ASR dengan 
akurasi dari sistem yang diusulkan lebih besar dari 96% [17], 
pengenalan suara menggunakan KNN dan Double Distance 
[18], serta verifikasi biometrika suara dengan rata – rata hasil 
pengujian terbaik mencapai 88% [19]. 
E. Learning Vector Quantization 
LVQ merupakan suatu metode untuk melakukan 
pembelajaran pada lapisan kompetitif dan merupakan gabungan 
dari terbimbing (supervised). Suatu lapisan kompetitif akan 
secara otomatis belajar untuk mengklasifikasikan vektor-vektor 
input. Jika dua vektor input mendekati sama, maka lapisan 
kompetitif akan meletakkan kedua vektor input tersebut ke 
dalam kelas yang sama. 
LVQ memiliki kesederhanaan dalam generalisasi sehingga 
digunakan untuk mempercepat proses komputasi 
Learning Vector Quantization digunakan untuk pelatihan 
dengan jumlah neuron input sebanyak 2574 neuron dan 3 
neuron output layer. Arsitektur jaringan LVQ untuk identifikasi 
kata dapat dilihat pada Gambar 3. 
 
Gambar 3. Arsitektur LVQ 
Proses pelatihan dilakukan dengan mencari nilai bobot yang 
kemudian digunakan untuk identifikasi vektor – vektor ke 
dalam kelas tujuan pada lapisan kompetitif. Tahap awal dalam 
proses pelatihan menggunakan LVQ yaitu menentukan 
learning rate serta maksimum epoch. Penelitian terdahulu 
melakukan klasifikasi abstrak tesis menggunakan LVQ dengan 
menggunakan learning rate dari 0.1 – 0.9, dihasilkan nilai 
akurasi terbaik dengan rata – rata 90% dengan menggunakan 
learning rate antara 0.1 – 0.5 [20]. Penelitian lainnya 
membandingkan LVQ dengan Backpropagation untuk 
pengenalan wajah dengan hasil akhir yang didapatkan adalah 
LVQ lebih baik dibandingkan dengan Backpropagation [21]. 
LVQ diterapkan dalam identifikasi citra sidik jari kotor dengan 
tingkat keberhasilan mencapai 87% [22] dan untuk 
mengklasifikasi status gizi anak menggunakan LVQ1 dan 
LVQ3 dihasilkan akurasi sebesar 95% pada LVQ3 dan 88% 
pada LVQ1 [23]. 
Pada tahap pelatihan menggunakan LVQ ditetapkan 
learning rate (α) sebesar 0,1 dengan pengurangan setiap satu 
kali iterasi 0,1*α, minimum learning rate 0,0001 dan 
maksimum epoch 1000 serta bobot awal ditentukan secara acak 
yang mewakili setiap kelas. Jarak data latih terhadap bobot 
dapat dihitung dengan Persamaan 11. 
j = √(x11 − w11)2 + ⋯ + (x1n + w1n)2   (11) 
Dimana x adalah data latih dan w adalah data bobot awal. 
Jika bobot yang memiliki jarak terkecil sama dengan kelas data 
latih maka bobot baru dihitung dengan Persamaan 12. 
𝑤𝑗(𝑏𝑎𝑟𝑢) = 𝑤𝑗(𝑙𝑎𝑚𝑎) + 𝛼(𝑥 − 𝑤𝑗(𝑙𝑎𝑚𝑎) (12) 
Sebaliknya jika bobot yang memiliki jarak terkecil tidak 
sama dengan kelas data latih maka bobot baru dihitung dengan 
Persamaan 13. 
𝑤𝑗(𝑏𝑎𝑟𝑢) = 𝑤𝑗(𝑙𝑎𝑚𝑎) − 𝛼(𝑥 − 𝑤𝑗(𝑙𝑎𝑚𝑎)) (13) 
III. HASIL DAN DISKUSI 
Data latih yang digunakan dalam penelitian ini sebanyak 
180 data yang diperoleh dari enam naracoba tiga diantaranya 
laki – laki dan tiga lainnya perempuan, dari keenam naracoba 
tersebut terdapat naracoba tua, muda dan anak – anak, masing 
– masing naracoba mengucapkan tiga kata kunci yang telah 
ditentukan sebanyak 10 kali perulangan. Pengujian dilakukan 
dengan menggunakan data yang telah dilatih dan data yang 
tidak dilatih. Data baru didapatkan dari hasil perekaman 
naracoba yang sama dengan menggunakan SNR <10db. 
Pelatihan terhadap data latih menggunakan LVQ dengan α 
0.01 - 0.03 dengan pengurangan learning rate 0.01, serta 
mengunakan α 0.10 dengan penurunan learning rate 0.10, 
maksimum epoch 1000, dan minimum learning rate 0.0001. 
Analisis laju pembelajaran pelatihan LVQ dapat dilihat pada 
Tabel I. 
TABEL I. ANALISIS PARAMETER LAJU PEMBELAJARAN LVQ 
No α 
Penurunan 
α 
Akurasi (%) 
Data Latih Data Baru 
1 0.01 0.01 90 41 
2 0.03 0.01 90 42 
3 0.05 0.01 88 45 
4 0.10 0.10 92 46 
Hasil analisis pada Tabel I menunjukan bahwa akurasi 
tertinggi diperoleh dengan α 0.1 dan penurunan learning rate 
0.1, sehingga parameter pelatihan LVQ yang digunakan yaitu α 
0.1, maksimum epoch 1000, minimum learning rate 0.0001, 
dan pengurangan α 0.1. Hasil pengujian terhadap 180 data latih 
dapat dilihat pada Tabel II. 
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TABEL II HASIL PENGUJIAN SISTEM 
No Naracoba Kelas 
Jumlah 
Data 
Jumlah Data Tepat 
Dikenali % 
DL DB 
1 Naracoba 1 Klasik 10 100 90 
2 Naracoba 1 Dangdut 10 100 90 
3 Naracoba 1 Pop 10 100 70 
4 Naracoba 2 Klasik 10 70 30 
5 Naracoba 2 Dangdut 10 100 30 
6 Naracoba 2 Pop 10 100 50 
7 Naracoba 3 Klasik 10 90 60 
8 Naracoba 3 Dangdut 10 100 50 
9 Naracoba 3 Pop 10 70 50 
10 Naracoba 4 Klasik 10 90 30 
11 Naracoba 4 Dangdut 10 100 30 
12 Naracoba 4 Pop 10 90 60 
13 Naracoba 5 Klasik 10 100 30 
14 Naracoba 5 Dangdut 10 100 20 
15 Naracoba 5 Pop 10 70 30 
16 Naracoba 6 Klasik 10 90 90 
17 Naracoba 6 Dangdut 10 100 10 
18 Naracoba 6 Pop 10 80 - 
Rata – rata akurasi 92 46 
Akurasi didapatkan dari menghitung persentase data yang 
dikenali dari semua data dengan Persamaan 14. 
𝑎𝑘𝑢𝑟𝑎𝑠𝑖 =
𝑗𝑢𝑚𝑙𝑎ℎ 𝑑𝑎𝑡𝑎 𝑑𝑖𝑘𝑒𝑛𝑎𝑙𝑖 𝑥 100
𝑡𝑜𝑡𝑎𝑙 𝑠𝑒𝑚𝑢𝑎 𝑑𝑎𝑡𝑎
   (14) 
Perubahan learning rate untuk setiap iterasi dapat dilihat pada 
Gambar 4. 
 
Gambar 4 .Grafik perubahan learning rate 
Analisis pengaruh praproses terhadap akurasi 
pengujian sistem dapat dilihat pada Tabel III. 
TABEL III ANALISIS PENGARUH PRAPROSES 
α 
Minimum 
Learning 
Rate 
Dengan Praproses Tanpa Praproses 
Akurasi (%) Akurasi (%) 
DL DB DL DB 
0.1 0.0010 91 44 87 62 
0.1 0.0001 92 46 86 62 
Hasil analisis pengaruh praproses pada Tabel III 
menunjukan bahwa pengujian data uji yang dilatih dengan 
menggunakan praproses memiliki akurasi yang lebih tinggi 
dibandingkan dengan pelatihan tanpa menggunakan praproses. 
Namun pengujian data baru tanpa menggunakan praproses 
memiliki akurasi yang lebih tinggi dibandingkan dengan 
pengujian data baru dengan menggunakan praproses. 
IV. KESIMPULAN 
Penelitian ini telah membangun sistem identifikasi kata dari 
sinyal suara menggunakan Mel-Frequency Cepstrum 
Coefficients untuk ekstraksi sinyal dan menggunakan Learning 
Vector Quantization untuk pelatihan dan pengujian yang 
sebelumnya dilakukan praproses untuk menyamakan lebar data 
sampel menggunakan Histogram Equalization, DC Removal 
untuk normalisasi sinyal dan Pre-Emphasize untuk mengurangi 
noise dari data input suara. LVQ memiliki kesederhanaan 
dalam generalisasi sehingga digunakan untuk mempercepat 
proses komputasi. Hasil pengujian menggunakan maksimum 
epoch 1000, minimum learning rate 0.0001, α 0.1 dan 
pengurangan α 0.01 dari 180 data uji yang dilatih menghasilkan 
akurasi sebesar 92% dengan hasil pengenalan 165 data dikenali 
dan 15 data tidak dikenali. Sedangkan pengujian data baru 
menghasilkan akurasi 46% dengan hasil pengenalan 84 data 
dikenali dan 96 lainnya tidak dikenali. Penggunaan praproses 
mempengaruhi akurasi pengujian terhadap data latih. Hasil 
pengujian data uji yang dilatih dengan menggunakan praproses 
memiliki akurasi 6% lebih tinggi dibandingkan dengan 
pelatihan tanpa menggunakan praproses. 
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