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SUMMARY
Complex networks like the Internet, peer-to-peer systems, and emerging sensor and ad-hoc
networks are large distributed decentralized communication systems arising repeatedly in todays
technology. In such networks it is critical to characterize network performance as the size of the
network scales. The focus of this work is to relate basic network performance metrics to structural
characteristics of underlying network topologies, and to develop protocols that reinforce and exploit
desired structural characteristics.
We have used the notions of conductance and spectral analysis to study the structural charac-
teristics of complex communication networks. These graph-theoretic notions are directly related to
the performance of basic communication tasks performed on the graph of the network, including
routing congestion, searching, and crawling. They can be also used to quantify and measure the
presence of groups of nodes that connect preferentially with each other, which is also referred as
clustering. The emergence of groups of nodes can be attributed to various economical, geographi-
cal, business, and technological reasons, and their presence affects the performance of basic network
communication tasks.
For the case of the Internet at the Autonomous System (AS) level we show that (a) routing and
congestion depends on conductance and spectral gap, (b) the spectral gap is sufficiently large for
both Internet data and random graph models, hence, the conductance is large and congestion scales
gracefully, (c) the spectral filtering method can be used to identify clusters with semantic properties
which, in turn, can be used to define extremal traffic patterns.
For the case of peer-to-peer networks we first address the issue of dynamic topology mainte-
nance and propose low overhead heuristics that result in topologies with good conductance.
The main objective of peer-to-peer networks is efficient content searching. We examine two
search techniques, flooding and random walks, and relate their behavior to conductance and spectral
gap. We show that searching by random walks gives better performance in terms of the distribution
of the number of hits when the topology is clustered and when the topology is dynamic.
xiii
However, random walks are sequential processes and thus the expected termination time of
searching via random walks is large. We study hybrid search schemes for unstructured peer-to-peer
networks that combine random walks and flooding to achieve running times comparable to flooding
and searching performance similar to random walks. We also propose a general searching scheme
of which flooding and random walks are special instances and show how to use locally maintained
network information to improve the performance of searching.
Our hybrid schemes for searching in peer-to-peer networks rely on local information, i.e. infor-
mation that a node collects by monitoring the traffic going though its links. We wish to extend our
understanding on how local metrics can increase the performance of basic communication tasks.
We are specifically interested in the case of searching in peer-to- peer networks and in the case of




The success of the Internet has changed significantly the way we perceive, design, analyze, and
reason about computer communication networks. The Internet has grown in two decades from a
few hundred nodes to many thousand networks (Autonomous Systems) and millions of nodes and
users. Moreover, this fast growth took place without a centralized entity that controls the evolution
of the network and, despite pessimistic predictions [112,134], the Internet performs extremely well
[111,134]. Networks that have managed to scale from few nodes to thousand and millions of nodes
without centralized control and with seemingly unstructured organization and characteristics are
often referred as complex networks.
The Internet is not the only complex communication network. Typical unstructured peer-to-peer
networks, like Gnutella, eDonkey, and FastTrack, content distribution networks, like BitTorrent,
and emerging sensor and ad-hoc networks share similar characteristics with the Internet. They scale
from few to thousand and millions of nodes with no or limited centralized coordination, and their
organization, including the topology, is seemingly unstructured.
What are the reasons that allowed these complex communication networks to scale? Are there
any common characteristics that are shared among the different communication networks and which
allowed them to scale efficiently without centralized coordination? If there are good primitives
shared by all complex networks, then we should strive to exploit them further and design commu-
nication algorithms, protocols, and new networks that reinforce them.
Previous research has identified unique characteristics, namely degree distributions with heavily
skewed statistics, of the topologies of many communication networks ( [33,52,108]) and suggested
the topology has a great impact on the performance of the network ( [99, 135, 150]). The related
question of how to construct topologies that realistically model the Internet for protocol evaluation
and testing purposes has also attracted the interest of the research community [27,30,73,159,161].
It is interesting to note that the primitive of hierarchical organization, which is believed to support
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graceful scaling of routing protocols, has been part of standard network models [30, 160, 161] and
has also been observed in typical network topologies [148]. Note, however, that hierarchy is not a
fundamental primitive, but comes as a result of the skewed degree distributions observed in typical
Internet graphs, which, in turn, may result from simpler primitives like preferential connectivity (
[15]) and local optimizations [9,51]. Moreover, the skewed degree distributions imply the existence
of a network core which carries a substantial fraction of the traffic and may contribute to congestion.
How does congestion scales in the core of the network?
Another fundamental characteristic that has been observed in typical network topologies is clus-
tering. In typical networks, groups of nodes connect preferentially with each other and have sparse
connectivity to the rest of the network. (Connections between nodes belonging to the same cluster
are referred as “intra-cluster” and the rest of the connections as inter-cluster.) Clusters may arise
for various reasons: geographical constraints, common interests that result in increased intra-cluster
traffic, protocol engineering Various definitions have been proposed to measure the clustering prop-
erties of the typical networks, like the clustering coefficient [27] and the assortativity metric [120].
However, previous definitions focus on measuring local clustering characteristics. Moreover, it is
not known how such clustering definitions relate to network performance.
In this work we have proposed to use the spectral graph theory to study the properties of net-
work topology. Spectral graph theory is the study of structural properties of graphs using algebraic
techniques [37,46,47]. In a nutshell, spectral graph theory uses the connectivity matrix of a graph,
which is a0/1 matrix with entry1 in position(i, j) if there is an edge in the graph fromi to j,
or adaptations of it and computes the eigenvalues and the corresponding eigenvectors of the input
matrix. These eigenvalues and eigenvectors relate to many important properties of the input graph,
such as the diameter, the expansion, and others. In particular the stochastic normalization of the
adjacency matrix, a matrix which has the entry1/di in position(i, j) if there is an edge fromi to
j and wheredi is the degree of nodei, is of particular importance, since its largest eigenvalues are
related to the convergence properties of a random walk on that graph and they also relate to the
capability of the network to route demand efficiently [61,61,83,95,98,144].
The study of the eigenvalues and eigenvectors of matrices corresponding to graphs has been
extensively used implicitly or explicitly in data mining. The fundamental problem of data mining is
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the discovery of important information in large quantities of data. Similarly, current communication
networks are very large structures and, more importantly, business and geographic relationships
between networks and various design decisions are reflected in the topology of the network. Spectral
analysis helps us identify and isolate properties of the topology. In Chapter 4 we have used spectral
analysis to identify clusters of Autonomous Systems (AS) in the Internet topology with natural
geographic and business relationships, and to define extremal traffic patterns [66].
In Chapter 3we study analytically and experimentally the effect of the existence of skewed
degree distributions and of clusters of nodes on the congestion of the network [62]. We find both
analytically and experimentally that the congestion of the core of the network scales well.
From an algorithmic point of view we want to design algorithms that take into consideration
the unique properties of typical network topologies. Moreover, we are also interested in creat-
ing topologies that have good properties and, hence, for which we can design efficient protocols.
Peer-to-peer systems and emerging sensor and ad-hoc networks will benefit from primitives that
result in topologies with provable good connectivity and from efficient searching and information
aggregation protocols. Spectral graph theory can be used to identify construction primitives that
result in good topologies. It is known that the algorithmic primitive of taking trajectories of random
walks on graphs with good connectivity has good statistical properties. In Chapter 5 we adapt this
methodology to design and analyze searching and construction via random walks in peer-to-peer
networks [63]. In Chapter 6 we propose hybrid searching schemes for peer-to-peer networks [64].





The focus of this work has been the study of communication networks, in particular the Internet
and peer-to-peer networks, using techniques borrowed from graph theory. Hence, we have made
extensive use of concepts and ideas borrowed from a variety of research areas. In the following,
we describe the previous work that helped us to shape and answer our research questions and, also,
comment on complementary to our research approach work.
In Section 2.1 we describe work related to understanding the properties of the Internet and, in
particular, its topology, and, also, we describe efforts to model Internet’s topology. In Section 2.2
we describe work related to the study and modeling of peer-to-peer systems. In Section 2.3 we
describe work related to the algebraic study of topological properties of graphs, and to the study of
other graph theoretic problems that influenced our work.
2.1 Internet topologies: Characteristics and Models
The study of the characteristics of the topology of the Internet at the Autonomous system level has
been the focus of extensive research in the last years ( [27, 33, 52, 59, 73, 91, 108, 135, 148, 150,
155]). In particular, in a pioneering work, Faloutsos et al. identified the existence of highly skewed
distributions (power-laws) in various metrics of the Internet topology, such as the degrees, the rank,
and others [52]. Research that followed identified more power-laws and other interesting properties
of the topology, such as hierarchy ( [33,59,108,148]). This line of work showed that the graph of the
Internet is highly irregular and that there is a small subset of very important for global connectivity
nodes (the core of the network). The existence of a core that may become a bottleneck that prohibits
the further growth of the Internet motivated our study of the scaling properties of the Internet.
Another very important property of Internet topologies that influenced this work is clustering.
The existence of clusters either directly or indirectly, through the use of various metrics of clustering
such as the clustering coefficient, is well known [27, 120]. Previous work however mainly used
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metrics that capture local clustering properties. However, it is not known how local metrics relate to
network performance (even though, they can have other uses, including topology characterization
and comparison).
The study of the structural characteristics of the the Internet graph is of interest if the topology
affects the performance of basic communication tasks. Radoslavov et al. show how the topology af-
fects basic multicast protocols [135]. Tangmunarunkit et al. ( [150]) compares the Internet topology
to synthetic topologies with respect to many metrics, including the resilience to link removals and
the link value which is similar to our link load metric ( [62]). In a different context, Li and Prasant
shows how the topology of overlay networks affects their performance [99].
The properties of the topology of the Internet are very important for generating realistic topolo-
gies for protocol evaluation and testing. Many approaches have been proposed in order to generate
topologies resembling with respect to various metrics the topology of the Internet both at the router
level and at the AS level [5, 27, 30, 65, 73, 108, 109, 156, 161]. Our work defines extra network
characteristics that are of interest to protocol evaluation and testing.
Akella et al. study the routing problem in graphs grown with preferential connectivity and argue
that the scaling properties are bad (scalingΩ(n1+1/α) compared to our result ofO(n log2 n)) [8].
In their proof they assume routing through nodes with high degrees, when alternative paths exist,
and, hence, they bias traffic toward the core of the network, when better paths do exist.
2.2 Peer-to-peer systems
Decentralized unstructured peer-to-peer systems, like Gnutella [67, 76, 122], FastTrack [78], and
eDonkey [50], have become extremely popular for file sharing applications [77]. Despite early
scaling problems [140], current peer-to-peer networks serve thousands and millions of users, who
mainly use the network for content searching. Naturally, efficient searching has attracted the inter-
est of the research community. The existence of a large and dynamic user population raised also
questions of how to maintain the topology of the network in the presence of churn, i.e. user arrivals
and departures.
Lv et al. studied the performance of searching in peer-to-peer networks and argued that random
probing is a realistic model [105]. They have experimented with various topologies (power-law
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random graphs, random graphs, real data) and observed that flooding does not perform well in
power-law graphs and in measured Gnutella topologies. Moreover, [105] proposed novel searching
mechanisms for peer-to-peer networks, including the use of random walks. Compared to this work,
our work in Chapters 5 and 6 (and also in [63, 64]) explains in more detail the dependence of
the performance of searching via both random walks and floodings on the underlying topology.
Moreover, we propose adaptations of random walks and floodings with provable good performance,
and we also experiment with much larger datasets. In subsequent to [105] work, [40,41] showed how
to improve the performance of searching via controlling content replication and by using additional
semantic information respectively.
The performance of content searching using random walks and, in addition, the use of 1-step
replication to increase searching performance has been also addressed in [2,3,32,106].
Searching via random walks is preferable to searching via flooding, in terms of the statisti-
cal properties of the number of hits, when the underlying topology has clusters. Clustering is
a characteristic of peer-to-peer topologies as observed in [74, 139]. Observe that, in our work,
we consider clustering in the network topology; clustering may also exist in the interests of the
users [55,71,81,93].
A variety of other techniques have been proposed to improve the performance of searching
[32,40,143,149,152]. A different approach for solving the searching problem is the use of structured
peer-to-peer systems [88,137,141,147].
The issue of topology construction in peer-to-peer networks has recently received significant
attention. The objective of all proposals is to create topologies with good connectivity, and, more
importantly, topologies that enable efficient content searching. One of the first approaches was
the use of structured peer-to-peer networks [88, 137, 141, 147]. Another approach is to construct
topologies that explicitly create groups of nodes with natural interest or network proximity [81,103,
110] Compared to these proposals, our main objective is to construct a topology with provable good
performance; additional interest or proximity semantics can be build on top of our schemes.
Our approach for constructing peer-to-peer topologies is more related to the distributed con-
struction of Hamilton cycles proposed in [92]. In both cases the objective is to construct an expander
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graph. Our topology construction schemes are more efficient in terms of number of messages re-
quired per node arrival, and use simpler approaches that can be implemented in current networks.
On the other hand, our approach is weakly decentralized. Pandarungan et al. proposes a server-
based scheme for constructing topologies with good connectivity characteristics [125].
2.3 Spectral methods and approximation algorithms
Spectral graph theory has been studied in a long series of books and papers [37, 46, 47, 132, 133].
More importantly for our work is the relation of the eigenvalues of the graph to conductance, ex-
pansion, and, hence, global connectivity, [12, 75, 144]. The conductance of the graph has been
also related to the statistical properties of trajectory sampling via random walks [7, 24, 43–45, 61].
Gillman shows the dependence of the topology, in particular its second largest eigenvalues, to the
probability that a random walk on the topology diverges from its stationary distribution [61]. Broder
and Karlin show the relation of the cover time of a random walk on a topology to the eigenvalues of
the Markov chain that describes the random walk [24].
The conductance of a graph has been also related to the performance of multi-commodity flow
problems [83, 95, 98, 154]. In particular Leighton and Rao have shown that for then node multi-
commodity flow problem with uniform demands, the maximum achievable flow that can be routed
is within anO(log n) factor of the upper bounds implied by the capacity and the topology of the
network (min-cut) [95,98].
Spectral clustering has been used in data mining applications [14,70,126,136] and web ranking
analysis [86, 124]. In both cases spectral clustering uses results from spectral graph partitioning
to identify hidden information in the input graph. We have used similar ideas to identify hidden




SCALING OF CONTENT COMMUNICATION NETWORKS
3.1 Introduction
By the mid 90’s, when the exponential growth of the Internet became apparent, several predicted
an imminent Internet collapse, among other reasons, due to lack of capacity. Recall the memo-
rable quote: “The current onslaught of new users will be more than the Internet infrastructure can
support. More new capacity will be needed than the companies that build that infrastructure can
deploy” [112, 134]. Not only did this not happen [111], but experimental work suggested that the
Internet is performing well with respect to many statistics [134]. The question is whether it was
good engineering, inherent properties of the Internet, or, just luck that allowed it to survive this
rapid growth without serious performance deterioration. In this chapter we argue that the Inter-
net’s topology has inherent structural properties that support routing with near-optimal congestion.
In particular, we argue that a general family of “Power-Law Random Graphs” (PLRG) [5, 20], of
which the Internet topology is believed to be an instantiation [5,52,73,150], has good “expansion”
properties. Consequently, approximation algorithms for multicommodity flow imply that this family
of graphs supports routing with near-optimal congestion [154, Chapter 21].
Performance is a term that means different things to different parties and different applications.
The users of a communication network are concerned with round-trip delay, packet drop probabil-
ity and throughput. Service providers are concerned with congestion and efficient use of network
resources. For applications, such as the WWW, P2P and streaming video, performance metrics be-
come even more context specific. However, there are simple graph-theoretic abstractions believed
to capture properties that are essential in “every good network.” For example, small diameter (a
well defined graph theoretic property) is a desirable characteristic [22, 34], and more recently, the
small world phenomenon (a less well defined property, but generally understood to mean small av-
erage distance and good clustering) has been identified as a desirable characteristic in searching the
WWW and P2P networks [85,86].
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Another graph theoretic abstraction that has been pervasive in algorithms and complexity over
the last thirty years is that ofexpansionand its generalizations, namelycut sparsityandconductance
[37,96,118,127,144,154]. In a sequence of celebrated results, which generalize the max-flow min-
cut theory (e.g. see [95,101,154]), cut sparsity and conductance have been explicitly correlated with
the performance of routing algorithms as follows. LetG(V,E, W ) be an undirected capacitated
graph, and letce, e ∈ E, denote the capacities. Let{(s1, t1), . . . , (sk, tk)} be specified pairs
of nodes (where each pair is distinct, but a node may be present in several pairs). A separate
commodity i is defined for each(si, ti) pair, and for each commodityi a nonnegative demand
dem(i) is also specified. For some routing of this demand, letle · ce denote the flow through link
e. Thecongestionof link e is the quantityle. Thus themaximum link congestionaccording to this
routing isL = maxe∈E le. The objective is to find a routing that minimizes the maximum link
congestion. For example, if we were given the network’s topology and demand,L would be the
amount of provisioning in the thickest link.
When the routing respects capacity constraints, thenle is the usual notion of utilization. We
shall also consider routings that violate capacity constraints. What is then the meaning ofle andL?
If all demands were scaled by a factor1/L, then the capacities would be respected. (The quantity
1/le is also referred to as “throughput.”) Thus, in analyzingL we are making the assumption that
1/L is indicative of the worst performance over all links.
Consider a cut(S, S̄). Let δ(S) denote the links that have one endpoint inS and another
endpoint inS̄. Let c(S) denote the total capacity of the links in the cut:c(S) =
∑
e∈δ(S) ce. Let
dem(S) denote the total demand separated by the cut:dem(S) =
∑
i:|{si,ti}∩S|=1 dem(i). A natural
lower bound onL follows by simple averaging principles. In particular, for every routing,
∑
e∈δ(S)

















The theory of maximum multicommodity flow developed over the last decade [154, Chapter 21]
suggests that there exists a routing with maximum link congestion within a factorO(l g k) of the


















Let (d1, d2, . . . , dn) be the degrees of the graph. LetD =
∑n
i=1 di = O(n) representing the fact
that graph is sparse. Consider demandO( udv) between all pairs of nodesu andv. This includes
one unit of demand between alln2 pairs of nodes as a special case. Define the volume of a set of
verticesS ⊂ V asvol(S) =
∑
u∈S du. Then (1) implies (details in Theorem 1
O(n log n)
Φ
≥ L ≥ O(n)
Φ
(3)











Expandergraphs are families of regular graphs (all nodes have the same degree) with linear







For such graphs, and for one unit of demand between all2 pairs of nodes, (3) and (4) imply
that there exists a polynomial time routing algorithm with maximum link congestionO(n log n).
Alternatively, if all links have capacityO(n log n) then the demand can be routed with maximum
link congestion bounded away from 1. This is optimal since, by simple counting considerations,
most of then2 pairs have hop distanceΩ(log n). In a rather strong sense, expander graphs enable
excellent resource allocation, since with a linear number of links they support routing with optimal
congestion. Note that in arbitrary graphs routing one unit of traffic between every pair of nodes may
result in congestion as bad asΩ(n2). For example, in a complete binary tree each link incident to
the root needs to carry flow(n/2)2. In a tree grown with preferential connectivity there are links




Admittedly, the known polynomial time algorithms that achieve provably optimal performance
(via LP-duality and metric embeddings) are complex and involve non-integral flows [154, Chap-
ter 21]. However, there are complementary results suggesting that near-optimal congestion (up to
poly log n factors) can also be achieved with integral short paths and decentralized, on-line algo-
rithms (e.g. see [57, 87].) Therefore, a constant expansion factor is thought of as an “excellent
promise” for routing. Random regular graphs are long known to possess constant expansion [118,
Chapter 5.6]. These, together with explicit constructions [104] have found many applications in
networks: [129–131] for non-blocking networks, [96] for parallel architectures, [97] for circuit
switching, [92] for peer-to-peer networks, to list just a handful that span three decades. All these
applications involve expanders as carefully constructed mathematical and engineering artifacts.
The networking paradigm is shifting. Today’s open, distributed and dynamic networks are no
longer artifacts that we construct, but phenomena that we study. One of the first observed striking
differences is in the distribution of the degrees of the underlying network topologies: The degrees
of the WWW [15, 25], the Internet at the level of Autonomous Systems [52] and at the router
level [150], and several other examples [150], all follow heavy-tailed statistics, often expressed as
power-laws: The frequency of nodes with degreed is proportional tod−ζ , for some constantζ
typically between 2 and 3. At the same time, these remain sparse, linear-size networks (the average
degree is around 4 for Internet topologies and around 8 for the WWW.) The main result of this
chapter is:
Power Law Random Graphs (PLRG) can support routing ofO(dudv) units of flow be-





. This includes unit demand between all pairs of nodes as a special case.
This is only alog n factor off from the congestion achieved by linear size regular graphs with con-
stant expansion. Thus our result can be understood as follows. The skewed degree distributions
of PLRGs result in a hierarchical organization, with nodes of (typically) high degree forming the
“core” of the network [66,148,150]. This is reminiscent of a tree-like structure. Intuitively, we ex-
pect that links in the core carry more flow. Our result suggests that the boundO(n log2 n) by which
the flow scales in the core of PLRGs is closer to the boundO(n log n) of a robust flat structure, such
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as an expander, rather than the boundΩ(n1+ε) of a tree.
What is the implication of our result for real networks, like the Internet, that are believed to be
instantiations of PLRGs? Even though our model is very simple to capture the full complexity of
real systems, we believe that it carries a positive message. We view the moderate rate at which the
congestion grows and the established strong conductance as an indication that, despite its decen-
tralized uncoordinated dynamic growth, the Internet preserves good resource allocation and load
balancing properties and prevents extreme fragilities and monopolies [49, 151, 158]. Admittedly,
this is a subjective statement, but we believe that it is a firm starting point.
In summary, we have analyzed routing on PLRG’s under the assumptions:
(a) All links have the same capacity.
(b) DemandO(dudv) between all pairs of nodes (unit uniform demand is a special case.)
(c) The objective is to minimize maximum link congestion.
(d) Flows can be fractional and involve paths of arbitrary length.
We made assumptions (a) and (b) due to lack of publicly available information about link capac-
ities and demand patterns. For practical purposes and for the worst case analysis considered here,
we believe that assumption (a) is not particularly restrictive. See the definition of conductance (4).
Intuitively, we expect that unbalance in link capacities will favor links belonging to cuts for which
|δ(S)|P
u∈S du
is small. That only helps conductanceΦ.
We believe that assumption (b) is quite restrictive. In particular, it does not capture popular sites
that may have low degree, but high demand. However, the notion of cut sparsity can be defined
for arbitrary capacities and demands and the general methodology of (1) and (2) carries over. Thus
the methodology of our work provides a starting point to study more general demand patterns, once
such patterns become better characterized.
We believe that assumption (c) is not particularly restrictive, though this is also subjective.
Assumption (c) essentially imposes worst case analysis. There are many other performance metrics
in computer science theory and networking, but worst case analysis is a reasonable place to start.
Assumptions (c) and (d) imply that the objective is to minimize the maximum link congestion.
In many networks of practical interest the objectives can be different. For example many protocols
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minimize the hop count for every source-destination pair. We have experimentally measured the
congestion in power-law random graphs under shortest-hop integral routing (in a set-up reminiscent
of the Internet at the level of Autonomous Systems.) Our measurements indicate that the congestion
still increases likeO(npoly log n).
A key technical ingredient in our proofs is to show that the core of the PLRG has strong conduc-
tance properties. These have further implications, most notably on the spectral gap of the stochastic
normalization of the adjacency matrix of the core of the graph. Such spectral gaps have found in the
past many algorithmic applications [37,118,144,154]. For example, they imply reliability and fast
cover times and hitting times —the latter are related to crawling and searching. Thus, we believe
that our bounds on conductance and spectral gap will be a useful tool in establishing further prop-
erties for Internet performance. (Similar bounds have been subsequently obtained for the model of
growth with preferential attachment [114]). In passing, we also note that the rather sharp bounds
obtained in Corollary 1 are further evidence that the spectrum of the stochastic normalization of the
adjacency matrix is an important metric for Internet topologies (see also [52,66,113]).
The rest of this chapter is organized as follows. In Section 3.2 we discuss random graph models
for graphs with skewed degrees, including Internet topologies, and formalize the random model that
is suitable for our study.
In Section 3.3 we give a theoretical argument based on conductance and along the lines of (3)
and (4) that shows that maximum link congestion isO(n log2 n). This section contains the conduc-
tance and eigenvalue separation proofs. The analytical argument applies to random graphs under
certain model restrictions. We view these restrictions as mild, but certainly, in a strict sense, they
do not include the whole class of power-law random graphs. More importantly, by invoking ap-
proximation algorithms for multicommodity flows, they involve non-integral flows and centralized
routing along paths that are not necessarily short.
In Section 3.4 we validate theO(npoly log n) congestion bound experimentally, for integral
routing along shortest paths using as graphs real and synthetic Internet topologies. We further com-
pare the congestion of Internet and Internet-like topologies to trees and 3-regular expanders. These
are worst-case and best-case sparse random graphs with respect to congestion. The congestion in
real and synthetic Internet topologies appears to scale similarly to that of expanders than trees.
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3.2 Structural Models for Graphs with Skewed Degree Sequences
Random graph models producing graphs with skewed degree sequences fall into two general cat-
egories: evolutionary and structural.Evolutionarymodels identify growth primitives giving rise
to skewed degree distributions. These primitives can be microscopic, such as multi-objective op-
timization [9, 51], and macroscopic, such as statistical preferential connectivity [15, 42, 89, 108].
The advantage of microscopic evolutionary models is that they may capture additional network se-
mantics. Their disadvantage is that they are hard to simulate and notoriously hard to analyze (e.g.
see [51].) This is due to the detailed optimization problems solved in each step, and the dependen-
cies between steps; dependencies pose the biggest hurdle in probabilistic arguments. The advantage
of macroscopic evolutionary models is that they are easy to simulate. Their disadvantage is that
they are also quite difficult to analyze, due, again, to the dependencies between steps (e.g. see [19].)
Structuralmodels start with a given skewed degree distribution, perhaps a power-law predicting the
degrees of a real network [1,73], and interpolate a graph that matches the degree sequence (exactly
or approximately) and satisfies certain other randomness properties [6, 65, 73, 150]. A big advan-
tage of such structural models is their amenability to analytical treatment. By taking the degree
sequence as a granted, most of the dependencies arising in the analysis of evolutionary models can
be removed [5, 38, 113]. This has been also noted by mathematicians who have known several ro-
bustness properties in structural random graph models for some time [20,116,117], though the term
used there isconfigurational. In addition, structural models have been found good fits for Internet
topologies [150]. Therefore, we will use a structural model similar to the one in [5].
Let ~d = (d1, d2, . . . , dn) be a sequence of integers. The structural or configurational method
generates a random graph as follows. First considerD =
∑n
i=1 di mini-vertices; think of mini-
vertices as lying inn clusters of sizedi, 1 ≤ i ≤ n. Then construct a random perfect matching
among the mini-vertices and generate a graph on theoriginal vertices as suggested by this perfect
matching in the natural way: two vertices are connected with an edge if and only if at least one edge
of the random perfect matching was connecting mini-vertices of their corresponding clusters [6,20].
This is an uncapacited graph. Alternatively, we may generate a capacitated graph by assigning
capacityce between verticesu andv proportional to the number of edges between the clusters ofdu
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anddv mini-vertices corresponding tou andv. Note that this is a general random graph model. It
makes no assumptions on the starting sequence of integers.
A power-law random graph (PLRG) is an uncapacitated graph generated according to the struc-
tural method for a degree sequence obtained by sampling from a power-law distribution. In [6] it
was shown mathematically that a PLRG consists of more than one connected components, almost
surely, though it has a giant connected component, almost surely. Necessary and sufficient condi-
tions under which a general degree sequence results in a connected graph in the structural model
were obtained in [116, 117]. From the technical perspective, notice that it might be hard to argue
about expansion on a random graph model that is not even connected. The intuition is that, what
causes small isolated connected components in the entire graph, may cause small sets with bad
expansion inside the giant component.
In [150] it was argued experimentally that the giant component of a PLRG matches several char-
acteristics of real complex networks, and hence is a good candidate for generating synthetic Internet
topologies. However, one notable discrepancy between PLRGs and topologies of real communica-
tions networks is that in real networks nodes of very small degree (customers) are much more likely
to be connected to nodes of large degree (providers). This has been measured in [33, 120] and has
been formalized in [120].
We will use a technical modification of PLRG that ensures connectivity, almost surely, and
always connects nodes of degree 1 and 2 to nodes of degree greater than 3. In practice, we will
construct a modified PLRG as follows. For a degree sequence~d = (d1, d2, . . . , dn), we first consider
a connected graph that satisfies the degree sequence exactly and is reminiscent of some Internet
topology. For example, we may consider the graph generated by Inet [73], any connected graph
that satisfies the degree sequence and some further randomness criterion [18, 150], or a Markov
chain Monte Carlo simulation approach [65]. We perform iterated pruning of vertices of degrees
1 and 2, until we are left with a graph whose smallest degree is 3. (The significance of “3” is
that this is the smallest constant for which random graphs are connected expanders; for example,
random 3-regular graphs are almost surely connected expanders, while random 2-regular graphs are
almost surely disjoint cycles.) Let~δ = (δ1, δ2, . . . , δn) be the degree sequence of the graph after
the pruning. We consider a PLRG generated for the non-zero degree vertices of~δ; we call this
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PLRG acore. Note that cores can be parameterized according to the smallest degree vertex that
they contain; this natural notion has been repeatedly observed whenever iterated pruning has been
considered (e.g. see [26].) Finally, we attach the pruned vertices with their original degrees in a
preferential fashion. This can be done as follows. For each vertexu in the core considerdu−δu
mini-vertices. LetU be the set of mini-vertices arising from vertices in the core. For each pruned
vertexv considerdv mini-vertices. LetV be the set of mini-vertices arising from pruned vertices.
We may now construct a random maximum matching betweenU a dV and connectu to v if and
only if some mini-vertex arising fromu was connected to some mini-vertex arising fromv.
Ideally, the modified PLRG model described above can become completely formal, once the
degrees~δ of pruned Internet topologies are characterized. We have measured these degrees in a
method similar to [52] and have found them to also obey well characterizable heavy tailed statistics
(this is not surprising, neither intuitively nor analytically.) In this write-up we refrain from fur-
ther descriptions of these tedious but straightforward measurements, in particular, because they are
not necessary for the analytic argument. Indeed, the analytic argument holds for any sequence of




di = O(n) and max{di, 1 ≤ i ≤ n} = O(n
1
2 ) (5)
and any sequence~δ = (δ1, δ2, . . . , δn) with




i:δi 6=0 di − δi
{δi : δi > 0}| = Ω(n)
δi = Ω(di) ∀i : δi > 0
(6)
Conditions (6) are straightforward. They say that there are enough degrees in the core to absorb the
non-core vertices, that the core is a constant fraction of the entire network and that the degree of
each vertex inside the core is proportional to its degree in the entire network.
Conditions (5) say that the network is sparse and that the maximum degree isO(n
1
2 ). We justify
the latter by pointing out that it is true in the evolutionary model of growth with preferential connec-
tivity and the structural PLRG. For the evolutionary model it was proved in [20]. For the structural
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model it can be verified as follows. Consider any degree sequence produced byn independent sam-
ples drawn from a power law distribution withPr[di = d] ' d−ζ , 2 < ζ < 3. The probability
that any drawn sample has value greater thanΩ( ε) is O(n−εζ). Thus the probability that all drawn
samples are smaller thanO(nε) is O(n1−εζ) = o(1), for ε > 1ζ . Since2 < ζ < 3, ε =
1
2 suffices.
3.3 The Conductance Argument
Theorem 1. Let ~d and~δ be sequences of integers satisfying (5) and (6). Suppose that all links have
unit capacity. Then, there exists a way to route demandO( udv) between all pairs of nodesu and
v such that all links have flowO(n log2 n). Moreover, the routing can be computed in polynomial
time.
Proof. Every node that does not belong to the core, that is whereδu = 0, will transfer its demand
uniformly to the core vertices to which it is attached. Because of (6), this imposes demandO(δuδv)
between all pairs of vertices in the core.
To argue about the routing of the demand in the core we may start from (2). In particular, where





















From Lemma 2, for the core, we haveΦ = Ω(1/ log n). Thus the cut sparsity in the core is
Ω(1/n log n). Now (1) implies that there is a routing of all the demands with maximum link flow
O(n log2 n).
We proceed to establish conductance for the core. This is done in Lemma 2. The main technical
step in in Lemma 1 that follows.
Lemma 1. [ Main Lemma.]Let ~d = d1 ≥ d2 ≥ . . . ≥ dn be a sequence of integers with
dn ≥ dmin = 3 and D =
n∑
i=1
di = O(n) .
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Let G(V,E, W ) be a graph with capacities generated according to the structural random graph











We will show that there exists a positive constantα such that
Pr[∃ BadS] ≤ o(1) . (7)
The left hand side of (7) is
D/2∑
k=dmin
Pr[∃ BadS, vol(S) = k] . (8)




sets of vertices inG that have volume
k. This is because every such set arises from a set of mini-vertices such that the total number
of minivertices isk and, for each cluster, either all or none of the mini-vertices of the cluster are
included. Since the minimum cluster size isdmin, the number of possibilities is maximized if all







Pr[a fixed setS, vol(S) = k, is Bad] . (9)
We analyze the probabilities that appear in the terms of the above summation. We may now assume
that the setS is fixed. LetA denote the set of thek mini-vertices corresponding toS. Let Ā denote
the set of the(D − k) mini-vertices corresponding tōS. Let BA ⊂ A be the set of mini-vertices
in A that were matched to mini-vertices in̄A. Let BĀ ⊂ Ā be the set of mini-vertices in̄A that
were matched to mini-vertices inA. In order forS to beBad, the cardinality|BA|= |BĀ| is at most





ways to fix the mini-vertices





ways to fix the mini-vertices inBĀ. We may now assume that the sets
BA andBĀ are fixed. We need to analyze the probability that the random perfect matching on the
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mini-vertices matched all mini-vertices inA \BA insideA \BA, all mini-vertices inĀ \BĀ inside
Ā \ BĀ, and all vertices inBA ∪ BĀ insideBA ∪ BĀ. The above probability can be expressed in
terms of the total number of perfect matchings onn vertices. Letf(n) = n!
2n/2·(n/2)! be the number
of perfect matchings on vertices. We may now write








f (2αk) f (k − αk) f (D − k − αk)
f (D)
(10)
We proceed with calculations. We bound each term of (10) separately. We will repeatedly
use the following bounds which follow from Stirling’s approximation [20, p.4]. There are positive
constantsc1 andc2 such that,
c1 n




































By substituting the values off and using (11), for some constantc4, we can bound











































































Note that a necessary condition for the sum to be bounded is that the termsG(k) become vanishing,
which, by (17), requiresγ > 0, which, by (16) impliesdmin > 21−α ⇒ dmin ≥ 3 and α ≤
α1(dmin) = 1− 2dmin .





























The first derivative is negative fork = 3dmin and sufficiently largeD. The second derivative is
positive fork ≥ 3dmin andα ≤ α2(dmin) = 1 − 83dmin . Notice thatdmin ≥ 3 guarantees thatα is





































The left side of the inequality is a monotonically increasing function ofα in the range(0, 1]. A
sufficient condition for the inequality to hold gives the third condition forα: α < α3(dmin) (α <
0.0175 for dmin = 3 suffices).
For k in the rangedmin to 3dmin, there are a constant numbers of terms of (17). It can be seen











≤ o(1) + D · o(1/D)
= o(1)
This completes the proof of (7) by using (9), (15) and the definition ofG(k) (17).
Lemma 2. Let ~d = d1 ≥ d2 ≥ . . . ≥ dn be a sequence of integers with
d1 = O(n
1
2 ), dn ≥ 3 and D =
n∑
i=1
di = O(n) . (20)
Let G(V,E, W ) be a graph with capacities generated according to the random graph model of
Section 3.2. LetG(V,E) be the corresponding uncapacitated random graph. The conductance of
G(V,E) is
Φ(G) ≥ Ω(1/ log n) ,
with probability1− o(1).
Proof. In Lemma 1 we showed conductanceΩ(1) for the capacitatedG(V,E, W ). Therefore it
suffices to show that no link will have capacity more thanO(log n), almost surely. In turn, it suffices
to bound the probability that the link between verticesu andv of degreesd1 andd2 respectively
have capacity more thanO(log n). We will bound this probability byo(1/n2). This probability is




Let u1, . . ., ud1 be the mini-vertices corresponding tou. Let Yui , 1 ≤ i ≤ d1, be 1 if ui
is connected to a mini-vertex corresponding to the cluster of minivertices of v and 0 otherwise.
We are interested in the capacityY =
∑d1
i=1 Yui . This can be bounded by the sumX of d1 =
Θ(
√




Using the standard tail equality (Chernoff bound) is [20, p.12]:




Pr[Y > Ω(log n)] = o(1/n2) .
Corollary 1. Let G(V,E) be a random graph as in Lemma 2. LetA be the adjacency matrix of
G. Consider a stochastic matrixP corresponding to a random walkG. The spectrum ofP is in












Proof. Follows from the known inequalities (e.g. see [144, p.53])






In the previous sections we proved congestion properties for routing involving non-integral flows
over paths of arbitrary length. In this section, we strive to experimentally verify that the basic
conclusions hold even under shortest-hop routing involving integral flows.
A canonical example of particular interest is Internet routing at the level of Autonomous Systems
(AS). The routing protocol at the AS level is the Border Gateway Protocol (BGP) [138]. This
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protocol filters all paths that do not satisfy certain policy constraints and among the remaining ones,
it picks paths with minimum hop distance. The policy constraints can be arbitrarily complex, but at
minimum they are set in such a way to prevent transit traffic [59]. Network owners are willing to
route traffic that originates or terminates in their own network or in the networks of their (paying)
customers. They do not allow traffic arriving from one of their (non-paying) peers to be forwarded
to another peer, since this wastes network resources without generating revenues.
We model two routing schemes. The first one isShortest-Hop Routing. This scheme routes
along paths with minimum hop (AS) distance. In case of multiple minimum hop paths, we pick
one of them at random. The second isShortest-Hop Routing with Policies,which is an extension of
the previous scheme without transit traffic. The first scheme can be applied to all topologies. The
second scheme can be used only when information about the type of the links is available, which is
the case for the real topologies and not for the synthetic ones.
As in the theoretical analysis, we have assumed that there is one unit of demand between any
two ASes, which is routed over a single shortest paths. For each link we compute the number of
paths going through that link (link congestion), and we examine the maximum number over all
links (congestion). We also examine the profile of these values. We study how the maximum link
congestion evolves as the size of the network increases and how the rate of increase compares to
two baseline models. The first baseline model is the family of 3-regular expanders. Graphs of this
type have congestionO(n log n). The second baseline model is the family of trees grown with
preferential connectivity. These graphs have congestionΩ(n3/2). To see this, we use the fact that
such trees have a node of degreeΩ(n1/2) [22]. Let u be this node. Letv be a neighbor ofu such
that the subtree rooted atv hasΩ(n1/2). Let K be this subtree. If|K| < n2 , then the complement
of K has at leastn/2 nodes. Thus, the link(u, v) carries flown1/2 n2 . If |K| ≥
n
2 , then the link
(u, v) must carry flow betweenK and the neighbors ofu outsideK. This is n2 (n
1/2 − 1). We
find qualitatively that the congestion of the AS topology is closer to 3-regular expanders than trees
grown with preferential connectivity.
In Section 3.4.2 we discuss the data used. In Section 3.4.3 we discuss the evolution of congestion
with time. Further observations are in Section 3.4.4.
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3.4.2 Data Used
We have used AS topology data from two sources. The first source is [4]. In addition to the
topology, [4] classifies links as customer-provider, or peer-to-peer. This classification is important
for policy routing. We have data from [4] for the years 2001 and 2002.
The second set of data is [121]. Though this set is far less complete, it has the advantage that it
spans the time period of 1997 to 2001. [121] does not contain information about the relationships
between the ASes. We have used the algorithm of [59] to infer AS relationships.
Using these data to derive conclusive results raises two issues. First, we have no way of knowing
how complete the measurements are. Second, in order to study the evolution of the Internet from
1997 to 2002, we had to rely on data from two different sources which have different levels of
accuracy [33]. Thus, the data are not directly comparable and we can observe minor irregularities
in the results. Nevertheless, we believe that the trends we observe are correct.
To study the evolution of the Internet we need to experiment with topologies that are larger than
the current Internet. We use the modified structural random graph model described in Section 3.2
to generate Internet-like topologies for large sizes with degree sequences obtained from Inet [73].
Note that there is an alternative representation of the Internet at the level of routers. The resulting
graph contains much more detailed connectivity information. Even though the AS graph is a less
detailed representation of the Internet than the router-level graph, it has three main advantages.
First, it is smaller and thus amenable to processing. Second, detailed data for the AS topology are
collected since 1997 [121]. No router level data that span that many years exist. Third, bottlenecks
in the Internet are usually either at the access links, or at the connections between ASes (on the
contrary, links inside the ASes are usually overprovisioned) [123].
The construction of trees with preferential connectivity and 3-regular expanders is straightfor-
ward. Our 3-regular expanders of sizen are random graphs withn nodes, where each node has
degree 3 (technically this is achieved by superpositioning three random perfect matchings.)
3.4.3 Evolution of Congestion with Time
First, we examine the evolution of the maximum link congestion over all links for the AS topology.
The results for various snapshots of the Internet topology are given in Table 1. The number of
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Table 1: Congestion of the AS topology
Year Nodes Links Shortest Hop Shortest Hop
with Policies
1997 3055 5238 559653 1213810
1998 4341 7949 681067 2184841
1999 6209 12206 1051782 3914276
2000 9318 18272 1754897 8376841
2001 10915 23757 5523085 7533275
2002 13155 28317 9096654 11361893
Note: Maximum congestion over all links for different instances of the AS topology, assuming min-hop
routing and min-hop routing with policies.
nodes increased by a factor of 4.3 between 1997 and 2002. The congestion increased by a factor of
13.36 and 9.36 for graphs with shortest hop routing without and with policies respectively. These
results agree qualitatively with Section 3.3, which argues that congestion increases as a function of
n · poly log n, wheren is the number of nodes.
The transition from year 2000 to 2001 in Table 1 may come as an anomaly since the congestion
for shortest hop routing with policies decreased. We believe that this is due to the fact that we used
data collected from different sources.
To study the evolution of the congestion as the size of the network increases, we need to ex-
periment with graphs that have a wider range in sizes. We have used the Inet generator to get an
initial degree sequence~d. We used the Markov-Chain method to get a random graph for~d [65].
We used the method of Section 3.2 to get a degree sequence~δ for the core. We used the modified
PLRG model of Section 3.2 to get the final topology Figure 1 gives the maximum link congestion
for graphs of size 3037, 5000, 7000,. . ., 23000. The observation for this figure is the shape of the
curve. The values of the congestion are bounded from above and below byO
(





n · log2 n
)
respectively. These bounds were not designed to be tight, but to illustrate that con-
gestion in Internet-like topologies grows as a function ofO
(
n · logk n
)
for a small value ofk. The
observations remain the same if we use the output of Inet, or the unmodified PLRG.
How does the congestion of synthetic PLRG compares to that of 3-regular expanders and trees?
We give this comparison in Figure 2. The modified PLRG model appears to behave much closer to
the 3-regular expander than the tree. The evolution of congestion for 3-regular expanders and trees
are given in Figures 3 and 4 respectively.
25


























Figure 1: Congestion for PLRG topologies.

























Figure 2: Comparison of congestion between synthetic PLRGs, 3-regular expanders and trees
grown with preferential connectivity.
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Figure 3: Congestion for 3-regular expanders.






















































































































Figure 5: Congestion Fingerprint: Congestion of all links for various snapshots of the AS topology
assuming min-hop routing (left) and min-hop routing with policies (right). Links are sorted from the
least congested to the most. Observe the log scale in the vertical axis. We have stretched the curves
horizontally to be comparable in size. This is important since different topologies have different
number of edges.
3.4.4 Congestion Fingerprints
Next, we examine in more detail the characteristics of the link congestion for all links. Consider all
the links of the graph sorted according to their congestion in increasing order. We call the resulting
profile thecongestion fingerprintof the graph.
The congestion fingerprint of the AS topology is drawn in Figure 5. The fingerprint is given for
various snapshots of the Internet and for the routing with and without policies. Below, we discuss
some further observations.
The most congested links have always one endpoint (and very often both) of high degree (see
Table 2.) Nodes with high degrees correspond to big providers. Thus, congestion appears around
the core.
The difference between the most congested links and the average congestion over all links is
2-3 orders of magnitude. The difference between the most congested links and the least congested
ones is 7 orders of magnitude. Observe that the maximum possible difference is bounded above by
n2, which is less than2108 for graphs withn < 14K.
Around 10% of the links are heavily congested. These are the peaks of Figure 5. In this sense,
our work can be understood as quantifyingO (n · poly log n) as the growth rate of the “peak.”
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Table 2: Degrees of endpoints for the ten most congested links.











Results for a topology of 13155 nodes using integral shortest hop routing without policies.
Both fingerprints show the same trends. This means that the use of policy routing does not give
extra information for our purposes. Thus, we believe that the analysis of non-policy routing in the
synthetic topologies approximates well routing with policies for our purposes.
Using the degree sequences of real topologies, we generated synthetic topologies using the
PLRG and the modified PLRG. The congestion fingerprints of the generated graphs are qualitatively










































































Figure 7: Congestion fingerprints of the 3-regular expander topologies (vertical axis in log scale.)
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Core of the topology
Figure 8: Eigenvalues of the Internet topology: The biggest eigenvalues of the stochastic matrix
arising from the Internet at the AS level, for both the core and the entire topology [25]. Note the
gap between the first and second eigenvalue in the core of the topology and see Corollary 3.4.
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CHAPTER IV
SPECTRAL CLUSTERING OF INTERNET TOPOLOGIES
4.1 Introduction
Studying and modeling network topologies is necessary for protocol performance evaluation and
simulation of a variety of network problems. Early modeling efforts focused around random graphs
with relatively regular degree distributions [30,156,160,161]. With the rapid growth of the network
and the persistent effort of network measurement [29,82,121], real topology data started becoming
available, in particular at the AS (Autonomous System) level. Using such data Faloutsos et al.
first observed that the degree distribution of the AS level topology is actually consistently highly
skewed [52]. Consequently, the research community has shown considerable interest in obtaining
topology models that better resemble the real data [5, 27, 73, 108], as well as understanding the
impact of such network topologies on the performance of network protocols [135,150].
This new generation of synthetic Internet topology models is strongly driven by the observed
skewed statistics of the degree sequence and its evolution, and by even further observations of more
detailed graph theoretic characteristics of the network. Most notably, following the natural intuition
that, for example, geography must be relevant in the real Internet topology, Bu and Towsley paid
special attention to the “clustering” coefficient [27]; the observation of the significance of geography
has been also made by Yook et al. [159] and by Lakhina et al. [91].
In this chapter we revisit the issue of clustering. As opposed to previous work that has focused
on the clustering coefficient, our starting point is the method ofspectral filtering. This method ex-
amines the large eigenvalues of matrices related to the adjacency matrix, and looks for clusters in
the eigenvectors associated with these eigenvalues. Indeed, the first reference to the large eigenval-
ues of the adjacency matrix of the AS Internet topology is the “eigenvalue power-law” which was
reported together with the “degree power-law” [52]. The connection between spectral filtering and
graph connectivity, including clustering, has been extensively studied in discrete mathematics (e.g.
see the books of Chung [37] and Sinclair [144] and the further references that they point to), and
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has found very successful applications in information retrieval and data-mining where clusters rep-
resent groups of data with semantic proximity [14, 70, 86, 126, 136]. Practical experience suggests
that spectral analysis might be better suited for data that lack regularity (thus it has been extensively
used in computer science), while clustering coefficients are better suited for data that have stronger
regularities (thus they have been extensively used by physicists who study lattices, crystals, etc.).
Indeed, by definition, spectral filtering yields a large number of clusters, and it can be applied itera-
tively in subgraphs of a network. By contrast, it is not clear how to grow clusters around nodes with
large clustering coefficient and this approach is not typical in information retrieval or data-mining1.
Our contributions include:
• Adaptation of the spectral filtering method in the context of the AS Internet topology, by (a)
performing inverse frequency normalization via stochastic matrices, (b) considering similarity
transformations and (c) considering the entire topology as well as subgraphs of the topology.
As a result, we get non-trivial groupings of ASes with clear semantic proximities, such as
geography and business interests.
• The observation that spectral filtering gives clustering results only after performing suitable
normalizations on the adjacency matrix of the AS topology. On the other hand, the eigen-
vectors related to the largest eigenvalues of the adjacency matrix, without any normalization,
examined by Faloutsos et al. [52], do not express interesting clusters. This is an experimen-
tal validation of the result of Mihail and Papadimitriou [113]. Subsequently to our work,
Gkantsidis et al. [62], Mihail et al. [114], and Chung et al. [35,36] obtained analytical charac-
terizations of the large eigenvalues of the stochastic normalization and normalized Laplacian
for various power-law graph models and made explicit connections with performance metrics,
such as congestion, throughput, crawling, and searching.
• The observation that the clustering properties (a)vary in the core and the edge of the network
and across geographic areas, (b)persist over time, and (c)are not accurately matched by syn-
thetic Internet topology generators, though the Power Law Random Graph (PLRG) model
1Though a related approach called “k-means” is quite common; but we do not expand further on it, since we do not
use it in this work.
33
comes close [5].
• Study of the connection between the information retrieved by spectral filtering and link stress
(link stress can be thought of as a first approach towards congestion). In particular, we argue
that the eigenvectors associated with the largest eigenvalues can be suggestive of non-trivial
intra-cluster traffic patterns that cause significant decrease in the link stress. The decrease is
much more notable in the Internet than in any synthetic topology. On the other hand, if the
traffic patterns become inter-cluster, then the link stress increases. This reasoning is in line
with Fabrikant et al. [51] and Carlson et al. [31] which suggest that network characteristics
should be studied in the context of the design problem that they are trying to solve.
• A method to define intra-cluster and inter-cluster “traffic” patterns. These are patterns that
deviate from uniform treatment of all pairs of nodes, and may represent “good” and “bad”
test cases for network performance.
• A detailed and efficient AS ranking method according to the first eigenvector of a suitably
defined stochastic matrix, which has strong correlation with other known hierarchical as-
signments [148]. This approach is an adaptation of the pagerank used by Google [124]. An
adaptation of the same method for ranking links between ASes, found that rankings are highly
correlated with link stress under uniform traffic. A further adaptation of the method to obtain
groups of ASes that correspond to seemingly highly stressed cuts.
The rest of this chapter is organized as follows. In Section 4.2 we cover necessary primitives
from linear algebra and highlight the intuition behind the spectral filtering method. We also intro-
duce normalizations and similarity transformations, and discuss their suitability and necessity for
graphs with skewed statistics, like the Internet topology. In Section 4.3 we describe the spectral
filtering results for the AS Internet topology, and give the qualitative nature of the information re-
trieved by the eigenvectors. In Section 4.4 we give an application of the information retrieved by
the eigenvectors in terms of defining non-trivial traffic patterns that deviate from uniform traffic. In
Section 4.5 we give a method of ranking ASes and links between ASes that is highly correlated with
hierarchical assignments.
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4.2 Spectral Analysis of Matrices arising from Graphs
In this Section we give a high level overview of the intuition and the primitives of spectral filtering.
We discuss the basics of eigenvalues and eigenvectors of matrices, some useful transformations and
normalizations, and why the eigenvectors corresponding to the large eigenvalues contain informa-
tion relevant to clustering. This motivates the processing that we will perform to the eigenvectors of
the AS Internet topology in Section 4.3. We also observe that spectral filtering does not give cluster-
ing results without performing suitable normalizations on the adjacency matrix of the AS topology
(see also [113]).
4.2.1 The Spectral Filtering Method
Let G(V,E), |V |=n, be an undirected graph and letA be its adjacency matrix:aij=1 if (i, j)∈E,
aij=0 otherwise. SinceG is undirected,A is symmetricaij =aji. In general, the(i, j)-th entry of a
symmetric matrix can be thought of as a measure of the correlation between parametersi andj. Let
~e be ann-dimension real vector;~e can be thought of as a function on the vertices ofG. We say that
~e is aneigenvectorof A with eigenvalueλ if and only if ~eA = λ~e. It is a well known fact of linear
algebra that everyn×n real symmetric matrixA has aspectrumof n orthonormal eigenvectors
~e1, ~e2, . . . , ~en with real eigenvaluesλ1 ≥ λ2 ≥ . . . ≥ λn [69,157]. The eigenvectors are unique up
to degeneracies related to equal eigenvalues. In general, the spectral filtering method can be applied
with any matrix with real spectrum.
We demonstrate the essence of the spectral method with an example. The left panel of Figure 9
gives the adjacency matrix of a symmetric graph. A dot in position(i, j) in this graph corresponds to
a link betweeni andj. There are two highly connected clusters in this graph; the first includes nodes
1 through 200 and the second all the other nodes. The two clusters are connected with a few links.
The right panel of Figure 9 plots the weights assigned by the eigenvector which corresponds to the
second largest eigenvalue. The nodes belonging to the first cluster were assigned positive weights
and the nodes of the second cluster negative weights. Thus, an efficient heuristic to separate the two
clusters is to examine the eigenvector.
In broad lines, the spectral filtering method for ann×n symmetric matrixA proceeds as follows:
STEP 1: Compute thek largest eigenvalues ofA together with the corresponding eigenvectors.
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Figure 9: The adjacency matrix (left) of a random graph on 600 vertices. There is a dot in position
(i, j) iff there is a link betweeni andj. The first and second diagonal blocks correspond to sub-
graphs with high connectivity. Off-diagonal blocks represent sparse edges between the subgraphs.
The second eigenvector (right) assigns positive weights to the nodes of the first block and negative
weights to the nodes of the second block.
The parameterk depends on the application and the instance, but it is always one to two orders of
magnitude smaller than.
STEP 2: For eachi, 1 ≤ i ≤ k, let ~ei be the eigenvector associated withλi. Sort the vertices
according to the weight assigned by~ei. A typical profile of the sorted vertices is in Figure 10. Cut
towards the most positive end (or towards the most negative end), with special preference to sharp
jumps, if they exist. A good example of a sharp jump can be found in Table II. These groups are
candidates for clustering and/or semantic proximity. There is no known general rule for determining
the cuts; practical heuristics are application specific.
In general, the eigenvectors corresponding to large eigenvalues tend to capture global character-




|{(i, j) ∈ E : i ∈ S, j ∈ S}|
|{(i, j) ∈ E : i ∈ S, j ∈ V }|
(21)
is large, indicatingclustersof relatively high connectivity and, thus, presumably further semantic
proximity, not necessarily otherwise expressed in the data (the deep theory of “expander” graphs
supporting this claim can be found, for example in the books of Chung [37] and Sinclair [144]). In
addition, because there is no polynomial time algorithm to find a setS minimizing the above ratio,
the spectral method is an efficient heuristic. Eigenvectors corresponding to small eigenvalues tend
to capture noise, or local characteristics that are explicit or can be easily computed from the data.
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Figure 10: Typical profile of the most positive weights assigned to nodes by the eigenvector
corresponding to a large eigenvalue. This profile was taken from a principal eigenvector of the
stochastic normalization of the AS topology. Data from Agarwal et al. [4] (10-Feb-2004).
4.2.2 Algebraic Primitives of Spectral Filtering
More formally, we list a few technical facts which build the intuition behind the spectral filtering
method (the statements are straightforward, though some of the proofs to which we point are quite
technical).
(a) The largest eigenvalueλ1 of a d-regular graph isd and the corresponding eigenvector assigns
uniform weights to all vertices [37, 102]. All other eigenvaluesλi, 2 ≤ i ≤ n are small,|λi| ≤
O(
√
d), almost surely [37].




(c) The spectrum of the union of vertex disjoint graphs is the union of their spectra [37,102].
(d) If A andB are the adjacency matrices of not necessarily disjoint graphs with eigenvaluesα1 ≥
α2 ≥ . . . ≥ αn andβ1 ≥ β2 ≥ . . . ≥ βn, then the eigenvalues of their unionC = A+B are
γ1 ≥ γ2 ≥ . . . ≥ γn with αi + βn ≤ γi ≤ αi + β1, 1 ≤ i ≤ n [69, 157]. In addition, the
corresponding invariant subspaces ofC ollow from the invariant subspaces ofA perturbed by no
more than the maximum invariant subspace ofB [69,146].
The intuition behind the spectral filtering method is that, if we take the union of two vertex
disjoint regular random graphsA1 andA2 and connect them with a few random edgesB, then,
combining Facts (a) through (d) above, the spectrum ofC = A1 +A2 +B will have γ1 ' γ2 ' d
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(corresponding to the largest eigenvalues ofA1 andA2) andγi'O(
√
d), 3≤ i≤n. Furthermore,
we expect to identify the vertices ofA1 andA2 by examining the eigenvectors corresponding to the
first two eigenvalues. See Figure 9. Indeed, the second eigenvector assigns mostly large negative
weights onA1 and mostly large positive weights onA2.
4.2.3 Similarity Transformation SIM(A)=A·AT
Now suppose thatG(V,E), |V |=n, is a directed graph, and thus the adjacency matrixA is no longer
symmetric.A is no longer guaranteed to have a complete real spectrum, and the notion of clustering
is not well defined either. LetAT be the transpose ofA, i.e., aTij =aji. Notice that the product
A ·AT is a symmetric matrix. Notice further that its(i, j)-th entry is
∑n
k=1 aikajk, measuring the
number of nodes thati andj point to in common. In the case where the nodes represent ASes and
edges are directed from customers to their providers, the above sum relatesi andj to the number
of their common providers. Similarly, the productAT ·A relatesi and j to the number of their
common customers. The transformationA ·AT is very common in spectral analysis. Depending on
the application, it is called self-adjoint, co-citation, co-variance, orsimilarity transformation. Here
we shall use the notationSIM(A)=A·AT .
4.2.4 Stochastic Normalization
The intuition behind the spectral filtering method that we gave in the previous paragraphs referred
to regular graphs. Indeed, in practice, the spectral filtering method has been found to deteriorate
rapidly when the frequencies of non-zero entries vary substantially [70], which is certainly the case
with the very skewed degrees of Internet topologies. Inverse frequency normalization is a general
approach to restore spectral filtering in such cases.
In its simplest form, inverse frequency normalization divides each entryaij with the sum
∑
j aij
of the entries of the corresponding row, thus obtaining a matrix where all the rows add up to 1.
Notice that this is now a stochastic matrix, in the sense that it describes the transition probabilities
of a Markov chain in the natural way. If, in addition, we make all diagonal entriesaii = 1/2 and
multiply all other entries by1/2 the range of the eigenvalues shifts to(0, 1)2 . Like symmetric
2On the other hand, the eigenvectors of stochastic matrices are not necessarily orthogonal, and sometimes additional
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matrices, such stochastic matrices have a complete spectrum of real eigenvalues and eigenvectors.
For any matrixA, we denote its stochastic normalizationN(A). In what follows, we may apply the
stochastic normalization to eitherA or SIM(A), thus gettingN(A) or N(SIM(A)).
4.2.5 Faloutsos’ Eigenvalue Power-Law
Faloutsos et al. examined the spectrum of the adjacency matrix of the AS Internet topology, with-
out performing any normalization or other transformation [52]. They reported a power-law on the
twenty or so largest eigenvalues of this matrix with exponent between .45 and .5.
Mihail and Papadimitriou observe that Faloutsos’ eigenvalue power-law is a direct consequence
of the degree sequence power-law along the lines of Facts (a) through (d) of Section 4.2.2, in the
following sense (see also Figure 11) [113]:
STEP 1: Decompose an undirected AS topologyA asA = F +E, as follows. InitiallyF is the
set of vertices that have thek highest degrees, and letd1, d2, . . . , dk be these degrees. InitiallyF
contains no edges. LetE be the entire AS topology graph. Now we will remove some edges ofE
and add them toF , so as to createk disjoint stars inF . We do this by the following process: For
each vertexv that is not inF , if v is incident tokv vertices inF , pick one of these verticesu with
probability proportional to the degree ofu in the entire graph, make the edge{v, u} incident to the
vertexu∈F and remove the edge{v, u} from E. Notice thatF is now a set of vertex disjoint stars
with degreesd′1, d
′
2, . . . , d
′
k, andE is the initial AS topology where all edges belonging to the stars
have been removed.
STEP 2: Notice that the eigenvalues of a star of degreed ar ±
√
d and 0 with multiplicityd−1 [102].




d′2, . . . ,
√
d′k. Also, by
Fact (d) of Section II.A, the largest eigenvalues ofA=F +E cannot be perturbed by more than the
largest eigenvalues ofE.
STEP 3: For typical AS topologies, we have found experimentally that the above procedure, fork=




d2, . . . ,
√
dk, and
the largest eigenvalues ofE are, in the worst case strictly smaller than
√
d1 and on the average 1/5 of
normalizations that rectify orthogonality are necessary for good results. In our analysis this did not turn out to be nec-
essary. We also note that there are many further normalization methods, including so-called Laplacians and divisions by
logarithmic or other functions of
P
j aij , but, again, we did not use them in our analysis.
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Square root of largest degrees
Figure 11: We plot the 100 largest eigenvalues of the adjacency matrix of a typical undirected
AS topology and compare them to the square roots of the 100 largest degrees. The eigenvalue
power-law follows the degree power-law. Both axes are in log scale. Data from Agarwal et al. [4]
(10-Feb-2004).
√





d2, . . . ,
√
dk. Hence, for graphs where the largest degrees follow Zipf with exponent
close to 1, as reported for the AS Internet [52] , the largest eigenvalues follow a power-law with
exponent close to .5, also as reported for AS the Internet [52] . We also refer to [35,53,56,68,113]
for formal analysis of these results in stochastic models of power-law random graphs.
We may now conclude that by looking at the eigenvectors corresponding to the largest eigen-
values examined by Faloutsos et al. [52] we should not hope to get information beyond the ASes of
highest degree and their customers. Indeed, in experiment, we have found these eigenvectors to be
highly concentrated on the large ISPs. Therefore, to obtain more interesting clusters, we will need
the processing discussed in Sections 4.2.3 and 4.2.4.
4.3 Spectral Analysis of AS Internet Topology
In this section we describe the spectral analysis that we performed on AS Internet topologies. We
discuss the used data, the processing, the behavior of large eigenvalues, and the resulting groups of
ASes from the corresponding eigenvectors. We show that clustering varies in the core and the edge
of the network, as well as across different geographic areas. On the other hand, the clustering is
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consistent over time. Finally, we compare the spectral characteristics of the real AS topologies to
synthetic topologies.
4.3.1 Data Used, Transformations and Normalizations
We have used topology data from two sources. The first source is the data of Agarwal et al. [4]
who collect BGP routing information from many routers in the Internet and combine all the routing
tables to reconstruct the undirected AS topology. Using the heuristics proposed by Subramanian et
al. [148], they also provide the information whether an edge of the undirected topology corresponds
to a customer-provider or a peering relationship. Finally, Subramanian et al. also give a heuristic
to assign the ASes to the levels of a 5-level hierarchy [148]. The most important ASes, such as big
ISPs in the core of the Internet, are assigned to level 1. The smallest ASes are assigned to level 5.
The topological data from this effort dating on April 6, 2002 are the ones used most in our study3.
The second set of data is from the National Laboratory for Applied Networkwing Research
(NLANR) [121]. Though this data is far less complete, it has the advantage that it spans the time
period of 1997 to date. We have thus used this data to study the evolution of clustering over time.
The data from NLANR does not contain information about the relationships between the ASes. We
have used the algorithm proposed by Gao to infer AS relationships4 [59].
The data from both sources ( [4] and [121]) are not perfectly accurate. We do not believe though
that this affects the results of our study, in the sense that missing links would quite likely strengthen
the clustering findings.
An AS topology without AS relationships corresponds to an undirected graph with a symmetric
adjacency matrixA, in the natural way. For such a topology we perform spectral analysis on the
stochastic normalizationN(A). An AS topology with customer-provider or peer relationships cor-
responds to a directed graphA′, wherea′ij=1 anda
′
ji=0 if and only if i is a customer ofj andj is a
provider ofi, anda′ij =a
′
ji =1 if and only if i andj are peers (in all other cases the entries are 0).
For such a topology we perform spectral analysis on the stochastic normalizationN(SIM(A′)).
If we perform spectral analysis starting from the entire undirected graphA or directed graph
3We should note that perhaps the most complete set of data is in [33]. It was difficult to annotate this data with the AS
hierarchy information of [4], and thus we did not use them.
4In addition to customer-provider and peering, Gao includes sibling relationships [59] ; to be consistent with our first
set of data, we replace sibling relationships with peering relationships.
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A′ we find that the clusters indicated by the eigenvectors associated with the large eigenvalues
correspond to groups of nodes assigned levels 3, 4 and 5 of the hierarchy proposed by Subramanian
et al. [148], thus are away from the core of the network. This is intuitive, since we expect the
edge of the network to have more areas with higher connectivity inside the area and relatively lower
connectivity to the rest of the network, along ratio Eq. 21 of Section 4.2. Similarly, we expect that
the core of the network is better connected, and thus the ratio 21 of Section 4.2 is higher in the core.
To capture the clustering properties of the core of the network we have to explicitly isolate the
core from the edge and analyze the core alone. We have used two methods to isolate the core. When
information about the AS hierarchy is available, such as in the data of Agarwal et al. [4], we define
the core to be the subgraph that contains only the ASes assigned to levels one through four. When
the hierarchical information is not available, as in the data from NLANR [121], we iteratively prune
all the nodes in the graph that have degree one or two. The graph whose core we wish to find can be
either directed or undirected. We denote the core asCore(A) andCore(A′) depending on whether
the original graph was undirected or directed respectively. As above, we perform spectral analysis
to N(Core(A)) andN(SIM(Core(A′))).
4.3.2 Results for the Entire AS Topology
Figure 12 shows the largest eigenvalues of the AS topology using data from Agarwal et al. [4].
We have considered the adjacency matrices of the topology with and without AS relationships, for
both the entire network and the core. Notice that the eigenvalues are quite high, indicating the
existence of clusters in the underlying topology. Another interesting observation is the drop in the
eigenvalues between the entire topology and the core of the network. This is expected because the
core was constructed by removing small ISP’s which tend to cluster more.
Next, we give some representative groups of nodes corresponding to the highest weights as-
signed by eigenvectors corresponding to large eigenvalues. The first example was taken using the
N(SIM(Core(A′))). The group corresponds to the largest eigenvalue, which is1.0. In Table 3, we
list the members of the group that take the highest weights in the eigenvector.
In Table 4, we give a group of ASes that belong to Chinese ISP providers. This was taken from
the eigenvector ofN(SIM(Core(A′))) that corresponds to the 6th largest eigenvalue with value
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Table 3: A sample of a cluster found in theN (SIM (Core (A′))) topology.
AS Weight Description Country
8075 -0.1298 Microsoft US
4513 -0.1295 Globix Corporation US
12956 -0.1078 Telefonica Data Au-
tonomous System
ES
3292 -0.0996 TDC Tele Danmark DK
3303 -0.0980 Swisscom Ltd CH
2497 -0.0970 IIJNET JP
3582 -0.0951 University of Oregon US
5459 -0.0949 London Internet Ex-
change Ltd.
GB
6730 -0.0942 sunrise (TDC Switzerland
AG)
CH
293 -0.0934 ESnet US
6079 -0.0909 RCN Backbone US
3257 -0.0893 Tiscali Intl Network DE
6461 -0.0888 Abovenet US
2516 -0.0886 KDDI Corporation JP
4181 -0.0881 TDS Telecom US
1668 -0.0868 AOL Transit Data Net-
work
US
3356 -0.0868 Level 3 Communications
North America
US
2548 -0.0848 DIGEX-AS US
8210 -0.0847 Nextra’s international
backbone
NO
3300 -0.0815 AUCS Communications
Services
NL
3549 -0.0805 Globalcrossing US
2914 -0.0805 Verio US
1239 -0.0794 SprintLink Backbone US
701 -0.0787 Alternet US
6830 -0.0777 CHELLO BROADBAND NL
5400 -0.0769 BT Ignite European
Backbone
NL
3561 -0.0767 Cable & Wireless (CW) US
1136 -0.0767 KPN OVN IO NL
2828 -0.0765 XO Communications,
Inc.
US
5511 -0.0762 France Telecom FR
Note: This cluster is taken using the eigenvector which corresponds to the highest eigenvalue. The ASes in this group are
big ISP providers, mostly in North America and Europe. The weights of the eigenvector did not show a sharp jump. Data
from [4] (10-Feb-2004).
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Figure 12: The largest eigenvalues of a typical AS topology. The top line corresponds to the
entire topology without AS relationships N(A). The second line corresponds to the entire topology
with AS relationships N(SIM(A′)). The third line corresponds to the core without AS relationships
N(Core(A)). The bottom line corresponds to the core with AS relationships N(SIM(Core(A′))).
Data from Agarwal et al. (6-Apr-2002) [4].
0.8363. Notice that the clusters of relatively big ASes in Tables 3 and 4 (levels 1 through 3 of the
hierarchy) appear in prominent positions when we examine the core of the topology. As we shall
see below, such clusters do not appear when we examine the entire topology.
In Table 5 we give a group of ASes that belong to Greek academic institutions. This was taken
from the eigenvector ofN(SIM(A′)) that corresponds to the 2nd eigenvalue with value 0.9539.
Notice that this cluster of rather small ASes (levels 4 and 5 of the hierarchy) appears in prominent
position when we examine the entire topology.
We should note that the three examples presented here are typical. We chose to include the
particular examples wanting to give one cluster from each continent.
4.3.3 Results specific to Geography
Is the Internet topology homogeneous across the entire globe? Do the same connectivity patterns
apply everywhere? The first synthetic models of Internet topologies which emphasized the principle
of preferential connectivity proposed by Jamin et al. [73] and by Medina et al. [108] were implic-
itly making such homogeneity assumptions. Recently, these assumptions have been challenged by
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Table 4: A sample of a cluster found in theN (SIM (Core (A′))) topology
AS Weight Description Country
9815 0.2684 Beijing Gold First System
Engineering Co.
CN




9305 0.2563 Beijing Feihua Communi-
cation Technology Co
CN
9802 0.2527 21vianet(China) Inc. CN
9812 0.2172 Shanghai Cable Network
Co., Ltd
CN
9811 0.2145 Srit corp. CN
4808 0.1749 Chinanet Beijing Site CN




23610 0.1686 HangZhou City NetCom CN
9308 0.1630 21VIANET(CHINA) CN
4837 0.1514 chinanet IDC center bei-
jing node
CN
9929 0.1513 China Netcom CN
9809 0.1378 New Era Foundation Sys-
tem Co.
CN
17779 0.1375 Shanghai Symphony
Telecommunications Co.
CN
17621 0.1372 China Netcom Corp. CN
7497 0.1332 China Science and Tech-
nology Network
CN
9800 0.1235 CHINA UNICOM CN
Note: This group was found in the eigenvector corresponding to the 16th largest eigenvalue. Data from [4] (10-Feb-
2004).
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Table 5: A sample of a cluster found in theN (SIM (A′))
AS Weight Description Country
6802 -0.1949 National Educational and Re-
search Information Network
BG
8522 -0.1840 Foundation for Research and
Technology
GR
13092 -0.1840 Univerzitet u Beogradu YU
5379 -0.1799 FYROM Academic and Re-
search NETwork
MK
15536 -0.1790 European Centre for the Devel-
opment of Vocational Training
GR
15948 -0.1697 ICE/HT GR
8214 -0.1697 Albania National Education
Research Network
AL
8248 -0.1697 Greek High-School Internet
Network
GR
12364 -0.1697 University of FYROM MK
12402 -0.1697 University of Piraeus GR
3323 -0.1697 National Technical University
of Athens
GR
5470 -0.1697 Aristotle University of Thessa-
loniki
GR
6744 -0.1697 Academic & Research Network
in the Region of Patras
GR
6867 -0.1697 University of Crete GR
8618 -0.1697 Ionion University GR
9069 -0.1697 Technological Educational In-
stitute of Athens
GR
8253 -0.1697 Democritus University of
Thrace Network
GR
8278 -0.1697 Technical University of Crete GR
8643 -0.1697 Academic and Research Net-
work in the Region Athens
GR




8762 -0.1697 Technological Educational In-
stitute of Crete
GR
8991 -0.1697 Institute of Marine Biology of
CRETE
GR
20551 -0.1697 Technological Educational In-
stitute (T.E.I.) of Patras
GR
20813 -0.1697 Hellenic Open University GR
8581 -0.1697 University of Ioannina GR
2546 -0.1697 Greek Academic & Research
Computer Network
GR
5489 -0.1697 T.E.I. of Thessaloniki GR
8611 -0.1697 Athens University of Eco-
nomics and Business
GR
8617 -0.1697 University of the Aegean GR
15690 -0.1697 National Observatory of Athens GR
5408 -0.1683 Greek Research and Technol-
ogy Network
GR
8880 -0.0349 AII/Capital IT Network , 9 Ivan
Vazov Str.
BG
Note: The whole group contains several more ASes related mostly to academic institutions in Greece and occasional
ASes from other Balkan countries. This group was found in the eigenvector corresponding to the 2nd largest eigenvalue.
Data from [4] (10-Feb-2004).
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Figure 13: The spectrum of different continents. The top graph is for the entire topology of each
continent, while the bottom graph is for the core of the topology of each continent. Data from
Agarwal et al. (6-Apr-2002) [4].
Lakhina et al. [91] and Yook et al. [159] who show strong correlation between the placement of
ASes and routers with geography as well as economic development. We second and strengthen
these findings, by observing that different geographic parts of the network exhibit different connec-
tivity patterns.
We have used data from the NetGeo project [28] to assign ASes to continents. We constructed
three graphs for the continents of North America (NA), Europe (EU) and Asia (AS)5. We included
AS relationships, thus obtaining non-symmetric adjacency matricesA′NA for North America,A
′
EU










AS))). The point to notice
is that, both in the entire topology and in the core, North America exhibits less clustering than
Europe and Asia. This can be understood intuitively by thinking of the network in North America
as being at a later evolutionary stage, and hence is more connected.
4.3.4 Spectrum Consistency over Time
Is the spectral behavior of the Internet topology consistent over time? See Figure 14. We have
used data from NLANR [121] taken one year apart and found consistent behavior of the largest
5It is possible that some ASes are present in more than one continents. We treated such ASes as belonging to only
one continent. However, their number is very small, and the results are not affected.
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Figure 14: The evolution of the largest eigenvalues of the AS topology. This data is from
NLANR [121].
eigenvalues of N(A). This confirms the intuitive belief that the spectrum is a robust characteristic of
a topology. Figure 14 refers to the entire AS topology without AS relationships. We have observed
similar behavior in the evolution of the AS topology with AS relationships, as well as the core of
the topology, and when restricted to specific continents.
4.3.5 Synthetic topologies
In Figure 15 we give the largest eigenvalues of the AS Internet topology, as well as similar graphs
generated by Inet [73], Waxman, growth with preferential connectivity according to Barabasi-Albert
and the improved GLP heuristics [27,108] which explicitly tries to capture better clustering (all the
above for the same number of nodes as the Internet topology), and the power law random graph
(PLRG) model of Aiello et al. [5] (for the specific degree sequence of the Internet topology). We
give the spectrum of both the entire AS topology and the core (recall that the core of synthetic
topologies where there is no other indication of hierarchy is obtained by iterative pruning).
For the entire Internet topology, all synthetic generators, except for the Power Law Random
Graph (PLRG) [5], have smaller eigenvalues. This means that they do not contain as strong clusters
as the real Internet. This could have been expected since no synthetic generator attempts to capture
such explicit notions as geography and business interests. But, why is PLRG an exception? Note
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Figure 15: Spectrum of real and synthetic Internet topologies. The top graph corresponds to the
entire topology. The bottom graph corresponds to the core. Data for the Internet AS topology from
Agarwal et al. (13-Nov-2003) [4] . All synthetic topologies have approximately the same number
of nodes as the Internet AS topology.
that PLRG does not even generate a connected graph [5]. So, the same random principles that gen-
erate several isolated connected components in the entire graph, generate several badly connected
subgraphs within the giant connected component.
For the core of the topologies, the WAXMAN and BA models produce higher eigenvalues. We
believe that this is a pathological byproduct that these topology generators do not attempt to simulate
any notion of core. Therefore, the behavior of the spectrum after pruning small degree vertices is
the same as the entire topology.
For further comparative purposes, we give the evolution of the largest eigenvalues of the sto-
chastic normalizations of synthetic topologies (Figure 16).
4.4 Impact of Spectral Analysis on Performance and Traffic Primitives
What is the significance of the information retrieved by the spectral analysis of Section 4.3? What is
the significance of the eigenvectors associated with the large eigenvalues? The main difficulty in an-
swering this question is in deciding which metric to pick and examine its correlation with clustering.
In general, there is no consensus on the metrics by which Internet topologies should be evaluated.
One approach is to include detailed graph properties [27, 73, 108], while another approach is to
use metrics that distinguish graphs with heavy tailed degree sequences as opposed to more regular
topologies and may be correlated with further coarse characteristics of the network [135,150]. Our
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Figure 16: Evolution of the largest eigenvalues of the stochastic normalization of topologies gen-
erated with the Inet, PLRG, and GLP topology generators. The topologies generated with Inet and
GLP have the same number of nodes as the topologies in Figure 14. PLRG used as input the degree
sequences of the topologies of Figure 14. It appears that PLRG has the smallest drift over time, thus
resembling the real Internet of Figure 14. On the other hand, the spectrum of Inet shifts down, while
the spectrum of GLP shifts up.
approach is closer to the latter, and influenced from the proposals of Fabrikant et al. [51] and Carl-
son et al. [31] thatopology properties should be studied in connection to the functionality of the
network. In particular, we shall study the correlation of the information retrieved from the eigen-
vectors of Section 4.3 to the performance of a primitive experiment that studies the “congestion” in
the network.
For an undirected (without AS relationships) topology, suppose that we send one unit of traffic
along a minimum hop (shortest) path from each node to every other node6. This induces astress for
each linkdefined as the total number of paths going though the link. We study the maximum link
stress, which can be thought of as an indicator of congestion.
In an intra-cluster traffic scenario, we expect that there is more traffic between ASes that have
geographic or business relationships. We use the following spectral-filtering based heuristic to group
ASes into clusters:
(a) If n is the size of the topology, consider theα · n largest eigenvalues ofN (A), and the eigen-
vectors associated with each such eigenvalue. In our experiments, we have usedα = .5.
(b) Consider the nodesH1 andH2 that are assigned the highestβ · n positive and the highestβ · n
negative weights in each such eigenvector. The parameterβ is set to.25 in our experiments.
(c) Each AS which appears inH1 or H2 for at least one examined eigenvector will be assigned to
6In case of many shortest paths, we pick one of them arbitrarily.
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the cluster of the positive or negative end of the first eigenvector in whoseH1 or H2 it appeared. In
this way we assign ASes to at most one cluster.
We say that atraffic pattern isε% intra-clusteredif each node sendsε% of its traffic exclusively
inside the cluster that it belongs, and1−ε% of its traffic uniformly to all nodes (thus uniform traffic
is 0% intra-clustered).
We are interested in studying the change in the max link load as the traffic shifts fromuniform
to intra-cluster, andinter-cluster. It is reasonable to expect that, in general, topologies with higher
principal eigenvalues, and thus worse cuts (in the sense of (1) of Section 4.2), should tend to exhibit
worse link stress behavior. Thus, as we shift traffic from uniform to intra-cluster (resp. inter-cluster),
we expect the maximum link stress to drop (resp. increase) significantly, since we are increasing
(resp. decreasing) the traffic that stays inside the cluster and reducing (resp. increasing) the traffic
that crosses the bad cut.
Indeed, the AS Internet topology is exhibiting sharper shift in link stress behavior than several
synthetic topologies from Brite (BA,GLP,Waxman [15,27,108,156]), Inet [73], and PLRG [5]. The
results are given in Table 6. Assume for example that the traffic is 20% intra-clustered. Then, the
maximum link stress for the AS topology dropped to 91.5% of that in uniform traffic. For the same
intra-cluster traffic, the max link stress in the topology generated by Inet dropped to 97.7%. Thus,
the maximum link stress decreased by a factor of 8.5% in the case of the AS topology and by 2.3%
in the case of Inet. At the extreme of 100% intra-clustered traffic the max link stress in the Internet
drops by more than 40%, while in every synthetic topology the drop was less than 23%, with the
exception of Waxman, in which case the drop was around 30%.
Observe from Table 6 that the transit-stub model of GT-ITM [30] behaves similarly to the In-
ternet AS topology with respect to the changes to the maximum link stress as the traffic pattern
changes. For the purposes of this study, we forget that the GT-ITM produces a router-level topol-
ogy. Instead we focus our study on the properties of the generated graph. The two-layer transit-stub
model, by design, generates topologies with clusters, where each cluster is composed of the routers
that belong to the same network. We view the fact that our clustered-driven traffic patterns cause
sharper results in GT-ITM, which explicitly produces clustered graphs, as further confirmation of
our proposed method.
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Table 6: Drop of max link stress as the traffic shifts from uniform to intra-cluster and inter-cluster.
A. Intra-cluster
Internet Inet PLRG GLP BA Waxman Transit-Stub
0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
20% 91.5% 97.7% 95.6% 95.8% 96.4% 94.1% 92.2%
40% 83.0% 95.4% 91.2% 91.6% 92.9% 88.2% 84.4%
60% 74.4% 93.1% 86.9% 87.3% 89.3% 82.3% 76.6%
80% 65.9% 90.8% 82.5% 83.1% 85.8% 76.3% 68.8%
100% 57.4% 88.5% 78.1% 78.9% 82.2% 70.4% 61.0%
B. Inter-cluster
Internet Inet PLRG GLP BA Waxman Transit-Stub
0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0% 100.0%
20% 108.5% 102.4% 102.5% 103.9% 102.8% 107.6% 107.8%
40% 116.9% 104.7% 105.1% 107.8% 104.7% 116.1% 115.6%
60% 125.4% 107.1% 107.6% 111.7% 107.1% 124.6% 123.4%
80% 133.8% 109.5% 110.1% 115.6% 109.5% 131.2% 131.2%
100% 142.3% 111.8% 112.7% 119.5% 111.8% 141.7% 139.0%
Note: The AS Internet exhibits more drop than any synthetic topology (almost twice as much with the exception of the
Waxman and Transit-Stub models). We note that these numbers refer to the core of the network. The behavior was similar
when we did the same experiment in the whole network, and in each specific continent.
We therefore propose that the information retrieved from the eigenvectors associated with the
largest eigenvalues may be suggestive of intra-cluster traffic patterns. We propose to use the clusters
suggested by these eigenvectors as one meaningful way to generate traffic patterns that deviate from
uniform traffic. One additional remark is due. It may be thought that the decrease in link stress
under intra-cluster traffic patterns is a straightforward consequence of shorter min-hop paths that
would be used in an intra-clustered traffic pattern. See Table 7. For each node, define itsexpected
hop distanceas the expected hop distance of the node from every other node under a specific traffic
pattern. Notice that both in the Internet and in the synthetic topology produced by Inet, the drop
in the average expected hop distance is not nearly as striking as that of the max link stress. We
therefore conclude that the drop in the link stress is a result of adif erent distributionof traffic over
shortest paths, rather than a mere decrease in their lengths. Thus the intra-cluster traffic pattern is
indeed non trivial. Similar observation apply to inter-cluster traffic patterns.
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Table 7: Drop in max link stress and average expected hop distance, as the traffic shifts from
uniform to intra-clustered.
Internet Internet Inet Inet
Avg. Avg.
Max Exp. Max Exp.
Link Hop Link Hop
Stress Dist Stress Dist
0% 100.0% 3.3744 100.0% 2.7499
20% 91.5% 3.2855 97.7% 2.7151
40% 83.0% 3.1965 95.4% 2.6802
60% 74.4% 3.1076 93.1% 2.6454
80% 65.9% 3.0187 90.8% 2.6106
100% 57.4% 2.9297 88.5% 2.5757
Note: (a) The same trend applies to the other synthetic topologies. (b) Observe that the average path length between any
two nodes does not change significantly.
4.5 Ranking by the First Eigenvector
The “significance” of an AS, or its position in a hierarchy, is a subjective matter, in the sense that
ASes are never explicitly or implicitly assigned such rankings. There is relatively good agreement
about the “top” and “bottom” of a hierarchy. For example, an ISP that has only peers and no
provider is almost surely very big, while an AS that has no customers or peers and only one or two
providers is almost surely very small. In two separate efforts, Gao [59] and Subramanian et al. [148]
gave heuristics to assign hierarchical levels to ASes, after inferring AS relationships and taking into
account several non-trivial further characteristics.
In this Section we observe that a different heuristic, based on the weights assigned to the ASes
by the first eigenvector of a suitably defined modification of the directed AS graph (i.e., after AS
relationships have been inferred), is highly correlated with the results of the hierarchy algorithm
proposed by Subramanian et al. [148].
The proposed heuristic is an adaptation of thepagerankmethod used by Google to infer quality
of Web pages [124]. The analogy is natural. Both the directed AS topology and the WWW are
directed graphs. In the WWW, a hyperlink pointing from pagei to pagej indicates an endorsement
of importance fromi to j. In the Internet, an edge pointing from customeri to providerj can be
thought of as a similar endorsement of importance, while in peers the endorsement becomes mutual.
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The ranking method is the following. LetA′ be the directed adjacency matrix. For each nodei
define the outdegree ofi asdout(i)= |{j : aij =1}|. Now consider the stochastic matrix




+ 1−αn if aij =1
1−α
n if aij =0
The above stochastic matrix represents a random walk on the directed graphA′, w ere with prob-
ability α we go to a provider or peer chosen uniformly at random, and with probability1−α we
jump to a uniformly random node from the set of all nodes (the latter step is a standard correction
to avoid degeneracies pertaining to sinks).
Let π(v) be the stationary probability of the stochastic matrixP (A). Google assigns to Web
pages pagerank qualityπ(v). By analogy, we assign to each AS hierarchical weightπ(v). In
Figure 17 we compare the results of the hierarchy algorithm proposed by Subramanian et al. [148]
to our hierarchical weightπ(v). We have usedα= .95; the results are similar for any.9≤α≤ .99.
To plot the graph, we have grouped the ASes by their level in the hierarchy. Then, we sort the ASes
in each group by their weight inπ(v) and plot the weights in decreasing order. Observe that we use
logarithmic scale for both axes.
There is notable correlation between the weights assigned to the ASes and their level in the
hierarchy. Nodes assigned in high levels in the algorithm of Subramanian et al. [148] have higher
values inπ(v). Also, the weights assigned to the ASes of a group are in general higher than the
weights assigned to ASes that belong in groups of lower level. One noticeable exception is the
weights assigned to levels 4 and 5. ASes in these levels have very small degrees and they cannot be
separated by the page rank method. At first glance it seems that there is an “anomaly” in the figure,
since there are some ASes that are assigned larger weights than ASes which belong to higher levels.
We argue that this could be a problem of the subjective nature of hierarchical assignment, and/or the
heuristic used by Subramanian et al. [148] to assign ASes to levels. We will discuss two examples
to make this point. The largest weights in levels 2 and 3 have a very high value which is comparable
to the weights assigned to nodes in level 1. These weights correspond to the ASes of Tiscali Intl
Network (AS number 3257) and of Abovenet (AS number 6461) respectively. We believe that they
had to be assigned in the highest level. This is justified by their degrees in the adjacency matrix,
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Figure 17: Comparison of hierarchy with the first eigenvector.
We extend the above method to obtain an assignment of significance to links. Ifi the number
of ASes andm is the number of links of the undirected AS topology, letN=n2 be the number of
pairs of ASes and associate with each such pair a shortest path between their endpoints. We may
now consider them×N traffic routing matrixT , where each column corresponds to a shortest path
and there is a 1 on the rows of the links used by the path. Such matrices are common in Network
Tomography [39, 153]. If there are multiple shortest paths, we choose one arbitrarily. Using the
SVD method, which is a generalization of the decomposition into eigenvalues and eigenvectors
for non-square matrices, we can compute the left eigenvector ofT that corresponds to the largest
eigenvalue. Just like pagerank, this eigenvector gives an order of importance to links. Links that
get higher values are associated with links that accept more traffic and thus are candidates to be
places of congestion. Observe that this statement was made without making any assumption about
the traffic between any two ASes.
To find the correlation between the importance assigned to links and the amount of traffic they
receive we did the following experiment7. We assumed that between each pair of ASes there is
some amount of traffic flowing drawn from a uniform distribution that takes values between 0 and 2
7For this example we have used an induced graph of the real topology which includes all the ASes in levels 1 and 2 as
assigned by the algorithm of Subramanian et al. [148]. Memory and processing limitations did not allow us to work with
bigger matrices.
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Figure 18: Correlation between link importance as assigned by the left eigenvector of the SVD of
the traffic matrix with the load of the link. Correlation coefficient is 0.8594.
traffic units8. After performing shortest path routing and assigning loads to links, we have ordered
the links by their load. We are interested to find the relation between this ordering and the ordering
given by the weights in the eigenvector. In Figure 18 we depict this relationship. There is a point
in (i, j) when a link is ini-th position sorted by the load and inj position sorted by the weight in
the eigenvector. Indeed it is easy to observe that there is strong correlation between the importance
of the link and the amount of traffic it receives. The correlation coefficient in this case is0.8594
indicating this strong correlation.
In addition, it is possible to use the left eigenvectors to identifyclustersof related links that
form a cut in the original adjacency matrix. The links in the cut carry traffic between areas in the
Internet that are not well connected and thus they are candidates to be points of congestion. As
a simple example we give Figure 19, where we draw a cluster of links (cluster in the same sense
as the clusters defined earlier for ASes) taken from the left eigenvector which corresponds to the
second largest eigenvalue. Intuitively, we expect that indeed the trans-atlantic links to carry a lot of
traffic and thus be points of congestion as indicated. We have observed similar clusters using the
other eigenvectors, and also in positions that seem intuitively natural (across Central and Eastern
8Setting the traffic to 1 for each pair gave the same results.
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Figure 19: An example of a link cluster.
Europe, across the Pacific, e.t.c). It is still an open question to us how the clusters observed in the
AS topology relate with the link clusters.
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CHAPTER V
SEARCHING AND TOPOLOGY CONSTRUCTION IN
PEER-TO-PEER NETWORKS
5.1 Introduction
The simulation of a random walk, or more generally a Markov chain, is a fundamental algorithmic
paradigm with profound impact in algorithms and complexity theory. Furthermore, it has found a
wide range of applications in such diverse fields as statistics, physics, artificial intelligence, vision,
population dynamics, bioinformatics, among others.
Recently, random walks have been proposed as primary algorithmic ingredients in protocols
addressing searching, topology maintenance, and in gossip protocols of unstructured P2P networks.
In particular: (a) Following extensive experimentation, Lv et al. report that searching by simulating
random walks is preferable to the standard practice of searching by flooding [105]. They attribute
the suitability of random walks to their adaptivity in termination conditions and hence granularity
in coverage of the search space (in flooding, increasing the time-to-live (TTL) by 1 may increase
the space coverage exponentially). (b) Law and Siu give a distributed algorithm for constructing
and maintaining unstructured topologies with very strong connectivity properties, namely constant
degree and constant expansion, withO(log n) overhead per addition of a peer, wheren is the num-
ber of peers [92]. At a very high level, when a new peer arrives, one would ideally attach the new
node to existing peers chosen uniformly at random. The protocol of [92] approximates such uni-
form sampling by simulatingO(log n) steps of a random walk. (c) Bawa et al. [16, 17], Kempe et
al. [79] and McSherry and Kempe [80] introduce aggregate functions (min, max, sum, count, avg)
as fundamental computational tools in P2P protocols, and appeal to the simulation of random walks
as natural schemes to implement these computations.
What are the analytic reasons of the success of the random walk method? Can we isolate one
or two comprehensible analytic primitives that explain the power of the method? Most important,
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can we translate these primitives to heuristics, or rules of thumb, for the use of the method in P2P
network applications?
Independent sampling from the uniform distribution is a primodal statistical and algorithmic
primitive. However, it is infeasible to implement in many populations of complex systems, such as
the set of nodes of a P2P network. The difficulty arises from the fact that this set is not centrally
maintained and it is also quite dynamic. In this chapter we make the following arguments:(i) The
random walk method is an excellent candidate to simulate sampling for P2P networks.(ii) The
number of simulation steps required can be as low as the number of samples in independent uniform
sampling, which translates to constant network overhead, independent of the size of the network.
In particular, beyond termination adaptivity and space coverage granularity discussed in [105], we
believe that the power of the random walk method can be pinned down into two kinds of analytic
properties: The first analytic property, corresponding to(i), is as follows. Consider a population
whose members can be connected by links forming a connected graph. Perform a random walk
starting at any state and simulate the random walk forτ steps. Use the state of the random walk
at stateτ as a sample point. This simulates sampling with arbitrary accuracy, forτ bounded by
well defined parameters of the graph. The above is rather intuitive, since we expect that graphs
without any “bad” cuts will make the walk to “lose memory” and hence reach a random state quite
fast. In particular, for a wide range of applications, it is possible to construct sparse graphs so that
τ = O(log n). Such fast convergence rates translate to practically efficient simulation of uniform
sampling. In the theoretical computer science this property is known as rapid mixing [118,144]. In
the context of P2P networks [16,17,79,80,92,105] also appeal (directly or indirectly) to rapid mixing
for the efficiency of their protocols. The second analytic property, related to(ii) , is substantially
more profound and rather counter-intuitive. It states that starting the random walk at a random state,
simulating the walk fork steps, and using each visited node as a sample point, we may achieve same
statistical properties ask independent uniform samples. The reason why this is counter-intuitive is
because of the obvious huge dependencies between successive steps of a random walk.
In this chapter we focus on two central issues of P2P networks. The first issue is searching
and computing averages; these are closely related. The second issue is overlay topology construc-
tion. For both problems we have isolated scenarios where independent uniform sampling would
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have been a good algorithmic primitive. We usek successive states visited during the simulation
of a random walk on the P2P network in the place ofk independent samples. We compare the
performance of sampling by random walk to the performance of the previously known methods for
search and construction. For search our performance metric is the number of items found for a
given number of query messages; for analytical clarity we do not consider further metrics such as
response time or reliability (of course, the random walk method which is inherently sequential in-
curs larger response times than flooding and, in practice, we expect hybrid schemes such as parallel
random walkers or random walks with local floodings [2, 64, 105, 115, 128, 142]). Our results and
conclusions are:
For searching relatively popular items as well as for computing averages, we found, experimen-
tally, that random walk performs better than flooding, for the same number of network messages,
in two cases. The first case is when peers in the topology form clusters so that the whole topology
is arranged in two tiers, the lower representing peer clustering and the higher connecting represen-
tatives from each cluster (e.g. super-nodes) to ensure good global connectivity. The second case
is when the same search request is re-issued repeatedly, in hopes of finding new peers, while the
entire topology has not changed dramatically (less than 40%). We believe that both scenarios are
realistic. However, to the best of our knowledge, they have not been considered in previous studies.
Thus, we believe that our performance evaluation framework is an additional original contribution
of our work. Our results in the context of searching and computing averages are intuitive. Our pri-
mary contribution was to formalize set-ups of practical interest and translate our analytic intuition
in these set-ups. From the technical standpoint all these results are derived from the good expansion
properties of the underlying random graph models, including the case of clustering.
For constructing and maintaining a P2P topology with good connectivity properties, we turned
to the approach of [92]. As mentioned before, when a new peer arrives, [92] find a few nearly
uniformly random existing peers to connect the new peer by simulatingO(log n) steps of a random
walk. This causesO(log n) network overhead per newly arriving peer. We introduce a daemon
construction and connect a newly arriving peer with constant network overhead. Our construction
is based on the second analytic property, described earlier in this section. In fact, there are strong
dependencies between the edges of peers that arrive closely in time. We give analytic evidence
60
that these local dependencies do not affect the global connectivity properties of the network, up to
constant factors. We also give strong experimental evidence that our daemon construction simulates
the algorithm of [92] (and other related constructions) with overhead a very small constant per
arriving peer, for networks up to 5M nodes (which is the current believed size of Kazaa; larger
experiments were stressing the memory limits of our machines), and with truly negligible penalty in
the quality of the connectivity of the overall topology. We believe that our results in the context of
P2P network construction are particularly surprising. From a practical point of view, they indicate
that minimal amount of correctly used randomization suffices to keep a dynamic network well
connected; however, the actual implementational details of our scheme are beyond the scope of
our work. From a theoretical point of view, we believe that our results lead to an exciting new
paradigm in the study of the power and necessity of randomness. All of our algorithms in the
context of construction were inspired by the second analytic property of random walks.
The isolation of the second property has been one of the most celebrated results in complexity
theory [7, 10, 61, 72]. In complexity theory this property has been used as follows. Consider a
randomized algorithm that usesn random bits and has probability of success 1/2. By simulating the
algorithmk times we may decrease the failure probability to1/2k. This needskn random bits. Now
think of the nodes of a graph labeled by all2n n-bit strings that can be used to simulate a randomized
algorithm. Consider a constant degree “expander” graphH imposed on these2n nodes (there are
known deterministic constructions of such expander graphs [58]). Start from a uniformly random
point ofH and simulate a random walk onH for k steps. This requiresO(n) random bits to pick
the initial point, andO(k) bits to perform the walk. Then simulate the randomized algorithm on the
k n-bit strings visited by the random walk. The failure probability isO(1/2k), and yet we used only
O(n + k) random bits to perform the experiment! This idea is the basis of several pseudorandom
number generators with provably good performance. In some sense, our work can be viewed as
translating a complexity result, mostly known in the context of savings in random bits, into savings
in overhead and improved performance in a practical networking context.
The balance of the chapter is as follows. In Section 5.2, we give the supporting theory, com-
paring coupon collection and Chernoff bounds to the corresponding statements for random walks.
All the technical parts of this section are known; their synthesis and relevance in the context of
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networking is new. In Section 5.3, we use random walks to perform searching in P2P networks and
compare this approach to searching using flooding and uniform sampling. We also discuss random
walks as primitives to compute average aggregates. In Section 5.4, we describe two algorithms for
distributed construction of P2P topologies with good expansion properties. We stress that our ex-
periments in Sections 5.3 and 5.4 are on the size of current P2P networks. Many implementational
and other details are suppressed to emphasize clearly the new ideas.
5.2 Statistical Estimation and Random Walks
In this section we focus on the statistical properties of sampling performed by ideal independent
draws, and compare them to the statistical properties of sampling performed by simulating a ran-
dom walk. In the case of independent sampling we are interested in the number of samples sufficient
to achieve a certain statistical property. In the case of random walks we are interested in the number
of simulation steps sufficient to achieve the same statistical property. For comparison, we consider
two common abstractions, namely the coupon collection problem and Chernoff bounds for inde-
pendent Bernoulli trials; these abstractions refer to sampling by independent draws. For sampling
by random walk simulation, we consider the cover time which is the suitable analogy to coupon
collection, and the trajectory sample average which is the suitable analogy to independent Bernoulli
trials. We observe that, for both abstractions, the overhead of the random walk simulation method is
determined only by the second eigenvalue of the probability transition matrix of the random walk.
In particular, when the second eigenvalue is constant (independent of the size of the graph) the ran-
dom walk method achieves the same statistical characteristics as independent sampling, up toO()
notation. The reason why the second eigenvalue provides such clean characterizations is that it is in-
timately related to global connectivity properties of the graph, namely expansion and conductance.
Intuitively, expansion and conductance express the worst-case cuts of the graph, and it is natural
to expect that when the graph does not have bad cuts a random walks approaches its stationary
distribution very fast, and hence sampling by random walk mimics independent sampling well.
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5.2.1 Coupon Collection and Chernoff Bounds
The coupon collection problem is the following: Suppose that there aren distinct types of coupons.
At each step, we draw a coupon whose type is uniformly distributed among alltypes. LetTn
be the time by which we have encountered coupons belonging to alln distinct types. It is well
known [54] that






+ . . . + n = O(n log n) . (22)
Let δ be a constant,0<δ<1. LetTδn be the time by which we have encountered coupons belonging
to δn distinct types. It is also well known that
E[Tδn] = 1 +
n
n− 1
+ . . . +
n





We proceed with an outline of Chernoff bounds [13]. LetX1, . . . , Xk be independent Bernoulli
trials with Pr[Xi = 1] = p andPr[Xi = 0] = 1−p, 0≤ p ≤ 1, 1≤ i≤ k. Let X =
∑k
i=1 Xi, hence
E[X] = kp. In a searching context, wherep denotes the probability that a randomly drawn object
has a desired property, we are interested in the probability that the property is found in substantially
fewer draws than its frequency in the search space. This corresponds to the eventX ≤ (1−ε)kp,
for 0 < ε < 1. For this event, Chernoff bounds arePr[X ≤ (1−ε)kp] ≤ e−
εkp
2 . In a measurement
context, wherep denotes the fraction of objects satisfying a certain property, we are interested in










5.2.2 Random Walks, Convergence, Cover Time and Trajectory Sample Average
Let G(V,E) be an undirected connected graph,|V | = n. Let di denote the degree of vertexi,
1≤ i≤ n. Let dmin = min1≤i≤n{di}. Let A = {aij}, 1≤ i, j ≤ n, be the adjacency matrix ofG.
Let P be the transition matrix of the random walk onG, where a particle that is on vertexi at time
t, moves to a neighbor ofi at timet+1, chosen uniformly at random among all neighbors ofi. It
is well known and easy to verify that the above random walk has a unique stationary distribution
~π, in the sense that~πP = ~π, with πi = di/2|E|, 1≤ i≤ n, and letπmin = dmin/2|E|. Now let f
be a 0-1 function onV , f : V
f−→ {0, 1}. Let p be the probability mass of vertices that take the
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value 1 underf under the stationary distribution~π, which is the same as the mean off under~π:
p =
∑
v∈V :f(v)=1 πv =
∑
v∈V f(v)πv.
Of particular interest are the following three metrics: (a) Convergence rate, which is the rate
with which the random walk approaches the stationary distribution. (b) Cover time, which is the
time when the random walk has visited all vertices at least once. This is analogous to the coupon
collection abstraction, and we wish to have bounds comparable to (22) and (23). (c) Trajectory
sample average, which is the rate with which the value off , averaged over successive vertices of a
trajectory of the random walk, approachesp. This is analogous to the Chernoff bound abstraction,
and we wish to have bounds comparable to (24). In the next paragraph we point out bounds for all
the above metrics in terms of the second eigenvalue ofP .
5.2.3 Bounds in terms of the Second Eigenvalue
In general, a vector~x is an eigenvector ofP with eigenvalueλ if and only if ~xP = λ~x. Thus,
~π is an eigenvector ofP with eigenvalue 1. It is well known thatP hasn real eigenvectors with
corresponding eigenvalues1 = λ1 > λ2 ≥ . . . ≥ λn ≥ −1 [69, 157]; the strict separation of the
first and second eigenvalues follows from the connectivity ofG. The first eigenvalueλ1 =1 which
corresponds to eigenvector~π characterizes stationarity. We may also assume that|λ2| > |λn| (large
negative eigenvalues concern strong periodicities, like bipartiteness, which we may exclude for the
purposes of this work). Consider a random walk onG according to the transition matrixP , starting
from an arbitrary vertex, or an arbitrary distribution onV . Let yt be the vertex that the random
walk visits at timet, 1≤ t≤∞. To bound the convergence rate of the random walk we focus on
the so-called variation distance which, at timet, is ∆(t) = maxS⊂V |Pr[yt ∈ S] − ~π(S)|. The




Let Cn be the time by which the above random walk visits all the vertices ofG. [11,24] show:
E[Cn] ≤ O
(
π−1min log n/(1− λ2)
)
= O (n log n/(1− λ2)) , for πmin =Ω( 1n).
(26)
Compare (26) to (22) and realize that, for constantλ2, they both solve coupon collection in the same
order of magnitude. LetCδn be the time by which the random walk visitsδn distinct vertices ofG,
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Compare (27) to (23) and realize that, for constantλ2, they both solve partial coupon collection in
the same order of magnitude.
Recall thatyt denotes the vertex that the random walk visits at timet. Let Yt =f(yt). Suppose








steps. Very roughly, this guarantees good approach to stationarity according to the bound on∆(t).
Then use the nextk steps as sample points. We thus letY =
∑τ+k
t=τ+1 Yt. The particularly strong
result is that, usingY/k as an estimator forp, is of the same quality as Chernoff bounds. Thus,
despite the local dependencies introduced by consecutive steps of the random walk, the overall
distribution of the vertices visited by the random walk is well spread across the sample space. In
particular, (29) below is to be compared to (24):
Pr[|Y
k
− p| ≥ εp] ≤ 8e−
ε2kp2(1−λ2)
20 . (29)
The above result was obtained (in increasingly stronger forms and referring to pseudorandom num-
ber simulation) in a sequence of celebrated complexity theory papers [7, 10, 61, 72]. The version
that we give above is from [61].
5.2.4 Second Eigenvalue, Expansion and Conductance
For S ⊆ V , define the cutset ofS, C(S), as the set of edges with one endpoint inS and the
other endpoint is̄S. Define the volume ofS as the sum of the degrees of vertices inS: vol(S) =∑
v∈S dv. The edge expansion,γ, and the conductance,Φ, of G are measures of the connectivity
of G, where the cut sizes are normalized by the size of the partition classes in which they break
the graph (intuitively higherγ andΦ indicate that for any partition of nodes into two clusters there





|S| ≤ |V |/2
|C(S)|
|S|
, Φ = min
S ⊂ V




In addition, the following bound is known [144]:




Finally, realize that in graphs where we have bounds on the minimum and maximum degrees, both
expansion, conductance and eigenvalues are easily related. In particular, in a family of regular
graphs, if any of these metrics is a constant then all of them are constants. In summary, for families
of graphs whereλ2 is constant, consecutive states of random walks are excellent candidates to ap-
proximate independent uniform sampling. Since,λ2 constant is equivalent to expansionφ constant,
and constant expansion is equivalent to good global connectivity, it is reasonable to try the random
walk approach in communication networks. Good global connectivity is desired and believed to
hold in all reasonable networks and network models [25,36,48,62,114,125].
5.3 Searching and Computing Aggregates
In this section we study the performance of searching using flooding and random walks, and com-
pare the two methods to each other and to a baseline case of independent uniform sampling. We
measure the performance in terms of the average number of distinct copies of an item located in
the search, the probability of not finding any copy of the item, and the number of messages that the
searching algorithm uses. We show experimentally that searching by random walk is better than
flooding, if at least one of the following conditions holds: The first condition is that there is peer
clustering. That is, there are communities in the topology, with dense connectivity between peers
in the same community and sparse connectivity between peers of different communities. The sec-
ond condition is that the user issues multiple search requests for the same item and between two
consecutive requests the topology changes relatively slowly (in the sense that two consecutive snap-
shots of the topology are highly correlated). We believe that the two scenarios introduced above
are important for the reasons listed below. For both these scenarios the effectiveness of the random
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walk follows by the good connectivity (measured byλ2 and conductance) of the underlying ran-
dom graph models. In further work [23,64] discuss how the random walk method adapts when the
underlying topology has bad cuts, e.g., by biasing the walk to cross these clusters.
In practice, when a user issues a request, the user (or, the system on behalf of the user) re-
issues the same request multiple times hoping to locate more sources. Consecutive floodings take
advantage of the changes in the topology so as to discover more sources. If the topology however
remains mostly unchanged between consecutive requests, then the new floodings will mostly dis-
cover sources already known. On the other hand, for the same number of messages, the random
walk follows totally different trajectories and has better chances to discover new sources. Note that
in previous work, searching has been always modeled as an one time process. However, we believe
that studying searching under multiple requests and a changing topology is realistic and important.
The motivation behind studying peer clustering becomes clear if we consider the process by
which the P2P network is formed. Each peer keeps a cache of other peers and picks its neighbors
from its cache. The cache is populated by the addresses of peers that answered previous queries
[122]. Thus, intuitively, the cache contains addresses of peers that have similar interests. It is
therefore reasonable to expect that this process leads to the formation of communities of users. The
exact process by which P2P networks are formed is largely unknown and thus peer clustering is at
this point only a hypothesis. But, we believe that it is a fair hypothesis based both on our practical
experience with P2P systems, and on the observation that most networks grown in a decentralized
way exhibit strong clustering properties. See also [27,60,66,90] and for related discussion [93].
The rest of the section is organized as follows. In paragraph 5.3.1 we give the methodology.
In paragraph 5.3.2 we discuss the most simple case of a topology without clustering that does not
change with time. In this scenario, we find that flooding and random walk behave similarly. In para-
graph 5.3.3 we examine topologies with peer clustering. In paragraph 5.3.4 we examine multiple
re-issues of a request in topologies that change with time. In paragraph 5.3.5 we discuss power-law
graphs and real topologies. Random walks behave better than flooding in most cases of interest.
Finally, in paragraph 5.3.6 we discuss the efficiency of computing averages by a deterministic dis-
tributed algorithm reminiscent of the spread of a probability distribution by a random walk.
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5.3.1 Methodology
In all our experiments we assume that copies of the item to be discovered populateα% of the peers,
whereα is a parameter with0.01% ≤ α ≤ 0.1%; this represents items that are not rare. Assuming
that a single search reaches 10000 distinct nodes, a typical value of the horizon of a user in the
Gnutella network [122], the search will result, in expectation, in 1 to 10 distinct copies found for
the range ofα’s we have experimented with. In our experiments we have used parameters that will
result in querying around 10-30K nodes. When comparing different algorithms we measure their
relative performance for the same number of queries (10-30K queries).
The performance of each searching technique is measured as the number of distinct copies
located when simulating the searching algorithm from a randomly chosen peer of the topology. To
make statistically robust conclusions, we repeat the experiment from a set of randomly chosen peers,
typically 500 peers, and study the distribution of the number of distinct copies located (hits).
A remark is due for the chosen range ofα and the chosen range for the number of queries. The
chosen range ofα which represents relatively popular items allows us to measure, in addition to
simple success or failure, detailed statistics, such as mean and standard deviation described below.
We found similar results for searching very rare items, for example a single copy in the entire
network, but we do not discuss these results since the only result we can report is success or failure.
The above results hold for the chosen range of queries (10-30K). We chose this range because,
as discussed above, it is realistic. Searching larger portions of the network gives similar results up
to a constant fraction of the nodes of the network (for example, 50%). If we increase the number of
queries so that the entire network can be discovered then flooding performs better. By (22) and (26)
random walks will useO(n log n) queries, while flooding will useO(m), wherem is the number
of edges.
Performance Metrics: A metric that summarizes the distribution of the hits is the mean. Of equal
importance, however, is the discrepancy around the mean, and the failure probability (probability of
no copies discovered). Even when the means of random walks and flooding are the same, it is almost
always the case that the discrepancy and failure probability of random walks are substantially better
than flooding (e.g. see Figure 21). We therefore measure “Mean”, standard deviation “Std”, and
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“Failure probability”.
Cost: We measure the cost of each searching technique as the number of messages or queries
performed during the search. When comparing different algorithms, it is always under the assump-
tion of using the same number of messages. In the case of random walks, the number of messages
is simply the number of steps of the random walk. In the case of flooding, the number of messages
sent during the searching is as follows: Recall that upon arrival of a query from a neighbor, a node
forwards the query to all other neighbors while decreasing the TTL by one, and thus generates as
many messages as its neighbors minus one, unless the same query has been received previously, or
the TTL on the query has reached zero.
Peer-to-peer topologies: Available topologies of current P2P networks are limited in size and of
questionable quality due to the collection method (topologies from [100] have only 30-40K nodes,
when current P2P networks have hundreds of thousands and perhaps millions of users). We therefore
experiment on synthetic topologies of up to 1 million nodes. Experimenting with extremal synthetic
topologies has the additional advantage of facilitating the demonstration of general principles.
We have used the following models to generate synthetic P2P topologies:
• Flat regular expanders. This is a canonical example of regular graphs with good expansion
properties. We use expanders since expansion is desired and believed to hold in every reason-
able network and network model [36,62,92]. We have used 6-regular expanders.
• Two-tier topologies with clustering. To study the effects of peer clustering we have started
by constructing a number of isolated regular expanders that correspond to the clusters. Then,
from each cluster we pick a small number of nodes at random and connect them using another
regular expander.
• Power-law graphs. Many important networks that arise in a decentralized fashion are known
to have power-laws [48,52,90]. Some researches argue that P2P topologies may also possess
heavy tails [74]. We have used the standard model of growth with preferential connectivity to
generate power-law random graphs (this model runs in linear time and hence can efficiently
generate graphs of very large size).
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• Samples of real topologies. We have used partial views of the Gnutella topology made avail-
able in [100]. These topologies are limited in the number of peers (around 35K) and of ques-
tionable accuracy, since the topology evolves during the topology discovery process, some
peers are uncooperative and for other practical reasons. Because of their very limited size,
our results are inconclusive.
Dynamic Topologies: The dynamic nature of P2P topologies is a crucial parameter of these
systems [32]. However, very little is known about the way these topologies evolve over time. To
model the dynamic nature of the P2P topologies we have used the following heuristic: We perform
a number of “rewirings”; for each rewiring we pick two edges uniformly at random and exchange
their end points. The number of rewirings is a parameter that is related to the speed by which the
topology is changing. In our experiments, the measurements are happening before and after the
rewirings and not during the process of changing the topology. The size of the topology remains
unchanged during the rewirings, because we want to capture only the effects of changes in the
connectivity and not in the number of peers.
In our experiments we measure the speed by which the topology is changing as the ratio of the
number of links changed by performing rewirings over the total number of links. We have experi-
mented with ratios in the range from 2% to 40%. The rate of change in current P2P networks is not
known and difficult to estimate. However, from our practical experience, we observe that consec-
utive searches happening every 10-20min do not result in large differences in hosts discovered, as
would have been expected if a large fraction of the network has changed.
Content placement: The straightforward approach is to pick the nodes that will host the copies
uniformly at random from the entire population. This is what we have used in our experiments.
We have also experimented with cases where the nodes that host the item are close to each other
in the topology (content clustering). In our experiments, we have observed that content clustering
affects the performance of searching by flooding or random walk much less than peer clustering, or
re-issuing of the same request. We therefore do not present this case.
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Table 8: Performance of searching in a static topology without peer clustering.
Attribute Flooding RW Uniform
Mean 8.712 8.796 10.990
Std 3.01 2.93 3.22
Min 1 2 3
Messages 22331 22331 22331
Unique peers 17235 17431 21839
Note: The topology used had 500K peers,α = 0.05%. Min is the minimum number of hits over
all searching requests. Unique peers is the number of distinct peers discovered during the search.
Observe that flooding and random walk have very similar performance, while uniform sampling is
better.
5.3.2 Flat Topologies with Uniformly Distributed Content
We start by giving a scenario in which the performance of flooding and random walks is similar.
See Table 8. We study the performance of issuing a request only once in a flat regular topology of
500K peers. After simulating the flooding algorithm with a TTL of 5 and counting the number of
messages, we run the random walk algorithm and configured it to use the same number of messages.
Observe that the mean and minimum numbers of hits, as well as the standard deviation of the hits
distribution of both flooding and random walk are similar, while independent uniform sampling is
better. Moreover the entire distribution of hits, given in Figure 20, is similar for both random walk
and flooding. We have experimented with topologies of various sizes and for various popularities
of files, with0.01% ≤ α ≤ 0.1%, and found that always the performance of flooding and random
walk are similar, when both are allowed to use the same number of messages.
Observe that compared to the study of [105] we use only one walker, that is, one long random
walk. The results were similar when using a larger number of walkers assuming that the total
number of messages (sum of the lengths or all random walks) stays the same. The use of more
walkers decreases the user-perceived delay, which is a parameter that we do not study in this chapter
(see Chapter 6).
5.3.3 Topologies with Peer Clustering
We now examine a topology with well separated communities of peers and show that the random
walk method has better performance than flooding. The example topology is constructed as follows.
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Figure 20: Sorted number of hits when searching from 500 randomly chosen peers. The topology
used had 500K peers,α = 0.05%. Observe that flooding and random walk have very similar
performance.
We generate five flat regular graphs, each of size 40K. From each topology we pick 1000 nodes at
random (for a total of 5K nodes) and construct another flat regular graph on the selected nodes. The
final P2P network is the union of all topologies.
The performance of each searching algorithm for different content popularities is given in Ta-
ble 9. First, observe that the average number of hits using flooding is slightly worse than using
random walks but, given the large standard deviations, it could be argued that the differences are not
statistically significant. Even though the two schemes behave similarly with respect to the average
number of hits, they have totally different behavior when it comes to the failure rate and the mini-
mum number of copies found. Forα = 0.01%, flooding failed in 28.8% of the cases and random
walk in only 10.8%, an improvement of nearly a factor of 2.
The fundamental difference between the two searching algorithms is that the number of hits
in the case of random walks appears more concentrated around the mean (observe also the entire
distribution of hits in Figure 21). Indeed, the standard deviation in the case of random walks is
much smaller compared to the standard deviation of flooding. Obviously, the optimal concentration
around the mean is achieved by uniform sampling. The basic strength of random walks, following
Section 5.2, is precisely that they resemble uniform sampling in a quantifiable way.
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Table 9: Performance of searching in a topology with peer clustering.
Method α = 0.01% α = 0.05% α = 0.10%
Mean Std Min Failure Mean Std Min Failure Mean Std Min Failure
Flooding 1.754 1.91 0 28.8% 9.308 6.44 1 0.0% 18.192 11.04 5 0.0%
RW 2.124 1.38 0 10.8% 10.860 3.21 2 0.0% 21.764 4.54 10 0.0%
Uniform 2.676 1.52 0 6.6% 13.496 3.26 5 0.0% 27.274 4.87 15 0.0%
Note: Topology of five clusters for a total of 200K peers.λ2 = 0.956.















Figure 21: Sorted number of hits in a topology with peer clustering. The distribution of random
walk is more concentrated around the mean. Topology of 200K peers,α = 0.05%.
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5.3.4 Re-issuing the Same Query
We proceed to study the performance of flooding and random walks in flat regular topologies un-
der the assumption that users issue the same query multiple times while the topology is changing.
Realize that dynamic topologies favor only flooding, while random walks are largely unaffected. In
fact, in the worst case where the topology is not changing, re-issuing a queryk times, by flooding,
does not find new copies. On the other hand, according to (27) and (29), increasing the length of
the random walk by a factor ofk has substantial impact.
The performance of the different algorithms for topologies of various sizes and for various
values ofα is given in Table 10. The reported experiments are as follows: Each peer initiates a
searching request and waits for the results. Then, we change the topology by performing rewiring
operations to 2% of the links. Then, each peer initiates a new searching request. We repeat the
process four times, simulating consecutive queries. In the end, we count the number of distinct
items found for each peer. Table 10 indicates that random walks have better performance compared
to flooding with respect to both the average number of hits and the probability of failure. The
average number of hits for random walks was at least three times better compared to the same
number for flooding. Also, the failure probability dropped substantially. This great performance
improvement was expected since, even though we change a certain number of links, the overall
topology remains relatively stable and successive flooding searches do not result in many new items
found. On the other hand, prolonging the random walk, or, successive random walks from the same
peer, follow totally different sampling paths and have better chances of locating new copies of the
requested item.
The performance of successive searches depends on the number of topology changes that take
place between the consecutive searches. We have studied this effect and report the results in Ta-
ble 11. We observe that the performance of flooding increases as the rate of topological changes
increases. For very fast rates of change (40% at each step in our experiment), the performance of
flooding becomes comparable to that of random walks, since effectively the neighborhood of each
node changes almost completely between consecutive searches. On the other hand, the performance
of random walk remains relatively unaffected by the changes in the topology.
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Table 10: Performance of searching in dynamic topologies.
A. Flooding
Size (K) α = 0.01% α = 0.05% α = 0.10% λ2
Mean Std Min Failure Mean Std Min Failure Mean Std Min Failure
100 0.488 0.67 0 60.6% 2.294 1.45 0 8.6% 4.566 2.08 0 1.4% 0.79
300 0.412 0.64 0 66.2% 2.350 1.57 0 9.4% 4.918 2.26 0 0.4% 0.79
500 0.550 0.75 0 58.6% 2.562 1.68 0 8.8% 4.992 2.27 0 0.6% 0.79
1000 0.494 0.62 0 60.0% 2.684 1.72 0 8.7% 5.032 2.31 0 0.2% 0.80
B. Random Walk
Size (K) α = 0.01% α = 0.05% α = 0.10% λ2
Mean Std Min Failure Mean Std Min Failure Mean Std Min Failure
100 1.398 1.14 0 24.6% 7.058 2.40 1 0.0% 14.076 3.30 5 0.0% 0.79
300 1.436 1.12 0 20.2% 7.396 2.62 1 0.0% 14.894 3.87 5 0.0% 0.79
500 1.562 1.19 0 19.8% 7.634 2.78 1 0.0% 15.152 3.88 7 0.0% 0.79
1000 1.518 1.20 0 22.4% 7.544 2.71 1 0.0% 14.982 3.91 4 0.0% 0.80
C. Uniform Sampling
Size (K) α = 0.01% α = 0.05% α = 0.10% λ2
Mean Std Min Failure Mean Std Min Failure Mean Std Min Failure
100 1.734 1.18 0 13.8% 8.634 2.83 1 0.0% 17.210 3.75 7 0.0% 0.79
300 1.864 1.23 0 12.6% 9.212 2.90 1 0.0% 18.496 4.07 9 0.0% 0.79
500 1.872 1.38 0 15.2% 9.486 2.98 2 0.0% 18.924 4.21 10 0.0% 0.79
1000 1.876 1.34 0 14.2% 9.482 3.14 0 0.2% 18.850 4.34 8 0.0% 0.80
Table 11: Performance of searching in dynamic topologies as a function of the rate of changes.
Links Flooding Random Walk
Changed Mean Std Failure Mean Std Failure
2% 0.488 0.67 60.6% 1.398 1.14 24.6%
4% 0.644 0.82 53.0% 1.382 1.11 23.6%
10% 0.888 0.86 38.0% 1.450 1.11 21.4%
20% 1.162 0.99 27.6% 1.456 1.12 20.8%
40% 1.460 1.12 20.0% 1.378 1.13 23.8%
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5.3.5 Real topologies and topologies with power-law statistics
In the previous paragraphs we have experimented on regular graphs. Similar results hold for topolo-
gies with heavy-tailed statistics as well as real topologies. In Figure 22, we show the distribution
of hits for a topology of 500K nodes generated with the model of growth with preferential connec-
tivity [15], and for a real Gnutella topology taken from [100]. Again, observe that the distribution
of hits in the case of random walk is more concentrated around the mean compared to flooding.
Indeed, in the real topology, the mean number of hits, the standard deviation and the failure rate
were 0.514, 2.15 and 81% respectively in the case of flooding in the real topology, and 0.538, 0.73
and 59% in the case of random walk. Similar results apply for the graph grown with preferential
connectivity. Observe that the very small TTL used for flooding in the case of the real topology
was due to the small size of the topology. Increasing the TTL to 3, would have resulted in reaching
almost half of the nodes with flooding and would have skewed the statistics. It is more realistic to
expect that searching visits only a small portion of the graph.
In conclusion, we expect that our results apply to all graphs with good expansion property
as expected from the theoretical section. In addition, we expect that typical networks, like P2P
networks, have good expansion properties; otherwise, they would not have scaled easily from a few
tens of thousands to a few million nodes.
5.3.6 Aggregate Computation
In this paragraph we turn our attention to the efficiency by which the nodes of a P2P network can
collectively compute basic aggregates. It has been argued elsewhere that the computation of such
aggregates constitute fundamental algorithmic primitives in P2P networks [16,17,79,80]. Here we
examine the canonical example of averaging. LetG(V,E) be a graph denoting the network, and let
|V |=n. Let us assume for simplicity thatG is ad-regular graph (the general case is treated in [79]).
Recall that, in a typical unstructured P2P scenario, the number of nodesis not known. LetA be a
large number, known to all nodes of the network. Let~µt, t=0, 1, . . ., be a function on the nodes of
the network, withµ0(v0) = A, andµ0(v) = 0 for all v 6= v0. That is, at timet = 0, the nodev0 has
valueA, while all the other nodes have value 0. The goal is to distributeA over the entire network, so
that each node has the average valueη=A/n. If this distribution can be achieved efficiently then, for
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A. Growth with preferential connectivity model with 500K nodes. (TTL=4)



















B. Sample from the Gnutella network with 36K nodes. (TTL=2)


















Figure 22: Performance of searching in (A) a network with heavy-tailed statistics, and (B) in a
real topology. The small TTL in the real topology is due to the fact that using a larger flooding TTL
would have resulted in reaching almost half of the nodes, which is unrealistic.
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example, a node can use the valueA/η as an estimate forn. Gossip protocols propose that interested
nodes perform independent sampling of the network for the purposes of computingη and, in turn,
suggest random walks to simulate independent sampling [17, 79]. An even more sophisticated
approach proposed in [107] is to have the entire network, collectively, simulate the computation
performed by a random walk as follows: Recall thatP is the transition matrix of a random walk on
G (see Section 5.2.2). The vector~µ0P t converges to a uniform vector where each node has value
µt(v)=η=A/n, ast →∞, (see Section 5.2.2). Indeed, by the bound (25) on the variation distance,
we get thatmaxv∈V |µv(t)− η| ≤ nλt2, which means that the difference of the estimateµv(t) from
η can be bounded byn−c after t ' (c+1) log n/ log λ−12 simulation steps. Now the interesting
observation is that the network can carry out the computation~µ0P t step-by-step as follows. Given
~µt, the new vector~µt+1 is computed when each nodev breaks its valueµt(v) into d equal parts
µt(v)/d and forwards each part to each one of itsd neighbors. In turn,v will receive a valueµt(u)/d
from each one of its neighborsu with (u, v) ∈ E, and will computeµt+1(v) =
∑
u:(u,v)∈E µt(u)/d.
In other words, we have designed an entirely deterministic protocol reminiscent of the recursions by
which a random walk spreads a probability distribution. (See [16,17,79,107] for further applications
as well as treatment of non-regular graphs, asynchronous protocols, failures of nodes e.t.c.) In
Table 12, we give the rate at which themaxv∈V |µv(t)− η| approaches 0 for various topologies on
n=1M nodes.
5.4 Construction
In this section we turn our attention to construction and maintenance of well connected P2P topolo-
gies. Following the spirit of the previous sections, as well as the work of [62,92,114,125], we trans-
late good connectivity to good expansion, conductance, and separation ofλ2 fr m 1. We further
translate the fact that the construction concerns a P2P network to the following conditions. Peers ar-
rive and leave the network dynamically, the algorithms must be strongly or weakly decentralized (in
strong decentralization we mean that there is no central server, while in weak decentralization there
is a constant number of central servers, however, the computational resources of each central server
are of the same order of magnitude as those of an average peer) and finally, we wish to achieve low
network overhead, in terms of messages, per addition or deletion. In the rest of section we deal only
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Table 12: Convergence of maximum absolute error of an averaging gossip protocol.
Steps λ2 = 0.7504 λ2 = 0.8208 λ2 = 0.9552 λ2 = 0.9145
0 9.9 · 105 9.9 · 105 9.9 · 105 9.9 · 105
10 3.3 · 103 4.4 · 103 2.5 · 103 2.0 · 103
20 7.45 145 51.6 30.9
30 2.36 7.20 6.05 1.86
40 8.67 · 10−2 0.540 3.63 0.651
50 3.48 · 10−3 4.62 · 10−2 2.29 0.266
60 1.47 · 10−4 4.14 · 10−3 1.45 0.109
70 6.49 · 10−6 3.77 · 10−4 0.918 4.44 · 10−2
80 2.94 · 10−7 3.48 · 10−5 0.580 1.81 · 10−2
90 1.37 · 10−8 3.23 · 10−6 0.367 7.41 · 10−3
Note: All topologies haven = 1M nodes. We usedA = 106. All processes started with a value
A = 106 on one node and the value 0 on all other nodes. The averaging gossip protocol converges
to the valueη = 1 on all nodes. We indicate the worst case errormaxv∈V |µt(v) − 1| for various
values oft. Realize that when a node uses the estimateñ ' A/µv(t) for the sizen, then the
absolute error|ñ−n| becomes106 maxv∈V |µt(v) − 1|. Thus the above table suggests that, even
for a strongly clustered topology withλ2 = 0.9552, the estimatẽn is 106 ± 103 for n = 106 after
t = 90 simulation steps. For a less clustered topology withλ2 = 0.7504 the same error is achieved
aftert=40 simulation steps, while the error becomes truly 0 aftert=90 simulation steps.
with additions. Deletions can be handled as in [92].
In paragraph 5.4.1 we shall revisit the known randomized algorithms for constructing sparse
graphs with good expansion properties. We call these baseline constructions. All known baseline
algorithms construct an expander essentially by choosing the edges incident to a vertex uniformly at
random, and independently for each vertex. This facilitates the probabilistic arguments that are sub-
sequently used to establish expansion. We review the baseline probabilistic argument in Theorem 2.
Thus, when constructing an expander onn vertices, a baseline construction usesO(log n) random
bits per edge. In a distributed setting, when vertices arrive dynamically and a new vertex needs to
extend an edge to an existing vertex, one may useO(log n) steps of a random walk on the exist-
ing graph to find a random existing vertex, thus simulating the baseline construction withO(log n)
message overhead on the network. This is the approach of [92]. (Pandurangan et al. use the fact
that deletions happen in a random way, and they use the “randomness” of deletions to connect new
vertices [125]).
In Theorem 3 of paragraph 5.4.2 we show, analytically, that a certain baseline construction
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achieves non-trivial expansion properties using constant number of random bits per new edge. When
translated to overhead in network resources, this gives a heuristic to construct an expander with con-
stant message overhead per new vertex. In particular, instead of takingO(lo n) steps of a random
walk per newly arriving vertex, we do the following. We keep a constant number of daemons which
continuously simulate a random walk on the existing network and use the vertices visited by the dae-
mons everyc steps as sample points, wherec is a constant. We stress that we do not waitO(log n)
steps until the daemon randomizes. In paragraph 5.4.3 we report that, in experiment, the method
achieves constant separation ofλ2 from 1 for c as small as 1 (sampling consecutive vertices visited
by the daemons). The eigenvalue gap depends onc and on the average degree of the constructed
graph, but does not depend on the size of the constructed graph, forn as large as 5M vertices. Note
that the current size of Kazaa is thought to be 2M to 4M. (Performing experiments for more than
5M vertices was stressing the memory limitations of our machines.)
5.4.1 Baseline Construction of Expander Graphs
ABASE is the following construction: On inputn, the number of vertices, andd, the degree of every
vertex, each vertex, independently, picksd vertices independently and uniformly at random among
the set of all vertices, and connects with an (undirected) edge to each one of these vertices. Thus
the total number of edges isnd and the expected degree of a vertex is2d. (It can be easily seen,
using (24), that all vertices will have degree at mostO(log n), almost surely.)
When we insist on all vertices having the same degree, then we simulateABASE by picking
random perfect matchings, or random Hamilton cycles. In particular,AM is the following con-
struction: Pickd perfect matchings on vertices independently and uniformly at random among
all perfect matchings (assume thatn is even), and consider the union of these perfect matchings.
Finally, AH is the following construction: Pickd Hamilton cycles onn vertices independently and
uniformly at random among all Hamilton cycles, and consider the union of these Hamilton cycles.
Theorem 2(Folklore.). LetG(V,E) be the graph constructed byABASE. G(V,E) is an expander,





≥ α] ≥ 1− o(1) . (32)
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Proof. For a positive constantα, we say that a set of verticesS with |S| ≤ |V |/2 is Bad if and only
if |C(S)|≤α|S|. We will show that there exists a positive constantα such that
Pr[∃ Bad S] ≤ o(1) . (33)
The left hand side of (33) is
n/2∑
k=1
Pr[∃ Bad S, |S| = k] . (34)













Pr[a fixed setS, |S| = k, is Bad] . (35)
We may now assume that the setS is fixed. LetB ⊂ S be the set of vertices inS that chose to
connect to vertices in̄S. In order forS to beBad, the cardinality|B| must be at mostαk. For





possibilities for|S| , and at mostαk
possibilities for the cardinality ofB. We may now assume that the setB is also fixed. Finally, for
fixedS andB, the probability that an edge picked by a vertex inS \ B connects to a vertex inS is
at mostk/n, and there ared(k−αk) such edges. We may now write









Combining (34), (35) and (36), (33) gives:
Pr[∃ Bad S] ≤
∑n/2










































wheree′=e′(α) is a constant. Now the last line of (37) is bounded byo(1) if every term is bounded
by o(n−1), which is true for anyd≥2(1−α)−1, sinceα<1.
5.4.2 Baseline Construction of Expanders with Constant Overhead in Random Bits
ProcedureABASE assumes that when a vertex choosesd other vertices to attach, these choices are
independent and uniformly distributed in the integers 1 ton. Now consider the following pseudo-
random number generator: A constant degree expander graphH, with second eigenvalueµ2, is
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imposed over a set ofn points labeled with the numbers 1 ton. We start a random walk onH from
a point chosen uniformly at random, and, whenever the algorithmABASE needs a random point, we
feed it with the current point of the random walk onH. We call this algorithmA′BASE. Realize that
the random choices ofA′BASE are highly correlated, since they resulted from consecutive vertices
visited by the random walk onH. Nevertheless, we are able to establish a non-trivial expansion
property forABASE, which essentially describes constant expansion of relatively large subsets of
vertices. Our proof follows by the same probabilistic argument as Theorem 2, except we use (29) to
bound the probability of correlated bad events:
Theorem 3. LetG(V,E) be a graph constructed byA′BASE. There are positive constantsα andβ,
0<β <.5, such that any subsetS of at leastβ|V | and at most|V |/2 vertices has cutset expansion





≥ α] ≥ 1− o(1) . (38)
Proof. The reasoning is identical to the proof of Theorem 2, up to (36). At this point we use (29):
What is the probability thatdk(1−α) subsequent points of the random walk onH corresponded to
ending up insideS, while the probability of falling outsideS is at least(n−k)/n≥1/2 ? We apply
(29) with ε=1 andp = 1/2 and get


















































wheree′ = e′(α, β) is a constant, and the last line of (40) is bounded byo(1) for some constant
d=d(α, β). Note thatk ≥ βn is crucial to bound(n/k)k by ek.
5.4.3 Distributed Construction of Expanders with Constant Overhead on Network Resources
In this paragraph, we study how the concept of Paragraph 5.4.2 can be used to speed up the approach
of [92]. We examine two algorithms.
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Table 13: λ2 of A′H as a function of size and number of random walk steps.
Size Random c = log2 n c=5 c=3 c=1 c=0
(K)
10 0.7455 0.7445 0.7452 0.7506 0.7906 0.9999
50 0.7453 0.7457 0.7459 0.7508 0.7924 0.9999
100 0.7452 0.7453 0.7460 0.7504 0.7938 0.9999
500 0.7453 0.7453 0.7463 0.7504 0.7944 0.9999
1000 0.7453 0.7452 0.7462 0.7503 0.7956 0.9999
5000 0.7453 0.7454 0.7462 0.7504 0.8023 0.9999
5.4.3.1 A′H
This is an extension of the scheme proposed in [92]. The authors propose a scheme to implement the
AH construction in a distributed, decentralized environment. To ensure random placement of each
arriving node in each of thed cycles, they propose techniques to estimate the size of the networkn
and then performd random walks of lengthO (log n), thus their overhead isO(log n). Instead, we
keepd daemons, one for each Hamilton cycle. These daemons move freely in the topology. When
a new node arrives, it contacts the daemon associated with thei-th Hamilton cycle, for1 ≤ i ≤ d,
and inserts itself between the peer that currently hosts daemoni and one of its two neighbors in
cycle i. We require that the daemons performc number of steps before allowing a new peer to
join the topology. Observe that in [92]c is O(log n). In fact, whenc is O(log n), the daemons
can be allowed to start from any node of the topology, and this makes the algorithm of [92] fully
decentralized. We measure the quality of the constructed topology by the second eigenvalue of the
corresponding transition matrix. See Table 13 and Figure 23. It is obvious thatλ2 remains constant
as the topology scaled from 10K to 5M nodes. On the other hand,λ2 epended onc. However,
notice that forc = 1, λ2 is larger only by0.05 compared toc = log n. (As a sanity test, whenc is
0, that is without randomization, there is no expansion.)λ2 also depends ond. In Table 13 we give
the case ofd = 3 corresponding to degree6. The trends are identical for larger values ofd.
5.4.3.2 A′M
The existence of Hamilton cycles inAH andA′H is a good property since it guarantees connectivity.
Maintaining Hamilton cycles however is difficult to implement. In this paragraph, we consider a
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Figure 23: The connectivity matrix of a topology constructed usingA′H for c = 1. The strong
dependencies are reflected in the concentration along the diagonal. However, there are many points
away from the diagonal and the picture appears random.
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Table 14: λ2 of A′M as a function of size, degreed and number of random walk stepsc.
Size d=4 d=4 d=4 d=4 d=6 d=6 d=6
(K) c=1 c=2 c=5 c=10 c=1 c=5 c=10
1 0.9754 0.8982 0.8711 0.8600 0.7782 0.7385 0.7392
10 0.9893 0.9131 0.8732 0.8654 0.7854 0.7468 0.7443
50 0.9939 0.9144 0.8777 0.8670 0.8015 0.7471 0.7450
100 0.9929 0.9312 0.8925 0.8673 0.8273 0.7470 0.7456
500 0.9969 0.9482 0.8833 0.8679 0.8332 0.7472 0.7454
1000 0.9995 0.9421 0.8861 0.8679 0.8287 0.7476 0.7455
5000 0.9996 0.9504 0.8846 0.8677 0.8348 0.7473 0.7454
distributed implementation of theAM algorithm which does not require the existence of a special
structure in the topology and thus is easier to implement. On the other hand, the price paid is an
increased second eigenvalue. Also, the second eigenvalue does not remain relatively constant with
the size of the network, but it increases slightly as we increase the number of peers. Our algorithm
usesd daemons and works as follows. We model the arrival of a new node, as the arrival of two
nodesX and Y , each with degreed. Upon the arrival,X and Y contact the central server to
discover the location of thed daemons. Assume that daemoni is located at nodeA, and that the
i-th neighbor ofA is B. The connection betweenA andB is teared down and the newi-th neighbor
of A is X and the newi-th neighbor ofB is Y . Between each arrival, the daemons movec steps.
The performance of the topology constructed by our algorithm, measured in terms ofλ2, f r various
sizes of the topology, values ofd, andc are given in Table 14. Observe that the second eigenvalue
is now a function of the degree, the number of steps and the size of the topology. However, for
degree6 and forc = 1, the second eigenvalue for5M nodes is 0.8348 which is comparable to the
corresponding entrance value in Table 13, which is 0.8023. The interpretation is that for current
sizes of the network and for degree at least 6, both methods achieve equally good results.
5.4.3.3 Implementational issues
A final remark is due for the implemenational details of bothA′H andA
′
M. Despite the fact that in
this work we propose primitives for construction and do not describe in any detail the design of the
system, it is valid to question whether the proposed primitives can be implemented in a distributed
system. The first question to ask is whether the random walker can handle the high churn rate of
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typical peer-to-peer networks. Recall that the random walker must make a (small) number of steps
before allowing new nodes to connect. We can address this question by maintaining many random
walkers and assuming that new nodes or nodes that need more neighbors connect to a random
small subset of them. The extra random walkers can only improve the randomization. The further
practical issues related to the number of random walkers that need to exist to satisfy the demand
and the way of creating, maintaining, and finding the random walkers are interesting questions to
investigate, especially if they include real data.
Another question is the difficulty of implementing the proposed primitives in a distributed en-
vironment. TheA′H algorithm requires that all nodes must be arranged in Hamilton cycles and,
thus, a global invariant must always hold. Maintaining global invariants is difficult in practice. On
the other hand, theA′M algorithm does not need to maintain any global invariant and should much
easier to implement. Indeed, in practice, one may connect a newly arriving node to the positions of
thed daemons without maintaining any invariant as Theorems 2 and 3 do not assume any invariants
(however, establish good connectivity only for large sets). The reason that the simulation ofA′H
(andA′M) is interesting is because this is precisely the case for which [92] establish analytically
that an expander can be maintained withO (log n) overhead per new node. Our simulations suggest
that constant overhead might be sufficient. (We have obtained simulation results similar to Tables 13





Flooding is the predominant search technique in unstructured peer-to-peer (P2P) networks. If we
measure performance as the number of exchanged messages per distinct response, flooding with
small time-to-live performs well in regular networks. However, its performance deteriorates as the
time-to-live increases, or if the topology of the underlying network is not regular [63]. In addition,
flooding has poor granularity [105,140].
Simulating a random walk has been proposed as an alternative search technique. In regular
topologies, the performance of the random walk simulation method appears to be better than the
performance of flooding. In addition, the random walk simulation method scales well and has
excellent granularity. However, the simulation of a random walk is inherently sequential, which
causes a large increase in the response time [63,105].
We consider hybrid schemes which can be viewed as a random walk of substantially shorter
length (and hence smaller response time), combined with very shallow floodings on every step of the
random walk (see Figure 1d); similar hybrid schemes have been discussed explicitly in [2,115] and
implicitly in [32]. We shall refer to these schemes as random walks with lookahead. Alternatively,
very shallow floodings, say of depth 1, can be thought of as a 1-step replication strategy, that is,
where each node keeps a copy of the indices of his neighbors. In sparse networks, replication
causes low network overhead, and benefits all future searches.
What is the analytic justification for the good performance of such hybrid schemes? Does the
analysis suggest further efficient search algorithms? Is there a general abstraction, of which flooding
and random walks are special instances? Can such an abstraction be useful in obtaining even more
efficient search algorithms?
The first contribution of this chapter is to give analytic justification of why the simulation of a
short random walk with shallow floodings on every step performs particularly well. The idea is the
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A. Flooding
B. Long random walk
   C. General search scheme
(e.g. flooding with direction)
        D. Short random walk with
                  local flooding 
          (replication, look ahead)
Figure 24: Categories of searching algorithms. (A) represents search by flooding. Flooding has
good performance for small values of time-to-live. (B) represents search by random walk. The
response time is proportional to the length of the walk. (C) represents a general search scheme,
which is flooding amplified toward a critical direction. This is suitable in the case of clustered
topologies, where the critical direction leads flooding outside a cluster. (D) represents a shorter
random walk with local floodings. This decreases the response time and is particularly suitable
when combined with 1-step replication.
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following. Naturally, we expect that the time to discover a certain number of nodes using a random
walk with shallow floodings will be somewhat smaller than in the simulation of a random walk
without local floodings; the reason is that in each step of the random walk with shallow floodings
we visit a node and all its neighbors, In particular, in a sparse network (say, with constant average
degree and hence constant average gain per node), we would intuitively expect a constant saving in
the response time. We show that there are sparse networks where the saving in the response time
can be much sharper. In particular, we show that, in a standard random graph model, if the network
hasΘ(n) nodes of constant degree andΘ(
√
n) nodes of degreeΘ(
√
n) then, the expected time
to discoverΩ(n) nodes isO(
√
n); this is in Theorem 8. The proof indicates that the reason for
the dramatic improvement in the response time of random walk with local floodings is because the
random walk biases the sampling towards the nodes that have high degree and hence yield more
information using the shallow floodings.From the practical point of view, Theorem 8 suggests
that search by random walk with lookahead 1, or with 1-step replication, substantially amplifies its
benefits when there is discrepancy on the degrees of the underlying topology.(A remark is due
about the assumption of discrepancy ofΘ(
√
n) in the degrees of a P2P network. Is this assumption
realistic? Firstly, note that we show our results for large degreesβ
√
n, whereβ can be a small
constant; one may interpret the degrees of ultra-peers in current P2P networks for someβ = 0.1.
Secondly, we mainly use theΘ(
√
n) assumption in our analytical results, for which this choice
makes the calculations and the principal underlying phenomena cleaner. We can obtain similar
results for much smaller values of the large degrees, with much more detailed calculations.)
On the other hand, we noted that flooding has poor performance when there is discrepancy in
the degrees of the underlying network. The second contribution of this chapter is to rectify the
performance of flooding in the case of a sparse network with a few vertices of large degrees. We
study normalized flooding, where a vertex of small degree forwards a query to all his neighbors,
while a vertex of large degree forwards a query to a small subset of its neighbors chosen uniformly at
random. In Theorem 6, we show that, in a random network withΘ(n) nodes of constant degree and
Θ(
√
n) nodes of degreeΘ(
√
n), normalized flooding achieves performance comparable to flooding
in a regular graph. In Theorem 9, we further show that normalized flooding with 1-step replication
achieves performance comparable to random walk with 1-step replication, further indicating that
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the gaining in 1-step replication comes from the bias of large degrees, and further strengthening the
suggestion to use a small number of supernodes.
The moral of Theorems 8 and 9 can be thought of as follows. These theorems tell us that,ing
local information of the network, in this case the degrees, we can get global benefit, by biasing the
sampling towards the vertices with a lot of information. Is there other local information that can be
useful in searching? In a long sequence of theory papers, information concerning “edge criticality”
has given novel approximation algorithms for NP-complete problems. In particular, [94] show that
there are labels that can be assigned to edges, so that edges across bad cuts of the graph get heavier
weights, and doing region growing according to these labels finds sparse cuts [154]. In addition,
very roughly, [83, 84] show that these labels can be approximated by (repeated computations of)
congestion under shortest path routings. Reminiscent of these techniques,we define edge criticality
metrics that identify edges belonging to sparse cuts. We note that these metrics can be computed by
local statistics that the network keeps anyway.
The third contribution of this chapter is todefine a generalization of searching, of which flood-
ing, random walks and random walks with lookahead are special instances. This is particularly
simple to implement. In particular, we assume that a node initiates a search by assigning a budget,
which is an upper bound on the number of messages that will be exchanged during the search. The
node then partitions the budget, and may forward different partition classes of the budget to dif-
ferent neighbors. We show that this scheme isparticularly useful when edge criticality is known.
See Figure 1c. Suppose that the underlying network is clustered. Then, the thick edges will be as-
signed larger criticality, thus shifting a substantial part of the initial budget outside a specific cluster,
and essentially initiate a new flooding in a different cluster. We report experimentation, where this
heuristic has very good performance.
In summary, we show that (a) the existence of super-nodes improves searching performance if
combined with suitable defined protocols, and (b) preferential treatment of links according to their
criticality can further improve protocol performance.
The rest of this chapter is organized as follows. In Section 6.2 we give the graph models that
we use and some crucial structural properties that will be later used in the proofs. In Section 6.3 we
review the good behavior of flooding in regular graphs (Theorem 4), and argue that this behavior
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deteriorates in graphs with supernodes (Theorem 5) while normalization rectifies this deterioration
(Theorem 6). In Section 6.4 we review the behavior of random walks in regular graphs (Theo-
rem 7), and argue that 1-step replication in graphs with supernodes can substantially improve the
performance of the random walk method (Theorem 8). We further show that similar savings can be
achieved by normalized flooding and 1-step replication (Theorem 9), further indicating that the sav-
ings come from the use of supernodes. In Section 6.5 we describe the generalized search scheme.
In Section 6.6 we report experimental evaluation.
6.2 Random Graph Models
In this section we introduce random regular graphs, which aim to capture the behavior of a typical
regular topology, and random graphs with supernodes, which aim to capture the typical behavior
of a sparse network with a small number of large nodes. We review the graph theoretic notion of
expansion and relate to the performance of flooding (see expressions 43, 45, and 41).
For graphs with supernodes, we establish new structural facts which characterize the neighbor-
hoods of nodes with large degrees (Lemmas 3, 4 and 5).
We use the configurational random graph model. This is a standard model in the theory of
random graphs as well as networking. In particular, ford1≥d2≥ . . .≥dn denoting the degrees of a
graph onn nodes, we generate a random graph as follows. First considerD=
∑n
i=1 di mini-vertices
corresponding to nodes in the natural way: the firstd1 mini-vertices correspond to node 1, the next
d2 mini-vertices correspond to node 2, and so on. Then consider a random perfect matching over
theD mini-vertices, and a graph on the originaln vertices defined by adding one link from node
i to nodej for each edge of the perfect matching that was connecting a mini-vertex corresponding
to i with a mini-vertex corresponding toj. Note that this is a multigraph with self loops. In this
section we maintain multiple links and self loops for analytic convenience.
Let d be a constant. Byrandom regular graph, denotedGn,d, we mean a random graph in the
configurational model, withdi=d, 1≤i≤n. We next introduce a random graph model for graphs
with supernodes. Letα and β be constants. Considerαn
1
2 nodes of degreeβn
1
2 , called large
vertices, and all the remaining nodes of degreed, calledsmall vertices. By random graph with
supernodes, denotedGn,d,α,β , we mean a random graph in the configurational model following the
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above degree sequence. Note that random regular graphs and random graphs with supernodes have
sum of degreesD=dn andD' (αβ+d)n respectively, hence they are sparse, in the sense that the
sum of the degrees of their vertices isΘ(n). Throughout this work,' means1±o(1).
We further review the notion of vertex neighborhood and relate it to the performance of flooding.
All the theorems in Section 6.3 are based on the characterization of vertex neighborhoods. We need
the following definitions. LetG(V,E) be an undirected graph, with|V |=n. Let S be a subset of
vertices,S⊂ V , and letS̄ be its complement,̄S = V \ S. Define thevertex neighborhoodof S as
Γ(S) = {u ∈ S̄ : (v, u) ∈ E , for somev ∈ S}. Now let Si(v) be the set of vertices visited by
flooding that initiated at vertexv with time-to-live i, and note thatSi(v) = Si−1(v)∪Γ(Si−1(v)).
Suppose thatG is ad-regular graph. How many messages did each vertex propagate? The vertex
v propagatedd messages, and each vertex inSi−1(v) propagated at mostd−1 messages, namely
to all its neighbors except the one from which he received the query. Vertices inΓ(Si−1(v)) were
reached with time-to-live 0 and hence did not propagate any messages. Now we may upper bound












Since, 41 describes the performance of searching, it is important to examine the ratioΓ(Si−1(v))/|Si−1(v)|.
For a random regular graphGn,d, [21] show the following property. For an arbitrary subset of
verticesS of a graphG, define thecutsetof S,∇(S), as∇(S)={(v, u) ∈ E : v ∈ S, u ∈ S̄}. Let
Si(v) be the set of vertices reached by flooding with time-to-livei, as above. [21] show that, with




We claim that this implies that, for all verticesv, and for alli : (d−1)i ≤ n
1
2 ,
|Γ(Si(v))| ≥' (d− 1)i (43)
To see this, note that (42) applied toSi+1(v) gives|∇(Si+1(v))| ≥' (d−1)i+1. But all edges in
∇(Si+1(v)) must be incident to a vertex inΓ(Si(v)), and each vertex inΓ(Si(v)) can yield at most
d−1 edges in∇(Si+1(v)), which implies that|Γ(Si(v))| ≥' (d−1)i.
92





+ ε))d|S| |S| ≤ ε|V |







+ ε))|S| |S| ≤ ε|V |
|S|/4 ε|V | ≤ |S| ≤ |V |/2
(45)
We will use (43) and (45) in the characterization of flooding in Section 6.3.
We proceed to discuss structural properties for graphs with supernodes. The crucial structural
properties are that each small node is incident to a large degree node with constant probability,
and each large node has, in expectation and with sharp concentration, a constant fraction of its
edges incident to distinct large nodes and a constant fraction of its edges incident to small degree
nodes. We will also use the following form of Chernoff bounds [145]. LetXi, i = 1, . . . , N , be
















More formally, the structural facts for graphs with supernodes are Lemmas 3, 4 and 5 below.
Lemma 3. Let G = Gn,d,α,β be a random graph with supernodes, and letε be any constantε <






2 distinct large neighbors.
Proof. Let v be a large vertex. Suppose thatN = εn
1
2 distinct neighbors ofv are known to be
distinct large vertices. What is the probability thatv is incident to an additional distinct large
vertex? There are(α− ε)n
1





2 . The total degree of all vertices is(d+αβ)n. Hence the probability thatv
sees an additional distinct large degree vertex, given that it has seenεn
1
2 distinct vertices is at least
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p= (α−ε)βd+αβ . We may now bound the probability thatv is incident to less thanpN/2 distinct vertices
by observing that this probability is smaller than the probability inN independent experiments,
each with probability of successp, there were less than∆=pN/2 successes. Using (46) above, we
get exponentially small tails.
Lemma 4. Let G=Gn,d,α,β be a random graph with supernodes. Then, with all but exponentially




2 edges incident to (not necessarily
distinct) small neighbors.
Proof. Let v be a large vertex. LetN = βn
1
2 . Suppose thatN−1 edges incident tov are known
to have their other endpoint incident to a small vertex. Then, the probability that the last edge is
also incident to a small vertex isdn−d(d+αβ)n '
d
d+αβ = p. We may now bound the probability thatv




2 edges incident to small vertices by the probability that inN independent
experiments, each with probability of successp, there were fewer than∆ = pN/2 successes. By
(46), this is exponentially small.
Lemma 5. Let G=Gn,d,α,β be a random graph with supernodes. Then, with all but exponentially













2 distinct edges incident to small vertices. But each small vertex has at most
d incident edges, and the statement of the claim follows.
6.3 Flooding and Normalization
Flooding is the predominant search technique in unstructured peer-to-peer networks. Such floodings
are typically parameterized by a time-to-live,τ . In particular, a node initiates a search by propagat-
ing a request, together with a time-to-liveτ , to all his neighbors. Without loss of generality, we may
think of the request as an exploration of the network: “if you get this message for the first time, then
report your presence (e.g. address) to the initiator of the request”. Flooding proceeds as follows.
The first time that a node receives a request with time-to-livet, the node responds to the request
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and, ift > 0, the node propagates the same request to all his neighbors. If a node receives the same
request multiple times, then it will neither respond nor propagate it.
We quantify the performance of flooding by thenumber of responses, the response time(we
assume that the delay of a particular response is proportional to the number of hops between the
initiator of the query and the responding node), and by thenumber of propagated messages. Clearly,
the number of responses and the response time quantify the quality of service perceived by the
initiator of the search, and the number of propagated messages quantify the overhead perceived by
the network. In practice, flooding is known to perform very well for small values ofτ , however the
performance does not scale well withτ . In addition flooding has poorgranularity.
When a graph is not regular, then the performance of flooding deteriorates. In particular, when
large degree vertices are reached, then these cause a sudden sharp increase in the number of neigh-
bors they introduce (hence poor granularity), which, in turn, causes a lot of shared edges (hence
poor performance in terms of number of messages per distinct number of discovered nodes). We
therefore considernormalized floodingwhich is the following algorithm. Letdmin be the minimum
degree of the network. In normalized flooding, when a node of degreedmin receives a query, the
node propagates the query to all his neighbors (except the one which forwarded the query). When
however a node of larger degree receives a query, the node propagates the query only todmin of his
neighbors, chosen uniformly at random from the entire set of his neighbors (except the one which
forwarded the query). This is the natural normalization, and it is well known common practice (e.g.
see [67]).
In Theorem 4 we establish the good behavior of flooding in regular graphs. The proof of this
theorem is based on known structural properties of random regular graphs. Our contribution is to
translate these properties in the context of flooding, as expressed in (41). It is important to notice
that the upper bounds in Theorem 4 differentiate between ranges of the time-to-live, and clearly
suggest that the guarantees on the performance of flooding deteriorate as the time-to-live increases.
The number of distinct nodes discovered increases exponentially, and this indicates poor granularity.
Theorem 5 is a lower bound for flooding in graphs with supernodes. It indicates that, without
normalization, a large vertex is discovered for a very small value of time-to-live, hence even poorer
granularity. Theorem 6 indicates that normalized flooding in graphs with supernodes can rectify
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the performance of flooding. In particular, it brings the performance of normalized flooding, up to
order of magnitude, to the performance of flooding in regular graphs (we show this for small values
of time-to-live where flooding in regular graphs has its best behavior). The proofs of Theorems 5
and 6 make critical use of the structural properties established in Lemmas 3, 4, and 5.
For analytic convenience in the analysis of normalized flooding, we think of the following finer
structure inGn,d,α,β . Each set ofβn
1
2 minivertices corresponding to a large vertex is further parti-
tioned into minigroups ofd minivertices. We may now think ofGn,d,α,β as a random regular graph
with all minigroups corresponding to the same large vertex contracted to a single large vertex.
Theorem 4. LetGn,d be a random regular graph, letv be a node ofGn,d, and consider a flooding
in the basic scenario initiated byv with time-to-liveτ . Let S be the number of distinct nodes
queried by this flooding and suppose that|S| ≤ |V |/2. Then, forτ ≤ log n2 log(d−1) , the number of







, almost surely. Furthermore, for anyS with |S| ≤ ε|V |, ε < 1/2, the number






and the number of distinct responses per message






, almost surely. Finally, for anyS with |S| ≤ |V |/2, the number of
distinct responses is|S| ≥' (1 + 14)
τ and the number of distinct responses per message is at least
1
d−1(1+γ), almost surely.
Proof. For random regular graphs, the behavior of flooding forτ ≤ log n2 log(d−1) is derived from the
fact that breadth-first-search with bounded depth, in particular untiln
1
2 log n nodes are visited, has
very good behavior, almost surely. We expressed this in formula (43). Now the performance claimed
in Fact 4 forτ ≤ log n2(d−1) can be obtained as follows. Using (43), the number of distinct responses
received with time-to-liveτ is∑τ−1








For the number of messages per distinct response we use (45). Now the number of messages per
distinct response follows by substituting (45) in (41). In particular, since|S| ≤ (d − 1)τ , for
τ ≤ log n2 log(d−1) we get|S| ≤ |V |
1
2 , which impliesε ≤ |V |−
1





Theorem 5. LetGn,d,α,β be a random graph with supernodes, letv be a node ofGn,d,α,β of degree
d, and consider a flooding initiated byv in the basic flooding scenario. Then, for some time-to-live
τ =Θ(log log n), the number of distinct responses isΩ(n), almost surely.
Proof. Consider flooding with time-to-liveτ ' c logd−1 log n + 1, for some constantc. We first
argue that, with all but polynomially vanishing probability, a large vertex is found. To see this,
consider the vertices visited with time-to-live up toτ−1, and suppose that this set does not contain
a large degree vertex. This set then can be thought of as the result of flooding on a randomd-regular
graph, and by (42), the cutset of this set has at least(d−1)τ−1 edges. The probability that the other
endpoint of each edge in this cutset is a small vertex isdd+αβ . Thus the probability that no vertex in
Γ(Sτ−1(v)) is large can be bounded by( dd+αβ )
(d−1)τ−1 = ( dd+αβ )
c log n. So we know that, almost
surely, within the firstO(log log n) steps we will see a large vertex. Now, by Lemma 5 this vertex
will exploreΩ(n) vertices in two more steps of the flooding.
Theorem 6. Let Gn,d,α,β be a random graph with supernodes, letv be a node ofGn,d,α,β , and
consider a normalized flooding initiated byv with time-to-liveτ ≤ log n2 log(d−1) . Then, the number
of distinct responses isΩ((d − 1)τ−1) and the number of messages per response isO(1), almost
surely.
Proof. By Theorem 4, inτ , the number of minigroups seen is(d−1)τ−1. The expected number of
small vertices is d(d+αβ)(d−1)
τ−1. Now using (46), the probability that less than d2(d+αβ)(d−1)
τ−1
are seen is vanishingly small.
6.4 Random Walks and Replication
Everything else being equal, the best way to search a graph would be by uniform sampling. Assum-
ing that a random node of the network could be generated efficiently, we could takek such samples
simultaneously at cost one message per sample. By the well known coupon collection theorem (uni-
form sampling with replacement), for any1 ≤ k ≤ n, the expected number of samples to visitk
distinct nodes is(Hn −Hn−k)n, whereHi is thei-th harmonic number. In particular, the expected
number of samples to visit all the nodes isn log n and, for any constantε < 1, the expected number
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of samples to visitεn distinct nodes is ε1−εn. Thus, the amount of network overhead per distinct
response can come arbitrarily close to 1, while retrieving a constant fraction of the search space.
In addition, all the samples can be drawn simultaneously. The drawback of course is that it is not
known how to implement uniform sampling in the relevant application context.
The random walkmethod has been proposed as a practical alternative to implement uniform
sampling [63, 105]. In particular, in several random graph models, the so-called mixing time of
the random walk, which is the number of simulation steps in order for the random walk to reach
a distribution close (for sampling purposes) to uniform, isO(log n). This means that we may
simulatek uniform samples withO(log n) random walk steps for each uniform sample. Since
the random walks can be simulated in parallel, and assuming that the response delay of a random
walk is proportional to the number of simulation steps of the walk, we get maximum response time
O(log n), overhead at mostO(k log n), while achieving performance similar to uniform sampling.
The drawback of this approach is the network overhead which scales asO(log n). On the positive
side, the theory of cover times [44] [43], complexity theory [61, 72] and extensive experimentation
[63] suggest that this overhead can be reduced to a constant by takingO(log n) steps to randomize
and then usingk successive stepsof the random walk in the place of independent samples. The
drawback however is that the approach is inherently sequential and hence introduces maximum
response time at leastk.
The behavior of the random walk method for regular graphs is in Theorem 7 below. We give
this well known theorem without proofs.
Theorem 7. Let Gn,d be a random regular graph, letv be a node ofGn,d, and consider a random
walk starting atv. Then, for anyk with 1 ≤ k < n, the expected number of messages and response
time to getk distinct responses is at most(Hn−Hn−k)nO(log n), almost surely. In addition, the
expected number of messages to getn distinct responses isd−1d−2n log n, almost surely.
One way to reduce the response time is to perform a much shorter walk, and in addition perform
shallow floodings on each step of the walk. We call this methodran om walk with lookahead. In
regular graphs, for constant lookahead (flooding with constant depth) we expect a constant saving
in the response time. Here we observe that the savings in the response time are much sharper, if the
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graph has supernodes; similar results have been also observed in [2] and [115] in power law graphs.
In particular, Theorem 8 suggests that, for lookahead 1, we may visitΩ(n) nodes with response
time O(n
1
2 ). The proof of Theorem 8 makes crucial use of the structural properties of graphs with
supernodes that were established in Section 6.2.
Let us further consider 1-step replication. In this scenario, a node maintains information about
all his neighbors and, when queried, includes this information in his response. In experiment, [105]
observed very good performance of the sequential random walk method in a network with 1-step
replication. In a sparse network, 1-step replication can be implemented with a one-time linear
overhead where all edges exchange the information of their endpoints, while the benefit of this
replication can be experienced by all future queries (see also [106] for another application of looka-
head). Theorem 8 establishes the performance of 1-step replication. Realize that lookahead and
1-step replication are different implementations of the notion of short random walks with flooding
with time-to-live 1 at every step.
Intuitively, the reason why lookahead and 1-step replication offer very sharp savings in graphs
with supernodes is that the stationary distribution of the random walk has sharp bias towards large
vertices, which yield a lot of information about their neighbors. Is random walk the only way to
achieve such savings? In Theorem 9 we show that normalized flooding can achieve similar savings
(up to order of magnitude). Intuitively, the reason is that normalized flooding can be also thought of
as mimicking sampling from a distribution with sharp bias towards large vertices.
Theorem 8. Consider anyε such that0≤ ε< 12 . LetGn,d,α,β be a random graph with supernodes,
let v be a node ofGn,d,α,β , and consider a random walk starting atv. Then, in the 1-step replication











−ε log n), almost surely.
Proof. The stationary distribution of the random walk is as follows. Each large vertex has proba-
bility β/(d + αβ)
√
n, and each small vertex has probabilityd/(d + αβ)n. Since there areα
√
n
large vertices, the stationary probability of all large vertices isαβd+αβ . Now for the simulation of the
random walk, using the conductance result of [62], we get that, inO(log n) simulation steps we will
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have a vertex sampled from a distribution which is arbitrarily close to the stationary. Hence, in ex-





























2 edges incident to small vertices, we get
αβn1−ε
4 edges incident to small vertices. But each
small vertex can be incident to at mostd large vertices, which completes the proof
Theorem 9. LetGn,d,α,β be a random graph with supernodes, letv be a node ofGn,d,α,β . Consider
normalized flooding starting atv with time-to-liveτ ' log n2 log(d−1) . Then, in the 1-step replication




8d(d+αβ) =Ω(n), almost surely, and the





Proof. By reasoning as in the proof of Theorem 4, there will be(d−1)τ−1 minigroups. Using (46),
there will be (d−1)
τ−1αβ
2(d+αβ) minigroups corresponding to large vertices. How many minigroups cor-
responding to distinct large vertices were found? The probability that a group found corresponded









≥ 1/2. Using (46), there will be(d−1)
τ−1αβ
4(d+αβ)
distinct large vertices. Now, using Lemma 4, each distinct large vertex hasβn
1
2
2 incident small ver-




8d(d+αβ) distinct small vertices.
6.5 Generalized Search Schemes
We now describe a new searching scheme that allows very fine granularity of the number of mes-
sages that will be used for searching, like searching with random walks, and still allows very fast
searching, like searching with flooding. A node initiates a search by picking abudgetk, which is the
number of messages that will propagate in the network. Assuming that the node hasneighbors,
then the node distributes its budget by pickingd integersk1, . . . , kd, with ki ≥ 0, 1 ≤ i ≤ d, and
k1+ . . . +kd =k. Then, it forwards the query to nodei with budget equal toki (if ki = 0 then the
query is not forwarded to nodei). Each neighbori will reduce the budget received by1 and repeat
the same process if the new budget is greater than0. Because the generalized searching is sensitive
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to budgets, if a node receives the same query for a second time, from a different neighbor, then it
will forwarded it again. Of course, the most critical task is the choice ofk1 to kd.
The generalized searching scheme has both random walks and floodings as a special instance.
To simulate random walk each node picks a neighbori at random and assigns to it the remaining
budget (sayk − 1); all other neighbors are assigned a budget of0 and thus no query message is
forwarded to them. Flooding in regular graphs can also be simulated easily. Each node divides the
budget equally to all its neighbors minus the neighbor from which it received the query (if it did
not initiate the message itself). To compute the initial budget, the node initiating the query needs to
have an estimate of the number of messages that a regular flooding with TTLτ would generate; in
regular graphs with degreed this can be(d − 1)τ . In general graphs it is not possible to simulate
flooding exactly. A good approximation however is to divide the budget to each neighbor according
to their degrees.
The main advantage of the generalized searching is that it allows arbitrary assignment of budget
to each neighbor. Intuitively, a node should assign a larger budget to neighbors through which more
peers can be reached. This is particularly important for topologies that have clusters. Assume a
topology with two clusters and few edges between the clusters. When the search reaches a border
node, then that node needs to forward the query with larger budget to the other cluster since the
nodes in its own cluster can be reached from different paths. Moreover, the query should propagate
with higher weight towards the border nodes. How should a node allocate the budget to its neighbors
to achieve that behavior? In other words, what are good heuristics to compute theki’s?
Let us use the generic term “edge criticality” to denote metrics related to the importance of the
edges. One way to define the criticality of an edge is as the number of shortest-hop paths between
any pair of nodes of the network that use that edge. The few inter-cluster edges and the edges that
lead to them are assigned higher criticality since a large number of paths will go through them. Thus,
an effective way to perform searching in topologies with clusters is to divide the budget according
to the criticality of the edge that connects to each neighbor.
Computing the edge criticality, according to the shortest-hop path definition, is extremely dif-
ficult since each node should perform a flooding to the entire network to discover the shortest-hop
paths to each other node. A more practical approach is to have only a subset of nodes discover the
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shortest hop paths to each node. Experimentally, we have observed that computing the shortest-
paths from less than 2% of the nodes was sufficient. Another practical approach is to discover the
shortest-hop paths to all other nodes that have a distance less than a specified value. In current P2P
network, like Gnutella, each node periodically floods the network with TTL 7 to discover the peers
that are in its horizon. If the flooding message contained the identity of the originating node, then
intermediate nodes could monitor the queries and the replies to infer how many shortest-paths go
through them. In general, estimating the edge criticality is possible in current networks, and, more-
over, for the purpose of searching with budgets, a rough estimation of the edge criticality gives very
good results as we shall see later in Section 6.6.5.
Note that current peer-to-peer networks already implement heuristics that use information col-
lected locally to improve the performance of the network. In implementations of the gnutella pro-
tocol, including mutella [119], the nodes estimate the so-called “efficiency” of each link, which is
the number of unique queries over the total number of queries received from that link. Nodes pref-
erentially drop links with low efficiency. Thus, in current peer-to-peer networks, nodes use local
measurements to improve the performance of the network. Our scheme fits in the same framework
and uses locally collected measurements to improve the performance of searching.
There are many other ways to define edge criticality. In a long sequence of theory papers, in-
formation concerning “edge criticality” has given novel approximation algorithms for NP-complete
problems. In particular, [94] show that there are labels that can be assigned to edges, so that edges
across bad cuts of the graph get heavier weights, and doing region growing (weighted breadth first
search) finds sparse cuts [154]. Furthermore, [83,84] show that these labels can be approximated by
(repeated computations of) congestion under shortest path routings. Our notion of edge criticality
is reminiscent of these techniques.
Another approach to define edge criticality is by considering the principal eigenvectors of the
stochastic normalization of the connectivity matrix of the network topology [23, 37, 66, 80]. Some
of these quantities can be also computed efficiently in a distributed setting [80]. It would be very




In this section, we study experimentally the performance of the hybrid and generalized searching
schemes, and the benefits of 1-step replication and lookahead. The experimental results validate
the analytical results of the previous sections, and quantify in more detail the performance of the
proposed heuristics.
In Section 6.6.1 we present our experimental methodology. In Section 6.6.2 we compare nor-
malized flooding to regular flooding. In Sections 6.6.3 and 6.6.4 we study 1-step replication and
shallow lookaheads respectively. In Section 6.6.5 we study the generalized search scheme.
6.6.1 Methodology
6.6.1.1 Performance Metrics
In our experiments we are interested in characterizing the performance of searching. We choose
some distinct random nodes and perform searching starting from these nodes with the algorithms
described in Sections 6.3, 6.4, and 6.5 (typically we use 500 nodes). We measure the number of
distinct peers visited per searching per node, which we callhits. Our definition of hits relates directly
to the standard definition of the number of copies of a specific object discovered by searching,
assuming that the copies of the requested information are placed at random in the network. We
also measure the number of propagated messages, which directly relates to the load injected in
the network for searching. In addition, we measure the response time of the searching, i.e. the
maximum time it takes for the query to complete. More specifically we use the following metrics:
Median and Mean number of distinct peers discovered (hits).Searching algorithms should maxi-
mize the median and mean number of distinct peers. The median is a more robust metric, since,
in topologies with large irregularities in the degrees, it is possible to measure relatively large mean
values because few searches may reach a very large number of users and increase the mean value.
Minimum, Maximum, and Standard Deviation of the number of hits.A large minimum value is
important in order to guarantee that the algorithm will have a good worst case performance. The
range between the minimum and the maximum values relates to the variation of the performance of
the algorithm. The variation is measured using the standard deviation. We believe that algorithms
with larger minimum values and smaller variation are preferable.
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Number of messages.Good searching schemes strive to minimize the number of messages used to
discover as much information as possible. In order to perform a fair comparison of the different
searching algorithms we require that they use the same number of messages. Since it is difficult to
configure the parameters of each algorithm to guarantee the exact same number of messages, we
require that the expected number of messages used in each experiment is approximately the same
for all algorithms.
Granularity of number of messages.This is a qualitatively and not quantitative metric. In flooding
based algorithms it is difficult to control the parameters of the algorithm, usually the time-to-live, to
use a pre-specified number of messages for searching. Linear increases in the TTL result usually in
exponential increases in the number of messages. Algorithms with finer granularity are preferable
since the user can control the number of messages to reach an adequate number of users (hoping to
find enough copies of an item), but, still, not flood the entire network.
Response time.We also measure the maximum running time of each algorithm. In this study we
assume a very simple discrete-time model. Each node receives queries from its neighbors and at the
same time processes them and forwards copies of the queries, if necessary, to its neighbors. The
latter queries will be received at the next unit of time. For all our schemes it is easy to compute the
running time of the algorithm, or an upper bound of it. For example, the searching time for flooding
with TTL τ is τ . Despite the fact that we do not model many important parameters that affect the
searching time, like for example propagation and queuing delays, we believe that our definition of
running time can be used to judge the relative performance of the different algorithms.
6.6.1.2 Topologies
We are interested in studying the performance of the searching algorithms in networks with irregu-
larities in the node degrees and in networks with clustered node topologies. Both cases are typical in
complex and unstructured communication networks. In peer-to-peer networks, users with very good
network connectivity may decide to serve as supernodes. Typically, these users have a much larger
number of neighbors; in the Gnutella network for example the average user has 4-6 network con-
nections, whereas a supernode may connect to 20-30 other peers and in many cases have even more
neighbors. Also, a common pattern that appears in every unstructured communication network is
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the clusterness of the topology. The existence of these clusters has been shown to greatly affect the
performance of various communication functions in these networks, including searching [63, 66].
There are other parameters that may affect the performance of searching, including the dynamic
nature of the topologies, that have been studied elsewhere and which we ignore in this study.
We will use the following synthetic topologies to compare the searching algorithms. Currently,
there are limited real data for operational peer-to-peer networks mainly due to the difficulty in
collecting such topological information.
Random d-regular Graphs.Extensive analytical work has shown that random d-regular graphs have
good properties, including low diameter, good connectivity (i.e. there are no clusters of nodes),
small second eigenvalue, and good conductance. We will use d-regular random graphs as a canoni-
cal model of a well connected network. Topologies generated with that model will serve as baseline
for comparisons. Moreover, the topologies of third generation peer-to-peer networks, like BitTor-
rent, that use a centralized server to control how the topology is formed, may be more accurately
modeled by well connected topologies.
Power Law Graphs.Many seemingly complex networks, including the Internet at the AS level, the
Web Graph, and many others, have been shown to be characterized by power-laws. Most typically
the degrees of the nodes of the network follow a power-law. The power-law is usually characterized
by a parameterλ called the powerlaw exponent, which relates to the probability of observing nodes
of high degree according to the formulaPr [degree > x] ∼ 1/xλ. We use topologies withλ =
1.4, 2.0, 2.4, 3.0. [2,115] characterize the performance of look ahead for power-law topologies. For
λ = 3.0 the largest degree in 1M nodes graph is less than 100, which brings the parameters close to
real peer-to-peer networks.
Bimodal topologies.Along the lines of Section 6.2 we assume that there are two types of nodes in
the network. Few nodes are connected to a large number of other nodes and, thus, they are very
important for the operation of the network. Such nodes, which are typically called ultra-peers, are
connected to the Internet through high-speed links and thus they can afford to connect to have many
neighbors. The rest of the users have few neighbors. In our experiments in a 250K node graph we
have used 500 nodes of degree 500.
Clustered topologies.We assume that there are clusters of users with very good connectivity inside
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each cluster. The number of links between clusters are limited. In particular, in most of the experi-
ments, we assume that the network is composed of a small number of clusters, and each cluster is
a 3-regular random graph. Typical values are networks of 20 clusters of 10K nodes each, and 100
random connections between each pair of clusters.
6.6.2 Normalized Flooding
In this section we verify the results of Section 6.3 and compare the performance of normalized flood-
ing to standard flooding. Both schemes perform similarly in regular topologies. However, when the
topology contains nodes with high degrees, which is common in large unstructured communication
networks, the normalization allows flooding to scale better.
With normalization it is easier to control the number of nodes reached by the flooding, thus,
allowing, searching at a finer granularity (but still the number of nodes increases exponential with
the initial TTL). In Table 15-A we give the mean number of unique peers discovered as a function
of the initial time-to-live for four topologies of 250K nodes. We observe that in regular topologies
standard flooding and normalized flooding behave similarly. In the other topologies however, which
contain nodes of high degree, the increase in the number of peers is very fast (verifying Theorem 5);
after the search reaches a high degree node, increasing the TTL by 1 or 2 will result in discovering
a large part of the network. This tremendous increase, however, comes at the cost of reduced
efficiency in the searching process (see Table 15-B). A large number of messages reach already
discovered nodes. On the other hand, with normalized flooding (Theorem 6) we have more control
on the number of messages generated and higher searching efficiency. Indeed, even in topologies
with nodes of high degree, normalized flooding behaves similarly to searching in regular graphs.
Normalized flooding behaves better than standard flooding with respect to other metrics that are
not shown in Table 15. For example the standard deviation (normalized by dividing with the mean)
is much smaller (up to 4 times) with normalized flooding (observe that the standard deviation is of
interest in the cases that the searching has not reached all the nodes of the network for all starting
nodes). This indicates that the performance is more concentrated around the mean, and, thus, is
less dependent of the starting node. Similar observations exist for other metrics of interest, like the
minimum number of nodes discovered.
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Figure 25: Number of unique peers discovered as a function of the initial time-to-live. In the
case of normalized flooding the number of unique peers increases exponentially with the TTL, and,
moreover, the increase is predictable and consistent for all nodes. In the case of regular flooding,
the increase is much faster and depends on the node that initiates the flooding.
Moreover, the number of peers discovered as a function of the initial time-to-live follows a
more predictable behavior; in contrast, without normalization there is a sharp jump in the number
of peers discovered after few high-degree nodes are discovered. In Figure 25 we plot the number
of nodes visited by the flooding as a function of the initial time-to-live. The straight line in the
case of normalized flooding indicates that the horizon of the search increases exponentially. When
searching in regular graphs we observe similar behavior. With flooding without normalization, the
increase in topologies with nodes of high degrees is faster than exponential.
Observe that in order to discover the same number of nodes with normalized flooding as with
standard flooding, we need to increase the TTL. Since the increase of the horizon is more predictable
and can be roughly computed by either knowing the properties of the topology or by measuring the
increase in the horizon when the TTL increases, it is easy to configure the value of TTL in order to
reach at least a pre-specified number of nodes. Despite the fact that the increase in the horizon and
in the messages is more predictable, it is still exponential. Later, we describe searching methods
that allow finer granularity in controlling the number of messages.
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Table 15: Performance and efficiency of flooding and normalized flooding.
A. Average number of unique peers discovered (F: Flooding, NF: Normalized Flooding).
TTL Regular Bimodal Power-Lawλ = 1.4 Power-Lawλ = 2.2
F NF F NF F NF F NF
2 9 9 370.3 9.8 28,216.5 10.9 106.1 10.0
3 21 21 28,463.5 24.9 177,192.9 32.1 1,441.9 27.0
4 45 45 126,581.9 58.5 247,700.5 87.4 12,633.6 67.7
5 93 93 212,759.4 133.6 249,993.2 231.9 62,480.5 161.4
6 188.9 188.9 244,392.6 297.2 249,999 610.6 165,543.6 389.6
7 380.7 380.7 249,635.0 661.7 249,999 1,594.1 238,522.0 930.1
8 763.9 763.9 249,991.4 1,422.8 249,999 4,122.4 249,807.9 2,197.1
9 1,528.7 1,528.7 249,999 3,014.8 249,999 10,430.9 249,999 5,194.6
10 3,051.0 3,051.0 249,999 6,212.4 249,999 24,599.3 249,999 11,953.9
B. Average efficiency of searching (unique peers over messages).
TTL Regular Bimodal Power-Law Power-Law
τ = 1.4 τ = 2.2
F NF F NF F NF F NF
2 1.00 1.00 1.00 1.00 0.97 0.99 1.00 1.00
3 1.00 1.00 0.84 1.00 0.42 0.99 1.00 1.00
4 1.00 1.00 0.63 1.00 0.13 0.98 0.96 1.00
5 1.00 1.00 0.46 0.99 0.11 0.96 0.82 1.00
6 1.00 1.00 0.37 0.98 0.11 0.94 0.56 1.00
7 1.00 1.00 0.34 0.96 0.11 0.92 0.33 1.00
8 1.00 1.00 0.34 0.93 0.11 0.88 0.25 0.99
9 1.00 1.00 0.34 0.87 0.11 0.82 0.25 0.98
10 1.00 1.00 0.34 0.82 0.11 0.74 0.25 0.96
Note: Observe the more gradual increase in the number of peers discovered and the more gradual
and slow decrease of efficiency when normalized flooding is used. This indicates better granularity
when using normalized flooding compared to using regular flooding.
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6.6.3 Evaluation of 1-step replication
Replication of one step is a practical way to improve the performance of searching by allowing each
node to answer queries on behalf of its neighbors. This advantage comes at the cost of replicating
information about the content of the neighbors, but, this cost is paid once when a new neighbor
arrives and is amortized over a large number of messages that go through the node. This scheme is
particularly effective when there are nodes of high degree in the network, as explained in Section 6.4.
Visiting the nodes of large degree, and at the same time their neighbors, guarantees that a large
portion of the network has been covered.
The performance of searching in networks of 250K nodes with normalized flooding and with
random walks both with and without 1-step replication is given in Table 16. This table validates
Theorems 8 and 9. In Table 16 we report the average number of unique peers discovered, but
similar observations are given for the other statistics, like the standard deviation and the minimum
number of peers discovered.
Compare Table 16 with Table 15. In the case of regular graphs normalized flooding with 1-step
replication and TTLτ behaves very similarly to normalized flooding with TTLτ + 1. In regular
graphs random walks with 1-step replication perform better than floodings by more than20%.
The advantage of 1-step replication becomes clear in graphs with large degrees, like the power-
law graphs and the bimodal graph of Table 16. The number of hits significantly improved compared
to not using 1-step replication (Table 15). The main reason is that both methods, flooding and
random walks, quickly discover the nodes of high degree and through them discover a large portion
of the nodes in the network. In the cases of graphs with large degrees the performance of normalized
flooding is better than random walk (in the worst case by approximately 20%); on the other hand,
in topologies with clusters, random walks perform slightly better.
In all cases the preprocessing to implement 1-step replication is given in the last line of Table 16.
This cost is amortized over a large number of queries.
6.6.4 Evaluation of random walk with lookahead
An extension of the previous scheme is to perform a short random walk with shallow local floodings,
of TTL τ = 2 on every step (or, every few steps). We call this random walk with lookahead. Since
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Table 16: Performance of searching with 1-step replication.
A. Normalized Flooding
TTL Regular Bimodal Power-Law 1.4 Power-Law 2.2 Clustered
2 21 1,150.4 30,219.5 162.3 32.9
3 45 2,580.5 56,629.5 419.1 74.3
4 93.0 5,820.5 88,795.1 1,122.1 162.1
5 188.9 12,256.9 112,658.4 2,605.3 345.7
6 380.7 25,594.8 132,352.9 5,918.2 738.6
7 763.9 49,742.8 152,177.2 12,059.1 1,578.9
8 1,528.7 87,841.0 176,396.6 23,414.3 3,211.6
9 3,051.0 125,520.9 202,415.0 43,747.4 6,329.7
10 6,068.1 146,710.3 224,319.0 79,205.6 11,962.3
Pre-processing 750,000 990,852 2,446,674 1,265,536 1,019,500
B. Random Walks
TTL Regular Bimodal Power-Law 1.4 Power-Law 2.2 Clustered
2 30.1 813.0 26,649.7 133.4 25.2
3 69.1 1,905.0 55,776.0 407.5 55.3
4 148.2 4,030.1 91,807.4 972.3 127.4
5 304.1 8,730.9 113,002.1 2,190.5 270.5
6 616.3 18,045.4 131,526.0 5,214.3 614.8
7 1,239.6 36,256.0 151,263.1 10,746.3 1,347.0
8 2,484.6 67,627.9 174,907.1 20,442.5 2,961.0
9 4,948.0 108,043.0 199,615.3 38,695.5 6,388.4
10 9,806.2 139,712.5 222,433.2 69,877.1 13,678.1
Pre-processing 750,000 990,852 2,446,674 1,265,536 1,019,500
Note: (1) In the case of Random Walks (Table B) the TTL column indicates that the random walker is using the same
number of messages as if performing normalized flooding with that TTL. (2) Comparing to Table 15, we observe that
1-step replication increased the performance of searching via normalized flooding substantially for the same number of
messages.
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Table 17: Performance topologies of 1M nodes.
A. Power-law graph withα = 2.0.
Metric Flooding Random-Walk RW-look
aheadτ = 2
Median 12,652.50 24,692.50 26,097.00
Mean 27,773.31 24,694.32 28,616.97
Min 281 24,457 13,859
Max 393,040 24,930 71,167
Std 42,876.55 87.17 10,605.26
20-th perc. 996 24,495 14,972
Messages 32,640 32,640 32,851
TTL 4 - 2
Time 4 32,640 430
B. 6-Regular random graph.
Metric Flooding Random-Walk RW-look
aheadτ = 2
Median 17,668.50 17,620.00 16,285.50
Mean 17,395.52 17,620.13 16,282.10
Min 10,576 17,389 15,519
Max 19,989 17,816 17,098
Std 1,477.91 73.48 296.20
20-th perc 13,238 17,453 15,667
Messages 22,386 22,386 22,656
TTL 6 - 2
Time 6 22,386 2,152
Note: In the RW-look ahead method, the number of samples between successive floodings is 4.
we do not think that it is realistic to maintain replicas of your neighbors’ neighbors, therefore we
charge the algorithm for all the messages generated by both the random walk and the local flooding.
In Table 17 we show the performance of random walk with lookaheadτ = 2 in a regular graph
and in power-law graph with few large degrees. The main observation is that the performance of
the random walk with lookahead is similar in terms of unique peers discovered to performing a
long random walk without lookahead, but, the response time is much smaller. (See also [106] for a
different application of lookahead 2.)
6.6.5 Edge criticality and searching with weights
In Table 18 we give some statistics of the performance of generalized searching in topologies with
clusters. This is experimental validation of Section 6.5. We study the performance of generalized
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Table 18: Performance of generalized searching for various assignments of edge criticality.
Method Min Mean Median Max Std Mean Response Time
Proportional 12,869 17,276.30 17,236.0 21,523 1,453.9 8.1
Quadratic 16,054 21,036.31 21,194.0 23,143 1,061.6 10.9
Cubic 18,236 22,248.79 22,386.0 23,292 623.8 14.0
Fifth power 20,037 22,398.52 22,453.0 22,997 296.1 20.7
Tenth power 19,581 21,494.50 21,515.5 22,049 236.8 36.7
Flooding with TTL 6 10,410 16,377.83 15,595.5 30,859 3,223.2 6
Random Walk 20,034 20,328.72 20,330.0 20,591 84.8 28,026
Uniform Sampling 24,252 24,439.99 24.441.5 24,615 50.4 1
Note: The average number of messages in all cases is equal to 28,026. Two linksl1 a dl2 receive
budget proportional to the ratio of the number of shortest hop paths going through them in the case
of proportional sharing. In the cases of quadratic, cubic, and tenth power the allocation of the budget
is proportional to the second, the third, and the tenth power of the ratio respectively.
searching for different methods of assigning the weights on the edges. The weights depend on the
number of the shortest hop paths that go through each link. Recall that we do not compute all the
shortest paths, but, instead, sample by computing shortest-paths for a subset of the nodes (2% of
the nodes). Since it is possible that the sampling does not cover all edges, we assign a value of
one to each uncovered edge. The relative weight that a node assigns to its incident edges depends
on the number of shortest-hop paths that use these edges. Assuming thatr is this ratio, then, in
Table 18, we experiment with different assignments of the weights that are proportional to various
powers of that ratiori. By increasing the poweri, we increase the priority we give to the critical
edges, and, as indicated in the table, the performance of searching increases. Increasing the power
biases the searching towards the direction that leads to the boundary nodes and, subsequently, to
other clusters. Of course, increasing the poweri beyond a certain point reduces the performance
(the process degenerates into oscillations between clusters).
In regular graphs without clustering, generalized searching performs similarly to standard flood-
ing.
Does generalized searching perform well to other topologies with good connectivity, like for
example power-law graphs and bimodal topologies? In other words, could the assignment of edge
criticality ever become harmful? In power-law graphs and bimodal topologies edges incident to
large degree vertices carry a lot of shortest paths and, hence, are assigned large criticality. However
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these edges do not belong to bad cuts. Therefore, in non-regular topologies we normalize the edge
criticality by dividing the number of paths going through an edge(u, v) by the maximum of the
degrees ofu andv. We have observed experimentally that using normalized edge criticality makes
generalized flooding behave very similarly to flooding. In other words, if we are careful about the




The main purpose of the work is to relate basic network performance metrics to structural character-
istics of underlying network topologies and to develop protocols that reinforce and exploit desired
structural characteristics.
To that extend we have proposed the use of the fundamental graph theoretic properties of con-
ductance and eigenvalues to measure the good connectivity of network topologies. We have also
proposed adaptations of the basic properties that capture extra semantics. Our proposed methodol-
ogy captures global network connectivity characteristics and can be related directly to the perfor-
mance of basic network communication tasks.
We have defined a canonical problem that relates to the capability of the network topology to
route efficiently traffic and have shown, by bounding conductance, that routing with low conges-
tion is possible as the size of the network increases in typical communication topologies. Thus,
even though communication networks grow in a decentralized way without global coordination, the
resulting topology has good global connectivity.
We have shown that typical network topologies, like the Internet at the autonomous system
level, have clusters of nodes with natural business and geographical proximity, and, moreover, the
existence of clusters can be identified using spectral analysis. We have also demonstrated that such
clusters affect the performance of routing.
In the case of peer-to-peer systems we propose topology maintenance heuristics that result in
topologies with provable good connectivity. We have also related the performance of searching via
random walks in networks with good connectivity to the statistical properties of random walks on
expander graphs and, hence, gave analytical justifications for the use of random walks in peer-to-
peer systems. We also demonstrated cases of practical interest in which random walks perform
better than the currently used searching by flooding.
We have also proposed new searching primitives that combine floodings and random walks and
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which take advantage of local information to improve the performance of searching. Our schemes
have similar statistical properties to searching via random walks and, moreover, have low finish
times as in the case of searching by flooding. The use of local topological and statistical information
to improve global performance is a useful approach for various network communication problems.
We plan to expand our understanding on how such information can be gathered and used to further
improve the performance of searching and of topology construction.
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