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열교환기의 유체온도 제어를 위한 
피드포워드 제어기를 가진 PID 제어




열교환기는 고온의 유체와 저온의 유체가 전열 벽을 사이에 두고 고온
에서 저온으로 열을 이동시키는 장치로 화학, 선박 등의 다양한 분야에
서 사용되고 있다. 열교환기의 유체온도 제어의 경우 시간지연이 크거
나 혹은 외란이 크게 작용할 경우 원하는 결과를 얻기 어렵다. 이 문제
를 해결하기 위해 피드포워드(feedforward) 제어기를 PID 제어기에 결
합시키는 방법을 생각할 수 있다.
본 논문에서는 열교환기의 온도제어를 위해 피드포워드 제어기를 결
합한 PID 제어기를 설계한다. 피드포워드 제어기는 외란의 영향을 줄이
기 위해 외란을 미리 측정하여 제어입력에 반영시킨다. 피드포워드 제어
기와 PID 제어기의 파라미터는 최적화 기법의 하나인 RCGA로 동조한다. 
이때 평가함수로 Integral Absolute Error를 사용한다. 전체 제어시스
템의 목표값 추종 성능을 개선하기 위해  외란을 고정하고 목표값을 계
단상으로 변경시키면서 PID 제어기의 파라미터들을 동조한다. 제안한 
방법의 타당성을 확인하기 위해 기존의 동조법인 Z-N의 폐루프 동조법, 
IMC 동조법과 시뮬레이션을 통해 비교 검토한다.
키워드 : 열교환기; PID 제어기; 피드포워드 제어기; RCGA
- vii -
PID Control with Feedforward Controller for 
Controlling Fluid Temperature in a Heat Exchanger
Hyo-Sung Choi
Department of Mechatronics Engineering 
Graduate School of Korea Maritime University
Abstract
A heat exchanger is a device that moves heat from a high temperature to 
a low temperature between the heat transfer wall, and is used in various 
fields such as chemicals and ships. In the fluid temperature control of 
a heat exchanger, it is difficult to obtain the desired result if the 
time delay is great or the disturbance is large. To solve this problem, 
a method of combining a feedforward controller with a PID controller 
can be thought. This paper proposed a method to control temperature of 
the heat exchanger by combining the feedforward controller with the PID 
controller. In order to reduce the influence of disturbances, a sensor 
measures the disturbance in advance and a feedforward controller reflects it 
in the control input. For the parameter tuning of the controller, RCGA, one of 
the optimization tools, was used. At this time, Integral Absolute Error was 
used as an evaluation function. The parameters of the PID controller were 
tuned while fixing the disturbance and changing the setpoint value stepwise to 
improve the setpoint tracking performance of the entire control system. In 
order to identify the validity of the proposed method, comparison and 
review were carried out through the closed loop tuning method of Z-N, IMC 
tuning method which are the existing tuning methods and the simulation.
KEY WORDS: heat exchanger; PID controller; feedfoward controller; RCGA
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제 1 장 서   론
1.1 연구 배경 및 동향
산업화가 급격하게 이루어진 현대사회에서는 많은 프로세스들이 있고, 이를 
다루기 위해 수많은 제어 방법이 연구되고 있다. 
열교환기는 고온의 유체와 저온의 유체가 전열 벽을 사이에 두고 고온에서 
저온으로 열을 이동시키는 장치로 화학, 선박, 빌딩의 난방 등 많은 분야에 폭
넓게 사용되고 있다.
열교환기는 사용목적에 따라 분류하면 냉각기, 가열기, 응축기, 증발기 등이 
있고, 구조에 따라 분류하면 다관식 열교환기, 이중관식 열교환기, 액막식 열교
환기, 코일식 열교환기, 핀형 열교환기 등이 있다[1]. 산업현장에서 가장 많이 
쓰이는 열교환기는 원통 다관식(shell and tube)이다. 열교환기는 비선형 및 시변 
특성을 가지고 있기 때문에 정확한 수학적 모델링이 어렵고, 크기가 클수록 열
전달 시간지연이 크므로 정밀한 온도제어가 곤란하다. 지금까지 열교환기와 관
련된 연구를 살펴보면 Vinaya 등은 이산형 모델예측제어(model predictive control)
알고리즘[2]을, Pandey 등은 PI형 퍼지제어[3]를, Sivakumar 등은 뉴로퍼지와 PID 
제어를 결합[4]하는 방법을, Ahmad 등은 하이브리드 기준모델적응 퍼지제어[5]
를, Padhee는 내부모델에 기초한 PID 제어기[6]를 제안하였다. 
본 논문에서 다루는 내용은 열교환기에 대해 다른 제어기보다 비교적 설계와 
동조가 쉬우면서 동시에 뛰어난 제어성능을 보여주는 온도제어를 위한 PID 제
어기 설계기법이다. 비록 PID 제어는 고전적 방법이지만 역사가 깊은 만큼 많
은 연구가 있어 왔고 현장에서도 널리 사용된다.
열교환기의 유체온도 제어의 경우 시간지연이 크거나 혹은 외란이 크게 작용
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할 경우 원하는 결과를 얻기 어렵다. 이 문제를 해결하기 위해 피드포워드
(feedforward) 제어기를 PID 제어기에 결합시키는 방법을 생각할 수 있다. 피드
포워드 제어기는 구성이 간단하고 설계에 대한 어려움이 적은 장점이 있지만 제
어대상과 외란에 대한 정보를 정확하게 알아야 하며 오버슈트, 상승시간, 정착시간 등 실
제 제어환경을 고려해야 하는 단점도 가지고 있다.  
1.2 연구 내용 및 구성
본 논문에서는 열교환기의 온도제어를 위해 피드포워드 제어기를 결합한 PID 
제어기를 설계한다[7]. 피드포워드 제어기는 외란의 영향을 줄이기 위해 외란을 
미리 측정하여 제어입력에 반영시키는 역할을 한다.
PID 제어기의 파라미터 동조법으로는 Z-N(Ziegler-Nichols)의 폐루프 동조법 및 개루프 
동조법, IMC(Internal Model Control) 동조법, RCGA(Real Coded Genetic Algorithm) 
동조법 등이 사용된다[8]. 이 중에서 RCGA는 주어진 조건에서 평가함수를 이용
해 최적의 해를 탐색하는 최신 기법으로 본 논문에서도 이를 이용하여 제어기
의 파라미터를 동조한다. 전체 제어시스템의 목표값 추종 성능을 개선하기 위
해 외란을 고정하고 목표값을 계단상으로 변경시키면서 PID 제어기의 파라미터
들을 RCGA를 이용하여 동조한다. 그리고 제안한 방법의 타당성을 확인하기 위
해 기존의 동조법인 Z-N의 폐루프 동조법, IMC 동조법과 시뮬레이션을 통해 
비교 검토한다.
총 8장으로 구성된 본 논문은 2장에서 열교환기의 개요 및 수학적 모델링에 
대해 설명하고, 3장에서는 본 논문에서 제안하는 최적화도구 중 한 가지 기법
인 RCGA에 대해서 알아본다. 4장에서는 PID 제어기의 구성과 특징, PID 제어
기의 폐루프 동조법과 IMC 동조법을 설명하고, 5장에서는 피드포워드 제어기가 
결합된 PID 제어기를 설계하며, 6장에서는 제안하는 RCGA 기반 PID 제어기를 
이용하여 시뮬레이션을 실시하고, 기존의 Z-N 동조법, IMC 동조법과 비교하여 
그 유효성을 검증한다. 마지막으로 7장에서는 시뮬레이션을 통해 도출된 결과
를 바탕으로 최종적인 결론을 요약한다.
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제 2 장 열교환기
2.1 열교환기의 개요
열교환기는 두 유체를 서로 혼합하지 않고 개별적으로 열을 전달하는 장치로  
오늘날 석유, 식품, 화학, 원자력 등 다양한 산업분야에 이용되고 있다. Figure 2.1
은 고온의 스팀을 이용하여 유입되는 저온의 물의 온도를 제어하는 열교환기의 










Figure 2.1 Principle of heat exchanger
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온도의 차이에 의해서 고온에서 저온으로 열이 이동하는 현상을 전열 (heat 
transmission)이라고 하며 전도(conduction), 대류(convection), 복사(radiation)로 구분할 
수 있다. 전도는 물질의 이동 없이 물질 내를 열이나 전기가 이동하는 현상이
고, 대류는 유체 내 온도 차이 및 유체에 작용하는 외력에 의한 압력 차의 두 
원인에 의해 생기는 유체의 유동이며, 복사는 전자기파에 의해 열이 매질을 통
하지 않고 고온에서 저온의 물체로 직접 전달되는 현상이다[9].
열교환기를 사용목적에 따라 분류하면 고온측 유체의 냉각을 목적으로 하는 
냉각기, 저온측 유체의 가열을 목적으로 하는 가열기, 증기의 응축을 목적으로 
하는 응축기, 저온측 유체의 증발을 목적으로 하는 증발기 등이 있다. 구조에 
따라 분류하면 금속관을 다수 늘어놓아 관외와 관내(관측)에 흐르는 두 유체 
사이에서 열교환을 하는 다관식 열교환기, 2중관의 내관과 내관 및 외관 사이 
고리 부분에 흐르는 온도가 다른 두 유체 사이에서 열교환을 하는 이중관식 열
교환기, 직렬로 연결한 몇 단의 수평 관군의 상부에서 찬 물을 부어 관 표면상
을 박막상으로 흘러 떨어지는 냉각수에 의해 관내 유체를 냉각하는 액막식 열
교환기, 통 안의 액을 가열 또는 냉각하는 경우 통 안에 담근 코일 관에 의해 
열교환을 하는 코일식 열교환기, 몇 개의 관을 다발로 하여 전체를 금속판의 
핀으로 밀착시키고, 몇 개의 관에 고온 유체를, 또 이것에 가까운 몇 개의 관에 
저온 유체를 흘려 핀 부분에 흐르는 열에 의해 양 유체 사이에 열전달을 하게 
하는 핀형 열교환기 등이 있다[10].
이와 같이 열교환기에는 다양한 종류가 있는데 산업현장에서는 약 60% 이상
이 원통다관식 열교환기(shell and tube heat exchanger)를 사용하고 있다. 원통
다관식 열교환기는 많은 전열관을 지니고 관벽을 통하여 동체측과 관내 유체 
간에 열교환을 한다. 동체와 덮개 판에 의해서 대기와 절연된 동체측 유체는 입구
부터 출구까지 차단판으로 이동되고, 그 중 전열관과 만나 열교환을 하는 형태이다.
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Figure 2.2 Classification of heat exchanger
2.2 열교환기의 수학적 모델링
열교환기의 동역학은 전열면적, 유체의 속도, 유동 패턴과 같은 여러 가지 요
소에 달려있다. Figure 2.3은 가장 많이 이용되고 있는 원통다관식 열교환기의 
온도제어시스템의 구조이다. 이 시스템은 열교환기, 제어기, 전류/공압 변환기
(I/P converter), 제어밸브, 온도 전송기(TT; Temperature Transmitter) 등으로 이
루어져 있다. 
동작원리를 살펴보면 먼저 보일러(boiler)로부터 공급된 180[℃]의 과열증기는 제어밸
브에 의해 증기량이 조절된 후 튜브들 속으로 흐른다. 반면 30[℃]의 유체는 원심펌프
에 의해 shell을 통해 흐른다. 유체를 가열한 후 응축된 증기는 열교환기를 빠져나간다. 
센서에서 계측된 유체의 입·출구 온도는 4~20[mA]의 전류신호로 변환되어 제어
기의 입력으로 들어간다. 제어기에서는 이들의 계측값과 사용자의 설정 값을 비
교해서 제어신호를 생성하고, 이 신호는 전류/공압 변환기를 거쳐 0.2~1.0[bar]의 






















Figure 2.3 Temperature control system for shell and tube heat 
exchanger
2.2.1 포화기
실제 조작기의 동작에는 물리적 한계가 존재한다. 따라서 보다 현실적인 문제
로 접근하기 위해 임의로 포화기(saturator)를 만들어 식 (2.1)과 같이 표현한다.






um  u um
u  um ≤ u ≤ uM
uM  u uM
           (2.1)
여기서 u는 제어기의 출력, uM은 제어기의 최대 출력, um은 제어기의 최소 
출력, usat는 포화기를 거친 제어기의 출력이다. 제어기 출력 u의 값이 uM을 초
과하면 제어기의 출력을 uM으로 유지하고, 제어기 출력 u의 값이 um미만이면 
제어기의 출력을 um으로 유지하며, 제어기의 출력 u의 값이 um보다 크고 uM
보다 작으면 u값을 그대로 제어기의 출력으로 한다.
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2.2.2 조작기
조작기(actuator)란 전기, 유압, 공기압 등을 이용하여 입력된 신호에 대해 알맞은 작동을 
수행하는 장치이다. 조작기는 전기신호를 공기압 신호로 바꿔주는 전류/공압 변환기, 그리
고 제어밸브로 구성되어 있고 그 전달함수는 아래와 같이 1차 시스템으로 나타낼 수 있다.






   (2.2)
여기서 Usat은 포화기의 출력이고, Ua는 조작기의 출력이다. ka는 조작기의 
이득으로 밸브의 이득 kv와 전류/공압 변환기의 이득 kIP의 곱으로 되어있다. 
a는 조작기의 시정수이다.
2.2.3 열교환기
일반적으로 에너지평형을 생각한 이상적인 열교환기는 식 (2.3)과 같이 표현된다[11].
     Nc 
 ce N   c
 e N   c
           (2.3)
여기서 는 열교환기의 효율이고, N은 Kays-London이 소개한 무차원 파라미
터를 기반으로 두 개의 열적 질량 흐름 용량의 최소화 측면에서 정의한 값이
고, c는 시간당 열용량비를 나타낸다.
이러한 무차원적 모델링이 되는 반면, 조작기의 출력으로부터 열교환기의 출구 온도
까지의 전달함수는 식 (2.4)처럼 시간지연이 있는 1차 시스템으로 나타낼 수 있다[12].
    
Gxsxs
kx
eLs                   (2.4)
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여기서 kx는 열교환기의 이득이고 x는 열교환기의 시정수이며 L은 시간지
연을 나타낸다.
2.2.4 플랜트
조작기와 열교환기를 곱한 플랜트의 전달함수 Gps는 다음과 같다.
     Gps GasGxsasxs
kakxe
Ls
   (2.5)
2.2.5 센서
센서의 전달함수는 다음과 같이 1차 시스템으로 나타낼 수 있다.
     Gss ss
ks
   (2.6)
여기서 ks는 센서의 이득이고, s는 센서의 시정수이다.
2.2.6 외란
외란의 전달함수에 시간지연 항이 없다면 Gds는 다음과 같이 1차 시스템으
로 나타낼 수 있다.
     Gds xs
kd
   (2.7)
여기서 kd는 외란의 이득이고, x는 외란의 시정수로서 열교환기의 시정수와 같다. 
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   Figure 2.4 Block diagram of the controlled object
이것을 식으로 표현하면 다음과 같다.
     Y s xs

kxe
LsUaskdYds    (2.8)
여기서 Y(s)는 유체의 출구온도이고, Yd는 외란입력으로서 유체의 입구온도이다.
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Table 2.1은 본 논문에서 사용할 각종 파라미터를 정리하여 나타낸 것이다. 이
때 조작기의 최솟값과 최댓값은 각각 4[mA]와 20[mA]이다. 
Parameters Descriptions Values
ka Gain of actuator 0.1
kv Gain of valve 2
kIP Gain of I/P converter 0.05
kx Gain of heat exchanger 50
kd Gain of disturbance 1
ks Gain of sensor 0.16
a Time constant of actuator 3
x Time constant of heat exchanger 30
s Time constant of sensor 10
L Time delay of heat exchanger 1
Table 2.1 Parameters of heat exchanger system
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제 3 장 유전알고리즘
이 단원에서는 열교환기의 온도제어를 위한 PID 제어기를 설계하는데 필요한 
최적화 도구로 이용되는 유전알고리즘에 대해 설명하고자 한다. 유전알고리즘
은 전통적으로 이진코딩(binary coding)법을 사용해왔으나 염색체 길이가 커지
는 경우 연산 부담이 되므로 특수한 경우에는 탐색이 이루어지지 않을 수 있
다. 그러므로 본 논문에서는 이러한 단점을 없앤 실수코딩 유전알고리즘 
RCGA(Real-Coded Genetic Algorithms)[13]에 대하여 설명하고자 한다.
3.1 유전알고리즘의 특징과 구조
유전알고리즘은 유전 메커니즘을 이용하여 컴퓨터 알고리즘으로 표현한 최적
화(optimization) 기법이다. 최적화란 플랜트(plant)의 설계 또는 조작에서 연속적
으로 그 각 부서의 프로세서를 합리적으로 결정하여 가장 적절한 값을 정하여 전
체의 효율·성능·경제성 등을 최적화하는 것을 뜻한다. 1975년 J. H. Holland[14]
에 의해 처음 개발된 이 유전 알고리즘은 후에 Goldberg[15]를 통하여 발전을 
이루게 된다. 
유전알고리즘의 기본적인 4가지 구조는 초기화, 적합도 평가 및 재생산, 교
배, 돌연변이로 나눌 수 있다. 제일 먼저 초기화 단계에서는 우리가 구하고자 
하는 값이 될 확률이 있는 요소들의 집합들이 만들어진다. 초기점들은 해 공간 
내에 무작위로 분포되도록 선택 혹은 경험적인 방법으로 선택한다. 그 다음 부
분인 적합도 평가에서는 우성인 집단은 선택이 되는 반면 열성인 집단은 소멸
되게 된다. 여기서 적합도를 평가하기 위한 목적함수로는 IAE(Integral of the 
Absolute Error), ITAE(Integral of Times Absolute value of Error), ISE(Integral 
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of Squared Error)가 사용된다. 우성인 집단은 교배를 통하여 재결합을 하게 되
고 각각 다른 유전자를 공유함으로서 새로운 개체를 생성하게 한다. 여기서 낮
은 확률로 선택한 개체의 유전정보를 변경하여 새 정보를 집단에 집어넣는 수
단을 돌연변이라고 한다. 이러한 과정으로 탄생한 새로운 세대의 집단은 다시 
적합도 평가를 하게 되고 지역해(local solution)나 사점(dead corner)에서 벗어날 
수 있게 한다. 이 과정을 가장 우수한 인자가 나올 때까지 계속 반복하게 된다. 
소개한 RCGA는 함수의 최적화, 신호처리 등 다양한 분야에서 이용되고 있다.

















Figure 3.1 Operation of a RCGAs
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3.2 실수코딩
앞서 언급했듯이 유전알고리즘은 이진코딩에 기초를 두고 있지만 탐색공간이 
크고, 제약조건이 존재하여 아주 정밀한 해가 요구되는 경우는 염색체 길이를 
크게 설정해야하므로 연산 부담으로 이어져 탐색이 되지 않는 경우가 생긴다. 
이를 극복하기 위하여 본 논문에서는 이러한 단점을 보완한 RCGA를 사용한다.
먼저 실수코딩 염색체는 실수 값의 열로 나타낸다.
      s s s si  sn             (3.1)
여기서 n은 벡터의 차원을 나타내고, i번째 유전자를 si∈R로 나타낼 수 있
다. 이진코딩을 사용하지 않고 RCGA를 이용함으로써 염색체 길이는 벡터의 차
원 n과 일치하게 된다.
3.3 초기집단 생성
RCGA는 모의진화를 계속 진행하고, 나아갈수록 우수한 유전자를 지니게 된다. 
     P k  sk sksiksNk                   (3.2)
위 식의 Pk는 k세대의 집단이고 N개의 개체로 이루어져 있다. 집단의 크기 
N은 세대가 달라져도 변하지 않고 일정하다. P 는 초기집단으로 무작위 혹은 
경험을 바탕으로 만들어진다. 이 논문에서는 전자의 방법인 무작위로 초기집단
을 생성한다. 난수발생기를 이용해 무작위의 수를 발생시킬 정의영역은 아래와 같다.
  
      xj
L
≤ xij k ≤ xj
U ≤ i ≤ N  ≤ j ≤ n            (3.3)
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3.4 유전연산자
유전알고리즘은 유전연산자(genetic operator)를 사용하여 집단 내에서 모의진
화를 일으켜 자연의 진화원리(재생산, 교배, 돌연변이) 알고리즘을 흉내 내는데 
의미를 두고 있다.
3.4.1 재생산
재생산은 각 개체의 적합도를 기반하여 개체들을 선택하고 새로운 집단을 이
루는 과정이다. 이 단계에서 열성 유전자는 사라지고 우성인 유전자만 선택되
어 세대가 바뀔수록 우수한 개체만 가진 집단으로 형성되게 된다. 본 논문에서 
재생산 연산자로 Pham과 Jin[16]이 제안한 구배와 유사한 재생산을 사용한다.
3.4.2 교배
이 논문에서 사용할 교배연산자인 수정단순교배[17]는 선택된 교배점 이후의 
유전자를 서로 교환하여 자손을 형성하는 단순교배와 교배점의 유전자를 아래 
식과 같이 일차결합해서 자손을 만드는 산술적 교배를 결합한 형태다.
     x j
u xj
vx j
u    
     x j
v xj
ux j
v  ≤ j ≤ n             (3.4)
위 식의 x j
u와 x j
v는 집단에서 선택된 부모 염색체의 유전자, x j
u와 x j
v는 자손 





























































Figure 3.2 Modified simple crossover
3.4.3 돌연변이
이 진행단계에서는 모의진화가 이어지는 동안 재생산, 교배를 거쳐 우수한 
집단만 남게 될 때 서로 닮아가서 사점에 빠지는 경우를 막을 수 있다. 돌연변
이에는 균등 돌연변이, 경계 돌연변이, 동적 돌연변이 등이 있으며 본 논문에서
는 동적 돌연변이를 이용한다. 동적 돌연변이 연산자는 세대 초기에 모든 탐색
공간을 같은 확률로 탐색한 후 세대수가 증가하면 탐색공간을 점점 좁혀 탐색












1x 2x jx 1jx + 1-nx nx
Figure 3.3 Dynamic mutation






                               (3.5)
여기서 xj는 교배 연산을 거친 염색체 내에서 돌연변이 확률에 의해 선택된 j
번째 유전자이다. xj
L
는 j번째 유전자의 하한값, xj
U
는 상한값이며 는 0 또는 
1의 난수이다. 이때 Δ(k ,y )는 다음 함수가 사용된다.
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     k y y·r · T
k
b            (3.6)
식 (3.6)의 r은 0과 1사이의 실수 난수이고, T는 유전알고리즘의 최대 세대수
이며, b는 불균형 정도를 나타내는 매개변수이다. 
3.5 적합도 평가
재생산, 교배, 돌연변이 연산을 통해 새로운 집단이 형성될 때마다 개체의 적
합도는 목적함수에 의해 평가된다. 이 평가에서 적합도 함수는 음의 값을 가지
지 않고 최대화 문제 형태로 표현되어야 한다. 식 (3.7~3.8)은 적합도 함수의 최
대화 문제, 최소화 문제를 사상하여 나타낸 것이다.
최대화 문제
     f sa  Fxa            (3.7)
최소화 문제
     f sa  Fxa                        (3.8)
여기서 fsa는 적합도 함수, Fxa는 목적함수이며,  는 fs≥0을 위한 
보장 상수이며 세대는 a로 표현했다. 탐색공간에서 목적함수 Fxa의 최소값
을 찾는 것이 쉽지 않기 때문에 일반적으로 값은 아주 작은 값으로 선정하지
만 진화 중에 값이 고정된다면 선택압(selection pressure)이 떨어지는 문제가 발
생하고 교배, 돌연변이 연산을 하면서 이뤄진 세대의 확보된 우성 개체가 제거




어느 세대의 집단 속에 아주 우월한 개체가 나타나게 된다면 재생산 연산자
는 이 개체를 여러 개 복제하게 되고, 이로 인해 유전적인 다양성이 사라지게 
된다. 따라서 초기세대에는 유전자의 다양성을 위하여 개체 간 상대적 적합도 
영향을 줄이고, 후기에 크게 해 줄 필요가 있다. 이 역할을 해주는 것이 스케일
링 윈도우 기법이다. 스케일링 윈도우 기법은 이전 집단의 개수인 스케일링 윈
도우 Ws를 이용하여 선택압을 유지하여 값을 과거 여러 집단에서 발견되는 
목적함수 값으로 계속적으로 바꿔주는 방법이다.
3.7 엘리트 전략
엘리트 전략은 어느 일정 한 세대에서 교배와 돌연변이 연산을 거치는 동안 최
적 개체의 소멸을 막는 전략이다. 이전 세대의 최적 개체를 저장하고, 일련의 모의
진화를 시행한다. 만일 최적 개체가 파괴된 걸 확인하면 지금 세대의 가장 열성인 
개체를 없애고 그 자리에 이전세대의 최적개체를 집어넣는다. 이 방법은 RCGA의 
성능을 향상시키는 것으로 알려져 있다.
3.8 종료 조건
유전알고리즘은 어느 시점이 전역 해에 이르렀는지 알기 힘들다. 이는 유전
알고리즘 자체가 확률적인 탐색법이기 때문이다. 그러나 구체적인 적용에 있어
서는 정해진 세대까지 모의진화 시키는 방식을 사용한다. 예로써 마지막 세대
까지 진화한 개체가 불만족스럽다면 최종 세대수를 다시 늘려 모의진화를 시행
한다. 이 논문 또한 위와 같은 방법의 종료 조건을 사용한다.
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제 4 장 PID 제어기
4.1 PID 제어기의 구성과 특징
PID(Proportional Integral Derivative) 제어기는 비례․적분․미분 제어기로 구조
가 비교적 간단하고 동조가 쉬우며 목표값 추종 및 외란제거 성능이 양호하기 
때문에 산업현장에서 폭넓게 사용되고 있다. PID 제어기의 파라미터를 선정하
는 작업을 동조(tuning)라 한다. 동조는 시스템의 수학적인 해석 및 계산으로 
이루어지지만 주변 환경 조건에 영향을 받기 때문에 좋지 못한 결과가 나올 수
도 있다[19]. PID 제어기의 구성요소인 비례 제어기, 적분 제어기, 미분 제어기의 
각각 동작특성을 설명한다.
4.1.1 비례 제어기
비례(P; Proportional) 제어기는 비례동작만을 가지는 제어기로 증폭도는 비례
이득 또는 비례대(PB; Proportional Band)로 표시한다. 식 (4.1)은 비례 제어기의 
출력이다.
     utKpet            (4.1)
여기서 Kp는 비례이득이고, e(t)는 목표값과 출력값의 오차이며, u(t)는 제어
기의 출력이다. 즉, 비례 제어기의 출력은 오차를 Kp만큼 증폭한 것이다. 비례
이득 Kp가 클수록 응답속도가 빠르게 되지만 너무 클 경우 시스템이 맥동현상
을 일으키며 불안해진다. Kp가 너무 작으면 정상상태편차(off-set)가 발생한다.
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4.1.2 비례적분 제어기
적분(I; Integral) 제어기의 동작은 오차의 면적을 적분하는 것으로 조금이라도 
오차가 있다면 시간이 흐를수록 오차의 면적은 점점 커지게 되므로 제어기 출
력은 증가하게 된다. 이 제어기는 단독으로 사용하지 않고 비례 제어기와 함께 
사용함으로써 비례 제어기만 사용할 때 발생하는 정상상태편차를 제거할 수 있
다. 식 (4.2)는 위에서 말한 비례 제어기와 적분 제어기를 결합한 비례적분
(PI; Proportional Integral) 제어기를 나타낸 것이다.
     utKpetTi
  etdt KpetTi
Kp etdt                  (4.2)  
여기서 Ti는 적분시간 혹은 reset time이며 Ti가 짧을수록 제어량이 목표치
로 접근하는 시간이 줄어들게 된다. 하지만 Ti가 너무 짧으면 끊임없이 진동하
는 헌팅(hunting) 현상이 일어날 수 있으므로 헌팅 현상이 없어지는 가장 짧은 
시간으로 맞추는 것이 중요하다.
4.1.3 비례미분 제어기
미분(D; Derivative) 제어기의 동작은 오차의 변화율을 증폭시켜 조작량을 추
가 혹은 감소시키는 역할을 하여 응답속도를 향상시켜 시스템의 과도 응답특성
을 개선시킨다. 식 (4.3)은 비례 제어기와 미분 제어기를 결합한 비례미분(PD; 
Proportional Derivative) 제어기를 표현한 것이다.








마지막으로 PID 제어기는 비례 제어기, 적분 제어기, 미분 제어기로 구성된
다. 적분 제어기로 인하여 정상상태편차를 없애주어 정상상태 특성을 개선시킬 
수 있고, 미분 제어기로 초과량을 감소시켜 응답특성을 개선시킬 수 있다. 즉 
정상상태오차를 없애는 동시에 응답속도를 개선하는데 이용된다. 식 (4.4)는 기
본적인 PID 제어기의 전달함수이다.
     GcsKpTis

Tds                (4.4)
여기서, Kp는 비례이득, Ti는 적분시간, Td는 미분시간을 나타내고 이는 식 
(4.5)와 같이 이득으로 표현할 수 있다.
     GcsKps
Ki
Kds            (4.5)
여기서 Ki는 Ti
Kp
로 적분이득이고, Kd는 KpTd로 미분이득이다. 이를 통해 
PID 제어기의 출력 u는 식 (4.6)으로 나타낼 수 있다.






                  (4.6)
4.2 PID 제어기의 동조
제어기 동조란 제어시스템이 사용자가 요구하는 성능을 구현하도록 외부환경
에 알맞은 방법으로 제어기 파라미터들을 조정하는 것이다. PID 제어기는 비례
이득 Kp, 적분시간 Ti 및 미분시간 Td의 3가지 파라미터를 적절히 잘 조절하여
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야 한다. 고전적인 동조법에는 Z-N(Ziegler-Nichols), IMC(Internal Model Control), 
C-C(Cohen-Coon) 등이 있다. 
4.2.1 Z-N의 폐루프법에 의한 동조
Z-N(Ziegler-Nichols) 폐루프법은 응답이 기본진동의 한 주기당 진폭 감쇠비가 
25%가 되도록 제어기의 파라미터를 조절하는 방법으로 현장에서 많이 사용된다.
Z-N 기법을 이용한 PID 제어기의 동조과정은 다음과 같다[20].
① 비례 제어기만을 사용한다.
   - 적분동작이 최소가 되도록 Ti값을 최대로 한다.
   - 미분동작이 최소가 되도록 Td값을 최소로 한다.
② 비례이득 K의 값을 증가시키면서 출력이 Figure 4.1처럼 안정한계에 도달하면 이 
K값을 한계이득 Ku로 하고 이때의 주기를 한계주기 Tu로 한다.















PID Ku/1.7 Tu/2 Tu/8
Table 4.1 Tuned Parameters for PID controller by Z-N
③ Table 4.1을 이용하여 Kp, Ti, Td값을 구하여 동조한다.
시간지연이 없는 시스템의 경우에는 해석적으로 한계이득과 한계주기를 구할 수도 
있다. 반면 시간지연이 있는 시스템의 경우에는 해석적으로 한계이득과 한계주기를 구
하면 오차가 생긴다. 따라서 본 논문에서의 Z-N 기법은 Mathwork software의 
simulink를 이용해 시행착오를 반복하여 파라미터를 구한다.
위에 설명했던 방법과 동일하게 제어기의 K i , Kd를 모두 0으로 한 후, 오직 
Kp값만을 작은 값부터 큰 값으로 변경하면서 계단상 입력을 가하였다. Figure 4.1
과 같이 안정한계에 도달할 때의 한계이득 Ku는 16.5065이고, 이때의 한계주기 
Tu는 34.46이었다. 이 값들을 Table 4.1에 대입하여 Kp, Ti, Td를 계산한[20] 후 
PID 제어기의 이득을 구하면 Kp=9.879, Ki=0.574, Kd=42.579이다.
4.2.2 IMC 기법을 이용한 동조
IMC(Internal Model Control) 기법은 프로세스의 완전한 모델을 얻을 수 있다는 
가정 하에 제어기로 이것의 역을 취함으로써 이론적으로는 완벽한 제어가 가능하
다는 개념이다. 
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1G (s) pG (s)
mG (s)
Figure 4.2 Closed loop control system of the IMC
플랜트와 모델간의 오차를 피드백하여 새로운 제어입력을 만드는 방법으로 
Figure 4.2는 IMC 동조법을 위한 폐회로 제어시스템의 블록선도를 나타낸다. u는 
Gps와 Gm s 양쪽 모두에 입력되고, d는 외란이다. Figure 4.2를 식 (4.7~4.10)
로도 표현할 수 있다.
     EsYr s
Ds            (4.7)
     UsGsEs            (4.8)
     DsY sGm sUs            (4.9)
     Y sGpsUsD s           (4.10)





Y r sGsGpsGm s
GsGm s
D s  (4.11)     
                                                                         
만일 Gm s  G ps이고 G  s  Gm
 s라면 외란이 존재하더라도 항상 출력 
y는 yr이 되는 제어가 가능하다. Gms≠Gps가 될지라도 Gs Gm
s가 
성립된다면 외란을 제거할 수 있다.








1G (s) pG (s)
mG (s)
Figure 4.3 Block diagram of IMC








G (s) pG (s)
Figure 4.4 Simple block diagram of IMC
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간략화된 블록선도의 제어기 부분인 Gcs는 다음과 같이 된다.
     GcsGsGms
Gs
          (4.12)
만약 프로세서 모델이 식 (4.13)와 같은 FOPTD(First Order Plus Time Delay) 
시스템인 경우에 IMC는 다음과 같은 절차로 등가 변환되어 PID 제어기의 파라
미터가 동조된다.
     Gm s s
keLs
          (4.13)
여기서 k는 프로세스 모델의 이득이고, 는 시정수이며 L은 시간지연을 나타낸다.
시간지연을 나타내는 e Ls는 Pade 근사법[21]을 이용하여 근사화하면 아래와 
같이 된다.









          (4.14)
따라서 프로세스 모델은 식 (4.15)와 같다.









          (4.15)
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실제 IMC 제어기를 설계할 때 프로세스 모델 Gm s를 아래 식처럼 가역부분 
Gm s와 영점 또는 시간지연 요소 등이 포함되는 비가역부분 
Gm s로 분리한
다[8].
     Gms
Gms
Gm s           (4.16)






비가역부분 Gms  

Ls 이다. 그리고 IMC의 Gs는 플랜트모델의 가역부분의
역에 식 (4.18)의 저주파 필터 G fs를 곱하여 구한다. 
     Gs
Gm

sG fs           (4.17)
     G fsf

          (4.18)
여기서 필터의 시정수 f는 모델의 시정수 의 

배로 한다.
따라서 IMC 제어기의 전달함수 식 (4.12)는 식 (4.19)로 표현된다.
   































s           (4.19)
식 (4.19)를 통하여 PID 제어기의 파라미터 Kp, Ti, Td를 구하면 식 (4.20)으로 표현된다.







,  Ti 






              (4.20)
IMC 동조법은 목표값 추종 성능에 초점을 두기 때문에 프로세스의 시정수에 
비하여 f가 아주 작아지면 외란제거 성능이 나빠질 수 있다.
작동기와 열교환기를 포함하고 있는 본 논문에서 다루는 플랜트의 전달함수 
Gps는 시간지연이 있는 2차 시스템(SOPTD)으로 이루어져 있다. IMC 기법을 
이용하기 위해서는 이것을 시간지연이 있는 1차 시스템(FOPTD)으로 변환해야 
한다. 본 논문에서는 Matlab software를 이용하여 SOPTD를 FOPTD로 변환했다.
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Figure 4.5는 FOPTD의 k, , L의 값을 RCGA를 이용하여 탐색하는 과정을 나타낸 






































Figure 4.5 Search for parameters k, , L using Matlab
Figure 4.6은 SOPTD 플랜트의 모델과 이것을 1차식으로 근사화한 FOPTD 모델
에 대한 계단응답을 나타낸 것이다. 여기서 점선은 SOPTD 모델에 대한 계단응
답이고, 실선은 FOPTD 모델에 대한 계단응답이다. 두 응답을 비교해 보면 어
느 정도 잘 근사화 되었다고 할 수 있다.
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Figure 4.6 Step responses of SOPTD model and 
FOPTD model
이 값 k, , f 및 L을 식 (4.20)에 대입하여 Kp, Ti, Td를 계산한[8] 후 PID 제어
기의 이득을 구하면 Kp=1.502, Ki=0.051, Kd=1.610이다.
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제 5 장 피드포워드 제어기가 결합된 PID 제어기
앞서 살펴보았던 PID 제어기는 나름대로 좋은 성능을 지니고 있지만 아래와 
같은 단점 또한 존재한다.
- 외란에 대한 보상을 위한 예측제어동작이 불가하다.
- 외란이 빈번하게 제어기에 영향을 미칠 경우 프로세스가 정상 값이 
  아닌 과도상태가 되어버린다.
- 시간지연이 있는 시스템인 경우 외란입력이 있더라도 시간지연 동안에는 목
표값과 제어량 사이에 오차가 발생하지 않는다. 따라서 이 기간에는 외란에 
대해 제어기의 기능을 하지 못한다[11].
위의 단점을 보완하기 위해 피드포워드 제어기가 사용될 수 있다. 열교환기
와 제어밸브 간의 파이프의 길이가 길면 시간지연이 커지고 시간지연이 크면 
온도제어가 어렵다. 또한 외란변화가 심한 경우에는 성능저하가 일어날 수도 
있다. 이에 대한 대책으로 열교환기의 셀 측의 입구에 온도 센서를 사용하여 
유체의 온도를 측정하고, 이 측정정보를 피드포워드 제어기에 주어 외란의 영
향이 제어기에 미치기 전에 미리 제거하는 방법을 고려할 수 있다. 그러나 피
드포워드 제어기는 외란을 온라인상으로 측정 또는 추정해야 하는 조건이 필요
하므로 단독으로 사용하지 않고 피드백 제어기와 함께 적용한다. 
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5.1 피드포워드 제어기가 결합된 PID 제어기
기존의 PID 제어기는 내재적 한계로 목표값 추종 성능이 우수하면 외란제
거 성능이 좋지 못하고 외란제거 성능이 우수하면 목표값 추종 성능이 우수
하지 못하다. 두 성능을 동시에 우수하게 만들고자 적절한 평가함수를 넣어 
동조시키면 어느 한 쪽의 관점에서 동조한 결과보다 성능이 떨어진다. 따라서 
미리 두 조의 이득을 운전환경의 변화에 따라 스위칭을 이용하거나, 2자유도 
방식의 PID 제어기를 사용하고 있다. 그러나 이 방법은 2종류의 파라미터가 
들어감으로써 동조가 힘들게 된다. 열교환기 온도제어 시스템은 정지점에서 
동작점까지 작동하거나 혹은 동작점에서 정지점까지 정지 시 수동모드로 전
환되고 운전자가 목표값을 가감하면 제어기는 출력이 목표값을 따르도록 작
동한다. 출력이 동작점 근처로 도달하여 자동모드로 전환되면 이때부터는 목
표값은 고정되어 외란변화에 대해서만 그 영향이 억제되도록 제어기가 작동
하게 된다.
앞에서 설명한 1자유도 PID 제어기도 내재적 한계를 극복할 수 없으므로 
외란에 대한 영향을 줄이기 위해 본 논문에서는 동적모델에 기반한 피드포워
드 제어기를 종래의 PID 제어기에 결합하여 제어기를 설계한다[11]. 피드포워
드 제어기는 센서에 의해 미리 측정된 냉각유체의 입구온도를 입력으로 하여 
출력을 계산한다. 따라서 전체 제어기의 출력은 이 피드포워드 제어기의 출력
과 PID 제어기의 출력을 합산한 것이 된다.
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Figure 5.1 Control system combined with feedforward controller
이 시스템에서 외란 입력에 대한 출력의 폐루프 전달함수는 다음과 같다. 




         (5.1)
외란 d부분에서 제어량 y에 이르는 두 경로 G f sGps와 Gds의 합, 즉 식 
(5.1)의 분자가 0이 되면 외란을 제거할 수 있다.
      G fsGpsGds             (5.2)
위 식을 다시 쓰면 아래와 같다.
     G fsGps
Gds
           (5.3)
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5.2 피드포워드 제어기가 결합된 PID 제어기 동조
목표값과 외란을 동시에 바꾸면서 Kp, Ki, Kd를 동조하지 않은 이유는 아래와 같다.
- 시스템은 수동 혹은 자동의 둘 중 하나로만 작동한다.
- 목표값과 외란을 동시에 변경하며 구한 값들은 어느 한 쪽의 관점에서 동조한 
  이득보다 성능이 낮다.
먼저 전체 제어시스템의 목표값 추종 성능을 개선하기 위해 외란을 고정하
고 목표값을 계단상으로 변경시키면서 PID 제어기의 파라미터 Kp, Ki 및 Kd
를 동조한다. 이때 동조법은 최적화 기법의 하나인 RCGA를 이용하고, 평가함수
로는 다음의 Integral Absolute Error(IAE)를 사용한다.
    J

tf
etdt                  (5.4)
여기서 는 [Kp, Ki, Kd]∈R
이고, e(t)는 목표값과 출력의 오차이며, 적분시각 tf
는 이후 적분 값이 무시될 수 있을 정도로 충분하게 큰 값이다.
일반적으로 최적화 기법들은 확률적 기반에서 작동하므로 구해지는 해는 초기
집단의 구성에 따라 약간의 차이가 발생한다. 그 이유는 최적화기법 자체의 한
계성과 탐색된 해들을 평가하기 위한 목적함수를 계산할 때 생기는 수치적 오
차 때문이다. 따라서 RCGA로 탐색한 해가 최적임을 보장하기 위하여 여러 가
지 random seed 값으로 시뮬레이션을 실행하고, 그 결과의 평균값을 최적해로 
한다. 보통 5회 이상 시행하여 평균값을 최적해로 한다.
- 34 -
Parameters Generation Population Crossover Mutation
Value 50 30 0.9 0.05
Table 5.1 Parmeters of RCGA
Figure 5.2는 RCGA에 의해 평가함수 IAE를 최소화하도록 PID 제어기의 각 





























Figure 5.2 Parameter optimization of PID controller using RCGA
본 논문에서는 RCGA를 이용할 때 필요한 파라미터 값은 Tbable 5.1과 같이 
설정을 했다.
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Figure 5.3 RCGA-based tuning for parameters of controller
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제 6 장 시뮬레이션 및 검토
제안한 제어기의 유효성을 검증하기 위해 샘플링 시간을 0.01[s]로 하여 시뮬레이
션을 실시하고 제안한 제어기를 Z-N 기법 및 IMC 기법과 비교하였다.
Table 6.1은 Z-N 기법 및 IMC 기법, 제안하는 기법으로부터 구한 제어기의 




Proposed 6.636 0.081 39.717
Z-N 9.879 0.574 42.579
IMC 1.502 0.051 1.610
Table 6.1 Parameters of the PID controller tuned by each technique
6.1 PID 제어기의 목표값 추종 성능
Figure 6.1은 외란입력인 온도는 변화 없고 정상상태 50[℃]로 작동하고 있는 상태
에서 목표값을 60[℃]로 변경한 경우의 출력과 제어입력이다.
- 37 -



























     Figure 6.1 Step responses and control inputs for each 
technique
Table 6.2는 정량적인 비교를 위해 상승시간, 오버슈트, 정정시간 및 절대오
차적분을 정리하여 나타낸 것이다.
        
Proposed Z-N IMC
Rise time[s] 7.31 6.76 26.62
Overshoot[℃] 62.49 71.26 60.93
Settling time[s] 53.49 100.86 98.56
IAE 112.74 330.25 220.98
Table 6.2 Performances for each technique
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Figure 6.1과 Table 6.2를 살펴보면 상승시간은 Z-N 기법이 가장 짧지만 오버
슈트 값과 정정시간은 아주 크고 제어기의 출력 u가 포화상태로 되어 성능이 
우수하지 못하다. IMC 기법은 오버슈트는 다른 기법보다 조금 작고 제어기의 
출력 u가 표화상태로 되지 않지만 상승시간과 정정시간이 매우 크다. 제안한 
RCGA 기법은 오버슈트는 다른 기법과 거의 유사하지만 상승시간과 정정시간
이 매우 작아 우수한 결과를 보여주고 있다.
6.2 PID 제어기의 외란제거 성능
Figure 6.2는 목표값을 50[℃]로 고정하고 열교환기로 들어오는 유체의 입구
온도가 30[℃]에서 20[℃]로 내려가는 경우의 출력과 제어입력이다. Table 6.3은 
이때 온도의 최대변화량(MV; Max Variation) 및 온도의 최대변화량이 일어나는 
시간(MV time), 외란이 발생한 후 다시 정상상태로 돌아오는 회복시간 및 절대
오차적분을 정리하여 나타낸 것이다.
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     Figure 6.2 Disturbance rejection performance for each technique
Proposed Z-N IMC
MV time[s] 62.41 60.03 77.84
MV[℃] -2.19 -1.96 -4.52
Recovery time[s] 190.06 137.61 159.61
IAE 98.73 43.48 242.49
Table 6.3 Disturbance rejection performance for each technique
Figure 6.2와 Table 6.3을 살펴보면 Z-N 기법은 최대변화 온도와 회복시간의 측면
에서는 가장 우수하지만 헌팅이 많이 발생하고 있다. IMC 기법은 최대변화 온도와 
회복시간이 매우 커 우수하지 못하다. 제안한 RCGA 기법은 최대변화 온도는 Z-N 
기법과 거의 유사하지만 회복시간이 매우 긴 결과를 보여주고 있다.
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6.3 피드포워드 제어기를 결합한 PID 제어기의 성능
앞에서 RCGA로 동조한 PID 제어기가 나머지 두 기법 Z-N, IMC보다 목표값 추종 면
에서 비교적 좋은 성능임을 확인하였다. 하지만 외란제거 성능은 만족스럽지 못하므로 
이를 보완하고자 피드포워드 제어기를 결합하였다. Figure 6.3을 살펴보면 피드포워드 
제어기는 목표값 추종 성능에는 전혀 영향을 미치지 않으므로 앞에서 살펴본 피드포워
드를 결합하지 않은 PID 제어기와 목표값 추종성능은 동일하다.



























     Figure 6.3 Step responses and control inputs for each 
technique combined with feedforward controller
그러므로 외란제거 성능 부분만을 집중적으로 Figure 6.4에 나타내었다. Table 6.4는 
이때 온도의 최대변화량 및 온도의 최대변화량이 일어나는 시간, 회복시간 및 절대오차
적분을 정리하여 나타낸 것이다.
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Figure 6.4 Disturbance response and control input for each 
technique of PID controller combined with feedforward controller
        
Proposed Z-N IMC
MV time[s] 53 53 94.13
MV[℃] -0.55 0.55 -0.57
Recovery time[s] 122.53 94.60 130.34
IAE 7.25 11.29 44.13
Table 6.4 Disturbance rejection performance of
PID controller combined with feedforward controller
피드포워드 제어기를 결합한 경우의 결과 값을 정리한 Table 6.4와 기본적인 PID 제
어기의 결과 값을 정리한 Table 6.3을 비교해 보면 외란제거 성능이 월등하게 개선되
었음을 알 수 있다.
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6.4 피드포워드 제어기 유무에 따른 PID 제어기의 외란제거 성능
RCGA를 이용하여 동조한 PID 제어기에 피드포워드 제어기의 결합 유무에 따른  
외란제거 성능을 확인하기 위한 결과를 Figure 6.5에 나타내었다. 이때의 성능을 
Table 6.5에 요약하였으며 온도의 최대변화량, 회복시간, 절대오차적분 등을 고려
해보면 외란제거에 대한 모든 부분에서 성능이 개선 된 것을 알 수 있다.



























   Figure 6.5 Responses of disturbance rejection for PID 
controller and PID+FF controller
    
PID PID+FF
MV time[s] 62.41 53
MV[℃] -2.19 -0.55
Recovery time[s] 190.06 122.53
IAE 98.73 7.25
Table 6.5 Disturbance rejection performances for 
PID controller and PID+FF controller
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제 8 장 결     론
열교환기는 운전온도까지 도달 할 때에는 수동모드로서 추종제어 형태를 보이지만 운전온도
에 도달하여 자동모드로 전환된 이후에는 외란만을 억제하도록 운전된다. 본 논문에서는 
이를 반영하기 위해 추종제어인 경우에는 일반적인 PID 제어기 형태를 사용하고, 
외란억제 운전시에는 PID 제어기와 피드포워드 제어기가 결합된 형태의 제어시스템
을 제안하였다. 우선 추종제어인 경우 RCGA를 이용하여 IAE 평가함수가 최소가 되
는 관점에서 최적으로 PID 제어기를 동조하였고, 정량적 비교를 위해 Z-N 및 IMC 
방법으로 동조된 PID 제어기와 함께 시뮬레이션을 실시하였다. 그 결과 RCGA로 동조한 PID 
제어기가 나머지 두 기법의 PID 제어기 보다 정량적으로 좋은 성능을 나타내었으나 외란제거 
성능은 만족스럽지 못함을 확인하였다. 따라서 이와 같은 단점을 보완하고자 PID 제어기에 피
드포워드 제어기를 결합하는 방법을 제안하였다. 이 경우에도 PID 제어기는 RCGA로 최적동조 
하였으며 추종문제와 동일한 IAE 평가함수를 사용하였다. 제안한 방법의 타당성을 확인하기 
위해 외란이 인가되는 환경에서 Z-N 및 IMC 방법으로 동조된 PID 제어기와 함께 시뮬레이션
을 실시하여  그 유효성을 검토하였으며 다음과 같은 결론을 얻을 수 있었다.
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