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total cost equal to 4. On the other hand, if the cost of a bin is given by &x, where x is the number of items in the bin, the optimal solution consists of four bins with one item of size 3/4 and one bin with all the items of size VA6, with a total cost equal to 4 + /i,6 = 8. Note that for cost function N/x, the optimal solution to the classical bin packing problem has a total cost of 445_> 8.
In this paper, we seek heuristics for the general problem that have a fixed worst-case bound. That is, the heuristic is guaranteed to provide a solution whose cost is within a fixed ratio of the optimal cost.
In the next section, we provide a formal definition of our model as well as a number of examples from diverse areas, such as reliability, quality control and cryptography, that motivate our discussion. In Section 2, we present the notation and definitions used throughout the paper.
Since the heuristics we analyze were originally designed for the classical bin packing problem, in Section 3 we provide a brief overview of some of these heuristics. These include the first-fit, best-fit, first-fit decreasing, and best-fit decreasing algorithms analyzed in Johnson et al., as well as next-fit decreasing analyzed by Baker and Coffman (1981) , and next-fit increasing.
In Section 4 we derive a characterization theorem that reduces the number of different cost functions that need to be studied for the purpose of worst-case analysis. That is, we demonstrate that to study the worst-case behavior of a particular algorithm, we only need to concentrate on a restricted class of cost functions. In addition, we present a polynomial-time procedure that yields a lower bound on the cost of the optimal solution for any concave cost function. These results are used in subsequent sections to prove some performance results for the bin packing problem with general costs as well as the classical bin packing problem.
For instance, in Section 5 we demonstrate that the lower bound described in Section 4 is also useful in proving some new worst-case results for the classical bin packing problem. To our knowledge, this is the first time a heuristic has been shown to have the socalled absolute performance ratio better than 2 for the classical bin packing problem.
In Section 6, we analyze the performance of the next-fit increasing and the next-fit decreasing heuristics and find that both have fixed worst-case bounds. We also point out that some of the best heuristics developed for the classical bin packing problem may be arbitrarily bad for the model with general cost structures.
Finally, in Section 7, we look at possible extensions of our results and give some concluding remarks.
THE MODEL AND MOTIVATION
Let L = (w1, w2, ... , wn) be a list of n real numbers, where we call wi E (0, 1] the size of item i. For simplicity, we also use L as a set, but this should cause no confusion. In this case, we say item i is in list L (i E L) to mean wi E L. The items are assigned to bins of unit capacity so that the total cost of all bins is as small as possible. The cost of a bin is a function of the number of items assigned to it and is represented by a concave and monotone functionfe#-* >, which specifies a cost f(j) for a bin containing j items. The concavity and monotonicity properties can be expressed as:
Monotonicity. if j k ftj) f(k),
Concavity: for all j > 1, fj+ )-f(j) -fj) -f( tj -1). We also assume, without loss of generality, that no cost is incurred if a bin is empty, i.e., f(o) = 0. In addition, we normalize costs so that one unit is incurred for a bin with only one item in it, i.e.,f(l) = Three optimization problems fall into this framework. One is in the area of systems reliability. Components are arranged into units where each unit is a serial system. The problem is to assign components to units of a total size no more than the capacity to minimize the expected number of nonworking units. One observes that, for the special case pi = p for all i, minimizing this objective is exactly the problem analyzed in this paper. This is true because Xj is the set of components assigned to unit j and therefore, in this special case, the probability that a unit with k components does not work is f(k) = 1 -pk, a concave and monotone function of the number of items put in the bin.
The previous example has an interesting interpretation in the area of quality control. Assume that items of size wi are packed into bins (or batches) of unit size and shipped to a client. The client opens each box and decides whether or not to accept the batch if every unit in the batch passes a certain test. The objective of the producer is to assign the items to the bins to minimize the expected number of rejected (or returned) bins. When the probability of passing the test is identical for all items, i.e., it is equal to p, this model is identical to our model. In this case, the probability that a bin with k items is rejected is 1 -pk and, therefore, minimizing the expected number of rejected bins is again the problem analyzed in this paper.
The other application is in the area of cryptography. Consider each component to be a coded message of length wi and with a probability pi of being decoded. A set of coding keys can each code a total message length of one unit. If message i is decoded, then the coding key is revealed and the entire unit is deciphered. The objective is to find an assignment of messages to keys so that the expected number of revealed keys is minimized. Again, the problem analyzed in this paper is the special case pi = p for all i. Here Xj is the set of messages that are coded with key j and, consequently, when pi = p for all i, the probability of deciphering a key that coded k messages is f(k) = 1 -pk. Also consider the familiar capacitated vehicle routing where customers have to be served by a fleet of identical vehicles initially located at a given depot. Each customer has a given demand, i.e., the amount of load that must be delivered to that customer. The objective is to find a set of routes that satisfies some constraints to minimize a given objective function. One important constraint is a capacity constraint on the amount of load delivered by a vehicle. Without loss of generality, we may assume that the vehicles' capacity equals 1 and the demand of a customer is no more than 1. Assume now that the cost of a route depends on the length v of the tour and the number of customers u visited in that tour, according to some functionf(v, u). It is easy to verify that whenf( * , * ) is concave, in both its arguments, the bin packing problem and the vehicle routing problem are special cases of this problem. The model in this paper analyzes the case where f(v, u) = f(u), while Bramel (1992) In the next section, we introduce the notation and definitions that are used throughout this paper. The absolute performance ratio for a heuristic H with respect to cost function f gives, for all possible lists, the heuristic solution's maximum deviation from optimality. The asymptotic performance ratio for H provides the heuristic solution's maximum deviation from optimality for all lists that are sufficiently "large." We say that H has no finite absolute performance ratio for the bin packing problem with general cost structures, if supEqRfR is unbounded. Similarly, we say that H has no finite asymptotic performance ratio for the bin packing problem with general cost structures if supfejRb (oo) is unbounded. Note that, by definition, Rf(oo) < Rf' for all H andfe XIn this paper, we seek heuristics that work well for all possible cost functions f E X We concentrate on the class of heuristics that performs in an identical manner with different cost functions. In other words, with cost functions f and g, the heuristic produces exactly the same bins, though the cost of the solution may be different.
The following family of cost functions, which we callflat costfunctions, plays a key role in our analysis. For any integer k > 1, the cost function fk is defined for each integer j 0 as: We now define the following terms which we use throughout the paper: Two lists L1 and L2 are consecutive if L1 n L2 = 0, i.e., no item belongs to both of them, and for any i E L1 and j E L2 we have wi < wj. Similarly, define two bins to be consecutive if the lists consisting of the items from the first bin and the second bin are consecutive lists. Both of these definitions can be generalized in the obvious way to t consecutive lists (or bins) for any integer t a 2.
Finally, we recall some definitions used throughout the bin packing literature. Call a bin feasible if the sum of the item sizes in the bin does not exceed 1. An item is said tofit in a bin if the bin resulting from the insertion of this item is a feasible bin. In addition, a bin is opened when an item is placed in a bin that was previously empty.
BRIEF OVERVIEW OF BIN PACKING HEURISTICS
We present a brief description of some of the simpler heuristics for the bin packing problem that have appeared in the literature. The first and most fundamental heuristic is called next-fit (NF) and can be described in the following manner. Starting with item 1, place this item in bin 1. Suppose that we are packing item j. Let bin i be the highest indexed nonempty bin.
If item j fits in bin i, then place it there, else place it in a new bin indexed i + 1. Slightly more complicated is the first-fit (FF) heuristic, which can be described in the following manner. Place item 1 in bin 1. Suppose that we are packing item j. Place item j in the lowest indexed bin whose current content does not exceed 1 -wj. The best-fit (BF) heuristic has also been studied extensively and can be described succinctly in the following manner. Place item 1 in bin 1. Suppose that we are packing item j. Place item j in the bin whose current content is the largest but does not exceed 1 -wj.
The heuristics described above assign items to bins according to the order they appear in the list without using any knowledge of subsequent items in the list (see, for details, Coffman, Garey and Johnson). These types of heuristics are called on-line heuristics. In contrast to this class, off-line heuristics accept as input the exact size of all the items in the list and, therefore, assigning the items to bins according to some a prior sequence is possible. For example, the first-fit decreasing (FFD) heuristic first sorts the items in nonincreasing order of their sizes and then performs first-fit. A similar interpretation holds for the best-fit decreasing (BFD), next-fit increasing (NFI) and next-fit decreasing (NFD) heuristics. Table I presents performance ratios for these heuristics on the classical bin packing problem.
PRELIMINARIES
In this section we touch upon two fundamental ideas which are referred to throughout this paper. The first is Theorem 1 that reduces the number of different cost functions that need to be studied for the purpose of worst-case analysis. The second is a procedure that yields a lower bound on the cost of the optimal solution to the bin packing problem with general costs.
To prove Theorem 1 we need the following lemma. 
It is easy to see that
and E (Ai -Ai+1) X si= E sjAz. The above property is used in subsequent sections to obtain worst-case results for the NFI heuristic. The proof of these results, as well as worst-case results for 
ANALYSIS OF HEURISTICS FOR THE GENERAL COST MODEL
In this section we analyze heuristics for the bin packing problem with general cost structures, and give some worst-case results. We start with a theorem whose proof is given in Bramel.
Theorem 4. NF, FF, BF, FFD and BFD have neither finite absolute performance ratios norfinite asymptotic performance ratios for the bin packing problem with general cost structures.
It is interesting to observe (see Table I ) that while FFD and BFD are among the best known heuristics for the classical bin packing problem, in terms of deviation from optimality, they can perform very poorly with the general cost structure. We, therefore, turn our attention to heuristics that have finite performance ratios for the bin packing problem with general cost structures. Our first result is that the best absolute and asymptotic performance ratios possible for NFD over all cost functions f in EF is 2. For a formal proof, the reader is referred to Bramel. This result merely says that the techniques developed in this paper cannot be extended to produce heuristics with asymptotic performance ratios better than 4/3. However, algorithms that make use of the particular objective function may well have superior performance guarantees.
Next, we try to extend our results by relaxing the monotonicity assumption of the cost function f We observe that the proof of Lemma 2 uses only the concavity assumption of the cost function and, therefore, the solution produced by procedure A still yields a valid lower bound even if we relax our assumption that f is a monotone function. The monotonicity of the cost function is needed, however, for the purpose of worst-case analysis. If the monotonicity requirement is relaxed, one can construct a nonempty list where the optimal solution has zero cost, which would make any finite worst-case bound impossible to attain.
Another possible extension of our results is based on observing that the cost structure analyzed in the previous sections is a special case of a submodular cost function. Hence, one may consider worst-case analysis of other submodular cost structures. However, the heuristics we have found to have good performance ratios for the previous cost structure do not have good performance ratios for general submodular costs, as can be seen by Theorem 8. Consider the following cost structure: Associated with each item are two attributes, a real number ri and its size wi. Let the cost of a bin containing items represented by the set S be F(S) = maxiEs{rij. It is easy to verify that this cost is submodular. Now construct a list in the following manner: Starting with L = 0, for each integer 1 < i < n, add to the list one item of size 1/2i, and attribute value n, and 2i -1 items of size 1/2', and attribute value 1. In the end we have a total of X,= 2' items. A straightforward calculation shows that the NF1 and NFD heuristics produce a solution with a total cost n2, while the optimal cost is 2n -1. We thus have Theorem 8. Theorem 8. There exist submodular cost structures for which NF1 and NFD do not havefinite performance ratios.
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