I INTRODUCTION
Sound source separation algorithms attempt to separate sound mixtures that contain a plurality of different sound sources into the constituent sources. This problem is sometimes referred to as the "cocktail party problem'.
The "cocktail party effect" refers to the innate ability of humans to discern individual sources of sound despite being in the presence of a multitude of interfering sound sources. Auditory scene analysis (ASA) [1] is the term used to describe how humans are capable of segregating different sound sources, which may overlap with each other in both the time and frequency domain. To describe how humans achieve this Bergman [1] A statistical approach to this problem is that of Independent component analysis (ICA) [2] . This can be formally defined as follows: Consider a number of sources si(t), which are linearly mixed using mixing matrix A with coefficients aij producing mixtures xi(t). The mixing equation can be written as, x = As.
(
The aim of ICA is to find a separation matrix W that is the inverse of the mixing matrix A. u = Wx = WAs = A-As = s. 
III ADRess Methodology
ADRess assumes the following discrete time mixing model, Averaged Similarly r -g (i).1, will scale the left source which when subtracted from the right source will remove sources, which predominate on the left channel, from the right. When the panning coefficients are unknown as is the case of a stereo recording a set of gain scale factors must be defined. The gain scale factors are defined as follows, Right and left channel azimuth-frequency planes are created according to the following equations. (12) for all i and k where 0 < i <,., and 1 < k < N. This will result in a N by matrix. Combining Azr and Azl creates the azimuth frequency plane of the mixture. For each frequency along the azimuth axis, there exist peaks of varying magnitude, resulting from the gain scale subtraction process. For each frequency, these peaks converge to a minimum value, which corresponds to the location of that frequency within the azimuth plane provided that the signals are orthogonal (that is, no other source produced this frequency at this exact moment in time). This is true for each frequency component in the signal, with each component converging to the same point in the azimuth plane. This can be seen in the inverted azimuth plane of Figure 2 . For the purpose of re-synthesis, the convergent values in the each azimuth plane are inverted. A peak is assigned to the location of the null (or minimum value) having a magnitude equal to the difference between the value of the null and the maximum value of the azimuth plane at that frequency. All other points in the azimuth plane are zeroed. This is performed on a frame-by-frame basis.
O, Otherwise.
To resynthesis a portion of this Azl-Azr plane an azimuth point is chosen. If an azimuth is chosen where a source has been panned numerous magnitude peaks will be situated along the frequency axis at this azimuth corresponding to frequencies where this source contains energy. These peaks are then used with the original bin phases to synthesise the source present at that azimuth. In practice each source in a mixture is not strictly orthogonal with every other source. This complication leads to certain frequencies containing energy from multiple sources. The peaks of these frequencies drift away from a source position and locate at an erroneous azimuth where there may or may not be a source. This is illustrated in Figure 1 where the inverted frequency azimuth plane of a two-source speech mixture is averaged over each frame in the mixture. The resultant matrix plotted in Figure 1 showing the spread of time-frequency points for two sources that are not completely orthogonal. This can be contrasted with Figure 2 where the same two sources are analysed separately, .E points of the two sources if they were completely orthogonal.
The azimuth-smearing phenomenon in Figure 1 results in frequencies being excluded from the resynthesis of the target source. To include these frequencies, which contain energy other than the energy of the target source, an "azimuth subspace width" H is defined. This permits including peaks that have drifted away from the target azimuth in the resynthesis of the source. An extra term the "discrimination index" d is also defined at this stage. Collectively H and d will define what portion of the azimuth frequency plane will be used for resynthesis.
i=d-H/2
The phase and magnitude component of each bin are combined and converted from polar to rectangular form. The Inverse Fourier Transform is then applied to transform these points from the frequency to the time domain. difference between the two microphones and c is the complex frequency vector from dc to the sampling frequency. Assuming the source arrives at microphone one before microphone two, the ratio of the attenuation difference, or the time delay difference between the signals can be used to discern where the speech signal originated. If extended to mixtures with numerous sources each independent time delay and attenuation factor can be used to discern the signals.
ADRess already uses a gain factor/attenuation ratio to expose where sources in a music recording have been positioned. Applying this approach to speech mixtures would be sub-optimal. This is because the time difference of arrival is a more accurate parameter to use. Using this parameter instead of an attenuation factor to discriminate between sources would result in a more accurate spatially based separation.
To separate speech mixtures ADRess has been modified to utilize the relative time delay differences between sources impinging on two microphones. The frequency azimuth plane of equations (11) and (12) is now generated according to the following equations, (21) where each variable has the same value as in equations (11) Table 1: Table of Subjective and Objective Results for speech separated from noise using M-ADRess noise. The noise samples used were taken from the NOISEX speech database and the speech sentences from the TIMIT database. Five angles of arrival were chosen -90°, -450, 00, 450 and 90°. All mixtures contained sources placed at one of these angles on a horizontal plane 1 m equidistant from both microphones. The microphones were placed 2 cm from each other. The ideal attenuation and phase characteristic for sources placed at these angles relative to each microphone were used to simulate the mixtures. Speech sentences taken from the TIMIT speech database were assigned to angles, the time delay and attenuation factor for each angle was applied to each source relative to each microphone. Each time delay and attenuation factor is dependent on the angle the speech sentence was paired with and the distance from the microphone. The scaled and delayed version of each source for both microphones are then added to create the left and right microphone mixtures. These mixtures were then passed through the ADRess algorithm where the resultant azimuthfrequency plane was scanned for the best possible rendition of the target sources. The frame length used was 1024 samples, the sampling rate was 16 kHz, the analysis step size 128 samples and azimuth resolution f was set to 20.
b) Subjective Evaluation ofProcessed Speech
To assess the subjective quality of the processed speech the Mean Opinion Scoring (MOS) technique was employed. The The rating descriptions in Table 2 were chosen to evaluate the effect of processing artefacts (musical noise, overlapping time-frequency points etc) on the perceived quality of the output speech. Such a test also indicates the effect of increasing mixture order on the subjective quality of the separated speech. The MOS Ratings are displayed in Table 4 .
To evaluate the performance of the algorithm for mixtures of speech mixed with coloured noise an alternative test protocol was used. Each subject listened to the noisy speech signal followed by the processed speech signal, enabling the listener to compare the input and output speech, producing a subjective judgement on the improvement. The following rating descriptions were used. Table 1 suggest that the M-ADRess algorithm is suited to speech enhancement. This is reflected in the MOS values, which indicate the perceptual improvement in the processed speech using M-ADRess. The MOS ratings from Table 4 indicate that as the source order increases there is a subjective decline in quality. This is to be expected as it has been shown that as the order of the mixture increases, the Wdisjoint orthogonality of the speech signals in the mixture decrease [3] . This implies that there will be increased overlap of time-frequency points leading to increased Azimuth smearing. All the above experiments were performed in a simulated echoic environment. This assumption is used to simplify the task of separating the mixtures. In an echoic environment there will be reflections from walls obstacles etc; these reflections will create multiple paths to the microphones making the separation task more complicated. A multi-path signal will have a different spatial signature for each path, whereas in an anechoic environment there is only a direct path from each source to both microphones. The energy of a source in an anechoic environment will thus be focused about an individual azimuth, while the energy of an echoic signal will appear spread across the azimuth frequency plane. Efficient resynthesis is achieved using the ADRess algorithm in an anechoic environment however resynthesis in real environments requires further work.
MOS rating Description
We have demonstrated that by configuring the ADRess algorithm to discriminate based on time delays only anechoic speech mixtures can be successfully separated. It has been shown that this modified ADRess algorithm has the capability to separate speech mixtures using only two spatially independent examples of the mixtures. Also highlighted in this paper is the suitability of the modified ADRess algorithm for speech enhancement. 
