Several studies have measured a gamification effect in the surveys among adults. However, no experiments have been published with a focus on younger respondents. In this article, data quality between three conditions is compared among children and adolescents 7-15 years old as follows:
Introduction
There has been much discussion about gamified surveys in the market research industry in the last 5 years (see Adamou, 2010 Adamou, , 2013 Baker, 2011; Puleston, 2011 Puleston, , 2013 Puleston & Sleep, 2011) . Researchers argue that gamification increases the motivation and engagement of the respondents, which results in better data quality in web surveys. There is no uniform understanding of how gamification should be applied and no clear examples of good and poor gamified surveys. Gamified surveys, however, should include at least four basic elements (Adamou, 2013; McGonigal, 2011; Puleston, 2013) : (1) rules and goals-it should be clear for the respondents what should be achieved and how it can be done, (2) an involving narrative-a screenplay of the gamified survey which motivates respondents to achieve goals, (3) challenging tasks or quests which require some elements of skill and effort to maintain their interest, and (4) regular feedback and rewards which keep their engagement. An additional element is an attractive design. Though this is not an obligatory element, the design is considered to be one of the most important means of engagement. Puleston (2013) suggests that fun-and game-like wording of questions is also the core element of gamified surveys (see also Petit, 2014) . In addition to the problems of defining gamified surveys, it can be also difficult to apply game logic in web surveys which can be contradictory to the research goals (see Poynter, 2012) .
In this article, data quality between three conditions is compared among children and adolescents 7-15 years old as follows: (1) a text-only survey, (2) a visual survey with an attractive design and images (functional and illustrative), and (3) a gamified survey. An experiment using a volunteer online access panel in Russia was conducted among 1,050 children by the researcher who is not experienced in designing gamified surveys. However, we suggest that an experience in designing web surveys in general is transferable to designing gamified surveys in particular. The wording in a gamified survey has not been changed to focus on other elements of gamification and their effect on data quality than the wording itself. In the next sections, we outline the hypotheses and literature review, describe the experimental design, and present the results of the experiment, before concluding how gamification can work in web surveys among children. Borgers, De Leeuw, and Hox (2000) recommend designing attractive questionnaires for children to maintain their engagement. Scott (2008) argues that some images and visual stimuli are especially helpful for children under 11. This age-grouping is associated with Piaget's theory of intellectual development (Piaget, 1948) . According to Piaget (1948) , the child starts reason formally, think hypothetically, and make generalizations at 11-12. The children of 7-11 are at the stage of concrete operations when they have some problems with abstract concepts and hypothetical thinking (for more details of application Piaget's theory in surveys, see Borgers, De Leeuw, & Hox, 2000; De Leeuw, Borgers, & Smits, 2004) . Adamou (2012) suggests that gamified questionnaires increase engagement among children. Though she does not show any experiments, Adamou (2012) refers to the gamified survey she and her company conducted among children aged 7-10, which collected a large number of interviews within a short period of time and produced extremely positive feedback from the respondents. König (2011) compared a text-only and a visual web survey with images among children aged 8-13 and found a lower break off rate in the visual than in the text-only survey (31.5% and 28.4%, respectively, Cramer's V ¼ 0.033, p < .05). In her second web experiment among children, König compared four conditions (a text-only survey, a survey with the image of an interviewer presented on each page, a survey with the image of a cartoon-like boy presented on each page, and an audio web interview) and found no difference in the break off rates.
Literature Review and Hypotheses
Based on several experiments which compared gamified and nongamified surveys among adults, Puleston (2013) shows that gamified surveys produce lower break off rates. Findlay and Alberts (2011) found lower break off rates in the gamified web diary than in a traditional web diary. Turner, Van Zoonen, and Adamou (2013) conducted a gamified survey among adults to explore how people manage their identities and what they imagine for the future of identity management. Respondents were expected to act as spies and destroy a rival spy's identity in the survey. Though no experiment has been conducted comparing gamified and nongamified conditions, 96% of the respondents reported they would like to participate in surveys like that again. Turner and her colleagues (2013) . suggest that according to ''fun theory'' if something is fun (e.g., gamified surveys), people are more likely to complete the task. However, Downes-Le Guin, Baker, Mechling, and Ruyle (2012) found that a gamified survey significantly increased break off rate in their experiment among adults. They compared a text-only web survey, a ''decoratively visual'' version which included basic visual elements, a ''functionally visual'' version which included Flash type questions and images used as response categories, and a ''gamified'' version which included game-like design, narrative, rules, avatar, and rewards. They found that the gamified survey significantly increased break off rate compared to the other conditions. More break offs were produced mainly by the longer time requested for downloading the gamified version (up to 2 min at the beginning of the survey).
In the current experiment, the gamified version did not require any additional time for downloading. However, in both the visual and gamified questionnaires drag-and-drop Flash-based questions and Javascript slider bars were used. Some earlier experiments showed that Flash-based questions may produce higher (Laufer, Klapproth, & Noll, 2009 ) and lower break off rates (Puleston & Sleep, 2008) . Despite the mixed results of a gamification effect in the experiments among adults, we suggest that involving narrative and challenging tasks in the current gamified survey will motivate children and adolescents to finish completing the survey.
Hypothesis 1: The gamified questionnaire produces lower break off rates compared to the visual and text-only web surveys.
Younger respondents are interested and motivated to participate in web surveys. Van Hattum and De Leeuw (1999) found a significantly lower item nonresponse in a computer-assisted selfadministered survey compared to a paper survey among children (5.7% and 14.1%, respectively). König (2011) found that adding images in the question texts and response categories can decrease measurement error in some of the questions in web surveys among children. She found better quality in the negatively formulated questions in the visual web survey especially among younger respondents of 8-9 compared to the text-only survey. Fuchs (2005) found stronger primacy effects in the 13-15 age-group among respondents 13-21 in self-administered paper and mail surveys. König (2011) found lower primacy effects among younger age-group 8-9 in a web survey among children aged 8-13. She also found lower primacy effects in the questionnaire with the image of a cartoonlike boy than in the text-only survey. At the same time, more socially desirable responses were received in the questionnaires with the image of an interviewer and a cartoon-like boy. Moreover, in both questionnaires data quality in the cognitively demanding questions (e.g., ranging) was lower, since the images distracted the attention of the children from the particular task (König, 2011) .
Some experiments among adults showed either a positive or no gamification effect. Downes-Le Guin and his colleagues (2012) found no differences between the text-only, decoratively visual, functionally visual, and gamified questionnaires in the level of inconsistent responses, failure to follow researcher's instruction to select the ''strongly agree'' column in the grid question, and level of straight-lining (tendency to select the same response of a scale). Ray Poynter suggests that the gamified version developed by Downes-Le Guin and his colleagues was a poor example of gamification mainly for four reasons (personal communication at Webdatanet Conference on Mobile Research, March 31, 2014). First, the narrative and the tasks were artificially implemented in the survey, which made it more difficult for the respondents to answer questions compared to the text-only and visual conditions. Second, the graphics were poor. Third, not all research topics can be gamified, and this survey is one such example. Fourth, designing gamified surveys requires some experience in game design or gamified surveys. It may have been more effective to bring in other researchers to design the survey. We suggest that there can be different opinions about poor and good examples of gamification and who can gamify surveys well but there is a lack of research experiments in that field. Cechanowicz, Gutwin, Brownell, and Goodfellow (2013) compared three conditions among adults: a standard web survey, a ''partial game,'' and a ''full game.'' The questionnaire had game-like tasks such as image selection, slogan matching, and a quiz. The ''partial game'' had a more attractive design and introduced the questionnaire as the ''game show.'' The ''full game'' showed if responses were correct, gave the points for correct answers, and displayed a timer which had an effect on the points respondents received (the faster a respondent answered the questions, the more points he or she received). They found the lowest overall item nonresponse rate in the fully gamified questionnaire. However, they randomized the order of the three survey tasks and found that the item nonresponse rate was lower at the beginning but not at the end of the survey. They also found shorter responses in the fully gamified survey, however, that was due to the rewards system which was correlated with the time respondents spent on each task. A number of experiments Puleston conducted (see Puleston, 2013; Puleston & Malinoff, 2011; Puleston & Sleep, 2011) showed that gamified surveys produce lower item nonresponse rates, a lower level of straight-lining, and middlepoint response style, less speeding, longer responses in the open-ended questions, and a higher subjective evaluation of the survey. Puleston and Rintoul (2012) found a similar positive gamification effect across different cultures.
The gamified questionnaire in the current study is expected to produce stronger motivation and engagement among children and adolescents, which results in higher data quality: lower item nonresponse rate, lower primacy effects, lower level of straight-lining, extremeness (tendency to use end poles of a scale) and middle-point response styles, higher consistency, higher data quality in the partially labeled questions (see Borgers, Hox, & Sikkel, 2003) , and longer responses in the open-ended questions. At the same time, the gamified questionnaire which includes personalization and avatars produces more socially desirable responses in sensitive questions and lower rate of ''don't know'' responses. Previous research shows the importance of having an explicit don't know option in the surveys among children, especially in the attitude questions (Scott, 2008; Vaillancourt, 1977) , as younger respondents are more likely to give an answer rather than say they don't know. (König, 2011) found that they tend to agree with some statements in the surveys with the virtual interviewer rather than selecting the don't know response option compared to the text-only survey.
Hypothesis 2: The gamified survey produces a lower measurement error (lower primacy effects, a lower level of straight-lining, extremeness and middle-point response styles, higher consistency, higher quality in the partially labeled questions, longer responses in the openended questions), and a lower nonresponse error (an item nonresponse rate). However, it also produces more socially desirable responses.
Experimental Design and Data Collection
Children aged 7-15 were randomly assigned to one of the three conditions: (1) text-only survey, (2) visual survey, (3) gamified survey. The experiment was conducted using a volunteer online access panel managed by Online Market Intelligence (see http://omirussia.ru/en) from February 17 to February 27, 2014, in Russia. Young members of the online access panel under 15 were invited to participate. Since most of the panelists are over 16, parents who reported in their profile questionnaire that they had children aged 7-15 were also asked to invite them to participate in the survey. The participation rate was 10% (which is lower compared to the usual participation rate of 30-40% in the panel among adults over 16): 13,315 invitations were sent and 1,329 respondents either completed the survey or were screened out due to their age. In total, 1,050 children were eligible for the survey and filled out the questionnaire.
Three questionnaires were programmed using Unipark online research software (see http:// www.unipark.com). Though three different projects were programmed on Unipark, the panel provider used one link for the experiment, and respondents were randomly invited to one of the three questionnaires on the fly. However, the number of these assignments was different in the three conditions (for some reasons significantly lower in the second condition): 549 respondents were assigned to the text-only condition, 472 to the visual, and 570 to the gamified. Though an increasing number of respondents complete the survey via mobile device (see Kinesis report, 2013) none of the three surveys were mobile optimized. Since both the gamified and visual questionnaires included many images and several Flash-based questions, the text-only survey was also not mobile optimized.
Questionnaires
The questionnaire included 79 items. There were several questions about school, Internet usage, and cognitive abilities, in addition to questions about whether respondents liked the survey, needed help answering questions, used the Internet to find responses, or had other parties present while completing the survey. Some of the questions were similar to the questions used in the Understanding society survey for children and adolescents (see https://www.understandingsociety.ac.uk/documentation/ mainstage/questionnaires). The gamified version also allowed respondents to name themselves and select their avatars. The text-only and visual questionnaires were presented on 22 pages. The gamified questionnaire was presented on 28 pages.
The text-only survey had no images except the images in the cognitive test. No Flash or Javascript-based questions were included (see Appendix A for the introductory page), but respondents could use a Javascript-based timer in all three conditions in the cognitive test. The visual questionnaire included background color, images used as illustrations in the questions and as response categories, Flash-based drag-and-drop questions, and Javascript-based slider bars (both types of questions replaced grids used in the text-only survey). The gamified questionnaire had the same design as the visual survey and such gamification features as narrative, rules, points, rewards, feedback, and personalization. The core of the narrative was that the respondent was traveling in the Antarctic and experienced a shipwreck (see Appendix A). Some penguins saved their life and are going to repair the ship. While waiting for repair, the respondents were expected to tell the penguins about their everyday lives and earn 500 points to travel back home. To receive these points, respondents were expected to get through three levels by helping the penguins: in the first level, they were expected to bring more ice to counteract deglaciation; in the second level, they were supposed to catch fish for the penguins; and on the third level, they were expected to save the penguins from leopard seals. In the second and third levels, these tasks were in the form of short Javascriptbased games (see Appendix B). The basic elements of the gamified survey can be described as follows:
Narrative-traveling in the Antarctic and helping penguins Rules-time limit (in a cognitive test) and receiving points Challenges-helping and saving as many penguins as possible Rewards-points While completing the survey, the respondents regularly received feedback, which was expected to maintain their motivation like ''you have almost completed the first level, well done'' or ''you are about to save and feed penguins.'' At the beginning of the gamified survey, respondents were asked to write their name or nickname and to select an avatar. This personalization was used during the whole survey: children were addressed by nicknames, and after completing each of the three levels, their avatars were shown with the number of points they received.
The visual and gamified questionnaires included free images from the Pixabay website (http:// pixabay.com). In addition, the gamified survey had the scripts for two Javascript-based games from the website http://htmlweb.ru/java/games.
Indicators
The concept of data quality is multidimensional (see Biemer & Lyberg, 2003) . In this article, data quality is compared based on several indicators of nonresponse and measurement errors in the three survey conditions. Since respondent's satisfaction and survey evaluation may have an effect on both nonresponse and measurement errors, these respondent burden indicators are also compared. Below the main indicators are outlined.
Objective and subjective evaluation of respondent burden. Respondent burden is evaluated based on both objective and subjective indicators (see Bradburn, 1977; Crawford, Couper, & Lamias, 2001; Galesic, 2006; Sharp & Frankel, 1983) . Objective indicators include:
Breakoff rates. Survey completion time. Request for help to complete the survey. Though one of the requests was filling out the questionnaire by oneself, for some of the children it was difficult and they requested help to complete the survey. The percentage of the children who asked for help is compared between the surveys. Score and completion time in a cognitive test. A short and easy cognitive test was included in the survey. It was programmed in the same way in all three surveys (see Appendix C). There were 10 questions in which respondents were expected to select correct images (see Wasserman, Cherednikova, Schelkova, Malkova, & Ananjeva, 2008) . Questions with images were selected to prevent children from finding responses on the Internet. The goal of this task was to select correct responses as soon as they could and to spend less than 5 min. Children could also use a timer in each survey condition to monitor the time they spent for the task. The percentage of the correct responses and average time spent on the task are compared between the conditions.
Subjective indicators of respondent burden include:
Subjective evaluation of the interview length (how many minutes it took to fill out the questionnaire). Self-reported difficulty of completing the survey (5-point scale). Self-reported enjoyment of completing the survey (5-point scale). Self-reported interest in receiving new survey invitations (4-point scale).
The overall item nonresponse rate. There were only a few basic obligatory questions in the survey (gender and age questions in all three surveys and additional avatar and name questions in the gamified survey). The remaining questions were not obligatory. Respondents were told about that opportunity at the beginning of the survey in the introductory text. The overall item nonresponse rate is compared between the conditions. Since there were Flash-based questions in the gamified and visual surveys, the item nonresponse rate is calculated with and without these items.
Socially desirable and socially undesirable responses. Social desirability bias is compared based on the following two indicators:
Socially undesirable responses in sensitive questions. There were 11 sensitive questions: missing school without permission of teachers or parents, smoking cigarettes, drinking alcohol, having friends who drink alcohol at least once in a month, stealing in the shop, taking someone's belongings, finding and taking someone's wallet, being physically bullied at school, physically bullying other children, poor grades at school, and subjective evaluation of academic performance (response category ''I study worse than most of my classmates''). The number of the socially undesirable responses is compared between the conditions. The rate of don't know responses. There is some research evidence that children tend to construct a response rather than state they don't know the answer. Thus, the rate of don't know responses based on 58 items is also compared between the conditions. Straightlining, response styles, and response consistency. Extremeness, middle-point response styles, and straight-lining (tendency to select the same response category in all or all except 1 item in at least one of the grids) are analyzed based on the three questions (Q7, Q15, and Q21) with 26 items. These questions were programmed as grids in the text-only questionnaire and as Flash-based and Javascript-based questions in the two other conditions (see Appendix D). The percentages of those respondents who straight-lined and the number of responses using middle or end poles of a scale are compared between the conditions. In addition, an experiment with the partially labeled (only end poles of a scale) and fully labeled response categories was implemented in the question which included 8 items about satisfaction with family and school life using a 7-point scale (Q15). The interaction effect between the scale labeling and survey condition on a likelihood of selecting end poles is tested.
Response consistency is calculated based on the two grid questions (Q7 and Q21) with the reversed-polarity items (e.g., ''I like school'' vs. ''I don't like school''). Respondents could agree or disagree with the statements using a 5-point scale and the don't know response category. If participants either completely agreed or completely disagreed with both reversed-polarity items responses are classified as inconsistent.
Primacy effects. There were two multiple-response and two single-response questions in which the order of the responses was manipulated (standard and reverse order). The multiple-response questions were about the social network websites children used and technical devices respondents or their family had. Respondents could select 11 technical devices such as home theater, smartphone, tablet, digital camera, smart TV, and so on. The visual and gamified surveys presented images of the devices. The single-response questions were about the average duration of Internet usage and subjective evaluation of academic performance. The percentage of those who select the first response category depending on the response order is compared between the conditions.
Open-ended questions.
There were two open-ended questions in the survey: what children liked at school and what they didn't like at school. The length of the responses, the number of reasons children reported for liking or disliking school, the rate of the respondents who did not answer or wrote nonsubstantive responses (no-meaning words and signs) are compared between the conditions.
Results

Respondent Burden
In total, 1,050 children completed the survey: 372 respondents completed the text-only survey, 324 respondents completed the visual survey, and 354 respondents completed the gamified survey. Contrary to expectations, no difference in the break off rates was found: 14.0% in the text-only survey, 18.0% in the visual survey, and 17.5% in the gamified survey (see Table 1 ). About 13% of the participants who started the survey used mobile devices (9% used mobile phones and 4% used tablets). The break off rate was significantly higher, w 2 (2) ¼ 50.759, p < .001, among mobile phone users (37.1%) than tablet (21.2%) or PC users (14.1%), with no difference between the conditions, w 2 (4) ¼ 5.685, p ¼ .224. Among those who were eligible for the survey, 90% filled out the questionnaire via PC, 6.3% via mobile phones, and 3.7% via tablets with no difference between the conditions, w 2 (4) ¼ 0.948, p ¼ .918. The sample composition in age, gender, the frequency and duration of Internet usage was similar in all three conditions (see Table 1 ). In total, 47% of the respondents are boys; 24% of the respondents are aged 7-9, 27% 10-11, 13% 12-13, and 36% 14-15, with no significant difference between the conditions. About 80% use the Internet almost every day and 7% use the Internet 7 or more hours per day.
The average completion time was different by the condition: 13.90 min (SD ¼ 5.06) in the textonly survey, 15.15 min (SD ¼ 6.14) in the visual survey, and 19.36 min (SD ¼ 7.57) in the gamified survey, F(2, 974) ¼ 67.744, p < .001, (the values were cut at the 95th percentile for each version to remove outliers). A multivariate linear regression showed a significant age effect, with older respondents spending less time (b ¼ À0.405, p < .001) and a survey condition effect with the respondents spending less time in the text-only (b ¼ À5.033, p < .001) and visual survey (b ¼ À3.770, p < .001) compared to the gamified survey. Those who had a lower item nonresponse rate (b ¼ À 9.263, p < 0.001) and who completed the survey via a mobile device rather than PC (b ¼ À 2.192, p < 0.001) spent more time on the questionnaire. At the same time, no difference in the subjective time evaluation was found between the conditions, M ¼ 12.88 min, SD ¼ 6.46, F(2, 1013) ¼ 0.617, p ¼ .540.
Significantly fewer children requested help in the gamified (11.4%) than in the text-only (17.1%) and visual survey (17.7%), w 2 (2) ¼ 6.331, p < .05. A multivariate logistic regression showed an age effect with older respondents requesting assistance less often (odds ratio [OR] ¼ 0.798, p < .001) and a survey condition effect with a higher likelihood of request for help in the text-only (OR ¼ 1.995, p < .05) and visual survey (OR ¼ 1.731, p < .05) compared to the gamified survey.
Significantly more children found it easier to fill out the gamified survey, w 2 (8) ¼ 38.003, p < .001. For instance, the top response on the 5-point scale ''very easy'' was selected among 31.0% of the respondents in the text-only, 30.4% in the visual, and 44.4% in the gamified survey. A multivariate logistic regression predicting the top response showed that it was easier for older respondents (OR ¼ 1.130, p < .001), for those who had good academic performance (OR ¼ 1.688, p < .001), and who used the Internet almost every day (OR ¼ 1.501, p < .05). It was more difficult to complete the text-only (OR ¼ 0.522, p < .001) and visual survey A short and easy cognitive test was included in the survey. The gamified survey was expected to increase engagement and produce a higher score and a faster completion time of the test. However, no differences in the average completion time (2.7 min in all three surveys), the percentage of correct responses (78% in the text-only and 81% in the visual and gamified surveys, F(2, 1047) ¼ 1.278, p ¼ .279), or the item nonresponse rate in the cognitive test, F(2, 1047) ¼ 2.291, p ¼ .102, were found.
Item Nonresponse Rate
Contrary to expectations, the highest item nonresponse rates were found in the gamified (11.73%) and visual surveys (11.12%) than in the text-only survey (1.73%; see Table 2 ). A linear multivariate regression showed significantly lower item nonresponse rate in the text-only (b ¼ À8.924, p < .001) compared to the gamified survey. In addition, those who filled out the questionnaire via PC rather than a mobile device produced a lower item nonresponse rate (b ¼ À18.200, p < .001). Though Borgers, De Leeuw, and Hox (2000) report that item nonresponse rate is higher among younger children and boys, no support for these findings were found in the current experiment.
While excluding Flash-based questions from the analysis (implemented as grids in the text-only survey), no difference in the item nonresponse rate was found: 1.89% in the text-only, 2.06% in the visual, and 2.11% in the gamified survey (see Table 2 ). Javascript-based slider bars in the visual and gamified surveys (Q15) also resulted in a higher item nonresponse rate (3.3% and 2.9%, respectively) compared to the grid items in the text-only survey (0.6%), F(2, 1047) ¼ 5.319, p < .01). The results are consistent with Couper, Singer, Tourangeau, and Conrad (2006) .
Socially Desirable and Socially Undesirable Responses
Contrary to expectations, the gamified survey did not produce a higher rate of socially desirable responses. A negative binomial model predicting the number of socially undesirable practices reported in the sensitive questions showed no survey condition effect. As expected, younger respondents (OR ¼ 1.171, p < .001) and girls (OR ¼ 0.840, p < .05) had a lower rate of socially undesirable practices. No difference in the item nonresponse rate (0.44% in the text-only, 0.67% in the visual survey, and 0.72% in the gamified survey), F(2, 1047) ¼ 0.366, p ¼ .693) in the sensitive questions was found.
No difference in the rate of don't know responses in 58 items was revealed: 2.17% (SD ¼ 5.14%) in the text only, 2.15% (SD ¼ 3.45%) in the visual, and 2.36% (SD ¼ 4.62%) in the gamified survey, F(2, 1047) ¼ 0.222, p ¼ .801. A negative binomial model predicting the number of don't know responses showed a significant negative effect of academic performance (OR ¼ 0.785, p < .01) and a positive effect of the presence of bystanders (OR ¼ 1.281, p < .05). Those who had a lower academic performance and who filled out the questionnaire in the presence of bystanders produced a higher rate of don't know responses.
Straight-Lining, Response Styles, and Consistency of the Responses
As expected, the text-only condition produced a higher level of straight-lining: 11.4% in the textonly survey, 2.8% in the visual survey, and 3.2% in the gamified survey. No difference between the visual and gamified surveys was found. This is rather the difference between the types of questions-grids and drag and drop as well as grids and slider questions-than the difference between the survey conditions (see Drolet, Butler, & Davis, 2009 ). However, there was also a higher item nonresponse rate in the gamified and visual surveys in both Flash and Javascript-based questions. A multivariate logistic regression showed that those children who completed the survey in the presence of bystanders (OR ¼ 2.121, p < .05), who filled out the text-only survey (OR ¼ 3.840, p < .001), who got a lower score in the cognitive test (OR ¼ 0.118, p < .001), and who reported good performance at school (OR ¼ 2.049, p < .05) had a higher likelihood of straight-lining (see Table 3 ).
On average, 35.5% of the responses were given using extreme scale categories. A negative binomial model predicting the number of extreme responses showed that younger respondents (OR ¼ 0.960, p < .05) and those who had good academic performance (OR ¼ 1.287, p < .001) produced more answers using extreme scale categories (see Table 3 ). No survey condition effect was found. An experiment with the partially labeled and fully labeled response categories was implemented in Q15. A negative binomial model predicting the number of extreme responses in that question showed that full labeling significantly decreased the likelihood of using extreme response categories compared to the partially labeled scale (OR ¼ 0.818, p < .01). However, no interaction effect between the labeling and survey condition was found.
About 14.0% of the responses were given using the middle-point category. A negative binomial model showed that the text-only survey produced a higher rate of middle responses compared to the gamified survey (OR ¼ 1.223, p < .05; see Table 3 ). No difference between the gamified and visual surveys was found. Younger respondents (OR ¼ 1.079, p < .001), those with higher academic 
Primacy Effects
Consistent with the results of Fuchs (2005) , who reported moderate primacy effects in multipleresponse questions among respondents 10-21 years old, a significant moderate primacy effect was found in the current experiment in the question about technical devices respondents had. There were two response options (''smart TV'' and ''home theater'') which were presented either at the beginning or at the end of response list. If smart TV was presented at the beginning of response list, more children selected it (6.5 percentage points difference), w 2 (1) ¼ 5.170, p < .05. A logistic regression predicting the selection of the smart TV response category based on the order of the responses (standard or reverse), survey condition, and the interaction effect showed lower primacy effects in the text-only than in the gamified condition (OR ¼ 0.508, p < .01), and no significant difference between the gamified and visual conditions. It seems that presenting smart TV with the image of a TV-like device produced stronger primacy effects compared to the control condition without images. At the same time, no primacy effects were found while analyzing another response option 
Open-Ended Questions
Respondents were expected to write what they liked and what they didn't like at school. The textonly condition produced a lower percentage of those respondents who missed or wrote nonsubstantive responses (no-meaning words and signs), while the visual survey produced a higher percentage of these participants. The gamified condition was closer to the text-only condition. The difference was not statistically significant in the question about the reasons for liking school (4.0% in the textonly, 7.4% in the visual, and 5.9% in the gamified survey), w 2 (2) ¼ 3.709, p ¼ .157, but reached statistical significance in the question about the reasons for disliking school (5.1% in the textonly, 10.5% in the visual, and 6.8% in the gamified survey), w 2 (2) ¼ 7.634, p < .05. Contrary to expectations, no difference in the length of the responses, the number of reasons children reported for liking school, and the distribution of these reasons was found between the conditions. On average, respondents wrote 49.9 characters in the text only (SD ¼ 58.1), 43.6 characters in the visual (SD ¼ 57.6), and 47.7 characters (SD ¼ 64.0) in the gamified survey, F(2, 987) ¼ 0.901, p ¼ .407. Almost half of the children reported one reason they mostly liked school, 25% two reasons, and the remaining 25% three to seven reasons with no difference between the conditions, w 
Discussion and Conclusion
Is it worth designing gamified surveys for children? Jon Puleston wrote that there is almost no need to do that (April 7, 2014, e-mail communication with Jon Puleston, including Betty Adamou and Ray Poynter). They are more responsible participants than adults: they rarely fill out the questionnaires and if they do, their motivation is high. If the survey is not interesting for them and the questions are not relevant, gamification will not help to improve data quality. The current experiment showed that the gamified survey with no changes in the question wording had no effect on the break off rates, the rate of don't know and socially undesirable responses in the closed-ended questions, the level of extreme and inconsistent responses, and the length of the answers in the open-ended questions. A higher overall item nonresponse rate, a lower level of straight-lining, and a lower level of middle-point response style were found in both gamified and visual surveys, which were mainly due to the differences in the types of questions (grids vs. Flash-based drag-and-drop questions and Javascript slider bars). The gamified survey produced completion time more than a third longer than the text-only survey. On average, it took 13.9 min to complete the text-only survey and 19.4 min (with 1.6 min for playing two games) to complete the gamified survey. The difference is large, taking into account the overall item nonresponse rate, which was significantly higher in the gamified survey. However, no difference in the subjective time evaluation was found. Most importantly, our experiment does show that designing gamified surveys can be helpful for children and adolescents. Despite the longer survey length in the gamified condition, it was less burdensome to complete it. Children requested help less often. The questionnaire was easier and more enjoyable especially for younger children.
This study has several limitations, and it should be considered as preliminary investigation of a gamification effect in the surveys among children and adolescents. First, it is hard to disentangle the effect of different types of questions (drag and drop and sliders vs. grids) from a gamification effect itself. In future studies, it is worth designing the same types of questions for both text-only and gamified surveys. Second, the author is not experienced in designing gamified surveys, which could have resulted in an example of poor gamification. Third, the experiment may be an example of topics, which are difficult to gamify. Research topics are different: some are easier and some of them are more difficult to gamify. It is easier to gamify such topics in which respondents are expected to imagine the future (e.g., the future of technologies and the future of identity management, see Turner, Van Zoonen, & Adamou, 2013) rather than describe their everyday school life. Finally, the experiment is based on a nonrandom sample of children who are active Internet users and who use the Internet almost every day. These results might be different from less active Internet users.
Despite the study limitations the current findings provide some evidence for a positive gamification effect in the surveys among children. The experiment shows that we need more research in that field. In future studies, it might be worth exploring which gamification narratives yield a more positive experience and decrease respondent burden, what research topics and questions can be well and not well gamified as well as what are the poor and good examples of gamification. It is worth exploring the effect of gamified surveys designed by different researchers with more and less experience in designing gamified surveys. We also encourage others to measure the effect of each gamification element (narratives, rewards, challenging tasks, and rules) on data quality. At the same time, one of the challenges would be designing gamified surveys that do not increase completion time as it might increase respondent burden and interview costs. Overall, we suggest that a gamification effect in web surveys among children should be explored further.
