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The transport properties and electron states in cylinder nanowires of Dirac and Weyl semimetals
are studied paying special attention to the structure and properties of the surface Fermi arcs. The
latter make the electric charge and current density distributions in nanowires strongly nonuniform as
the majority of the charge density is accumulated at the surface. It is found that a Weyl semimetal
wire supports also a magnetization current localized mainly at the surface because of the Fermi arcs
contribution. By using the Kubo linear response approach, the direct current (DC) conductivity
is calculated and it is found that its spatial profile is nontrivial. By explicitly separating the
contributions of the surface and bulk states, it is shown that when the electric chemical potential is
small, the conductivity is determined primarily by the Fermi arcs and is much higher at the surface
than in the bulk. Due to the rise of the surface-bulk transition rate, the relative contribution of the
surface states to the total conductivity gradually diminishes as the chemical potential increases. In
addition, the DC conductivity at the surface demonstrates noticeable peaks when the Fermi level
crosses energies of the surface states.
I. INTRODUCTION
Dirac and Weyl semimetals are condensed matter materials, whose low-energy electron quasiparticles are described
by the relativistic-like Dirac and Weyl equations, respectively (for recent reviews on Dirac and Weyl semimetals, see
Refs. [1–3]). One of the hallmark properties of their quasiparticles is the linear energy dispersion relation in the
vicinity of the band-touching points known as the Dirac points and Weyl nodes, respectively. The electron states in
Weyl semimetals are topologically nontrivial, which is reflected in the fact that the Weyl nodes are monopoles of the
Berry flux in momentum space [4] with the topological charge directly related to the Weyl node chirality.
As was shown by Nielsen and Ninomiya [5, 6], simple continuity arguments imply that Weyl nodes can exist only
in pairs of opposite chiralities. Since the lines of the Berry curvature cannot exit the topological semimetal or simply
terminate at its surface, special topologically protected surface Fermi arc states connecting the projections of the
bulk Weyl nodes onto the surface should necessarily exist. These states were theoretically predicted in Ref. [7] and,
as shown in Ref. [8], provide a unique means to equilibrate the chemical potential in otherwise disconnected Weyl
nodes of opposite chiralities. Experimentally, the Fermi arcs were directly observed with the help of the angle-resolved
photoemission spectroscopy [9–18] as well as through the quasiparticle interference patterns [19–22]. The experimental
observation of the Fermi arcs is reviewed in Refs. [2, 23].
The Fermi arcs appear when the surface is parallel to the chiral shift b, which is the vector that separates the Weyl
nodes of opposite chiralities in momentum space. In such a case, the Weyl nodes are projected onto the different
points in the surface Brillouin zone. Although the Fermi arcs are topologically protected, their shape depends on the
boundary conditions [24–28]. Therefore, it is interesting what happens with the Fermi arc states if the surface is still
parallel to the chiral shift but is, however, curved. A cylindric wire whose axis is directed along the chiral shift is one
of the simplest geometries to study this question.
Since the Dirac point is composed of Weyl nodes of opposite chirality and is usually topologically trivial, one would
not expect any Fermi arcs in 3D Dirac semimetals. However, as was demonstrated numerically [29, 30], the 3D Dirac
semimetals A3Bi (A=Na, K, Rb) and Cd3As2 possess nontrivial surface Fermi arcs. Later, these surface states were
also found experimentally in Na3Bi [31]. Two of us showed [32] that the underlying physical reason for the existence
of the surface Fermi arcs in Dirac semimetals is connected with a discrete up-down parity symmetry of the low-
energy effective Hamiltonian. As a result, all electron states are split into two separate sectors, each describing a Weyl
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2semimetal with a pair of Weyl nodes and broken time-reversal (T ) symmetry. The time-reversal symmetry is preserved
in the complete theory because it interchanges states from the two different sectors. Therefore, the corresponding
Dirac semimetal can be identified as a Z2 Weyl semimetal. The surface Fermi arc states in a semi-infinite slab of
Z2 Weyl semimetals A3Bi (A=Na, K, Rb) were studied in Ref. [33] by employing a continuum low-energy effective
model and also were investigated in slab geometries in Refs. [34–37]. In addition to the surface states, the nontrivial
Z2 topology is manifested also in the motion of electron wavepackets in these materials [38].
The transport properties of Weyl semimetal nanowires have been already studied by using the scattering matrix
approach and numerical methods in Refs. [39–41]. Remarkably, it was shown that the contribution of the Fermi arc
states to the electric current induced by a slowly varying magnetic field can be significant and even comparable to
that of the bulk states regardless of the system size [39]. In fact, the corresponding contribution resembles the current
of the chiral magnetic effect [42–44] and equals −e2/(4π2~2c)µB, where −e is the electron charge, µ is the electric
chemical potential, and B is a magnetic field. Such a counterintuitive behavior is explained by the fact that the
small number of surface states is compensated by their increased sensitivity to magnetic field. A similar conclusion
about large contribution of the surface states was also phenomenologically reached in Ref. [45] in the case of weak
surface-bulk scattering.
Recently, it was explicitly demonstrated [41] that the existence of the surface and bulk states allows for two transport
regimes. In the surface regime, the current is carried by the Fermi arc surface states with conductance increasing in
steps as a function of the electric chemical potential µ when it lies in the bulk confinement gap due to the finite size
of a sample. For highly doped samples, another bulk-surface transport regime takes place where the conductance G
is dominated by the bulk states and is quadratic in the electric chemical potential. The latter dependence is caused
by the fact that the group velocity of quasiparticles is constant unlike the case of usual metals where G ∼ µ3/2.
The interplay of magnetic field and surface states in the magnetotransport of Weyl semimetals was also investigated
in Refs. [46, 47]. Among other interesting effects, the presence of the Fermi arcs allows for the closed surface-bulk
orbits when a magnetic field is perpendicular to a slab of Weyl semimetal [34, 48]. These orbits were experimentally
identified via the quantum oscillations measurements in Ref. [49]. The transport evidence of the Fermi arc surface
states in Dirac semimetal Cd3As2 nanowires was also demonstrated via the Aharonov–Bohm oscillations in Ref. [50].
By using the concept of the surface-bulk orbits, the authors of Ref. [51] investigated a nonlocal transport in a Weyl
semimetal slab. In such a case, perturbation on, e.g., a top surface of Weyl semimetal produces a signal on the other
surface.
Because of the topological nature of the Fermi arcs and their effectively 1D character with a linear energy dispersion,
one would naively expect that the surface transport should be nondissipative. However, as was shown in Ref. [52],
this is generically not the case and, in fact, the Fermi arc transport is dissipative. Indeed, since the gapless bulk states
in Weyl semimetals coexist with the Fermi arc states, the latter are not fully decoupled from the bulk and there is a
scattering into the bulk states in addition to possible scattering into other surface Fermi arc states. This is in contrast
to the case of topological insulators, in which bulk states are gapped and an effective Hamiltonian for the surface
states can be reliably formulated. In topological semimetals, the electron scattering from the surface into the bulk
and vice versa leads to a dephasing of the Fermi arc quasiparticles and, consequently, dissipation. The dissolution of
Fermi arcs in the presence of a strong disorder was also confirmed numerically in Refs. [53, 54].
The main goal of this paper is to investigate the interplay of the finite size effects and the Fermi arc states in Dirac
semimetals paying a special attention to the electric charge and current density profiles. The structure of the surface
states, their energy dispersion, and wave functions are also rigorously investigated. Among the key results of this paper
is the spatial profile of the DC conductivity in cylindrical nanowires, which, to the best of our knowledge, was not
investigated before. We believe that our study is important in a rapidly developing field of nanoelectronics involving
Dirac and Weyl materials. For example, the use of Dirac semimetal Cd3As2 nanowires in creating controllable p-n
junctions was recently demonstrated in Ref. [55].
The paper is organized as follows. The model of a Dirac or Weyl semimetal nanowire is defined in Sec. II. The wave
functions and the energy spectrum are discussed in the same section. Sec. III is devoted to the electric charge and
current density distributions inside nanowires. The DC response is investigated in Sec. IV. The results are discussed
and summarized in Sec. V. Technical details related to the derivation of wave functions inside and outside the wire
as well as the corresponding boundary conditions are presented in Appendices A and B, respectively. A few useful
formulas and relations are presented in Appendix C. In addition, we set the Planck and Boltzmann constants to unity,
~ = 1 and kB = 1.
II. MODEL, WAVE FUNCTIONS, AND ENERGY SPECTRUM
In this section, the key details of Dirac and Weyl semimetal nanowires including the Hamiltonian, wave functions,
and energy spectrum are discussed.
3A. Hamiltonian and boundary conditions
Let us begin with the low-energy Hamiltonian of the electron states in the Dirac semimetals A3Bi (A=Na, K,
Rb) [29] (which is also valid for one of the crystalline phases of Cd3As2 [30]). Its explicit form reads as
H4×4 = H
+
2×2 ⊕H−2×2, (1)
where the upper block is given by
H+2×2 = (C0 + C1k
2
z)12 +
(
γ
(
k2z −m
)
v (kx + iky)
v (kx − iky) −γ
(
k2z −m
) ) (2)
and the lower block H−2×2 is obtained by replacing kx → −kx in H+2×2. Note that, for simplicity, we omitted terms
O(k2x) and O(k
2
y). It is important to note that m is positive in the Dirac and Weyl semimetals because, otherwise,
there is no band-touching and a trivial insulator is realized (see the energy spectrum below and the discussion at the
end of this subsection).
Since the upper and lower blocks of Hamiltonian (1) do not mix in the model at hand, it is easy to find that each
of them has the following two-band energy spectrum:
ǫk = (C0 + C1k
2
z)±
√
γ2(m− k2z)2 + v2(k2x + k2y). (3)
The bands touch at k±0 = (0, 0,±
√
m), which define the positions of the Dirac points (for the 4 × 4 model) or Weyl
nodes (for each of the 2 × 2 blocks). It is important to note that the upper block describes a T symmetry broken
Weyl semimetal with the Weyl nodes of left- and right-handed chiralities located at k−0 and k
+
0 , respectively. Since
the lower block is obtained by replacing kx → −kx, the chiralities of its Weyl nodes are reversed compared to those
of the upper block. Therefore, the two copies of Weyl semimetals overlap and form a Dirac semimetal. The standard
relativistic-like Hamiltonian can be straightforwardly obtained by expanding in the vicinity of the k±0 points (see, e.g.,
Ref. [33]).
By fitting the ab initio numerical data for Na3Bi with the effective Hamiltonian (1), the following values of model
parameters were obtained in Ref. [29]:
C0 = −0.06382 eV, C1 = 8.7536 eV A˚2, m = 0.008162 A˚−2, γ = 10.6424 eV A˚2, v = 2.4598 eV A˚. (4)
We plot the bulk energy spectrum in the left and right panels of Fig. 1 for C0 = C1 = 0 as well as C0 and C1 defined
in Eq. (4), respectively. It is clear that the term with C0 and C1 breaks the particle-hole symmetry and plays the
role of momentum-dependent electric chemical potential. In what follows, however, we will primarily concentrate on
the case C0 = C1 = 0. We checked that, while these terms do affect the transport properties, they do not lead to any
qualitatively new effects.
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FIG. 1: The bulk energy spectrum (3) of the 2× 2 model for C0 = C1 = 0 (left panel) as well as C0 and C1 defined in Eq. (4)
(right panel).
Since the main goal of our study is to consider the interplay of the finite-size effects and the Fermi arc surface
states, we employ a simple model of a cylindrical wire of radius R, which allows for an analytical solution. The axis
4of the cylinder is parallel to the chiral shift, i.e., is directed along the z axis. Furthermore, it is appropriate to use
the cylindrical coordinates in which the upper block of the Dirac Hamiltonian takes the following form in the mixed
coordinate-momentum representation:
H+2×2 =
(
C0 + C1k
2
z
)
12 +

 γ(k2z −m) −iveiϕ
(
∂
∂r +
i
r
∂
∂ϕ
)
−ive−iϕ
(
∂
∂r − ir ∂∂ϕ
)
−γ(k2z −m)

 . (5)
The lower block can be obtained by performing the complex conjugation in Hamiltonian (5), i.e., H−2×2 =
(
H+2×2
)∗
.
The space outside the cylinder is vacuum or any trivial insulator that is modeled by the same Hamiltonian (1)
albeit with m → −m˜. As is easy to check by using the bulk spectrum (3), this replacement opens the energy gap.
For simplicity, the energy gap m˜ outside the wire will be set to infinity.
B. Wave functions and energy spectrum
In this subsection, we determine the wave functions inside the wire as well as the energy spectrum. Since the
operator of the total angular momentum Jˆz = −i∂ϕ12+σz/2 commutes with Hamiltonian (5), we seek wave functions
of Hamiltonian (5) inside the wire (r < R) in the form of eigenstates with angular momentum n+ 1/2, i.e.,
ψ+ =
(
ρ−(r) e
inϕ
ρ+(r) e
i(n−1)ϕ
)
. (6)
The wave functions for the lower block are ψ− = (ψ+)
∗
.
By solving the eigenvalue problem H+2×2ψ
+ = ǫψ+, we find (for the details of the derivation, see Appendix A)
ψ++ = A+(ǫ˜)

 Jn
(
r
r0
)
einϕ
−iF (ǫ˜)Jn−1
(
r
r0
)
ei(n−1)ϕ

 (7)
for sǫ > 0 and
ψ+− = A−(ǫ˜)

 In
(
r
r0
)
einϕ
−iF (ǫ˜)In−1
(
r
r0
)
ei(n−1)ϕ

 (8)
for sǫ < 0. Here Jn(x) and In(x) are the Bessel and modified Bessel functions of the first kind, respectively, and we
used the following shorthand notations:
ǫ˜ = ǫ− C0 − C1k2z , (9)
r0 =
v√
|ǫ˜2 − γ2(k2z −m)2|
, (10)
F (ǫ˜) =
√
|ǫ˜2 − γ2(k2z −m)2|
ǫ˜+ γ(k2z −m)
, (11)
sǫ = sgn
[
ǫ˜2 − γ2 (k2z −m)2]. (12)
The normalization constants are
A+(ǫ˜) =
1√
2π [J (n, r0) + F 2(ǫ˜)J (n− 1, r0)]
, (13)
A−(ǫ˜) =
1√
2π [I(n, r0) + F 2(ǫ˜)I(n− 1, r0)]
, (14)
where
J (n, r0) =
∫ R
0
rdr J2n
(
x
r0
)
=
R2
2
[
J2n
(
R
r0
)
+ J2n+1
(
R
r0
)]
− nRr0Jn
(
R
r0
)
Jn+1
(
R
r0
)
, (15)
5I(n, r0) =
∫ R
0
rdr I2n
(
x
r0
)
=
R2
2
[
I2n
(
R
r0
)
− I2n+1
(
R
r0
)]
− nRr0In
(
R
r0
)
In+1
(
R
r0
)
. (16)
In order to find energy levels, the wave function (7) (or Eq. (8) for sǫ < 0) should be matched with the corresponding
solution outside the cylinder. As was discussed before, the latter is obtained by replacing m→ −m˜ and then setting
m˜ → ∞. The matching at the surface r = R is considered in Appendix B and leads to the following boundary
condition:
ρ−(R) + iρ+(R) = 0, (17)
which is valid for both upper and lower block solutions.
Let us find now the energy spectrum. By using the boundary condition (17), we obtain the following characteristic
equation:
sǫ > 0 : Jn
(
R
r0
)
+ F (ǫ˜)Jn−1
(
R
r0
)
= 0, (18)
sǫ < 0 : In
(
R
r0
)
+ F (ǫ˜)In−1
(
R
r0
)
= 0. (19)
In general, these equations should be solved numerically. We present the corresponding results for C0 = C1 = 0 in
the left and right panels of Fig. 2 for n = 0 and |n| < 9. If the electric chemical potential is fixed, then the sum over
n is naturally truncated because states with higher n have larger energies. Note also that in order to model realistic
wires of Dirac and Weyl semimetals, we set R = 10 v/(γm), where v/(γm) ≈ 2.8319 nm. As was demonstrated in
Refs. [50, 55, 56], the wires of such a radius can be synthesized, e.g., via the chemical vapour deposition method.
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FIG. 2: The energy levels as a function of kz for the upper block at R = 10 v/(γm) and C0 = C1 = 0 determined by Eqs. (18)
and (19). While the left panel corresponds to n = 0, the right one shows the results for |n| < 9.
Our results reveal that there are two types of states: (i) modes with almost flat parabolic-like profiles, which
correspond to the surface Fermi arc states (see the red solid lines in Fig. 2), and (ii) modes with local extrema at
kz ±
√
m, which are the bulk states (see the blue dashed lines in Fig. 2). With the growth of the wire radius the
separation between the energy levels decreases until the Fermi arc levels merge and form a standard planar surface
which connect separated bulk Fermi surfaces. The gap between the bulk states also reduces and vanishes at R→∞.
As was emphasized in Ref. [41], while the Fermi arc and bulk states always coexist in large crystals, the finite-size
effects make it possible to separate their contributions. However, these effects themselves are not enough to probe
the separate contributions of the surface and bulk modes. The other important ingredient is the position of the Fermi
energy, which should be sufficiently low to intersect only the Fermi arc states but not the bulk states.
6III. ELECTRIC CHARGE AND CURRENT DISTRIBUTIONS
In this section, we consider the electric charge and current distributions inside nanowires of Dirac and Weyl semimet-
als. In our study, we will pay a special attention to the separate contributions of the bulk and surface modes.
A. Charge density
Let us start with the electric charge density. The principal quantity of interest is the probability density of each
mode. Recall that since the wave functions of the lower and upper blocks are related by complex conjugation, the
probability densities coincide for both blocks. In particular, they read as
∣∣∣ψ±+,n,kz(r)
∣∣∣2 = |A+|2
[∣∣∣∣Jn
(
r
r0
)∣∣∣∣
2
+ |F (ǫ˜)|2
∣∣∣∣Jn−1
(
r
r0
)∣∣∣∣
2
]
(20)
for sǫ > 0 and
∣∣∣ψ±−,n,kz (r)
∣∣∣2 = |A−|2
[∣∣∣∣In
(
r
r0
)∣∣∣∣
2
+ |F (ǫ˜)|2
∣∣∣∣In−1
(
r
r0
)∣∣∣∣
2
]
(21)
for sǫ < 0.
The electric charge density is defined through the sum of probability densities of eigenfunctions weighted with the
equilibrium electron distribution function f eq(ǫ)
ρ±(r) = −e
∞∑
n=−∞
∫
dkz
2π
f eq(ǫ)
∣∣∣ψ±sǫ,n,kz(r)
∣∣∣2 , (22)
where −e is the charge of the electron and we use the standard Fermi–Dirac distribution function for the electron
states (ǫ > 0) f eq(ǫ) = 1/
[
1 + e(ǫ−µ)/T
] T→0
= θ (µ− ǫ) and f eq(ǫ) = 1 − 1/ [1 + e(ǫ−µ)/T ] T→0= 1 − θ (µ− ǫ) for the
hole states (ǫ < 0). In the latter case one also needs to change −e → e. In addition, here T is temperature in
the energy units. At vanishing temperature, only the energy levels in the finite interval determined by the electric
chemical potential µ contribute to the electric charge. It is clear that nonzero temperature will broaden this interval
but should not lead to any new qualitative effects at least for sufficiently small temperature.
The electric charge density defined by the n = 0 mode for a Weyl semimetal nanowire of radius R = 10 v/(γm)
is presented in the left panel of Fig. 3 at sufficiently large electric chemical potential µ = 0.6 γm. The color code of
the lines is the same as in the left panel of Fig. 2. As one can see, due to the Fermi arc states, the electric charge
density is primarily accumulated at the surface (red solid line). The bulk states are also filled (black solid line) and
the corresponding charge density is localized primarily near the center of the wire. However, their contribution is
not dominant compared to the surface states. The total charge density obtained by summing over |n| < 9 is given
in the right panel of Fig. 3. As expected, for a small electric chemical potential, only the surface-localized Fermi arc
modes contribute to the electric charge density. On the other hand, for large µ, the contribution of the bulk states
become noticeable, albeit still smaller than the surface one. Due to the equal contribution of both blocks, the charge
density in a Dirac semimetal wire is doubled, i.e., ρ(r) = ρ+(r) + ρ−(r) = 2ρ+(r). Note that this is not true when
either time-reversal T or parity-inversion P symmetry is broken and an asymmetry between the Z2 copies of Weyl
semimetals is present.
B. Electric current distribution
In this subsection, we consider the distribution of the electric current in nanowires of Dirac and Weyl semimetals.
In the absence of external fields, the current operator equals jˆ = −e∂kH . Then we find
jˆr = −ev [cosϕ τz ⊗ σx − sinϕ12 ⊗ σy] , (23)
jˆϕ = −ev [− sinϕ τz ⊗ σx − cosϕ12 ⊗ σy] , (24)
jˆz = −2ekz [C1 14 + γ 12 ⊗ σz ] . (25)
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FIG. 3: The electric charge density given in Eq. (22) inside a Weyl semimetal nanowire as a function of the radial coordinate
r at n = 0 and µ = 0.6 γm (left panel) and summed over |n| < 9 at a few values of µ (right panel). The color code of the lines
in the left panel is the same as in the left panel of Fig. 2. In both panels, we set R = 10 v/(γm) and used ρ0 = −eγ
2m5/2/v2.
Here jˆr and jˆϕ are the radial and azimuthal components of the electric current operator, respectively and jˆz is the
longitudinal current operator in the direction of the cylinder axis.
By using definitions (23) and (24), we find the following expectation values at sǫ > 0:[
ψ±+,n,kz(r)
]†
jˆrψ
±
+,n,kz
(r) = 0, (26)[
ψ±+,n,kz(r)
]†
jˆϕψ
±
+,n,kz
(r) = ∓2ev|A+|2F (ǫ˜)Jn−1
(
r
r0
)
Jn
(
r
r0
)
, (27)
[
ψ±+,n,kz (r)
]†
jˆzψ
±
+,n,kz
(r) = −2ekz|A+|2
[
(C1 + γ)
∣∣∣∣Jn
(
r
r0
)∣∣∣∣
2
+ (C1 − γ) |F (ǫ˜)|2
∣∣∣∣Jn−1
(
r
r0
)∣∣∣∣
2
]
. (28)
For sǫ < 0, one needs to replace ψ+,n,kz → ψ−,n,kz , A+ → A−, and Jn (r/r0)→ In (r/r0) in Eqs. (28), (26), and (27).
Explicit expressions for the coefficients |A±|2 are given in Eqs. (13) and (14).
As expected, the radial component of the electric current expectation value vanishes everywhere in the wire. As to
the expectation value of the azimuthal component of the current, it has opposite signs for the upper and lower blocks.
This means that the total electric current density in the equilibrium state is zero as it should be in Dirac semimetals
where the T symmetry is preserved.
Similarly to the electric charge density (22), the electric current density is defined as
j±(r) = −e
∞∑
n=−∞
∫
dkz
2π
f eq(ǫ)
[
ψ±n,kz (r)
]†
jˆψ±n,kz (r). (29)
Since the energy spectrum is symmetric with respect to the replacement kz → −kz, the longitudinal component of
the electrical current density jz(r) vanishes after integrating over momentum. The only nontrivial component of
the electric current density is the azimuthal one, i.e., jϕ(r). Its dependence on r for the upper block (i.e., for a T
symmetry broken Weyl semimetal) and R = 10 v/(γm) is shown in Fig. 4. As one can see from the left panel, the
main contribution to jϕ(r) comes from the Fermi arc states (red solid line). The bulk states also contribute when µ is
sufficiently large. The corresponding contribution oscillates inside the wire and is smaller than that of the Fermi arcs.
The total current obtained after the summation over |n| ≤ 9 is shown in the right panel of Fig. 4. As one can see,
the surface contribution dominates even at sufficiently high electric chemical potential µ = 0.6 γm. As we mentioned
above, jϕ(r) for the lower block in Hamiltonian (1) has the opposite sign compared to the azimuthal component of the
8electric current for the upper block. Therefore, as expected from the symmetry arguments, there is no magnetization
current in Dirac semimetal nanowires.
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FIG. 4: The azimuthal component of the electric current density given in Eq. (29) inside the wire as a function of r for n = 0
and µ = 0.6 γm (left panel) and summed over |n| ≤ 9 at a few values of µ (right panel). Only the upper block in Hamiltonian
(1) is considered. The color code of the lines in the left panel is the same as in the left panel of Fig. 2. In both panels, we set
R = 10 v/(γm) and used j0 = −eγ
2m3/2/v.
IV. DC CONDUCTIVITY
In this section the DC conductivity in nanowires of Dirac and Weyl semimetals is investigated in the Kubo linear
response approach. While the DC response in nanowires was already investigated in Ref. [39–41], the spatial profiles
of the conductivity were not rigorously analyzed to the best of our knowledge.
A. Kubo linear response approach
The Kubo linear response theory is a standard method to determine the transport properties of various materials
(see, e.g., Ref. [57, 58]). In this approach, the DC conductivity tensor is defined through the imaginary part of the
retarded current-current correlation function in the limit Ω→ 0 (recall that the imaginary part of the conductivity is
zero at Ω→ 0)
σij(r, ϕ) = limΩ→0
ImΠij(Ω + i0, qz = 0; r, ϕ)
Ω
. (30)
The paramagnetic part of Πij is given by
Πij(Ω, qz; r, ϕ) = T
∞∑
t=−∞
∫
dkz
2π
∫ 2π
0
dϕ′
∫ R
0
r′dr′tr
[
jˆiG(iωt, kz ; r, r
′, ϕ, ϕ′)jˆjG(iωt − Ω, kz − qz ; r′, r, ϕ′, ϕ)
]
, (31)
where ωt = (2t+1)πT is the fermionic Matsubara frequency, t is an integer, and the components of the current operator
are defined in Eqs. (25), (23), and (24). Note that the diamagnetic part of the retarded current-current correlation
function, which originates from the quadratic dispersion along the z axis, is irrelevant for the DC conductivity because
it contributes to the imaginary part of σij .
9The retarded Green’s function in the mixed coordinate-momentum representation is defined as
G(ω, kz ; r, r
′, ϕ, ϕ′) = i
∞∑
n=−∞
∑
l
ψn,l(r, ϕ)ψ
†
n,l(r
′, ϕ′)
ω + µ− ǫn,l + i0 , (32)
where n runs over all orbital angular momenta, l denotes energy branches, and, for simplicity, we do not show the
explicit dependence of ǫn,l on kz, i.e., ǫn,l ≡ ǫn,l(kz). The explicit form of the retarded Green’s function for the upper
block and sǫ > 0 reads as
G(ω, kz; r, r
′, ϕ, ϕ′) = i
∞∑
n=−∞
∑
l
|A+(ǫ˜n,l)|2
ω + µ− ǫn,l + i0 Mˆ. (33)
Here
Mˆ =

 Jn
(
r
r0
)
Jn
(
r′
r0
)
ein(ϕ−ϕ
′) iJn
(
r
r0
)
Jn−1
(
r′
r0
)
F (ǫ˜n,l) e
in(ϕ−ϕ′)+iϕ′
−iJn−1
(
r
r0
)
Jn
(
r′
r0
)
F (ǫ˜n,l) e
−in(ϕ−ϕ′)−iϕ Jn−1
(
r
r0
)
Jn−1
(
r′
r0
)
|F (ǫ˜n,l)|2 e−i(n−1)(ϕ−ϕ′)

 . (34)
Furthermore, F (ǫ˜n,l) and |A+|2 are given in Eqs. (11) and (13), respectively. For sǫ < 0, one needs to replace the
Bessel function Jn(x) with the modified Bessel function In(x) and |A+|2 → |A−|2 in Eq. (33).
Defining the spectral function A(ω, kz , r, r
′, ϕ, ϕ′) as
A(ω, kz ; r, r
′, ϕ, ϕ′) =
1
2π
[Gµ=0(ω + i0, kz; r, r
′, ϕ, ϕ′)−Gµ=0(ω − i0, kz; r, r′, ϕ, ϕ′)] , (35)
one can re-express the Green’s function in the following equivalent form:
G(Ω, kz ; r, r
′, ϕ, ϕ′) = i
∫ ∞
−∞
dω
A(ω, kz ; r, r
′, ϕ, ϕ′)
Ω + µ− ω . (36)
The explicit expression of the spectral function for the upper block and sǫ > 0 is readily obtained from Eq. (33) by
replacing i/ [ω + µ− ǫn,l + i0] with δ (ω − ǫn,l).
By using the spectral function representation (35), it is straightforward to obtain
Πij(Ω, qz ; r, r
′, ϕ, ϕ′) = −
∫ ∫
dωdω′
f eq(ω)− f eq(ω′)
ω − ω′ − Ω− i0
×
∫
dkz
2π
∫ 2π
0
dϕ′
∫ R
0
r′dr′tr
[
jˆiA(ω, kz ; r, r
′, ϕ, ϕ′)jˆjA(ω
′, kz − qz ; r′, r, ϕ′, ϕ)
]
. (37)
The calculation of the longitudinal conductivity is rather simple because the trace in Eq. (37) is real. Then, by
using the identity
1
ω − ω′ − Ω∓ i0 = p.v.
1
ω − ω′ − Ω ± iπδ (ω − ω
′ − Ω) , (38)
as well as Eqs. (30) and (37), we straightforwardly derive the following longitudinal DC conductivity
σzz(r, ϕ) =
∫
dω
4πe2k2z
4T cosh2
(
ω−µ
2T
) ∫ dkz
2π
∫ 2π
0
dϕ′
∫ R
0
r′dr′
∑
n
∑
l,l′
|Asǫ(ǫ˜n,l)|2
∣∣As
ǫ
′
(ǫ˜n,l′)
∣∣2 δΓ (ω − ǫn,l)
× δΓ (ω − ǫn,l′)
{
M11M
′
11 (γ + C1)
2
+M22M
′
22 (γ − C1)2 +
(
C21 − γ2
)
[M12M
′
21 +M21M
′
12]
}
T→0
= 4πe2
∫
dkz
2π
∫ 2π
0
dϕ′
∫ R
0
r′dr′
∑
n
∑
l,l′
k2z |Asǫ(ǫ˜n,l)|2
∣∣As
ǫ
′
(ǫ˜n,l′)
∣∣2 δΓ (µ− ǫn,l) δΓ (µ− ǫn,l′)
×
{
M11M
′
11 (γ + C1)
2 +M22M
′
22 (γ − C1)2 +
(
C21 − γ2
)
[M12M
′
21 +M21M
′
12]
}
, (39)
where we expanded to linear order in Ω and took the limit Ω→ 0.
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Here Mij denotes the ij component of the spectral function matrix given in Eq. (34) for the upper block and sǫ > 0.
In the case of M ′ij , one should replace r0 → r′0 and l → l′, as well as r ↔ r′ and ϕ ↔ ϕ′. For the lower block, the
spectral function matrix is Mˆ∗.
It is important to include the effects of disorder in the study of the real part of the longitudinal conductivity. This
can be done phenomenologically through the replacement
δ (µ− ǫn,l)→ δΓ (µ− ǫn,l) = 1
π
Γ(µ, kz)
(µ− ǫn,l)2 + [Γ(µ, kz)]2
. (40)
In view of the Fermi arc dissipation due to transitions from the surface into the bulk [59], we introduced a quasiparticle
width for the surface states in addition to the bulk ones. The quasiparticle width of the Fermi arc states increases
as the electric chemical potential and frequency grow because the phase space for the surface-bulk transitions rises as
the area of the Fermi surface increases. By following Ref. [59], we assume that Γ(µ, kz) ≈ Γ(µ) = Γ0|µ|/(γm), where
Γ0 is a numerical constant. Furthermore, even without transitions to the bulk states (which is the case for small µ
and R), the dissipative nature of the Fermi arcs can be explained by the fact that the finite size effects allow for a
small but finite dispersion of their energy levels. This also signifies that the conventional point of view stating that
the Fermi arcs are 1D nondissipative states should be considered carefully in real finite-size materials.
The integral over the azimuthal angle ϕ′ can be easily calculated by using formulas in Appendix C. It is easy to
show that the terms ∝M12M ′21 and ∝M21M ′12, i.e., the third term in the curly brackets in Eq. (39), vanish after the
integration over ϕ′. As expected, the resulting longitudinal conductivity becomes independent of ϕ. The integral over
r′ can be also straightforwardly performed by using the corresponding formulas in Appendix C. Since the resulting
expressions are cumbersome, we do not present them here.
Finally, let us briefly discuss the conductivity in Dirac semimetal nanowires. In such a case one should necessarily
take into account the contribution from the lower block. Since the wave functions for the lower block are complex
conjugated wave functions of the upper block, the corresponding contribution to the DC conductivity is the same
as for the upper block. Therefore, the DC conductivity for Dirac semimetal nanowires is given by expression (39)
with the additional factor 2. It is worth noting that if there are terms that break the P and T symmetries, e.g.,
µ˜σz ⊗12 and γm1σz ⊗ σz , then the effective electric chemical potentials and Weyl node separations in the upper and
lower blocks become different. This will result in a nonvanishing magnetization current density jϕ as well as nonequal
contributions to the conductivity of the upper and lower blocks.
B. Results
In this subsection, we discuss the results for the DC conductivity. We concentrate primarily on the contribution
from the upper block, which describes a T symmetry broken Weyl semimetal with two Weyl nodes. The conductivity
of a Dirac semimetal nanowire in the model at hand will be simply doubled (see the corresponding discussion at the
end of the previous subsection).
To start with, let us consider the separate contributions from the surface and bulk states to the DC conductivity.
The corresponding spatial profiles are shown in Figs. 5(a) and 5(b), respectively, for several values of µ. Note that
we integrated over ϕ in both panels that gives the additional factor 2π. As expected, the contribution to the electric
conductivity from the Fermi arcs significantly rises at the surface and has a nonmonotonic dependence on the electric
chemical potential µ. On the other hand, the bulk states allow for the electric conductivity which is the largest near
the center of the wire with a sharp decrease at the surface. The corresponding contribution to σ always rises with
µ. At small µ, i.e., µ = 0.1 γm and µ = 0.3 γm, only the Fermi arcs are filled among the states with positive energy.
Therefore, the rise of the total conductivity presented in Fig. 5(c) near the surface is very pronounced. For larger
µ, i.e., µ = 0.4 γm and µ = 0.5 γm, the bulk states also provide noticeable contribution to the transport. Moreover,
since the phase space for the electron scattering increases with µ, the relative contribution of the surface conductivity
determined mainly by the Fermi arcs becomes suppressed compared to the contribution due to the bulk states. It is
worth noting, however, that the quantitative analysis of the relative contribution from the surface and bulk localized
states requires a more precise treatment of disorder.
In order to understand better a nontrivial interplay of the surface and bulk states in the transport properties of the
Dirac and Weyl semimetals nanowires, we compare the corresponding contributions for µ = 0.5 γm in the left panel
of Fig. 6. It is noticeable that the qualitatively different profiles of the surface and bulk conductivity contributions
lead to the nonmonotonic dependence of σ on r when the electric chemical potential is sufficiently high and both
surface and bulk states are populated. Indeed, the sharp increase of the total conductivity at the surface is followed
by a well-pronounced minimum. Deeper in the bulk, the conductivity rises again. If observed, such a nontrivial
profile might be a definite transport signature of the Fermi arcs surface states in nanowires of Weyl and certain Dirac
semimetals.
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FIG. 5: The longitudinal DC conductivity σ integrated over the azimuthal angle ϕ as a function of r for several values of
the electric chemical potential µ. Panels (a) and (b) describe the contributions of the Fermi arc and bulk states, respectively.
The total conductivity is presented in panel (c). The conductivity is normalized on σ0 = e
2γ2m3/2/v2 in all panels. Only the
upper block (2) of the 4 × 4 Dirac Hamiltonian is considered, therefore, the results are valid for a T symmetry broken Weyl
semimetal. In addition, we set R = 10 v/(γm), Γ0 = 0.2, T → 0, and C0 = C1 = 0.
The dependence of the DC conductivity on the electric chemical potential µ at a few values of the radial coordinate
r is shown in the right panel of Fig. 6. One can clearly see that the longitudinal conductivity has a few peaks as a
function of µ. We traced back the origin of these peaks to the Fermi arc states. Indeed, as follows from the right
panel of Fig. 2, the position of the peaks coincide with the energy of the Fermi arc states. Furthermore, the height of
the peaks significantly increases at the surface, which also supports their relation to the Fermi arcs. In addition, it
is noticeable that the surface conductivity generically tends to decrease with the electric chemical potential. This is
related to the fact that the surface-bulk transition rate grows with µ leading to higher Fermi arc dissipation. On the
other hand, the bulk conductivity rises with the Fermi level despite the increase of the quasiparticle width.
V. SUMMARY
In this paper, we studied the DC transport properties of nanowires of Dirac and Weyl semimetals paying special
attention to the interplay of the surface and bulk modes. In order to distinguish the corresponding contributions, we
determined the wave functions and calculated the profiles of the charge and current densities. In addition, by using
the Kubo linear response theory, the local DC conductivity was analyzed.
For cylindrical nanowires where the vector b, which defines the Weyl nodes separation direction, is parallel to the
axis of wires, the wave functions and the characteristic equation for the energy spectrum were found analytically.
As expected, the energy spectrum of the Fermi arc states becomes discrete due to the effects of spatial confinement.
In contrast to a semi-infinite slab with flat Fermi arc bands, the energy levels obtain a weak quadratic dispersion
with respect to the momentum along the cylinder axis. This dispersion becomes particularly noticeable for the Fermi
arc states near the bulk nodes. This means that, strictly speaking, the Fermi arcs should become dissipative in real
finite-size materials even if the electron scattering to the bulk is ignored.
We found that the electric charge distribution in nanowires is nonuniform. Due to the Fermi arc states, a significant
amount of charge is located at the surface. The contribution of the bulk states increases with the growth of the
electric chemical potential and becomes dominant for a sufficiently large value of the latter. As to the magnetization
current in Weyl semimetal nanowires, we found that it does not vanish in an equilibrium state when the external
fields are absent. Only the azimuthal component of this current is nontrivial. Like the electric charge density, the
magnetization current is primarily connected with the surface states and monotonically decreases into the bulk. On
the other hand, the bulk contribution oscillates and diminishes away from the center of nanowires. The direction of
the azimuthal component of the magnetization current is determined by the chiral shift. Indeed, we checked explicitly
that the magnetization current runs in the opposite directions for the two copies of Weyl semimetal that constitute the
Dirac semimetal at hand. Since the time-reversal symmetry is preserved in Dirac semimetals, the total magnetization
current vanishes in these materials.
By using the Kubo linear response theory, we calculated the longitudinal conductivity for the DC response. The
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FIG. 6: Left panel: The contributions to the longitudinal DC conductivity from the surface (red dashed line) and bulk (blue
dotted line) states as a function of r for µ = 0.5 γm. Black solid line corresponds to the total conductivity. Right panel:
The total longitudinal DC conductivity σ integrated over the azimuthal angle ϕ as a function of µ for several values of the
coordinate r. The conductivity is normalized on σ0 = e
2γ2m3/2/v2 in both panels. Only the upper block (2) of the 4× 4 Dirac
Hamiltonian is considered, therefore, the results are valid for a T symmetry broken Weyl semimetal. In both panels, we set
R = 10 v/(γm), Γ0 = 0.2, T → 0, and C0 = C1 = 0.
DC conductivity σ has a nontrivial profile, which strongly depends on the electric chemical potential. By explicitly
separating the surface and bulk contributions, we showed that if the Fermi level intersects only energies of the surface
states, then the conductivity is high at the surface and monotonously diminishes in the bulk. With the rise of the
Fermi energy, the contribution of the bulk states grows producing a noticeable increase of the conductivity inside
nanowires and decreasing the relative surface contribution. In part, this is related to the increase of the surface-bulk
scattering. For sufficiently large electric chemical potential, the spatial profile of σ is nonmonotonic where a sharp
rise of the conductivity at the surface is followed by a local minimum. Due to the contribution of the bulk states,
the conductivity rises again deep in the bulk. We found also that the surface conductivity shows well-pronounced
peaks when the electric chemical potential intersects the Fermi arc energy levels. The surface origin of these peaks
also follows from the fact that their amplitude significantly grows from the center of nanowires to their surface.
If experimentally probed, the nontrivial distribution of the electric conductivity will be a definite signature of the
interplay of the surface and the bulk states in Weyl and Dirac semimetals nanowires.
Finally, let us discuss the key limitations of this study. We treated disorder phenomenologically by introducing a
finite quasiparticle width for both surface and bulk states. The rigorous investigation of the disorder scattering in
nanowires is a very interesting problem that deserves an in-depth investigation, which is, however, beyond the scope of
this study. In general, the irregularities of the wire shape, which are present in real samples, should be also taken into
account. We believe, however, that they will not change the main qualitative conclusions of this study. In addition,
we leave the investigation of the effects of various T and P symmetry breaking terms on the nanowire transport for
future research.
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Appendix A: Wave function in the wire
In this section, we determine the wave functions in Dirac and Weyl semimetal nanowires. It suffices to consider
only the upper block given by Eq. (2) because the wave functions for the lower block are simply complex conjugated
ones ψ− = (ψ+)∗. Seeking the wave functions inside the wire (r < R) in the form (6), i.e.,
ψ+ =
(
ρ−(r)e
inϕ
ρ+(r)e
i(n−1)ϕ
)
, (A1)
and squaring the eigenvalue equation H+2×2ψ = ǫψ, we obtain
(H+2×2)
2 =

 γ2(k2z −m)2 − v2
(
∂2
∂r2 +
1
r
∂
∂r +
1
r2
∂2
∂ϕ2
)
0
0 γ2(k2z −m)2 − v2
(
∂2
∂r2 +
1
r
∂
∂r +
1
r2
∂2
∂ϕ2
)

 . (A2)
This leads to the equation[
γ2(k2z −m)2 − v2
(
∂2
∂r2
+
1
r
∂
∂r
+
1
r2
∂2
∂ϕ2
)]
ρζ(r)e
i[n−θ(ζ)]ϕ = ǫ˜2ρζ(r)e
i[n−θ(ζ)]ϕ, (A3)
where ζ = ±, θ(x) is the Heaviside function, and ǫ˜ = ǫ− C0 − C1k2z . Equation (A3) implies
d2ρζ(r)
dr2
+
1
r
dρζ(r)
dr
+
{
sǫ
r20
− [n− θ(ζ)]
2
r2
}
ρζ(r) = 0, (A4)
where
r0 =
v√
|ǫ˜2 − γ2(k2z −m)2|
, sǫ = sgn
[
ǫ˜2 − γ2(k2z −m)2
]
. (A5)
Equation (A4) has a normalizable solution either in terms of the Bessel Jn(x) (for sǫ > 0) or modified Bessel In(x)
(for sǫ < 0) functions of the first kind. In particular, we have
sǫ > 0 : ρζ(r) = aζ Jn−θ(ζ)
(
r
r0
)
, (A6)
sǫ < 0 : ρζ(r) = bζ In−θ(ζ)
(
r
r0
)
. (A7)
The relation between the coefficients a+ and a− can be found by substituting ρζ(r) given in Eq. (A6) into the
eigenvalue equation H+2×2ψ = ǫψ. For sǫ > 0, we find(
einϕ
[
γ
(
k2z −m
)
ρ−(r) − iv
(
d
dr − n−1r
)
ρ+(r)
]
ei(n−1)ϕ
[−iv ( ∂∂r + nr ) ρ−(r) − γ (k2z −m) ρ+(r)]
)
= ǫ˜
(
einϕρ−(r)
ei(n−1)ϕρ+(r)
)
. (A8)
Then, by using the recurrence relation for the Bessel functions (d/dx+ n/x)Jn(x) = Jn−1(x), we obtain
a+ = −ia− F (ǫ˜), (A9)
where
F (ǫ˜) =
√
|ǫ˜2 − γ2(k2z −m)2|
ǫ˜+ γ(k2z −m)
. (A10)
The normalization condition of wave functions reads as
δn,n′ =
∫ R
0
rdr
∫ 2π
0
dϕψ†n(r)ψn′ (r) = |a−|2
∫ 2π
0
ei(n−n
′)ϕdϕ
∫ R
0
rdr
×
[
Jn′
(
r
r0
)
Jn
(
r
r0
)
+ |F (ǫ˜)|2 Jn′−1
(
r
r0
)
Jn−1
(
r
r0
)]
. (A11)
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The integral over the angle gives the Kronecker symbol δn,n′ . By using formula 1.8.3.12 in Ref. [60] and a recurrence
relation for the derivative of Jn(x), we obtain
J (n, r0) =
∫ R
0
rdr J2n
(
r
r0
)
=
R2
2
[
J2n
(
R
r0
)
+ J2n+1
(
R
r0
)]
− nRr0Jn
(
R
r0
)
Jn+1
(
R
r0
)
. (A12)
As a result, the normalization constant for wave functions equals
A+ ≡ |a−| = 1√
2π [J (n, r0) + F 2(ǫ˜)J (n− 1, r0)]
(A13)
Note that, in principle, one should integrate over the whole space, i.e., r ≥ 0 in Eq. (A11). However, as can be
straightforwardly shown by using the results in Appendix B, the contribution of the vacuum part of the wave function
is ∝ 1/m˜ and is negligible for m˜→∞.
The wave functions and their normalization for sǫ < 0 can be determined in a similar way. In such a case,
b+ = −ib− F (ǫ˜). (A14)
Then, by using formula 1.11.3.4 in Ref. [60] and a recurrence relation for the derivative of In(x), we derive
I(n, r0) =
∫ R
0
rdr I2n
(
r
r0
)
=
R2
2
[
I2n
(
R
r0
)
− I2n+1
(
R
r0
)]
− nRr0In
(
R
r0
)
In+1
(
R
r0
)
. (A15)
Therefore, the normalization coefficient is given by
A− ≡ |b−| = 1√
2π [I(n, r0) + F 2(ǫ˜)I(n− 1, r0)]
. (A16)
Appendix B: Derivation of the boundary conditions
In this section, we derive the boundary condition given in Eq. (17) in the main text. As in the previous Appendix,
it is sufficient to consider only the upper block in Hamiltonian (1) in the main text. The boundary condition for the
lower block is the same.
In vacuum, i.e., for r > R, one should replace m→ −m˜. Therefore, we can use an ansatz which is similar to that
in Eq. (A1) for wave functions outside the wire
ψ˜+ =
(
ρ˜−(r) e
inϕ
ρ˜+(r) e
i(n−1)ϕ
)
e−κ(r−R). (B1)
Then solving the eigenvalue equation H˜+2×2ψ˜
+ = ǫψ˜+, where H˜+2×2 is the same as H
+
2×2 but with the replacement
m→ −m˜, we obtain
e−κ(r−R)einϕ
[
γ(k2z + m˜)ρ˜−(r)− iv
(
∂
∂r
− n− 1
r
− κ
)
ρ˜+(r)
]
= ǫ˜e−κ(r−R)einϕρ˜−(r), (B2)
e−κ(r−R)ei(n−1)ϕ
[
−iv
(
∂
∂r
+
n
r
− κ
)
ρ˜−(r) − γ(k2z + m˜)ρ˜+(r)
]
= ǫ˜e−κ(r−R)ei(n−1)ϕρ˜+(r). (B3)
Since the behavior of wave functions far from the wire is determined mainly by the dominant exponential factor, we
can ignore the spatial dependence of ρ˜+(r) and ρ˜−(r) as well as neglect terms ∝ 1/r. The nontrivial solutions of the
resulting system
e−κ(r−R)einϕ
[
γ(k2z + m˜)ρ˜− + ivκρ˜+
]
= ǫ˜e−κ(r−R)einϕρ˜−, (B4)
e−κ(r−R)ei(n−1)ϕ
[
ivκρ˜− − γ(k2z + m˜)ρ˜+(r)
]
= ǫ˜e−κ(r−R)ei(n−1)ϕρ˜+ (B5)
exist for
κ =
√
γ2(k2z + m˜)
2 − ǫ˜2
v
≈ γm˜
v
. (B6)
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By substituting the above expression for κ given in Eq. (B6) into the system (B4) and (B5), the following relation
can be derived:
ρ˜−(r) + iρ˜+(r) = 0. (B7)
The final step is to match the vacuum wave function (B1) with its bulk counterpart (A1) at the boundary r = R,
which leads to ρ˜−(R) = ρ−(R) and ρ˜+(R) = ρ+(R). Then the boundary condition given in Eq. (17) in the main text
trivially follows from Eq. (B7).
Appendix C: Useful formulas and relations
In this section, some formulas useful for the calculations of integrals over r′ in the conductivity are presented.
The integrals over r′ for terms M11M
′
11 and M22M
′
22 (the matrix elements Mij are defined in Eq. (34) in the main
text) can be calculated by using formulas 1.8.3.10 and 1.8.3.12 in Ref. [60]∫ R
0
rdr Jn
(
r
r0
)
Jn
(
r
r′0
)
=
R(r′0)
2r20
(r′0)
2 − r20
[
1
r0
Jn+1
(
R
r0
)
Jn
(
R
r′0
)
− 1
r′0
Jn
(
R
r0
)
Jn+1
(
R
r′0
)]
, (C1)
∫ R
0
rdr J2n
(
r
r0
)
=
R2
2
[
J2n
(
R
r0
)
− Jn−1
(
R
r0
)
Jn+1
(
R
r0
)]
=
R2
2
[
J2n
(
R
r0
)
+ J2n+1
(
R
r0
)]
− nRr0Jn
(
R
r0
)
Jn+1
(
R
r0
)
. (C2)
For the modified Bessel functions of the first kind, the corresponding integrals read as∫ R
0
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, (C3)
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)
, (C4)
where formulas 1.11.3.3 and 1.11.3.4 in Ref. [60] were used. For sǫsǫ′ < 0, we have∫ R
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