A characterisation of the Gaussian free field by Berestycki, Nathanael et al.
A characterisation of the Gaussian free field
Nathanaël Berestycki∗ Ellen Powell † Gourab Ray‡
August 19, 2019
Abstract
We prove that a random distribution in two dimensions which is conformally invariant and
satisfies a natural domain Markov property is a multiple of the Gaussian free field. This result
holds subject only to a fourth moment assumption.
1 Introduction
1.1 Setup and main result
The Gaussian free field (abbreviated GFF) has emerged in recent years as an object of central
importance in probability theory. In two dimensions in particular, the GFF is conjectured (and in
many cases proved) to arise as a universal scaling limit from a broad range of models, including the
Ginzburg–Landau∇ϕ interface model ([20, 29, 26]), the height function associated to planar domino
tilings and the dimer model ([21, 12, 5, 6, 13, 23]), and the characteristic polynomial of random
matrices ([18, 32, 19]). It also plays a crucial role in the mathematically rigourous description of
Liouville quantum gravity; see in particular [17, 1] and [14] for some recent major developments
(we refer to [30] for the original physics paper). Note that the interpretations of Liouville quantum
gravity in the references above are slightly different from one another, and are in fact more closely
related to the GFF with Neumann boundary conditions than the GFF with Dirichlet boundary
conditions treated in this paper.
As a canonical random distribution enjoying conformal invariance and a domain Markov prop-
erty, the GFF is also intimately linked to the Schramm–Loewner Evolution (SLE). In particular
SLE4 and related curves can be viewed as level lines of the GFF ([36, 35, 11, 31]). In fact, this
connection played an important role in the approach to Liouville quantum gravity developed in
[15, 14, 38, 27] (see also [4] for an introduction).
It is natural to seek an axiomatic characterisation of the GFF which could explain this ubiquity.
In the present article we propose one such characterisation, in the spirit of Schramm’s celebrated
characterisation of SLE as the unique family of conformally invariant laws on random curves satis-
fying a domain Markov property [34].
As the GFF is a random distribution (and not a random function) we will need to pay attention
to the measure-theoretic formulation of the problem. We start by introducing some notations.
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Let D be a simply connected domain and let C8c pDq be the space of smooth functions that are
compactly supported in D (the space of so-called test functions). We equip it with the topology
such that φn Ñ 0 if and only if there is some M Ť D containing the supports of all the φn, and
all the derivatives of φn converge uniformly to 0. (Here and in the rest of the paper, the notation
M Ť D means that the closure of M is compact and contained in the open set D.) For any two
test functions φ1, φ2, we define
pφ1, φ2q :“
ż
φ1pzqφ2pzqdz,
and for any test function φ we call pφ, 1q the mass of φ.
In order to avoid discussing random variables taking values in the space of distributions in D we
take the simpler and more general point of view that we have a stochastic process hD “ phDφ qφPC8c pDq
indexed by test functions and which is linear in φ: that is, for any λ, µ P R and φ, φ1 P C8c pDq,
hDλφ`µφ1 “ λhDφ ` µhDφ1 ,
almost surely. We then write, with an abuse of notation, phD, φq “ hDφ for φ P C8c pDq. We call
ΓD the law of the stochastic process phDφ qφPC8c pDq. Thus ΓD is a probability distribution on RC
8
c pDq
equipped with the product topology; by Kolmogorov’s extension theorem ΓD is characterised by
its consistent finite-dimensional distributions, i.e., by the joint law of phD, φ1q, . . . , phD, φkq for any
k ě 1 and any φ1, . . . , φk P C8c pDq.
Suppose that Γ :“ tΓDuDĂC is a collection of such measures, where D Ă C ranges over all
simply connected proper domains and ΓD is as above for each simply connected proper domain D.
We will always denote by D the unit disc of the complex plane. We now state our assumptions:
Assumptions 1.1. Let D Ă C be a proper simply connected open domain, and let hD be a sample
from ΓD. We assume the following:
(i) (Moments, stochastic continuity.) For every φ P C8c pDq,
ErphD, φqs “ 0 and ErphD, φq4s ă 8.
Moreover, there exists a continuous bilinear form KD2 on C
8
c pDq ˆ C8c pDq such that
ErphD, φqphD, φ1qs “ KD2 pφ, φ1q, φ, φ1 P C8c pDq.
(ii) (Dirichlet boundary conditions) Suppose that pfnqně1 is a sequence of nonnegative, radi-
ally symmetric functions in C8c pDq, with uniformly bounded mass and such that for everyM Ť
D, Supportpfnq XM “ H for all large enough n. Then we have VarpphD, fnqq Ñ 0 as nÑ8.
(iii) (Conformal invariance.) Let f : D Ñ D1 be a bijective conformal map. Then ΓD “ ΓD1 ˝f,
where ΓD1 ˝ f is the law of the stochastic process phD1 , |pf´1q1|2pφ ˝ f´1qqφPC8c pDq.
(iv) (Domain Markov property). Suppose D1 Ă D is a simply connected Jordan domain. Then
we can decompose hD “ hD1D ` ϕD1D where:
• hD1D is independent of ϕD
1
D ;
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• pϕD1D , φqφPC8c pDq is a stochastic process indexed by C8c pDq that is a.s. linear in φ and such
that pϕD1D , φqφPC8c pD1q a.s. corresponds to integrating against a harmonic function in D1;
• pphD1D , φqqφPC8c pDq is a stochastic process indexed by C8c pDq, such that phD
1
D , φqφPC8c pD1q
has law ΓD1 and phD1D , φq “ 0 a.s. for any φ with Supportpφq Ă DzD1.
Remark 1.2. Note that in the domain Markov property, we have (by linearity) that if D1 Ă D is
simply connected, and φ1 “ φ2 on D1, then phD1D , φ1q “ phD1D , φ2q almost surely.
When we discuss the domain Markov property later in the paper, we will often simply say that
“ϕD
1
D is harmonic in D
1 , hD1D is 0 in DzD1 and hD1D pdq“ hD1 in D1 ”.
These statements should be interpreted as described rigorously in Assumptions 1.1.
Remark 1.3. The finite fourth moment condition implies, in particular, that there exists a quadri-
linear form KD4 on pC8c pDqqb4 such that for every φ1, ¨ ¨ ¨ , φ4 P C8c pDq,
ErphD, φ1qphD, φ2qphD, φ3qphD, φ4qs “ KD4 pφ1, φ2, φ3, φ4q.
Lemma 1.4. The assumption of zero boundary conditions implies that the domain Markov decom-
position from (iv) is unique.
Proof. Suppose that we have two such decompositions:
hD “ hD1D ` ϕD1D “ h˜D1D ` ϕ˜D1D . (1.1)
Suppose that we have two such decompositions:
hD “ hD1D ` ϕD1D “ h˜D1D ` ϕ˜D1D . (1.2)
Pick any z P D1 and let F : D1 Ñ D be a conformal map that sends z to 0. Further, let pfnqně1
be a sequence of nonnegative radially symmetric, mass one functions in C8c pDq, that are eventually
supported outside any K Ť D, and set gn :“ |F 1|2pfn ˝ F q for each n. Then the assumption
of Dirichlet boundary conditions plus conformal invariance implies that phD1D ´ h˜D1D , gnq Ñ 0 in
probability as nÑ8. In turn, by (1.2), this means that pϕD1D ´ ϕ˜D1D , gnq Ñ 0 in probability.
However, since pϕD1D ´ ϕ˜D1D q restricted to D1 is a.s. equal to a harmonic function, and since the
fn’s are radially symmetric with mass one, we have
pϕD1D ´ ϕ˜D1D , gnq “ ppϕD1D ´ ϕ˜D1D q ˝ F´1, fnq “ pϕD1D ´ ϕ˜D1D q ˝ F´1p0q “ ϕD1D pzq ´ ϕ˜D1D pzq
for every n. This implies that for each fixed z P D1, ϕD1D pzq “ ϕ˜D1D pzq a.s. Applying this to a
countable dense subset of z P D1, together with the fact that hD “ ϕD1D “ ϕ˜D1D a.s. outside of D1,
see Remark 1.2, then implies that ϕD1D and ϕ˜
D1
D are a.s. equal as stochastic processes indexed by
C8c pDq.
Definition 1.5. A mean zero Gaussian free field hGFF “ hDGFF with zero boundary conditions is a
stochastic process indexed by test functions phGFF, ϕqϕPC8c pDq such that:
• hGFF is a centered Gaussian field; for any n ě 1 and any set of test functions φ1, ¨ ¨ ¨ , φn P
C8c pDq, pphGFF, φ1q, ¨ ¨ ¨ , phGFF, φnqq is a Gaussian random vector with mean 0;
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• for any two test functions φ1, φ2 P C8c pDq,
ErphGFF, φ1q, phGFF, φ2qs “
ż
D
GDpz, wqφ1pzqφ2pwqdzdw
where GD is the Green’s function with Dirichlet boundary conditions on D.
It is well known and easy to check (see e.g. [4]) that Assumptions 1.1 are satisfied for the col-
lection of laws tΓDGFF;D Ă Cu obtained by considering the GFF, hDGFF, in proper simply connected
domains. More generally any multiple of the GFF αhDGFF (with α P R) will verify these assumptions.
(In fact, the boundary conditions satisfied by the GFF are much stronger than what we assume: it
is not just the average value of the GFF on the unit circle which is zero, but, e.g., the average value
on any open arc of the unit circle.) The main result of this paper is the following converse:
Theorem 1.6. Suppose the collection of laws tΓDuDĂC satisfy Assumptions 1.1 and let hD be a
sample from ΓD. Then there exists α P R such that hD “ αhDGFF in law, as stochastic processes.
Remark 1.7. Given the close relationship between the GFF and SLE, it is natural to wonder if the
characterisation Theorem 1.6 could be deduced from Schramm’s celebrated characterisation (and
discovery) of SLE curves [34]. Perhaps if one is also given an appropriately defined notion of local
sets in addition to the field (see [36, 3]), one could identify these local sets as SLE type curves with
some unknown parameter. However, even this would not be sufficient to identify the field as the
GFF. Indeed, note that the CLEκ nesting fields ([28]) provide examples of conformally invariant
random fields coupled with SLE-type local sets, yet are only believed to be Gaussian in the case
κ “ 4.
1.2 Role of our assumptions
We take a moment to discuss the role of our assumptions. The fundamental assumptions of Theorem
1.6 are (ii), (iii) and (iv) which cannot be dispensed with. To see that they are necessary, the reader
might consider the following two examples:
• The magnetisation field in the critical Ising model ([8, 9]);
• The CLEκ nesting field ([28]).
In both these examples, conformal invariance (or at least conformal covariance) and even a form
of domain Markov property (but not exactly the one formulated here) hold; yet neither of these
are the GFF (except in the second case when κ “ 4). These two examples are the kind of possible
counterexamples to keep in mind when considering Theorem 1.6 or possible variants.
The role of Assumption (i) however is more technical and is instead the result of a choice and/or
limitations of our proof.
We do not know whether a fourth moment assumption is necessary. Our use of this assumption
is to rule out by Kolmogorov estimates the possibility of Poissonian-type jumps. To explain the
problem, the reader might think of the following rough analogy: if a centered process has indepen-
dent and stationary increments, it does not follow that it is Brownian motion even if it has finite
second moment; for instance, pNt ´ tqtě0, where Nt is a standard Poisson process satisfies these
assumptions. See the section on open problems for more discussion.
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Regarding the assumption of stochastic continuity, we point out that pφ, φ1q ÞÑ Kpφ, φ1q “
ErphD, φqphD, φ1qs is clearly a bilinear map. So the assumption we make is simply that this map
is jointly continuous. Another way to rephrase this assumption is to say that ϕ ÞÑ phD, ϕq is
continuous in L2pPq (referred to as stochastic continuity by some authors), which seems quite
basic.
1.3 The one-dimensional case
In one-dimension, the zero boundary GFF reduces to a Brownian bridge (see e.g. Sheffield [37]).
However, even in this classical setup it seems that a characterisation of the Brownian bridge along
the lines we have proposed in Theorem 1.6 was not known. Of course we need to pay some attention
to the assumptions here, since it is not the case that a GFF is scale-invariant in dimension d ‰ 2.
Instead, the Brownian bridge enjoys Brownian scaling.
Let I be the space of all closed, bounded intervals of R and assume that for each I P I we have a
stochastic process XI “ pXIptqqtPI indexed by the points of I. We let µI be the law of the stochastic
process pXIptqqtPI , so that µI is a probability distribution on RI equipped with the product topology.
Similarly to the two-dimensional case, by Kolmogorov’s extension theorem, µI is characterised by
its consistent finite-dimensional distributions, i.e., by the joint law of XIpt1q, . . . , XIptkq for any
k ě 1 and any t1, ¨ ¨ ¨ , tk P I.
Assumptions 1.8. We make the following assumptions.
(i) (Tails) For each I and t P I, Erlog` |XIptq|s ă 8.
(ii) (Stochastic continuity) For each I the process pXIptqqtPI is stochastically continuous: that
is, limsÑt Pp|XIptq ´XIpsq| ą εq “ 0 for every ε ą 0.
(iii) (Zero boundary condition.) For each interval I “ ra, bs, XIpaq “ XIpbq “ 0.
(iv) (Domain Markov property.) For each I 1 “ ra, bs Ă I, conditioned on pXIptqqtPIzI 1 , the law
of pXIpsqqsPI 1 is the same as
Lpsq ` X˜I 1psq ; s P I 1
where Lpsq is a linear function interpolating between XIpaq and XIpbq and X˜I 1 is an indepen-
dent copy of XI 1 .
(v) (Translation invariance and scaling.) For any a P R, c ą 0
pXI´apt´ aqqtPI pdq“ pXIptqqtPI
and
p 1?
c
XcIpctqqtPI pdq“ pXIptqqtPI .
Our result in this case is as follows:
Theorem 1.9. Subject to Assumptions 1.8, a sample XI has the law of a multiple σ of a Brownian
bridge on the interval I, from zero to zero.
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Interestingly, the proof in this case is substantially different from the planar case, and relies
on stochastic calculus arguments. The definition in Assumption 1.8 is reminiscent of the classical
notion of harness in one dimension: roughly speaking, a square integrable continuous process such
that conditionally on the process outside of any interval, the process inside has an expectation
which is the linear interpolation of the data outside. If such a process is defined on the entire
nonnegative halfline, then Williams [39] proved that a harness is a multiple of Brownian motion
plus drift; see Mansuy and Yor [25] for a survey and extensions. Theorem 1.9 may therefore be
seen as a generalisation of Williams’ result to the case where the underlying domain is bounded,
without assuming continuity and assuming only logarithmic tails (but assuming more in terms of
the domain Markov property). To our knowledge, this result has not been previously considered in
the literature.
1.4 Outline
We now summarise the structure of the proof of the main result (Theorem 1.6) and explain the
organisation of the paper.
Our first goal is to make sense of circle averages of the field, which exist as a result of the
domain Markov property, conformal invariance and zero boundary condition (Section 2.1). These
circle averages can then fairly easily be seen to give rise to a two-point function K˜2pz1, z2q (Section
2.2). Intuitively, the bilinear form K2 in the assumption is simply the integral operator associated
with this two-point function, but we do not need to establish this immediately (instead, it will
follow from some estimates obtained later; see Lemma 2.18). In Section 2.5 we establish a priori
logarithmic bounds on the two-point (and four-point) functions which are needed to control errors
later on. The Markov property and conformal invariance are easily seen to imply that the two
point function is harmonic off the diagonal (Section 2.4). This point of view culminates in Section
2.6, where it is shown that the two point function is necessarily a multiple of the Green’s function.
(Intuitively, we rely on the fact that the Green’s function is characterised by harmonicity and
logarithmic divergence on the diagonal, though our proof exploits an essentially equivalent but
slightly shorter route). At this point we still have not made use of our fourth moment assumption.
To conclude it remains to show that the field is Gaussian in the sense that any test function
ph, ϕq is a centered Gaussian random variable. This is the subject of Section 3 and is the most
delicate and interesting part of the argument. The Gaussianity comes from an application of Lévy’s
characterisation of Brownian motion, or more precisely, from the Dubins–Schwarz theorem. For
this we need a certain process to be a continuous martingale, and it is only here that our fourth
moment assumption is required: we use it in combination with a Kolmogorov continuity criterion
and a deformation argument exploiting the form of a well-chosen family of conformal maps to prove
continuity. The arguments are combined in Section 4 to conclude the proof of Theorem 1.6. Finally,
the last section (Section 5) gives a proof in the one-dimensional case (Theorem 1.9) using stochastic
calculus techniques. The paper concludes with a discussion of open problems in Section 6.
Acknowledgements: We would like to thank Omer Angel, Juhan Aru, Chris Burdzy, Benoit
Laslier, Soumik Pal and Steffen Rohde for several useful discussions. We thank Scott Sheffield
for very useful comments on a preliminary draft and correcting a small mistake. NB is especially
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2 Two-point and four-point functions
To begin with, we make sense of circle averages of our field. These will play a key role in the proof
of Theorem 1.6, as we will be able to identify the law of the circle average process around a point
with a one-dimensional Brownian motion.
In fact, we will define something more general. Let γ be the boundary of a Jordan domain
D1 Ď D. We will, given z P D1, define the harmonic average (as seen from z) of h on γ and will
denote this average by phD, ργz q. Note that since h can only be tested a priori against smooth
functions, and therefore not necessarily against the harmonic measure on γ, this is a slight abuse of
notation. We will define the average in two equivalent ways: through an approximation procedure,
and using the domain Markov property of the field.
2.1 Circle average
Let D be a simply connected domain such that D Ď D where D is the unit disc. We will first try
to define phD, ρBD0 q as described above. To this end, let ψ˜δ0 be a smooth radially symmetric function
taking values in r0, 1s, that is equal to 1 on A :“ tz : 1 ´ δ ď |z| ď 1 ´ δ{2u and is equal to 0
outside of the δ{10 neighbourhood of the annulus A. Let ψδ0 “ ψ˜δ0{
ş
ψ˜δ0. Then for all δ P r0, 1s,
since ψδ0 P C8c pDq, the quantity phD, ψδ0q is well defined. We will take a limit as δ Ñ 0 to define the
circle average (the precise definition of ψδ0 does not matter, as will become clear from the proof).
Lemma 2.1.
lim
δÑ0ph
D, ψδ0q “: phD, ρBD0 q
exists in probability and in L2pPq. Moreover,
phD, ρBD0 q “ ϕDDp0q
where hD “ hDD ` ϕDD is the domain Markov decomposition of hD in D described in Assumptions
1.1.
Proof. We write phD, ψδ0q “ phDD, ψδ0q ` pϕDD, ψδ0q using the domain Markov decomposition. Note
that because ψδ0 is radially symmetric with mass 1, and is supported strictly inside D for each δ, by
harmonicity pϕDD, ψδ0q must be constant and equal to ϕDDp0q. Thus, we need only show that
lim
δÑ0 Varpph
D
D, ψ
δ
0qq “ 0.
However this follows from the fact that hDD
pdq“ hD has zero boundary conditions (see the definition
in Assumptions 1.1), since for any M Ť D, ψδ0 is supported outside of M for small enough δ and is
radially symmetric. Note that the rate of convergence of the variance to 0 is uniform in the choice
of domain D.
Remark 2.2. We could have simply defined phD, ρBD0 q :“ ϕDDp0q as above. The reason we use the
definition in terms of limits is so that later we are able to estimate its moments.
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2.2 Harmonic average
Now, let D1 Ă D be a Jordan domain bounded by a curve γ. Given z P D1, also let f : D1 Ñ D be
the unique conformal map sending z ÞÑ 0 and with f 1pzq ą 0. We define
ψˆδz :“ |f 1|2 pψδ0 ˝ fq
and then set
phD, ργz q :“ lim
δÑ0ph
D, ψˆδzq
which we know exists in L2 and in probability by the same argument as in the proof of Lemma 2.1
(note that by conformal invariance, phD1D , ψˆδzq is equal to phD, ψδ0q in law if hD “ hD1D ` ϕD1D is the
domain Markov decomposition of hD in D1). Again, we could have simply defined the harmonic
average to be equal to ϕD1D pzq.
It is clear that the harmonic average is always a random variable with mean 0. We record here
another useful property:
Lemma 2.3. Suppose D2 Ă D1 Ă D are Jordan domains and z P D2. Then
ErphD, ρBD2z q2s ě ErphD, ρBD1z q2s and ErphD, ρBD2z q4s ě ErphD, ρBD1z q4s.
Proof. Let hD “ hD1D ` ϕD1D according to the domain Markov decomposition of hD in D1. Then we
have that phD, ρBD1z q “ ϕD1D pzq. We can also decompose hD1D inside D2 as hD1D “ hD2D1 ` ϕD2D1 , which
means (by uniqueness of the decomposition) that phD, ρBD2z q “ ϕD1D pzq ` ϕD2D1 pzq. By independence
of ϕD1D pzq and ϕD2D1 pzq, and the fact that the harmonic average has mean 0, the result follows.
Later on in the proof we will also use some alternative approximations to phD, ργz q, as different
approximations will be useful in different contexts.
2.3 Circle average field
Now consider a general simply connected domain D. By the above construction, we can define
hDε pzq :“ phD, ρBBzpεqz q “ ϕBzpεqD pzq
for all z P D and all ε small enough, depending on z. We call this the circle average field. It will
be important to know that this is a good approximation to our field when ε is small. To show this,
we will first need the following lemma.
Lemma 2.4. For z1 ‰ z2 distinct points in D,
K˜D2 pz1, z2q :“ lim
εÑ0Erh
D
ε pz1qhDε pz2qs
exists. Moreover, for any D1, D2 Ă D Jordan subdomains such that D1XD2 “ H and z1 P D1, z2 P
D2, we have
K˜D2 pz1, z2q “ ErϕD1D pz1qϕD2D pz2qs
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Proof. Let D1, D2 be as above and write, by the domain Markov property,
hD “ hD1D ` ϕD1D and hD “ hD2D ` ϕD2D ,
so that for ϕ “ ϕD1D ´ hD2D “ ϕD2D ´ hD1D we have
hD “ hD1D ` hD2D ` ϕ. (2.1)
By definition of the domain Markov property, we can see that pϕ, φqφPC8c pDq is a stochastic process
that a.s. corresponds to a harmonic function when restricted to φ in C8c pD1q or C8c pD2q: in fact,
we have that ϕ “ ϕD1D in D1 and ϕ “ ϕD2D in D2. Note that hD2D is measurable with respect to ϕD1D
by Remark 1.2 (and conversely with the indices 1 and 2 switched), so the three terms in (2.1) are
pairwise independent.
Now let ε ă mint|z1 ´ z2|{2, dpz1, BDq, dpz2, BDqu. Choosing D Ą D1 Ą Bεpz1q and D Ą D2 Ą
Bεpz2q, this means (also using uniqueness of the domain Markov decomposition) that ϕBεpziqD “ ϕ`ϕi
for i “ 1, 2 where ϕ,ϕ1, ϕ2 are pairwise independent and centered (indeed, ϕ1, ϕ2 are measurable
with respect to hD1D , h
D2
D respectively). This implies that
ErhDε pz1qhDε pz2qs “ Erpϕ` ϕ1qpz1qpϕ` ϕ2qpz2qs “ Erϕpz1qϕpz2qs “ ErϕD1D pz1qϕD2D pz2qs.
Hence the limit as εÑ 0 exists, and we also see that it is equal to ErϕD1D pz1qϕD2D pz2qs for any D1, D2
as in the statement of the Lemma.
Similarly, we have the following:
Lemma 2.5. For z1, z2, z3, z4 be pairwise distinct points in D. Then
K˜D4 pz1, z2, z3, z4q :“ lim
εÑ0Erh
D
ε pz1qhDε pz2qhDε pz3qhDε pz4qs
exists. Moreover, for any D1, D2, D3, D4 Ă D Jordan subdomains such that DiXDj “ H for every
1 ď i ‰ j ď 4 and zi P Di for 1 ď i ď 4, we have
K˜D4 pz1, z2, z3, z4q “ ErϕD1D pz1qϕD2D pz2qϕD3D pz3qϕD4D pz4qs
It will also be convenient in what follows to have an alternative, “hands-on” way of approximating
K˜D2 and K˜D4 , which corresponds to directy testing the field against smooth test functions (rather
than using the slightly abstract notion of circle averages).
Definition 2.6 (Mollified field). Let φ be a smooth radially symmetric function, supported in the
unit disc, and with total mass 1. Let φzεp¨q “ ε´2φp |¨´z|ε q so that φzε is smooth, radially symmetric,
has mass 1, and is supported in Bzpεq. Define h˜Dε pzq :“ phD, φzεq. Then by the domain Markov
property again, we see that we can equivalently write
K˜D2 pz1, z2q “ lim
εÑ0Erh˜
D
ε pz1qh˜Dε pz2qs
and
K˜D4 pz1, z2, z3, z4q “ lim
εÑ0Erh˜
D
ε pz1qh˜Dε pz2qh˜Dε pz3qh˜Dε pz4qs.
Note that here we do not have h˜Dε pzq “ ϕBzpεqD pzq for every ε (because φzε has support in-
side Bzpεq), but we still have for small enough ε (depending on z1, z2) that Erh˜Dε pz1qh˜Dε pz2qs “
K˜D2 pz1, z2q.
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2.4 Properties of the two point kernel
We can now prove some of the important properties of our two point kernel K˜D2 . Namely:
Proposition 2.7 (Harmonicity). For any x P D, K˜D2 px, yq, viewed as a function of y, is harmonic
in Dztxu.
Proposition 2.8 (Conformal invariance). Let f : D Ñ fpDq be a conformal map. Then for any
distinct x ‰ y in D
K˜D2 px, yq “ K˜fpDq2 pfpxq, fpyqq.
Proof of Proposition 2.7. This is a direct consequence of the following Lemma (Lemma 2.9) and
[16, §2.2, Theorem 3].
Lemma 2.9. Fix x P D. Then K˜D2 px, ¨q P C2pDztxuq. Moreover, for any η ą 0 and y P D such
that |x´ y| ^ dpy, BDq ą η:
K˜D2 px, yq “ 1|BBypηq|
ż
BBypηq
K˜D2 px,wq dw. (2.2)
Proof. In fact, the first regularity statement follows from (2.2). Indeed, take y P Dztxu, pick
η ă |x´ y|^dpy, BDq, and also take a smooth radially symmetric function φ that has mass 1 and is
supported on B0pη{2q. Set fpzq “
ş
D K˜
D
2 px,wqφpz ´ wqdw. Then f P C8pUq where U “ Bypη{2q.
Moreover, fpzq “ K˜D2 px, zq for z P U by (2.2). This implies that f is twice continuously differentiable
at y.
Thus, we only need to prove (2.2). However, this follows almost immediately from the definition
of K˜D2 . Take η and y as in the statement, and pick ε ą 0, η1 ą η such that Bxpεq and Bypη1q lie
entirely in D and are disjoint.
Then by Lemma 2.4 we have
K˜D2 px, yq “ ErϕBxpεqD pxqϕBypη
1q
D pyqs and K˜D2 px,wq “ ErϕBxpεqD pxqϕBypη
1q
D pwqs @w P BBypηq.
This allows us to conclude, sinceż
BBypηq
K˜D2 px,wqdw “
ż
BBypηq
ErϕBxpεqD pxqϕBypη
1q
D pwqs dw “ ErϕBxpεqD pxq
ż
BBypηq
ϕ
Bypη1q
D pwq dws
which by harmonicity of ϕ in Bypη1q is equal to |BBypηq| times
rϕBxpεqD pxqϕBypη
1q
D pyqs “ K˜D2 px, yq.
Proof of Proposition 2.8. Let Dx Q x, Dy Q y be two Jordan subdomains of D such that DxXDy “
H. Then we have
K˜
fpDq
2 pfpxq, fpyqq “ ErϕfpDxqfpDq pfpxqqϕfpDyqfpDq pfpyqqs “ ErϕDxD pxqϕDyD pyqs “ K˜D2 px, yq
where we have used Lemma 2.4 in the first and final equalities, and conformal invariance of hD in
the second.
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2.5 Estimates on two- and four-point functions
Before we can proceed to identify the two-point function as the Green’s function, we need to derive
some bounds on K˜D2 and K˜D4 . For any set of pairwise distinct points z1, . . . , zk P D, we define
Rpzi; z1, . . . , zkq :“ minj‰i|zi ´ zj | ^Rpzi, Dq{10 (2.3)
where Rpz,Dq is the conformal radius of z in the domain D. We also set
l2pz, wq2 :“ log
ˆ
Rpz,Dq
Rpz; z, wq
˙
log
ˆ
Rpw,Dq
Rpw; z, wq
˙
l4pz1, . . . , z4q4 :“
4ź
i“1
„
log2
ˆ
Rpzi, Dq
Rpzi; z1, . . . , z4q
˙
` log
ˆ
Rpzi, Dq
Rpzi; z1, . . . , z4q
˙
.
The following logarithmic bounds are the main results of this section. We will use these repeatedly in
the sequel, in order to justify the use of Fubini’s theorem and the dominated convergence theorem.
We will also use the four-point function bound in Section 3 to prove the estimate described in
Proposition 3.2, which is essential to showing Gaussianity of the process.
Proposition 2.10. Fix D and let z1, ¨ ¨ ¨ , z4 P D. Then there exists some universal constant C ą 0
such that for ε with Bzipεq Ă D for all i:
E
« ź
i“1,2
h˜Dε pziq
ff
ď C`l2pz1, z2q˘1{2 and E« ź
1ďiď4
h˜Dε pziq
ff
ď C`l4pz1, z2, z3, z4q˘1{4. (2.4)
In particular, using Definition 2.6, we see that
K˜D2 pz, wq2 ď Cl2pz1, z2q and K˜D4 pz1, . . . , z4q4 ď Cl4pz1, z2, z3, z4q.
Remark 2.11. Using the fact that Rpzi; z1, ¨ ¨ ¨ , z4q{Rpzi, Dq ď 1{10 for all i ď 4, the AM-GM
inequality and Koebe’s quarter theorem, we see that we can also write
|K˜D4 pz1, ¨ ¨ ¨ , z4q| ď C
ÿ
i‰j
ˆ
log2
ˆ |zi ´ zj |
4 diampDq
˙
_ log2p10q
˙
.
This alternative formulation will be useful in Section 3.
We first prove an intermediate lemma. Let φ, pφzrqrą0,zPD : C Ñ R be as in Definition 2.6 and
ph˜Dr pzqqrą0,zPD be the mollified field. Then we have the following:
Lemma 2.12. Fix D Ă C. There exists C ą 0 universal such that for all z, r with r ď Rpz,Dq{10,
Varph˜Dr pzqq ď C logpRpz,Dq{rq.
Also,
Erph˜Dr pzqq4s ď Cplog2pRpz,Dq{rq ` logpRpz,Dq{rqq
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DB0 = Bz(r)
BN ∼ Bz(R(z,D)5 )
Figure 1: The sets pBkq0ďkďN (the dotted circles represent the boundaries of
pBkq1ďkďN´1) and BN`1 “ D.
Proof. Let N “ tlog2pRpz,Dq{5rqu and set Bk “ Bzp2krq for k ď N ; BN`1 “ D. By the domain
Markov property, we can write
hD “ hBND ` ϕBND (2.5)
where ϕBND is harmonic in BN and h
BN
D is independent of ϕ
BN
D and is 0 outside BN . Iterating this
decomposition, we get
hD “ h˜`
Nÿ
k“0
ϕk
where:
• the ϕk’s are independent and ϕk is harmonic in Bk;
• h˜ is an independent copy of hB0 and is 0 outside of B0 “ Bzprq.
Recall that φzr is radially symmetric (about r) and has mass 1, so that
pϕk, φzrq “ ϕkpzq (2.6)
for every 0 ď k ď N . Note that by scale and translation invariance we have ph˜, φrzq pdq“ phD, φq, and
therefore ph˜, φzrq has finite variance (by Assumptions 1.1) that is independent of r and z. Also note
that since ϕk is equal (in law) to the harmonic part in the decomposition hBk`1 “ hBkBk`1 ` ϕBkBk`1 ,
we have by conformal invariance and the domain Markov property that
tϕkp2k`1rw ` zq : w P B0p1{2qu pdq“ tϕB0p1{2qD pwq : w P B0p1{2qu
for 0 ď k ď N ´ 1. Combining this information and (2.6), we finally obtain that
Varph˜Dr pzqq “ VarphD, φzrq “ VarphD, φq `N VarpϕB0p1{2qD p0qq `VarpϕBND pzqq.
This completes the proof using our finite variance assumption. Note that VarpϕBND pzqq can be
bounded above by something which does not depend on either z or D. Indeed, by the Koebe quarter
theorem, we can conformally map D to D, with z ÞÑ 0 and BN ÞÑ DN , for some DN Ă D such that
dp0, BDN q ě 1{40. Then by conformal invariance and Lemma 2.3, VarpϕBND pzqq “ VarpϕDND p0qq ď
VarpϕB0p1{40qD p0qq.
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Using the same decomposition, (2.5) and (2.6), and the fact that every variable in the decom-
position has mean 0, we also obtain the fourth moment bound
Erh˜Dr pzq4s ď C 1pN2 `Nq
for some constant C 1 ą 0.
We now prove a corollary which gives the same bound for the variance of the field convolved
with a mollifier at a point that is near the boundary.
Corollary 2.13. There exists a constant c ą 0 such that for any point z with Rpz,Dq{10 ă r ă
dpz, BDq,
Varph˜Dr pzqq ď c.
Proof. We can find a domain D1 containing D such that 10r ď Rpz,D1q ď 11r. Also we can write
hD
1 “ hD1D ` ϕD1D
for hD1D
pdq“ hD and ϕD1D independent and harmonic inside D. We know from Lemma 2.12 that
VarphD1 , φzrq ď c. Since adding ϕD1D only increases the variance, the proof is complete.
We now extend this to the full covariance structure of the mollified field to prove Proposition
2.10.
Proof of Proposition 2.10. We first prove (2.4) in the case of two points z1 ‰ z2. Observe that by
the domain Markov property, as in the proof of Proposition 4.1, if ε0 :“ |z1´z2|{10^Rpz1, Dq{10^
Rpz2, Dq{10 then for all ε ă ε0 we have that Erh˜Dε pz1qh˜Dε pz2qs “ Erh˜Dε0pz1qh˜Dε0pz2qs. Thus we need
only prove the inequality for ε0 ď ε ă dpz, BDq. However, this follows simply by applying Cauchy–
Schwarz and using Lemma 2.12 and/or Corollary 2.13 as necessary (depending on whether ε0 is less
than or greater than Rpz1, Dq{10 and Rpz2, Dq{10). The case of four points follows in the same
manner.
2.6 Identifying the two point function
In this section we prove that for z1, z2 distinct
K˜D2 pz1, z2q :“ lim
εÑ0Erh
D
ε pz1qhDε pz2qs “ aGDpz1, z2q (2.7)
for some a ą 0, where GD is the Green’s function on D with Dirichlet boundary conditions.
We first need a technical lemma, namely, an exact expression for the variance of harmonic
averages, derived from the bounds of the previous section together with the properties of the two-
point kernel deduced in Section 2.4.
Lemma 2.14. Let γ be the boundary of a Jordan domain D1 Ă D, such that γ X BD “ H. Let
z P D1. Then
ErphD, ργz q2s “
ż
D
K˜D2 pw, zqργz pdwq
where ργz is the harmonic measure seen from z on γ.
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Note that although the statement of this lemma may seem obvious, recall from Section 2.2 that
the notation for the harmonic average phD, ργz q is an abuse of notation (the way we define it does
not a priori have anything to do with integrating against harmonic measure).
Proof. Let ϕ : D1 Ñ D be the unique conformal map with ϕpzq “ 0 and ϕ1pzq ą 0. Then by
definition of the harmonic average,
ErphD, ργz q2s “ lim
δ2Ñ0
lim
δ1Ñ0
ErphD, ψˆδ1z qphD, ψˆδ2z qs “ lim
δ2Ñ0
lim
δ1Ñ0
ĳ
D2
K˜D2 px, yqψˆδ1z pxqψˆδ2z pyq dxdy
“ lim
δ2Ñ0
lim
δ1Ñ0
ĳ
D2
K˜D2 pϕ´1pxq, ϕ´1pyqqψδ10 pxqψδ20 pyq dxdy,
where the last equality follows by definition of ψˆδz and the harmonic average. Recall that ψδ0 is
defined by normalising a smooth radially symmetric function from D to r0, 1s, that is equal to 1 on
tz : 1´ δ ď |z| ď 1´ δ{2u and 0 on the δ{10 neighbourhood of this annulus, to have total mass 1.
We define
K˜D2 pϕ´1pxq, ϕ´1pyqq “: fpx, yq.
Observe that for every x P D, by analyticity of ϕ and Proposition 2.7, fpx, yq viewed as a function
of y is harmonic in Dztxu. We also have the bound
fpx, yq ď C log |ϕ´1pxq ´ ϕ´1pyq|
for every x ‰ y and some C “ CpDq by Proposition 2.10. The dependence on the domain here
comes from the bounded conformal radius term in (2.3). Now fix δ2 ą 0 and take δ1 ă 411δ2, so that
the support of ψδ10 lies entirely outside of B0p1´ 4δ2{10q Ą supppψδ20 q. Pick x P supppψδ10 q. Then it
follows from harmonicity of fpx, yq in B0p1´ 4δ2{10q thatż
D
fpx, yqψδ20 pyq dy “ fpx, 0q. (2.8)
Now, (2.8) tells us that (since the above expression does not depend on δ2)
ErphD, ργz q2s “ lim
δ1Ñ0
ż
D
fpx, 0qψδ10 pxq dx.
Furthermore, Proposition 2.7 together with the fact that γ lies strictly within D, implies that
fpx, 0q extends to a continuous function on x P BD. This means that the right hand side is equal toş
D fpx, 0q ρBD0 pdxq, which is equal to
ş
D K˜
D
2 pw, zqργz pdwq by a change of variables.
Remark 2.15. As a direct consequence of the above proof we see that if ε ă 1 then
ErphDε p0qq2s “
ż
D
K˜D2 p0, yqρBB0pεq0 pdyq.
We are now ready to prove (2.7): we start with the case x “ 0 and D “ D.
Lemma 2.16. There exists a ą 0 such that K˜D2 p0, yq “ ´a log |y| for all y P Dzt0u.
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Proof. First, we prove that there exists an a ą 0 such that fprq :“ ErhDr p0q2s is equal to ´a logprq
for all r P r0, 1s. To see this, note that by the domain Markov property and conformal invariance we
have fprsq “ fprq ` fpsq for all r, s ă 1. Moreover, f is continuous (by Remark 2.15 and Lemma
2.7) and decreasing (by Lemma 2.3), with fp1q “ 0. This proves the claim.
With this in hand, by Remark 2.15 we can write
´a log |y| “ ErphD|y|p0qq2s “
ż
D
K˜D2 p0, wqρBB0p|y|q0 pdwq,
where by conformal invariance (in particular, rotational invariance) K˜D2 p0, wq must be constant and
equal to K˜D2 p0, |y|q on BB0p|y|q. Since ρBB0p|y|q0 p¨q has total mass 1 we obtain the result.
In particular, combining this with conformal invariance (Proposition 2.8) and Lemma 2.18, we
obtain:
Corollary 2.17. K˜D2 “ aGD, where GD is the Green’s function with zero boundary conditions and
a ě 0 is some constant.
2.7 The circle average approximates the field
We conclude this section by showing that, in fact, the covariance kernel KD2 defined in Assumptions
1.1 (which we recall is a bilinear form on C8c pDq ˆ C8c pDq) corresponds to integrating against the
two-point function K˜D2 . Thus, due to Corollary 2.17, we can say that our field has “covariance
given by a multiple of the Green’s function”. In particular, there exists a ą 0 such that for any test
function φ P C8c pDq,
VarphD, φq “
ĳ
D2
aGDpx, yqφpxqφpyqdxdy. (2.9)
Lemma 2.18. For any ψ1, ψ2 P C8c pDq
KD2 pψ1, ψ2q “
ĳ
D2
K˜D2 px, yqψ1pxqψ2pyq dxdy.
In particular, if hDε is the circle average field and ψ P C8c pDq, then
VarpphDε , ψq ´ phD, ψqq Ñ 0
as εÑ 0.
We will need this last statement for the conclusion of the proof: see Section 4.
Proof. We have, by Proposition 2.10 and dominated convergence (for this we use that ψ1 and ψ2
are compactly supported, meaning that for some ε0 ą 0, Bxpε0q Ă D for all x P Supportpψ1q X
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Supportpψ2q),ĳ
D2
K˜D2 px, yqψ1pxqψ2pyq dxdy “
ĳ
D2
lim
εÑ0Erh˜
D
ε pxqh˜Dε pyqsψ1pxqψ2pyq dxdy
“ lim
εÑ0
ĳ
D2
Erh˜Dε pxqh˜Dε pyqsψ1pxqψ2pyq dxdy
“ lim
εÑ0
ĳ
D2
KD2 pψ1pxqφxε , ψ2pyqφyεq dxdy,
where the last line follows from definition of KD2 . Here KD2 pψ1pxqφxε , ψ2pyqφyεq means the value of
KD2 pf, gq where f : z ÞÑ φxε pzqψ1pxq and g : z ÞÑ φyεpzqψ1pyq are both in C8c pDq. Now we use the
fact that KD2 is a continuous bilinear form on C8c pDq ˆC8c pDq with the topology discussed in the
introduction. This means that if we fix y P D and consider the map f ÞÑ KD2 pf, φyεψ2pyqq, then
this is a continuous linear map on C8c pDq i.e. it is a distribution. Standard theory of distributions
(associativity of convolution, see for example [33, Theorem 6.30]), then tells us thatż
D
KD2 pφxεψ1pxq, φyεψ2pyqq dx “ KD2 pψ1 ˚ φε, φyεψ2pyqq (2.10)
where ψ1 ˚φεpzq “
ş
D ψ1pxqφzεpxq dx. Now applying the same argument in the y-variable gives that
the right hand side of (2.10) is equal to KD2 pψ1 ˚ φε, ψ2 ˚ φεq, and we have overall attained the
equality ĳ
D
K˜D2 px, yqψ1pxqψ2pyq dxdy “ lim
εÑ0K
D
2 pψ1 ˚ φε, ψ2 ˚ φεq. (2.11)
Finally, since ψi˚φε Ñ ψi in C8c pDq for each i as εÑ 0 [16, §5.3, Theorem 1], andKD2 is continuous,
we can deduce the result.
For the statement concerning the variance, we expand
VarpphDε , ψq ´ phD, ψqq “ ErphDε , ψq2s ` ErphD, ψq2s ´ 2ErphDε , ψqphD, ψqs
“
ĳ
KD2 pψpxqφxε , ψpyqφyεq dxdy `KD2 pψ,ψq ´ 2
ż
KD2 pψpxqφxε , ψq dx
“ KD2 pψ ˚ φε, ψ ˚ φεq `KD2 pψ,ψq ´ 2KD2 pψ ˚ φε, ψq
where the final equality follows by the same reasoning that led us to (2.11). Again, since ψ ˚φε Ñ ψ
in C8c pDq as εÑ 0, this allows us to conclude that the final expression converges to 0 as εÑ 0.
Similarly, we deduce the following:
Lemma 2.19. For any ψ1, ¨ ¨ ¨ , ψ4 P C8c pDq
KD4 pψ1, ψ2, ψ3, ψ4q “
ĳ
D4
K˜D4 px1, x2, x3, x4q
ź
1ďiď4
ψipxiq dxi.
Remark 2.20. Lemma 2.18 and Corollary 2.17 imply that Assumptions 1.1 (ii) (Dirichlet boundary
conditions) is satisfied by a much wider family of test functions fn: in particular the assumption
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that fn be rotationally symmetric in this assumption can be partly relaxed (however fn cannot be
completely arbitrary, i.e., it is not sufficient to assume that the support of fn leaves any compact
and that fn has bounded mass, as can be seen by considering fn to have unit mass within a ball of
radius 1{n at distance 1{n from the boundary).
3 Gaussianity of the circle average
In this section, we argue that from Assumptions 1.1, we can deduce that the circle average field
of hD is Gaussian. This is where we will need to use our finite fourth moment assumption. Let
phDε pzqqzPD be the circle average field. The key result we prove here is the following:
Proposition 3.1. Let z1, . . . , zk be k pairwise distinct points in D with dpzi, zjq ą 2ε for every
1 ď i ‰ j ď k and dpzi, BDq ą 2ε for 1 ď i ď k. Then the law of phDε pz1q, . . . , hDε pzkqq is that of a
multivariate Gaussian random variable.
3.1 Bounds for the 4 point kernel
Let z1, ¨ ¨ ¨ , z4 be pairwise distinct points in D “ D and let
Vi “ ty P D : |upyq ´ upziq|1 ă |upyq ´ upzjq|1 @j ‰ iu
for 1 ď i ď 4, where upxq “ x{|x| and | ¨ |1 is distance (with respect to arc length) on the unit circle.
In words, we divide the disc into four wedges each containing one of the four distinguished points.
By definition, the boundary between two adjacent wedges Vi and Vj is the ray emanating from the
origin which bissects the rays going through zi and zj .
V1
V3
V2
V4
0
z1
z2
z3
z4
Figure 2: The cells V1, ¨ ¨ ¨ , V4
We have (by definition of the harmonic average, and Lemma 2.5) the following expression for
the four point kernel:
K˜D4 pz1, z2, z3, z4q “ E
«
4ź
i“1
phD, ρBVizi q
ff
In the next section, we will require some bounds on these quantities when the zi’s are close to
the boundary of D. We can estimate them as follows:
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Proposition 3.2. Suppose that z1, ¨ ¨ ¨ , z4 are pairwise distinct points in C, each with modulus
between 1 ´ ε and 1. Then if Vj is as described above (with respect to z1, ¨ ¨ ¨ , z4) and aj “
mini‰jt|upzjq ´ upziq|1u is the isolation radius of upzjq in tupz1q, ¨ ¨ ¨ , upz4qu we have
ErphD, ρBVjzj q4s ď cp ε
4
a4j
^ 1q log4pajq
for some universal constant c.
We remark that the bound above is much improved compared to Proposition 2.10 if ε ! minjaj .
This is where the effect of the Dirichlet boundary condition assumption is manifested. Also the
choice of the Voronoi cell is not crucial, any partition of the domain separating the points would
work. This particular choice of cells is simply to make the calculations explicit.
Proof. First suppose that aj ą ε. By Lemma 2.3 and Cauchy–Schwarz, it is enough to consider the
wedge
Wa “ tz “ reiθ : ´a ă θ ă a , 0 ă r ă 1u
for every ε ď a ď pi{2 and prove that ErphD, ρBWaw q4s ď c ε4a4 log4paq when w :“ 1 ´ ε. To begin,
we describe how to approximate phD, ρBWaw q in a slightly different way. This is very similar to the
approximation used in Section 2.2 (we take some smooth approximations to the harmonic measure
on the boundary of a sequence of domains increasing to Wa from the inside) but is more explicit,
which will be an advantage here.
For δ ! ε, let
rδ1 :“ treipa´δq : δ ď r ď 1´ δu and rδ2 :“ treip´a`δq : δ ď r ď 1´ δu
and let W δa “ tδ ă |z| ă 1´ δ; argpzq P p´a` δ, a´ δqu. Let νˆδ be the harmonic measure seen from
w on the boundary of the domain W δa and let νδ be the same harmonic measure, but restricted to
the lines rδ1 and rδ2. Finally, let φ be a smooth radially symmetric function with mass 1, supported
on D, and denote φzδp¨q “ δ´2φp|z ´ ¨|{δq as usual. Set pδpzq “
ş
φzδ{10pxqνδpdxq. We claim the
following.
Claim:
(a) phD, pδq Ñ phD, ρBWaw q in L2pPq and in probability as δ Ñ 0.
(b) pδpzq is bounded above by some universal constant times δ´1 εa pi2pa´δqp |z|1´δ q
pi
2pa´δq´1.
Proof of claim. For (a), we first prove the same statement with pδ replaced by
pˆδpzq :“
ż
D
φzδ{10pxqνˆδpdxq.
To do this, we apply the Markov property in Wa, writing hD “ hWaD ` ϕWaD . First, we consider the
part with zero boundary conditions: by Corollary 2.17, we have that
ErphWaD , pˆδq2s “
ż
W 2a
GWapz, wqpˆδpzqpˆδpwqdzdw Ñ 0
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as δ Ñ 0 by standard properties of the Dirichlet Green’s function (note that pˆδ is simply a pertur-
bation of the harmonic measure on BWa).
Then we consider the harmonic part: we have
pϕWaD , pˆδq “ pϕWaD , φ0δ{10 ˚ νˆδq “ pϕWaD ˚ φ0δ{10, νˆδq “ pϕWaD , νˆδq “ ϕWaD pwq
for every δ, since φ is radially symmetric with mass 1, ϕWaD is harmonic, and νˆ is the harmonic
measure on W δa ĂWa meaning that ϕWaD is a true harmonic function on W δa . Combining these two
facts, it follows that phD, pˆδq converges to phD, ρBWaw q in L2pPq and in probability as δ Ñ 0. Now
to conclude (a), simply observe that VarphD, pδ ´ pˆδq converges to 0 as δ Ñ 0: again, this follows
from Corollary 2.17 and elementary properties of the Green’s function since pδ ´ pˆδ is supported on
an arbitrarily small neighbourhood of a fixed arc of the unit circle (and converges to the harmonic
measure on that arc seen from w).
We now move on to (b). For z P D we have
pδpzq ď sup
x
|φpxq| ˆ δ´2 νδpBzpδq X trδ1 Y rδ2uq “ sup
x
|φpxq| ˆ δ´2 νˆδpBzpδq X trδ1 Y rδ2uq
by definition. Consider the maps
ϕδ1 : z ÞÑ z
pi{p2pa´δqq
p1´ δqpi{p2pa´δqq , ϕ
δ
2 : z ÞÑ z
2 ` 2z ´ 1
2z ` 1´ z2 , ϕ
δ
3 : z ÞÑ z ´ p1´ ηq1´ p1´ ηqz
where p1´ ηq “ ϕδ2 ˝ϕδ1pwq. Then ϕδ1 maps W˜ δa to the half disc DXt<pzq ą 0u, W˜ δa “ t|z| ă 1´ δ :
argpzq P p´a` δ, a´ δqu. It can also be checked using elementary properties of Möbius maps that
ϕδ2 maps the half disc to the full disc D, and ϕδ3 maps D to itself so that ϕδ2 ˝ ϕδ1pwq is sent to 0.
Hence ϕδ3 ˝ ϕδ2 ˝ ϕδ1 is a conformal map from W˜ δa to D sending w to 0,
A computation verifies that for any z P D, ϕδ3 ˝ ϕδ2 ˝ ϕδ1pBzpδq X trδ1 Y rδ2uq is an arc of the unit
circle with length less than cεδpi2apa´δqp |z|1´δ q
pi
2pa´δq´1 for some universal constant c. In particular, we use
that
|pϕδ1q1| ď pi2pa´ δq
ˆ |z|
1´ δ
˙ pi
2pa´δq´1
on trδ1 Y rδ2u; |pϕδ2q1| ď 4 on tiy : y P r´1, 1su
and
|pϕδ3q1| ď 2η on teiθ : pi{2 ď θ ď 3pi{2u
where η ď 1acε for some such c. By definition of νˆδ, and the fact that the harmonic measure with
respect toW δa is less than the harmonic measure with respect to W˜ δa for any fixed subset of trδ1Yrδ2u,
this finishes the proof of the claim.
With this claim in hand, we have by Fatou’s Lemma and Lemma 2.19
ErphD, ρBWaw q4s ď lim inf
δÑ0
ĳ
D4
K˜D4 px1, ¨ ¨ ¨ , x4qpδpx1q ¨ ¨ ¨ pδpx4q
ź
dxi
and then by Proposition 2.10 and Remark 2.11, we see that this is less than or equal to
c
ε4
a4
lim inf
δÑ0 δ
´4
ĳ
tsuppppδqu4
`
1`
ÿ
i‰j
log2p|xi ´ xj |q
˘ 4ź
i“1
pi
2pa´ δq
ˆ |xi|
1´ δ
˙ pi
2pa´δq´1
dxi
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another universal c (which may now change from line to line).
We can simplify this expression. Because pδ is supported in a strip of width δ{10 around the
lines rδ1 and rδ2, we can change of variables by considering the orthogonal projection onto rδ1 Y rδ2,
so that we can write
pxiq1ďiď4 “ pzi ` yiq1ďiď4 with zi P rδ1 Y rδ2; 0 ď |zi| ď 1´ δ and ´ δ{10 ď |yi| ď δ{10.
Note then that log2 |xi ´ xj | ď log2p
ˇˇ|zi| ´ |zj |ˇˇq. Performing the change of variables puiq1ďiď4 “
p |zi|1´δ q1ďiď4) we obtain that the above is less than or equal to
c
ε4
a4
˜
1` lim inf
δÑ0
ÿ
1ďi‰jď4
ż
r0,1s4
log2 |ui ´ uj |
4ź
i“1
pi
2pa´ δqu
p pi
2pa´δq´1q
i dui
¸
.
Thus, to conclude the proof in the case aj ě ε, we need to show thatż
r0,1s2
log2 |x´ y|bxb´1byb´1 dx dy ď C log4 b
for some constant C and all b ě 1. To see this, we break up the integral into 4 regions. The
first is S1 :“ tx ď 1 ´ logpbq{bu X ty ď 1 ´ logpbq{bu, and on this region bxb´1 and byb´1 are
uniformly bounded in b (indeed, one can easily check that bp1 ´ log b{bqb´1 Ñ 1 as b Ñ 8). Sinceť
r0,1s2 log
2 |x ´ y|dxdy is finite, this means that the integral over S1 is less than or equal to a
universal constant. The second is S2 :“ tx ď 1 ´ logpbq{bu X ty ą 1 ´ logpbq{bu, and on this
region, bxb´1yb´1 is uniformly bounded in b for the same reason. Thus integrating over S2, and
using that
şa
0 log
2puq du “ Opa log2paqq as a Ñ 0, we obtain something of order at most log3pbq.
Symmetrically, the integral over the region S3 :“ ty ď 1 ´ logpbq{bu X tx ą 1 ´ logpbq{bu is at
most order log3pbq. The last region is S4 :“ tx ě 1 ´ logpbq{bu X ty ě 1 ´ logpbq{bu. Using thatť
r0,as2 log
2p|x ´ y|qdxdy “ Opa2 log2paqq as a Ñ 0, we see that the integral over S4 is Oplog4pbqq,
and this completes this part of the proof.
Finally, suppose that aj ă ε. Then we have Bzj paj{10q Ă Vj , so by Lemma 2.3
ErphD, ρBVjzj q4s ď ErphD, ρ
BBzj paj{10q
zj q4s.
Using Proposition 2.10, we see that this is less than c log2pajq for some universal c.
3.2 Proof of Gaussianity
The proof of Proposition 3.1 is based on the following lemma. Let D1 Ť D be an analytic Jordan
domain 1 containing k pairwise distinct points z1, ¨ ¨ ¨ , zk.
Proposition 3.3. pphD, ρBD1z1 q, ¨ ¨ ¨ , phD, ρBD
1
zk
qq is a Gaussian vector.
By conformal invariance, we can assume for the proof that D “ D. To prove this we will need
the following technical lemma.
1by analytic Jordan domain we mean a simply connected domain bounded by a Jordan curve, where the curve is
the image of the unit circle under a conformal map defined on an open neighbourhood of the unit circle.
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Lemma 3.4. Let D1 Ť D be an analytic Jordan domain containing k pairwise distinct points
z1, ¨ ¨ ¨ , zk. Then there exists a sequence of increasing domains pDsqsPr0,1s with D0 “ D1 and D1 “ D,
such that
• Ds is an analytic Jordan domain for every s P r0, 1s.
• dHpDs, Dtq ď c|s ´ t| for all s, t P r0, 1s where dH is the Hausdorff distance and c does not
depend on s, t P r0, 1s.
• If φj,s : Ds Ñ D for each 1 ď j ď k and s P r0, 1s is the unique conformal map sending zj ÞÑ 0
and with φ1j,spzjq ą 0 then
sup
sPr0,1s
sup
1ďjďk
sup
zPDs
|φ1j,spzq| ă 8
Proof. This fact seems intuitive and may well be known but we could not find a reference. The proof
we give here is elementary and relies on Brownian motion estimates as well as explicit constructions
of Riemann maps.
Consider the doubly connected domain DzD1. Then, by the Riemann mapping theorem for
doubly connected domains ([2, Ch6, §5, Theorem 10]), there exists a conformal map φ from DzD1
to the annulus DzrD for some unique r ă 1. We set
Ds :“ tφ´1ppr ` p1´ rqsqDzrDqu YD1
for each s P r0, 1s so that D0 “ D1, D1 “ D and the pDsqs are increasing as required. It is also clear
that Ds is an analytic Jordan domain for each s.
Moreover, as D1 “ D0 has analytic boundary we know that φ´1 can be extended analytically, by
Schwarz reflection, to DzuD for some u ă r (and we can pick u such that zi R φ´1pDzuDq for each
1 ď i ď k). We also have that |φ1| is a continuous function on the compact set DzD1 (because φ
extends analytically to D¯zD1) so is bounded above and below on this set. This provides the second
statement of the lemma (concerning Hausdorff distance).
For the third statement, we pick u ă v ă r and define V to be the domain given by the interior
of the Jordan curve φ´1pBpvDqq. Similarly, we define U to be the domain bounded by the curve
φ´1pBpuDqq, so that U Ť V Ť D1. Then we set
M “ sup
xPBU
sup
yPBV
KV px, yq
where KV px, ¨q is the boundary Poisson kernel on BV . That is, KV px, yq is the density, with respect
to arc length, of the harmonic measure on BV viewed from x P V . We recall here that for an analytic
Jordan domain D, and x P D, y P BD
KDpx, yq “ BnGDpx, yq “
?
2|ϕ1xpyq| (3.1)
for ϕx : D Ñ D the unique conformal map with ϕxpxq “ 0 and ϕ1xpxq ą 0. 2 In particular, since
BV is an analytic Jordan curve, |ϕ1xpyq| is a continuous function on BU ˆ BV , and this means that
M defined above is finite.
2this follows from the fact that for analyticD, ϕxpzq “ e´GDpx,zq´iG˜Dpx,zq where G˜Dpx, ¨q is the harmonic conjugate
of GDpx, ¨q, see for example [22].
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We will use the fact that for any s P r0, 1s, by definition of φ and conformal invariance, the image
under φ of a Brownian motion started at y P BV and stopped when it leaves DszU is a Brownian
motion started at φpyq P BpvDq and stopped when it leaves pr ` p1 ´ rqsqDzuD. We refer to this
elementary fact as (:).
First, we will use (:) to prove that for any z P BDs, if npzq is the inward unit normal vector to
BDs at z, then
BnGDspzi, zq “ lim
δÑ0 δ
´1GDspzi, z ` δnpzqq ď c (3.2)
where the constant c is independent of 1 ď i ď k, s P r0, 1s and z P BDs. To do this, without loss
of generality we take i “ 1. Assume that δ is always small enough that z` δnpzq does not intersect
V . Then we take a Brownian motion pBtqtě0 in C started from z1, and define the following series
of stopping times:
T1 “ inftt ě 0 : Bt R V u; S1 “ τDs ^ inftt ě T1 : Bt P Uu,
Tj “ τDs ^ inftt ě Sj´1 : Bt R V u Sj “ τDs ^ inftt ě Tj : Bt P Uu for j ě 2
where τDs is the hitting time of BDs. Then for each time interval rTj , Sjs, writing pt for the transition
density of Brownian motion in C, we have
Ez1
«ż Sj
t“Tj
ptpz1, z ` δnpzqq dt
ff
“ Ez1
„ż Sj´Tj
t“0
ptpBTj , z ` δnpzqq dt

ď M |BV | sup
xPBpvDq
Gpr`p1´rqsqDpx, φpz ` δnpzqqq
where |BV | is the length of the curve BV . The inequality follows from (:) since the expected time that
a Brownian motion started at x P BpvDq spends at any given point before exiting pr`p1´ rqsqDzU
is less than the expected time spent there before exiting pr ` p1´ rqsqD. This gives us that
lim sup
δÑ0
δ´1GDspzi, z`δnpzqq ď C lim sup
δÑ0
˜
δ´1 sup
xPBpvDq
Gpr`p1´rqsqDpx, φpz ` δnpzqqq
¸
Ez1r |tj : Sj ă 8u| s.
Now, since |tj : Sj ă 8u| is dominated by a geometric random variable with success probability
uniformly bounded below (for example, the probability that a Brownian motion started on BpvDq
hits BD before BpuDq) we see that the expectation is bounded, independently of z and s P r0, 1s. Thus
we only need to consider the limsup term in the above. For this, we first note that |φpz` δnpzqq| ě
pr`p1´ rqsqp1´Kδq for some K depending only on φ (since φ has uniformly bounded derivative).
Then, an explicit calculation using the Green’s function in the unit disc tells us that
sup
xPBpvDq
Gpr`p1´rqsqDpx, φpz ` δnpzqqq ď log
ˆ
1`Kδ
ˆ
a2 ´ 2`Kδ ´Kδa2
pap1´Kδq ´ 1q2
˙˙
where a :“ v{pr ` p1´ rqsq. Since |a| ď v{r ă 1, we obtain (3.2).
Now recall the definition of φj,s from the statement of the lemma. We have just proved, by the
second equality in (3.1), that
sup
zPBDs
|φ1j,spzq| ď c
for some c not depending on j or s. However, since φ1j,s is analytic up to the boundary of Ds we
obtain the same upper bound for supzPDs |φ1j,spzq|.
22
Proof of Proposition 3.3. To prove Proposition 3.3, we take a sequence of increasing domains pDsqsPr0,1s
as described by Lemma 3.4. Then we define
Xpiqs :“ phD, ρBD1´szi q
for all i, s and let
Xs :“ pXp1qs , . . . , Xpkqs q
(note the reversal of time here - we want to now move inwards from BD to BDs). We will prove that
for every s, Xs is distributed as a multivariate Gaussian random vector. Setting s “ 1, this proves
the lemma.
In fact, we will prove the following equivalent statement: for every vector pa1, . . . , akq P Rk, and
s ą 0
Ys :“
kÿ
i“1
aiX
piq
s
is a Gaussian random variable. Note that Y0 “ 0 because hD has zero boundary conditions, and it
is also straightforward to check using the domain Markov property that Ys has independent mean
zero increments. By the Dubins–Schwarz theorem, these observations tell us that as long as Ys has
a continuous modification, it must be a Gaussian process (because it is a continuous martingale
with deterministic quadratic variation process).
To prove that Ys has continuous modification, we shall prove that for any η ą 0 there exists
some constant C such that for all ε ą 0 and s P r0, 1s
ErpYs ´ Ys`εq4s ď Cε2´η (3.3)
Using Kolmogorov’s continuity criterion, (3.3) is enough to conclude that Ys admits a continuous
modification.
Fix some 0 ă η ă 1, let s P r0, 1q and let γε be the curve defined by BD1´s´ε inside D1´s. Then
by definition, expansion and Cauchy-Schwarz,
ErpYs ´ Ys`εq4s “ Er
` kÿ
i“1
aiphD1´s , ργεzi q
˘4s ď ÿ
1ďi1ď...ďi4ďk
ai1ai2ai3ai4
4ź
j“1
´
ErphD1´s , ργεzij q
4s
¯1{4
.
In light of the above inequality, it is enough to show that there exists a C such that for all
1 ď j ď k, s P r0, 1s and ε ą 0
E
“phD1´s , ργεzj q4‰ ď Cε2´η. (3.4)
For this, we use our hypotheses on the family of domains pDsq0ďsď1. These tell us that if
φj,s : Ds Ñ D is the unique conformal map sending zj ÞÑ 0 and with φ1j,spzjq ą 0, we have that
φj,spγεq is contained in tz : 1 ´ bε ă |z| ă 1u for some b ą 0 not depending on j, s or ε. Then by
conformal invariance, we can write
ErphD1´s , ργεzj q4s “ ErphD, ρφj,spγεq0 q4s ď ErphD, ρBp1´bεqD0 q4s,
where the inequality follows from Lemma 2.3.
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So we estimate the final quantity; without loss of generality, we assume that b “ 1. By Fatou’s
Lemma we have
ErphD, ρBp1´εqD0 q4s ď lim inf
δÑ0
ĳ
D4
K˜D4 px1, x2, x3, x4qψˆδpx1qψˆδpx2qψˆδpx3qψˆδpx4q
ź
dxi, (3.5)
recalling the definition of ψˆδ from Section 2.2: it is a smooth function, bounded above by some
constant multiple of δ´1, that is supported on the annulus Ωδ,ε :“ tz : p1 ´ εqp1 ´ 11δ{10q ď
|z| ď p1 ´ εqp1 ´ 4δ{10qu. Suppose that δ ă ε. Then the integrand is only supported on points
px1, x2, x3, x4q all lying in Ωδ,ε. Moreover, if px1, ¨ ¨ ¨ , x4q are 4 such points, then by Proposition 3.2
K˜D4 px1, ¨ ¨ ¨ , x4q ď
` 4ź
j“1
ErphD, ρBVjzj q4s
˘1{4 ď c`ź
j
p ε
4
a4j
^ 1q log4pajq
˘1{4
for some universal constant c, where aj “ mini‰jt|upxiq ´ upxjq|1u (and upxq “ x{|x|.) Using the
bound on ψˆδ, we see that (3.5) is bounded above by
c1 lim inf
δÑ0 δ
´4
ĳ
Ω4δ,ε
˜
4ź
j“1
p ε
4
a4j
^ 1q log4pajq
¸1{4
dxj (3.6)
for another universal c1.
Now, we rewrite the integral in polar coordinates xj “ rjeiθj (so uj “ eiθj ) and then, noticing
that aj depends only on the angular coordinate, integrate over r1, ¨ ¨ ¨ , r4. This gives us that (3.6)
is less than or equal to
c2
ĳ
0ďθ1ďθ2ďθ3ďθ4ď2pi
˜
4ź
j“1
p ε
4
a4j
^ 1q log4pajq
¸1{4
dθj
where aj “ ajpθ1, ¨ ¨ ¨ , θ4q. Now, we divide the integral over the θj ’s into several parts, depending
on which aj ’s are smaller or bigger than ε. Let
pAjq1ďjď4 :“ tapj`kqmod4 ă ε for k “ 0, 1; apj`kqmod4 ě ε for k “ 2, 3u
pBjq1ďjď4 :“ tapj`kqmod4 ă ε for k “ 0, 1, 2; apj`3qmod4 ě εu
D :“ taj ă ε for j “ 1, 2, 3, 4u, and
E :“ taj ě ε for j “ 1, 2, 3, 4u.
A computation yields that the integral over Aj is Opε2´ηq for all j, the integral over Bj is Opε3´ηq
for all j, the integral over D is Opε2´ηq, and the integral over E is Opε2´ηq. This completes the
proof of equation 3.4 and hence the lemma.
Proof of Proposition 3.1. The strategy of the proof is to construct a sequence of analytic Jordan
domains pDnqně1, all contained in D, such that pphD, ρDnz1 q, ¨ ¨ ¨ , phD, ρDnzk qq Ñ phεpz1q, . . . , hεpzkqq
in a precise sense as nÑ 8. More concretely, it is enough to show that for any pa1, ¨ ¨ ¨ , akq P Rk,
we can choose a sequence of analytic domains pDnqně1, such that setting
Yn :“
kÿ
i“1
aiphD, ρDnzi q and Z :“
kÿ
i“1
aih
D
ε pziq,
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we have
VarpYn ´ Zq Ñ 0 (3.7)
as n Ñ 8. Since Yn is Gaussian for every n (by Proposition 3.3) and Z has finite variance, this
shows that Z is Gaussian.
So, we choose the Dn. This will involve first defining a sequence of auxiliary domains D1n, that
need not be analytic, and then using them to define the analytic domains Dn.
To begin, we observe that for n P N with 1{n ă ε, the balls tBzipε ` 1{nq : 1 ď i ď ku are
disjoint. Let us choose a further point z P D, that does not lie in any of these balls. It is easy to see
(since the set tziu1ďiďk is finite) that one can choose such a z, along with a smooth curve γi from
z to zi for each 1 ď i ď k, and c, c1 P p0, 1q such that:
• γi X BBpzj , εq is empty for i ‰ j and consists of exactly one point when i “ j, 1 ď i ď k;
• the c{n fattenings γni :“ tz P D : dpz, γiq ă c{nu of the γi are such that D1n :“
Ť
1ďiďk γni Y
Bzipε` 1{nq is a simply connected domain strictly contained in D for every n ą 1{ε;
• the boundary of D1n contains, for each 1 ď i ď k, the curve BBzipε` 1{nqzAni , where Ani is an
arc of BBzipεq that has length ď c1{n.
We need the following basic statement that says, in some sense, that D1n is a good approximation
to YiBzipεq for large n.
Lemma 3.5. For every 1 ď i ď k,
sup
D1nĂD1ĂD1n{2
ĳ
GD
1px, yqρεzipdxqρεzipdyq Ñ 0
as n Ñ 8, where the supremum is over all simply connected domains D1 satisfying the indicated
inclusions.
Proof. Without loss of generality, we prove the result for i “ 1, and assume that diampDq ď 1. Fix
D1n Ă D1 Ă D1n{2 simply connected. Then by harmonicity of the Green’s function, we haveĳ
GD
1px, yqρεz1pdxqρεz1pdyq “
ż
GD
1pz1, yqρεz1pdyq
and also for y P BBz1pεq,
0 ď GD1pz1, yq ď GD2pz1, yq “ logp1{εq ´ Eyrlogp1{|BτD2 ´ z1|qs, (3.8)
where the expectation Ey is for a Brownian motion B starting from y, and τD2 is its exit time from
D2 :“ D1n{2.
Moreover, we have the upper bound Eyrlogp1{|BτD2 ´ z1|qs ě logp1{pε` 2{nqqp1´ py,nq, where
py,n is the probability that a Brownian motion started from y exits BBz1pε ` 2{nq through the
boundary arc An{21 . Since py,n tends to 0 as nÑ8 for almost every y P Bz1pεq (in fact, the only y
for which this fails to hold is the single intersection point of BBz1pεq and γ1), it follows by dominated
convergence that
ş
GD
2pz1, yqρεz1pdyq Ñ 0 as nÑ8. The lemma then follows from the inequalities
on the left hand side of (3.8).
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Figure 3: The domain D1n from the proof of Proposition 3.1. The boundary of D1n overlaps
with BBzipε` 1{nq for 1 ď i ď k except on k small arcs pAni q1ďiďk with maximum length
tending to 0. Here k “ 4.
Now from the pD1nqn we define our sequence of domains pDnqn, such that Dn is analytic, and
also D1n Ă Dn Ă D1n{2 for each n. This second condition will allow us to apply Lemma 3.5.
By the Riemann mapping theorem for doubly connected domains, we know that we can choose
a conformal map φ from DzD1n to the annulus DzrD for some unique r P p0, 1q. For each r ă s ă 1,
denote by D1npsq the complement in D of the preimage of DzsD under φ. Then D1npsq is a simply
connected domain containing D1n for every s P pr, 1q, and XsPpr,1qD1npsq is equal to D1n. Hence there
exists some 1 ą sn ą r such that D1npsq is contained in D1n{2. We then define
Dn :“ D1npsnq.
It is clear that Dn is analytic for every n (since by definition its boundary is the image of the
unit circle under a conformal map that is defined in a neighbourhood of the circle) and also, by
construction, that D1n{2 Ă Dn Ă D1n.
Having defined the Dn, we just need to prove (3.7). Without loss of generality it is enough
to show that ErphDε pz1q ´ phD, ρBDnz1 qq2s Ñ 0 as n Ñ 8. For this, write hD “ hDnD ` ϕDnD using
the domain Markov decomposition, so that phD, ρBDnz1 q “ ϕDnD pz1q. Then since Bz1pεq Ă Dn we can
further write hDnD “ hBz1 pεqDn ` ϕ
Bz1 pεq
Dn
, and by uniqueness, we must have
hDε pz1q “ ϕBz1 pεqDn pz1q ` ϕDnD pz1q.
Thus, we need to show that ErϕBz1 pεqDn pz1q2s Ñ 0 as n Ñ 8. However, from the definition of the
circle average as an L2 limit (Lemma 2.1) and the identification of the covariance structure (2.9),
we know that
ErϕBz1 pεqDn pz1q2s “
ĳ
GDnpx, yqρεz1pdxqρεz1pdyq.
The result then follows from Lemma 3.5.
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4 Proof of Theorem 1.6
To conclude we prove convergence of the circle average field, which then implies Theorem 1.6 by
Lemma 2.18.
Lemma 4.1. For any φ P C8c pDq, phDε , φq converges to phDGFF, φq in distribution as εÑ 0.
We first see how this implies Theorem 1.6.
Proof of Theorem 1.6. To prove that hD
pdq“ hDGFF we need to show that for any pφ1, ¨ ¨ ¨ , φnq
with pφiq1ďiďn P C8c pDq, pphD, φ1q, ¨ ¨ ¨ , phD, φnqq is a Gaussian vector with mean 0 and the cor-
rect covariance matrix. Equivalently, we need to show that for any pu1, ¨ ¨ ¨ , unq P Rn, the sumřn
1 uiphD, φiq is a centered Gaussian variable with the correct variance. By linearity, we therefore
need only prove that for any φ P C8c pDq,
phD, φq pdq“ phDGFF, φq.
So, we fix such a φ. By Lemma 2.18, we know that VarpphDε , φq ´ phD, φqq Ñ 0 as εÑ 0. Thus
phDε , φq converges to phD, φq in distribution. From here, Lemma 4.1 implies the result.
Proof of Lemma 4.1. We will prove that for every n P N, ErphDε , φqns Ñ ErphDGFF, φqns as ε Ñ 0,
which implies the result by the method of moments, [7, Theorem 30.2]. This requires a bit of care
however, since a priori it is not even clear that this moment is well defined when n ě 4.
To show the convergence, we need to compute the limit as εÑ 0 of
ErphDε , φqns “ E
»–ĳ
Aε
` nź
i“1
hDε pziqφpziqdzi
˘fifl` E
»–ĳ
Eε
` nź
i“1
hDε pziqφpziqdzi
˘fifl “: IAε ` IEε , (4.1)
where in the middle term, we have decomposed the integral over Dn into the integrals over Aε :“
tpz1, . . . , znq P Dn : |zi ´ zj | ą 2ε for all i, ju and Eε :“ DnzAε. We assume that ε ą 0 is always
small enough that dpz, BDq ą 2ε for every z in the support of φ. We will consider the right hand
side and show that both terms are well defined and finite, from which it will follow by Fubini’s
theorem that the moment on the left hand side is also finite.
Let us first show that IEε Ñ 0 as ε Ñ 0. This follows from our a priori bounds on the two
point function in Lemma 2.12. Indeed, for any z1, . . . , zn in the support of φ, we have that the
hεpziq are marginally Gaussian (Proposition 3.1), and therefore the nth moment of |hεpziq| is at
most cEphεpziq2qn{2 for some constant c depending only on n. Therefore by Hölder’s inequality and
Lemma 2.12, we have
Ep` nź
i“1
|hDε pzi|qq ď cplogp1{εqqn{2,
for some constant c depending on n but not on ε (note this already implies that for fixed ε ą 0,
phε, φq has finite nth moment). Hence we can apply Fubini to bring the expectation inside the
integral in IEε , and conclude that
lim
εÑ0 I
Eε “ lim
εÑ0
»–ĳ
Eε
E
` nź
i“1
|hDε pziqφpziq|dzi
˘fifl ď lim
εÑ0 cplogp1{εqq
n{2ε2 “ 0. (4.2)
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Here we have used that the integral of
ś
i |φpziq| over Eε is Opε2q: indeed the n-dimensional volume
of Eε is Opε2q by definition for fixed n ě 2, and φ is bounded.
Consequently, we need only consider the term IAε on the right-hand side of (4.1). For this
we use Proposition 3.1, which tells us that for every pz1, ¨ ¨ ¨ , znq P Aε , phDε pz1q, ¨ ¨ ¨ , hDε pznqq is
multivariate normal with mean p0, . . . , 0q. Therefore, by the Wick rule (to be more precise, Isserlis’
theorem), we have that
E
“ nź
i“1
hDε pziq
‰ “ 1n even ÿ
P :pairings
ź
pi,jqPP
ErhDε pziqhDε pzjqs, (4.3)
on Aε, where the above sum is over all pairings of t1, 2, . . . , nu. In fact, by (2.7), Proposition 2.10,
Lemma 2.14 and Cauchy–Schwarz, we know that for any zi, zj P Aε,
|ErhDε pziqhDε pzjqs| ď log
ˆ
1
|zi ´ zj |
˙
`Op1q. (4.4)
This allows us to deduce that the right hand side of (4.3) is bounded above by a function independent
of ε, that is also integrable over Dn. Thus we can apply Fubini and then the dominated convergence
theorem in (4.1), to see that
lim
εÑ0Erph
D
ε , φqns “ lim
εÑ0 I
Aε “ 1n even lim
εÑ0
ĳ
Aε
ÿ
P :pairings
ź
pi,jqPP
ErhDε pziqhDε pzjqs
ź
j
φpzjqdzj
“ 1n even
ĳ
Aε
lim
εÑ0
ÿ
P :pairings
ź
pi,jqPP
ErhDε pziqhDε pzjqs
ź
j
φpzjqdzj
“ 1n even
ĳ
Aε
ÿ
P :pairings
ź
pi,jqPP
GDpzi, zjq
ź
j
φpzjqdzj
“ 1n even
ĳ
Dn
ÿ
P :pairings
ź
pi,jqPP
GDpzi, zjq
ź
j
φpzjqdzj
where the penultimate line follows by (2.7), and the final line by the same reasoning as in (4.2).
From this, it follows that that limεÑ0 ErphDε , φqns “ ErphDGFF, φqns, and hence we have concluded
the proof of Lemma 4.1 and of Theorem 1.6.
5 Proof of Theorem 1.9
First, we prove that the family tXr0,2nsp1qunPN is tight:
Lemma 5.1. For any ε ą 0 there exists M ą 0 such that PpXr0,2nsp1q ěMq ď ε for all n P N.
Proof. First observe thatXr0,2nsp1q pdq“ 2n2Xr0,1sp2´nq, by the assumption of Brownian scaling. Then,
by iteratively dividing the interval r0, 1s into two and using scaling and the Markov property again,
we can write
2
n
2Xr0,1sp2´nq pdq“ 2´n2`1
n´1ÿ
k“0
2
k
2X
r0,1s
k p1{2q, (5.1)
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where the pXr0,1sk : 0 ď k ď n ´ 1q are independent copies of Xr0,1s. Write Yn for the right hand
side of (5.1), and let X have the law of Xr0,1sp1{2q. By Assumptions 1.8 we know that
Erlog`p|X|qs ă 8. (5.2)
The idea is to derive a uniform bound (in n) for Pp|Yn| ąMq by recursion.
To do this, write
Yn`1 “ Yn?
2
` 2Xr0,1sn p1{2q
(where Xr0,1sn p1{2q has the same distribution as X). This means that if we pick some a P p1,
?
2q
and set b “ 1´ a?
2
P p0, 1q we have that
Pp|Yn`1| ěMq ď Pp|Yn| ě aMq ` Pp|X| ě b
2
Mq.
Since Pp|Y0| ěMq “ Pp|X| ěM{2q we have by iteration that
Pp|Yn| ěMq ď Pp|X| ě anM
2
q `
n´1ÿ
k“0
Pp|X| ě akbM
2
q ď
nÿ
k“0
Pp|X| ě akbM
2
q,
and we can bound this sum above by
8ÿ
k“1
P
ˆ
log`
ˆ
2|X|
bM
˙
ě k log a
˙
ď 1
log a
ż 8
0
P
ˆ
log`
ˆ
2|X|
bM
˙
ě t
˙
dt “ 1
log a
E
„
log`
ˆ
2|X|
bM
˙
.
By (5.2) the right hand side converges to 0 as M Ñ 8, and it is clearly uniform in n, which
completes the proof.
We now claim that, locally, the process Xr0,2ns (in the large n limit) has to be a constant times
a Brownian motion.
Lemma 5.2. We have the following convergence in the sense of finite dimensional distributions:
pXr0,2nsptqqtPr0,1s nÑ8ÝÝÝÑpdq σpBptqqtPr0,1s
for some constant σ ě 0 where pBptqqtě0 is a standard Brownian motion.
Proof. Step one is to show that for any sequence of natural numbers going to infinity, there ex-
ists a subsequence npkq such that pXr0,2npkqsptqqtPr0,1s converges as k Ñ 8 (in the sense of finite-
dimensional distributions). To do this, we write by the domain Markov property applied to the
subinterval r0, 1s Ă r0, 2ns:
pXr0,2nsptqqtPr0,1s “ pX˜r0,1sptq ` tXr0,2nsp1qqtPr0,1s, (5.3)
where X˜r0,1s is an independent copy of Xr0,1s. This means that to show convergence of (all) the
finite dimensional distributions of Xr0,2ns along (the same) subsequence, it suffices to show that
Xr0,2nsp1q has subsequential limits. However, this is just a consequence of Lemma 5.1.
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So now assume that we have a subsequence pnpkq : k ě 1q such that pXr0,2npkqsptqqtPr0,1s converges
to pY ptqqtPr0,1s in law for finite-dimensional distributions. If we can show that Yt “ σBt in the sense
of finite-dimensional distributions for some σ ě 0 (not depending on the subsequence), then we will
have completed the proof.
We first show that Y has independent and stationary increments. Pick 0 “ t0 ď t1 ď ¨ ¨ ¨ ď tl ď
tl`1 “ 1, and observe that by the Markov property,`
Y pt1q, Y pt2q ´ Y pt1q, ¨ ¨ ¨ , Y ptlq ´ Y ptl´1q, Y p1q ´ Y ptlq
˘
(5.4)
is a limit in distribution as k Ñ8 of`
X
r0,2npkqs
1 pt1q ,
t2 ´ t1
2npkq ´ t1Z
k
1 `Xr0,2
npkq´t1s
2 pt2 ´ t1q , ¨ ¨ ¨ ,
1´ tl
2npkq ´ tlZ
k
l `Xr0,2
npkq´tls
l`1 p1´ tlq
˘
where the Xr0,2
npkq´tj´1s
j (for 1 ď j ď l ` 1) are independent copies of Xr0,2npkq´tj´1s ; and Zkj for
2 ď j ď l is defined recursively by
Zk1 “ Xr0,2
npkqs
1 pt1q ; Zkj “
j´1ÿ
i“1
ti`1 ´ ti
2npkq ´ tiZ
k
i `
jÿ
i“1
X
r0,2npkq´ti´1s
i pti ´ ti´1q for 2 ď j ď l ` 1.
Now we claim that for any s P r0, 1s and u P r0, 1q, Xr0,2npkq´sspuq converges in distribution as
k Ñ 8 to the same limit as Xr0,2npkqspuq. To see this, we write by scaling and (5.3), whenever k is
large enough that 2npkqp2npkq ´ sq´1u ď 1:
Xr0,2npkq´sspuq pdq“
d
2npkq ´ s
2npkq
Xr0,2npkqs
˜
2npkq
2npkq ´ su
¸
pdq“
d
2npkq ´ s
2npkq
˜
X˜r0,1s
˜
2npkq
2npkq ´ su
¸
`
˜
2npkq
2npkq ´ su
¸
Xr0,2npkqsp1q
¸
where X˜r0,1s is an independent copy of Xr0,1s. Since Xr0,1s is stochastically continuous, the claim
follows.
By the above claim, an induction argument, and the fact that ptj`1 ´ tjq{p2npkq ´ tjq Ñ 0 as
k Ñ8, it follows that ptj`1´ tjq{p2npkq´ tjqˆZkj converges to 0 in distribution as k Ñ8 for every
1 ď j ď l. This means that the law of (5.4) is the same as the limit in distribution of`
X
r0,2npkqs
1 pt1q , Xr0,2
npkqs
2 pt2 ´ t1q , ¨ ¨ ¨ , Xr0,2
npkqs
l`1 p1´ tlq
˘
.
For this last step we have also used the independence of the pXjq, the fact that the ptj`1´tjq{p2npkq´
tjq ˆZkj actually converge in probability (because they converge in distribution to a constant), and
the claim one more time.
Finally, by independence of the Xj again, we deduce that the entries in (5.4) (and so the
increments of Y ) must be independent. Furthermore the distribution of the jth entry depends only
on tj´tj´1 and so the increments are stationary. Hence, pY ptqqtPr0,1s has independent and stationary
increments. Y is also continuous in probability at every t, because of (5.3) and Assumptions 1.8.
30
Thus Y is a Lévy process on r0, 1s (and can be extended to a Lévy process on all of r0,8q by adding
independent copies on r1, 2s, r2, 3s, . . .).
Now it is clear that Y also enjoys the scaling property: for t ď 1,
Y ptq “ lim
kÑ8X
r0,2npkqsptq “ lim
kÑ8
?
tXr0,2npkq{tsp1q “ ?tY p1q
where all the equalities above are in law and the limits are in the sense of distribution. To justify
the last equality we write, by the domain Markov property,
?
tXr0,2npkq{tsp1q pdq“ ?tX˜r0,2npkqsp1q ` ?t2´npkqXr0,2npkq{tsp2npkqq,
where X and X˜ are independent. Since the first term converges to
?
tY p1q in distribution, and the
second, by scaling, is equal in distribution to 2´npkq{2Xr0,1sptq, we obtain the result.
Because Y is a Lévy process, we know that for any θ P R, the characteristic function of Y can
be written as
EreiθY ptqs “ eψpθqt.
(In fact, by the Lévy–Khinchin theorem, ψ has an explicit representation which will not be required
here). By scaling,
EreiθY ptqs “ Ereiθ
?
tY p1qs
so that
tψpθq “ ψp?tθq
for any θ ą 0 and any t ě 0. Set ?tθ “ 1 so that t “ 1{θ2. Then we deduce that
ψpθq “ θ2ψp1q
for all θ ą 0. Since |EreiθY ptqs| ď 1 we see that ψpθq ď 0 and hence it follows that Y is a multiple
of Brownian motion. (While we only know the characteristic function in the positive half-line, this
is enough to compute the moments and check that this matches with those of a Gaussian random
variable). In other words, Y is σ times a standard Brownian motion.
The final thing to check is that σ does not depend on the subsequence along which we assumed
convergence. We first argue that, for any fixed t P r0, 1s, Xr0,1sptq has Gaussian tails and thus has
moments of arbitrary order. Applying the Markov property, Y is the limit in distribution as k Ñ8
of pXr0,1sptq` tXr0,2npkqsp1qqtPr0,1s, where the two terms on the right are independent. Hence we can
write
Y ptq pdq“ Xr0,1sptq ` tY˜ p1q. (5.5)
From this it follows that the tails of Xr0,1sptq are dominated by those of Y ptq. Indeed, for any fixed
t P r0, 1s fix a constant c P R such that PptY˜ p1q ě cq ą 0 and PptY˜ p1q ď cq ą 0. Then for all x ą 0,
PpY ptq ě x` cq ě PpXr0,1sptq ě xqPptY˜ p1q ě cq
so that
PpXr0,1sptq ě xq ď 1
PptY˜ p1q ě cqPpY ptq ě x` cq.
This means that the right tail of Xr0,1sptq is at most a constant times that of Y ptq, which is Gaussian
as Y is a multiple of Brownian motion. A similar argument can be made for the left tail of Xr0,1sptq.
Hence we have proved that this random variable has moments of arbitrary order as claimed.
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Furthermore, observe that by the domain Markov property and scaling,
Xr0,T sp1q pdq“ X˜r0,Ssp1q ` 1
S
Xr0,T spSq
“ X˜r0,Ssp1q ` 1?
S
Xr0,T {Ssp1q
for any T ě S, where X˜ and X are independent. This implies VarXr0,T sp1q (which is well defined
by the above) is an increasing function of T . Moreover, referring back to (5.1), we see that this
variance is uniformly bounded and hence VarXr0,T sp1q converges to a limit as T Ñ 8: call it s2.
By (5.5), ErXr0,1sptqs “ 0, and so using (5.1) and the same argument again, we see that in fact the
fourth moment of Xr0,2nsp1q is bounded in n. Hence ErXr0,2npkqsp1q2s converges to ErY p1q2s “ σ2,
but this limit must also be s2 “ limTÑ8 ErXr0,T sp1q2s and so cannot depend on the subsequence
npkq. This means that the subsequential limit Y does not depend on the subsequence, and hence
the lemma is proved.
In particular, an important consequence of this convergence is the following corollary:
Corollary 5.3. Xr0,1s has a continuous modification.
Proof. By Lemma 5.2, the limit Y in distribution as n Ñ 8 of pXr0,1sptq ` tXr0,2nsp1qqtPr0,1s is
a multiple of Brownian motion and so has a continuous modification. Since the first of the two
summands is simply Xr0,1s and does not depend on n, and since the second summand is in the limit
a.s. a linear function, we deduce that Xr0,1s has a continuous modification.
Now the main idea is to use the following change of variables which turns a Brownian motion
to a Brownian bridge:
Lemma 5.4. Let pXptqqtPr0,1s be a process defined by Xp1q :“ 0 and
Xptq :“ p1´ tqZ
ˆ
t
1´ t
˙
; t P r0, 1q
where pZpsqqsPr0,8q is a standard Brownian motion. Then pXptqqtPr0,1s is a standard Brownian bridge
on r0, 1s.
This elementary and standard lemma can easily be verified by checking that the covariance of
X agrees with that of a Brownian bridge (and observing that X retains the Gaussian character of
Z).
We can now start the proof of Theorem 1.9.
Proof of Theorem 1.9. First of all, note that by the scaling relation it is enough to prove the theorem
for I “ r0, 1s. Consider the process
W ptq :“ p1` tqXr0,1s
ˆ
t
1` t
˙
; t P r0,8q.
In view of Lemma 5.4 it suffices to show that W is a multiple of Brownian motion.
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We first claim that pW ptqqtě0 has independent increments. Indeed, note that from the domain
Markov property (applied to the interval rs{p1` sq, 1s Ă r0, 1s), we have for all s ă t:
Xr0,1sp t
1` tq “ X
r0,1s
ˆ
s
1` s
˙
1` s
1` t ` X˜
rs{p1`sq,1s
ˆ
t
1` t
˙
,
where X˜rs{p1`sq,1s is a copy of Xrs{p1`sq,1s that is independent of pXr0,1spuq, u ď s{p1 ` sqq. Then
the above equation implies that
W ptq “W psq ` p1` tqX˜rs{p1`sq,1s
ˆ
t
t` 1
˙
(5.6)
which proves the claim, since X˜ is independent of pW puq, u ď sq.
Now observe that by Corollary 5.3, W admits a continuous modification. Moreover, since Xr0,1s
has zero mean (as already observed in the proof of Lemma 5.2), we see that W is a martingale.
Finally, note that by (5.6) and translation/scaling invariance, we can write
ErpW ptq ´W psqq2s “ pt´ sq 1` t
1` sErX
r0, 1`t
t´s sp1q2s.
We have already noted in the proof of Lemma 5.2 that VarpXr0,T sp1qq increases towards σ2 as
T Ñ8. Hence, letting sÑ t, we obtain that
ErpW ptq ´W psqq2s „ σ2pt´ sq
in the sense that the ratio of the two sides tends to 1 as s Ñ t ě 0. Since W has independent
increments, we conclude that the quadratic variation of the continuous modification of W is given
by
xW yt “ σ2t.
Moreover we have W p0q “ 0 a.s. Therefore, by Lévy’s characterisation of Brownian motion, we see
that
pW ptqqtě0 pdq“ σpBptqqtě0,
where pBptqqtě0 is a standard Brownian motion and σ is the constant from Lemma 5.2. Thus
Xr0,1sptq pdq“ σp1´ tqB
ˆ
t
1´ t
˙
; t P r0, 1s
which is an equivalent definition of a constant σ times a Brownian Bridge in r0, 1s by Lemma 5.4.
6 Open problems
We end this article with a few open questions raised by our results. The most obvious ones are the
following two:
Open Problem 6.1. Is Theorem 1.6 true assuming only Erph, ϕq2s ă 8 instead of Erph, ϕq4s ă 8?
Is it true without any moment assumption at all?
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Open Problem 6.2. Does an analogue of Theorem 1.6 hold in dimensions d ě 3 (and if so, under
what natural assumptions)?
For Problem 6.1, we believe that no moment assumptions (or perhaps only very weak moment
assumptions) are necessary for the theorem to hold. In this direction, we were able to prove that
certain averages of the field are Gaussian with moments assumption no stronger than Theorem 1.9.
This is the case if we consider a realisation of the Itô excursion measure in the upper half plane
starting from zero (i.e., a process whose real coordinate is a Brownian motion, and whose imaginary
coordinate is a sample from one-dimensional Itô measure), and consider the hitting distribution
by this process of a semicircle of radius r centered at zero. Equivalently, this is the derivative at
zero of the the harmonic measure on a semi-circle of radius r centered at zero. Indeed, it can be
shown that the field integrated against this measure is a time-change of Brownian motion (as a
function of the radius). This is because there are martingale, Markovian properties together with
scaling properties, which are sufficient to characterise Brownian motion. While this argument is
very suggestive that no moments assumptions are needed, we could not exploit this (and so have
chosen not to include a proof).
This makes it likely that no heavy-tailed analogue version of the GFF can exist if we insist on
conformal invariance. Nevertheless it is interesting to try and investigate what are natural analogues
(if any) of the GFF such that the integral against test function gives a heavy-tailed random variable.
Open Problem 6.3. Does there exist a “natural" stable version of the GFF?
Let us give more details about what we mean in this question. In this paper, the domain Markov
property is formulated in terms of harmonic functions, but in the context of Problem 6.3 it seems
clear the notion of Markov property needs to be changed. Indeed, one might hope that by adapting
this definition of this hypothetical process to the one-dimensional case, one would recover the bridge
of a stable Lévy process, about which very little seems in fact to be known in general (see e.g. the
recent paper [10] for some basic properties). In particular, there does not seem to be an explicit
relation between a stable bridge from 0 to 0 of duration one and a stable bridge from a to b of same
duration for arbitrary values of a, b. This suggests that if a natural stable version of a GFF exists,
it may be characterised by a more complex Markov property.
A natural way to ask the question precisely would be to try and discretise the problem, by
considering the Ginzburg–Laundau ∇ϕ interface model. That is, for a domain D Ă C, consider Dδ
a fine mesh lattice approximation of D. On Dδ, consider the random function hδ defined on the
vertices of Dδ through the law
Ppdhδq9
ź
x„y
Φ
´
hδpxq ´ hδpyq
¯ ź
xPDδ
dhδpxq
where
ś
x dhpxq is the product Lebesgue measure on R for all vertices in the graph, and V is some
fixed symmetric nonnegative function which decays to zero sufficiently fast that the total mass of
the measure is finite. A priori this only defines a law up to a global additive constant, which can
be fixed by requiring hδpx0q “ 0 at some fixed vertex x0 P Dδ. Then the question is to identify
the limit (if it exists) as δ Ñ 0 of the height function hδ, extended in some natural way to all of D
and viewed as a random distribution on D. Moreover, one can ask how the limit depends on the
choice of Φ. When Φ decays very fast at infinity (say if Φ is supported on a bounded interval) it is
expected – but not proved – that the limit is a Gaussian free field. This is currently known only
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in the case where we can write Φ “ e´V for V uniformly convex and V 2 a Lipschitz function: see
Miller [26], who relied on earlier work of Giacomin, Olla and Spohn [20] and Naddaf and Spencer
[29] for the analogous result in the full plane. However the case of bounded support remains wide
open at the moment. To formulate the above problem concretely, we ask what happens when Φ is
heavy-tailed: in particular, does the limit as δ Ñ 0 exist? If so, what sort of Markov property does
it satisfy?
In another direction, it is not entirely clear how to characterise other versions of the GFF in a
similar way. For instance:
Open Problem 6.4. What is the analogue of Theorem 1.6 for a GFF with free boundary conditions?
(See e.g. [4] for a definition of the GFF with free (or Neumann) boundary conditions.)
Another natural family of random fields which arises naturally are the so-called fractional Gaus-
sian fields (FGF for short), see [24] for a definition and survey of basic properties. Roughly, they
are defined as p´∆q´s{2W where W is white noise on Rd, and p´∆q´s{2 is the fractional Laplacian
for a given s P R. By contrast with the hypothetical “stable" GFF discussed above, FGFs can be
seen as Gaussian free fields with long range interactions (see section 12.2 in [24]). This includes the
Gaussian free field (corresponding to s “ 1) and many other natural Gaussian fields. It turns out
that FGFs enjoy a Markov decomposition similar to that of the GFF, where the notion of harmonic
function is replaced by the notion of s-harmonic function (i.e., harmonic with respect to the frac-
tional Laplacian p´∆qs, see Proposition 5.4 in [24]). However, note that the fractional Laplacian is
a nonlocal operator so this Markov decomposition is not a Markov property in the usual sense: the
conditional law of the field given the values outside of some domain U depend on more than just
the boundary values.
In dimension two, FGFs are not conformally invariant at least in the sense of this article except
if s “ 1, since in general for a given a P R, we have hpaxq “ as´d{2hpxq in distribution (see below
(3.4) in [24]). Nevertheless, it is natural to ask:
Open Problem 6.5. What properties characterise fractional Gaussian fields for a given s P R ?
Finally, it is natural to ask what can be said on a given Riemann surface. In this case, the field
h should also have an “instanton” component, which describes the amount of height that one picks
up as one makes a noncontractible loop over the surface. It is natural to allow this quantity to
be nonzero in general, and to depend only on the equivalence class of the loop (for the homotopy
relation). In the language of forms, this means that ∇h will be a closed one-form but not exact.
Characterising conformally invariant random fields with a natural Markov property would be
particularly interesting because (a) there exists more than one natural field in this context (e.g.,
there is at least the standard Gaussian free field with mean zero as well as the so-called compactified
GFF which arises as the scaling limit of the dimer model on the torus, see [12] and [6]); and (b)
in the context of the dimer model, there are natural situations (see again [6]) where a conformally
invariant scaling limit is obtained but its law is unknown. Hence it would be of great interest to
prove an analogue of Theorem 1.6 in the context of Riemann surfaces.
Open Problem 6.6. Characterise fields on a given Riemann surface (including an instanton com-
ponent) which enjoy a domain Markov property and conformal invariance.
35
References
[1] R. R. A. Kupianen and V. Vargas. The dozz formula from the path integral. J. High Energy Phys., (5),
2018.
[2] L. V. Ahlfors. Complex Analysis: An Introduction to the Theory of Analytic Functions of One Complex
Variable. McGraw-Hill, 3rd edition, 1979.
[3] J. Aru, A. Sepúlveda, and W. Werner. On bounded-type thin local sets of the two-dimensional gaussian
free field. Journal of the Institute of Mathematics of Jussieu, pages 1–28, 2017.
[4] N. Berestycki. Introduction to the Gaussian free field and Liouville quantum gravity.
http://www.statslab.cam.ac.uk/„beresty/Articles/oxford5.pdf, 2015.
[5] N. Berestycki, B. Laslier, and G. Ray. Universality of fluctutations in the dimer model. ArXiv preprint
arXiv:1603.09740, 2016.
[6] N. Berestycki, B. Laslier, and G. Ray. Universality of the dimer model on Riemann surfaces, I. In
preparation, 2017.
[7] P. Billingsley. Probability and Measure. John Wiley and Sons, New York, 3rd edition, 1995.
[8] F. Camia, C. Garban, and C. M. Newman. Planar Ising magnetization field I. Uniqueness of the critical
scaling limit. Ann. Probab., 43(2):528–571, 2015.
[9] F. Camia, C. Garban, and C. M. Newman. Planar Ising magnetization field II. Properties of the critical
and near-critical scaling limits. Ann. Inst. Henri Poincaré (B), 52(1):146–161, 2016.
[10] L. Chaumont and G. U. Bravo. Markovian bridges: weak continuity and pathwise constructions. Ann.
Probab., 39(2):609–647, 2011.
[11] J. Dubédat. SLE and the free field: partition functions and couplings. Journal of the AMS, 22(4):995–
1054, 2009.
[12] J. Dubédat. Dimers and families of Cauchy Riemann operators I. Journal of the AMS, 28(4):1063–1167,
2015.
[13] J. Dubédat and R. Gheissari. Asymptotics of height change on toroidal Temperleyan dimer models.
Journal of Statistical Physics, 159(1):75–100, 2015.
[14] B. Duplantier, J. Miller, and S. Sheffield. Liouville quantum gravity as a mating of trees. ArXiv preprint
arXiv:1409.7055, 2014.
[15] B. Duplantier and S. Sheffield. Liouville quantum gravity and KPZ. Invent. Math., 185(2):333–393,
2011.
[16] L. Evans. Partial Differential Equations. Graduate Studies in Mathematics, Volume 19. AMS, 1998.
[17] R. R. F. David, A. Kupianen and V. Vargas. Liouville quantum gravity on the riemann sphere. Comm.
Math. Phys., 342(3):869–907, 2016.
[18] Y. Fyodorov, B. A. Khoruzhenko, and N. Simm. On the characteristic polynomial of a random unitary
matrix. Comm. Math. Phys., 220(2):429–251, 2001.
[19] Y. Fyodorov, B. A. Khoruzhenko, and N. Simm. Fractional Brownian motion with Hurst index h “ 0
and and the Gaussian unitary ensemble. Ann. Probab., 44(4):2980–3031, 2016.
[20] G. Giacomin, S. Olla, and H. Spohn. Equilibrium fluctuations for ∇ϕ interface model. Ann. Probab.,
pages 1138–1172, 2001.
[21] R. Kenyon. Dominos and the Gaussian free field. Ann. Probab., 29(3):1128–1137, 2001.
[22] S. G. Krantz. Geometric function theory: explorations in complex analysis. Birkhauser, Boston, 2006.
36
[23] Z. Li. Conformal invariance of isoradial dimers. arXiv preprint arXiv:1309.0151, 2013.
[24] A. Lodhia, S. Sheffield, X. Sun, and S. S. Watson. Fractional gaussian fields: a survey. Probability
Surveys, 13:1–56, 2016.
[25] R. Mansuy and M. Yor. Harnesses, Lévy bridges and Monsieur Jourdain. Stoch. Proc. Appl., 115(2):329–
338, 2005.
[26] J. Miller. Fluctuations for the Ginzburg-Landau interface model on a bounded domain. Comm. Math.
Phys., 308(3):591–639, 2011.
[27] J. Miller and S. Sheffield. Liouville quantum gravity and the Brownian map I: The QLE(8/3,0) metric.
ArXiv preprint arXiv:1507.00719, 2015.
[28] J. Miller, S. S. Watson, and D. B. Wilson. The conformal loop ensemble nesting field. Probab. Theory
and Related Fields, 163(3-4):769–801, 2015.
[29] A. Naddaf and T. Spencer. On homogenization and scaling limit of some gradient perturbations of a
massless free field. Comm. Math. Phys., 183(1):55–84, 1997.
[30] A. M. Polyakov. Quantum geometry of bosonic strings. Phys. Lett. B, 103(3):207–210, 1981.
[31] E. Powell and H. Wu. Level lines of the Gaussian free field with general boundary data. Ann. Inst.
Henri Poincaré (B), 53(4):2229–2259, 2017.
[32] B. Rider and B. Virág. The noise in the circular law and the Gaussian free field. International Mathe-
matics Research Notices, 2007, 2007.
[33] W. Rudin. Functional Analysis. McGraw Hill, 2nd edition, 1991.
[34] O. Schramm. Scaling limits of loop-erased random walks and uniform spanning trees. Israel J. Math,
118:221âĂŞ288, 2000.
[35] O. Schramm and S. Sheffield. Contour lines of the two-dimensional discrete Gaussian free field. Acta
Mathematica, 202(1):21–137, 2009.
[36] O. Schramm and S. Sheffield. A contour line of the continuum Gaussian free field. Probab. Theory
Related Fields, 157(1-2):47–80, 2013.
[37] S. Sheffield. Gaussian free fields for mathematicians. Probab. Theory Related Fields, 139(3-4):521–541,
2007.
[38] S. Sheffield. Conformal weldings of random surfaces: SLE and the quantum gravity zipper. Ann.
Probab., 44(5), 2016.
[39] D. Williams. Some basic theorems on harnesses. Stochastic analysis (a tribute to the memory of Rollo
Davidson), 1973.
Nathanael Berestycki, Universität Wien3, <nathanael.berestycki@univie.ac.at>
Ellen Powell, ETH Zürich, <egpowell12@gmail.com>
Gourab Ray, University of Victoria, <gourabray@uvic.ca>
3On leave from the University of Cambridge
37
