Abstract-Global warming due to the rapid increase in greenhouse gas emissions, mainly carbon dioxide (CO 2 ), is a worldwide issue that leads to escalating pollutions and emerging diseases. The comparative performances of multiple regression (MR) and multivariate adaptive regression splines (MARS) for statistical modelling of CO 2 emissions are analyzed in ASEAN countries over the period of 1980-2007. The regression models are fitted individually for every potential variable investigated so as to find the best-fit parametric or non-parametric model. The results show a significant difference between the performance of MR and MARS models with the inclusion of interaction terms. The MARS model is computationally feasible and has better predictive ability than the MR model in predicting CO 2 emissions. In overall, MARS can be viewed as a modification of stepwise regression that enhances the latter's performance in the regression setting.
INTRODUCTION
Carbon dioxide (CO 2 ) is an abundant greenhouse gas in the atmosphere besides methane, nitrous oxide, ozone and water vapour. The dramatic increase in CO 2 atmospheric concentrations is primarily due to the combustions of fossil fuels and the changes in land use practices since the Industrial Revolution. As a result, global average surface warming and sea level would continue to rise over the time scales associated with climatic processes and impacts [1] .
The enhanced greenhouse effect is attributable to the higher levels of trapped thermal infra-red radiation which have been directed outward from the Earth [2] . Different greenhouse gases, which are responsible for global warming, have their own heat-trapping abilities. The gas responsible for the most warming is carbon dioxide. Other greenhouse gases do not cause as much warmth to the atmosphere as carbon dioxide does as the concentrations of these gases are much lower than carbon dioxide [3] . The world's carbon footprint has increased by over a third since 1998 [4] .
The primary aim of this study is to develop the regression models using multiple regression and multiple adaptive regression splines techniques. The secondary aim is to compare the model performance for predicting CO 2 emissions. This is to determine whether a parametric or non-parametric regression model is more appropriate in describing CO 2 emissions for ASEAN countries.
II. DATA
In this study, the data employed are the annual data of carbon dioxide emissions (Y), energy consumption (X 1 ), gross domestic product (X 2 ), carbon intensity (X 3 ), energy intensity (X 4 ), population (X 5 ), crop production index (X 6 ) and income group (D). The dataset cover all the ASEAN countries from year 1980-2007 which are obtained from World Bank's World Development Indicators, Energy Information Administration and World Economic Outlook. The data are normalized into the interval [0, 1] to avoid instabilities that could affect the quality of the final model due to the widely different locations and scales of variables [5] . The dataset is divided into two sub-samples, namely a training set and a testing set (2001) (2002) (2003) (2004) (2005) (2006) (2007) . The training set is used to fit the model while the testing data is used to validate the model.
III. METHODOLOGY
The modelling studies have developed different statistical data mining techniques to analyze the relationships between dependent variable and independent variables and unravel the complexity of interactions among the independent variables. Those data mining methodologies included with regression algorithms such as multiple regression and multivariate adaptive regression splines are implemented in this study.
A. Multiple Regression (MR)
The term "multiple regression" was introduced by [6] . The general multiple regression model is defined in (1) as
The dependent variable, Y, is related to k independent variables, X 1 , X 2 , ..., X k . In this statistical model, the intercept term is denoted as β 0 , the coefficients of independent variables are represented by β 1 , β 2 , ..., β k and ε refers to the error term. In this study, all subsets model selection up to the first order of interactions using stepwise regression search algorithm is used to determine the significant independent variables. Generally, the basic assumptions of multiple regression models are:
a) The error term has a zero mean value for any set of values of the independent variables such that E(ε) = 0.
b) The error term achieves homoscedasticity, that is the variance of ε is constant, such that var(ε) = σ 2 .
c) The error term follows the normal distribution with zero mean and variance σ 2 such that ε~ N(0, σ 2 ).
d) The error terms are independent of one another such that ε i and ε j are independently distributed for all ≠ .
e) Each of the independent variable, X j is uncorrelated with the error term such that their covariance, cov(X j , ε j ) = 0.
B. Multivariate Adaptive Regression Splines (MARS)
Multivariate adaptive regression splines (MARS) is a powerful mathematical regression tool proposed by Friedman [5] with the aim to predict the value of a dependent variable from a set of independent variables. In particular, MARS approach is very suitable to be used in data mining, especially when handling fairly large datasets since the spline functions will automatically divide the input data into various subregions [7] . MARS does not require any a priori assumptions about the underlying functional relationship between the dependent and independent variables. The basis functions of MARS are splines which are commonly used to build flexible regression models because of their compact support and smoothness properties [8] . A truncated spline function consists of a left-sided and a right-sided segment defined by a given knot location t, as shown in (2) and (3) respectively.
It is to be noted that q is the power to which the splines are raised in order to determine the degree of smoothness of the resultant function estimate. The subscript "+" in the function indicates that the output is zero when the argument is unsatisfied. The general MARS model is represented in (4) The generalized cross-validation (GCV) criterion is used to find the overall best model in MARS analysis [9] , as defined in (5):
where n is the number of observations in the data set, y i is the dependent variable for observation i, y  is the predicted dependent variable and C(M) is a complexity penalty function used to avoid over-fitting and increase the model parsimony. C(M) is usually defined as in (6):
where M is the number of non-constant terms in the model, c is an user-defined cost penalty factor for each basis function optimization and d is the effective degrees of freedom which equals to the number of independent basis functions in the model.
In general, there are three main steps involved in MARS analysis. The first step is a constructive phase, in which the variable with the selected pair of spline functions is introduced and new spline functions are added stepwise. In this procedure, a complex multivariate model named the global MARS model is built where over-fitting problem usually occurs. The second step is the pruning phase, in which some spline functions of the global MARS model are eliminated stepwise using a sequence of general cross-validations alternated with ten-fold cross validation. In the third step of MARS analysis, the optimal model is selected from a series of less complex models using a cross-validation technique.
C. Model Evaluation and Validation
Model evaluation is important in modelling process as to examine whether a statistical model built can describe the system accurately. Eventually, the final model of MARS is compared against the best-fit MR model obtained. Wilcoxon signed-rank test is used to test and compare the results of the prediction modelling techniques in terms of absolute residual error (ARE) and magnitude of relative error (MRE) [10] . It is a distribution-free method that does not rely on the data relating to any underlying distributions. Besides, the test statistic is based on the signs and ranks of observations, not the magnitude; hence it is not affected by the outliers.
The initial step for Wilcoxon signed-rank test is computing the differences between two related observations. The observations with no difference are omitted from the sample. Then, the remaining absolute differences are ranked from smallest to largest, employing tied observations where appropriate. A mean rank is assigned to each tied observation. The signs of each difference are affixed to their corresponding ranks. Subsequently, the sums of both positive and negative ranks are calculated and compared. The sum of the ranks having a plus sign is denoted as T + while the sum of the ranks having a minus sign is denoted as T -. The smaller of these two rank sums is used as the test statistic and referred to as T.
When the sample size is large, the distribution of T is closely approximated by a normal distribution with a mean of
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Therefore, the test statistics can be calculated from the following formula as in (7):
In addition, model validation by a testing dataset is needed in regression analysis so as to avoid the phenomenon of overfitting, where the model fits the training data too well but has poor predictive power with the testing data. The data are thus split into the training and testing sets for MR model [11] and MARS model [12] . In this study, the accuracy assessment of MR and MARS models obtained using both training and testing data are examined against the performance measures for numeric prediction. This helps to determine the best fitted model with higher prediction capability.
IV. RESULTS AND DISCUSSION
From the results of our previous paper [13] , the obtained MR model consists of 10 terms, with one intercept term, four main terms and five interaction terms based on different independent variables. All the underlying assumptions of multiple regression are fulfilled. The model is given by (8) :
As a result of the MARS modelling process, the final basis functions and their appropriate interaction terms are obtained and expressed in (9) . The basis functions are detailed in Table  I.   TABLE I. BASIS FUNCTIONS OF THE MARS MODEL
Basis Function Definition
Specification of different slopes for these basis functions is determined by knots as in Table I . For instance, the basis function, BF12, contains a knot with the value of 0.1005. Besides, more than one basis functions are defined for some of the independent variables. By considering the variable X 5 within the model, its main effects are specified in the basis functions called BF5, BF6 and BF12. The combination of these basis functions forms the function of MARS. Overall, the regression line is curved at the selected knots, which allows non-linear relationships to be fitted. Eight of the selected basis functions can be considered as four pairs of the spline functions, namely BF2 and BF3, BF5 and BF6, BF7 and BF8, as well as BF13 and BF14. To illustrate this, the pair of BF5 and BF6 is used as an example.

By referring to (10) and (11), when the value of variable X 5 is larger than 0.1002, the sixth term in (9) equals to -0.1748 (X 5 -0.1002) while the seventh term in (9) becomes zero. In contrast, when the value of variable X 5 is smaller than 0.1002, the seventh term in (9) is equaled to 16099.2230 (0.1002 -X 5 ) and the sixth term in (9) is zero.
The remaining terms in (9) are not paired. By taking the basis function, namely BF4 as an example, it can be defined as:
The fifth term in (9) equals to -0.3474 (0.4380 -X 1 ) when the value of variable X 1 is smaller than 0.4380. Meanwhile, it becomes zero when the value of variable X 1 is greater than 0.4380 as shown in (12) .
The interpretability of the underlying functional relationship between the dependent and independent variables is difficult in MARS since the model is set up as basis functions. Thus, plots are displayed to visualize the model in (9) . The summation of all the 14 basis functions provides a model surface in multidimensional space consisting of small planes describing local regions of the data space. Fig. 1 shows the model surface of MARS from different perspectives. There is a non-linear pattern as can be seen in Fig. 1 . Wilcoxon signed-rank test is conducted to evaluate and compare the predictive performance of the statistical models built in terms of absolute residual error (ARE) and magnitude of relative error (MRE). Table II Table II , the absolute computed Z value for ARE is 7.0035. At the 5% level of significance, the critical Z value, Z (0.05 (2)) is 1.96. Since the absolute computed Z value is greater than critical Z value, the decision is to reject the null hypothesis that the ARE value for MARS model equals to the ARE value for MR model. It indicates that there is a difference in the preference for MARS and MR models.
Meanwhile, the absolute computed Z value for MRE is 7.8406 as shown in Table II Table II are smaller than 0.05. Thus, these models are compared in order to select the one with superior estimating performance that provides higher reliability of results. Table III presents the prediction accuracy measures for both the training and the testing dataset of MARS model and MR model. Several performance measures, namely root mean squared error (RMSE), mean absolute error (MAE), root mean squared relative error (RMSRE) and mean absolute relative error (MARE) are used to assess the success of numeric prediction [14] . It can be concluded that the MARS model has the best prediction accuracy since it has the lowest value for each error measure as compared to MR model. In overall, the multivariate adaptive regression splines model is better than the multiple regression model in predicting CO 2 emissions for all the ASEAN countries. Likewise, the non-parametric method is a more appropriate modelling technique for CO 2 emissions prediction in the comparison of parametric method. 7 and appropriate interaction terms. Evaluation of the prediction models indicates that the MARS model describes the dataset better and has achieved significantly better prediction accuracy as compared to the MR model. Thus, the MARS model performs better than the MR model in predicting CO 2 emissions. MARS is better apt to model situations that involve a large number of variables or a high degree of interaction among the independent variables. It can be concluded that multivariate adaptive regression splines can be a valuable tool in modelling CO 2 emissions for ASEAN countries. Other interesting work is to develop more precise prediction models by combining MARS with other modelling techniques in future studies. For example, the algorithm of multiple regression and multivariate adaptive regression splines can be integrated together to form two-step MARS (TMARS) models.
