When an ultrathin metal film of thickness h <20 nm is melted by a nanosecond pulsed laser, the film temperature is a nonmonotonic function of h and achieves its maximum at a certain thickness h . This is a consequence of the h and time dependence of energy absorption and heat flow. Linear stability analysis and nonlinear dynamical simulations that incorporate such intrinsic interfacial thermal gradients predict a characteristic pattern length scale that decreases for h > h , in contrast to the classical spinodal dewetting behavior where increases monotonically as h 2 . These predictions agree well with experimental observations for Co and Fe films on SiO 2 . DOI: 10.1103/PhysRevLett.101.017802 PACS numbers: 68.15.+e, 05.45.ÿa, 65.20.ÿw, 81.16.Rf Realizing the promise of nanoscale systems and devices to applications such as information processing, energy harvesting, and medicine depends greatly on our ability to manipulate equilibrium self-assembly and dynamic selforganization at small scales [1] [2] [3] [4] [5] [6] [7] . Hence, developing robust and controllable ways of inducing self-assembly and self-organization has emerged as a principal concern for researchers in diverse areas including nanophotonics, plasmonics, optoelectronics, magnetism, catalysis, and therapeutics. Recently, hydrodynamic instability and pattern formation in thin liquid films have received renewed attention as robust means of creating self-organized states. The instability itself could be precipitated by an individual (or combination of) mechanism(s) such as buoyancy induced by bulk temperature or concentration variations [8, 9] , capillary forces [6], evaporation [10] , Marangoni (interfacial tension gradient) effects [11] [12] [13] [14] and, for ultrathin films, long-range intermolecular forces [15] [16] [17] [18] .
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Irrespective of the physical mechanism, a desirable feature of hydrodynamic pattern formation is that the selection of pattern length scales and ripening times can be controlled to a great extent by varying fluid properties, external fields, and/or film height. A classic example is the thin-film hydrodynamic instability of a spinodally unstable liquid film on a substrate. In this case, a competition between stabilizing interfacial tension force and destabilizing long-range attractive dispersion force results in the amplification of naturally present (thermal) fluctuations of the film surface [15] [16] [17] [18] . This causes the breakup of the film and eventually, by capillary forces, the formation of droplets with well-defined spatial order [19] . Under isothermal conditions the classical thin-film hydrodynamic equation predicts that the characteristic length ( C ) and time ( C ) scales vary with film thickness h as h 2 and h 5 , respectively [15] . However, if a temperature (T) gradient G @T @h is present along the interface, it can suppress or abet the dewetting process depending on its sign; i.e., if G > 0, it will cause the interfacial tension to decrease (increase) in the crest (trough) regions of a perturbed fluid film, thereby causing thermocapillary (Marangoni) flow with a tendency to neutralize the perturbation and vice versa. While thermocapillary phenomena in thin films have been extensively investigated since the pioneering works of Block [12] and Pearson [13] who pinpointed the role of thermocapillary forces on the formation of Benard-Marangoni cells that form when a thin fluid layer is heated from below [9] , its influence on spinodal dewetting of ultrathin films has not been studied systematically to our knowledge. In this Letter we present theoretical and experimental evidence for a novel dewetting mechanism in ultrathin films in the presence of thermocapillary forces.
Recently, we have shown that ultrathin metal films (h < 9 nm) on glass substrates can be dewetted by laser irradiation [20 -23] to form ordered nanoparticle arrays. Specifically, a metal film-substrate bilayer is exposed to a nanosecond (ns) pulsed ultraviolet (uv) laser which melts the metal film. A dewetting instability ensues and, when nurtured by a series of thermal cycles, it eventually causes film breakup and nanoparticle formation. For film thicknesses <9 nm for Co and Fe, the average particle spacing expt measured experimentally was found to increase h 2 consistent with spinodal dewetting. Here, we report experimental results for a much larger range of h (<25 nm for Co and <20 nm for Fe) and show a qualitative departure from the classical trend; namely, expt is observed to decrease sharply with increasing h for h > h where h is a threshold height that depends on the metal. See Fig. 1(a) .
We first explain the essential physics underlying the sign reversal of G by employing the following thought experiment. Consider a thin fluid film of height h at a uniform, steady temperature T supported on a substrate of thickness L and thermal conductivity k s . The heat transfer to the ambient (vacuum in the above experiments) is negligible as compared to that of the substrate whose bottom is maintained at a constant temperature T 0 < T. The film is maintained at a constant temperature T by the action of a constant laser source, which supplies energy to the film at the rate S S 0 1 ÿ expÿa m h where S 0 and a m denote the energy flux absorbed by the film and attenuation factor, respectively. Under steady-state conditions,
In this simple scenario, G > 0 for any value of h and will act to suppress the growth of film height perturbations, thereby slowing down the rate of spinodal dewetting. A more interesting scenario can be anticipated if the reflectivity R r 0 1 ÿ expÿa r h of the bilayer is h-dependent as is the case for ultrathin film-substrate systems [23, 24] , since for sufficiently large h, R approaches the bulk metal value, while for relatively small h, R is determined by the underlying substrate as well. Because of the large absorption of metals and transparency of SiO 2 in the uv regime, for typical metal ultrathin-film=SiO 2 bilayers, the effective reflectivity of the system takes the approximate form of Rh r 0 1 ÿ expÿa r h, where a r and r 0 are material-dependent parameters. Accounting for the effect of reflectivity, the effective energy supply rate is S1 ÿ Rh, for which
. For typical values r 0 0:5, a r 1=15 nm ÿ1 , and a m 0:1 nm ÿ1 , h 22 nm, implying that for ultrathin films one can transition from a regime where thermocapillary forces suppress the dewetting process to one in which they greatly promote it. This is qualitatively consistent with the experimental observations reported in Fig. 1 .
In order to estimate the thermal gradients in the experiments, we utilize an analytical 1D heat transport model that captures the essential physics of the pulsed laser heating of a thin continuous metallic layer on an optically transparent and thermally insulating substrate, such as SiO 2 [23] . The magnitude of the heat flux q s entering the substrate is
, where the subscript s denotes the substrate, k and are the thermal conductivity and diffusivity, respectively, Tt; h is the instantaneous temperature of the film. R was calculated by using the model derived by Heavens [24] using the complex index of refraction N n ik with values of N 1:26 i1:94 for Co and N 1:16 i2:02 for Fe [25] . In Fig. 1(b) we present the calculated value of G from the above-mentioned model for Co using the laser fluence value required to bring the films to their respective melting temperature (1768 K for Co and 1809 K for Fe) at a given time m . Curves of G versus h are presented for melting times m 1, 3, and 13 ns. The most important observations that can be drawn from these figures are (i) the thermal gradients are film thickness and time dependent, (ii) they have significant magnitudes 50-400 K=nm, and (iii) they change sign with G < 0 over a critical thickness regime 8 h 14 nm for Co and 9 h 13 nm for Fe, with precise h values dependent upon the time required to achieve melting. Similar analysis for Ag and Au films predict h values of 16 and 12 nm, respectively, for m 1 ns and 37 and 19 nm, respectively, for m 13 ns. Hence, as explained by the simpler analytical model above, the crossover thickness and the magnitude of G depend on thermophysical parameters, bilayer reflectivity, and laser fluence.
The intrinsic thermal gradients will result in surface tension gradients because of the temperature dependence of the film surface tension T, and the magnitude of the resulting thermocapillary effect will be proportional to T @T @h G T where T d dT . The thin-film hydrodynamic equation, which is based on the lubrication approximation of the Navier-Stokes equations [15, 16, 26 ] is modified to include spatial surface tension variations as
where h 0 is the instantaneous film height and the three terms on the right-hand side correspond to capillary, dispersion, and thermocapillary forces, respectively, is the viscosity of the liquid metal, and A is the Hamaker coefficient. Straightforward linear stability analysis using normal mode expansions yields the following dispersion relationship between wave number k and growth rate of infinitesimally small interface perturbations:
The characteristic (the fastest growing) dewetting length () and time () scales can be expressed, respectively, as
and
with corresponding classical scales (G 0) c and c , respectively. Clearly, for h < h the gradient G > 0 and the thermocapillary effect opposes the destabilizing influence of the long-range interactions resulting in = c > 1 and = C > 1. However, for relatively small h values the thermal diffusion time scale is smaller than the pulse time in the experiments reported here [23] . Hence the stabilizing effect of a positive thermal gradient is likely to be negligible. In contrast, for the regime in which h > h and G < 0, the thermal diffusion time scales are relatively larger. Hence, an adverse thermocapillary effect compounds the destabilizing influence of the dispersion forces resulting in = c < 1 and = C < 1. We have previously shown that when Co films with thickness 1 h 8 nm undergo dewetting under multiple instances of melting by a nanosecond pulsed laser, the experimentally measured nanoparticle nearestneighbor spacing expt represents the characteristic instability length scale [22, 23] . From those measurements we estimated A 1:41 10 ÿ18 J for Co on SiO 2 . Here we have performed similar experiments to study the behavior in the thickness regime up to 20 nm for Co and 18 nm for Fe films. The average root-mean-squared roughness of the films was less than 0.2 nm over the entire thickness, as determined by atomic force microscopy measurements [22, 23] . Laser irradiation was performed with energies in the range of 75-150 mJ=cm 2 , which was above the melt threshold regime but not sufficient to cause substantial evaporation. Approximately 10 500 pulses were applied at a repetition rate of 50 Hz. The resulting nanoparticles were investigated using a scanning electron microscope (SEM) and the expt was extracted from power spectrum of images showing the particle distribution. In Fig. 1(a) , we have plotted the ratio expt = c and compared it to the theoretical predicted ratio = c . Two important features are immediately evident from this figure: (i) a distinct change in behavior is seen for Co when h 8 nm and Fe when h 9 nm where the length scale observed in the experiments decreases below the classical value, in very good agreement with the theoretical predictions, and (ii) in the thinner film regime, the deviation from the classical behavior is not significant since thermal diffusion smooths out the thermal gradients over the pulse time [23] .
In order to ascertain if the length scales predicted above by the linear stability analysis hold in the presence of nonlinear effects, a finite difference algorithm with adaptive time step size control was developed to track the nonlinear evolution of random, finite amplitude initial perturbations (with amplitude ranging from zero to is the melting temperature of the film, sampled from a uniform distribution) by time integrating Eq. (1) [27, 28] . Since film deformation in the solid state (between pulses) is negligible, the dewetting process is treated as a continuous one in the nonlinear dynamical simulations [29] . Simulations were performed for the cases where G is held constant with values ÿ10, ÿ5, ÿ1, 0, 1, 5, and 10 (K=nm) for 10 nm of Co on SiO 2 . As shown in Fig. 2 , for simulations using negative values of G, substantial reduction in the characteristic length scale as compared to the isothermal case was observed, in agreement with linear stability analysis predictions. Further, the predicted time scale of dewetting is in good agreement with experimental observations. Since the liquid phase lifetime of the film is on the order of 10 ns for each laser pulse [23] , the dewetting time can be estimated as the liquid phase lifetime per pulse (10 ns) times the number of laser pulses. For example, in the case of a 3.8 nm Co film, the final dewetting morphology is observed after approximately 10 500 laser pulses, suggesting dewetting time on the order of a microsecond [22] . Using the ripening time given by Eq. (3), the corresponding time scale for a 10 nm film should be >100 s, which is qualitatively consistent with the simulations. Linear stability analysis predicts the time scale to become infinite at G 0:403 (K=nm) for the Co : SiO 2 system [and G 0:466 (K=nm) for the Fe : SiO 2 bilayers] corresponding to the case where ! 1 implying that no further pattern formation could occur beyond this point which is confirmed by the nonlinear simulations.
In conclusion, we have observed a novel nonclassical patterning behavior in the dewetting of ultrathin metal films under fast thermal processing by a pulsed laser. The characteristic length scale decreases with increasing film thickness for h above a critical value h 8 nm for Co and Fe. The origin of this behavior is the intrinsic thermal gradient that develops along the film-vacuum interface due to the strong h and t dependence of laser heating of ultrathin films. This discovery offers an opportunity to explore and access a significantly wider range of length scales for nanoparticle arrays.
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