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Abstract
The dynamical evolution of an ultracold Bose gas distributed across the sites of
an optical lattice is investigated theoretically in the framework of the Bose-Hubbard
model. First, the focus is set on the evolution of squeezing correlations in the two mode
system. It is shown that the eigenstates of the Hamiltonian do not exploit the full
region of possible squeezing allowed by Heisenbergs uncertainty relation for number and
phase fluctuations. The development of nonclassical correlations and relative number
squeezing is studied at the transition from the Josephson to the Fock regime. Comparing
the full quantum evolution with classical statistical simulations allows us to identify
quantum aspects of the squeezing formation. In the quantum regime, the measurement
of squeezing allows us to distinguish even and odd total particle number states. Then, a
far from equilibrium quantum field theory method, the so-called two-particle-irreducible
effective action approach, is presented for the description of the dynamics in larger
lattices. The resulting dynamics is compared to the classical statistical time evolution.
The validity of the quantum field evolution is probed for various initial conditions in
the classical regime.
Zusammenfassung
Die dynamische Entwicklung eines ultrakalten Bose-Gases in einem optischen Gitter
wird theoretisch im Rahmen des Bose-Hubbard-Modells untersucht. Zuerst liegt der
Fokus auf der Beschreibung der Korrelationen in gequetschen Zusta¨nden eines zwei-
Moden Systems. Es wird gezeigt, dass die Eigenzusta¨nde des Hamilton-Operators
nicht das volle Spektrum abdecken, das von der Heisenbergschen Unscha¨rferelation
fu¨r Teilchenzahl- und Phasenfluktuationen erlaubt ist. Die Entwicklung von nicht-
klassischen Korrelationen und von Quetschen in der Teilchenzahldifferenz wird am U¨ber-
gang von dem Josephson- in das Fock-Regime untersucht. Der Vergleich der vollen quan-
tenmechanischen Zeitentwicklung mit klassischen, statistischen Simulationen ermo¨glicht
es uns, Quanten-Aspekte der Entstehung von gequetschen Zusta¨nden zu identifizieren.
In dem Quantenregime erlaubt uns die Messung der Quetschung gerade und unger-
ade Gesamtbesetzungszahlzusta¨nde zu unterscheiden. Dann wird eine Methode aus der
Nichtgleichgewichts-Quantenfeldtheorie, die Methode der Zwei-Teilchen-irreduziblen ef-
fektiven Wirkung, fu¨r die Beschreibung der Dynamik in gro¨ßeren Gittern vorgestellt. Die
resultierende Dynamik wird mit der klassischen statistischen Entwicklung verglichen.
Die Gu¨ltigkeit der quantenfeldtheoretischen Evolution wird dann fu¨r verschiedene An-
fangsbedingungen im klassischen Bereich u¨berpru¨ft.
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Chapter 1
Introduction
In the beginning of the 20th century, quantum mechanics introduced the concept of
matter-wave duality. It brought to us an explanation for phenomena such as black-body
radiation and the photoelectric effect, and eventually allowed for important applications
such as the laser. The classical physics known before was shown to result as a specific
limiting case of the new, more general quantum physics. The quantum theory is built on
the concept of the wave function which brought the important idea of interference into
play. This leads to quantum effects that cannot be described by the classical statistical
description of physics.
In recent years, Bose-Einstein condensation (BEC) of cold atomic gases has opened
a whole new field of experimental investigation of those quantum effects. BEC was
predicted more than eighty years ago by A. Einstein [Eins24], initiated by Bose’s new
formulation of the statistical properties of photons [Bose24]. It was not, however, before
1995, with the experimental realization of such a condensate in dilute alkali gases at JILA
[Ande95] and MIT [Davi95], that this state of matter could really start to revolutionize
the field of atomic physics. In a BEC, a large fraction of massive bosonic particles
are condensed into the same quantum state. Since the thermal noise is very small as
compared to the case of “normal” matter, BECs form a good ground for studying certain
quantum effects and performing high-precision measurements.
Quantum mechanics predicts a fundamental limit for the precision of simultane-
ous measurements in the form of Heisenberg’s uncertainty relations [Heis27, Cond29,
Robe29]. For a single particle, this limit determines the shot noise [Giov04], and the
precision gained by repeating an experiment many times scales with the inverse of the
square root of the number of times it is performed. If one considers an ensemble of N
non-interacting uncorrelated particles in the condensate, the square-root of the variance
divided by the mean of generic variables scales like 1/
√
N with N the particle number
[Giov06]. This limit is called the standard quantum limit.
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Nowadays, some of the most precise measurements have reached the standard quan-
tum limit [Sant99, Arci06, Goda08]. Despite this apparent fundamental limit, the pre-
cision can be increased even further. The strategy is to exploit correlations formed
by the interactions between particles which lead to so-called squeezing. Heisenberg’s
uncertainty relations pose a lower bound to the product of the variances of conjugate
variables. Therefore, one can reduce the uncertainty on a particular variable of interest
at the expense of its conjugate. In other words, at the standard quantum limit, the
area of incertitude can be seen as a circle in the plane defined by the variances of the
two observables considered. To gain precision, this circle can be squeezed to an ellipse
reducing the variance in the direction of interest. As it would happen when one squeezes
a balloon, its size in the other directions increases, in our case to satisfy Heisenberg’s
uncertainty relations.
In the following, we consider a gas of bosons distributed over the two sites of a
double-well trap. This two-mode system can be easily used to describe other systems,
such as an isospin. This is why squeezing of a two-mode system is usually called spin-
squeezing. A method to obtain a spin squeezed state in a two mode system was first
proposed by Kitagawa et al. in 1993 [Kita93]. Its use for precision measurements and
atom interferometers was proposed later by Wineland [Wine94]. The idea is to send
a state with squeezing correlations into a Ramsey interferometer. This interferometer
involves coupling of the two modes, followed by a certain time of free evolution before
coupling again the modes to allow analysis of their phase difference [Rams50]. Tuning
the intermediate evolution allows to perform measurements with precision better than
given by the standard quantum limit.
It was pointed out that there is a close link between spin squeezing and quantum
entanglement [Søre01a, Søre01b]. This lead to the proposal to use spin squeezed states
for quantum teleportation of continuous variables. Different schemes were proposed in
Refs. [Benn93, Vaid94, Brau98].
In the first part of this thesis, we study the production of spin squeezing in an ultra-
cold Bose gas enclosed in a double-well trap. Our study was motivated by an experiment
performed by the group of M. K. Oberthaler at the Kirchhoff Institute for Physics in
Heidelberg. The results of this experiment were presented in Ref. [Este`08]. Similar
squeezed states were used later by the same group in an interferometry experiment in-
volving two hyperfine states of 87Rb to beat the standard quantum limit [Gros10]. In
the experiment we consider, the atoms are cooled in a series of successive steps and
condensed to a BEC in a final double-well trap. The double well is created by adding a
short-wavelength periodic optical trap on top of a wider optical dipole trap producing an
overall confinement. The short-wavelength lattice is created by two lasers that intersect
at a set angle. Within this intersection, a standing wave is created whose wavelength
can be tuned by variation of the angle. The height of the barrier between the wells can
be changed by adjusting the intensities of the two lasers. One can tune the dipole outer
3Figure 1.1: Sketch of the trapping potential created in Ref. [Este`08]. Picture taken from
Ref. [Gati06].
trap in such a way that only two of the minima of the optical lattice are populated,
hence creating a double-well trap. A sketch of the final trap is presented in Fig. 1.1.
Tuning the barrier height can be employed for the production of many-body states
with squeezing in the relative number difference of particles. This squeezing occurs
in the suppression of the fluctuations of the relative number difference of particles in
the two wells. In the experiment described above, such squeezing was observed in the
distribution of atoms, by counting them after high-resolution imaging of the atom cloud
in subsequent runs and by calculating the variance of the resulting count. In each
such run, a condensate was prepared in the double-well trap with a low barrier height,
allowing the atoms to be delocalized across the almost flat potential floor. Then, the
potential barrier was slowly raised, allowing for an almost adiabatic adjustment of the
system’s state to the modified external conditions. They observed that the finally strong
barrier suppresses the fluctuations in the particle number difference below the classical
limit. This suppression was interpreted as due to the squeezing that manifests itself
theoretically in the approximate low-energy many-body eigenstates.
Other groups have realized experiments with spin squeezed states with laser cooled
atoms [Schl08], and using other methods, for example in vapor cells [Hald99, Fern08,
Appe09] or ion traps [Meye01]. Those experiments focus on the realization of squeezing
in the objective of improving measurement sensitivity beyond the standard quantum
limit. The systems uses different atoms at different temperatures in various trapping
schemes, but all discuss the use of squeezed states for interferometry experiments.
A theoretical description of a non-relativistic gas in an optical lattice at ultralow
temperatures is provided by the Bose-Hubbard Hamiltonian. Its derivation from a
general bosonic many-particle Hamiltonian is presented in Chapter 2. This discrete
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model will be used throughout the thesis. The properties of the energy spectrum of
the two-mode Bose-Hubbard Hamiltonian are discussed in Chapter 3. We introduce the
Schwinger angular-momentum operators to discuss the fundamental squeezing limits
in the Bloch-sphere picture. We show that the Heisenberg limit cannot be reached,
in the generic case, by adiabatically changing the systems parameters, starting from
an incoherent mixture of energy eigenstates. In particular, in the ground state of the
system, though being rather close to the Heisenberg limit, the variances of the conjugate
variables number difference and relative phase between the wells are in general not
minimized at the Heisenberg limit.
A prominent motivation of the work presented here is to study the role of quantum
statistical fluctuations in the preparation of the spin-squeezed states. The quantum
evolution is obtained by exact numerical integration of the Bose-Hubbard Hamiltonian.
By comparison of those results with semiclassical Monte Carlo simulations, we show in
Chapter 4 that the spin squeezing produced in a setup as that in the experiment [Este`08]
is equivalent to reduced classical fluctuation of the occupation number difference between
the two wells. The production of squeezed states in the experiment follows a quasistatic
path in state space, the reduction of the fluctuations arises from the evolution of the
eigenstates towards well-defined number states.
We show that quantum effects can be seen when producing squeezed states. However,
due to the low degree of degeneracy in the system, it is possible only at significantly lower
temperatures than in the experiment. The detection of such squeezing and quantum
correlations requires the measurement of particle number at the single-particle level. In
those cases, crucial differences arise for systems with an even total particle number as
compared to such with an odd number.
In the second part of the thesis, we depart from the description of the double-well
and the production of squeezing to focus on the description of a Bose gas on larger
lattices. As the Hilbert space grows exponentially with the number of lattice sites, we
can no longer use the exact numerical integrations from the first part. The numerical
effort would be prohibitive. Providing a good description of the dynamics of larger
system leads us to quantum field theoretic methods for quantum many-body dynamics.
Quantum many-body dynamics poses a series of general problems that are usually
not solvable exactly. In some particular cases, analytic solutions to the models can be
found [Zima64] and can be used to benchmark more general approximative techniques.
The Lieb-Liniger model is an example [Lieb63], it describes the evolution of a continuous
1D Bose gas with contact interaction and periodic boundary conditions. For instance,
the analytic evolution of the wave-function of an initially trapped gas allowed to expand
freely was calculated in Ref. [Bulj08]. But the evaluation of the relevant observables
necessitates the resolution of a number of integrals scaling with the number of particles.
This renders the exact solution of the model unpractical for many-body physics with
5large particle numbers.
Numerical techniques were developed to describe more general systems such as the
density-matrix renormalization group (DMRG) [Scho05, Whit04], time-dependent block-
decimation [Vida04] and functional renormalization group [Gase08] methods. Semi-
classical simulation techniques were also studied [Stee98b, Blak08, Polk09]. Those tech-
niques can be compared to each other and to special exact solutions, in order to exhibit
the most useful method for a particular problem.
Our focus is set on far-from-equilibrium dynamics of a Bose gas in a lattice in one
spatial dimension. Far from equilibrium, the evolution cannot be considered as a per-
turbation of the equilibrium situation and solved using linearization techniques. Other
perturbative methods rely on the smallness of the interaction parameters, and the dy-
namic equation are expanded in powers of this parameter. In strongly coupled systems,
this parameter is large and perturbation techniques are no longer valid. Semi-classical
Monte-Carlo methods are also used for nonequilibrium dynamics. Those method pro-
vide a good description of the system, for as long as quantum fluctuations remain small.
As the study of those quantum effects is one of the motivations of this thesis, we need
another method for the quantum description of far-from-equilibrium dynamics.
A series of powerful approaches to the problem comes with quantum field theory. In
particular, we consider a method called the two-particle-irreducible (2PI) effective action
approach [Lutt60, Baym62, Corn74]. The power of this approach comes from the fact
that the approximation are made at the level of the action, before the equations of motion
are derived. This allows to keep certain symmetries intact at any level of approximation
and ensures the conservation of crucial quantities such as particle number and energy.
Furthermore, we consider a non-perturbative expansion of the effective action in inverse
powers of the number of field components N [Berg01, Aart02, Gase05]. This is useful,
e.g., for a gas of identical bosons described by N complex scalar field. This truncation
technique has the advantage of not being explicitly dependent on the smallness of the
interactions, and is valid for strongly coupled systems. In the following, the truncation
is made at the next-to-leading order (NLO) in 1/N . The 2PI effective action at NLO
in 1/N is discussed in detail in the review [Berg05], and the derivation of the equations
of motion for the case of the Bose-Hubbard model in 1D is described with and without
field expectation values in Refs. [Gase05, Temm06]. We present this approach in the
framework of a Bose gas on a lattice in Chapter 5.
This method was compared with exact calculations and the Hartree-Fock-Bogoliubov
(HFB) approximation in Ref. [Temm06] for dynamics of a degenerate Bose gas in a 1D
lattice for two and three sites. The main results are presented in Fig. 1.2 for a two-site
system. Qualitative agreement was found between the results from the 2PI 1/N NLO-
expansion and exact calculations. The qualitative improvement over the meanfield HFB
and low-order loop approximations is remarkable. Increasing total number of particles
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Figure 1.2: Time evolution of an ultracold Bose gas in a two-site 1-dimensional lattice and
periodic boundary conditions. Several techniques are compared in the evolution of various
observables. The three columns show the same quantities, for a different total number of
atoms N . The blue dashed lines show the results from an exact calculation [Rey04]. The
thick solid lines presents the results from the 2PI 1/N NLO-expansion. The red dotted curves
correspond to the Hartree-Fock-Bogoliubov approximation while the green dash-dotted curves
show the dynamics resulting from a further approximation of the 2PI 1/N NLO-expansion.
More details are to be found in that Ref. [Temm06].
seemed to improve the accuracy of the approximation.
In this work, we investigate the dependence of the quantitative disagreement on the
number of lattice sites. As no exact calculations are available, we limit our study to
the semiclassical regime and use classical statistical simulations as a reference for the
comparison. Our results are presented in Chapter 6, after a discussion of the numerical
implementation of the field-theoretic equations and of the classical model. This quanti-
tative disagreement is found to be somewhat smaller for larger lattices, but no general
scaling was found. This points to a general limitation of the NLO 1/N approximation
at large couplings. We show, however, that evolution of the total occupation of a single
site is well described by the 2PI approach while the evolution of the phase coherence is
not properly reproduced. Hence, we find a clear sign of the significance of higher-order
correlations left out at the level of the approximation.
Chapter 2
Bose gas in a lattice potential
In this thesis, we study the dynamics of a Bose gas trapped on a lattice. In Part I,
we will concentrate on the study of gas trapped in a double-well potential with two
energetically degenerate minima separated by a barrier of variable height. In Part II,
we will look at the dynamics of a gas this time trapped in an optical lattice. In that
case, the number of local minima is much higher than two. For both settings, the
underlying model is the Bose-Hubbard Hamiltonian, that describes a non-relativistic gas
of bosons in an optical lattice. In this chapter, we show a derivation of this Hamiltonian.
It is obtained as an approximation of the standard continuous bosonic many-particle
Hamiltonian, using Wannier functions as a basis for discretization.
2.1 Hamiltonian
We will now start to present a derivation of the Hamiltonian: Consider a system
of identical bosons of mass m, having a binary interaction of the form V (~xi − ~xj). We
also add an external potential Vext(~x), in which the atoms are placed. This system is
described by the Hamiltonian
Hˆ =
∫
dd~x Ψˆ†(~x)
(
−~
2∆
2m
+ Vext(~x)
)
Ψˆ(~x)
+
1
2
∫
dd~x dd~y Ψˆ†(~x)Ψˆ†(~y)V (~x− ~y)Ψˆ(~y)Ψˆ(~x),
(2.1)
in d dimensions. The field operators Ψˆ and Ψˆ† act on the Fock space of totally symmetric
wave-functions. They follow the standard bosonic commutation relations
[Ψˆ(~x), Ψˆ(~y)] = [Ψˆ†(~x), Ψˆ†(~y)] = 0,
[Ψˆ(~x), Ψˆ†(~y)] = δ(d)(~x− ~y). (2.2)
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In the situation we will consider, the external potential Vext(~x) is usually manu-
factured by light dipole potential coming from detuned lasers. Usually, we need this
potential to exhibit some periodicity in order to be able to derive a discrete Hamilto-
nian. We discuss the considered potential in more details in Sect. 2.2.
As we are considering a dilute gas of Bosons at ultra-cold temperature, the binary
interaction can be approximated by a contact potential, V (~x − ~y) = gδ(d)(~x − ~y). The
coupling constant g is given by g = 4pias~2/m, where as is the s-wave scattering length.
This approximation of the real interaction is valid for small energies, where only s-
wave scattering between particles has to be considered [Legg01, Mess00]. With this
interaction, (2.1) becomes
Hˆ =
∫
dd~x Ψˆ†(~x)
(
−~
2∆
2m
+ Vext(~x)
)
Ψˆ(~x) +
g
2
∫
dd~x Ψˆ†(~x)Ψˆ†(~x)Ψˆ(~x)Ψˆ(~x). (2.3)
This Hamiltonian will be used to derive the Bose-Hubbard Hamiltonian, but let us
have a short digression from here to the classical equation of motion. This equation is
obtained from (2.3) by replacing the field operators by a complex field
Ψˆ(x)→ ψ(x). (2.4)
Under that approximation, the classical equation of motion for ψ(x) then reads
i~
∂
∂t
ψ(~x) =
(
− ~
2
2m
∆ + Vext(~x) + g|ψ(~x)|2
)
ψ(~x). (2.5)
In the following, we will obtain the semiclassical dynamics of the system from this
equation. This equation is formally the same as the Gross-Pitaevskii equation [Gros61,
Pita61], which is obtained from (2.3) by using the Liouville equation i~∂t〈Ψˆ〉 = 〈[Ψˆ, Hˆ]〉
and then by approximating the 3-point function 〈Ψˆ†(~x)Ψˆ(~x)Ψˆ(~x)〉 by a product of
field expectation values ψ∗(~x)ψ(~x)ψ(~x). It provides a mean field description of a non-
relativistic dilute Bose gas.
2.2 Wannier basis decomposition
We shall now consider the setting of the experiment exposed in Ref. [Este`08]. Six
lasers are used to generate a periodic potential in three dimensions. Each dimension
uses a pair of counterpropagating lasers. The resulting standing wave gives rise to an
standing electric field in which the atoms are traps, due the Stark effect. The number
of laser can be reduced to three by using mirrors to create a reflected wave. It shall be
noted here that a variety of other atom/laser configurations exists, many of which have
been explored experimentally or theoretically [Jaks05].
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In the configuration we consider, the laser beams create a optical potential of the
form
Vlat = V0,x cos
2(kxx) + V0,y cos
2(kyy) + V0,z cos
2(kzz). (2.6)
The periodicity ai of this lattice in the direction i = x, y, z is the half of the laser
wavelength in that direction, ie ai = λi/2. The depth of the potential V0,i is given by
the intensity of the laser in that direction. Therefore, the parameters of the potential
can be controlled experimentally by changing the intensities and the wavelengths of the
lasers.
To create a quasi-one-dimensional lattice, one can take very high intensities for lasers
in two of the three dimensions. Since BECs exist only a low energies, the high gap to
the first exited state in those direction suppresses the occupation of that state, and
the atoms are confined to the transverse ground-state of the system. We can therefore
neglect those two dimensions, as the interesting dynamics will happen in the remaining
dimension.
The periodicity in the remaining dimension yields to a band structure in energy,
which can be described by the basis of Bloch functions φ
(n)
q (x) [Kohn59], with n the
band index and q the quasi-momentum. They are defined as
φ(n)q (x) = e
iqxu(n)q (x), (2.7)
where u
(n)
q (x) has the same periodicity as the potential [Asch76, Zima64]. However, in
our case, it is more convenient to describe the system in a basis which is spatially located.
To that end, we use the Wannier functions. This set of orthogonal, real functions, can
be obtained by a Fourier transform of the Bloch functions
ω(n)(x− xj) = Θ−1/2
∑
q
e−iqxjφ(n)q (x), (2.8)
where Θ is a normalization constant. These functions are centered around xj. This
allows us to associate the occupation of the Wannier functions to a population of the
corresponding lattice bin.
For an infinite lattice depth, V0 → ∞, the potential tends towards a series of har-
monic potentials centered around each lattice bin, and the Wannier functions ω(n)(x)
towards the the n-th excited eigen-function of the corresponding harmonic oscillator
[Jaks05].
2.3 The Bose-Hubbard Hamiltonian
The Bose-Hubbard Hamiltonian is derived from the Hamiltonian (2.3) using the
Wannier basis. As discussed above, we use a Hamiltonian that is reduced to the one
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relevant dimension. Then we separate the now 1D external potential Vext(x) into two
parts. The optical lattice potential Vlat(x) = V0 cos(kx), and another trapping potential
Vtrap(x) used to confine the atoms spatially,
Vext(x) = Vlat(x) + Vtrap(x). (2.9)
As we will see later, it is also possible to set this last trapping potential to zero, and study
delocalized atoms under periodic boundary conditions. In any case, we always assume
that the trapping potential varies on a larger scale than the lattice potential. This
allows us to decompose the wave function in terms of the Wannier functions, centered
around the lattice minima xi. Furthermore, since we deal with low energy systems, it
is sufficient to consider only the first band, neglecting the dynamics in the higher bands
of the optical lattice. The field operator can therefore be written as
Ψˆ(x) =
∑
i
bˆiω
(0)(x− xi), (2.10)
where bˆi is the annihilation operator for a particle in the first-band Wannier mode
centered around xi. Like the field operator (2.2), the operator bˆi and its conjugate bˆ
†
i
obey the bosonic commutation relations
[bˆi, bˆj] = [bˆ
†
i , bˆ
†
j] = 0,
[bˆi, bˆ
†
j] = δij.
(2.11)
By inserting the ansatz (2.10) into the Hamiltonian (2.3), we obtain a discrete Hamil-
tion expressed in terms of the new operators bˆi and bˆ
†
i ,
Hˆ = −
∑
i,j
Jij bˆ
†
i bˆj +
∑
i,j
ij bˆ
†
i bˆj +
1
2
∑
i,j,k,l
Uijklbˆ
†
i bˆ
†
j bˆkbˆl, (2.12)
where the parameters Jij, ij and Uijkl are defined as
Jij = −
∫
dx ω(0)(x− xi)
(
−~
2∆
2m
+ Vlat(x)
)
ω(0)(x− xj), (2.13a)
ij =
∫
dx ω(0)(x− xi)Vtrap(x)ω(0)(x− xj), (2.13b)
Uijkl =
∫
dx ω(0)(x− xi)ω(0)(x− xj)ω(0)(x− xk)ω(0)(x− xl). (2.13c)
It has been shown by numerical calculations [Jaks05] that, for reasonably deep lat-
tices, the values of the non-local matrix elements Uijkl are small compared to on-site
interaction Ui = Uiiii, as the overlap of the corresponding Wannier function is small.
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The same argument holds for ij, dominated by i = ij. Also, because of the Lapla-
cian operator ∆, the Jij matrix is dominated by nearest neighbor tunneling Ji = Ji,i+1.
Furthermore, if the trapping potential does not affect too much the lattice potential
Vlat  Vtrap, one can take the same value for each interaction parameter U = Ui and
hopping parameter J = Ji. With those assumptions, the Hamiltonian (2.12) rewrites as
Hˆ = −J
∑
i
(bˆ†i bˆi+1 + bˆ
†
i+1bˆi) +
∑
i
ibˆ
†
i bˆi +
U
2
∑
i
bˆ†i bˆ
†
i bˆibˆi, (2.14)
which is the standard Bose-Hubbard Hamiltonian in one dimension.
Using the completeness relation of the Wannier function, one sees that the integral
needed to calculate i simplifies to the actual value of the trapping potential at the
position of lattice minimum, i = Vtrap(xi).
2.3.1 O(2) decomposition
The spectrum of this Hamiltonian will be studied in detail in Chapter 3, in the
particular case of a double-well trap. However, in Part II, it will be more convenient to
study this Hamiltonian in a slightly different basis, that we discuss in this section.
We choose to decompose the complex-value operator bˆi into a two-component field
in R2, defined in the following way
bˆi =
1√
2
(
Φˆ0i + iΦˆ
1
i
)
, (2.15a)
bˆ†i =
1√
2
(
Φˆ0i − iΦˆ1i
)
. (2.15b)
Those operators obey commutation relations easily derived from (2.11), and are
[Φˆai , Φˆ
b
i ] = −ihabδij, (2.16)
where the newly introduced 2×2-matrix hab is defined by(
hab
)
=
(
0 −1
1 0
)
. (2.17)
Using this new operator, the Bose-Hubbard Hamiltonian (2.14) rewrites as
Hˆ = −J
∑
i
∑
a
(Φˆai Φˆ
a
i+1) +
∑
i
i
2
∑
a
Φˆai Φˆ
a
i +
U
8
∑
i
∑
a,b
Φˆai Φˆ
a
i Φˆ
b
iΦˆ
b
i , (2.18)
where we have neglected a constant term equal to
∑
i(i/2 + U/8). This expression of
the Hamiltonian will be used in Part II.

Part I
Two-mode model:
Beyond classical squeezing
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Chapter 3
The two-mode Bose gas
In this first part of the thesis, we will study the production of squeezed states of
a Bose gas in a double well trap. We have discussed in Chapter 2 how a condensate
could be placed on a one dimensional lattice. The external trapping potential Vtrap(x)
is assumed to be harmonic. By tuning its intensity and the position, one can create a
potential with two degenerate minima, the other local minima being raised to an energy
high enough to have their occupation suppressed when filled with an ultracold Bose gas.
Such a setup was realized, for instance, in the experiment of J. Este`ve et al. [Este`08].
Such a trap creates a so-called double-well system, where the intensity of the lattice
potential Vlat(x) is directly related to the height of the barrier. This intensity dependence
allows an easy experimental control on the height of the barrier. The shape of the
potential for two values of the intensity of the barrier of the lattice V0 is shown in
Fig. 3.1. Mathematically discretized with the Bose-Hubbard Hamiltonian, this setup
becomes a two-mode problem. The properties that will be discussed here can easily
be mapped to other two-modes systems, for instance a gas of bosons with an internal
degree of freedom, e.g. an hyperfine state.
We will concentrate on the dynamical production of squeezed states in a double-well,
under the framework of the Bose-Hubbard Hamiltonian. While Section 3.1 gives some
motivations on why such states are of particular interest, the rest of the chapter focuses
on the static properties of the two-mode Bose-Hubbard Hamiltonian, i.e. the properties
of its spectrum, while in Chapter 4, we investigate the dynamics of the system, and the
production of the squeezed states.
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Figure 3.1: Trapping potential Vext realised in the experiment [Este`08] for two different
barrier heights before (red) and after (blue) an adiabatically conducted ramp-up.
3.1 Motivations on number squeezing
So far, technical difficulties have been the main source of error in physical experi-
ments. Nowadays, as those are mastered, an intrinsic physical principle must now be
taken into account: Heisenberg’s uncertainty relation. This principle limits precision
measurements at the quantum level. As a matter of fact, this standard quantum limit is
already reached by today’s best sensors of various quantities such as time [Sant99] and
position [Arci06, Goda08].
This principle implies that squeezing an observable of interest, i.e. decreasing its
fluctuations below the standard quantum limit given by the central limit theorem, neces-
sarily increases the fluctuations in one or more conjugate observables. However, different
ways to use such squeezed states, e.g., to measure frequency in Ramsey-type interferom-
eters have been discussed in great detail in the past [Wine92, Kita93, Wine94, Boll96].
For example, Heisenberg-limited Mach-Zehnder interferometry using number squeezed
photon states were studied in detail in Refs. [Holl93, Kim98, Huel97, Dunn02].
In the case of non-interacting particles, a two-mode Bose-Einstein condensate is a
coherent semiclassical macroscopic ensembles of particles. Therefore, in the limit of
zero temperature, the probability for each mode to contain a certain number of atoms
is binomial. For large total particle number N , it is therefore approximately Poissonian.
Hence, the variance (∆n)2 of the particle number difference is directly proportional to the
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total particle number N , and the standard quantum limit then reads (∆n)/N ∼ 1/√N .
The observable that we associate to the particle number difference in the Heisenberg
uncertainty relation is the relative phase φ between the modes which can be measured,
e.g., through interference effects. In a closed non-relativistic system of massive particles,
both phase and particle number can only be measured relative to that of a different
system, or they can be measured locally comparing the system at different space-time
points. In such a closed system, a finite mass implies a fixed total particle number and
therefore an undefined total phase. The Heisenberg uncertainty relation ∆n∆φ ∼ 1
leads to the relative standard deviation (∆φ)/φ ∼ 1/√N .
However, the presence of interactions between the particles strongly modifies the
situation. Fluctuations of the particle number and squeezing in trapped atomic gases
have been the subject of numerous recent experimental and theoretical studies [Orze01,
Grei02, Gerb06, Sebb07, Jo07, Li07, Este`08]. Here, we are mainly interested in squeezed
states of Bose-Einstein condensed ensembles of trapped atoms. As mentioned above,
we specifically consider squeezing in the particle number difference between the two
minima of a double-well trap in one spatial dimension. Of course, this reduction of
number fluctuations below the standard quantum limit occurs at the expense of increased
fluctuations in the relative phase between the wells.
Such two-mode quantum systems can be described, by use of Schwinger’s representa-
tion, in terms of angular momentum states with the maximum length of the spin vector
related to the total particle number. Consequently, the non-classical states we consider
exhibit a variant of spin squeezing [Wine92, Kita93].
3.2 Hamiltonian for a Bose gas in a double-well trap
Here, we consider a Bose condensate trapped in a double-well potential with two
energetically degenerate minima separated by a barrier of variable height. We will show
in this section that the Bose-Hubbard Hamiltonian derived in Chapter 2 can also be
used for this model, using a different set of arguments. The barrier between the wells
of the system is taken much smaller than the outer walls of the trap such that the main
source of number fluctuations in each well is given by tunneling processes between the
wells.
In the experiment [Este`08] such a potential was formed optically by counterprop-
agating laser waves creating the superposition of standing waves with two different
frequencies. Near the trapping minima the potential can be approximately described as
Vext(x) = V0 cos(kx) +
1
2
mω2x2 (3.1)
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In the experiment [Este`08], the frequency of the harmonic trap was chosen ω ' (2pi)5 Hz
while the amplitude of the barrier was varied in the range between V0 ' (2pi)430 Hz and
V0 ' (2pi)3 kHz. Fig. 3.1 shows the potential in these limits. The slow ramp-up splits
the two wells, and has the effect of decreasing the hopping between them, and therefore
also the fluctuation of the particle number.
Considering the shape of the potential (3.1) for the values of V0 shown in Fig. 3.1
and the low temperatures encountered in the experiment, the occupation of the other
minima of cos(kx) will be greatly suppressed. At first glance, one could think that it
would be sufficient to consider the Hamiltonian (2.14) and by considering only two sites
NS = 2. However, in Chapter 2, we made the assumption that the external trapping
potential was only slightly modifying the shape of Wannier functions arising from the
lattice. This is unfortunately not true anymore for a double-well potential. We will
briefly describe here how one can show, by assumptions valid for the double-well, that
the Bose-Hubbard Hamiltonian (2.14) also describes this system.
We start again from the equation (2.3), that we repeat here for convenience,
Hˆ =
∫
dd~x Ψˆ†(~x)
(
−~
2∆
2m
+ Vext(~x)
)
Ψˆ(~x) +
g
2
∫
dd~x Ψˆ†(~x)Ψˆ†(~x)Ψˆ(~x)Ψˆ(~x). (3.2)
This time, we consider the external potential given in Eq. (3.1). For a single particle,
the ground and first excited states of the Hamiltonian (2.5), in the absence of a barrier
(V0 = 0), are the corresponding harmonic oscillator eigenstates. The ground (excited)
state is (anti-)symmetric under the reflection r → −r. Raising the barrier adiabatically
these states are transformed into the lowest two energy eigenstates ψ0(x), ψ1(x) in the
double well, both with amplitudes peaked within the two wells. Those two states retain,
of course, the symmetry of the harmonic oscillator states.
For the typical temperatures reached in the experiment, ie around 20 nK, we can
restrict ourselves to describe the system using those two functions, as the occupation of
the higher states will be suppressed. It is furthermore convenient to work with localized
functions. To that end, we use a linear combination of those states,
ψl(x) =
1√
2
(ψ0(x) + ψ1(x)), (3.3a)
ψr(x) =
1√
2
(ψ0(x)− ψ1(x)). (3.3b)
Using the symmetry properties of the two lowest eigenstates, one can see that ψl(x)
(and ψr(x)) are localized around the left (right) well, respectively. Then, one makes the
following ansatz on the field operator.
Ψˆ(x) = bˆ1ψl(x) + bˆ2ψr(x), (3.4)
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Figure 3.2: Time evolution of the parameters U(t) and J(t) of the Bose-Hubbard Hamilto-
nian as realized in the experiment [Este`08]. This evolution drives the system from the Rabi
to the Fock regime.
where the operators bˆi and bˆ
†
i also obey the bosonic commutation relations (2.11). Then,
after a derivation similar to the one used in Section 2.3, one obtains again the Bose-
Hubbard Hamiltonian, this time for two sites
Hˆ = −J(bˆ†1bˆ2 + bˆ†2bˆ1) +
U
2
2∑
i=1
bˆ†i bˆ
†
i bˆibˆi. (3.5)
where J is the tunneling and U is the onsite interaction parameter. Here, we consider
that the two minima of the potential are degenerate, this means i = 0 in Eq. (2.14).
The parameters U and J are obtained by solving the three-dimensional Gross-
Pitaevskii equation for the trapping potential realized in [Este`08] as functions of the
barrier height between the wells. Then, the solutions for ψl(x) and ψr(x) are inserted in
Eqs. (2.13) instead of the Wannier functions. Solving the integrals gives us values for U
and J . Those parameters are shown, for the potential valid during the near-adiabatic
ramp, in Fig. 3.2. This calculation was done for the barrier heights relevant in the
experiment by S. Giovanazzi et al., see Ref. [Giov08].
As we see in Fig. 3.3, for potentials between the limiting cases depicted in Fig. 3.1
the minimum width of the lowest band of states is obtained in the limit of large U/J , i.e.
it is where the scaling parameter s is the lowest. As will become clear in the following
section, see e.g. Eq. (3.8), the width in this limit is approximately UN2/4 ' (2pi)1.2 kHz,
for a total number of particles N = 100. To estimate the validity of the single-band
20 The two-mode Bose gas
model this needs to be compared to the typical temperatures in the experiment which
are on the order of 100 nK, i.e., 10−7 Hz. This is much lower than the band width,
therefore we can say that our dynamics stay within that first single band.
Properties of the Hamiltonian (3.5) and the fragmentation of a Bose-condensate in
a double-well potential have been discussed in detail before [Cira98, Stee98a, Spek99,
Meno01, Mahm03, Stre04, Isel05, Isel06, Stre07], and we review here only the aspects
relevant to our discussion. See Refs. [Ribe07, Ribe08] for a determination of the spec-
trum in the thermodynamic limit. For a general review see Ref. [Legg01]. See also
Refs. [Dunn99, Dunn01] for proposals for the manipulation of number and phase corre-
lations in condensates trapped in a double well.
In the next two sections, we mainly present the result of our work, that was to put
together and understand the various results relevant to our study. Furthermore, we
present our numerical results on the static properties of the Hamiltonian (3.5). Those
results were obtained for values of the parameters relevant in the experiment we follow.
3.3 Energy spectrum
As we have a fixed total number of particles N , it means that we are considering the
canonical ensemble. A convenient basis to express the energy eigenstates of (3.5) in, are
the Fock number eigenstates of nˆ = (bˆ†1bˆ1 − bˆ†2bˆ2)/2,
nˆ |N/2 + n,N/2− n〉 = n |N/2 + n,N/2− n〉 , (3.6)
with −N/2 ≤ n ≤ N/2. Since the total number of particle is fixed, a Fock state will be
referred to as, simply, |n〉 = |N/2 + n,N/2− n〉.
In that case, the dimension of the Hilbert space is N+1. This grows slow enough that
the Hamiltonian can be diagonalized exactly, using numerical methods. In practice, this
allows us to study the energy spectrum by diagonalizing numerically the Hamiltonian
and in Chapter 4 to study its evolution by integrating, also numerically, the exact
equations of motion derived from this Hamiltonian. In general, we will take a particle
number of N = 100 in the following illustrations. While diagonalization can be made
for higher particle count, the value we chose allows us to calculate the dynamics within
a reasonable time.
As far as the form of the spectrum is concerned, three different regimes can be
distinguished by means of the ratio U/J [Para01]. In the Rabi regime, U/J  N−1,
the system consists of N nearly independent particles. This corresponds to the non-
interacting limit. In the Josephson regime, N−1  U/J  N , atom number fluctuations
are small and coherence is high. This is called the classical regime as eigenstates are
described by predominantly positive Wigner functions with widths near the standard
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Figure 3.3: Spectrum of the Bose-Hubbard Hamiltonian in different regimes. The energies
are given in units of U/s, with s a scale factor given in the legend. All energies are shifted
such that E0 = 0.
quantum limit. The Fock regime, N  U/J , is dominated by the interaction energy U ,
thus the atom number in each well is well defined. Reduced number fluctuations and
other non-classical effects appear in the Fock regime.
In the Rabi regime, the spectrum consists of a series of equally spaced states with a
level spacing of ωp where the plasma frequency ωp is given by
ωp =
√
2J (NU + 2J). (3.7)
Increasing U/J beyond 1/N to the Josephson regime introduces an approximately
quadratic part to the spectrum for energies E & 2NJ , for which
Ei ' NJ + U
4
i2. (3.8)
In the Fock regime only quasi-degenerate pairs of states remain, forming an approxi-
mately quadratic spectrum. It was shown in Ref. [Salg07] that the splitting between
these quasi-degenerate states vanishes with 1/N !.
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Figure 3.4: Distribution of the relative particle number n = (n1 − n2)/2 in three different
eigenstates of the Hamiltonian in the Josephson regime, U/J = 1, for N = 100 particles. For
the states with odd i, the coefficients are odd under n → −n, and vice-versa for the even-i
states.
3.3.1 Properties of the eigenstates
Fig. 3.4 shows the occupation number distribution |cn,i|2 of three different energy
eigenstates |Ei〉 in the Fock basis |n〉 defined in Eq. (3.6),
|Ei〉 =
N/2∑
n=−N/2
cn,i |n〉 . (3.9)
The value of U/J is chosen such those states are in the Josephson regime.
We find that the coefficients of the ground state are well approximated by a Gaussian
centered around n = 0, reflecting its semiclassical nature. The first exited state has
a wider distribution around the same mean value. Since it must be an antisymmetric
state, one has c0,1 = 0. The higher excited states show an increasingly wider distribution
around n = 0 with an increasing number of “nodes” in cn,i. In the end, the final energy
states present a gap in the occupation of modes with nearly-equal particle number in
each well, i.e. n ∼ 0. Those states are quasi-degenerate with very similar symmetric
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and anti-symmetric distribution. Also, this gap means that those states are so-called cat
states. Those are, for us, states where the system is in a superposition of a condensate
predominantly in the left well and one in the right one, and not only the diametrically
opposed state (|0, N〉+ |N, 0〉)/√2.
In Fig. 3.5, we present the evolution of the eigenenergies with increasing eigenstate
index i, i.e. we show the difference between the energy of an eigenstate and the one of the
state before it, Ei−Ei−1. This is done in the three regimes for the same parameter U/J
as in Fig. 3.3. In the Rabi regime, the energy difference is constant, as the spectrum
is linear. In the Fock regime, the energy difference shows two branches. For odd i, it
grows linearly, as the quadratic nature of the spectrum would suggest, while for even
i, the values of the difference is nearly zero, as the pairs of states are quasi-degenerate.
We mentioned that this degeneracy goes with 1/N !, which means that the difference in
energies is not distinguishable from zero in our calculation, due to the numerical noise.
In the Josephson regime, those two behaviors mix together. First the spectrum grows
without degeneracies, though the energy difference is not as constant as in the Rabi
regime. Then its evolution splits into two branches, introducing the degeneracies and
quadratic behavior of the later Fock regime.
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In a second time, we conside the coherence of the condensate, which is measured by
comparing the phases of the condensate present in each well. In terms of the operators
bˆ and bˆ†, the observable is defined as
αˆ =
1
2N
(bˆ†2bˆ1 + bˆ
†
1bˆ2). (3.10)
In Fig. 3.6, we present the expectation value of this observable α = 〈αˆ〉 for the eigen-
states of the Hamiltonian. In the Rabi regime, this coherence starts very high, but the
ground state exhibits α = 1 only in the non-interacting case U = 0. Then, this values
goes down linearly towards “anti-coherent” states α ≈ −1. In the Fock regime, the
two wells are nearly decoupled and therefore coherence is low over the entire spectrum,
though not exactly zero, especially for the first eigenstates. The Josephson regime is
once more at the crossing of those two behaviors, starting at an high coherence and
tending towards zero for high energies after a section with negative coherences.
The last observable we will discuss in this section is the variance of the particle
number difference (3.6). Defined as
(∆nˆ)2 = 〈(nˆ− 〈nˆ〉)2〉, (3.11)
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its evolution is given in Fig. 3.7. However, we have chosen to express this variance in
terms of the parameter ξ3, defined as
ξ3 =
2
N
(∆nˆ). (3.12)
In the following, the fluctuations of particle number difference will be discussed in details
using this parameter. Its name follows from the discussion in Sect. 3.4. In the Fock
regime, the variance grows quadratically with i, but is exactly zero in the ground state
only for the limit U/J → ∞. As shown in the inset, in the Rabi regime, the variance
start and ends around ξ3 ≈ 1, this value is called the classical limit. Its maximal value
is around N/2. Again, those values are exact when U/J = 0. As it was the case for the
previous observables, the Josephson regime is borrowing features from the other two.
3.3.2 Large interaction limit
In the Fock regime, U/J > N , all states are quasi twofold degenerate. In this regime,
there is no longer any contribution near n = 0. A gap opens up in the distribution of
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|cn,i|2. The size of this gap increases towards larger i. Note, however, that excitations
of the double-well system up to |EN+1〉, e.g., at higher temperatures, easily exceeds the
validity of the single-band approximation.
In the limit U/J → ∞, the number operator nˆ commutes with the Hamiltonian,
meaning that the energy eigenstates can be expressed easily in the Fock basis. The
result depends on the parity of the total particle number N . If it is even, the ground
state is non degenerate and writes as |E0〉 = |N/2, N/2〉. The following states are
degenerate in pairs, and read as the cat states
|E2i−1〉 = 1√
2
(∣∣∣∣N2 + i, N2 − i
〉
−
∣∣∣∣N2 − i, N2 + i
〉)
, (3.13a)
|E2i〉 = 1√
2
(∣∣∣∣N2 + i, N2 − i
〉
+
∣∣∣∣N2 − i, N2 + i
〉)
, (3.13b)
where i = 1, ..., N/2. One easily sees how those states are the limit of the Fock regime
eigenstates, with the two distributions in |cn,i|2 and separated by an increasing gap in
i. Those two distributions tend towards the two “delta” functions present in Eq. (3.13),
whose distance is also increasing with i.
In the case of an odd total number of particles, even the ground state is degenerate,
|E0,1〉 = 1√
2
(∣∣∣∣N + 12 , N − 12
〉
±
∣∣∣∣N − 12 , N + 12
〉)
. (3.14)
The following states consists in a similar series of pairs of degenerate states with increas-
ing imbalance. We will see in Section 4.2 that this dependence on the parity of the total
particle number has an influence on the production of quantum statistical squeezing.
3.4 Angular-momentum representation
In this section, we will discuss another convenient representation of the Hamiltonian
using Schwinger operators. They relate directly to the number and phase operators,
and allow for an easier visualization of the system. Then, in this representation, we will
review different measures of squeezing. Fundamental limits for the respective squeezing
parameters are then derived from the Heisenberg uncertainty relations.
Since we are studying a two-site system, we can use the properties of the SU(2)
symmetry group to visualize the relation between number and phase. It can be most
conveniently seen on the Bloch sphere. To that end, we express the Hamiltonian in
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terms of the Schwinger operators [Schw65], defined as
Sˆk =
1
2
2∑
i,j=1
aˆ†iσ
k
ij aˆj, k = 1, 2, 3, (3.15)
where σk is the Pauli k-matrix.
σ1 =
(
1 0
0 1
)
, σ2 =
(
0 −i
i 0
)
and σ3 =
(
1 0
0 −1
)
. (3.16)
The corresponding angular-momentum-type states of the system can be represented
by quantum phase-space (Wigner) distributions on the Bloch sphere, see for example
Refs. [Dowl94, Barn97]. Appendix A presents more details about this representation.
In our system with fixed total particle number N , the total spin S = |Sˆ| is also
fixed and is worth S = N/2. This means that our spin representation will stay on the
surface of a Bloch sphere of radius N/2. The first two operators, that relate to the phase
difference between the two wells, are
Sˆ1 =
1
2
(bˆ†2bˆ1 + bˆ
†
1bˆ2), (3.17a)
Sˆ2 =
i
2
(bˆ†2bˆ1 − bˆ†1bˆ2). (3.17b)
Those orthogonal components relate, on the Bloch sphere, to the projection on the x–y
equatorial plane. Classically, it means that they relate, up to a normalization of N/2,
to the cosine and sine of the angle between the phase in each well. The absolute phase
is undefined as we assume a fixed total particle number. Physically this phase is not
measurable without comparing and therefore coupling the system to another system.
Also, one sees that the third operator
Sˆ3 =
1
2
(bˆ†1bˆ1 − bˆ†2bˆ2) = nˆ (3.17c)
is simply the particle number difference. Therefore, in this representation, the Fock
states can be written as angular momentum states |S, S3〉 with S = N/2 and S3 = n.
As a consequence of the commutation relations (2.11), the operators Sˆi form the
fundamental representation of the angular momentum algebra,
[Sˆk, Sˆl] = iεklmSˆm, (3.18)
with εklm being the total antisymmetric tensor of rank 3. They give rise to a set of un-
certainties relations that determine lower bounds for the fluctuations of the observables,
(∆Sk)
2(∆Sl)
2 ≥ 1
4
|klm〈Sˆm〉|2, (3.19)
(∆Sk)
2 = 〈(Sˆk − 〈Sˆk〉)2〉. (3.20)
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Those relations will allow us to derive fundamental limits for squeezing, as we will show
in the next section
The Hamiltonian (2.14) in this representation can be written in terms of the Schwin-
ger angular momentum operators and reads
Hˆ = −J(Sˆ+ + Sˆ−) + U(Sˆ23 + Sˆ2 −N), (3.21)
where we have defined
Sˆ± = Sˆ1 ± iSˆ2 (3.22)
and the total spin squared
Sˆ2 =
3∑
i=1
Sˆ2i (3.23)
is, in our case of fixed total particle number N , given by S(S − 1) = N(N − 1)/4. The
model (3.21) has also been investigated in much detail in nuclear theory [Lipk65, Mesh65,
Glic65], solid-state physics [Gara98], and in the context of entanglement measures, see
[Oru´s08] and the references cited therein.
3.4.1 Number-squeezing
To quantify angular momentum squeezing, one introduces a squeezing parameter
adapted to the problem under consideration. In our case, a suitable definition of such a
parameter relates the variance of one Cartesian component to the total spin S = N/2,
i.e., to the total number of mode excitations or particles. Hence, we define
ξi =
(∆Si)
2
S/2
. (3.24)
For the third component i = 3, this is equivalent to the ratio of the variance of the
number difference n to the total number,
ξ3 =
(∆n)2
N/4
. (3.25)
In the following chapter, we will discuss the evolution of this squeezing parameter under
the slow ramp-up of the potential barrier. It essentially reflects the suppression of the
relative number fluctuations below the classical limit (∆n)2 = N/4, or ξ3 = 1, as given
by the central-limit theorem, see (3.26).
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As mentioned above, we consider only situations where the total number N of atoms
in the wells and therefore the total spin S are fixed. However, before proceeding with
this, we briefly remark that in the general case of varying S the squeezing parameters ξi
measure the deviation from an angular momentum coherent state which is represented,
in Bloch space, as a spherical Gaussian uncertainty distribution around 〈S〉 with radial
width σ =
√
N/2. Such a state can be written as a product of coherent states in the
two modes 1 and 2, |α〉|α〉, where the occupation in both wells is |α| = √N/2. That
state has equal fluctuation in all direction, meaning
ξ1 = ξ2 = ξ3 = 1. (3.26)
In analogy to spin-squeezed states, two-mode states can exhibit squeezing in particu-
lar directions at the expense of increased fluctuations in directions perpendicular to this
[Wine94]. Back in the case of fixed S, meaning that we limit ourselves to the surface of
the Bloch sphere, an eigenstate of Sˆ3, for example, can be illustrated by a circle parallel
to the equator of the sphere, i.e. the 1-2-plane. In that case, the variances are given by
(∆S1)
2 = (∆S2)
2 =
1
2
[S(S + 1)− S23 ], (3.27)
and of course (∆S3)
2 = 0, as we discuss its eigenstates.
The operators Sˆ1 and Sˆ2 measure the phase between the Fock modes 1 and 2
which is accessible to interference measurements of the particle occupation numbers,
see Ref. [Este`08]. Hence, the commutators (3.18) characterize the uncertainty relation
(3.19) between relative number and cosine of the relative phase.
The potential we consider is symmetric and, in general, each well has an equal av-
erage population. Hence, the two-mode states considered in the following, with relative
particle number centered around n = 0. That corresponds to a distribution on the sur-
face of the Bloch sphere, centered around the equator, i.e., around a polar angle θ = pi/2
or 〈Sˆ3〉 = 0. We take the state to be symmetric with respect to an exchange of the two
sites. It means that the second spin operator vanishes on average, i.e. 〈Sˆ2〉 = 0.
A more convenient parameter to reflect the squeezing below the standard quantum
limit, in accordance with the uncertainty relation (3.19) is given by
ξkl =
(∆Sk)
2
|〈Sˆl〉/2|
. (3.28)
As we consider the special case 〈Sˆ2〉 = 〈Sˆ3〉 = 0, the only nontrivial combinations are
ξ21 and ξ31. The variances (∆Sk)
2 are subject to the uncertainty relation (3.19) such
that the relevant parameters ξkl obey the inequality
ξ21ξ31 ≥ 1. (3.29)
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This defines the Heisenberg limit for the fluctuations.
One might think at first glance that the limit ξ31 → 0 is allowed at the expense of
ξ21 →∞ and vice versa. However, as long as |〈Sˆ1〉| > 0 perfect squeezing in either the
relative number or the phase is not possible as we have assumed fixed S and thus a fixed
Bloch-sphere radius.
3.4.2 Determination of the Heisenberg limits
In order to determine the actual squeezing limit for a fixed total number, one could
take the general upper limit (∆S2)
2 ≤ S2 = N2/4 given by the radius of the Bloch
sphere and infer, from the uncertainty relation (3.19) for the variances of the angular
momenta, the lower limit
(∆S3)
2 ≥ 〈Sˆ1〉2/N2. (3.30)
This limit vanishes at 〈Sˆ1〉 = 0 and becomes as large as 1/4 for 〈Sˆ1〉 = N/2. However,
as we will show in a minute, this approximation, while valid, is too rough and a better
inequality must be found.
Since the variance of S2 depends nontrivially on the mean value of S1 it is rather
necessary to take into account the constraint given by the fixed total particle number
N = 2S. Using
〈Sˆ2〉 = S(S + 1) = 〈Sˆ21〉+ 〈Sˆ22〉+ 〈Sˆ23〉
= 〈Sˆ21〉+ (∆S2)2 + (∆S3)2,
(3.31)
as 〈Sˆ2〉 = 〈Sˆ3〉 = 0, in the definition (3.28) of ξ21, one finds
ξ21 =
S(S + 1)− 〈Sˆ21〉
|〈Sˆ1〉/2|
− ξ31. (3.32)
Inserting this in (3.29), one finds the inequality
ξ231 − 2ξ31γ + 1 ≤ 0, (3.33)
where we have defined
γ =
S(S + 1)− 〈Sˆ21〉
|〈Sˆ1〉|
. (3.34)
This contains, besides the average, also the fluctuations of the “phase operator” Sˆ1. In
general, as (3.33) is a quadratic inequality, it returns both a lower bound ξ31,min ≤ ξ31
and an upper bound ξ31,max ≥ ξ31 for ξ31.
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For the special case that 〈Sˆ1〉 = S = N/2, one has 〈Sˆ21〉 = S2 such that the inequality
(3.33) becomes an equation fixing the variance to the unique value
(∆S3)
2 =
N
4
(3.35)
which is both a lower and an upper bound. Note that this bound is enhanced by a factor
N as compared to the naive limit (3.30) derived from the uncertainty relations above.
To continue the discussion in the general case 〈Sˆ1〉 ≤ N/2, one sees that
〈Sˆ21〉 ≥ 〈Sˆ1〉2, (3.36)
and the minimum 〈Sˆ21〉 = 〈Sˆ1〉2 is realized, for any 〈Sˆ1〉, by the eigenstates of Sˆ1. Hence,
one can replace 〈Sˆ21〉 by 〈Sˆ1〉2 in (3.34),
γ =
S(S + 1)
|〈Sˆ1〉|
− |〈Sˆ1〉|. (3.37)
Since |〈Sˆ1〉| ≤ 1, one has that γ ≥ 1. Therefore, the inequality (3.33) possesses two
roots and defines both the lower and upper bounds to ξ31 for any given value of the
average 〈Sˆ1〉,
γ −
√
γ2 − 1 ≤ ξ31 ≤ γ +
√
γ2 − 1. (3.38)
Using the definition (3.28), the limits for (∆S3)
2 is then
γ˜ −
√
γ˜2 − 〈Sˆ1〉
2
4
≤ (∆S3)2 ≤ γ˜ +
√
γ˜2 − 〈Sˆ1〉
2
4
, (3.39)
where we have defined
γ˜ =
|〈Sˆ1〉|
2
γ =
S(S + 1)− 〈Sˆ1〉2
2
. (3.40)
In Fig. 3.8, we show the resulting bounds on
ξ3 =
4
N
(∆n)2 =
4
N
(∆S3)
2 =
2
N
ξ31|〈Sˆ1〉| (3.41)
as functions of the coherence
α =
4
N
〈Sˆ1〉. (3.42)
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Figure 3.8: Phase diagram for N = 100 particles in a double-well potential, with on the
average equal populations in the two wells, 〈nˆ〉 = 〈nˆ1 − nˆ2〉/2 = 0, and the absolute phase
chosen such that 〈Sˆ2〉 = i〈aˆ†2aˆ1− aˆ†1aˆ2〉 = 0, see Eq. (3.15). For any given coherence parameter
α = 2〈Sˆ1〉/N the variance (∆n)2 = Nξ3/4 of the number difference between the wells is
bounded below and above by Heisenberg’s uncertainty relation and the constraint that the
total particle number N is fixed. The allowed area is defined by the inequality (3.33) shaded
in colors in the above diagram. In the medium (violet) and dark (blue) shaded regimes, the
squeezing parameter is below the standard quantum limit, ξ3 ≤ 1, see Eq. (3.25). In the dark
(blue) regime, the squeezing can be used to gain precision in metrology, see Eq. (3.44).
The shaded areas are allowed by the inequality (3.33). In the medium (violet) and
dark (blue) shaded areas the system is below the standard quantum limit, ξ3 ≤ 1, see
Eq. (3.25).
For |〈Sˆ1〉| → 0, one finds a lower bound, to quadratic approximation in 〈Sˆ1〉, of1
(∆S3)
2 ≥ 〈Sˆ1〉
2
4S(S + 1)
, (3.43)
This limit is by a factor of S/(S + 1) lower than the naive bound (3.30), a difference
which only disappears in the limit of large particle numbers.
1This inequality was also found in Ref. [Søre01b], where Eq. (3), taking into account that the square-
bracketed term under the root needs to be squared, gives our bound in the limit of small 〈Jz〉 = 〈Sˆ1〉,
see arXiv: quant-ph/0011035v2.
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Figure 3.9: Positions of the energy eigenstates of the Hamiltonian (3.21) for a system with
N = 100 particles in the phase diagram introduced in Fig. 3.8. Each black dot corresponds
to one such state. The dotted lines are drawn to guide the eye between successive eigenstates
of a Hamiltonian with fixed ratio U/J . From top to bottom, the sets of states are obtained
for U/J = 0, 1, 10, and 100, respectively. The (red) solid line connects all ground states for
different U/J . We emphasize that the energy eigenstates do not extend over the full (shaded)
region allowed by Heisenberg’s uncertainty.
The angular momentum representation (3.21) of the Hamiltonian shows that, for a
given set of parameters U and J , each of the energy eigenstates corresponds to a point
in the |〈Sˆ1〉|-(∆S3)2 plane. In Fig. 3.9 we show these points for J = 1 Hz and four
different values of U (black dots). Those values are, from top to bottom, U/J = 0, 1, 10,
and 100. The dotted lines serve to guide the eye between the values for subsequent
states of the same Hamiltonian. This figure can be seen as a parametric plotting of
Fig. 3.6 and Fig. 3.7, but the values of U/J are not the same.
This shows that states with lower energies have larger |〈Sˆ1〉| and smaller (∆S3)2
than states with higher energy. We find that the ground-state values are in accordance
with the limit set by the Heisenberg uncertainty relation (3.33) but correspond with
this limit only for coherences α = 0 and α = 1. Similarly, the eigenstates with the
highest energies, do not give the highest possible number fluctuations (∆S3)
2. The only
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exception are the cases 〈Sˆ1〉 = ±S, i.e., U = 0, where the lower and upper Heisenberg
limits meet at ξ3 = 1, and the case 〈Sˆ1〉 = 0. Hence, the diagram in Fig. 3.9 shows that
adiabatic changes of the parameters cannot drive the system, starting in some classical
(diagonal) mixture of energy eigenstates, into the maximally squeezed state, for any
value of the coherence α other than 0 or ±1. It means that maximum squeezing allowed
by Heisenberg’s uncertainty relation is only possible in a non-equilibrium procedure.
3.4.3 Metrology gain
Spin-squeezed states with large total angular momentum quantum number S have
been suggested as means for increasing the precision of interferometric and metrology
measurements beyond the standard quantum limit [Wine92, Kita93, Wine94, Boll96].
One can, e.g., use the squeezing of the uncertainty ellipsoid around the mean spin vector
〈Sˆ〉. If the ellipsoid is squeezed perpendicular to the spin direction along a direction
σ this increases the measurement sensitivity of an angle θ of rotation of 〈Sˆ〉 about
an axis ρ perpendicular to the spin and the squeezing direction, 〈Sˆ〉 · ρ = σ · ρ = 0.
The resolution of the angle θ is proportional to the variance (∆Sσ)
2 of the spin vector
along the squeezing direction σ, ∆θ = (∆Sσ)
2/|〈Sˆ〉|. This needs to be compared to the
angular noise in the angular momentum coherent states, 1/
√
N = 1/
√
2S. Hence, the
squeezing parameter measuring the sensitivity of the squeezed states considered before
(〈Sˆ2〉 = 〈Sˆ3〉 = 0) under rotations around the 2-axis reads
ξ2R =
N(∆S3)
2
〈S1〉2 + 〈S2〉2 . (3.44)
The area allowed by ξR ≤ 1 is indicated in Fig. 3.8 by dark shading.
In summary, the fluctuations of the spin in one direction have to be reduced below
shot noise ((∆S3)
2 < S/2), and the spin polarization in the orthogonal plane, 〈S1〉2 +
〈S2〉2, has to be large enough to maintain the sensitivity of the interferometer. The
precision of such a quantum-enhanced measurement is ξR/
√
N [Søre01a], whereas the
standard quantum limit set by shot noise is 1/
√
N .
3.5 Summary
In this chapter, we discussed some of the relevant properties of the two-mode Bose-
Hubbard Hamiltonian. In particular, we discussed the three regimes of the Hamiltonian.
We also introduced the angular-momentum representation of the system, making an
analogy with a spin 1/2 system. In that picture, we discussed which areas of the phase
space of the system was connected to spin–squeezed states. A yet smaller area allows for
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metrology gain in interferometry experiments. We have shown that the eigenstates of the
Hamiltonian do not exploit the full region of possible squeezing allowed by Heisenberg’s
uncertainty relation for number and phase fluctuations.
In the next chapter, we will see how it is possible to dynamically produce squeezed
states by going, in a finite ramp-up, from the Rabi to the Fock regime. We will theoret-
ical describe the dynamics of the experiment discussed in Ref. [Este`08]. The quantum
evolution will be explained by changes in the spectrum of the Hamiltonian for various
U/J , using properties discussed here. Then, those results are compared to the ones
resulting from a semi-classical evolution. Finally, we will discuss quantum statistical
effects in the evolution of the system outside of the range of the parameters available
for the experiment in Ref. [Este`08].

Chapter 4
Dynamics in the double-well
In this chapter, we describe the dynamical production of squeezing squeezed states
by providing a theoretical description the dynamics of the experiment discussed in
Ref. [Este`08]. Later on, we will discuss quantum statistical effects in the evolution
of the system outside of the range of the parameters available for the experiment.
The change the barrier height between the two wells, as shown in Fig. 3.1, can be
used to produced squeezing in many-body states. This squeezing occurs in the relative
number difference of particles in the two wells. It is, in fact, a suppression of the
fluctuations of that number. In the experiment described in [Este`08], such squeezing was
observed in the distribution of atoms, by counting them after high-resolution imaging
of the atom cloud in subsequent runs and by calculating the variance of the resulting
count.
In each such run, a condensate was prepared in the potential (3.1) with a low barrier
height allowing the atoms to be delocalized across the potential floor, see for e.g. the
blue curve in Fig. 3.11. Then, the potential barrier was slowly raised, allowing for an
almost adiabatic adjustment of the system’s state to the modified external conditions. As
anticipated, the finally strong barrier was observed to suppress the fluctuations (∆n)2
in the particle number difference below the estimated classical variance (∆n)2/4 ∼
N = 〈n1 + n2〉. This suppression was interpreted [Este`08] as due to the squeezing that
manifests itself theoretically in the approximate low-energy many-body eigenstates.
As we describe in more detail in the following, during the first stage, the near-
adiabatic ramp-up of the barrier, the population of the varying energy states remains
approximately constant. The change of parameters in the Hamiltonian during the ramp
deforms the populated states, causing adiabatic cooling of the system and squeezing,
i.e., reduced relative number fluctuations which reflect the localization of the particles
1The experiment was not only realized in a double well system, but their qualitative conclusion
turned out to remain the same with a slightly higher number of sites.
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in either of the wells. In a second stage when the populated levels successively become
pairwise quasi-degenerate, isothermal evolution is observed during which the squeezing
reaches saturation.
In Sect. 4.1, we describe the dynamics observed in the experiment [Este`08], and we
characterize the common properties as well as the differences between quantum and
classical statistical many-body evolution of the system. To this end, we study the
dynamical evolution both by direct integration of the von Neumann equation as well as
by simulation in terms of a classical field equation of motion derived from the classical
Hamiltonian function corresponding to the operator (2.14).
In Sect. 4.2, we will pursue the same analysis for values of the temperature and of the
barrier height U/J outside of the range discussed in Ref. [Este`08]. This will drive the
system in a regime where the dynamics exhibits characteristics of non-classical evolution.
We will also show that in this regime, the parity of the total number of particles plays
a role in the final amount of squeezing.
4.1 Production of squeezed states
In this section, we concentrate on the description and understanding of the experi-
ment [Este`08]. In that experiment, a Bose gas is prepared in a double well trap with a
relatively shallow barrier. Then, this barrier is ramped-up with a slow but finite speed.
The resulting reduction of the particle number difference below the metrology gain limit
was of particular interest for the experimentalist. In this theoretical work, we concen-
trate on the description of the evolution using both quantum and classical simulations,
and comparing the differences and the common points.
4.1.1 Quantum evolution
We consider a system whose dynamics is described by the Hamiltonian (3.5). At the
initial time t = t0 the gas is assumed to be evenly distributed among the two wells of
the potential, such that 〈Sˆ3(t0)〉 = 0. Due to the symmetry of the Hamiltonian, this
remains true at all times t > t0. Its initial state is described by a canonical density
matrix with a given temperature T0, with the spectrum determined by diagonalizing the
Hamiltonian (3.5) to obtain its eigenstates |Ei〉. The density matrix then reads
ρˆ(t0) =
1
Z
N∑
i=0
e−Ei(t0)/kBT0 |Ei(t0)〉 〈Ei(t0)|, (4.1)
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where Z is the normalization,
Z =
N∑
i=0
e−Ei(t0)/kBT0 , (4.2)
and kB is the Boltzmann constant.
The time evolution of the Bose-Hubbard parameters J(t) and U(t) was calculated
as a function of the barrier height V0(t) in Fig. 3.2. The evolution of those parameters
at times t > t0 is given by a linear ramp-up of the barrier V0(t) = V0(t0) + v0(t −
t0)/tmax. Experimentally,the total ramp-up was v0/h = (2pi)2570 Hz. Fig. 3.1 shows
the 1D potential for the two extreme values of V0 discussed in this section. The initial
parameters J(t0) and U(t0) are taken to be in the Rabi regime as discussed in Sect. 3.3.
The evolution of U and J during the ramp up of the barrier is also shown in Fig. 3.2,
with the time given in units of the duration of the ramp tmax, and with t0 = 0.
Decreasing in this way the tunneling parameter J and at the same time preserving
or slightly increasing the local interactions U drives the system from the Rabi through
the Josephson into the Fock regime, see Sect. 3.3. Starting with the initial state (4.1)
we compute the time evolution of the system by integrating the von Neumann equation
for the density matrix numerically, with the Hamiltonian (3.5) being time-dependent
according to the variation of U/J . This method is less time-consuming than numerically
extracting the evolution from the diagonalization of the Hamiltonian, since its time-
dependence requires a rediagonalization at each time step.
Using this method, we study the evolution of the squeezing parameters described
in Sect. 3.4.1, in particular of the number variance (∆n)2 = (∆S3)
2 and the coherence
parameter or relative phase α = 〈Sˆ1〉. For the purpose of comparing with experimental
data we fit the initial temperature T0 such that the initial number variance and coherence
fit the experimentally determined values.
Fig. 4.1 shows the evolution of a system of N = 100 atoms in the α-(∆n)2 plane as
a (blue) solid line, under a tmax = 0.16 s ramp-up of J(t)/U(t) as given in Fig. 3.2. The
system starts in a state with (∆n(t0))
2 = 37.5 and α(t0) = 0.994 which is obtained for
an initial temperature T0 = 20 nK. The (red) short-dashed line shows the corresponding
evolution of (α(t),(∆n(t))2) under an adiabatic change of the parameters U and J , i.e.,
for v0 → 0. The areas allowed by the constraint Heisenberg, squeezing, and metrology
gain limits, respectively, are shaded differently as discussed in Chapter 3 and Fig. 3.8.
Comparing the different lines in Fig. 4.1, we find that the system starts in from a
near-adiabatic evolution before crossing over to an isothermal evolution. The crossover
occurs as soon as the initially occupied levels transfer from the linear to the quadratic
part of the spectrum. Please refer to Fig. 3.3 for examples of that spectrum for different
values of U/J .
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Figure 4.1: (Color online) Evolution of the coherence α and the number variance (∆n)2
for a gas of N = 100 atoms ((blue) solid line) under a slow ramp-up of U(t)/J(t) over a time
tmax = 0.16 s as given in Fig. 3.2. The system starts in a state with (∆n(t0))
2 = 37.5 and
α(t0) = 0.994 which is obtained for an initial temperature T0 = 20 nK. A range of time points
is indicated by black dots. They are spaced by 0.1 tmax and the first completely distinct point
is for t = 0.3 tmax. The evolution under an adiabatic change of the parameters U and J ,
i.e., for v0 → 0 is shown by the (red) dotted line. An isotherm for T = 0.17 nK is shown as
a dashed line. See Fig. 3.8 and Sect. 3.4.1 for the definition of the differently shaded areas
allowed by the constraint Heisenberg, squeezing, and metrology gain limits.
Let us discuss this crossover in more detail. To understand what happens, we con-
sider the evolution of the density matrix in the energy eigenbasis. For an adiabatic
evolution, this density matrix would stay constant. Fig. 4.2 shows the diagonal ele-
ments of the density matrix for 5 different times during the ramp-up of U(t)/J(t) given
in Fig. 3.2, on a semi-logarithmic scale. Those elements are calculated in the basis
of the energy eigenstates (3.9) of the Hamiltonian (3.5), and are given by 〈Ei|ρˆ(t)|Ei〉.
Fig. 3.2 shows only the lowest energies Ei, i = 1, . . . , 50. Note that the density matrix
at times t > 0 is no longer diagonal as correlations have been formed. Nevertheless, the
amplitudes of the off-diagonal elements are strongly reduced compared to the diagonal
elements and the latter serve as a measure of the distributions of particles across the
energy eigenstates.
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Figure 4.2: Diagonal elements of the density matrix, 〈Ei|ρˆ(t)|Ei〉 in the basis of the energy
eigenstates (3.9) of the Hamiltonian (3.5), for 5 different times during the ramp-up of U(t)/J(t)
shown in Fig. 3.2. Note the semi-logarithmic scale. The initial temperature is T0 = 20 nK.
The inset shows the diagonal elements of the density matrix for t = tmax as a function of the
energy on a logarithmic scale, demonstrating the thermal character of the state.
The linear distribution at t = 0 corresponds to a density matrix with temperature
T0 = 20 nK (4.1). Since the spectrum is linear in the Rabi regime, see Fig. 3.3, the
density matrix elements plot also linearly on a semi-logarithmic graph. Up until around
t = 0.5 tmax, the density matrix barely changes its character indicating a close-to-
adiabatic evolution. However, as long as the occupied levels are linearly spaced in
energy strong adiabatic cooling takes place. This can be seen in Fig. 3.3, by comparing
the energy scaling s from the (red) “Rabi” to the (blue) “Josephson” spectrum. Hence,
starting at the temperature T0 = 20 nK, after the initial near-adiabatic evolution the
temperature arrives at the much lower final temperature assumed on the isotherm. The
isotherm plotted in Fig. 4.1 corresponds to a temperature T = 0.17 nK, therefore the
adiabatic cooling is of a factor of 100.
Thereafter the system quickly leaves its near-adiabatic behavior to develop a stair-
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case-like shape of the energy distribution. Around t ' 0.5 tmax the occupied levels
enter the quadratic regime. In this regime, the energy spectrum develops two-fold quasi
degeneracies, starting in the higher levels, corresponding to symmetric and antisymmet-
ric states, see Sect. 3.3. There is no redistribution within the quasidegenerate pairs in
the quadratic part of the spectrum as the symmetry of the Hamiltonian forbids transi-
tions between states of different parity in the relative particle number n. However, the
redistribution becomes possible between the pairs of states in the gradually changing
spectrum because the levels at the boundary between the linear and quadratic parts
of the spectrum approach each other closely. This is illustrated in the blue curve of
Fig. 3.3, around i ≈ 50.
For times t ' 0.8 tmax, the energies of all but the largest occupied states belong to
the quadratic regime. Note that at t = tmax the occupation of the second lowest energy
state, i = 1, is lower than the occupations of both the ground state i = 0 and second
excited state i = 2. This is explained again from a symmetry argument. The initial
state ρˆ(t0) is dominated by the symmetric ground state with cn,0 = c−n,0 and therefore
the final state is predominantly symmetric, with a suppressed contribution from |E1〉.
The redistribution of the initial single-energy eigenstates during the ramp would
suggest that the final state is generically far from representing a thermal distribution.
However, the spectrum of eigenenergies is no longer linear, the eigenstate index i is
no longer a good abscissa for a plot. One needs to plot the the diagonal elements
of the density matrix as a function of the energy on a semilogarithmic scale. This
is shown in Fig. 4.2 for the final time t = tmax in our simulations. The symmetric
states are occupied according a thermal distribution, while the occupation of the odd-
i levels remains suppressed. This suppression stabilizes the system against symmetry
breaking to a self-trapped state with a non-zero mean value n. If the odd-i states
would be equally strongly occupied, they could combine with the even states to yield
self-trapping. In short, our results show, a thermal mixture of these initial eigenstates
redistributes occupation numbers to yield a thermal state again at the endpoint of the
ramp.
In summary, the system changes considerably during the entire ramp. During the
initial evolution strong adiabatic cooling takes place. At the crossover to the isothermal
evolution redistribution sets in and a “freeze out” of the fluctuations, fixing the system’s
temperature. During the following evolution period, the squeezing stays put while the
mean coherence keeps decreasing.
4.1.2 Semiclassical description
To understand if quantum effects are responsible of the production of squeezed states
discussed above, we will now turn to a semiclassical statistical description. To that end,
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we start by taking a sample of the phase-space probability distribution corresponding
to the initial quantum density matrix. This will be achieved by using Wigner represen-
tation, see App. A. Then, each realization is sampled independently using the classical
equation of motion. At later times in the evolution, the correlation functions are ob-
tained as moments over the independently propagated probability distribution. The
semiclassical description of the dynamics of the two-mode Bose-Hubbard system has
recently been studied in Refs. [Trim08, Trim09].
As discussed in Ref. [Ragh99], the classical dynamic equations are derived from the
classical Hamiltonian function. This function is in turn obtained from the Hamiltonian
in Eq. (3.21) by substituting the operators Sˆ1 = Sˆ++Sˆ− and Sˆ3 by the classical variables,
Sˆ3 → n, (4.3a)
Sˆ1 →
√
S21 + S
2
2 cosφ =
N
2
√
1− 4n
2
N2
cosφ, (4.3b)
and reads
H = Un2 − JN
√
1− 4n
2
N2
cosφ. (4.4)
One condition for the classical description to be valid is that the particle number in
each well is much larger than one, i.e., n  N . The canonical variables are (half) the
number difference n and the relative phase φ between the two wells.
From the above Hamiltonian the Josephson equations are obtained as
dn
dt
= −NJ
√
1− 4n
2
N2
sinφ, (4.5a)
dφ
dt
= 2Un− 4n
N
J
(
1− 4n
2
N2
)−1/2
cosφ. (4.5b)
The expectation values of an observable O at a time t > t0 are obtained as weighted
average of the probability distribution
〈O〉 = Z−1
∫
dn dφP (n, φ; t)O(n, φ), with (4.6a)
Z =
∫
dn dφP (n, φ; t). (4.6b)
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The probability distribution P is then evolved using the classical path integral
P (n, φ; t) =
∫ t
t0
DnDφP (n, φ; t0)
× δ
{
dφ
dt
− 2Un− 4n
N
J
(
1− 4n
2
N2
)−1/2
cosφ
}
× δ
{
dn
dt
+NJ
√
1− 4n
2
N2
sinφ
}
,
(4.7)
with the functional measures Dn and Dφ defined as
Dn =
t∏
τ=t0
dn(τ), (4.8a)
Dφ =
t∏
τ=t0
dφ(τ). (4.8b)
The delta functionals evaluate the variables n and φ at each point in time according
to the solution of the equations of motion, with initial values distributed according to
P (n, φ; t0). The probability distribution P (n, φ; t0) at initial time is determined from
the Wigner function corresponding to ρˆ(t0), the semiclassical initial state, defined in
Eq. (4.1), used in the quantum simulations in the previous section. See Appendix A for
details.
4.1.3 Comparison of classical and quantum evolutions
In practice, the classical path integral (4.7) is solved numerically. The probability
distribution is sampled from the Wigner function (A.7). One then gets a ensemble of
points in the n–φ plane, (ni, φi). Then each of those pairs are independently evolved in
time using (4.5). Finally, observables are calculated using (4.6).
Fig. 4.3 shows the semiclassical evolution of a system of N = 100 atoms in the
previously introduced α–(∆n)2 plane as a (purple) dotted line, under the ramp-up of
J(t)/U(t) given in Fig. 3.2. The initial classical distribution was calculated from the
density matrix (4.1) for an initial temperature T0 = 20 nK. The (blue) solid line shows
the corresponding quantum evolution as discussed in Sect. 4.1.1 and Fig. 4.1 for the
same parameters U(t) and J(t), the same initial temperature T and the same evolution
time tmax.
As one can see in the figure, the semiclassical and the quantum evolutions are nearly
identical. This indicates that dynamics of the production of squeezing is essentially a
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Figure 4.3: Semiclassical evolution ((purple) dotted line) of the coherence α and the number
variance (∆n)2 = Nξ3/4 for a gas of N = 100 atoms under a slow ramp-up (tmax = 0.16 s)
of U(t)/J(t) as given in Fig. 3.2. The (blue) solid line shows the corresponding quantum
evolution, as discussed in Sect. 4.1.1 and Fig. 4.1 for the same evolution time tmax and the
same time dependent parameters U and J . The initial temperature is 20 nK as in Fig. 4.1.
The definition of the shadings was introduced in Fig. 3.8.
classical process. Nonetheless, the precise shape of the initial probability distribution
as derived from the Wigner function corresponding to the state (4.1) plays a role as is
shown in more detail in Fig. 4.4.
There, we plot, for the same parameters as in Fig. 4.3, the difference between the ξ3
obtained from the semiclassical and the quantum evolutions, normalized to the quantum
result, for three different kind of initial phase-space distributions:
• An ellipsoidal Gaussian distribution with main-axes widths given by the number
and phase distributions derived from the state (4.1) (blue dashed line),
• a product of the distributions of initial relative number and coherence derived
from Eq. (4.1) (red dotted line), and
• a distribution as given by the full Wigner function for the state (4.1) (purple solid
line).
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Figure 4.4: Difference between the ξ3 obtained from the semiclassical and the quantum evo-
lutions, normalized to the quantum result, for three different initial phase-space distributions:
Purple solid line: Wigner function for the state (4.1). Red dotted line: Product of distributions
of initial relative number and coherence derived from Eq. (4.1). Blue dashed line: Ellipsoidal
Gaussian state with widths given by these relative number and coherence distributions. See
the main text for a discussion.
The frequency of the oscillations is approximately given by the plasma frequency
(3.7) in the classical potential (4.4) and decreases with increasing U/J . We find that
the solution derived from the Wigner function shows smaller oscillatory deviations from
the exact result than that derived from the Gaussian distribution. The classical sim-
ulations starting from the distribution product give an even smaller deviation. While
the distribution product gives the least deviations during the evolution, the initial-time
value of ξ3 derived from the Wigner function is closest to the exact result. We believe
that the remaining deviation is due to the discrete sampling of the Wigner function. Fi-
nally, the oscillations take place only during the initial near-adiabatic decrease of ξ3, see
Fig. 4.1, such that they remain mostly invisible in the comparisons shown in Fig. 4.3.
The fact that the variance of the Gaussian distribution oscillates stronger indicates
that the initial Wigner function, though almost entirely positive and therefore classical-
like, contains information about non-Gaussian correlations in the initial state. In partic-
ular, at lower temperatures also quantum effects are expected to play a more important
role. This will show up in the negativity of the Wigner function, as we will discuss in
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Figure 4.5: Evolution of the phase-space probability distribution P (n, φ; t), Eq. (4.7), be-
tween t = 0 (left panel) and t = 0.68 tmax (right panel) as obtained by classical simulations
according to Eq. (4.7). White color indicates P (n, φ; t) ≈ 0 while colors indicate a positive
probability. The initial distribution is derived from a quantum gas of N = 100 atoms at a
temperature of T0 = 20 nK. The tilt of the final phase-space distributions reflects classical
correlations between the generalized position and momentum which reduce the squeezing in n
and are due to the non-adiabatic settling to a thermal state, see Fig. 4.3.
Section 4.2.
In Fig. 4.5, we illustrate the evolution of the probability distribution P (n, φ; t),
Eq. (4.7), for N = 100 particles, for the usual evolution as shown in Fig. 4.3. The
left picture shows the initial distribution corresponding to the Wigner function (A.7)
at t = 0 while the right panel shows P after t = 0.68 tmax of classical evolution. The
white areas indicate P (n, φ; t) ≈ 0 while colors according to the colormap indicate an
increasing probability.
A wide distribution in either direction reflects large fluctuations of the respective
observable. On the other hand, a narrow distribution indicates squeezing of the corre-
sponding observable. The initial distribution would remain unchanged if the parameters
U and J remained constant, as it corresponds to a thermal state and is therefore in equi-
librium. Changing, however, these couplings as in the ramp defined by Fig. 3.2, i.e.,
decreasing the φ-dependent potential term in the Hamiltonian (4.4), the distribution P
varies as the finite distribution over “momenta” n leads to an expansion of the distri-
bution in the widened cosine potential, see Eq. (4.4). Tuning J to zero allows infinite
expansion in the “position” direction φ within the n–φ phase space.
Due to the initial finite distribution in n, however, classical correlations between n
and φ develop, tilting the large-time probability distribution with respect to the vertical
axis as seen in the right panel of Fig. 4.5 and keeping the expansion finite. In summary,
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the evolution of the system in the experiment [Este`08] can be understood to a good
approximation as classical squeezing of the phase-space distribution.
4.2 Squeezing: Quantum statistical effects
In the evolution of a weakly interacting quantum gas, quantum fluctuations to leading
order enter through zero-point fluctuations in the initial state, i.e., they characterize
the scattering into empty and out of nearly empty modes and play little role in the
scattering in and out of strongly occupied modes. In the language of the path integral
this means that the full quantum evolution is, to a good approximation, given by a
classical Liouvillean propagation of the initial-time Wigner function which accounts for
quantum fluctuations in the initial state, see, e.g., [Berg07, Polk09]. Strong interactions
have the potential to alter this semi-classical evolution considerably. However, as is
illustrated by our above results, quantum fluctuations also in this case have only little
effect if all available modes are strongly occupied during the evolution.
To see the distinct effects of quantum fluctuations during the evolution, it is required
use a larger number of degrees of freedom. Most of which should stay weakly occupied.
Alternatively, one needs to measure observables with a resolution at the few-particle
level. Using the two-well potential, one may see the effect of quantum fluctuations by
introducing a tilt such that, on average, only a few particles occupy one of the wells.
In the following we stay with equal populations in the two modes but consider the
variance of the relative particle number at very low temperatures, where fluctuations
on the order of a few atoms become relevant. At the low temperatures to be considered
the initial state is dominated by the ground state of the Hamiltonian. When we drive
the system into the Fock regime, i.e. we allow it to move to the lower left corner in
the graph shown in Fig. 3.8. For an even total number of atoms the relative number
fluctuations between the modes in this regime are strongly reduced while the undefined
phase allows interferences on the surface of the Bloch sphere. As we will see later, this
does not hold for an odd total particle number.
In Fig. 4.6, we compare the evolution of the exact quantum (blue solid line) and
semiclassical (purple solid line) evolutions of a system starting in the ground state of
the Hamiltonian, with the initial parameters U and J given by the ratio
J(t0)
UN
= 6, (4.9)
for a gas of N = 100 atoms. This corresponds to (∆n(t0))
2 = 24 and α(t0) = 0.993. We
take U = const. during the entire evolution and an exponential ramp of J given by
J(t)
UN
=
J(t0)
UN
exp{−t/τ} (4.10)
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Figure 4.6: Evolution of the coherence α and the squeezing parameter ξ3 related to the
number variance through (∆n)2 = Nξ3/4 for a gas of N = 100 atoms under a very slow ramp-
up of U(t)/J(t) as given in Eq. (4.10). The quantum evolution is represented by the (blue)
solid line while the classical statistical evolution is the (purple) dotted line. The system starts
in the ground state of the Bose-Hubbard Hamiltonian for NU/J(t0) ' 0.16. This corresponds
to (∆n(t0))
2 = 24 and α(t0) = 0.993. The total evolution time is tmax = 10.18 s. The evolution
under an adiabatic change of the parameters U and J , i.e., for 1/τ → 0 is shown by the (red)
short-dashed line. See Fig. 3.8 and Sect. 3.4.1 for the definition of the areas allowed by the
constraint Heisenberg and metrology gain limits, distinguished by different shading.
with τ = 0.55 s. The evolution takes place over the period of tmax = 64 s. For a fully
adiabatic change of the parameters U and J , i.e., for 1/τ → 0, the evolution would
follow the red short-dashed line which corresponds to the dependence of (∆n)2 on α in
the ground state shown as a red solid line in Fig. 3.9.
Let us first discuss the the semi-classical evolution in Fig. 4.6. We see it that exhibits
deviations to the adiabatic and quantum evolution, significantly bigger than those shown
in Fig. 4.3. The evolution of both (∆n)2 and α as a function of time show those
differences. On the first hand, regarding atom number fluctuations, the classical curve
approaches the value (∆n)2 ' 0.2 and cannot follow the quantum one below this limit.
To actually see this in an experiment, one needs a initial temperature T low enough
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that the adiabatic evolution goes below the quantum regime (∆n)2 . 0.2. We have
found numerically that it can only be reached for T . 20 nK' 10UN . On the second
hand, concerning the coherence parameter α, the classical curve simply approaches zero
indicating a distribution on the Bloch sphere symmetric under S1 ↔ −S1. In this limit,
the classical phase space distribution wraps around the equator of the Bloch sphere and
reflects a completely undetermined relative phase between the wells.
Let us now discuss the quantum evolution of the system. We see that, in contrast,
the coherence oscillates around zero, corresponding to an asymmetric distribution of
phase. This is shown by the means of the the Wigner function in Fig. 4.7. In partic-
ular, the lower left panel shows the Wigner function when the coherence α is the most
negative. Due to interferences the Wigner function starts to oscillate as soon as the
phase distribution fully wraps around the equator. This leads to oscillations both in
(∆n)2 and α during the final time evolution shown in Fig. 4.6. The oscillations in (∆n)2
are damped and equilibrate at a value close to the point where α reached zero for the
first time. In the lower panels of Fig. 4.7 the Wigner function is shown for the evolution
times t/tmax = 0.75 (left) and t/tmax = 0.9 (right), i.e. for maximally small ξ3 ' 2 ·10−5
at α ' −0.02, and maximally negative α ' −0.1 at ξ3 ' 2 · 10−4, respectively, see
Fig. 4.6. This shows that negative α arises from a maximum of the Wigner function at
|φ| = pi, instead of having it at φ = 0 as in the rest of the evolution. We remark that,
in this pure quantum regime of the evolution, W becomes negative, for all φ, as we go
away from equal population, for |n| > 5. In fact, there is a series of decaying oscillations
of the Wigner function around zero as we go to higher n. Those are however hard to
see in Fig. 4.7. The first minima at |n| ' 6 are at the center of the grey zones.
Fig. 4.8.(a) shows the dependence of ξ3 = 4(∆n)
2/N on t, on a semi-logarithmic
scale, as above for the exponential ramp (4.10) with τ = 0.55 s. The red dashed line
corresponds to adiabatic evolution (τ →∞) while the blue solid and purple short-dashed
lines represent the near-adiabatic quantum and semiclassical evolutions for τ = 0.55 s,
respectively. The adiabatic curve shows three regimes in each of which log ξ3 varies
linearly with time which correspond to the Rabi, Josephson, and Fock regimes, see
Sect. 3.3. The full quantum evolution, as shown in Fig. 4.6, exhibits an oscillatory
behavior of ξ3, during which the squeezing parameter undershoots the adiabatic ground-
state curve and eventually settles to a finite value smaller than that in the classical
limit. Although ξ3 falls below the value it can reach in an adiabatic ramp, this does not
contradict the Heisenberg limit as is clearly seen in Fig. 4.6.
As a contrast we show, in Fig. 4.8.(b), that squeezing below the classical limit is
not possible for systems with an odd total number N of particles. This is due to the
degenerate nature of the ground state, as was discussed in Section 3.3.2 and in particular
in Eq. (3.14). In this case, the semiclassical evolution perfectly describes the dynamics
of the formation of squeezing correlations. To see the difference to the case of an even
number of particles one trivially has to measure the particle number to better than half
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Figure 4.7: Evolution of the Wigner function for an inverse ramp speed τ = 0.55 s, cor-
responding to the quantum evolution shown in Figs. 4.6 and 4.8. Colors encode the value
of W (n, φ) × 103, see Eq. (A.7), with n = (|α|2 − |β|2)/2 and φ = 2 arg(α). W is negative
in the blue areas. The initial distribution shown in the upper left panel is derived from the
ground state of the Hamiltonian with J(t0)/NU = 6 for N = 100 atoms. The upper right
panel shows the Wigner function for the number-squeezed state reached at t/tmax = 0.5, with
ξ3(0.5 tmax) ' 3 · 10−2, α(0.5 tmax) ' 0.86. In the lower panels we show the Wigner function
at t/tmax = 0.75 (left) and t/tmax = 0.9 (right), i.e. for maximally small ξ3 ' 2 · 10−5 at
α ' −0.02, and maximally negative α ' −0.1 at ξ3 ' 2 · 10−4, respectively (cf. Fig. 4.6). The
contour lines help to show the position of the maxima in |φ| = 0 and |φ| = pi, respectively.
52 Dynamics in the double-well
a particle.
As was shown in Ref. [Java99], the relative number variance (∆n)2 in the ground
state as a function of the ratio NU/4J of interaction over tunneling coupling, has the
approximate value2
ξ3 = 4(∆n)
2/N = (1 +NU/4J)−1/2, (4.11)
in the Josephson regime where the variance is distinctly smaller than the classical limit,
ξ3  1, but sufficiently larger than 1, i.e., where N−1  U/J  N , see Sect. 3.3.
Taking into account the time evolution (4.10), our data confirms the approximate
expression (4.11) in the Josephson regime. In the Fock regime the dependence of ξ3 on
J is approximately given by [Java99]
ξ3 = 4(∆n)
2/N = 4NJ2/U2, (4.12)
and the transition between the Josephson and Fock regimes occurs where J/U '
2−4/3N−1.
Considering the non-adiabatic quantum evolution for J(t) in Eq. (4.10), we find that
ξ3(t) follows the ground-state dependence as long as the ramp rate is smaller than the
Josephson frequency (3.7), 1/τ  ωp. As soon as the decreasing frequency ωp falls below
1/τ the squeezing parameter ξ3 is frozen out, after some oscillations, at the approximate
value [Java99]
ξ3 =
√
1 + (piNUτ/2)2 − piNUτ/2. (4.13)
Fig. 4.9 shows this limit as a function of the inverse ramp rate τ . The solid line gives
the analytical formula (4.13) while the blue crosses and purple circles correspond to the
asymptotic values for ξ3 determined from a set of our quantum and semiclassical evolu-
tions, respectively. Clearly, the semiclassical evolution cannot enter the Fock regime.
4.3 Conclusion
In this chapter, we have studied the production of squeezed states in an ultracold
Bose gas in a double-well trap. First, we tuned our trapping parameters as to describe
the experiment [Este`08]. There, the temperatures are such that the two-site Bose-
Hubbard Hamiltonian well describes the system. We followed their experimental setup,
starting from a gas separated by a weak barrier between the two wells, and therefore with
a high possibly of tunneling. Afterwards, the time evolution was driven by a slow, yet
2Note that in Eqs. (18), (23), and (25) of Ref. [Java99], the factor
√
N/2 should rather read
√
N/2.
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Figure 4.8: Evolution of the squeezing parameter ξ3 related to the number variance through
(∆n)2 = Nξ3/4 for a gas of N = 100 (top) or N = 101 (bottom) atoms under a very slow
ramp-up of U(t)/J(t) as given in Eq. (4.10). The quantum evolutions are represented by the
(blue) solid lines while the classical statistical evolutions are the (purple) short-dashed lines.
The initial state and all other parameters are chosen as in Fig. 4.6. The evolution under an
adiabatic change of the parameters U and J is shown by the (red) long-dashed line.
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Figure 4.9: (Color online) Final value of ξ3(tmax) obtained after an evolution time tmax =
18.4τ vs ramp speed τ . The solid line corresponds to the analytical result in Eq. (4.13) valid in
the Rabi and Josephson regimes. The (blue) crosses and (purple) circles are the corresponding
final values obtained from a full quantum evolution and semiclassical evolution of the initial
state, respectively. In the Fock regime which can be reached for ramp rates 1/τ < 2pi s−1 the
squeezing becomes stronger than the classical limit ξ3 ' 6 · 10−3.
non-adiabatic, ramp-up of the barrier. During that evolution, we studied in particular
the change of the fluctuation of the particle number difference between the two sites and
the coherence, which is an observable related to the relative phase. We have seen how a
many-body state with particle number squeezing was created during the evolution, and
how it was at the expense of the relative phase.
We have shown that squeezing was possible for a finite ramp-up speed, and how its
final value was determined by the initial temperature and the ramp-up speed. This is due
to the quadratic nature of the high energy part of the spectrum in the Josephson regime.
This quadratic part reaching populated states at a point in the ramp-up depending on
the initial temperature. Futhermore, once the tunneling is suppressed such that the two
lowest states are separated by an energy similar to the inverse ramp rate, the squeezing
reaches a saturation point. We have expressed the model and the dynamics in terms of
Bloch angular momentum operators. We want to stress again here that this pictorial
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description makes it easier to draw the connection between a two site system to a system
with two internal degrees of freedom, and to spin squeezing.
Secondly, we focused on the distinction between quantum and classical statistical
fluctuations. To that end, we compared the full quantum evolution to classical statistical
simulation, using the Wigner function formalism. We have shown that, for the parameter
range of the experiment in Ref. [Este`08], the production of squeezing is purely classical.
Going to a squeezing below that classical limit is possible. However, to get to the low
number of degrees of freedom, one needs significantly lower temperatures and a precision
in the particle number measurement up to the single-particle level. In that regime,
significant differences arise between systems with odd and even particle number. As a
final note, the results are immediately applicable to any other experimental realization
in which the two-mode Bose-Hubbard model can by used to describe the system. Those
results may be of particular interest for mesoscopic dynamics experiments.

Part II
Quantum field evolution:
2PI effective action approach
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Chapter 5
The two-particle irreducible
effective action
In Part I, we discussed in detail the dynamics of a Bose-Gas on a lattice composed of
two sites. In that case, it was possible to compute the quantum evolution using an exact
numerical integration of the Bose-Hubbard Hamiltonian. This will no longer be possible
in this second part when we expand the number of sites as the size of the Hilbert space
is proportional to NNS−1, and therefore grows exponentially with the number of sites. If
one want to simulate more than a few particles, the memory limit of actual computers is
very quickly reached. Hence other numerical methods have to be considered to describe
the dynamics of the Bose gas.
In Part II, we choose an approach which involves 2PI effective action. This approach
makes no assumption on how close the initial state should be to thermal equilibrium.
Other numerical schemes exist to describe quantum systems, both near and far from
equilibrium, for example density matrix renormalization group [Scho05, Whit04], time-
dependent block-decimation [Vida04] and functional renormalization group [Gase08]
methods.
This chapter covers the introduction of the 2PI method, and the derivation of its
equations of motion. It is discussed in detail by J. Berges in the review [Berg05], and
the derivation of the equations of motion for the case of the Bose-Hubbard model in 1D
is described with and without field expectation value in Refs. [Gase05, Temm06].
This procedure starts from a well-chosen generating functional Z[J,R; ρD], from
which an effective action Γ[φ,G] is derived. The equations of motion for the lowest-
order one- and two-point correlation functions φ and G then follow using the principle
of least action. These form a set of coupled non-linear differential equations. We will
consider this problem from a given initial-value, which will yield path integrals along a
Schwinger-Keldysh closed time path.
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5.1 Lagrangian and classical action
The 2PI effective action can be used to solve a variety of problems described by
different Hamiltonians. We will, in this case, limit ourselves to the study of systems
described by the Bose-Hubbard Hamiltonian, as discussed in Chapter 2 and defined in
Eq. (2.14). A classical action can be derived from it by replacing the operators bˆi and
bˆ†i by the complex fields bi(t) and b
∗
i (t) in the Lagrangian, and then integrating it over
time.
S[b, b∗] =
∫
dt
∑
i
(
i~
2
[b∗i (t)∂tbi(t)− b∗i (t)∂tbi(t)]− ib∗i (t)bi(t)
J
[
b∗i+1(t)bi(t) + b
∗
i (t)bi+1(t)
]
+
U
2
b∗i (t)b
∗
i (t)bi(t)bi(t)
)
.
(5.1)
Using the expression of the Hamiltonian under an O(2)-decomposition given in
Eq. (2.18) and assuming ~ = 1, the classical action, as a function of Φai (t), reads
S[Φ] =
1
2
∫
dt
∑
i
(
Φai (t)h
ab∂tΦ
b
i(t)− iΦi(t)Φi(t)
2JΦai (t)Φ
a
i+1(t) +
U
2N Φ
a
i (t)Φ
a
i (t)Φ
b
i(t)Φ
b
i(t)
)
,
(5.2)
where N refers to the number of fields considered in the O(N ) decomposition. In our
case, this is simply N = 2.
In the following derivation, another quantity (Gab0ij)
−1(t, t′), obtained from this action
by functional derivation, is used. It is called the classical inverse propagator, or free
inverse propagator, and is defined as
(Gab0ij)
−1(t, t′) =
δ2S[Φ]
δΦai (t)δΦ
b
j(t
′)
=
(
δijh
ab∂t − iδijδab + J(δi−1,j + δi+1,j)δab
− 2UN
[
Φci(t)Φ
c
i(t)δijδ
ab + 2Φai (t)Φ
v
j (t)δij
])
δ(t− t′).
(5.3)
In the following sections, it is sometimes convenient to simplify the notation by
writing the time and space indices into a single generic variable x = (i, t). So when it
is not necessary to treat space and time differently, we will write, for example, Φai (t) =
Φa(x) or (Gab0ij)
−1(t, t′) = (Gab0 )
−1(x, y).
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5.2 Generating functional
In the following chapters, we will consider the dynamics of systems that are far from
equilibrium, that is to say that the initial density matrix of the system ρˆD(t0) is not,
for example, a thermal state, ρˆD(t0) 6= e−βHˆ . This has to be encoded in the generating
functional. Therefore, we choose a generating functional that covers both the initial
conditions and the dynamics of the system, as we will see later. It reads
Z[J,R; ρD] = Tr
{
ρˆD(t0)TC exp
[
i
(∫
x
Ja(x)Φˆa(x) +
1
2
∫
xy
Rab(x, y)Φˆa(x)Φˆb(y)
)]}
.
(5.4)
In this equation, TC denotes time ordering along the closed time path C that will be
discussed just below. We introduced auxiliary source terms, J and R, to be able to
extract values on the macroscopic field and the connected two-point function (5.3).
Let us go further and express the generating functional (5.4) into a functional integral
representation. We now use the basis of the eigenstates of the field operators at time t0,
defined as
Φˆ(i, t0) |Φ±(i, t0)〉 = Φ±(i, t0) |Φ±(i, t0)〉 , (5.5)
making again the time dependence explicit. First, we express the trace in that basis,
Tr{·} = ∫ DΦ+〈Φ+| · |Φ+〉 and we insert the closing relation 1 = ∫ DΦ− |Φ−〉 〈Φ−| in
Eq. (5.4), yielding
Z[J,R; ρD] =
∫
DΦ+
∫
DΦ−〈Φ+|ρˆD(t0) |Φ−〉
〈Φ−|TC exp
[
i
(∫
x
Ja(x)Φˆa(x) +
1
2
∫
xy
Rab(x, y)Φˆa(x)Φˆb(y)
)]
|Φ+〉 .
(5.6)
The second part of this expression is a transition matrix element which can be
expressed, in quantum field theory, as a path integral. Since the two boundaries of this
integral have the same time, one uses a closed, finite real-path called the Schwinger-
Keldysh closed time path [Schw61]. This path C starts for the initial time t0, extends
to the largest relevant time, then goes back to t0 again, as pictured in Fig. 5.1.
The time ordering operator of (5.4) takes here all its meaning, as it orders times
along the path and not in absolute values. It is the normal time ordering along the
forward path C+, it goes then backwards with time on the return curve C−, where all
the times are considered to be after C+. Using standard techniques [Hatf86] on those
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t
Figure 5.1: Representation of the Schwinger-Keldysh closed time path [Schw61]. Figure
from [Berg05].
matrix elements, with that time contour, one obtains
〈Φ−|TC exp
[
i
(∫
x
Ja(x)Φˆa(x) +
1
2
∫
xy
Rab(x, y)Φˆa(x)Φˆb(y)
)]
|Φ+〉 .
=
∫ Φ−
Φ+
D′Φ exp
[
i
(
S[Φ] +
∫
x
Ja(x)Φa(x) +
1
2
∫
xy
Rab(x, y)Φa(x)Φb(y)
)]
,
(5.7)
where S[Φ] is the classical action of our system (5.2).
As mentioned above, the initial conditions are encoded in the density matrix ρD(t0).
However, its elements 〈Φ+|ρˆD(t0) |Φ+〉 can be expressed in a way that is more convenient
in the path integral formalism. One can always write the elements of an arbitrary density
matrix by functional expansions in cumulants [Berg05], that is to say
〈Φ+|ρˆD(t0) |Φ−〉 = exp [ifC[Φ]] (5.8)
The functional fC[Φ] can then be expressed in powers of the fields,
fC[Φ] = α0 +
∞∑
n=1
1
n!
∫
x1...xn
αn(x1, . . . , xn)
n∏
i=0
Φ(xi), (5.9)
where the αn are the coefficients of the expansion. The density matrix is only speci-
fied at the initial time, which means those coefficients are all zero for all other times,
αn(x1, . . . , xn) = 0, ∀ti 6= t0. Thus, the integration of the density matrix along the same
time path as the second part of (5.7) will only contribute at both ends of the contour.
Furthermore, in many experimental setups, the system at the initial time t0 is suffi-
ciently well characterized if only the first two correlation functions are specified. Those
are the mean-field φa(x) and the two-point correlation function Gab(x, y). It can be
shown, as in Ref. [Berg05], that such condition is equivalent to taking an initial Gaus-
sian many-particle density matrix, i.e. αn = 0, ∀n > 2.
The initial condition can therefore be included in the source terms by making the
translation J(x) → J(x) − α1(x) and K(x, y) → K(x, y) − α2(x, y), and by α0 in the
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normalization constant of Z. The generating functional therefore takes the form:
Z[J,R; ρD] =
∫
D′Φ exp
[
i
(
S[Φ] +
∫
x
Ja(x)Φa(y)
+
1
2
∫
xy
Rab(x, y)Φa(x)Φb(y)
)]
.
(5.10)
This is the same function as in the case of equilibrium, but with a closed time path C,
and the initial condition encoded in the source terms J are R are the initial times.
Because of the Schwinger-Keldysh contour C, the dynamics possesses in general a
dependence on the previous history of the system, that is to say that it is non-Markovian.
This means that we will have to deal with non-local integro-differential equations. This
time non-locality leads to memory integrals, that are numerically costly to evaluate but
are in general necessary for accurate dynamics of the system.
5.3 2PI effective action
This section presents the derivation of an effective action for both the mean-field and
and the two-point correlation function from the non-equilibrium generating functional.
From this action, one can derive a set of coupled non-linear equations that are then
solved numerically.
5.3.1 Correlation functions and Legendre transformations
The correlation functions are obtain from the the generating functional W [J,R]
defined from Z[J,R] as
Z[J,R] = eiW [J,R]. (5.11)
The mean field φa(x) and the connected two-point correlation function Gab(x, y) are
obtained by functional derivatives of W ,
δW [J,R]
δJa(x)
= φa(x), (5.12a)
δW [J,R]
δRab(x, y)
=
1
2
(φa(x)φb(y) +Gab(x, y)). (5.12b)
Before constructing the 2PI effective action, let us first consider for a moment the
1PI effective action, which is constructed from W [J,R] using a Legendre transform on
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the source term linear in the fields Ja(x) [Hatf86].
ΓR[φ] = W [J,R]−
∫
x
δW [J,R]
δJa(x)
Ja(x), (5.13)
where one can see the non-vanishing source term R 6= 0 as an additional quadratic
interaction. In other terms, this 1PI effective action could be derived in a standard way
from the modified classical action SR[Φ] related to the physical one by
SR[φ] = S[φ] +
1
2
∫
xy
Rab(x, y)φa(x)φb(y). (5.14)
The usual 1PI relations can then be derived from (5.13) for this modified action, for
instance, the 1PI effective action to one-loop oder, see [Berg05], can be expressed as
ΓR(1 loop)[φ] = SR[φ] +
i
2
Tr
[
ln(G−10 [φ]− iR
]
, (5.15)
where we have made use of the free inverse propagator iGab−10 (x, y) as defined in (5.3)
but for the modified classical action (5.14).
5.3.2 2PI effective action
The full 2PI effective action is then obtained by performing a second Legendre trans-
form with respect to the quadratic source term R:
Γ[φ,G] = ΓR[Φ]−
∫
xy
δΓR[φ]
δRab(x, y)
Rab(x, y). (5.16)
Using the equations (5.12) and the definition (5.13), the 2PI effective action can be
written as
Γ[φ,G] = W [J,R]−
∫
x
φa(x)Ja(x)− 1
2
∫
xy
Rab(x, y)φa(x)φb(y)− 1
2
Tr[RG]. (5.17)
The stationarity conditions derived from this effective action, where a closed system
corresponds to vanishing sources J and R,
δΓ[φ,G]
δφa(x)
= −Ja(x)−
∫
y
Rab(x, y)φb(y)
∣∣∣∣
J=R=0
= 0, (5.18a)
δΓ[φ,G]
δGab(x, y)
= − 1
2
Rab(x, y)
∣∣∣∣
J=R=0
= 0, (5.18b)
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are leading to the equation of motion that we will integrate numerically later on.
The 2PI effective action action can also be expressed to the one-loop-order approxi-
mation, see [Berg05]. We use here the property G−1 = G−10 − iR, which is true due to
the stationary condition at the one-loop level. We have
Γ(1 loop)[φ,G] = S[φ] +
i
2
Tr
{
ln(G−1)
}
+
i
2
Tr
{
G−10 [φ]G
}
+ const, (5.19)
where we have taken into account that Tr {G−1G} = Tr1 is an irrelevant infinite con-
stant.
We can then use this solution to ease the calculation of the general solution by
separating the exact 2PI effective action into its one-loop component and rest term
Γ2[φ,G] containing all the remaining contributions to the effective action.
Γ[φ,G] = Γ(1 loop)[φ,G] + Γ2[φ,G]
= S[φ] +
i
2
Tr
{
ln(G−1)
}
+
i
2
Tr
{
G−10 [φ]G
}
+ Γ2[φ,G] + const.
(5.20)
We now vary this equation with respect to G, it yields
(Gab)−1(x, y) = (Gab0 )
−1(x, y;φ)− iRab(x, y)− Σab(x, y), (5.21)
where we have defined
Σab(x, y) = 2i
δΓ2[φ,G]
δGab(x, y)
. (5.22)
Eq. (5.21) is called the Schwinger-Dyson equation [Hatf86], while Eq. (5.22) establishes
a relation between the self-energy Σab and the functional derivatives of the term Γ2.
Since only 1PI diagrams contribute to the self-energy, one can see that Γ2 contains only
contribution from 2PI diagrams1.
It shall be noted that by inverting (5.21) and expanding the result in Σ, one obtains
the following expression for the full propagator,
G = (G0 − iR)−1 + (G0 − iR)−1Σ(G0 − iR)−1
+ (G0 − iR)−1Σ(G0 − iR)−1Σ(G0 − iR)−1 + ...,
(5.23)
where we have neglected the indices for ease of notation. This means that there is a direct
correlation between the full propagatorG and an infinite series of 1PI diagrams expressed
in terms of the classical propagator G0, for example the two diagrams presented in
Fig. 5.2.
1and therefore also nPI diagrams for all n ≥ 2.
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++ +
G0
G0
Figure 5.2: Two examples of the infinite number of 1PI diagrams expressed in terms of the
classical propragator G0 included in the full propagator G (5.23). Figure from [Berg05].
5.3.3 Loop-expansion of the 2PI effective action
The diagrammatic expression of Γ2 is obtained in Ref. [Corn74] using a similar
method to the 1PI expansion of the full propagator mentioned just above. However, the
full propagator G is associated to a line, and only two-particle irreducible diagrams are
considered. The Feynmann rules are obtained in the standard way [Hatf86] using the
interaction part Sint[φ, ϕ] obtained by shifting the field Φ
a(x) to φa(x) + ϕa(x) on the
classical action (5.2) discussed in section 5.1. Then, all the terms cubic and quartic in
the fluctuation ϕa(x) are collected, which yields
Sint[φ, ϕ] = − U
4N
∫
x
(ϕa(x)ϕa(x))2 − UN
∫
x
φa(x)ϕa(x)ϕb(x)ϕb(x), (5.24)
where N is the number of fields and where, in the first term, the sum over a is done
before taking the square. This action gives us directly the allowed vertices, the first term
connecting four full propagators G , while the second is an effective three-point vertex
where the mean field φ is coupled to the propagators in an effective cubic interaction
for non-vanishing mean fields. As Γ2 is a functional, it contains only closed diagrams,
and again those diagrams must be two-particle irreducible. They also contain only the
vertices allowed by (5.24). In fact, Γ2 contains all diagrams that fulfill those three
conditions.
The contributing diagrams, up to three-loop order, are presented, for example, in
Fig. 5.3. The red crosses represent the mean field φ, while the full propagator G is
represented by the internal blue lines. The dots are the vertices. The four-vertex has
a coupling of U/4N , while the effective three vertex, denoted by a dot with a red
cross attached, has a coupling of U/N . At each vertex, there is a summation and
an integration on the remaining free field indices a or b and space-time argument x,
respectively.
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Figure 5.3: 2PI diagrams contribution to Γ2[φ,G] and containing up to three loops. Figure
from [Temm06].
5.3.4 Particle number and energy conservation
In order to solve the equations of motion (5.39) and (5.41) that we discuss below,
details about the self-energy Σ (5.22) have to be known. In particular, we cannot
practically take into account all the diagrams of expansion discussed of Γ2 discussed in
Section 5.3.3. Several expansion exists, for instance in powers of U or in the number of
loops. We will consider a expansion in power of 1/N as we will see in the next section.
However, we show here that any truncation of diagrammatic expansion of Γ2 conserves
important quantities such as particle number or energy.
Number conservation
Particle number conservation follows from Noether and the invariance of the theory
under orthogonal transformations. In the 2PI effective action formalism, it can be seen
as follows. The stationary conditions (5.18) can be combined in the equation
hab
[
φa(x)
δΓ[φ,G]
δφb(x)
+ 2
∫
y
δΓ[φ,G]
δGcb(y, x)
Gca(y, x)
]
= 0. (5.25)
Using the expression (5.20) of the effective action, this is equivalent to the relation
∂tn(x) +∇ · j(x) = hab
[
φa(x)
δΓint[φ,G]
δφb(x)
+ 2
∫
y
δΓint[φ,G]
δGcb(y, x)
Gca(y, x)
]
. (5.26)
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where we have defined
n(x) = φa(x)φa(x) +Gaa(x, x), (5.27a)
j(x) =
1
m
(
φ1(x)∇φ2(x)− φ2(x)∇φ1(x)
+
〈TC[Φˆ1(x)∇Φˆ2(x)− Φˆ2(x)∇Φˆ1(x)]〉C) (5.27b)
corresponding to the particle-number density and to the current density. The interaction
part of the effective action is
Γint[φ,G] = Γ[φ,G]− Γ[φ,G]
∣∣
U=0
. (5.28)
If the right-hand side of (5.26) vanishes, this equation is a continuity equation and the
particle number is automatically conserve. For contributions of Γint[φ,G] which contain
only φ2 or Tr(Gn), the terms in the square brackets of (5.26) either vanish separately or
are symmetric under the exchange of both field indices. Furthermore, if a term contains
a invariant of the form Tr(φφGn), the combination of the terms in the square brackets
is symmetric under the same exchange. Their contraction with hab implies that those
terms do not contribute. Hence, the total number density is conserved locally because
of the O(2) symmetry. This statement is true for any truncation of the effective action,
since Γ2 contains only invariants under O(2) transformations.
Energy conservation
Energy conservation is a consequence of the time translation invariance of Γ[φ,G],
see Ref. [Arri05]. Consider the general translation in time
t← t+ ε(t) (5.29)
where ε(t) is an infinitesimal time-dependent scalar. The mean field and the two-point
function transform under this infinitesimal translation as
φ(x)← φ(x) + ε(t)∂tφ(x), (5.30a)
G(x, y)← G(x, y) + ε(t)∂tG(x, y) + ε(t′)∂t′G(x, y). (5.30b)
Under this transformation, the effective action can be written as Γ[φ,G] ← Γ[φ,G] +
δΓ[φ,G] with
δΓ[φ,G] =
∫
t
T (x)∂tε(t) (5.31)
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Because of the stationary conditions (5.18), the variation δΓ[φ,G] vanishes for all solu-
tions of the equations of motion for φa and Gab. Integration by parts on Eq. (5.31) show
that T (x) is the conserved Noether quantity for time translation,
δΓ[φ,G] = 0 = −
∫
t
∂tT (x)ε(t). (5.32)
The relation of this conserved quantity T (x) with the energy density of the system was
established in Refs. [Temm06, Arri05]. As all truncations of the effective action are also
invariant under time translation, the energy is conserved for any approximation of the
2PI effective action.
5.3.5 1/N -expansion
If we include the full expansion of Γ2, the effective action Γ[φ,G] still describes the
exact evolution of the system. It is in general not possible to find an useful exact
analytic expression for Γ2, therefore one truncates the series of diagrams at some level.
Which approximation to choose depends on the physics of the systems, and the goals
of the final numerical integration. There are several well-know methods, for instance
[Bely58, Popo87], that include terms that are beyond the two-loop expansion, accounting
for multiple scattering of the boson, and leading to non-local equations that include
dissipation.
Here, we will use the 1/N -expansion. This approximation goes beyond the well-
known Hartree-Fock-Bogoliubov mean-field approximation, that only takes Markovian
dynamics into account and neglects multiple scattering. To describe a strongly inter-
acting system, the coupling constant U is not a good parameter in which to expand Γ2.
So the classification of the diagrams in the effective action is done with respect to their
scaling in 1/N , where N is the number of field component. In our case, as mentioned
in Section 5.1, this is N = 2. It includes non-Markovian dynamics (after the leading
order) and describes multiple scattering processes.
The expansion in powers of 1/N does not depend explicitly on the coupling U , so
we expect the truncation to valid also for large U . In practice, we limit our series by
taking only the leading order term ∼ N 1 and the next to leading order one ∼ N 0. Each
subsequent contribution being decreased further by a factor 1/N .
Details of the 1/N expansion can be found for example in Refs. [Berg05, Temm06].
Here, we state which diagrams contribute to Γ2 up to the leading order (LO) or the
next-to-leading order (NLO),
Γ
1/N
2 [φ,G] = Γ
LO
2 + Γ
NLO
2 . (5.33)
The corresponding diagrams are presented in Fig. 5.4.
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Γ2LO φ[  ,G]  = ,
Γ2NLO [  ,G] =φ + + + + ...
+ + + ...+
(a)
(b)
Figure 5.4: 2PI diagrams contribution to Γ2[φ,G] up to the next to leading order in a 1/N
expansion. Each term has a prefactor that is here omitted. Figure from [Temm06].
As one can see in Fig. 5.4.(a), the LO consists of only one diagram which contains
two loops, and is φ independent. At the leading order, the mean field contributions are
all included in the one-loop component of Eq. (5.20). Each propagator loop scales with
N and each vertex with 1/N . Therefore, the leading order term scales with N . There
is no other 2PI diagram with the same scaling. Its contribution to Γ2 is given by
ΓLO2 = −
U
N
∫
x
Gaa(x, x)Gbb(x, x). (5.34)
The NLO diagrams, as shown in Fig. 5.4.(b), consists of two infinite series of di-
agrams in powers of U . All diagrams in the series are in the same power of N since
the scaling of a propagator loop cancels the one of a vertex. The part of the diagram
which consist of two effective three-point vertices connected by a propagator is of the
same order as a propagator loop. So all diagrams are of order N 0. It has been shown
that the series can be resummed to an analytic expression using the resummation of the
geometric series. Introducing two new functionals B(x, y)[G] and I(x, y)[G], the NLO
contributions reads as
ΓNLO2 = −
i
2
Tr {ln(B[G])}
∫
x
+
iU
N
∫
xy
I(x, y)[G]φa(x)Gab(x, x)φb(y), (5.35)
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where the newly introduced functionals are defined as
B(x, y)[G] = δ(x− y) + i UN G
ab(x, y)Gab(x, y), (5.36a)
I(x, y)[G] =
U
N G
ab(x, y)Gab(x, y)− i UN
∫
z
I(x, z)[G]Gab(z, y)Gab(z, y). (5.36b)
As B and I are independent from φ, the resulting Γ
1/N
2 [φ,G] is only quadratic in
the fields. Indeed, it has been shown [Aart02] that invariants containing more than two
field insertions are two-particle reducible, and therefore cannot contribute to Γ2.
5.4 Equations of motion
In this section, we finally derive the equations of motion for our two fields φa(x) and
Gab(x, y), first keeping Γ2 in its general form, then by using the 1/N approximation
discussed in Section 5.3.5. Also, since the equation of motion contains explicit time
derivatives, we go back to the previous notations φa(x) = φai (t) andG
ab(x, y) = Gabij (t, t
′),
discussed in Section 5.1, making the time dependence explicit again.
5.4.1 Exact equation
We will start this calculation by going back to the stationary conditions (5.18) using
the generic form of the effective action defined in (5.20). The variation with respect to
Gabij (t, t
′) yields
δΓ[φ,G]
δGabij (t, t
′)
= 0 =
i
2
[
(G−10 )
ab
ij (t, t
′)− (G−1)abij (t, t′)
]
+
δΓ2[φ,G]
δGabij (t, t
′)
. (5.37)
Remembering the definition (5.22) of the self-energy Σabij (t, t
′), the definition (5.3) of
the classical inverse propagator, and the identity∫
C
dt”
∑
k
∑
c
(G−1)acik (t, t”)G
cb
ik(t”, t
′) = δabδijδC(t− t′), (5.38)
a convolution of (5.37) with another propagator G yields
hac∂tG
cb
ij (t, t
′) =iGabij (t, t
′)− J [Gabi+1,j(t, t′) +Gabi−1,j(t, t′)]
+
U
N
{[
φdi (t)φ
d
i (t)
]
Gabij (t, t
′) + 2φai (t)φ
d
i (t)G
db
ij (t, t
′)
}
+ i
∫
C
dt”
(∑
k
Σadik (t, t”)G
db
kj(t”, t
′)
)
+ iδabδijδC(t, t′),
(5.39)
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where the field index summation remains implicit while we write explicitly space and
time integrations.
Similarly, the variation of the action with respect to φai (t),
δΓ[φ,G]
δφai (t)
= 0, (5.40)
leads to the equation of motion for this field,
hab∂tφ
b
i(t) =iφ
a
i (t)− J
[
φai+1(t) + φ
a
i−1(t)
]
+
U
N
{
[φci(t)φ
c
i(t) +G
cc
ii (t, t)]φ
a
i (t) +
[
Gabii (t, t) +G
ba
ii (t, t)
]
φbi(t)
}
− δΓ2[φ]
δφai (t)
.
(5.41)
5.4.2 Spectral and statistical correlation functions
To make the calculations easier, we will decompose the two-point function Gabij (t, t
′)
into two parts, the spectral and statistical correlation functions. Those are associated
with the only two independent real-valued two-point functions of a complex scalar field
theory: the expectation values of the commutator and the anti-commutator of the field.
Spectral function: ρabij (t, t
′) = i
〈
[Φˆai (t), Φˆ
b
j(t
′)]
〉c
Statistical function: F abij (t, t
′) =
1
2
〈
{Φˆai (t), Φˆbj(t′)}
〉c (5.42)
The superscript c refers to the connected two point function. Those two functions relate
to the full propagator using the identity
Gabij (t, t
′) = F abij (t, t
′)− i
2
ρabij (t, t
′)sgnC(t− t′). (5.43)
One should note that the spectral and statistical functions obey the symmetry rela-
tions,
F abij (t, t
′) = F baji (t
′, t), (5.44a)
ρabij (t, t
′) = −ρbaji (t′, t). (5.44b)
Furthermore, the definition of the spectral function implies that for equal times t = t′,
the function is fixed by the bosonic commutation relation (2.16),
ρabij (t, t) = h
abδij. (5.45)
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The matrix hab was introduced in Eq. (2.17) and reads
(
hab
)
=
(
0 −1
1 0
)
. (5.46)
It is also convenient to use a similar decomposition for the other two-point quantities
involved in the calculation. For instance, the decomposition of the self energy Σabij (t, t)
is obtained by first separating it into local and non-local parts,
Σabij (t, t) = Σ
ab
(loc)ii(t, t)δijδC(t− t′) + Σab(nloc)ij(t, t′), (5.47)
then the non-local part is split in analogy to (5.43), into two real-valued self-energy
functions
Σab(nloc)ij(t, t) = Σ
F ab
ij (t, t
′)− i
2
Σρabij (t, t
′)sgnC(t− t′). (5.48)
In a similar fashion, the field I(x, y)[G], defined in Eq. (5.36b) of Section 5.3.5, is also
written as
Iij(t, t
′) = IFij (t, t
′)− i
2
Iρij(t, t
′)sgnC(t− t′). (5.49)
5.4.3 Equations of motion to next-to-leading order in the 1/N -
expansion
In this section, we go further in the expressions of the equation of motion (5.39) and
(5.41) using the approximation of Γ2 discussed in Section 5.3.5. That is to say that we
will use Γ2[φ,G] = Γ
1/N
2 [φ,G] using the definition (5.33). Also, we use the decomposition
(5.43) of the full propagator and (5.48) of the self-energy to express the equations of
motion in terms of the new fields. The equation of motion then are given by
hac∂tF
cb
ij (t, t
′) =iF abij (t, t
′)− J [F abi+1,j(t, t′) + F abi−1,j(t, t′)]
+
U
N
[
φdi (t)φ
d
i (t) + F
dd
ii (t, t)
]
F abij (t, t
′)
+
2U
N
[
φai (t)φ
d
i (t) + F
ad
ii (t, t)
]
F dbij (t, t
′)
+
∫ t
0
dt”
∑
k
Σρadik (t, t”)F
db
kj (t”, t
′)
−
∫ t
0
dt”
∑
k
ΣF
ad
ik (t, t”)ρ
db
kj(t”, t
′),
(5.50a)
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hac∂tρ
cb
ij (t, t
′) =iρabij (t, t
′)− J [ρabi+1,j(t, t′) + ρabi−1,j(t, t′)]
+
U
N
[
φdi (t)φ
d
i (t) + F
dd
ii (t, t)
]
ρabij (t, t
′)
+
2U
N
[
φai (t)φ
d
i (t) + F
ad
ii (t, t)
]
ρdbij (t, t
′)
+
∫ t
t′
dt”
∑
k
Σρadik (t, t”)ρ
db
kj(t”, t
′),
(5.50b)
hac∂tφ
c
i(t) =iφ
a
i (t)− J
[
φai+1(t) + φ
a
i−1(t)
]
+
U
N
[
φdi (t)φ
d
i (t) + F
dd
ii (t, t)
]
φai (t)
+
2U
N F
ad
ii (t, t)φ
d
i (t)
+
∫ t
0
dt”
∑
k
Σρadik (t, t”)
∣∣
φ=0
φdk(t”).
(5.50c)
One can remark here that this last equation (5.50c) possesses a trivial solution for
the mean-field: φai (t) = 0, valid for any values of the self-energy Σ
ρad
ik (t, t”)
∣∣
φ=0
. This
means that if the initial value of the mean field is set to zero, it will remain that way
during the entire evolution. While this can simplify the calculations in a huge way, our
dynamics usually contain a condensate from the beginning, which means that this mean
field is non-vanishing and we have to take it into account.
Let us now express in more details the value of the self-energy Σ under the 1/N
approximation (5.33), using the decomposition (5.49) of the field I. One obtains
ΣF
ab
ij (t, t
′) = − 2UN
{
IFij (t, t
′)
[
φai (t)φ
b
j(t
′) + F abij (t, t
′)
]
+
1
4
[
Iρij(t, t
′) + P ρij(t, t
′)
]
ρabij (t, t
′)
+ P Fij (t, t
′)F abij (t, t
′)
}
,
(5.51a)
Σρabij (t, t
′) = − 2UN
{
Iρij(t, t
′)
[
φai (t)φ
b
j(t
′) + F abij (t, t
′)
]
+
1
4
[
IFij (t, t
′) + P Fij (t, t
′)
]
ρabij (t, t
′)
+ P ρij(t, t
′)F abij (t, t
′)
}
.
(5.51b)
Equations of motion 75
To ease the notation, we have introduced the two functions P F and P ρ, defined as
P Fij (t, t
′) = −2UN
{
HFij (t, t
′)
−
∫ t
0
dt′′
∑
k
[
Hρik(t, t
′′)IFkj(t
′′, t′) + Iρik(t, t”)H
F
kj(t
′′, t′)
]
+
∫ t
0
dt′′
∑
k
[
HFik(t, t
′′)Iρkj(t
′′, t′) + IFik(t, t”)H
ρ
kj(t
′′, t′)
]
−
∫ t
0
dt′′
∑
k
∫ t′
0
dt′′′
∑
l
Iρik(t, t
′′)HFkl(t
′′, t′′′)IFlj (t
′′′, t′′)
+
∫ t
0
dt′′
∑
k
∫ t′′
0
dt′′′
∑
l
Iρik(t, t
′′)HFkl(t
′′, t′′′)IFlj (t
′′′, t′′)
+
∫ t
0
dt′′
∑
k
∫ t′
t′′
dt′′′
∑
l
Iρik(t, t
′′)HFkl(t
′′, t′′′)IFlj (t
′′′, t′′)
}
,
(5.52a)
P ρij(t, t
′) = −2UN
{
Hρij(t, t
′)
−
∫ t
0
dt′′
∑
k
[
Hρik(t, t
′′)Iρkj(t
′′, t′) + Iρik(t, t”)H
ρ
kj(t
′′, t′)
]
+
∫ t
0
dt′′
∑
k
∫ t′
t′′
dt′′′
∑
l
Iρik(t, t
′′)Hρkl(t
′′, t′′′)Iρlj(t
′′′, t′′)
}
.
(5.52b)
Again, a pair of new functions HF and Hρ was introduced. They are defined as
HFij (t, t
′) = −φai (t)F abij (t, t′)φbj(t′), (5.53a)
Hρij(t, t
′) = −φai (t)ρabij (t, t′)φbj(t′). (5.53b)
One can see here that the newly introduced P functions vanish if the mean-field is set
to zero. Since they contain double time integration, calculations with mean field are
bound to be numerically more costly to solve that those without.
The last step in the derivation of the equation of motion is to find an expression
for I. This is obtained by inserting the decomposition (5.49) into the equation (5.36b).
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One obtains
IFij (t, t
′) =
U
N
(
F 2ij(t, t
′)− 1
4
ρ2ij(t, t
′)
)
− UN
{∫ t
0
dt′′
∑
k
Iρik(t, t
′′)
(
F 2kj(t
′′, t′)− 1
4
ρ2kj(t
′′, t′)
)
− 2
∫ t′
0
dt′′
∑
k
IFik(t, t
′′)F abkj (t
′′, t′)ρabkj(t
′′, t′)
}
,
(5.54a)
Iρij(t, t
′) =
2U
N F
ab
ij (t, t
′)ρabij (t, t
′)
− 2UN
∫ t
t′
dt′′
∑
k
Iρik(t, t
′′)F abkj (t
′′, t′)ρabkj(t
′′, t′).
(5.54b)
which is a set of coupled integral equations which can be solved numerically.
We will see in the next chapter how one can numerically integrate the series of
equations discussed in this chapter, in order to obtain numerical for the evolution of a
Bose-gas on a lattice. Furthermore, we show how those simulation can be parallelized
to take into advantage the fact that modern processors contain several cores and can
execute instructions in parallel.
Chapter 6
Dynamics of a Bose gas in a lattice
In Ref. [Temm06], the dynamics of a degenerate Bose gas in a 1D lattice was studied
for two and three sites. They compared the results obtained in the next-to-leading-order
of the 1/N expansion to exact numerical calculations and found qualitative agreement.
However, quantitative differences were seen, in particular in the damping of the conden-
sate fraction, which was underestimated. The results seemed to indicate the dynamics
within the appropriate scheme are in better agreement with exact calculations for larger
total number of particle N .
In the present work, we study the dependence of the evolution of the condensate
fraction on the number of lattice sites NS. As no exact calculations are available for a
larger amount of site, we use classical statistical calculations as a reference. Therefore,
we limit our study to the classical regime, where quantum fluctuations are expected
to be small. In the initial states we consider, all particles are condensed on a single
site. The lattice is taken with periodic boundary conditions, so it is not necessary to
differentiate which site is initially loaded with particles. At later times, we study the
distribution of the atoms on the lattice and the damping of the condensate fraction.
The focus is set on the comparison between the dynamics obtained with the 2PI 1/N
NLO expansion and with semi-classical calculations.
The classical Hamiltonian equation of the system is discussed in Section 6.1 together
with the expression of the initial state in that framework. We sketch the numerical
implementation of the 2PI formalism in Section 6.2. The resulting dynamics of both
schemes are presented in Section 6.3.
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6.1 Classical dynamics
The classical model that we describe in this section is very similar to the one discussed
in Section 4.1.2. The main difference arises from the ensemble in which we consider the
system. In the 2PI formalism, the mean field describes the expectation value of the field
operator, whose eigenstates are coherent states. As coherent states do not have a fixed
particle count, we consider the classical system in the grand canonical ensemble.
The classical Hamiltonian function is obtained from the Bose-Hubbard equation
(2.14) by replacing the field operator by a complex-valued variable bˆ→ b, or equivalently,
using the O(2) decomposition from Section 2.3.1, by replacing the field components by
real-valued numbers
Φˆai → Φai (6.1)
in the Hamiltonian (2.18). The classical equation then reads
H = −J
∑
i
∑
a
(ΦaiΦ
a
i+1) +
∑
i
i
2
∑
a
ΦaiΦ
a
i +
U
8
∑
i
∑
a,b
ΦaiΦ
a
iΦ
b
iΦ
b
i . (6.2)
The initial state in the 2PI model is described by a coherent state |αi〉 on a single
site i = 1,
bˆ1 |α1〉 = α1 |α1〉 . (6.3)
As in Sect. 4.1.2, we will use the Wigner function associated to the density matrix
describing that state. For a single coherent state |α〉, an analytic expression of the
Wigner function is known, see e.g. Ref. [Wall94]. It reads
Wα(β) =
2
pi
exp
[−|β − α|2] . (6.4)
For the empty lattice sites, the vacuum state |0〉 is equivalent to the coherent state
|α = 0〉. The Wigner function is a then a Gaussian centered around β = 0. The total
Wigner function is a product of this type over all sites,
W (β1, . . . , βNS) =
(
2
pi
)NS
exp
[
−
NS∑
i=1
|βi − αi|2
]
. (6.5)
For the occupied site, the coherent state is given by α1 =
√
N , while for all the empty
sites i 6= 1, αi = 0. The parameters βi relate to the field components by
βi =
1√
2
(
Φ0i + iΦ
1
i
)
. (6.6)
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Therefore, the initial state is described in our classical simulation by a product of
a complex Gaussian distributions of variance 1/2 per lattice bin. Furthermore, the
Gaussian functions are always positive, and so is the resulting Wigner function. This
confirms the classical nature of the initial states.
Numerical implementation of the semi-classical simulation is a straightforward pro-
cess. The Gaussian distribution can be sampled using standard methods [Box58]. Then
each sample point is evolved using Eq. (6.2). The observables are given as classical
moments over the sampled distribution. Since the evolution of each point in the sample
is independent, its numerical implementation fall into the category of so-called “embar-
rassingly parallel” problems. We used two different methods for parallelization: First a
computer cluster was used to spread the calculations over multiple networked comput-
ers. Then, we used the massively parallel architecture of modern graphic cards for a
further gain in computation performance.
6.2 Numerical implementation of the 2PI 1/N NLO
expansion
The equations of motion presented in Section 5.4.3 are in general too complicated to
be solved analytically. However, they have the nice property to only depend on previous
times, as a direct consequence of causality. One can therefore compute the evolution of
the system in a single run.
To that end, all variables of the system have to be discretized. Since we consider
a gas on a lattice, the space indices are already discrete. The discretization of time is
quantified by the time step at. We write t = nat, etc. The step size at is chosen manually
so that the numerical results do not change anymore with a further decrease of its value.
Note that numerical methods using variable time steps are not very practical in our case,
as it complicates significantly the computation of the time integrals.
As we will see below, it is possible to improve the run time of the simulations by
means of parallelization. The most convenient method is to use multiple computation
units with shared memory on a single computer. Those units are the multiple core of a
processors. Some computers also contains several processor to increase the number of
core. We had access to computers equipped with up to 8 computation units.
6.2.1 Time integration
The mean field φai (n) depends on a single time index. Its equation of motion is
thus integrated using a standard fourth-order Runge-Kutta method. For the two-point
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functions ρabij (n,m) and F
ab
ij (n,m), the picture is slightly more complicated as those
function have two time indices. First, we notice that, due to the symmetry properties
(5.44), it is sufficient to compute and store only half of the time values of the matrices.
We take only m ≤ n into account. Then, the transition F abij (n,m) → F abij (n,m + 1)
depends on a single time. It is evaluated using the same fourth-order Runge-Kutta
method. An equivalent technique is applied for ρabij (n,m). For the diagonal, some extra
care has to be taken. For the spectral function, the diagonal is simply fixed by its
definition (5.45), ρabij (n, n) = h
abδij. In order to maintain energy and particle number
conservation, the diagonal element (n + 1, n + 1) of the statistical function has to be
calculated as
F abij (n+1, n+1)−F abij (n, n) = F abij (n+1, n)−F abij (n, n)+F abji (n+1, n)−F abji (n, n), (6.7)
see Ref. [Rey04].
To evaluate the right-hand side of Eqs. (5.50), a few other functions have to be
evaluated. First, one sees that the integral equations (5.54) for IF and Iρ are Volterra-
type equations, see Ref. [Pres07] for a resolution method. These functions are calculated
up to time n, then all the other secondary functions can be evaluated up to that time, by
numerically computing the P F and P ρ integrals (5.52) using the trapezoidal rule. Then,
all is known to express the self-energies ΣF and Σρ. Finally, the correlation functions ρ
and F can be calculated for n+ 1, starting at m = 0 and increasing to m = n. The new
diagonal element is evaluated using Eq. (6.7) and the mean field is evaluated directly
using the Runge-Kutta method.
The main disadvantage of this method is that the computational effort increases at
each time step, as the size of the memory integral grows over time. Also, this memory
kernel has to be stored on the computer. Fast memory is not available in infinite quantity
and caching some of this data to the hard disk drives is not a viable option due to their
large access times. However, the influence of early times on the late time behavior is
usually suppressed. Therefore, we choose to neglect it and to keep memory only for a
time interval Tfill. This interval is chosen such that the memory requirement are within
the size of the fast RAM. For t ≤ Tfill, the time integrals start at t0 = 0 and we fill the
memory kernel. For t > Tfill, the early time are gradually forgotten (removed from the
memory) and the time integrals start at t0 = t− Tfill.
To reduce further the computation time, we parallelized the computation regarding
the various lattice sites. As the equations of motions are not completely independent,
some care as to be taken. We mention here what can be evaluated independently. As
most of the computational effort is put into the time integral, it is where the paralleliza-
tion focus. In the integral equations (5.54), the I functions depend on other Is but only
with the same first space index i. Solving the equations for different values of i can
therefore be done at the same time. In Eqs. (5.52), the memory integrals of P are done
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only on known objects. The calculation for different values of the two space indices i
and j is thus independent. The time integration of the self energy in Eq. (5.50) can also
be done in parallel, in both indices i and j. Other parallelizations were made, but most
of the improvement in the run time comes from the computation of the objects above.
Since calculations are performed in parallel one spatial index, sometimes two, the
ideal improvement in the run time is expected to scale at least with the number site NS,
and up to the square of that number N2S. Of course, this scaling holds only as long as
there is enough computational units to handle all calculations at the same time.
6.2.2 Initial conditions and observables
We consider that the system consists initially of a coherent state of N particles on
a single site and that the lattice has periodic boundary condition. This was realized
experimentally, e.g., in the setup described in Ref. [Peil03]. We take the initial coherent
state to be real valued and located on site 1. The action of the field operator bˆi on the
initial state |Ψ0〉 is
bˆi |Ψ0〉 =
√
Nδi,1 |Ψ0〉 , (6.8)
and, for the field components (2.15),
Φˆai (0) |Ψ0〉 =
√
2Nδi,1δ
a,0 |Ψ0〉 . (6.9)
The mean field is given the non-zero value
φai (0) =
√
2Nδi,1δ
a,0. (6.10)
The initial spectral component is fixed by the commutation relation (5.45),
ρabij (t, t) = h
abδij. (6.11)
The statistical component is calculated from its definition (5.42) and reads
F 00ij (0, 0) = F
11
ij (0, 0) =
1
2
δij, (6.12a)
F 01ij (0, 0) = F
10
ij (0, 0) = 0. (6.12b)
The two main observables we are interested in are the total population and the
condensate fraction on each site. What we call the condensate fraction is the amount
of particle on that site that are in a coherent state. The total population is given by
ni(t) = 〈bˆ†i (t)bˆi(t)〉 =
1
2
(φai (t)φ
a
i (t) + F
aa
ii (t, t)− 1). (6.13)
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For a coherent state, the terms F aaii (t, t)− 1 cancel each other, see (6.12). Therefore, we
define the condensate fraction as
nC,i(t) =
1
2
(φai (t)φ
a
i (t)). (6.14)
In the classical simulation, the difference between those two observables is as follows:
For the total particle number, the norm of the complex variable bi is taken before
the classical averaging over our sample is performed. For the condensate fraction, the
means of the complex number taken first. The norm is taken on the resulting averages.
Therefore, the condensate fraction includes information about the phase coherence of
the gas that the total occupation does not.
6.3 Results
In this section, we discuss our results on the dynamics of a Bose gas on a lattice
using both the 2PI 1/N expansion. To ease the following discussion, we refer to them
as “2PI results”. The results are then compared to those obtained from the classical
statistical evolution in order to understand what deviations are induced by the various
approximations. In all the setups we study below, the atoms are initially all condensed
on the same site and the lattice has periodic boundary conditions. The interaction-
tunneling ratio is set to U/J = 0.05.
In the first case we consider, a condensate consists of N = 80 particles for all runs.
The size of the lattice is different in each run, NS = 3, 5, 10, 20. The results of both
classical and 2PI simulations shown in Fig. 6.1. On the left-hand side of the figure, the
total condensate fraction NC/N is presented. The upper graph shows the results for
the 2PI method. The general behavior is the same for all lattice sizes. As all atoms are
initially condensed, the condensate fraction starts at 1. It then decays to zero within the
same time scale for all lattice sizes. Taking the pink short-dashed curved as a reference,
i.e. NS = 20, one sees that the system follows the same evolution for a smaller lattice
until it deviates from the reference curve. This happens later in time with increasing
lattice sizes. This can be explained as follows: Initially, all the particles are located on
a single site, the rest of lattice being empty. As the atoms distribute themselves to the
to adjacent sites, the number of empty sites plays no role at that point. Then, the atom
cloud gradually distributes on the rest of the lattice. The size of the system only plays a
role once the full lattice is occupied. At that point in time, the evolution of the system
starts to differ from the reference curve. This occurs latter for larger lattices. In other
words, the initial evolution of a localized particle cloud does not depend on the size of
the lattice, for as long as the cloud remains smaller than the lattice. At some point,
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Figure 6.1: Evolution of the condensate fraction of a gas of N = 80 atoms where all atoms
are initially condensed in a single lattice site. All simulations are done for U/J = 0.05 and
the number of lattice sites is different for each curve NS = 3, 5, 10, 20. The panels on the left
present the total condensate fraction, while those on the right only the fraction in the initially
occupied bin. The first line shows the quantum evolution obtained using our 2PI algorithm
and the second classical simulations. The weighted difference between them is plotted on the
last line. The color code is the same for all plots.
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the evolution for NS = 20 also differs from bigger lattices, but we have checked that it
occurs outside of the times plotted here.
In Fig. 6.1.(b), we present the results obtained from classical statistical simulation.
The system is the same as above. As we are in the classical regime, we expect this
evolution to be closer to the exact evolution of the system. The behavior is qualitatively
the same as is Fig. 6.1.(a), but values after Jt = 1 are smaller in the classical case. It
confirms results from [Temm06] where it was seen that the 2PI method underestimates
the damping of the condensate fraction. Also, the 2PI results shows a revival of the
condensate fraction at Jt ≈ 1.5, which is not present for the classical evolution.
In the lower left plot, Fig. 6.1.(c), we show the difference between those two evo-
lutions, normalized to the classical value. One sees that the difference stays at zero
until some time Jt = 1, then goes to a strong positive value at around t/J ≈ 2 and
finally goes to the value of −1. It shows again that the 2PI evolution overestimates
the condensate fraction at intermediate times. This effect can be of a factor as high as
200 % in the case NS = 3, as shown by the red line. This agreement between the two
schemes goes better with increasing lattice size, as we expected. However, no perfect
agreement is reached even for larger lattices. The difference between the evolutions was
still at around 25 % for the largest lattices considered. The final value of −1 indicates
that the 2PI evolution goes eventually faster to zero than the classical one.
The right-hand side of the graphs in Fig. 6.1 shows the evolution of the condensate
fraction in the initially occupied well. The vertical ordering of the graphs is the same as
on the left-hand side. The 2PI and semi-classical simulations are presented in graph (d)
and (e), respectively. One sees a series of revival in the condensate fraction of the first
site. Those are due to the Rabi oscillations, that causes the atoms to be back scattered
into the initial well. The oscillations are qualitatively the same in both evolutions, but
the 2PI results are overestimating their intensities. Graph (f) in Fig. 6.1 shows the
normalized difference between those two results. Particularly large peaks are seen in
the case NS = 3, as shown by the red line. This will be explained in more details
below, in the discussion of Fig. 6.4. Disregarding those peaks, an important feature
to remark there, is that differences in the condensate fraction on a single site do not
improve with bigger lattices. Within a Rabi oscillation, the larger difference is seen
when the condensate fraction is the lowest.
In the second case we consider, we keep the the number of sites constant, NS = 2 and
look at the evolution of the condensate fraction with different total number of particles
N = 0.2, 1, 4, 40, 80. The results of the 2PI evolution (and of classical simulations)
are shown in the left-hand panel of Fig. 6.2 as full (dashed) lines, respectively. The
different colors represent different total particle numbers N . The difference between
those two results is plotted in the right-hand graph. The general behavior is the same
as in the previous case considered, there is a decay of the condensate fraction. The time
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Figure 6.2: Evolution of the condensate fraction of a gas in a two-site lattice where all atoms
are initially condensed on the first site. The total particle number is N = 0.2, 1, 4, 40, 80.
The color of the corresponding curve is given in the legend. All simulations are done for
U/J = 0.05. The left panel presents the total condensate fraction for the 2PI simulation (full
line) and for classical evolution (dashed line). The difference between those two is shown in
the right panel.
of the decay decrease with larger total particle number. The 2PI results are in better
agreement with a larger amount of particles in the system. This confirms the findings
from Ref. [Temm06]. Large differences arise for N = 1 and 0.2. In those cases, the
average occupation per site is no longer larger than one. We are not anymore in the
semi-classical regime and the classical simulations (dashed line) are not anymore a good
approximation of the exact dynamics. Therefore, we cannot draw conclusions on the
quality of the 2PI expansion when comparing its results to the classical ones for those
small total particle numbers.
The third and last case we consider is very close to the first one, we also study the
changes in the evolution of a condensate with increasing number of lattice sites NS. This
time, the average number of particle per sites is kept constant at N/NS = 10, instead of
the total particle number N . The results of the 2PI evolution (and classical simulation)
are shown in the left-hand panel of Fig. 6.2, as full (dashed) lines, respectively. The
normalized difference is plotted in the right-hand side. The curve of the normalized
difference between the two methods is very similar for different lattice sizes. For NS = 5
and 10, one sees a dip in the curve. This is actually a change of sign. After that, the
difference settles at the value of -1. This effect was discussed above for the first case,
see Fig. 6.1. In this case, when considering only the positive part of that difference, we
do not see an improvement of the agreement of the 2PI results with the classical ones
for larger lattice sizes.
The time in which the condensate decays decreases for larger lattices. There is
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Figure 6.3: Evolution of the condensate fraction of a gas on a lattice where all atoms are
initially condensed in the first site. The average particle number is fixed to N/NS = 10.
The number of site varies, NS = 2, 3, 5, 10. The color of the corresponding curve is given
in the legend. All simulations are done for U/J = 0.05. The left panel presents the total
condensate fraction for the 2PI simulation (full line) and for classical evolution (dashed line).
The normalized difference between those two is shown in the right panel on a logarithmic scale.
however an exception for a three-site lattice. We also notice in Fig. 6.2.(b) that the
non-normalized difference between the 2PI and the classical results is very large in that
case. To study further this effect, we present in Fig. 6.4 the evolution of the population
in each site for a few lattice sizes, NS = 2, 3, 5. Those results are presented in the
top, central and bottom lines of the Fig. 6.4, respectively. The left-hand graphs show
the evolution the total population on each site while the right-hand ones show the
condensate fraction on the corresponding side. Each site is represented by a different
color code, shown in the legend of graph (f). The sites that are not represented can be
deduced from the graphs by a symmetry argument.
The evolution for a two-site consists, as expected, into a damped oscillation between
those two sites. This Rabi oscillations are finally suppressed and the final occupation
numbers balance to ni/N = 1/2, half of the particles in each well. The evolution is more
complex for five sites but the final expected value of ni/N = 0.2 = 1/NS is eventually
achieved. For three sites however, there is nearly no damping of the oscillations in the
considered time scale. We do not have a final explanation for this phenomenon, but
we expect it to be some geometric properties that occur only in a triangular lattice.
Comparing the 2PI results with the classical simulations for the total population in
each well, we see a very good agreement. So the evolution of the total population is well
reproduced by the 2PI 1/N expansion.
On the right-hand side of Fig. 6.4, we present the evolution of the condensate frac-
tion per site. The oscillations of the condensate follow the movement of the particle
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Figure 6.4: Evolution of the particle population of several sites under the same conditions as
in Fig. 6.3 for various number of site NS . The first line presents the case NS = 2, the second
NS = 3 and the last NS = 5. The left side presents the total occupation of the concerned site,
while the right side only the condensate fraction on that site. The color code presented in
panel (f) is also valid for the other graphs. The full line represents the 2PI evolution and the
dashed line the classical one. The sites that are not shown can be deduced from a symmetry
argument. The damping of the oscillations for NS = 4 (not shown here) happens in the same
time scale as for NS = 5.
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between the wells. The damping to zero follows the depletion of the condensate. We
notice again that the condensate fraction is overestimated by the 2PI results. The total
occupation 〈bˆ†ibi〉 contains no information about phases, see Sect. 6.2.2. On the other
hand, the condensate fraction measures the phase coherence of the complex mean field
bi = (φ
0
i + iφ
1
i )/
√
2, see Eq. (6.14). Since the 2PI results reproduce properly the total
occupation per site but not the local condensate fraction, we can conclude that the 2PI
1/N expansion that information about the phases of the system is not well taken into
account. Hence, we find a clear sign of the significance of higher-order correlations left
out at the level of the approximation.
6.4 Conclusion and outlook
In this chapter, we have shown how one can implement the 2PI 1/N approach on
a computer to solve the equations of motion numerically. We have indicated how to
use the multiple cores of modern processors in order to speed up the execution of the
simulation. Then, we used it in comparison with classical statistical simulations in
order to understand better the validity of that approach in regimes where the classical
evolution is expected to be valid.
Our study focused on the evolution of the condensate fraction for different lattice
sizes. The results from the 2PI expansion is in better agreement with classical simu-
lations for increasing lattice sizes. However, no perfect agreement is reached even for
larger lattices. This points to a general limitation of the NLO 1/N approximation at
large couplings.
Finally, some open questions are still left unanswered and would require further
investigation. The dynamics of a three-site lattice seems to be a special case when it
is initially loaded on a single site. It would be of interest to understand the reasons of
this particularity, that we expect to be of geometric nature. Also, we see that the 2PI
1/N expansion is efficient at reproducing the total occupation of each lattice site, but
fails to provide a correct description of the phase evolution. Understanding this effect
in more details would improve our understanding of the 2PI 1/N expansion.
Chapter 7
Summary
In the first part of the thesis, we have studied in detail the production of squeezed
states in an ultracold Bose gas in a double-well trap. The trapping parameters were cho-
sen as in the experiment [Este`08] such that at the temperatures considered, the system
can be described by a two-site Bose-Hubbard Hamiltonian. Following the experimental
procedure, the gas is initially confined by a double-well trap with very weak interwell
barrier such that free tunneling is possible between the sites. We studied the time evolu-
tion of the system under a slow but non-adiabatic ramp-up of the barrier, in particular
with respect to the change in the variance of the particle number difference between the
sites and the coherence which is related to the expectation value of the relative phase.
In this way a many-body state with squeezing in the particle number difference, i.e.,
reduced variance of this observable at the expense of the variance of the relative phase,
is prepared.
Our results confirm that the squeezing attainable with a finite barrier ramp-up speed
is limited to a value depending on the initial temperature and the ramp speed. This
dependence is determined by the spectrum of the model Hamiltonian in which the low-
energy states become quasi-degenerate below a certain ratio of the tunneling rate over
the on-site energy. Once the tunneling is sufficiently suppressed such that the two lowest
states are separated by a frequency on the order of the inverse ramp rate, the squeezing
saturates.
We have formulated the model and dynamic equations in terms of Bloch angular
momentum operators and their correlation functions to obtain a pictorial description
of the underlying dynamics and exhibit the connection to spin squeezing. Beyond a
qualitative understanding of the experimental data of Ref. [Este`08], our focus was set
on the distinction between quantum and classical statistical fluctuations. For this, clas-
sical statistical simulations were conducted and compared to the full quantum evolution
and a description in terms of the Wigner function. Our results show that within the
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parameter regime realized in the experiment, the production of squeezing is an entirely
classical process. Squeezing below the classical limit is possible, however, due to the low
degree of degeneracy in the system, only at significantly lower temperatures than in the
experiment.
The detection of such squeezing and quantum correlations requires the measurement
of particle number at the single-particle level. Crucial differences arise for systems
with an even total particle number as compared to such with an odd number. The
results are readily applicable to other realizations which can be described by the model
employed. We have shown that in the regime where quantum fluctuations become
relevant, maximum squeezing is in general not achievable starting from mixtures of
energy eigenstates and invoking near-adiabatic parameter changes. We emphasize that
our results may be particularly interesting for mesoscopic dynamics experiments.
In the second part of the thesis, we expanded our study to traps with a larger
amount of sites. As exact numerical integration of the equations of motion is gener-
ally not possible for larger lattices, we introduced a far-from-equilibrium quantum field
theory method, the so-called two-particle-irreducible effective action approach. The
truncation was used to make the problem solvable numerically, the non-pertubative
1/N next-to-leading order expansion. The resulting dynamics was compared to the
classical statistical time evolution. We have shown how one can implement the 2PI
1/N approach on a computer to solve the equations of motion numerically. We have
indicated how to use the multiple cores of modern processors in order to speed up the
execution of the simulation.
We have limited our study to the semi-classical regime and used classical statistical
calculations as a reference in order to test the validity of the quantum field theory
method. In the initial states we consider, all particles are condensed on a single site.
The lattice is taken with periodic boundary conditions. At later times, we study the
distribution of the atoms on the lattice and the damping of the condensate fraction.
Our investigations have shown that the results from the 2PI expansion is in better
agreement with classical simulation for increasing lattice sizes and larger total number
of particles. However, no perfect agreement is reached even for larger lattices. This
points to a general limitation of the NLO 1/N approximation at large couplings. The
three-site lattice was found to be a special case compared to larger and smaller lattices.
Also, we have seen that the 2PI 1/N expansion is efficient at reproducing the total
occupation of each lattice site, but fails to provide a correct description of the phase
evolution. We interpret this as a sign of the significance of higher-order correlations that
are left out at the level of the approximation.
Finally, some open questions are still left unanswered. The reason of the particular
nature of the three-site lattice are not yet know. A better understanding of the phase
evolution in the 2PI approach would require further investigations.
Appendix A
Wigner function of two-mode states
The Wigner function of a two-mode system can be calculated from its definition
W (α, β) =
1
pi4
∫
d2λ d2µCS(λ, µ)e
αλ?−α?λeβµ
?−β?µ, (A.1)
where CS is the symmetrically ordered characteristic function, which one obtains as
follows [Barn97]. See also Ref. [Dowl94] for a detailed discussion of two-mode Wigner
functions on the Bloch sphere. First, the Q-function
Q(α, β) =
1
pi2
〈α, β|ρˆ |α, β〉 (A.2)
is determined as the expectation value of the density matrix ρˆ with respect to the two-
mode coherent state
|α, β〉 = e−(|α|2+|β|2)/2
∞∑
i,j=0
αiβj√
i!j!
|i〉l |j〉r . (A.3)
The antinormally ordered characteristic function is then obtained by Fourier transform-
ing the Q-function,
CA(λ, µ) =
∫
d2α d2β Q(α, β) eλα
?−λ?αeµβ
?−µ?β. (A.4)
The symmetrically ordered characteristic function is finally calculated using the Baker-
Campbell-Hausdorff relation, leading to
CS(λ, µ) = CA(λ, µ) e
(|λ|2+|µ|2)/2, (A.5)
and from this the Wigner function by use of Eq. (A.1).
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Applying this procedure and using the representation of the density matrix in the
Fock basis (3.6), |n〉 = |N/2 + n,N/2− n〉,
ρnm = 〈n|ρˆ|m〉, (A.6)
we arrive at
W (α, β) =
41−N
pi2
N∑
n,m=0
ρnm√
n!m!(N − n)!(N −m)!
× Ωnm(α)ΩN−n N−m(β)e−2(|α|2+|β2|),
(A.7)
with
Ωnm(α) =
n∑
k=0
(
n
k
) m∑
l=0
(
m
l
)
(−1)kik+l
× Hk+l(2 Imα)Hn+m−(k+l)(2 Reα).
(A.8)
where Hn(x) is the nth Hermite polynomial. Eqs. (A.7) and (A.8) show that W is real
if ρ is hermitian.
As we only consider closed systems, the dependence of W on the absolute phase of
the two modes is irrelevant. We therefore need to evaluate W only for different relative
phases φ, choosing, e.g.,
α = |α|eiφ/2, β = |β|e−iφ/2. (A.9)
Taking furthermore into account that the total number of particles N = |α|2 + |β|2 is
fixed reduces the number of free arguments of W to two, the quantities n = (|α|2−|β|2)/2
and φ = 2arg(α).
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