Global scale-up was first proposed in the 1980s, and its benefits are well-described in the literature. However, global scale-up has not been widely applied in practice due to significant technical challenges. In this paper, we analyze some of the theoretical and numerical difficulties and present practical resolutions. First, we derive the flux and energy formulations for scale-up by using a Multiscale Finite Element framework. These formulations can be applied to local, extended local and global scale-up. Then we present a new method to improve scaleup accuracy for geo-cellular models with piecewise constant permeability. On these models, large jumps in the permeability field lead to well-known singularities in the flow solutions, making them difficult to be calculated accurately. We show that inaccurate flow solutions can lead to large scale-up errors. To mitigate the effect of the singularities and improve the scale-up accuracy, we have developed a hybrid method for solving flows which utilizes the fact that the Continuous Galerkin (CG) finite elment method and the Mixed finite element method provide upper and lower bounds, respectively, for the effective permeability. The new method uses CG to compute the pressure solution followed by a weighted L 2 projection of the numerical fluxes to enforce local mass conservation. Numerical examples are presented to demonstrate the effectiveness of the hybrid method.
INTRODUCTION
The properties of natural porous media can often vary significantly at different scales. Direct measurements of rock properties, such as porosity and permeability, on core plugs (or whole-cores) are at centimeter (or tens of centimeters) scale. The variability of rock properties at larger scales precludes the direct use of core measurements in most practical geo-cellular models with 10 6 -10 7 cells, which are typically 50m × 50m × 1m. In practice, these models are further coarsened to 10 4 -10 5 cells for efficient reservoir simulations. Thus, a key challenge in reservoir modeling is to maintain consistency between models and scaledependent data and between models at different scales. Scale-up is a class of techniques used to convert data or models from a finer scale to a coarser scale.
In this paper, we consider single-phase flow-based scale-up, a topic that has been extensively studied in the literature (cf. reviews in [1] [2] [3] [4] ). Single-phase scale-up is used for two purposes in the reservoir modeling process. One is to calculate effective permeabilities at the geo-cellular model scale from the core measurements; the other is to construct coarse simulation models from finescale geo-cellular models so that flows predicted on the coarse models are consistent with their fine-scale counterparts.
Many different scale-up methods have been developed over the past two decades, such as local scale-up (cf. [5] ), extended local scale-up [6] [7] [8] , and global scale-up [9] . One of the key considerations in developing accurate scaleup methods is to reduce the effect of artificial boundary conditions, which are needed to generate generic flows through a volume for which the upscaled permeability or transmissibility is to be calculated (i.e., a scale-up volume).
The main idea is to move the boundary conditions away from the scale-up volume as in extended local and global scale-up methods. Analyses and numerical studies in [10] [11] [12] show that for two-scale problems with scale separation, the effect of boundary conditions is concentrated in a boundary layer near the boundary of the domain in which the generic flows are solved. Furthermore, the boundary layer thickness roughly equals the correlation length of the fine scale heterogeneity. This is an important insight. It implies that for problems with heterogeneity of short correlation lengths, one only needs to move the boundary conditions slightly away from the scale-up volume. In other words, flow solutions can be generated on a sampling domain that contains and is slightly larger than the scale-up volume. However, the same insight also suggests that when a porous medium contains highly correlated features, which is often the case in practice, extended local scale-up no longer works properly and global scale-up is required. This is especially true when the correlated features are permeability extremes, such as shale and high permeability channels [e.g., 13 ].
Recently, global flow solutions, on either fine or coarse scale, have been used to optimize coarse simulation models to certain flow scenarios given by a particular set of wells and boundary conditions (see e.g., [14] [15] [16] [17] [18] ). This paper focuses on a different type of global scale-up method we recently developed [13] . This method uses generic, global flows, similar to that proposed in [9] . Instead of trying to optimize coarse models against specific flow scenarios, we try to provide accurate coarse models suitable for many different scenarios. This is important for practical reservoir simulations where flow conditions can frequently and significantly change due to active well management. An advantage of this approach is that the global flow solutions can be reused to quickly scale-up different coarse grids. It allows efficient optimization of simulation grids and grid sensitivity studies that require multiple scale-up operations.
To make the above method useful in practice, we had to overcome several technical challenges (see [13] for an overview). One of them is the strong heterogeneity in practical reservoir models. In today's geo-cellular models, the permeability is modeled as a piecewise constant function. Thus, strong discontinuities often occur in the permeability field, leading to singularities in the exact solution of the flow equation that are difficult to resolve by conventional numerical methods. In terms of scale-up, this difficulty manifests as a strong dependency of scale-up results on the numerical methods used to compute the flow solutions. This phenomenon has been analyzed in the context of local scale-up [19] . It was shown that continuous Galerkin finite element methods (CG) and mixed finite element methods (MFEM) give upper and lower bounds for the upscaled permeability, respectively, and the range between the bounds can be quite large. Below, we provide examples which show that the range is often so wide that it makes the bounds unsuitable for practical purposes.
To resolve this issue, we have developed a hybrid method that combines CG and MFEM to reduce the uncertainty in the scale-up results. More specifically, we perform a weighted L 2 projection of the numerical fluxes calculated from CG using a formulation inspired by the MFEM. Then we use the projected flux and mixed finite element spaces to construct the velocity field and use them in the scale-up calculations.
The paper is organized as follows. In the next section, we derive several global scale-up formulations and discuss their usage in practical applications. Then, we focus on the effect of numerical methods on permeability scale-up and present the hybrid method. Numerical tests based on the hybrid method and global scale-up formulations are presented in Section 4. Finally, we make some concluding remarks in Section 5.
FORMULATIONS
While local scale-up formulations (see e.g., [12] , [19] , and [4] ) can be used directly in global scale-up, their theoretical justification is more difficult. For problems with scale separation, scale-up formulations can be obtained from homogenization theory, as shown in [12] . For problems without scale separation, however, classical homogenization theory becomes difficult to apply.
In the following, we present a framework for deriving and analyzing global scale-up formulations. Our basic idea is to extract the scale-up formulations from coarse grid operators constructed via various multiscale finite element methods (MsFEM) [10, 20, 21] , so that the MsFEM analysis can be applied to scale-up. This idea is inspired by [20] , which showed that a Petrov-Galerkin MsFEM can be viewed as an upscaling method on each element. We will further explore this relationship. We have outlined this idea in the appendix of [13] following the metric-based upscaling approach in [21] . Here, we present an alternative derivation based on the original MsFEM with over-sampling studied in [10] and its variations.
Permeability Scale-up Formulations
The differential equation governing a steady-state, single-phase, incompressible Darcy flow with unit viscosity and source function f in a d-dimensional domain Ω is given by (1) where p is the fluid pressure and K is the permeability tensor. For convenience of discussion, we assume that p = 0 on ∂Ω. The standard variational formulation of problem (1) is: Given f ∈ Η −1 (Ω), find such that
where is the Sobolev space, containing functions that belong to L 2 (Ω) together with all their first derivatives and vanish on ∂Ω and H -1 (Ω) is its dual space. The bilinear form a(·,·) and the linear form f (·) are given by Suppose Ω is covered by a triangulation K h consisting of simplex elements E with diameters less than h. Various finite element or finite volume methods can be obtained by restricting p and v to some finite dimensional spaces U h and V h , respectively, defined on K h . Formally, we seek p h ∈ U h such that In the following we use different spaces to derive various multiscale finite element methods and the corresponding global scale-up formulations.
The multiscale basis functions on each simplex element E can be constructed from i as follows. Let ␣ (α = 0,…, d) denote the basis function associated with node x α ∈ Ε. On each element E, we define ␣, ⌭ as linear combination of i and the constant function 0 ≡ 1:
Note that the Einstein convention has been used for summation over repeated indices. The basis function ␣, E is uniquely defined if the matrix ( i (x α )) (i, α = 0, d ) is invertible. We define two finite element spaces as follows where L α,E are linear basis functions on an element E. We will omit the subscript E when there is no ambiguity. Since ␣ are continuous only at the nodal points and, in general, are not continuous across element boundaries,
Galerkin and Petrov-Galerkin multiscale finite element methods [10, 20] can thus be obtained by setting
We note that convergence of these global multiscale finite element formulations have been proved in [21] under the assumption that f ∈ L 2 (Ω). Now, assume we have calculated the effective permeability K h E tensor on each element E ∈ K h . The upscaled solution of (1) can be obtained from standard finite element method by setting
where the asterisk is used to distinguish coarse grid operators and solutions based on upscaled (effective) permeability. We can now derive an expression for K h E by requiring that the bilinear forms a h and a * h give rise to the same stiffness matrix.
Consider any term in a h ( p h , v h ) which is an integral over an element E. (5) where we use the vectors Ψ = ( i ) and Ψ h = ( i ) (i = 1, …, d), then the stiffness matrices generated by a h and a * h will be identical. We call (5) the flux formulation for global scale-up. Similarly, from the Galerkin formulation one can derive the energy formulation for scale-up: (6) Both (5) and (6) have been derived in [13] following the discussions in [21] . However, there is a subtle difference between that derivation and one above: the above derivation does use the fact that ∂p/∂ i is a smooth function, a key finding of [21] . This is a direct consequence of the linear construction of the multiscale basis functions from the sampling functions, i.e., (4).
Transmissibility Scale-up Formulations
Transmissibility is associated with finite volume methods. The objective of transmissibility scale-up is to construct the coarse grid, finite-volume operator. Certainly we can calculate coarse grid transmissibility in a standard control volume finite element (CVFE) method using the upscaled permeability tensors on the elements. Theoretical justification of this approach for general problems without scale separation has not been done. Nevertheless, we have used the upscaled element permeability in a finite volume method (FVM) with twopoint flux approximations (TPFA) on coarse Voronoi grids and obtained encouraging results [13] .
On the other hand, multiscale basis functions described above can be used to construct multiscale CVFE methods, which can be used to derive transmissibility scale-up formulations. Let p h ∈ Φ h and h be the set of control volumes centered at the element vertices (see e.g., Figure 1 below). The numerical flux on V ∈ h can be calculated in piece-wise manner in each E ∈ K h such that E V ≠ Ø by using p h . Let Γ = ∂V Ε, and n be the outward normal vector of V, we have
It is understood that ∇Ψ h and are constants evaluated on E. We now derive a transmissibility scale-up formulation between two volumes
∂V 2 , and let n 1,2 be the outward normal to V 1 , and = {E ∈ κ h ; E Γ 1,2 ≠ Ø}. The flux from V 1 to V 2 can be written as (7) Eq. (7) can be regarded as an upscaled multipoint flux approximation. Now assuming and setting with being the upscaled transmissibility, we get (8) Formula (8) can be derived from a traditional scale-up point of view: on each we construct a local pressure solution so that its discrete gradient aligns with r 2, 1 in each element. That is
Global scale-up on reservoir models with piecewise constant permeability field Figure 1 . A 2D example of triangular elements and control volumes.
where are constants depending on the element and is the local linear interpolant of . Setting , we obtain Using to calculate the flux between the two volumes gives rise to (8) . Similar approach has been used in the context of extended local scale-up (cf. [4] and references cited therein), where the local flow direction is approximately aligned with r 2, 1 by adjusting the local boundary conditions.
Remarks on Practical Applications
We make several remarks on the practical applications of (5) - (8) . Some numerical comparisons of (5), (6) , and (7) in the context of multiscale methods can be found in [15] . First, we note that (5) - (8) are derived for triangulations with simplex elements. To use these formulations on more general grids, we need to modify them. For example, it may not be convenient to construct Ψ h and calculate ∇ Ψ h on a general volume V. To resolve this, we modify (5) - (8) by replacing ∇ Ψ h with V (see also [13] ). The volume averages are easier to compute when the geometry of V is not aligned with the fine-scale grid. This is an important advantage in practice. Similarly, practical implementation of the transmissibility scale-up (7) and (8) can be difficult when the coarse grids and the fine grids do not align; the surface integrals in both formulations involve complicated geometrical calculations. In this case, using (5) or (6) to calculate transmissibility becomes more attractive.
When scale-up is used to generate statistical model input from measured data at a very fine scale, both (5) and (6) can be used. The energy formulation has the advantage that the permeability tensor is symmetric and non-negative (i.e., the tensor has no negative eigenvalues). In comparison, the permeability calculated from the flux formulation is not symmetric in general, and it is not guaranteed to be non-negative after symmetrization [4] . Mathematically, this relates to the stability of the Petrov-Galerkin method. It was shown in [20] that the method is stable if the element size h is sufficiently large compared to the scale of heterogeneity. Physically, this means that the volume of scale-up needs to be sufficiently large. The difficulty with flux formulation, however, does not occur when the scale-up is local with linear or periodic boundary conditions, because the flux and energy formulations are equivalent [12] . Therefore, local scale-up can be used as a practical remedy when global flux-based scale-up fails.
The energy formulation (6), on the other hand, is not without problems. As mentioned above, a key issue in the construction of the multiscale basis functions is whether the matrix ( i (x α )) (i, α = 0, d) is invertible; or equivalently whether (∇Ψ h ) -1 exists. This problem has been discussed in [21] from the perspective of localization of metric-based upscaling. An example was given to show that the inverse may not exist due to the lost of ellipticity. In practice, fine-scale flows that follow very tortuous paths in the presence of flow barriers may make ∇Ψ h near singular. By (5) and (6), the energy formulation is more prone to the singularity. Figure 2 shows a 2D example in which flows generated with different global boundary condition are about the same locally. Without careful treatment of (∇ Ψ h ) -1 , the energy formulation may give artificially high permeabilities, which can be difficult to detect. To avoid this problem, singular value decomposition can be used to obtain an approximation to (∇Ψ h ) -1 and hence a reasonable upscaled permeability.
THE HYBRID METHOD
A key component of global scale-up is calculating global flow solutions, i.e., Ψ in the previous section. Accurate calculation of these solutions is very challenging on models with piecewise constant permeability fields, which are standard in practice. The difficulty comes from the singularities in the flow solutions, which are caused by strong discontinuities in the permeability fields. Conventional numerical methods, such as standard and mixed finite element methods, converge slowly due to the singularities. Various numerical techniques have been proposed to deal with the singularities, see e.g., [30] . However, these methods cannot handle a large amount of singular points in typical geo-cellular models.
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Global scale-up on reservoir models with piecewise constant permeability field Slow convergence of conventional numerical methods causes the scale-up results to depend strongly on the numerical method used to solve the fine-scale flows. This phenomenon has been demonstrated in [19] . As a result, the upscaled permeability contains large uncertainty, making it difficult to reconcile reservoir models against field measurements. Reducing the uncertainty is the goal of the hybrid method to be proposed below.
Effect of Numerical Methods on Scale-up
To motivate the hybrid method, we first look at the effects of numerical methods on scale-up results. Consider a two dimensional periodic medium with a checkerboard distribution of two permeability values, K 1 and K 2 on a uniform square grid (Figure 3) . Based on the homogenization theory, the effective permeability is . To calculate the effective permeability numerically, we use standard FVM with TPFA and finite element method with linear nodal basis functions. Now, suppose the flow solutions are solved by using the standard FVM with TPFA on the same checker-board grid without refinement. The transmissibility between each pair of cells is given by 2K 1 K 2 / (K 1 + K 2 ), the harmonic average of K 1 and K 2 . It follows that the upscaled permeability is also the harmonic average of K 1 and K 2 . On the other hand, if we use CG with linear basis functions on the triangulation shown in Figure 3b to calculate the flow solutions, it can be shown that the upscaled permeability is (K 1 + K 2 ) / 2. Therefore, both methods lead to large scale-up errors if K 1 / K 2 ӷ 1 or Ӷ 1. The reason is that the grids are too coarse for the FVM and CG to resolve the singularities at the corner points where K 1 and K 2 meet. Although practical reservoir models seldom have a checker-board permeability distribution, they can have abundant corner points where very different permeability values meet. This is especially the case when shale is distributed among sands (i.e., permeable rocks). Figure 4 shows an example of such a model. The model is generated using standard geostatistical techniques. It has a net-to-gross ratio of 0.5 (i.e., 50% of the model is shale). The dimensionless correlation lengths of shale and sand are 0.1 in the x and y directions, and 0.05 in the z direction. We calculate the effective permeability of the entire model using the modified flux formulation discussed in Section 2.3. The flow solutions are calculated by using CG and FVM on the 20 × 20 × 20 model grid and several refinements of the grid. Since the model has a uniform Cartesian grid, the FVM is essentially the same as the mixed finite element method (MFEM). Thus, by [19] FVM and CG give the lower and upper bounds of the effective permeability, respectively.
K K
Two observations can be made from the results for , the permeability in the x-direction. First, without any grid refinement, given by CG is almost 100% larger than that produced by FVM. Secondly, refining the grid brings the results of two methods closer, but not very effectively. For global scale-up on typical geocellular models with 10 6 to 10 7 cells, reducing uncertainty in upscaled permeability through grid refinement is not feasible. Figure 4 only shows the upper and lower bounds of the effective permeability. To develop a method for reducing the uncertainty, we must determine the "exact" value for the effective permeability. Theoretically, this
Global scale-up on reservoir models with piecewise constant permeability field can be achieved by further refining the grid. However, we take a more practical approach below.
Assuming that the convergence trends for both the top and bottom series of values in Figure 4 continue as N increases and that the exact effective permeability can be expressed as a power average of the upper and lower bounds calculated from CG and FVM, i.e.,
We seek exponent t such that the average on the right-hand side produces a constant value for all refinement levels. By assumption, this constant value must be the exact answer. For the model shown in Figure 4 , this procedure gives slightly closer to the value given by CG. Using the above procedure, we can calculate scale-up errors. Figure 5 shows the scale-up error in the x and z directions on models with different net-to-gross ratios and correlation lengths. We see that CG typically gives more accurate scale-up in the lateral directions, while FVM gives more accurate answer in the vertical direction. Furthermore, the scale-up error decreases as the net-to-gross ratio and the correlation length increase.
We note that the averaging procedure relies on the fact that the results from FVM and CG are converging at some stable asymptotic rate. This condition may be difficult to check in practice. Moreover, for global scale-up, even moderate refinement of a geocellular model would increase the computation cost dramatically. Thus, the procedure is not a practical way to improve scaleup accuracy on large models. In the following, we present a hybrid method that combines CG and FVM through a flux projection technique. The averaging procedure will be used to test the hybrid method on relatively small models.
Hybrid Method With Flux Projection
We first make some general observations about CG and FVM. In CG, the pressure is approximated by a continuous function. As a result, the flux is not continuous at element interfaces and there is no local mass conservation at the discrete level. In fact, flux discontinuity and mass balance error are related to the accuracy of CG solutions. Both are most prominent near the singularities that CG has difficulty to resolve. In contrast, flux continuity and discrete local mass balance are enforced in FVM (or MFEM) while the pressure is discontinuous.
Therefore, the main idea behind our hybrid method is to post-process CG solutions to enforce flux continuity and local mass balance to some degree. Post-processing CG solutions has been studied previously [26, 27] . The main objective was to construct mass conservative velocity field suitable for solving transport problems. In [26] , a projection method based on mixed finite elements was proposed. The method in [27] , on the other hand, is based on a L 2 projection of the numerical flux calculated from CG. It was proved that the projection preserves the convergence rate of CG. Here, we use a weighted L 2 projection method suitable for highly heterogeneous models.
The following notations will be used to describe the projection method. Let k h be a partition of the reservoir model into elements. For convenience, we treat the complement of k h in the d-dimensional as a special element, and let Let be two adjacent elements; their interface is denoted as Γ ij . Two normal vectors, n i and n j = -n i , can be defined for Γ ij ; they point outward relative to E i and E j , respectively. We define a unique normal vector n ij = n ji = n i (i < j). An non-directional numerical flux between the two elements, f ij = f ji , is a unique number associated with Γ ij . The directional flux from E i to E j is given by f i→j = f ij n i . n ij . We assume that outgoing directional
flux is positive. Furthermore, for E i ∈k h we denote and . A simple flux projection can be formulated as follows. Suppose numerical fluxes f ij (ij ∈ F) have been calculated (using e.g., CG). Find such that
This projection enforces discrete local mass conservation while minimizes the differences between the fluxes before and after the projection. Now, consider the functional where λ i is the Lagrange multiplier associated with E i , and λ i ≡ 0 if We have Therefore, (9) It is possible to fix some projected fluxes to prescribed flux boundary conditions, such as the no flow condition at flow barriers. By using the first equation of (9), the fixed fluxes can be translated into discrete Neuman boundary conditions for the Lagrange multipliers. The second equation of (9) is a discrete Poisson equation, which can be solved very efficiently. Note that m i is the mass balance error.
The above projection method has been derived in [27] via a different approach. Our derivation is simpler. Numerical analysis in [27] ensures that the projection does not degrade an already accurate solution. For highly heterogeneous models with piecewise constant permeability fields, however, the effect of the projection is much stronger, because the numerical solutions
are far from convergence. In fact, our numerical tests show that using (9) in these cases lead to erroneous results. (We will not present the test results here.) The reason is that the projection smoothes out the mass balance error in a uniform manner regardless of heterogeneity and grid geometry, as reflected in the discrete Laplace operator of (9) . In particular, fluxes are strongly dependent on the grid geometry, especially the aspect ratios of elements. As mentioned above, the ratio between the lateral and vertical dimensions of typical reservoir model elements is about 100. Thus, vertical fluxes can be quite large even though the velocity component in the vertical direction may be much smaller than those in the lateral directions. Furthermore, the mass balance error is not uniformly distributed in a highly heterogeneous model; they are large near the strong singularities. Therefore, the smoothing due to projection needs to be more localized and adaptive to the heterogeneity. Velocity projection is attractive with respect to the above difficulties. The projection based on MFEM in [26] is an option. However, we want a more efficient method similar to (9) . This is achieved by a weighted flux projection method inspired by MFEM. Let v and be the velocity field before and after the projection. We choose weights so that minimization of flux differences is similar to minimizing the complementary energy induced by the differences in the velocities, i.e.,
We use this integral to obtain weights that properly scale with geometry and heterogeneity. Note that the velocity differences near an interface Γ ij can be approximated by assuming that velocity components perpendicular to n ij are taken into account by fluxes at other interfaces. The volume over which the approximation is valid is approximately where l ij is the length between the centers of elements on the two sides of Γ ij . Thus, we obtain the following weighted flux projection formulation: find such that (10) where the weights are given by
and 0 < δ ≤ 1is a relaxation parameter, which controls how much mass balance is enforced. When δ = 1, the mass balance is 100% after the projection. We remark that when the grid is Cartesian and the permeability tensor is isotropic, (11) can be derived rigorously by using standard mixed finite element spaces. Let T ij = 1 / ω ij , From (10) and using Lagrange multipliers, it is straightforward to derive the following weighted projection scheme:
When applying the weighted projection scheme on fluxes calculated from CG, we need to define a unique flux for each element interface. The simplest way is to average the fluxes calculated separately on the two sides of each interface. Theoretically, any average would do if the numerical solution is close to the exact solution. In practice, however, the solutions are often far from convergence. Through our numerical tests, we have found that the harmonic average is effective in handling strong heterogeneity. Other averages are also possible, but we will not discuss them here.
Once flux projection is performed, we use the projected fluxes to calculate the velocity on each element using mixed finite element basis functions. The velocities are then used to calculate the pressure gradients needed in the modified scale-up formulas (Section 2.3). The original formulas (5) and (6) cannot be used because a continuous pressure space is no longer compatible with the projected fluxes and Ψ h is not well defined.
NUMERICAL RESULTS
In this section, we present numerical results using the hybrid method and global scale-up formulations developed above. We first present results obtained by applying the hybrid method to local scale-up. The main purpose is to validate the hybrid method using the averaging technique with a series of refinements, which is feasible only on grids with small number of elements. We then present some results comparing different global scale-up formulations.
Validation of the Hybrid Method
In the following, we present numerical tests of the hybrid method on several reservoir models with realistic dimensions and properties. The test procedure is as follows. On each model, 150-300 samples of size 5 × 5 × 5 (fine-scale cells)
are extracted. Each sample is scaled up 5 times at different refinement ratio from 1 to 5 using FVM and CG. The averaging technique described in 3.1 is then used to calculate the "exact" effectively permeability of the sample. The answer is used as a reference for comparing different numerical methods. All local scale-ups are conducted with linear boundary conditions. In the following, we denote the hybrid method as CG-FP, namely CG with flux projection. Since we can selectively perform flux projection on any one of the three flow solutions used in scale-up calculations, we indicate which flow solution for which the projection is done. For example, CG-FP-Z means that the flux projection is performed only on the flow solution with averaged pressure gradient pointing in the z-direction. It is also possible that flux averaging (FA) is performed without projection. We denote the method as CG-FA. Figure 6 compares local scale-up results on a channelized reservoir model (see Figure 6 in [13] ) using different numerical methods. Interestingly, CG gives almost the exact answer in the x-direction while FVM gives permeability about 12% lower. In the vertical direction, however, results from CG and FVM are quite different. The FVM results are very close to the exact answer for permeability greater than 10md; for lower permeability, however, FVM results deviate from the exact answers. This suggests that the flux projection is only needed in the z-direction. Indeed, the hybrid method, CG-FP-Z, performs quite well in both the x and z directions. To achieve this result, we have chosen the relaxation parameter δ to be 0.9. The same value will be used in all of the tests below.
The observation that CG and FVM are close to the exact answer in the horizontal and vertical directions, respectively, seems to be generally true for practical reservoir models. The main difference between the channelized model tested in Figure 6 and the geostatistical models tested in Figure 4 and Figure 5 is the aspect ratio of the grid.
In the next set of tests, we look at the effect of modeling techniques on the scale-up results. Figure 7 shows three models created using different modeling techniques. The models are created for a deep water environment. Data used to create the models are the same. The only difference lies in the modeling technique. Clearly, object-based modeling (OBM), Multi-point statistics (MPS), and sequential indicator simulation (SISIM) lead to increasingly rough permeability distributions. The local scaled-up results for permeability in the xdirection are shown in Figure 8 . The gap between CG and FVM results increases with the roughness of permeability distribution. On the other hand, without flux projection, CG already gives accurate results in all cases. The figure also shows that flux averaging alone moves the CG results towards the FVM results.
Comparisons of upscaled permeabilities in the z-direction are shown in Figure 9 . Again, we see that FVM results are in general quite good. CG gives results that lead to rather high permeability, especially in the range of 1 -100md. The effect of modeling techniques is still visible, although even for the OBM model (Figure 7a) , CG results are too high. The reason is that modeling techniques have little effect on how the heterogeneity is distributed vertically. Nevertheless, CG-FP-Z performes fine in all cases tested. Its results follow the exact answer with a small amount of scatter, which may indicate that the relaxation parameter δ needs adjustment. It is possible to fine-tune δ according to the local heterogeneity distribution; however, we doubt its practical usefulness.
Since the vertical permeabilities calculated from FVM are already very close to the exact answer, it is natural to consider using FVM to solve the vertical flow instead of using CG and flux projection. However, since the grid on practical geo-cellular models may be highly non-orthogonal (or K-orthogonal) due to grid deviation, FVM with TPFA may give relatively large error in flows with strong vertical components [28] . Note that FVM-TPFA does not converge to the exact solution even when the grid is refined. In contrast, CG with fluxprojection does converge to the exact solution. This fundamental difference makes CG with flux projection a more robust choice for practical applications.
Using Hybrid Method in Global Scale-up
In the next figures, we compare global scale-up results obtained using CG and CG-FP-Z. The SPE10 model [29] is used. Upscaled transmissibilities are calculated on a grid that is a 5 × 5 × 5 coarsening of the fine-scale grid. To compare the large amount of data, we use a two-dimensional histogram, which is constructed by dividing the cross-plot area into 100 × 100 two dimensional bins and plot the number of points that fall into each bin. It is evident that the weighted projection in the z-directional has little effect on the horizontal transmissibilities but has large effect on the vertical transmissibilities. It is also interesting to compare different formulations of global scale-up. As mentioned above, the flux and energy formulations are no longer the same in the global setting. Indeed, they lead to different horizontal and vertical upscaled transmissibilities as shown in Figure 11 . Significant difference is shown in the vertical direction even though the same hybrid flow solutions are used. Compared to Figure 10 , the points in Figure 11 are much more evenly distributed around the 45 degree line. To the authors' knowledge, this is the first time different global scale-up formulations are compared statistically. The significant differences naturally lead to the question of which scale-up formulation is more accurate. The answer is likely to depend on whether a scale-up formulation is paired up with the appropriate numerical scheme for solving the Darcy flow equation. The analysis in Section 2 should be used as guidance.
CONCLUDING REMARKS
We have developed a hybrid method for computing the flow solutions used in global scale-up. The method is designed to reduce the effect of flow solution singularities on scale-up. The singularities are a result of piecewise constant permeability distributions in practical geo-cellular models. The hybrid method uses a weighted flux projection technique to post-process solutions calculated from continuous Galerkin finite element method. From the numerical tests on a number of models with realistic aspect ratios and permeability distributions, we conclude that the flux projection is only needed for the vertical flow, which has strong effect on the effective vertical
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Global scale-up on reservoir models with piecewise constant permeability field Figure 11 . Two dimensional histogram of horizontal and vertical upscaled transmissibility calculated from flux and energy formulations. The number of data points in each two-dimensional bin is shown in log 10 scale. permeability. The effective lateral permeability calculated from CG is accurate in general. We also derived several global scale-up formulations and compared their advantages in practice.
Other approaches to resolving the issue of permeability discontinuity may also be worth pursuing. For example, by representing permeability continuously, much of the singularities no longer exist. Hence, conventional numerical methods will give much more comparable flow solutions and hence scale-up results. In fact, early geologic models that rely on two-dimensional maps provide smoother permeability representation. In these models, the permeability in each layer is given by bilinear interpolations of the nodal values. While there are sharp jumps in permeability in nature, much of the permeability discontinuity in modern geo-cellular models is due to the limitations of the modeling algorithms rather than necessity based on data. For example, one can precisely control the smoothness of a random permeability field by using spectral methods as in [10] . However, applying the method to non-Cartesian grids is not straightforward. Furthermore, the map-based approach was not available in three dimensions due to complicated grid geometry. This situation, however, has been changed by the development of finite element spaces for pinch-out elements [23] .
