We consider a discrete-time approximation of paths of an Ornstein-Uhlenbeck process as a mean for estimation of a price of European call option in the model of financial market with stochastic volatility. The Euler-Maruyama approximation scheme is implemented. We determine the estimates for the option price for predetermined sets of parameters. The rate of convergence of the price and an average volatility when discretization intervals tighten are determined. Discretization precision is analyzed for the case where the exact value of the price can be derived.
Introduction
We consider a discrete-time approximation for the price of European call option in the model of financial market with stochastic volatility driven by the Ornstein-Uhlenbeck process. An analytic expression for the price of the option is derived in [9] ; however, the resulting formula is complicated and difficult to apply in most of available software. The discrete-time approximation is ready to be modeled even in the nonspecific software.
The problem of construction of discrete-time analogues for stochastic volatility models of financial markets is studied in a series of works including [5, 7, 2, 16, 1, 6, 18] . Various techniques are implemented, for example, multilevel Monte Carlo [5] , conditional Monte Carlo [2, 18] , exact simulation [2, 16] , and Itô-Taylor approximations [7] .
In most of the works, authors construct discrete-time approximations both for processes that describe the evolution of the price of asset and for processes driving the volatility of asset price. The model considered in this paper allows us to apply another approach: we only discretize the volatility process. The resulting discrete-time volatility process is then averaged in a special way and substituted into the option pricing formula. The option price is determined conditionally on the path of volatility process, and thus the conditional Monte Carlo approach is used. The rate of convergence of the option price calculated using the discrete-time volatility to the true option price for a given trajectory of volatility process is estimated. Discretization of the model is naturally connected with the problem of discretetime approximations to the solutions of stochastic differential equations. These matters are widely investigated and systematized in [8, 14, 17] . The simplest discrete-time approximation is the stochastic generalization of Euler approximation for deterministic differential equations proposed in [11] , which is also referred to as the Euler-Maruyama scheme. Another suitable for implementation and effective method is the Milstein scheme [12] . Since the model under consideration is a diffusion with additive noise, both schemes coincide which is referred to below. It is worth noticing that Euler and Milstein schemes both belong to the class of Itô-Taylor approximations and have orders of convergence 0.5 and 1, respectively. For some diffusions, the approximation schemes can be enhanced to provide higher-order convergence, but this usually results in great increase in computation time.
Although exact simulation provides more precision compared to the Euler approximation, in this paper, we use the latter. This is motivated by the fact that the Euler approximation is cheaper in terms of computation time and by our desire to assess the rate of convergence of conditional option prices when the volatility is discretized using the Euler scheme. This paper is structured as follows. We begin with the definition of the model under consideration and the discretization scheme used. In Section 3, the prices of the European call option are compared for discrete-time and continuous volatility processes to derive the estimate of strong convergence order. Section 4 provides numeric results of the simulation. In Section 5, we demonstrate the precision of discrete-time approximation for the case of deterministic volatility. Appendix A contains definitions and auxiliary results on discretization schemes and orders of their convergence mostly coming from [8] .
The model and discrete approximation of volatility process
, t ≥ 0}, P} be a complete probability space with filtration generated by Wiener processes {B t , Z t , 0 ≤ t ≤ T }. We consider the model of the market where one risky asset is traded, its price evolves according to the geometric Brownian motion {S t , 0 ≤ t ≤ T }, and its volatility is driven by a stochastic process. More precisely, the market is described by the pair of stochastic differential equations
We denote by S 0 = S and Y 0 = Y the deterministic initial values of the processes specified by Eqs. (1)- (2) .
We further impose the following assumptions:
(C1) The Wiener processes B and Z are uncorrelated;
(C2) the volatility function σ : R → R + is measurable, bounded away from zero by a constant c:
and satisfies the condition For example, the conditions mentioned in assumption (C2) are satisfied for the measurable function σ(x) such that c ≤ σ 2 (x) ≤ C for 0 < x < T and some constants 0 < c < C. Moreover, given the square integrability of σ(Y s ), the solution of differential equation (1) is given by
which yields that S t is continuous. Hence, the product σ(Y s )S t is square integrable:
s. The unique solution of the Langevin equation (2) Y t is the so called Ornstein-Uhlenbeck (OU) process. Its properties make it a suitable tool for modeling volatility in financial markets. One of the most important of the features is the mean-reversion property. The OU process is Gaussian with the following characteristics:
Moreover, the OU process is Markov and admits the explicit representation
Following [9] , we proceed to the risk-neutral setting characterized by the minimal martingale measure Q. With r being the interest rate, Eqs. (1)-(2) are now in the following form (see Section 5 in [9] ):
where
This continuous-time model admits a variety of discrete-time approximations. In this paper, we apply the familiar Euler-Maruyama scheme, also referred to as the Euler scheme. The Euler-Maruyama approximation to the true solution of the Langevin equation (2) is the Markov chain Y (m) defined as follows:
• the partition of the interval [0, T ] into m equal subintervals of width ∆t = T /m is considered;
• the initial value of the scheme is set:
, which we will use as a shorthand for Y
where [x] denotes an integer part of x.
The price of European call option
The price of European call option V in the initial time moment of in model (5) is provided by
The inner expectation is conditional on the path of Y s , 0 ≤ s ≤ T , and therefore, it actually is the Black-Scholes price for a model with deterministic time-dependent volatility. According to Lemma 2.1 in [13] , the inner expectation in (7) has the following representation:
whereσ :
The functionσ may be viewed as the volatility averaged from the initial moment of time to maturity. The arguments of Φ in (8) are denoted as d 1 and d 2 .
Our aim is to estimate the error arising as a result of approximation of the exact formula (7) by application of the Euler approximation to the process that drives volatility. Thus, we need to assess the expectation of R given by
where m is the number of discretization points dividing the time interval [0, T ] into equal intervals,P m denotes the price of the option in discrete setting calculated using the formula similar to (8):
where Y (m) l is defined in (6) . It is unlikely that we are able to find an exact or even approximate value for R. However, what really makes interest for investigation of the above bundle of models is the rate of convergence of the discrete setting to the continuous one. In order to assess the rate of convergence, the expression for an upper bound of R in terms of m needs to be derived.
Comparing (8) and (10), we can see that the approximation error arises solely due to the difference betweenσ andσ m . So, the first step would assessing the upper bound of expectation of absolute value of this difference w.r.t. m. After that, R might be expressed in terms of R σ := E|σ −σ m |. 
where 0 < γ ≤ 1, and L is some positive constant.
Proof. Sinceσ m andσ are both square root functions, it is be more convenient to work withσ 2 m andσ 2 . To this end, we will use Hölder's inequality:
. Now we represent the integral as a sum of integrals over shorter intervals. Since the second summand does not depend on s, we may move it inside the integral sign, multiplying it by the inverse to the interval length:
We apply the Hölder property of σ 2 (x):
and Proposition from the Appendix A yields that
for C := LC γ 1 , which proves the lemma.
The above lemma enables us to prove the main result of this section.
Theorem 3.1. Let σ 2 (x) satisfy Hölder condition (14) . Then ER ≤ Dm −γ/2 , where D is some positive constant.
Proof. The function Φ(x) has a continuous bounded derivative on R; hence, we can use its Lipschitz property:
2 is the density of the standard normal distribution. In the above representation,
where c is a positive constant, and the last inequality is due to the assumption that σ(x) is bounded away from zero for any x ∈ R (see assumption (C2)). Hence, using Lemma 3.1, we get 
for a positive constant D.
The theorem is proved.
Numeric examples
Theorem 6.1 in [9] provides an analytic representation for the price of European call option for the stochastic volatility model under consideration. However, using it to calculate the price of an option is rather difficult and time-consuming. We further present the results of calculation of the price of European call option using simulation techniques. The calculation process is performed in Matlab 7.9.0 and is structured as follows:
1. The choice of discrete ranges of values of input parameters;
2. The choice of the function σ(Y s );
For each combination of input parameters we generate 1000 trajectories of an
Ornstein-Uhlenbeck process by splitting the time interval into subintervals of length ∆t = 0.001 and modeling values of the OU process at these points (that is, generating normally distributed variables with known mean and standard deviation using relationship (6)). For each trajectory, (10) is applied to calculatē σ 2 m and the price of an option. The results for all trajectories are then averaged and discounted to provide the sample average of the price denoted byÊP m . The average volatility over all trajectories and time interval is denoted byÊσ 2 m .
To begin with, let us recall the notation of input parameters along with ranges of values assigned to them in the process of simulation:
T -time to maturity, T = 0.25; 0.5; 1; k -volatility of OU process, k = 0.1; 0.5; 1; α -mean-reversion rate, α = 1; 100; r -interest rate, r = 0; 0.01; 0.02; K -strike price, K = 0.8; 1; 1.2; S 0 -initial price of stock, S 0 = 1; Y 0 -initial value of OU process, Y 0 = 0.1.
In order to produce numerical results, we choose the following options for the function σ(Y s ): The results of simulations are split into groups by the mean-reversion rate α and function σ(Y s ). Meaningless and uninteresting results provided by some distinct combinations of inputs are ignored.
Mean-reversion of 1 corresponds to slow reverting models, and fast mean-reverting models are characterized by α = 100. Matters of speed of mean-reversion are addressed, for example, in [4] .
We may observe that, under faster mean-reversion, the average volatilityÊσ 2 m and, consequently, the price of the option are lower, which is exactly what is expected from the model. Tables 3 and 4 illustrate how the price of the option changes with the decrease of time step in discrete model.
In view of Section 3, it is also of certain interest to compare calculations obtained over one trajectory but under different discretization steps. We constructed 2000 trajectories with time-step size of 10 −6 : 1000 for the case α = 1 and 1000 for the case α = 100. These trajectories are considered to be "true" continuous-time trajectories of the Ornstein-Uhlenbeck process Y t . The corresponding values ofσ 2 m are consid- ered to be "true" continuous-time values ofσ 2 . The calculations were then performed for wider discretization intervals using the points of constructed trajectories. Thus, the samples of discretization errors forσ 2 m were derived. Probably, the estimate of σ 2 m is more valuable in such context since one would not usually calculate the price of an option over one trajectory. However, the estimate of volatility is usually derived from past data, which is in essence one distinct realization of the space of all possible scenarios.
Tables 5 and 6 provide characteristics of the samples of discretization errors. Errors are measured as a percentage of the "true" value.
It can be seen from the tables that approximation results do not differ significantly for various time-steps. Even the widest investigated discretization interval provides acceptable precision for most applications.
Checking approximation precision in the case of deterministic volatility
In this section, we compare the option prices obtained for the Euler scheme (6) with the true prices of European call option for different sets of parameters for the case of deterministic time-dependent volatility.
The models with deterministic time-dependent volatility are the natural extension of the Black-Scholes model. The expression for the price of the option is the same as in the classical model except for the fact that, instead of constant volatility, it operates with average (or root mean square) volatility over the time interval to maturity (see, e.g., [10, 19] ). Thus, the formula remains similar to (8) and (10) .
It has been shown that deterministic volatility does not reflect the real-world stochastic dynamics correctly [3, 15] , and such models have begun falling out of favor in the mid-1980s. The shift to stochastic volatility models was boosted by rapid development of computational tools.
Nevertheless, deterministic volatility is suitable for the purpose of our investigation since we can calculate the exact price of the option for the continuous time model.
In order to analyze the deterministic time-dependent volatility case, it looks natural to let the Brownian noise term in the definition of Y t vanish. Thus, we get
which is a familiar linear differential equation solved by
For the same transformation functions σ and sets of parameters as in the previous section, we calculate the prices of European call option in the continuous case using (8) and compare it with the prices of the same option calculated using (10)- (13) with
We use the time step of 0.01 and only 10 simulations per combination of inputs. As before, all calculations are performed in Matlab 7.9.0. Table 7 presents the results of calculations. Comparison of two approaches reveals that the Euler-Maruyama scheme provides a good approximation for the exact option price. In the case of fast mean-reversion, the results coincide when rounded to sixth digit. 
