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ABSTRACT
We study the evolution of the stellar component and the metallicity of both the intracluster
medium and of stars in massive (Mvir ≈ 6 × 1014 M h−1) simulated galaxy clusters from
the RHAPSODY-G suite in detail and compare them to observational results. The simulations
were performed with the AMR code RAMSES and include the effect of active galactic nucleus
(AGN) feedback at the subgrid level. AGN feedback is required to produce realistic galaxy and
cluster properties and plays a role in mixing material in the central regions and regulating star
formation in the central galaxy. In both our low- and high-resolution runs with fiducial stellar
yields, we find that stellar and ICM metallicities are a factor of 2 lower than in observations.
We find that cool core clusters exhibit steeper metallicity gradients than non-cool core clusters,
in qualitative agreement with observations. We verify that the ICM metallicities measured in
the simulation can be explained by a simple ‘regulator’ model in which the metallicity is set
by a balance of stellar yield and gas accretion. It is plausible that a combination of higher
resolution and higher metal yield in AMR simulation would allow the metallicity of simulated
clusters to match observed values; however, this hypothesis needs to be tested with future
simulations. Comparison to recent literature highlights that results concerning the metallicity
of clusters and cluster galaxies might depend sensitively on the scheme chosen to solve the
hydrodynamics.
Key words: methods: numerical – galaxies: clusters: general – cosmology: theory – large-
scale structure of Universe.
1 IN T RO D U C T I O N
Modelling the formation of realistic galaxy clusters in a cosmo-
logical context is one of the most challenging problems of galaxy
formation. In the CDM cosmological model, galaxy clusters are
the most massive virialized structures and the latest objects to be as-
sembled. Their formation depends hierarchically on the formation
of their progenitors. While dark matter is the dominant component
in the mass budget of galaxy clusters, the hot X-ray emitting intr-
acluster medium (ICM) dominates the baryonic mass budget (e.g.
 E-mail: dav.martizzi@berkeley.edu (DM); Oliver.Hahn@oca.eu (OH);
hywu@caltech.edu (H-YW)
Gonzalez et al. 2013; Planck Collaboration V 2013). The galaxies
that populate the halo constitute only a tertiary component, with
stars accounting for about 10 per cent of the baryonic mass (Gio-
dini et al. 2009; see e.g. our previous work Wu et al. 2015). Cluster
centres are typically dominated by one (or a few) massive elliptical
galaxies, the brightest cluster galaxies (BCGs). Deep optical and
near-infrared observations revealed the existence of the so-called
intracluster light (ICL): extended haloes of diffuse light that typi-
cally surround BCGs and that are considered to be generated by the
stellar material stripped from satellite galaxies (e.g. Burke, Hilton
& Collins 2015; Longobardi et al. 2015, for recent studies).
The interaction of the various baryonic components with each
other is complex and challenging to model. The ICM is stabilized
against cooling by strong heating sources at the centre of clusters
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that are thought to be connected to active galactic nuclei (AGNs)
via a phenomenon referred to as AGN feedback (Croton et al. 2006;
Sijacki et al. 2007; Fabian 2012). Such heating sources are supposed
to regulate the supply of gas available in the most massive galaxies
to form stars, either by preventing gas accretion and cooling or
by triggering gas ejection events. The properties of the smallest
satellite galaxies are influenced by stellar feedback that regulates
star formation and may also eject metal-enriched gaseous material
(Governato et al. 2010; Teyssier et al. 2013; Chan et al. 2015).
Satellite galaxies are also stripped of their gaseous material by the
ram pressure caused by their orbit through the ICM (Gunn & Gott
1972) and part of their stellar and dark matter mass is prone to be
stripped by tidal interactions with other galaxies and with the cluster
potential (Moore et al. 1996; Mayer et al. 2001, 2006; McCarthy
et al. 2008; van den Bosch et al. 2008). As clusters evolve, they also
accrete mass from the intergalactic medium (IGM) and merge with
systems of similar size. The interplay between all these processes
determines the budget of baryons in clusters. In particular, the cycle
of accretion and ejection of gas from galaxies and from the cluster
as a whole also determines the distribution of metals in the ICM and
in stars. For this reason, studying the metallicity in the ICM and in
cluster galaxies can provide very useful insights into the formation
and evolution of clusters, as well as the physical processes at work.
Because of their deep gravitational potentials, the most massive
haloes retain the majority of their original baryon content (e.g.
Gonzalez et al. 2013; Planck Collaboration V 2013; Mantz et al.
2014). Heavy elements produced by star formation in cluster galax-
ies should also be retained, and the ∼0.3 solar metallicity observed
in the ICM (Renzini & Andreon 2014) supports this expectation.
However, attempts to employ chemical and population synthesis
models fall short, by factors of several, of reproducing the metal
content observed in Coma-scale clusters with M ∼ 1015 M: Ren-
zini & Andreon (2014) show that in order to simultaneously match
the constraints on ICM metallicity and on the stellar mass to light
ratios, the metal yield from supernovae (SNe) has to increase with
the cluster mass in a fashion apparently unjustified by chemical
and population synthesis models; this fact lead Renzini & Andreon
(2014) to conclude that currently available data on massive clusters
may be faulty. Such a conundrum provides a strong motivation for
performing a detailed study of the metallicity content of massive
clusters via numerical simulations.
The history of theoretical studies of galaxy clusters is long and
one of the approaches that has been followed by several authors
to model these systems and to understand the origin of their metal
content is through semianalytical models coupled to N-body sim-
ulations (Cora et al. 2008; Kapferer et al. 2009; Arieli, Rephaeli
& Norman 2010; Short, Thomas & Young 2013) or cosmolog-
ical hydrodynamical simulations (Valdarnini 2003; Romeo et al.
2006; Tornatore et al. 2007; Dave´, Oppenheimer & Sivanandam
2008; Wiersma, Schaye & Theuns 2011; Crain et al. 2013; Skory
et al. 2013). Most state-of-the-art cosmological zoom-in simulations
of galaxy clusters reach a spatial resolution of ∼kpc (Puchwein,
Sijacki & Springel 2008; Teyssier et al. 2011; Ettori et al. 2012;
Le Brun et al. 2014; Martizzi et al. 2014b; Lau et al. 2015; Sem-
bolini et al. 2016). Such simulations are challenging since they
require a very large dynamic range of scales to be captured: from
the scales at which galaxies assemble their stars to the scale at
which cosmological gas accretion on to clusters happens. With the
maximum spatial resolution of ∼kpc achievable in current state-of-
the-art simulations, phenomena like star formation, gas accretion
on to the supermassive black holes (SMBHs) at the centre of galax-
ies and their feedback on to the surrounding gas are beyond direct
numerical reach. Instead, they have to be treated at subresolution
scales using phenomenological models motivated by simple physi-
cal assumptions tied to the resolved scales. Such simulations have
been shown to be more successful at reproducing some of the prop-
erties of observed clusters when AGN feedback is included (Sijacki
& Springel 2006; Booth & Schaye 2009; Teyssier et al. 2011; Mar-
tizzi, Teyssier & Moore 2012a; Le Brun et al. 2014; Martizzi et al.
2014b). However, as already mentioned, the methods and models
adopted to simulate clusters and unresolved phenomena are highly
simplified compared to reality, and careful comparison to avail-
able observational data might shed light on whether their validity
breaks down in certain regimes. With this goal in mind, in this pa-
per we consider cosmological hydrodynamical simulations of the
most massive galaxy clusters in the Universe (Mvir ∼ 1015 M).
The simulations we analyse belong to the RHAPSODY-G suite that is
described in (Hahn et al. 2015, hereafter Paper I) and that has been
already used by Wu et al. (2015) to study the baryon content of
clusters and the properties of baryonic scaling relations. As shown
in Paper I, the RHAPSODY-G simulations reproduce a variety of clus-
ter observables including mass profiles, SZ scaling relations and the
existence of two thermodynamically distinct populations of clusters
(cool core and non-cool core).
The goal of this paper is to study the distribution of metallic-
ity in galaxy clusters and highlight the phenomena that determine
it. This comparison will identify the strengths and limits of the
current simulation techniques. We will focus on simulations per-
formed with adaptive mesh refinement (AMR) methods. Planelles
et al. (2014) recently published a similar analysis based on cos-
mological smoothed particle hydrodynamics (SPH) simulations. In
fact, unlike AMR codes (and grid codes in general), standard SPH
does not allow exchange of metals between resolution elements,
unless it is explicitly implemented. Such differences between the
two most common implementations of hydrodynamics are worth
to be studied in detail and can be extremely important for setting
the stellar mass–metallicity relation in simulated galaxies (Segers
et al. 2016) and the metallicity distribution in general. Comparing
our results to those discussed in the literature constitutes another
important goal for our paper, so that poorly understood numeri-
cal and modelling uncertainties present in current simulations of
galaxy clusters can be identified. Most of the recent studies of clus-
ter metallicities in cosmological hydrodynamical simulations with
AGN feedback have been performed with SPH methods and older
studies did not include AGN feedback (e.g. Tornatore et al. 2007),
a fact that constitutes the main motivation of our work.
The paper is structured as follows. Section 2 describes the meth-
ods and models adopted for the RHAPSODY-G simulations. Section 3
is dedicated to the stellar properties, metallicities in particular, and
we discuss caveats and effects related to the limited resolution of
the simulations. Section 4 discusses the results we obtain for the
ICM metallicity. In Section 5, we provide a simple analytical model
to interpret the results. Section 6 compares our simulations to recent
work by other groups, with the goal of capturing a snapshot of the
current state of cosmological simulations of clusters. Finally, in Sec-
tion 7 we summarize our results and discuss the future perspective
of the RHAPSODY-G project.
2 T H E S I M U L AT I O N S
We use the RHAPSODY-G set of 10 galaxy clusters in this study, which
is a carefully selected subset of clusters of the same virial mass at
z= 0 from a large cosmological volume. The clusters were chosen to
capture the full range of accretion histories leading to the same final
MNRAS 459, 4408–4427 (2016)
 at California Institute of Technology on Septem
ber 9, 2016
http://m
nras.oxfordjournals.org/
D
ow
nloaded from
 
4410 D. Martizzi et al.
Table 1. Parameters of all the simulations used in this paper. Column 1 resolution label. Column 2: cell size
(physical). Column 3: smallest dark matter particle mass. Column 4: baryonic mass element. Column 5: smallest
stellar particle mass. Column 6: final redshift of the simulation. Notice that only halo 653 has been evolved down
to redshift z = 0 in the R8K version.
Summary of the current RHAPSODY-G simulations
Resolution x [kpc h−1] mdm [M h−1] mb [M h−1] m∗ , min [M h−1] Final redshift
R4K 3.8 8.22 × 108 1.80 × 108 3.6 × 107 z = 0.0
R8K 1.9 1.03 × 108 2.25 × 107 4.5 × 106 z = 0.5
mass in order to quantify the effect of cosmic variance on cluster
properties. In this section, we briefly summarize the technical details
and the methods used for the simulations. For a detailed description
of the simulation suite and of the physical models we adopted, we
kindly refer the reader to Paper I.
2.1 The RHAPSODY sample of galaxy clusters
We analyse hydrodynamical zoom-in simulations of 10 galaxy clus-
ters from the original RHAPSODY set of 96 haloes (Wu et al. 2013a,
2013b, there studied using N-body simulations) of mass Mvir =
1014.80±0.05h−1 M. These haloes were identified at redshift z =
0 in a cosmological box of volume 1 h−3 Gpc3 from the LASDAMAS
simulations suite.
We show the results of re-simulations of zoom-in regions (set-up
using MUSIC Hahn & Abel 2011) centred on 10 different clusters:
nine of the central haloes are chosen to have a mass Mvir ≈ 6 ×
1014 M h−1 and the 10th has Mvir ≈ 1.3 × 1015 M h−1. Three
of the main haloes have very high concentration, two have an ex-
treme number of subhaloes, and five have approximately the median
concentration and typical number of subhaloes. With reference to
the original RHAPSODY sample, the ID numbers of the haloes we
re-simulate are 211, 337, 348, 361, 377, 448, 474, 545, 572, 653.
2.2 Cosmology, numerical methods and resolution
The RHAPSODY-G simulations we analyse in this paper were per-
formed with the AMR code RAMSES (Teyssier 2002). We simulate
cosmic structure formation in a flat universe with a cosmologi-
cal constant, cold dark matter and baryons, the standard CDM
scenario. We choose cosmological parameters as in the original
RHAPSODY suite, i. e. M = 0.25,  = 0.75, b = 0.045, h = 0.7.
Note that the cosmic baryon fraction assumed in these simulations
(b/M = 0.18) is thus slightly higher than what has been found
by the Planck Collaboration XIII (2015) and this may lead our sim-
ulations to underestimate gas metallicities for a fixed amount of star
formation and hence metal production.
The computational domain is a cubic box of side 1 h−1 Gpc.
The RHAPSODY-G were performed at two different resolutions. The
lower resolution simulations are labelled as ‘4K’. In these runs, we
chose an initial level of refinement l = 12 (40963), but allowed to
dynamically refine down to level l = 18. This choice corresponds
to a dark matter particle mass mdm = 8.22 × 108 h−1 M and an
initial baryonic matter resolution element mb = mdmb/(M − b)
= 1.80 × 108 h−1 M. The minimum allowed mass for the stellar
particles is m∗ , min = 0.2 × mb = 3.6 × 107 h−1 M. The maximum
spatial (minimum cell size) resolution reached in these simulations
is x = 3.8 h−1 kpc (in physical units). The cell size also provides
the value of the gravitational softening, since the Poisson equation
is solved on the AMR grid. All the R4K simulations have been
evolved down to redshift z = 0.
Haloes 545, 572 and 653 have also been simulated at higher
resolution. These runs are much more expensive and we could only
evolve halo 653 down to z = 0, whereas halo 545 and 572 have only
been evolved down to redshift z = 0.5. We label these simulations
as ‘8K’. The mass resolution achieved in these runs is 8 times better
than in the R4K case, i.e. mdm = 1.03 × 108 h−1 M, mb = 2.25
× 107 h−1 M and m∗ , min = 4.5 × 106 h−1 M. The minimum
cell size achieved in the R8K runs is x = 1.9 h−1 kpc (in physical
units).
The parameters of all simulations are summarized in Table 1.
2.3 Subgrid modelling and baryonic processes
The implementation of the physics of baryons in the RHAPSODY-G
simulations is limited by the spatial and mass resolution we achieve.
We resort to subgrid modelling of many processes that happen at
scales much smaller than our cell size, but that are relevant to study
galaxy formation and the properties of galaxy clusters.
Gas radiative cooling is implemented using rates based on Suther-
land & Dopita (1993) and H, He and metal line cooling are taken
into account. Gas metallicity is advected with the flow as a passive
scalar and is taken into account in the cooling function in a self-
consistent way. The solar mixture of Anders & Grevesse (1989) is
assumed to compare our results to observational data. We also con-
sider the effect of the UV background according to Haardt & Madau
(1996), but we set the epoch of reionization to redshift zreion = 10;
this choice has been made to take into account early reionization in
the highly biased proto-cluster regions that we simulate.
As a rough model for unresolved thermal and turbulent motions
in the ISM, we introduce a temperature floor for the high-density
gas that cools to low temperatures and ends up contributing to the
ISM of galaxies:
Tfloor = T∗
(
nH
n∗
)−1
(1)
where n∗ = 0.1 cm−3 is the threshold defining star-forming gas and
T∗ = 104 K is a characteristic temperature mimicking thermal and
turbulent motions. The polytropic exponent  = 5/3 controls the
stiffness of the equation of state. In practice, gas cannot cool below
the temperature floor, but can be heated above it.
Star formation is implemented via a simple subgrid model. We
create new star particles in cells with gas density larger than n∗.
The mass of the star particles depends on resolution and in our
simulations is set to mstar = 0.2 × mb, where mb is the baryonic
matter resolution element. The local star formation rate is set by
ρ˙∗ = ∗ ρgas
tff
(2)
where tff = (3π/32 Gρ)1/2 is the free-fall time ∗ is the star for-
mation efficiency per free-fall time. In our fiducial runs we set ∗
= 0.02. Stellar particles are spawned locally following a Poisson
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process. At formation time, each stellar particle is assigned a metal-
licity equal to the metallicity of the gas in the cell where the particle
is formed.
We use the standard (thermal) SN feedback implementation in
the RAMSES code (Dubois & Teyssier 2008). Every time a star par-
ticle is formed, we assume that a fraction η = 0.1 is ejected by
SNe after 10 Myr. The total energy per SN is 1051 erg. We also
assume that SNe produce 1 M of metals per 10 M of ejecta;
this corresponds to a metal yield as a function of ejecta mass of
y = 0.1. In other words, a fraction yη = 0.01 of every star parti-
cle formed is assumed to be converted into metals during stellar
evolution and is then ejected into the ISM. For each SN event we
add the mass of the ejecta to the gas density field and update the
local value of the passive scalar that traces the gas metallicity and
is advected with the gas flow. Even if slightly more conservative
than typical values yη ∼ 0.02, the value for the metal yield has been
chosen to match, on average, the metal enrichment from massive
stars as computed by Woosley & Weaver (1995) and the values
used in previous simulations of galaxy clusters performed with the
RAMSES code (Teyssier et al. 2011; Martizzi et al. 2014b). This
model does not explicitly include the difference between SNe type
II and SNe type Ia which happen on different time-scales and have
different metal yields; given the time-scale adopted for the delay
of SN event and the chosen metal yield, the SN feedback scheme
we adopt is appropriate only for SN type II. In Appendix B we
show the effects of assuming a higher metal yield on the simulated
galaxy population; these results are very relevant for our future
work.
Our simulations also include a subgrid model for AGN feedback
inspired by the thermal feedback models of Springel, Di Matteo &
Hernquist (2005) and Booth & Schaye (2009). This model has
been previously used by some of the authors and was shown to
successfully prevent gas overcooling in galaxy clusters of typical
mass (Mvir ∼ 1013.5–14.5 M) (Teyssier et al. 2011; Martizzi et al.
2012a, b,2014a,b).
2.4 AGN feedback subgrid model
The AGN feedback scheme in RAMSES has been modified compared
to the original implementation by Teyssier et al. (2011); in this
section we discuss its new features.
According to current theory, primordial massive black holes can
be formed either as the end-product of the collapse of Pop III stars
(Madau & Rees 2001), or as result of direct collapse of baryonic ma-
terial within low angular momentum haloes (Bromm & Loeb 2003;
Begelman, Volonteri & Rees 2006). Given these considerations, it is
natural to associate sink formation in cosmological simulations only
to gas properties. Our simulations are the first cosmological simula-
tions of galaxy clusters that use the algorithm developed by Bleuler
et al. (2015) to identify gravitationally bound gaseous structures
on-the-fly. SMBHs form within the gas clumps and are modelled as
sink particles. Gas clumps are detected when contiguous regions of
high-density gas exceed 10−29 g cm−3 (comoving units). Sink par-
ticles are formed within clumps only if the following conditions are
met.
(i) The clump does not contain a sink particle within its bound-
aries.
(ii) The clump is gravitationally bound.
(iii) The accretion rate on to the central regions of the clump is
high enough.
The accretion rate used for the third condition is computed as
˙Mclump = M4
tff
(3)
where tff is the local free-fall time and M4 is the gas mass enclosed
within a spherical region of radius equal to R4 = 4x, where x
is the cell size. To allow sink formation only in the most massive
high-redshift haloes we form a sink only if ˙Mclump > 30 M yr−1.
The trajectory of sink particles is integrated as if they were N-
body particles. We also include a subgrid model for the drag force
experienced by a black hole from the gas in the wake it forms as
it moves (Ostriker 1999). We merge two sinks only if the kinetic
energy associated associated with their relative motion is lower than
the potential energy of the two body system.
By assuming that the SMBH initially accretes mass at the Ed-
dington rate and that the SMBH is able to heat the surrounding gas
to a temperature of 107 K during the Salpeter time tS, we get an
estimate for the mass of the seed SMBH:
MBH,s = 10
−5
c
˙MclumptS. (4)
Each SMBH accretes mass at a rate that depends on the con-
ditions of the flow around the sink. In the original version of
the scheme SMBHs were accreting at a rate proportional to the
Bondi–Hoyle accretion rate times a density-dependent boost factor.
In quasi-spherical flows the Bondi-Hoyle accretion rate formula can
overestimate the accretion rate in case of cold, supersonic gas ac-
cretion (Hobbs et al. 2012). In this case the accretion rate is better
approximated by the free-fall rate:
˙Mff = Mgas(r < λJ )
tff (r < λJ )
(5)
where Mgas(r < λJ) is the gaseous mass enclosed within a sphere
of radius equal to the Jeans length λJ, and tff(r < λJ) is the free-fall
time in the same region. In our scheme, we interpolate between
the Bondi–Hoyle regime and the free-fall regime. We compute the
accretion rate on to SMBHs as:
˙MBH = 4παboostr˜2BvBρ (6)
where αboost is a density-dependent factor that accounts for unre-
solved multiphase turbulence in the SMBH environment (Booth &
Schaye 2009), vB =
√
u2 + c2s , and r˜B is a modified Bondi radius
defined by
r˜B = min(rB, 4x) (7)
with rB equal to the standard Bondi radius:
rB = GMBH
v2B
. (8)
The density-dependent boost factor αboost is defined by
αboost =
(
nH
n∗
)2
if nH > n∗ = 0.1H/cc,
αboost = 1 otherwise. (9)
The choice for this particular form of αboost is strictly dependent
on the chosen equation of state for the ISM. In equation (7), we
limit the modified Bondi radius to a maximum value of four times
the cell size x, i.e. to the minimum resolved Jeans length. With
this choice, in the case of cold, supersonic (u  cS) gas accretion
we recover the free-fall rate in equation (5). In the case of hot gas
accretion, the formula simply reduces to the Bondi–Hoyle formula
used in our older scheme.
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SMBHs are not allowed to accrete at a rate that exceeds the
Eddington limit
˙MED = 4πGMBHmp
rσTc
with r  0.1. (10)
where r is is the efficiency at which accreting gas rest mass energy
is converted into radiation. To enforce this upper limit we always
set the accretion rate to
˙Macc = min( ˙MBH, ˙MED) (11)
At each time step, a total gas mass of ˙Macct is removed from
all cells within the sink radius. In order to prevent the gas density
from vanishing or becoming negative, we do not remove more than
50 per cent of the gas at each time step.
At each time step we compute the thermal energy injected in the
gas surrounding each black hole as
E = cr ˙Maccc2t. (12)
where c is the coupling efficiency, i.e. the fraction of radiated
energy that is coupled with the surrounding gas. The correct value
for c can be set by requiring the simulations to reproduce the
observed MBH − σ relation; we use the fiducial value c  0.15
(Booth & Schaye 2009). The energy E is not immediately injected
in the gas, but is accumulated and stored in a new variable EAGN,
so that we can prevent the gas from instantly radiating away this
energy via atomic line cooling. We release this energy within the
sink radius when
EAGN >
3
2
mgaskBTmin, (13)
where mgas is the gas mass within the sink radius and Tmin is the
minimum feedback temperature. We distribute the energy within
the sink radius (a sphere of radius 4 cells) in a mass-weighted
fashion. Tmin should be chosen to be at least 107 K, the temperature
above which line cooling is not very efficient. In our simulations
we adopt the fiducial value Tmin = 107 K, the same value used
in previous RAMSES simulations (Teyssier et al. 2011). We have
performed detailed testing of the robustness of the model against
parameter variation in Paper I.
We would like to stress that ongoing improvements to the AGN
feedback scheme are currently being implemented in the RAMSES
code. The description and the calibration of the improved model
will be described in detail by Biernacki et al. (in preparation).
2.5 Identification of haloes and analysis procedure
We used the phase-space halo finder ROCKSTAR (Behroozi, Wechsler
& Wu 2013) to identify subhaloes and to measure their position and
properties. We use the dark matter density peak as the centre of the
halo, which closely coincides with the stellar mass density peak in
most cases.
Our analysis in this paper is focused on the main halo hosting
the cluster. The main halo is identified using the ROCKSTAR at the
lowest redshift available (z = 0 for the R4K runs and z = 0.5
for the R8K runs) and tracked back in time by taking the most
massive progenitor. The latter is defined as the most massive halo
whose particle distribution overlaps with the present halo. Once the
centres of the most massive progenitors of the main halo are known,
their properties are extracted and analysed.
In this paper we will focus on the dark matter, stellar and gas
properties in the context of a model aimed at explaining the metal-
licity of the ICM. Since we are interested in studying the average
profiles of the simulated clusters and since they all belong to a very
narrow mass bin, we compute the stacked profiles of all the relevant
quantities. We stack data from the R4K and the R8K runs separately,
because this will allow us to assess convergence as a function of
numerical resolution. Hence, where it is not explicitly stated, we
consider stacked properties.
3 EVO L U T I O N O F T H E ST E L L A R C O N T E N T
In this section, we analyse the evolution of the stellar content of the
galaxy clusters in the RHAPSODY-G sample with particular emphasis
on the properties of the stellar population and its metallicity. We
also show the difference between the stellar properties in cool core
and non-cool core clusters.
3.1 Growth of the stellar mass profile and star formation rates
We first discuss the evolution of the stellar properties of the cluster
as a function of redshift as summarized by Figs 1 (4K runs) and 2
(8K runs). The results at redshift z = 0 for halo 653 in its R8K
versions are also shown but since they are only for one halo, we
cannot extend our conclusions to the whole sample of clusters at
redshift z = 0 and R8K resolution. The top left panel of the figures
shows the evolution of the stellar mass profile as a function of
redshift. Within the central 50 kpc of the cluster where the BCG
sits, the mass profiles shows a very rapid evolution at high-redshift
z > 1, whereas it does not significantly evolve at lower redshift.
This fact indicates that most of the mass in the BCG is assembled at
high redshift but its growth continues at a slower rate at z < 1, over
which time the BCG grows only by a factor2. The evolution of the
mass of BCGs has been extensively studied in recent years in both
simulations (Conroy, Wechsler & Kravtsov 2007; Ruszkowski &
Springel 2009; Laporte et al. 2013; Lin et al. 2013) and observations
(Brough et al. 2002; Nelson et al. 2002a,b; Whiley et al. 2008;
Bernardi 2009; Tonini et al. 2012; Burke & Collins 2013; Lidman
et al. 2013; Oliva-Altamirano et al. 2014; Burke et al. 2015). The
common picture that emerged is that most of the BCG mass is
assembled by z ∼ 2 and its subsequent mass evolution is largely
determined by dry mergers that are responsible for a mass growth
of a factor2 between redshifts z ∼ 1 and z ∼ 0. Oliva-Altamirano
et al. (2015) report effective radii and dynamical masses of nine
BCGs observed at redshift z < 0.095 with VIMOS in IFU mode.
We overplot the dynamical masses of these nine BCGs in Figs 1
(4K runs) and two as black points; to better compare to our profiles,
we assume that the dynamical mass is reached at a distance of twice
the BCG effective radius. Based on these assumptions, we conclude
that our simulations at z = 0 agree with the observational data
reasonably well. However, the RHAPSODY-G simulations presented
here only have limited resolution: the stellar mass profiles appear
not to have fully converged, especially at the highest redshifts.
Simulations with even higher resolution than 8K are needed to
properly check convergence. We will expand our discussion of this
issue in the following sections.
3.2 Specific star formation rates
The top right panels of Figs 1 (4K runs) and 2 (8K runs) show the
cumulative specific star formation rates sSFR(<r) in the cluster as
a function of radius, i.e. the average sSFR within a sphere of given
radius r. The sSFR is measured averaging over a time interval t =
108 yr. This figure allows us to determine the radius within which
star formation is effectively quenched. The evolution of the sSFR
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Figure 1. Evolution of the stellar properties for the R4K runs (solid coloured lines). The minimum radius plotted for all the profiles is rmin = 2x, and the
maximum radius is rmax ∼ 4–6R200,m at high redshift and 8 Mpc at z ≤ 0.5. Top left: cumulative stellar mass. Top right: specific star formation within a given
radius averaged over a time interval t = 108 yr. Bottom left: mean stellar age. The thick coloured lines represent a passively evolving stellar population of age
1.2 Gyr at redshift z = 2. Bottom right: stellar metallicity. In all panels the dark shaded areas represent the typical 1σ scatter among different haloes at redshift
z = 0. As in Figs 1 and 2, the observational data from the sample of BCGs at redshift z < 0.095 of Oliva-Altamirano et al. (2015) is plotted (black points with
error bars); their data are extrapolated to and plotted at twice the effective radius of the galaxy; the extrapolation is done using the gradients measured and
reported in their paper.
profiles shows that star formation at low redshift z < 1 is a factor
5–10 lower than the star formation rate at higher redshift at all radii.
This decrease of the sSFRs is a combined effect of the suppression of
star formation in the satellite galaxies due to environmental effects in
the cluster environment (ram pressure stripping, etc.), but is mostly
driven by AGN feedback in the centrals and BCGs that possess
an SMBH (Martizzi et al. 2012a; Ragone-Figueroa et al. 2013;
Martizzi et al. 2014b). In clusters with lower mass than those in the
RHAPSODY-G sample, thermal AGN feedback is usually extremely
efficient at suppressing star formation in the central regions of the
cluster. As can be appreciated by Fig. 2, star formation in the R8K
version of halo 653 is almost totally suppressed for r < 700 kpc
at redshift z = 0 (the sSFR saturates to the minimum threshold
we allow in the plot; the star formation rate is numerically 0).
However, when looking at the stacked profiles we find an increase
of the sSFR towards the centre for r  500 kpc at redshift z < 0.5
– even if the sSFR values are still very low. The fact that the sSFR
increases towards the centre is related to the presence of four cool
core clusters in the sample (haloes 361, 377, 448 and 545) which
have some residual star formation in the centre. If the cool core and
non-cool core clusters are split into two separate samples a huge
difference is seen in the sSFR for r  500 kpc at redshift z = 0
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Figure 2. Same as Fig. 1, but for R8K. The redshift z = 0 line is available only for halo 653 (black dashed line). The red shaded areas represent the typical
1σ scatter between different haloes at redshift z = 0.5.
(seef Section 3.5). Recent observational results (e.g. Liu, Mao &
Meng 2012) suggest that star-forming BCGs are associated with
cool core clusters, in agreement with our results. It is worth noting
that at large radii r  500 kpc at redshift z < 0.5, the sSFR starts
increasing again, suggesting that infalling satellite galaxies are still
able to continue part of their star formation activity during their
way through the outskirts of the clusters, but overall experience
a significant decrease in sSFR as they approach the cluster. We
will explore the properties of satellite galaxies, in particular the
quenched fraction and their kinematics in a future paper.
3.3 Mean age of the stellar population
The bottom left panels of Figs 1 (4K runs) and 2 (8K runs) show the
mass-weighted average age of the stellar population as a function
of radius. We find that the mean stellar age is very homogeneous as
a function of radius. Significant evolution is only seen as a function
of redshift. This fact suggests that most of the stellar mass is formed
early on and simply ages as the cluster grows. The thick horizontal
lines on the right side of the bottom left panels of Figs 1 and 2 show
the age of a passively evolving stellar population of age 1.2 Gyr at
redshift z = 2. The typical stellar age in the simulations is lower
than that of a passively evolving stellar population because of on-
going star formation producing new stars. However, newly formed
stars never dominate the mass budget and the mean stellar age in the
simulated clusters never differs from the age of the passively evolv-
ing population by more than a factor ∼2. The largest difference
between a pure passively evolving stellar population and the simu-
lations is observed at z = 0.5. It is worth noticing that the central
stellar ages at z = 0 match the ages of the stellar populations in the
BCGs observed by Oliva-Altamirano et al. (2015) (black points).
Note that the Oliva-Altamirano et al. (2015) data points have been
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extrapolated to a distance of twice the BCG effective radii using the
gradients reported in their paper.
3.4 Stellar metallicity
The bottom right panels of Figs 1 (4K runs) and 2 (8K runs) show
the mass-weighted stellar metallicity averaged in spherical shells at
radius r. One important constraint coming from Oliva-Altamirano
et al. (2015) (black points) is that the stellar metallicity of the BCGs
is very close to the solar value and even supersolar for some BCGs.
The central stellar metallicity found in our simulations is close to
the lower envelope formed by the observed BCGs. The stacked pro-
file we show is only an average, but none of the individual BCGs
in our sample has supersolar metallicity. This fact might indicate
that a physical element necessary for BCG metallicities to reach
values close to solar is missing in our simulations. Given the evo-
lution of the stellar age, a possible solution to the stellar metallicity
problem is through early enrichment of the gas that contributes to
the formation of most of the BCG mass at high redshift. We stress
that such form of enrichment could be missed by the R4K and R8K
simulations because of resolution limitations: if the resolution of
the simulations is too low to capture early star formation in small
haloes, the effect of their metal enrichment will be missing from
the rest of the simulations. However, comparison between R4K and
R8K shows that this effect is mild. At z= 0.5 the metallicity slightly
increases passing from R4K to R8K. From our results, it is yet un-
clear if and how much the stellar metallicity will increase as the
resolution is further increased. A more detailed discussion of the
effects of resolution on setting the stellar metallicity can be found
in Section 3.6.
3.5 Stellar properties in cool cores and non-cool core clusters
Paper I discuss the cool core/non-cool core dichotomy in the
RHAPSODY-G sample in detail, showing that the cool core nature
cannot be removed by any of the thermal AGN feedback models we
explored and that the state of the cluster depends on the merger his-
tory of the cluster. In our simulations cool cores can be converted
into non-cool cores if the angular momentum of halo mergers is
low; if the angular momentum is large, cool cores in the progenitor
of a merger may never interact directly and may survive. The state
of the cluster core influences how efficient the cluster centre is at
forming stars. In Fig. 3 we split our clusters into cool core and non-
cool core systems as in Paper I and analyse the stellar properties at
redshift z = 0. The top right panel of Fig. 3 shows a huge differ-
ence in the cumulative sSFR profile of cool core and non-cool core
clusters. Star formation is efficiently quenched in the non-cool core
clusters; however, the cool-core clusters have significant residual
star formation at their centres.
Given the cosmological origin of the cool cores in our simula-
tions, it appears evident that it is harder to suppress cool cores only
via the present implementation of AGN feedback. However, the
results shown here and in Paper I do not suggest that this is a big
issue for recovering stellar masses for the centrals that match those
of observed objects. In fact, the top left panel of Fig. 3 shows a very
weak dependence of the stellar mass profile on the cool core/non-
cool core state of the cluster. The bottom left panel of Fig. 3 shows
that the stellar age is lower at the centre of cool core clusters, ar-
guably an effect of the residual central star formation. Finally, the
stellar metallicity profiles of non-cool core clusters are much flat-
ter than in cool core clusters, as shown in the bottom right panel
of Fig. 3. Paper I showed that non-cool core clusters typically un-
dergo dramatic merging events which also cause the redistribution
of metals in a shallower profile. We will show that a similar trend
is observed in the gas metallicity profiles (Section 4.3).
3.6 Caveats on the stellar metallicity distribution: central and
satellite galaxies
The stellar metallicity profiles in Figs 1 and 2 show only partial
information about the stellar metallicity distribution in our simu-
lated clusters. In particular, it shows only the average metallicity in
spherical shells and does not explicitly show the stellar metallicity
of galaxies. To place additional constraints on the results of our
simulations we need to study the population of galaxies.
Only the most massive galaxies in the RHAPSODY-G sample are
resolved with a large number of stellar particles. In the R4K run
the stellar mass resolution only allows galaxies of stellar mass
∼5 × 1010 M to be resolved with ∼1000 particles. In the R8K
runs this limit decreases by a factor 8, so a galaxy of mass 1010
M can in principle be resolved with a few thousand particles.
Unfortunately the statement is not true at all redshifts because of
the multiresolution nature of the simulations: the maximum mass
resolution for the stellar particles is only activated at redshift z <
0.25. This means that the older stellar populations will be resolved
by a lower number of particles. One way to measure the complete-
ness of our galaxy sample in a more empirical fashion is to compute
the satellite galaxies stellar mass function (SMF) in our clusters and
to compare it to observational measurements (Fig. 4 for halo 653).
As an observational constraint we use the Schechter form fit to the
SMF of satellite galaxies in 8 clusters used by Kravtsov, Vikhlinin &
Meshscheryakov (2014). The simulations match the observationally
determined SMF to a good degree of accuracy only within certain
ranges of stellar mass: 10.5 < log M∗ < 11.5 for R4K resolution
and 9.5 < log M∗ < 11.5 for R8K resolution. Below the minimum
mass in these ranges the number of satellites starts declining. This
is a hint that such populations of galaxies are not fully resolved.
Galaxies of mass log M∗ > 11.5 appear to be too massive by 0.5
dex in log M∗ in the simulations. In our companion paper (Paper I)
we show that this is an effect of having slightly too high star for-
mation activity in these objects. This is a manifestation of the fact
that the current implementation of thermal AGN feedback does not
provide enough heating to completely shut down star formation in
such massive galaxies.
Having a deficit (or excess) of galaxies compared to the mea-
sured SMF also means that there will be a deficit (or excess) of
metals injected in the ICM and therefore in the newly formed stars.
Even if the high end of the SMF is slightly overpredicted (due to
slightly too high stellar masses), the least massive galaxies domi-
nate in number and in stellar yield, so the simulations will have a
metal deficit if the low mass population is not resolved. We try to
quantify the amount of missing metals with a simple calculation;
the discussion is somewhat technical and we defer the details to
Appendix A, where we found that the metallicity from unresolved
stellar populations can be up to ∼5 × 10−3 Z. We also point out
that pre-enrichment models based on simulations of the formation
of high-redshift galaxies (e.g. Chen et al. 2014) can be used to take
unresolved metal enrichment into account.
More constraints on the spatial distribution of metals can be
achieved by looking at the stellar mass–metallicity relation of all
the cluster galaxies, Fig. 5. The stellar mass in this plot is the sum
of the mass of all the stellar particles in the region in which the 3D
stellar mass density is ρ∗ > 2.5 × 106 M kpc−3 (as in Martizzi
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Figure 3. Stellar properties for the R4K runs at redshift z = 0 for the cool core (solid blue line) and non-cool core (dashed red line) clusters. The minimum
radius plotted for all the profiles is rmin = 2x, and the maximum radius is rmax ∼ 4–6R200,m at high redshift and 8 Mpc at z ≤ 0.5. Top left: cumulative
stellar mass. Top right: specific star formation within a given radius averaged over a time interval t = 108 yr. Bottom left: mean stellar age. Bottom right:
stellar metallicity. In all panels the dark shaded areas represent the typical 1-σ scatter among different haloes at redshift z = 0. The observational data from the
sample of BCGs at redshift z < 0.095 of Oliva-Altamirano et al. (2015) are plotted (black points with error bars); their data are extrapolated to and plotted at
twice the effective radius of the galaxy; the extrapolation is done using the gradients measured and reported in their paper.
et al. 2012a). The stellar metallicity in the plot is the mass-weighted
mean metallicity in the same region and we treat it as a probe
of the central metallicity of the galaxies. We find that the central
metallicity of all galaxies in our clusters is ∼0.5 dex lower than in
the observations. The same result is found in both the R4K and R8K
simulations. The results in this plot are in agreement with those in
appendix A of Dubois et al. (2014) who analysed the Horizon-AGN
simulation performed with RAMSES (at somewhat better resolution).
As we have just discussed, the mass resolution of our simu-
lations allows us to resolve the mass function of galaxies in a
well-defined range of stellar mass, leaving the smallest galaxies
sitting in the least massive dark matter haloes unresolved. How-
ever, the limited spatial resolution also places a constraint on the
ability of resolving the internal structure of the cluster galaxies.
As a matter of fact, if we take two cell sizes as the effective soft-
ening of the gravitational force, its value is 9.5 kpc in R4K and
4.75 kpc in R8K. Such values for the softening are comparable to
the effective radius of most galaxies (Trujillo et al. 2006; van der
Wel et al. 2007; Cooper et al. 2012; van der Wel et al. 2014), so
that their structure cannot be spatially resolved. As a result, the
potential of most galaxies is too shallow and metals cannot be ef-
ficiently confined, so that most of them are ejected and mixed into
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Figure 4. Satellite galaxy counts in bins of 0.5 dex in stellar mass for the
satellites of halo 653. The red points with error bars represent the results
of our simulations; the y-axis error bar is the Poisson scatter for the given
counts, the x-axis error bar is the bin size used for the counts. The darker
(brighter) points represent the R4K (8K) results. The red dashed line is the
SMF in Kravtsov et al. (2014) and has been measured using galaxy counts
in eight clusters.
Figure 5. Stellar mass–metallicity relation at low redshift for all the galax-
ies in the R4K runs (blue) and for all the galaxies in halo 653 R8K (red)
runs. Centrals are represented by full colour squares, satellites by semi-
transparent squares. The simulations are compared to the BCG data from
Oliva-Altamirano et al. (2015; black points with error bars) and to the global
stellar mass–metallicity relation determined by Gallazzi et al. (2005; black
line with shaded area representing the 1σ scatter).
the ICM. Increasing the spatial resolution will probably alleviate the
problem.
In Appendix B, we show that the value chosen for the metal yield
y can strongly influence the mass–metallicity relation. It should be
stressed that the metal yield used in our simulations is the mean
yield associated with a given stellar particle which represents an
unresolved stellar population. Variation in the yield may depend on
the environmental dependence of the initial mass function and may
increase by a factor ∼4 in massive clusters compared to the field
(Renzini & Andreon 2014). Furthermore, stellar winds and Type Ia
SNe that return a large fraction of their stellar mass content back
to the gas are not included in our simulations and would probably
increase the effective yield (see e.g. Schaye et al. 2015, Vogelsberger
et al. 2014 for recent implementations in hydrodynamical codes).
Dubois et al. (2011) performed AMR simulations of clusters of
smaller mass, obtained very similar results for their metallicity and
reached very similar conclusions on the effects of resolution and
higher stellar yields. The results of Dubois et al. (2011) and our
paper suggest that by combining higher y and better resolution it
should be possible to bring stellar metallicities up by a factor ∼4
which might provide a much better match between simulations and
observations.
However, it is important to stress that there is another discrepancy
that is not likely to disappear simply by increasing the resolution
and increasing the stellar yield. In fact, our simulations show a
mass–metallicity relation with a unique slope, but the observed re-
lation has a slope that depends on the stellar mass (Gallazzi et al.
2005), with the characteristic change in slope for stellar masses
around 1010.7 M. Lilly et al. (2013) provide an excellent theoreti-
cal guideline to interpret the origin of the mass–metallicity relation.
For any given stellar mass, the ratio between sSFRs and specific gas
accretion rates on to the galaxies determines the mass–metallicity
relation. This ratio changes as a function of stellar mass, producing
the change of slope in the mass–metallicity relation. The stellar
mass threshold beyond which most galaxies are quenched can be
identified in the data of Gallazzi et al. (2005) as the stellar mass be-
yond which the mass–metallicity relation has a very shallow slope.
If the decline of specific star formation rate at masses larger than the
quenching mass scale, the kink in the mass–metallicity relation will
not be recovered properly. We stress that such effect can be taken
into account in analytical models by assuming a dependence of the
sSFR on the stellar mass as in Lilly et al. (2013). Our conclusion
is that the change of slope in the mass–metallicity relation in our
simulations is not recovered because of the residual star formation
happening in some of the massive simulated galaxies, i.e. we do not
properly recover the trend of sSFRs with stellar mass in massive
galaxies and the observe quenched fraction at a given stellar mass
(see Paper I). However, we note that this is notoriously a very hard
to reproduce these properties at a quantitative level: even state-of-
the-art high-resolution (0.5 kpc) hydrodynamical cosmological
simulations aimed at reproducing the properties of a large popula-
tion of galaxies fail to recover the observed quenched fraction for
a given stellar mass, with a tendency to overproduce star formation
and stellar masses in the most massive subhaloes (Vogelsberger
et al. 2014; Trayford et al. 2015). It is likely that more efficient
schemes for feedback in massive galaxies will help solving this
issue.
Despite the discrepancies found for the mass–metallicity rela-
tion, the satellite mass function produced by our simulations is
relatively similar to the one determined from observations in the
ranges 10.5 < log M∗ < 11.5 for R4K, 9.5 < log M∗ < 11.5 for
R8K, and it is overpredicting the number of galaxies only when
log M∗ > 11.5. This means that the total amount of metals pro-
duced by star formation in the simulations is probably not too far
from the values expected from the observed satellite mass func-
tion. Thus, it is still very meaningful to analyse the metallicity
of the ICM and to quantify the total amount of metals in the
clusters.
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Figure 6. Differential metallicity profile for the R4K(left-hand panel) and R8K (right-hand panel) runs versus observations. Solid coloured lines represent
mass-weighted ICM metallicity at different redshifts, whereas dashed coloured lines represent X-ray emissivity weighted ICM metallicities. The typical 1σ
scatter among the clusters is represented by dark shaded area for R4K at redshift z = 0 (left-hand panel) and for R8K at redshift z = 0.5 (right-hand panel).
The simulations are compared to the observational results of Leccardi & Molendi (2008; 48 clusters at redshift 0.1  z  0.3 observed with XMM–Newton)
and Matsushita et al. (2013; Perseus cluster observed with XMM–Newton) represented by grey lines with shaded areas representing the measurement errors.
4 EVO L U T I O N O F T H E G A S E O U S C O N T E N T
In this section we focus on the gaseous content of the RHAPSODY-
G clusters. The accretion of gas and the evolution of the ICM
metallicity is analysed in detail and differences between cool core
and non-cool core clusters are highlighted.
4.1 ICM metallicity
In this section, we discuss the evolution of the mass and metallicity
profile of the RHAPSODY-G clusters. The focus will be on the effects
we believe determine the metallicity content of the simulated clus-
ters. First of all, we compare the metallicity profile of the simulated
clusters to that of observed systems: in Fig. 6 the differential ICM
metallicity profiles of the RHAPSODY-G clusters are compared to data
from the Perseus cluster observed with XMM–Newton (Matsushita
et al. 2013) and to data from 48 clusters at low redshift (0.1 
z  0.3) selected by Leccardi & Molendi (2008) from the XMM–
Newton archive. We choose these observational data sets because
(i) the Perseus cluster is one of the most studied cool core clusters in
the same mass range of our simulated sample and (ii) the Leccardi &
Molendi (2008) sample contains a mixture of cool core and non-cool
core clusters in a similar mass range, so that the average metallic-
ity profile shown in Fig. 6 can be thought as representative of the
cluster population at low redshift. Even if the data from Leccardi &
Molendi (2008) are at redshift z ∼ 0.2, we do not expect extreme
variations of ICM metallicities with respect to redshift z = 0 sam-
ples; therefore, the comparison between this observational sample
and our simulations is relevant, even with the small difference in
redshift between data and simulations. For the simulated clusters
we differentiate between ICM metallicities computed by weighting
each AMR cell by its gaseous mass (coloured solid lines) and ICM
metallicities computed by weighting each cell by its X-ray emis-
sivity (coloured dashed lines); for our purpose the X-ray emissivity
is a weight ∝ρ2T1/2. The emissivity weighted metallicities agree
very well with the mass-weighted values in the inner regions of the
clusters; however, they are systematically higher at large radii. This
effect is related to the fact that metals are distributed in relatively
clumpy structures in the outer regions of the clusters. The effect of
clumpiness can boost the emissivity weighted metallicity by almost
a factor 10 in the outskirts of the clusters at redshift z < 1. This fact
by itself, might also imply that observations could provide strongly
biased estimates of the metallicity. It is worth stressing that the emis-
sivity weighted metallicities we measure in our simulations are all
lower than the metallicities of the observed clusters. However, as we
already observed in the previous section, the effect of resolution on
metal yield from stars and therefore the stellar and ICM metallicity
can be quite important. We see that the ICM metallicity at z = 0.5
increases by a factor ∼1.5–2 from the low-resolution R4K runs to
the higher resolution R8K runs, as observed for the stellar metal-
licity. The R8K runs seem to converge from below to the observed
results. This fact suggests that with higher resolution (and better
resolved star formation and metal yield from satellite galaxies) the
correct metallicity of the clusters could be reproduced.
4.2 Growth of the ICM mass profile and its effect on
ICM metallicity
In the previous section we discussed how the total amount of metals
is a more robust quantity to study in these simulations, since it
will more quickly converge as the mass resolution is increased. In
the rest of this section we will focus on discussing the elements
that determine the integrated value of the ICM metallicity of the
cluster. First of all, we examine the gaseous mass profile of the
clusters in the top left panels of Figs 7 (R4K) and 8 (R8K). The
figures show how the assembly of the gas distribution proceeds as
a function of redshift. The very central regions (r  50 kpc) of
the clusters are the most affected by variable events like mergers
and AGN activity. The gaseous mass distribution is more centrally
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Figure 7. Top left: gaseous mass profile for several redshifts (solid lines). Top right: radial velocity of dark matter (dashed lines) and gas mass (solid lines) at
several redshifts; since the dark matter centre has been used the radial velocity of dark matter goes to zero at small radius, whereas the gas radial velocity does
not; this choice does not influence our results at large radii where our analysis is more relevant. Bottom left: derivative of the gas metallicity enclosed within a
given radius ˙Zgas(<r). Bottom right: gas metallicity enclosed within a given radius Zgas(<R); the coloured circles represent the predictions of the analytical
model discussed in Section 5, with colours matching those of the solid lines for a given redshift. The dark shaded areas in all plots represent the typical 1σ
scatter among different haloes at redshift z = 0.
concentrated at redshift z > 0.5 and becomes less concentrated at
redshift z < 0.5. The gaseous distribution in the external regions of
the clusters (r  100 kpc) grows inside-out. This fact is explicitly
demonstrated by the right-hand panels of Figs 7 (R4K) and 8 which
show the spherically averaged radial velocity of dark matter (dashed
lines) and gas (solid lines). The radial velocity plotted in this figure
represents the net flow: positive values represent net outflowing
motion, whereas negative values represent inflow. The x-axis shows
the radius r divided by R200,m at each redshift. The central regions
of the clusters are usually characterized by decoupled motions of
dark matter and gas. This region is very close to the central galaxy
and the properties of the gas flow are influenced by the dynamics
of infalling satellites and by the effect of feedback and cooling on
the gas accretion mode (Keresˇ et al. 2005; Dekel & Birnboim 2006;
Ocvirk, Pichon & Teyssier 2008; Dekel et al. 2009; van de Voort
et al. 2011; Nelson et al. 2015). On the other hand at the outskirts
of the clusters the dark matter radial velocity is well coupled to
the gas accretion velocity at all redshifts. The peak infall velocity
increases with redshift as the halo grows in size and mass. Our
results seem to confirm that the peak of the accretion velocity is
always achieved at r ∼ 2R200,m independently of redshift; this radial
scale has been argued to be the typical scale at which the flow
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Figure 8. Same as Fig. 7 but for the R8K. The redshift z = 0 line is available only for halo 653 (black lines). The red shaded areas in all plots represent the
typical 1σ scatter among different haloes at redshift z = 0.5.
of matter on to haloes decouples from the Hubble flow (Wetzel
& Nagai 2015; Lau et al. 2015; More, Diemer & Kravtsov 2015).
The presence of a gas inflow at R200,m < r < 2R200,m at z < 3
is an extremely relevant element for determination of the metal
content of the cluster: if gas with lower metallicity is constantly
accreted, and if metal mixing is efficient, this would tend to lower
the average metallicity of the cluster. Of course this phenomenon
will be contrasted by the metal yield coming from star-forming
activity within the cluster volume. The balance between these two
effects determines the average metallicity of the cluster.
To quantify the variations of metallicity as a function of time, we
measure the enclosed metallicity profile Zgas(<r) and its derivative
˙Zgas(<r); the enclosed metallicity profile yields the average ISM
metallicity within a given radius r. ˙Zgas(<r) is plotted in the lower
left panels of Figs 7 (R4K) and 8 (R8K). It emerges from this plot
that the time derivative of the metallicity can be quite high in the
central regions of the halo at all redshifts. The higher the redshift,
the higher the fraction of the volume within R200,m that is affected
by variability. However, at large radius the metallicity derivative
deviates from ˙Zgas ∼ 0 only at z  2; at all lower redshifts, the
metallicity enclosed within 2R200,m is approximately a constant.
This means that metal yield from stars is effectively balancing the
effect that accretion of (relatively) pristine gas has on the average
metallicity.
The lower right panels of Figs 7 (R4K) and 8 (R8K) explicitly
show Zgas(<r). Being an integrated quantity, the enclosed metal-
licity profile differentiates from the differential profile of Fig. 6
in the fact that it is smoother and that emissivity weighting is not
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Figure 9. Differential metallicity profile for the R4K cool core (blue solid
line) and non-cool core (red dashed line) simulated clusters versus obser-
vations. Solid coloured lines represent mass weighted ICM metallicity at
different redshifts. The metallicities have been multiplied by a factor 3 to fa-
cilitate comparison to observations. The typical 1σ scatter among the haloes
is represented by the blue and red shaded areas for the cool core and non-
cool core clusters, respectively. The simulations are compared to the fits to
observational data for CC (blue dot–dashed line) and NCC (red dotted line)
clusters from Ettori et al. (2015).
applied; i.e. the metallicity at large radii is not boosted by clumping
effects. This plot explicitly confirms that the average metallicity
measured within large radii evolves very weakly with time. The
coloured circles at r = 2R200,m represent the prediction of a simple
analytical model (Section 5) which assumes steady state for the
enclosed metallicity at r = 2R200,m, i.e. ˙Zgas(< 2R200,m) = 0; it is
evident that the assumption of steady state reproduces quite well
the results of the simulations.
The main results of this section are that (i) the differential ICM
metallicity profile is closer to observations when emissivity weight-
ing is used; (ii) the simulations seem to converge to the results from
the observations from below; however, higher yields and still higher
resolution than adopted here is required for proper convergence; (iii)
the mean metallicity of the simulated clusters is determined by the
ratio of metal yield from star formation and accretion of metals
from the IGM.
4.3 ICM metallicity in cool core and non-cool core clusters
In a recent paper, Rasia et al. (2015) showed that simulated cool core
and non-cool core clusters have different ICM metallicity profiles,
in agreement with observations. Fig. 9 shows the differential ICM
metallicity profile for the R4K simulations at redshift z = 0 when
the cluster population is divided in cool core and non-cool core
clusters as in (Paper I). In this figure, the ICM metallicites have been
multiplied by a factor 3 to facilitate comparison to the observational
results of Ettori et al. 2015 (dashed lines; the sample is an extension
of the one used by Leccardi & Molendi 2008). Even if the scatter
between the haloes (shaded areas) is large it is possible to appreciate
how metals are re-distributed differently depending on whether the
clusters have a cool core or not. As shown by Paper I, cool cores can
be converted into non-cool cores if the angular momentum of halo
mergers is low; if the angular momentum is large, cool cores in the
progenitor of a merger may never interact directly and may survive.
Fig. 9 also shows that non-cool core clusters have lower metallicity
and a flatter metallicity profile in the central regions. This fact is a
consequence of the mixing that leads to flattened entropy profiles.
Comparison to the observational data of Ettori et al. (2015) shows
that our simulated clusters have metallicities a factor 3 smaller
than real cluster both for CCs and NCCs; observations also show
that the dichotomy between CCs and NCCs central metallicities is
stronger in real clusters than in our simulated sample. In the SPH
simulations by Rasia et al. (2015) this discrepancy is not observed;
its origin in our simulations is unclear, however we are planning to
investigate on this issue by performing explicit comparison of AMR
and SPH simulations with the same initial conditions and similar
subgrid models in a future paper.
5 A S I M P L E M O D E L FO R T H E IC M
M E TA L L I C I T Y E VO L U T I O N
In this section, we develop a simple analytical model to pre-
dict the equilibrium metallicity of clusters and that is compared
to the results of the simulations in the bottom right panels of
Figs 7 and 8. The model describes a highly simplified scenario,
it is only aimed at reproducing the value of the mean metallic-
ity of the ICM within r ∼ 2R200,m and is largely inspired by the
‘regulator’ model discussed by Lilly et al. (2013) and Feldmann
(2015).
Let us assume that the whole region r < 2R200,m can be de-
scribed with a one-zone model. This statement is equivalent to say-
ing that we will work with quantities integrated within this region,
e.g. average star formation rate in the cluster, average metallicity,
etc. Our goal is to model the effects that change the metallicity
of the cluster. First of all, the metallicity of the ICM is defined
as
Zgas = MZ
Mgas
(14)
where MZ and Mgas are the total metal mass and the total gaseous
mass within the considered region, respectively.
We want to evaluate the metallicity of the ICM when the system is
in a steady state characterized by dZgas/dt = 0. The time derivative
of the metallicity is then given by
dZgas
dt
= 1
Mgas
[
dMZ
dt
− Zgas dMgasdt
]
. (15)
To compute the time derivative of the metallicity we need to compute
the terms on the r.h.s. of equation (15).
The time derivative of the mass of metals in this region is given
by
dMZ
dt
=
[
dMZ
dt
]
acc
+
[
dMZ
dt
]
SF
(16)
where the first term on the r.h.s. is the rate of change generated by
net accretion of metals from the IGM and the second term on the
r.h.s. is the rate of change generated by star formation.
Let us first consider the effect of star formation. Gas is converted
into stars at a given star formation rate SFRtrue. After each star
formation event a fraction η of the initial mass that collapsed into
stars is ejected by winds and SNe; we adopted η = 0.1 in our
simulations. We can also define the star formation rate of the mass
effectively converted into stars (the fraction that is not ejected by
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SNe), SFR; this rate is easier to measure from simulations, so we
will use this value in our treatment (contrary to what is done by
Lilly et al. 2013). From our definition it follows that
SFRtrue = SFR1 − η , (17)
We assume a mass fraction y of the ejecta is composed of metals,
i.e. it represents the metal yield from star-forming events. In our
simulations we adopted y = 0.1. The rate at which metals are
ejected from star-forming regions is then
yηSFRtrue = yη SFR1 − η .
Star formation does not only have the effect of adding metals. As
gas is converted into stars, metals are consumed. The rate at which
metals are consumed by star formation is
−Zgas(1 − η) × SFRtrue = −ZgasSFR.
In the context of galaxy models there is an additional term that we
should consider, i.e. the mass removal from outflows generated by
stellar feedback. However, such outflows are not strong enough to
eject material from the cluster r < 2R200,m region, so they do not
play any role in changing the average metallicity of the system.
Note that this assumption is valid only if a sufficiently large region
is considered; in our case with r ∼ 2R200,m it is a safe assumption,
but it will break down if smaller radii are considered. The rate of
change of the cluster metal mass due to star formation is given by
the sum of the two terms we just discussed:
[
dMZ
dt
]
SF
= yη SFR
1 − η − ZgasSFR. (18)
Note that the second term only takes into account the mass effec-
tively converted into stars.
The first term on the r.h.s. of equation (16) is related to the net
flow of metals from the IGM:
[
dMZ
dt
]
acc
= −
—
200,m
ZIGMφgasd, (19)
where 200,m is the surface of the sphere of radius R200,m, ZIGM is
the metallicity of the IGM and φgas is the radial mass flux of gas per
unit time; φgas < 0 for net inflow and φgas > 0 for net outflow. The
integral can be directly evaluated from simulations.
Now what is left is to compute the derivative of Mgas. This is very
easily computed as the sum of the mass accretion rate from the IGM
and the mass consumption rate due to star formation, i.e.:
dMgas
dt
= −
—
200,m
φgasd − SFR. (20)
Note that the second term only takes into account the mass effec-
tively converted into stars, as it should be. In fact, the mass that is
first incorporated into stars and then ejected by stellar feedback is
quickly expelled and becomes available to the gas reservoir.
If we substitute equations (16),( 18), (19) and (20) into
equation (15) we obtain an explicit expression for the metallicity
evolution
dZgas
dt
= 1
Mgas
⎡
⎣yη SFR
1 − η +
—
200,m
(Zgas−ZIGM)φgasd
⎤
⎦ . (21)
If we set dZgas/dt = 0 and solve for Zgas, we get the steady-state
value of the ICM metallicity:
Zgas,eq = ZIGM − yηSFR
(1 − η)
—
200,m
φgasd
, (22)
where we have assumed that ZIGM is approximately constant on
the surface we are considering. All the quantities on the r.h.s. of
equation (22) can be measured from the simulations and the equi-
librium value can be compared to the actual metallicity to assess
whether the assumption of steady state is valid or not. We label the
second term on the r.h.s of equation 22 as
Z =
∣∣∣∣∣∣∣∣∣
yηSFR
(1 − η)
—
200,m
φgasd
∣∣∣∣∣∣∣∣∣
. (23)
As we already mentioned in the previous section, the approximation
of steady state is quite accurate at z < 3 within a sphere of radius
2R200,m. Fig. 10 demonstrates this fact explicitly: the left-hand panel
shows that the metallicity influx across spheres of radius r ∼ 2R200,m
for the 8K simulations changes by several orders of magnitude
across different redshift. However, this constant evolution of the
metallicity influx is compensated by the increase of the total star
formation rate in the cluster, so that the ratio Z measured from
the R8K simulations always keeps the same order of magnitude
(right-hand panel of Fig. 10), i.e. the metallicity within a sphere of
radius 2R200,m is in a quasi-steady state which can be approximated
by equation (22).
We note that the metallicity in equation (22) can be increased by
either increasing the metal yield or reducing the net gaseous inflow
on to the cluster. The latter could be achieved by either preventing
cosmological gas accretion or by ejecting large quantities of gas
from the clusters. However, producing such strong ejection events
from clusters would require significant reduction of the baryon
fraction to unrealistically low values. As we have demonstrated in
Paper I, the current implementation of the feedback model (which
is very similar to Booth & Schaye 2009), is unable to appreciably
affect gas at large scales, so that the mechanism to achieve such an
effect is yet to be found.
6 C O M PA R I S O N TO R E C E N T SI M U L AT I O N S
The distribution of metals in the most massive haloes in the
universe and in satellite galaxies in cosmological hydrodynami-
cal simulation that include prescriptions for AGN feedback has
been studied in a series of recent works. It is important to com-
pare our results to those of other authors to highlight the differ-
ences and to learn about the limits of current models of galaxy
formation.
A variety of semianalytical models have been used to study metal
enrichment in galaxy clusters with the conclusion that inclusion
of ram-pressure stripping, galactic winds, metal dependent cool-
ing and AGN feedback greatly improve the match between the
metallicity profiles predicted by the models and those inferred from
observations (Cora et al. 2008; Kapferer et al. 2009; Arieli et al.
2010; Short et al. 2013). Cosmological hydrodynamical simula-
tions have been used with similar goals (Valdarnini 2003; Romeo
et al. 2006; Tornatore et al. 2007; Dave´ et al. 2008; Wiersma et al.
2011; Crain et al. 2013; Skory et al. 2013): the results by Tor-
natore et al. (2007) showed good agreement of metal abundances
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Figure 10. R8K simulations. Left: net metallicity influx across spherical surfaces centred at the cluster centre at different redshifts; positive values are for
metal accretion. Right: the Z parameter which measures the balance between production of metals in the cluster and accretion of gas from outside the cluster
at different redshifts.
in simulated clusters in absence of AGN feedback at the price
of significant overproduction of galaxy stellar masses. More re-
cent papers highlighted that much better agreement between stellar
masses and cluster metallicities with observational results can be
achieved when AGN feedback is included (Wiersma et al. 2011;
Crain et al. 2013; Skory et al. 2013). For this reason, in the
following discussion we focus on a comparison to the most recent
cosmological hydrodynamical simulations of clusters that include
AGN feedback.
As already mentioned, the results we have shown so far are in
good agreement with the results found by Dubois et al. (2014) in
the Horizon-AGN simulation and in previous zoom-in simulations
performed with RAMSES (Dubois et al. 2011).
Wiersma et al. (2011) analysed the metal distribution in the ICM
in the OWLS suite of simulations, which were run with the SPH
code GADGET3 (Springel 2005). In their highest resolution versions,
these simulations achieve a better mass (∼6 × 106 M) and spatial
resolution (0.5 kpc h−1) compared to the RHAPSODY-G runs in our
paper. The authors analyse the average metallicity of the ICM in the
cosmological boxes and in the range of redshift 0 < z < 3 their re-
sults show qualitative agreement with the ICM metallicities we find
in our simulations. However, their mean stellar metallicities appear
to be higher than in our simulations and in better agreement with
observations. There are two possible effects that might explain this
discrepancy. First, the smaller value for the gravitational softening
might allow galaxies to retain a larger fraction of the metals pro-
duced by SNe; therefore increasing the local ISM metallicity and
increasing the amount of metals in newly formed stars. Secondly,
unlike AMR codes (and grid codes in general), standard SPH does
not allow exchange of metals between resolution elements, lead-
ing to absence of metal mixing; again this goes in the direction of
keeping a larger fraction of the metals bound to galaxies. Such dif-
ferences, higher resolution and different metal mixing properties,
might be extremely relevant for properly reproducing the stellar
mass–metallicity relation; e.g. Segers et al. (2016) discuss how the
ejection and recycling of material is extremely relevant for setting
the mass–metallicity relation. Indeed, the results from the EAGLE
simulation (which uses an evolution of the OWLS subresolution
models and was also ran with GADGET3) seem to confirm the results
on the metal content of galaxies found in previous SPH simulations
(Schaye et al. 2015).
Interestingly, while the AGN feedback model adopted in
OWLS/EAGLE is extremely similar to the one used in RHAPSODY-G,
we do not find similar results when varying the parameters of the
model (Paper I). In particular, when we vary the minimum tem-
perature associated with AGN blasts Tmin (equation 13), we do not
get a quasi-continuous change of the properties of the simulated
clusters as a function of Tmin, which is observed in SPH simulations
(Le Brun et al. 2014). We find that for Tmin ≤ 107 K the metal-
licity of the ICM/stars does not vary significantly; if Tmin > 5 ×
107 K metallicities are smaller by 20 per cent. Such differences in
the behaviour of the same AGN feedback model in SPH and AMR
suggest that subgrid models couple differently in different schemes
for hydrodynamics, a fact that may imply non-trivial consequences
on the robustness of the results found by either scheme.
Recently, Planelles et al. (2014) used GADGET3 simulations with
a different implementation of subresolution physics to study the
chemo-dynamical properties of simulated galaxy clusters. These
simulations seem to show results that differ significantly from what
we found in RHAPSODY-G. In the galaxy group range M500 < 1014
M the ICM metallicities are in good agreement with observational
results; however, they are a factor ∼3–4 higher than in observations
in the cluster range M500 > 1014. The mass and spatial resolution of
these simulations is comparable to the one of the RHAPSODY-G runs
and the subresolution modelling of AGN feedback is very similar to
the one adapted for RHAPSODY-G: comparison of the Planelles et al.
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(2014) results to RHAPSODY-G exemplifies the tension between AMR
and SPH simulations of galaxy clusters: at fixed resolution, SPH and
AMR seem to produce the opposite effect on ICM metallicities.
Finally, it is worth mentioning the results achieved with the mov-
ing mesh code AREPO (Springel 2010) in the Illustris cosmological
hydrodynamical simulation Vogelsberger et al. (2014). The Illustris
simulation evolved a cubic cosmological volume of side ∼100 Mpc
with dark matter mass resolution ∼6 × 106 M and a gravitational
softening of 0.7 kpc; the resolution is significantly better than in
the RHAPSODY-G runs, but the volume is not large enough to have
a significant number of clusters, so that a direct comparison to our
results is not possible. Similarly to AMR codes, AREPO is also based
on Riemann solvers and allows for explicit exchange of metals
across resolution elements; this fact should bring the metal mixing
properties of the code closer to the ones of AMR codes than to
SPH codes. The Illustris simulations produce stellar metallicities
in better agreement to the observations, probably as a result of the
higher resolution and smaller gravitational softening that allows us
to better resolve the structure of galaxies and helps them to retain
the metals produced by SNe. However, as shown by Genel et al.
(2014), the galaxy clusters in Illustris have baryon fractions that are
a factor ∼2 lower than observed systems. This effect is the result
of the particularly violent AGN feedback produced by the scheme
implemented in this simulation that results in baryon depletion from
the most massive haloes. In such a case, equation (22) predicts that
this should result in a higher ICM metallicity in the cluster.
The conclusion from this comparison is that differences in res-
olution, the hydrodynamical solvers, and in the implementations
of subresolution models for AGN feedback all play a key role in
determining the chemo-dynamical evolution of clusters and their
galaxies. From the point of view of AMR simulations, we stress
that simulations with significantly improved resolution and better
AGN feedback prescriptions are needed to achieve better agreement
with observations.
7 SU M M A RY A N D D I S C U S S I O N
We have performed a series of zoom-in simulations of very mas-
sive galaxy clusters (Mvir ≈ 6 × 1014 M h−1) performed with the
AMR code RAMSES (Teyssier 2002). All the simulations account for
gas cooling, the effect of an homogeneous photoionizing UV back-
ground, star formation, SN feedback and AGN feedback. Paper I
showed that these simulations are able to reproduce two distinct
populations of cool core and non-cool core clusters and that the
mass distribution, SZ properties and stellar content of the galaxies
largely match currently available observational results. In this pa-
per, we focus on the evolution of the stellar population, as well as
the chemodynamical properties of both the stars and the ICM over
cosmic time.
Our analysis lead to several conclusions that we can summarize
in the following points.
(i) The stellar mass in the central regions compares well to that
measured for BCGs (Oliva-Altamirano et al. 2015), but the modest
(∼5 kpc) spatial resolution of the simulations artificially enhances
tidal stripping, leading to a massive extended stellar halo.
(ii) The sSFR averaged within the entire cluster volume (density
contrasts of a few hundred with respect to critical) is relatively
low (∼10−2 Gyr−1, but the population mean increases towards the
centre. This increase is due to the subpopulation of cool core clusters
in our sample; non-cool core clusters are quenched within the inner
300 kpc, or density contrasts of a few thousand. In the outer regions
dominated by infalling material, some of the satellite and central
galaxies have residual star formation, i.e. are not totally quenched,
driving the average upward, albeit weakly, with radius. The star
formation rates of central galaxies in cool core systems are higher
than observed, suggesting that improvements to spatial resolution
and mode of feedback may be required to suppress star formation
in the most massive clusters.
(iii) The mean age of the stellar population at redshift z = 0
agrees with the observations of Oliva-Altamirano et al. (2015); the
results are consistent with a scenario in which most of the stellar
mass consists of an old-age (∼10 Gyr at redshift z = 0) stellar
population.
(iv) The stellar metallicities throughout the cluster are lower than
in the observations, but yields are uncertain and higher values are
produced when the resolution is increased. The missing metal yield
from unresolved galaxies is estimated using a simple analytical
argument to increase Z by only a small amount, ∼0.01.
(v) The metallicities of satellite galaxies are a factor 5 too low
compared to observations. These metallicities have to be treated
differently than the average stellar metallicity because they are in-
fluenced by the fraction of metals from stellar yield that the galaxies
are able to retain. The low values most likely reflect the inability of
satellites to retain metals due to the large value gravitational soft-
ening that makes the gravitational potential very shallow. Higher
spatial resolution potentially combined with higher adopted metal
yields from star formation motivated by observations (Appendix B)
should alleviate this discrepancy.
(vi) The clusters accrete gas from the IGM and grow inside out.
The accretion speed reaches a maximum at a radius 2R200, m as
found by previous authors (Wetzel & Nagai 2015; Lau et al. 2015;
More et al. 2015). Within this radius the metallicity of the ICM
is well described by an equilibrium model in which accretion of
low metallicity gas from the IGM is balanced by the production of
metals from star formation events.
(vii) In the outer regions of clusters, luminosity-weighted metal-
licities are systematically higher than mass-weighted values be-
cause metals tend to cluster in locally overdense structures at large
cluster-centric radii.
(viii) Cool core clusters have steeper central ICM and stellar
metallicity gradients than non-cool clusters. This result is in agree-
ment with Rasia et al. (2015), who use completely independent
simulation methods.
(ix) Comparison to the results of simulations with similar im-
plementations of galaxy formation recipes and comparable resolu-
tion published in the literature provides interesting insight into the
limitations of current models. The SPH simulation performed by
Planelles et al. (2014) show ICM metallicities slightly higher than
the observed ones and stellar metallicities closer to the observa-
tions than the ones found in RHAPSODY-G. We speculate that this is
an effect of the different properties of metal mixing in SPH codes
compared to AMR codes; however, this statement should be tested
by direct comparison. The effect of resolution can be appreciated
when comparing to the EAGLE (Schaye et al. 2015) and Illustris
(Vogelsberger et al. 2014) simulations which have higher resolution
(but a low number of high mass clusters): higher resolution may
help satellite galaxies at some degree to retain more of the metals
produced by star formation events.
While it is possible that the conundrum discussed by Renzini &
Andreon (2014) may be solved by re-analysis of available data on
massive clusters, it is more likely that the solution to the problem
may require modifying stellar yields, which may imply that the
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initial SMF is sensitive to environment, at least in the extreme cases
realized by massive cluster progenitors.
Another fact that might alleviate the discrepancies between our
simulations and metallicity measurements is the fact that we assume
a cosmic baryon fraction 0.18, while the latest result from Planck
suggest a cosmic baryon fraction 0.146 (Planck Collaboration XIII
2015). For a fixed amount of star formation and hence metal pro-
duction, that will lead to slightly underestimating the metallicity of
the ICM.
Independently of the quality of the observational data and on the
value of the cosmological parameters, the fact that the results of sev-
eral simulation techniques provide very different results concerning
the metallicity distribution in clusters is an important issue: it tells us
that the phenomena that play a role in setting the cluster metallicity
are not implemented in an algorithm-independent way yet and are
still affected by resolution-dependent modelling. The discussion in
Appendix B shows that the exact metal content of simulated clusters
also depends on the specific choice for the value of the stellar yield.
Better modelling demands future simulations to resolve the satellite
galaxies better than is currently achieved, since they play a very
important role in determining the net metal injection from star for-
mation events. The issue of convergence with increasing resolution
has to be carefully taken into account. Convergence is not simple
to assess in these multiscale simulations. In fact, just increasing the
resolution might produce better numerically converged properties
for galaxies, gas mixing, ram-pressure stripping for a given set of
subgrid models. However, such models rapidly become inaccurate
and unphysical if the resolution is increased by several orders of
magnitude. For these reasons, achieving simulations that converge
to a physical solution at high resolution is extremely challenging
and efforts have to be spent in (i) improving the numerical effi-
ciency of the codes to achieve better resolution, and (ii) developing
better physically motivated models which have weaker dependen-
cies on resolution. For state-of-the-art and future simulations of
galaxy clusters at resolution better than ∼kpc, different and more
sophisticated models of feedback should be considered if one is
interested in properly suppressing the formation of excess mass in
the most massive satellites and in the centrals. Such models would
include improved models for AGN feedback as well as subgrid
modelling of turbulent and cosmic ray pressure. It is one of the
goals of the RHAPSODY-G project to implement such improvements
to better match observations and simulations in the future.
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APPENDI X A : METAL YI ELD FROM
U N R E S O LV E D S T E L L A R PO P U L AT I O N S
In this appendix we try to quantify the amount of metals that are
not produced in the simulations because limited resolution does not
allow us to resolve the formation of the whole galaxy population. In
an ideal simulation with infinite resolution the stellar mass within
the virial radius would be
M∗(<Rvir) =
∫ Mmax
Mmin
dM∗φ(M∗)M∗ + MICL, (A1)
where φ(M∗) is the real SMF, MICL is the mass in the ICL and Mmin
= 108 M is a minimum mass threshold and Mmax = 1.23 × 1011
M is the characteristic mass scale of the Schechter function. In a
simulation with finite resolution, the stellar mass within the virial
radius would be
M∗,res(<Rvir) =
∫ Mmax
Mmin
dM∗φres(M∗)M∗ + MICL,res, (A2)
where φres(M∗) is the SMF in the simulation and MICL, res is the mass
of the ICL resolved in the simulations. Under the assumption that
MICL, res ≈ MICL, the mass difference between the ideal case and the
normal simulation is
M∗ = M∗ − M∗,res =
∫ Mmax
Mmin
dM∗M∗[φ(M∗) − φres(M∗)]. (A3)
Now we proceed to compute the total mass in metals injected by
SNe. In our simulations the mass ejected by SNe is a fraction
η = 0.1 of the initial gaseous mass that is converted into stars; a
fraction y = 0.1 of this mass is made of metals. If we neglect the
fact that some metals will end up in newly formed stars, then the
total mass in metals expected within the virial radius in a normal
simulations is just given by
MZ,res ≈ yη1 − ηM∗,res. (A4)
In the ideal case with infinite resolution we would get a metal mass
equal to
MZ ≈ yη1 − ηM∗ =
yη
1 − η (M∗,res + M∗). (A5)
The final result is that the unresolved metal mass in the halo can be
written as
MZ ≈ yη1 − ηM∗ (A6)
A very important caveat is that equation (A6) deals only with in-
tegrated quantities, i.e. it applies to the halo as a whole and does
not include any information about the spatial distribution of metals,
which can be a very relevant issue. The unresolved metallicity can
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Table A1. The table contains the value for several quantities related to metal yield from the unresolved population of satellite galaxies within
the virial radius. The values are given for all the simulations available at redshift z = 0. Column 1: halo ID number. Column 2: resolution.
Column 3: gaseous mass within the virial radius. Column 4: unresolved metal mass within the virial radius. Column 5: unresolved metallicity
within the virial radius.
Unresolved metals at redshift z = 0
Halo Resolution Mgas(<Rvir) [M] MZ(<Rvir) [M] Zur(<Rvir) [Z]
211 R4K 1.65 × 1014 1.96 × 1010 5.93 × 10−3
337 R4K 1.80 × 1014 3.54 × 1010 9.82 × 10−3
348 R4K 2.01 × 1014 4.09 × 1010 1.03 × 10−2
361 R4K 1.85 × 1014 2.96 × 1010 8.02 × 10−3
377 R4K 1.73 × 1014 2.45 × 1010 7.09 × 10−3
448 R4K 1.71 × 1014 1.99 × 1010 5.79 × 10−3
474 R4K 4.49 × 1014 2.33 × 1011 2.59 × 10−2
545 R4K 1.64 × 1014 2.71 × 1010 8.23 × 10−3
572 R4K 1.74 × 1014 3.32 × 1010 9.54 × 10−3
653 R4K 1.35 × 1014 7.47 × 109 2.77 × 10−3
653 R8K 1.33 × 1014 6.90 × 108 2.59 × 10−4
be estimated by dividing the unresolved metal mass by the gaseous
mass:
Zur(<Rvir) ≈ MZ(<Rvir)
Mgas(<Rvir)
. (A7)
The values of the unresolved metallicities in each halo available at
redshift z = 0 are summarized in Table A1.
Given the values in Table A1 it is possible to come up with a
simple model to correct for the missing metal yield in simulations
with unresolved stellar populations. The mean unresolved metallic-
ity (with standard deviation) among all the 4K runs is
< Zur >R4K = (8 ± 6) × 10−3 Z. (A8)
Considering the way the unresolved metallicity scales with resolu-
tion in halo 653, we propose a formula for the missing metallicity
as a function of resolution:
Zur(M∗,res) = 8 × 10−3 Z + 2.5 × 10−3 Z
× (log10 M∗,res − 10.5), (A9)
where M∗ , res is the minimum resolved galaxy stellar mass and cor-
responds to ∼500 particles in our simulations.
A P P E N D I X B : E F F E C T O F T H E M E TA L Y I E L D
F RO M S TA R F O R M AT I O N
In our fiducial RHAPSODY-G simulations we always assumed a stellar
yield y = 0.1. This value for the metal yield has been chosen to
match, on average, the metal enrichment from massive stars as
computed by Woosley & Weaver (1995). However, the metal yield
of a given star depends on its composition and evolution and this
leaves some freedom to choose the average stellar yield of a stellar
population. For example, Lilly et al. (2013) assume a metal yield
as high as four times the value we adopted in RHAPSODY-G. We
performed a test of the impact of y on our results by re-simulating
halo 545 with metal yield y = 0.2, i.e. twice as large as in the original
run. The stellar mass–metallicity relation of this re-simulation is
compared to that of the original one in Fig. B1. The stellar mass
in the simulated galaxies does not change much between the two
Figure B1. Stellar mass–metallicity relation at low redshift for the galaxies
in halo 545 R4K with y = 0.1 (blue) and for the galaxies in halo 545 R4K
with y = 0.2(red). Centrals are represented by full colour squares, satellites
by semitransparent squares. The simulations are compared to the BCG data
from Oliva-Altamirano et al. (2015; black points with error bars) and to the
global stellar mass–metallicity relation determined by Gallazzi et al. (2005;
black line with shaded area representing the 1σ scatter).
runs, but with twice the yield the stellar metallicity doubles too.
Combining this result with those in the main paper, we conclude
that a combination of high resolution and higher metal yield might
alleviate (and possibly get rid of) the discrepancy between observed
metallicities and the simulations.
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