Abstract. We introduce a new iteration method called Picard-S iteration. We show that the Picard-S iteration method can be used to approximate the fixed point of contraction mappings. Also, we show that our new iteration method is equivalent and converges faster than CR iteration method for the aforementioned class of mappings. Furthermore, by providing an example, it is shown that the Picard-S iteration method converges faster than all Picard, Mann, Ishikawa, Noor, SP, CR, S and some other iteration methods in the existing literature. A data dependence result is proven for fixed point of contraction mappings with the help of the new iteration method. Finally, we show that the Picard-S iteration method can be used to solve differential equations with retarded argument.
Introduction
Fixed point theory has been appeared as one of the most powerful and substantial theoretical tools of mathematics. This theory has a long history and has been studied intensively by many researchers in various aspects. The main objective of studies in the fixed point theory is to find solutions for the following equation which is commonly known as fixed point equation:
where T is a self-map of an ambient space X and x ∈ X. A wide variety of problems arise in all areas of physical, chemical and biological sciences, engineering, economics, and management can be modelled by linear or nonlinear equations of form
where F is a linear or nonlinear operator. Equations of form (1.2) can be easily reformulated as a fixed point equation of form (1.1). Since equation (1.1) has the same solution as the original equation (1.1), finding solutions of equation (1.1) leads to solutions of equation (1.2) . To solve equations given by (1.1), two types of methods are normally used: direct methods and iterative methods. Due to various reasons, direct methods can be impractical or fail in solving equations (1.1), and thus iterative methods become a viable alternative. For this reason, the iterative approximation of fixed points has become one of the major and basic tools in the theory of equations. Consequently, the literature of this highly dynamic research area abounds many iterative methods that have been introduced and developed by a wide audience of researchers to serve various purposes, viz., [12, 13, 14, 21, 23, 29, 39, 42, 43] among others. We begin our exposition with an overview of various iterative methods. We will denote the set of all positive integers including zero by N over the course of this paper. Let D be a nonempty convex subset of a Banach space B, and T a self map of D. A point x * ∈ D satisfying T x = x is called fixed point of T , and the set of all fixed point of T denoted by F T . Let η i n ∞ n=0
, i ∈ {0, 1, 2} be real sequences in [0, 1] satisfying certain control condition(s).
The most popular and simplest iteration method is formulated by
and is known as Picard iteration method [33] , which is commonly used to approximate fixed point of contraction mappings satisfying
The following iteration methods are referred to as Mann [26] , Ishikawa [18] , Noor [27] , SP [32] , S [2, 38] and CR [10] iteration methods, respectively:
Studying the convergence of fixed point iteration methods is of utmost importance from various aspects and thus, in recent years, much attention has been given to study of convergence of various iterative methods for different classes of operators, e.g. [24, 25, 28, 30, 40] . In many cases, there can be more than one iteration method to approximate fixed points of a particular mapping, e.g. [8, 22, 35, 36, 37, 44] .
In such cases, one must make a choice among some given iteration methods by taking into account some important criteria. For example, there are two main criteria such as the speed of convergence and simplicity which make an iteration method more effective than the others. In such cases, the following problems arise naturally: Which one of these iteration methods converges faster to the fixed point in question? and How do we compare the speed of these iteration methods that converge to the same fixed point? There are only a few attempts to solve such an important numerical problem, see [3, 6, 7, 9, 16, 17, 22, 31, 34, 47, 48] .
The following definitions about the rate of convergence are due to Berinde [5] .
and {b n } ∞ n=0 be two sequences of real numbers with limits a and b, respectively. Assume that there exists u n − p ≤ a n for all n ∈ N, converges faster than {v n } ∞ n=0 to p. In the sequel, whenever we talk about the rate of convergence, we refer to the definitions given above.
In 2007, Agarwal et al. [2] addressed the following question: Is it possible to develop an iteration process whose rate of convergence is faster than the Picard iteration (1.3)?
They answered this problem by introducing an S-iteration method defined by (1.9). It was shown in [2] that S-iteration method (1.9) converges at a rate same as that of Picard iteration method (1.3) and faster than Mann iteration method (1.5) for the class of contraction mappings satisfying (1.4). In 2009, Sahu [38] was interested in the same problem and proved both theoretically and numerically that S-iteration method (1.9) converges at a rate faster than both Picard iteration method (1.3) and Mann iteration method (1.5) for the class of contraction mappings (1.4). A recent study by Chugh, et al. [10] shows that CR iterative method (1.10) converges faster than the Picard (1.3), Mann (1.5), Ishikawa (1.6), Noor (1.7), SP (1.8) and S (1.9) iterative methods for a particular class of quasi-contractive operators which include the aforementioned class of contraction operators.
Inspired by the works mentioned above, we propose the following problem: Problem 1. Is it possible to develop an iteration process whose rate of convergence is even faster than the iteration (1.10)?
To answer this problem, we introduce the following iteration method called Picard-S iteration:
(1.14)
In this paper, we show that the Picard-S iteration method can be used to approximate fixed point of contraction mappings. Also, we show that our new iteration method is equivalent and converges faster than CR iteration method for the aforementioned class of mappings. Furthermore, by providing an example, when applied to contraction mappings it is shown that the Picard-S iteration method converges faster than CR iteration method and hence also faster than all Picard, Mann, Ishikawa, Noor, SP, S and some other iteration methods in the existing literature. A data dependence result is proven for fixed point of contraction mappings with the help of the new iteration method. Finally, we show that the Picard-S iteration method can be used as an effective method to solve differential equations with retarded argument.
In order to obtain our main results we need following definition and lemmas.
Definition 3. [4] Let T , T : B → B be two operators. We say that T is an approximate operator of T if for all
x ∈ B and for a fixed ε > 0 we have
and {ρ n } ∞ n=0 be nonnegative real sequences satisfying the following inequality:
where λ n ∈ (0, 1), for all n ≥ n 0 ,
λ n = ∞, and
be a nonnegative sequence for which one assumes there exists n 0 ∈ N, such that for all n ≥ n 0 one has satisfied the inequality
µ n = ∞ and η n ≥ 0, ∀n ∈ N. Then the following inequality holds
Main Results
Convergence Analysis be an iterative sequence generated by (1.14) with real sequences η
Proof. The well-known Picard-Banach theorem guarantees the existence and uniqueness of x * . We will show that x n → x * as n → ∞. From (1.4) and (1.14) we have
Repetition of above processes gives the following inequalities
It is well-known from the classical analysis that 1−x ≤ e −x for all x ∈ [0, 1]. Taking into account these facts together with (2.5), we obtain (2.7)
Taking the limit of both sides of inequality (2.7) yields lim n→∞ x n − x * = 0, i.e. x n → x * as n → ∞. 
Proof. We will prove (i)⇒(ii), that is, if Picard-S iteration method (1.14) converges to x * , then CR iteration method (1.10) does too. Now by using (1.14), (1.10) and condition (1.4), we have
Combining (2.8), (2.9), and (2.10)
Since δ ∈ (0, 1) and η i n ∈ [0, 1], for all n ∈ N and for each i ∈ {0, 1, 2} (2.12)
An application of the inequalitiy (2.12) to (2.11) yields (2.13)
Since lim n→∞ x n − x * = 0 and T x * = x * , lim n→∞ y n − T y n = 0 which implies ρ n λn → 0 as n → ∞. Thus all conditions of Lemma 1 are fulfilled by (2.13), and so lim n→∞ x n − u n = 0. Since
Next we will prove (ii)⇒(i). Using (1.14), (1.10) and condition (1.4), we have
Combining (2.16), (2.17), and (2.18)
Since lim n→∞ u n − x * = 0 and T x * = x * , lim n→∞ v n − T v n = 0 which implies ρ n λn → 0 as n → ∞. Hence an application of Lemma 1 to (2.19) yields lim n→∞ u n − x n = 0. Since 
For given x 0 = u 0 ∈ D, consider iterative sequences {u n } ∞ n=0 and {x n } ∞ n=0
defined by (1.10) and (1.14) , respectively. Then {x n } ∞ n=0 converges to x * faster than {u n } ∞ n=0 does. Proof. The following inequality comes from inequality (2.5) of Theorem 1
The following inequality is due to ( [20] , inequality (2.26) of Theorem 3)
which is obtained from (1.10). An application of assumption (i) to (2.22) and (2.23), respectively, leads to
Therefore, we have In order to support analytical proof of Theorem 3 and to illustrate the efficiency of Picard-S iteration method (1.14), we will use a numerical example provided by Sahu [38] for the sake of consistent comparison. 18 and x * = 3, see [38] . Take η 
It thus follows from well-known ratio test that
0 n = η 1 k = η 2 k = 1
A Data Dependence Result
We are now able to establish the following data dependence result.
Theorem 4. Let T be an approximate operator of T satisfying condition (1.4) . Let {x n } ∞ n=0 be an iterative sequence generated by (1.14) for T and define an iterative sequence { x n } ∞ n=0 as follows
where ε > 0 is a fixed number.
Proof. It follows from (1.4), (1.14), and (2.31) that
Combining (2.33), (2.34), and (2.35) and using the facts δ and δ 2 ∈ (0, 1)
n , and thus, inequality (2.36) becomes
Denote that
It follows from Lemma 2 that
From Theorem 1 we know that lim n→∞ x n = x * . Thus, using this fact together with the assumption lim n→∞ x n = x * we obtain (2.37) is a Banach space, see [15] .
An Application
In this section we will be interested in the following delay differential equation
with initial condition (2.39)
We opine that the following conditions are performed
By a solution of the problem (2.38)-(2.39) we understand a function
The problem (2.38)-(2.39) can be reformulated in the following form of integral equation
The following result can be found in [11] . 
Now we are in a position to give the following result. (1.14) converges to x * .
Proof. Let {x n } ∞ n=0 be a iterative sequence generated by Picard-S iteration method (1.14) for the operator
Denote by x * the fixed point of T . We will show that x n → x * as n → ∞. For t ∈ [t 0 − τ , t 0 ], it is easy to see that x n → x * as n → ∞. |x n (s − τ ) − x * (s − τ )| ds
L f ( x n − x * ∞ + x n − x * ∞ ) ds which lead us to lim n→∞ x n − x * ∞ = 0.
