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Abstract. The use of geometric invariants has recently played an important
role in the solution of classification problems in non-commutative ring theory.
We construct geometric invariants of non-commutative projectivizataions, a
significant class of examples in non-commutative algebraic geometry. More
precisely, if S is an affine, noetherian scheme, X is a separated, noetherian
S-scheme, E is a coherent OX -bimodule and I ⊂ T (E) is a graded ideal then
we develop a compatibility theory on adjoint squares in order to construct
the functor Γn of flat families of truncated T (E)/I-point modules of length
n + 1. For n ≥ 1 we represent Γn as a closed subscheme of PX2(E
⊗n). The
representing scheme is defined in terms of both In and the bimodule Segre
embedding, which we construct.
Truncating a truncated family of point modules of length i+ 1 by taking
its first i components defines a morphism Γi → Γi−1 which makes the set
{Γn} an inverse system. In order for the point modules of T (E)/I to be
parameterizable by a scheme, this system must be eventually constant. In
[20], we give sufficient conditions for this system to be constant and show that
these conditions are satisfied when ProjT (E)/I is a quantum ruled surface. In
this case, we show the point modules over T (E)/I are parameterized by the
closed points of PX2(E).
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CHAPTER 1
Introduction
Many solutions to classification problems in non-commutative ring theory have
recently been attained with the aid of geometric invariants. By associating to a
non-commutative ring a scheme whose geometric properties reflect the properties
of the ring, we may use the geometry of schemes to study the ring. The discovery of
geometric invariants associated to non-commutative rings has proved enormously
helpful in classifying non-commutative rings of low dimension. In [2, 3], this tech-
nique is used to classify domains of dimension two and to classify three dimensional
non-commutative rings which are close to commutative polynomial rings, including
three-dimensional Sklyanin algebras, the enveloping algebra of the Heisenberg Lie
algebra, and a significant class of three-dimensional iterated Ore extensions.
1.1. Geometric invariants in the absolute case
We recount the construction and use of geometric invariants of graded rings
over a field k given in [3]. Suppose V is a finite dimensional k-vector space, T (V )
is the tensor algebra of V , I ⊂ T (V ) is a homogeneous ideal and A = T (V )/I.
Definition 1.1. [3, Definition 3.8, p. 45] A graded right A-module M is a point
module if:
(1) it is generated in degree zero,
(2) M0 = k, and
(3) dimMi = 1 for all i ≥ 0.
A truncated point module of length n+ 1 is a module M satisfying (1) and
(2) above and whose Hilbert function is 1 if 0 ≤ i ≤ n and 0 otherwise.
If A is commutative, an A-point module is isomorphic to a polynomial ring
in one variable, and is thus the coordinate ring of a closed point in ProjA. Fur-
thermore, if k is algebraically closed, the point modules of A are parameterized by
ProjA.
Definition 1.2. [3, Definition 3.8, p. 45] Let R be a commutative k-algebra. A
flat family of A-point modules parameterized by SpecR is a graded R⊗kA
module M , generated in degree zero, such that M0 ∼= R and Mi is locally free of
rank one for each i. Families of truncated point modules are defined similarly.
Let k denote the category of affine noetherian k-schemes.
Definition 1.3. The assignment Γn : k→ Sets sending U to
{isomorphism classes of truncated U -families of length n+1}
and sending f : V → U to the map Γn(f) defined by Γn(f)[M ] = [f∗M ], is the
functor of flat families of truncated A-point modules of length n+ 1.
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Proposition 1.4. [3, Proposition 3.9, p. 46] The functor Γn of flat families of
truncated A-modules of length n+ 1 is representable. We abuse notation by letting
Γn denote the scheme representing the functor Γn.
The scheme Γn is a subscheme of PSpeck(V )
n which depends on In, the nth
graded piece of I.
Truncating a truncated family of point modules of length i + 1 by taking its
first i components defines a morphism Γi → Γi−1 which makes the set {Γn} an
inverse system. In order for the point modules of A to be parameterizable by a
scheme, this system must be eventually constant.
If A = T (V ), then it is not hard to show that Γn = PSpeck(V )
n for all n. In this
case, the inverse system {Γn} is never constant, and the point modules over A are
not parameterizable by a scheme. If A = S(V ), the symmetric algebra of V , then
the truncation morphisms Γi → Γi−1 are isomorphisms for all i > 1. In particular,
Γn ∼= PSpeck(V ) for all n ≥ 1. Thus, the inverse limit, Γ, of the inverse system {Γn}
is just PSpeck(V ) = ProjA. This is not surprising in light of the fact that when A is
commutative and k is algebraically closed, the closed points of Γ correspond to the
closed points of ProjA. Although Γn is relatively easy to compute in case A = T (V )
or A = S(V ), the computation of Γn is usually more complicated. Nevertheless,
Artin, Tate and Van den Bergh describe sufficient conditions for the inverse system
{Γn} to be eventually constant [3, Propositions 3.5, 3.6, and 3.7, pp. 44-45]. They
then show that these conditions are satisfied when A is a regular algebra of global
dimension two or three generated in degree one. If A is a regular algebra of global
dimension two generated in degree one, the truncation map Γn → Γ2 is an iso-
morphism, and Γ2 is the graph of an automorphism of P
1. Furthermore, two such
algebras are isomorphic if and only if the conjugacy classes of the corresponding
automorphisms of P1 are the same ([3, p.47-48]). Regular algebras of dimension
three generated in degree one are also classified by their associated point scheme,
but the description of their classification is more complicated than the dimension
two case [3, Theorem 3, p. 36].
While regular algebras of global dimension four generated in degree one are far
from classified, important classes of such algebras are characterized by their point
schemes and by higher dimensional geometric invariants. For a brief discussion of
work in this direction, see [23, 24].
1.2. Bimodules and algebras
The aim of this paper is to obtain a relative version of Proposition 1.4. More
precisely, if S is an affine, noetherian scheme, X is a separated, noetherian S-
scheme, E is a coherent OX -bimodule, T (E) is the tensor algebra of E (Example
3.25) and I ⊂ T (E) is an ideal, then we associate to B = T (E)/I a scheme of points
which specializes to Artin, Tate and Van den Bergh’s construction when S = X is
the spectrum of a field.
Important examples in noncommutative algebraic geometry are constructed
from B. For example, suppose X is a smooth curve over k and E is an OX -bimodule
which is locally free of rank two. If Q ⊂ E ⊗OX E is an invertible bimodule, then
the quotient B = T (E)/(Q) is a bimodule algebra. A quantum ruled surface was
originally defined by Van den Bergh to be the quotient of GrmodB by direct limits of
modules which are zero in high degree [21, p.33], ProjB. In order that B has desired
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regularity properties, Patrick imposes the condition of admissibility on Q [21, Sec-
tion 2.3] and birationally classifies many instances of such quantum ruled surfaces
[22, Section 3]. In [20] we follow a suggestion of Van den Bergh by insisting that
Q be nondegenerate [20, Definition 2.17]. Quotients of four-dimensional Sklyanin
algebras by central homogeneous elements of degree two provide important exam-
ples of coordinate rings of quantum ruled surfaces in this sense [26, Theorem 7.4.1,
p. 29].
In order to describe our generalization of Proposition 1.4, we first describe
our generalization of a flat family of point modules. Just as when S = X is the
spectrum of a field, in order to define such a family, we need to know that if
f : V → U is a map of affine S-schemes, B is an OU×X -bimodule algebra, and if
f˜ = f × idX : V ×X → U ×X , then (f˜ × f˜)∗B inherits an OV×X -bimodule algebra
structure from B. Because the definitions of the bimodule tensor product (Defini-
tion 3.5), the associativity isomorphisms of this product (Proposition 3.6), and the
left and right unit morphisms (3.5) are quite complicated, the fact that a bimodule
algebra can be lifted to a different base poses technical difficulties. However, the
compatibilities one needs in order to lift a bimodule algebra can be neatly described
in the language of indexed categories. The fact that a bimodule algebra can be lifted
reduces to the fact that associativity of the bimodule tensor product and the left
and right unit morphisms are indexed natural transformations. In order to prove
these facts, we define, in Chapter 2, the category of squares. After reviewing the
definitions of indexed category, indexed functor and indexed natural transforma-
tion, we give necessary conditions under which families of functors between indexed
categories are indexed (Proposition 2.25) and under which transformations associ-
ated to squares of indexed categories are indexed (Proposition 2.27). Since both
the bimodule tensor product associativity maps and the left and right unit maps
are a composition of transformations associated to squares, they can be shown to
be indexed (Proposition 3.37 and Proposition 3.38).
1.3. Geometric invariants in the relative case
Now suppose B is anOS×X -bimodule algebra, U is a noetherian affine S scheme,
f : U → S is the structure map, d : U → U×U is the diagonal map and f˜ = f×idX :
U ×X → S ×X . Let BU = (f˜ × f˜)∗B.
Definition. A family of B-point modules parameterized by U is a graded
BU -moduleM0⊕M1⊕· · · generated in degree zero such that, for each i ≥ 0 there
exists a map
qi : U → X
and an invertible OU -module Li with L0 ∼= OU and
Mi ∼= (idU × qi)∗d∗Li.
A family of truncated B-point modules of length n+ 1 parameterized by
U is a graded BU -module M0 ⊕M1 ⊕ · · · generated in degree zero, such that for
each i ≥ 0 there exists a map
qi : U → X
and an invertible OU -module Li with L0 ∼= OU ,
Mi ∼= (idU × qi)∗d∗Li
for i ≤ n and Mi = 0 for i > n.
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Definition. Let S be the category of affine, noetherian S-schemes. The assignment
Γn : S→ Sets sending U to
{isomorphism classes of truncated U -families of length n+1}
and sending f : V → U to the map Γn(f) defined by Γn(f)[M] = [f˜∗M], is the
functor of flat families of truncated B-point modules of length n+ 1.
We show that the functor Γn is representable. In order to describe the repre-
senting scheme, we introduce a generalization of the Segre embedding, which we
now proceed to describe. First, we need some definitions. If W is a scheme and A
is a quasi-coherent OW -module, then we let SSuppA denote the scheme theoretic
support of A. Let pA : PW (A)→W be the structure map.
Definition. Let X , Y , and Z be schemes, suppose E is a quasi-coherent OX×Y -
module and F is a quasi-coherent OY×Z-module. We say that E and F have the
affine direct image property if the restriction of the projection map pr13 to
SSupp(pr12
∗E ⊗ pr23
∗F)
is affine.
We denote by
PX×Y (E)⊗Y PY×Z(F)
the fiber product in the following diagram:
PX×Y (E)⊗Y PY×Z(F)
qF
))RR
RRR
RRR
RRR
RRR
qE
uullll
lll
lll
lll
l
PX×Y (E)
pE

PY×Z(F)
pF

X × Y
pr2
))SSS
SSS
SSS
SSS
SSS
SS
Y × Z
pr1
uukkkk
kkk
kkk
kkk
kkk
k
Y .
We prove the following Theorem (Theorem 6.5):
Theorem. Let E be a quasi-coherent OX×Y -module and let F be a quasi-coherent
OY×Z-module such that E and F have the affine direct image property. Then there
exists a canonical map
s : PX×Y (E)⊗Y PY×Z(F)→ PX×Z(E ⊗OY F)
such that s is a closed immersion which is functorial, compatible with base change,
and associative.
We call the map s in the previous theorem the bimodule Segre embedding.
The bimodule Segre embedding is uniquely determined by algebraic data (Theorem
6.5).
Our generalization of Proposition 1.4 takes on the following form: if we let
X = Y and define the trivial bimodule Segre embedding s : PX2(E)
⊗1 → PX2(E
⊗1)
as the identity map, then we have Theorem 7.1:
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Theorem. For n ≥ 1, Γn is represented by the pullback of the diagram
PX2(E)
⊗n
s

PX2(E
⊗n/In) // PX2(E
⊗n)
Now suppose S = Spec k.
Definition 1.5. A point module over B is an N-graded B-moduleM0⊕M1⊕· · ·
such that, for each i ≥ 0, the multiplication map Mi ⊗OU×X B1 → Mi+1 is an
epimorphism and Mi ∼= Opi for some closed point pi ∈ X .
As in the case when S = X = Spec k, truncating a truncated family of point
modules of length i + 1 by taking its first i components defines a morphism Γi →
Γi−1. This collection of morphisms makes the set {Γn} an inverse system. In order
for the point modules of B = T (E)/I to be parameterized by a scheme, this system
must be eventually constant. In [20], we prove, as suggested by Van den Bergh,
analogues of [3, Propositions 3.5, 3.6, and 3.7, pp. 44-45] in order to give sufficient
conditions for the inverse system {Γn} to be eventually constant. Our main result
in this direction is [20, Proposition 2.22, p. 775]:
Proposition 1.6. (1) For n ≥ m, Let pnm : Γn → Γm denote the map induced
by truncation. Assume that, for some d, pd+1d defines a closed immersion
from Γd+1 to Γd, thus identifying Γd+1 with a closed subscheme E ⊂ Γd.
Then Γd+1 defines a map σ : E → Γd such that if (p1, . . . , pd) is a point
in E,
σ(p1, . . . , pd) = (p2, . . . , pd+1),
where (p1, . . . , pd+1) is the unique point of Γd+1 lying over (p1, . . . , pd) ∈
Γd.
(2) If, in addition, σ(E) ⊂ E, I is generated in degree ≤ d and Γ has linear
fibres [20, Definition 2.17, p. 773], then pnd : Γn → E is an isomorphism
for every n ≥ d+ 1.
In [20], we use Proposition 1.6 to show that, when ProjB is a ruled surface in
the sense of [20], the point modules over B are parameterized by the closed points
of PX2(E).
Van den Bergh has developed another definition of quantum ruled surface [27,
Definition 11.4, p.35], based on the notion of a non-commutative symmetric algebra
generated by E , which does not depend on Q! Van den Bergh proves [27] that the
functor of flat families of B-point modules is represented by PX2(E), without using
Theorem 7.1, then uses this parameterization to show that the category of graded
modules over a non-commutative symmetric algebra is noetherian. While Van den
Bergh’s proof is specific to non-commutative P1-bundles, our results apply to any
non-commutative projectivization.
1.4. Organization of the paper
In Chapter 2 we study the category of squares, and use the resulting theory to
provide conditions under which a family of functors between indexed categories is
indexed, and conditions under which a family of natural transformations associated
to a square of indexed categories is indexed. In Chapter 3, after reviewing the
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definitions and basic properties of bimodules and bimodule algebras, we use the
results of Chapter 2 to show that a bimodule algebra, and a module over a bimodule
algebra, may be lifted to a different base. This allows us to define Γn. In Chapter
4 we show that Γn is compatible with descent (Definition 4.1). This fact allows
us to deduce that Γn is representable by showing that a suitable subfunctor of Γn
imbeds in the scheme of points which ostensibly represents Γn.
Now, suppose (I)i = 0 for i < n. In Chapter 5, we represent Γi for 0 ≤ i < n.
The proof is technical and employs the compatibility result Corollary 2.10. In
Chapter 6 we define the bimodule Segre embedding and show that it is functorial,
associative and compatible with base change. These properties allow us to show
the map s : PX2(E)
⊗n → PX2(E
⊗n) is well defined. We then show, in Chapter 7,
that Γi is representable for i ≥ n.
1.5. Advice to the reader
Our attention to compatibilities tends to remove emphasis from the basic idea
behind the proof of Theorem 7.1. For the reader who wishes to ignore issues of
compatibility, we offer a list of items which can be read independently of the rest
of the paper, and which gives the reader the idea behind the proof of Theorem 7.1.
For those who want to read the complete proof of Theorem 7.1, we recommend first
reading this list of items before attempting to read the entire paper.
• Chapter 2: Introduction, Definition 2.3 through the definition of the “2-
cell dual to Φ”, Examples 2.4 and 2.5.
• Chapter 3: Introduction, Section 3.1, Section 3.2, Section 3.4 through
the statement of Lemma 3.45, the statement of Proposition 3.46, and
Definition 3.47.
• Chapter 4: Through Section 4.3, Lemma 4.34 and Lemma 4.35.
• Chapter 5: Through the proof of Proposition 5.19, Step 2, and Proposition
5.20.
• Chapter 6: Through Section 6.1 (ignoring Example 6.3), Lemmas 6.13
and 6.22, and Propositions 6.23 and 6.24.
• Chapter 7: Everything except the proof that ΣFr is natural in Proposition
7.4.
1.6. Notation and conventions
We will denote indexed categories by A, B, C, . . . , indexed functors by F, G,
H, . . . and indexed natural transformations (and ordinary natural transformations)
by ∆, Θ, Ω, . . .. We will denote categories and objects in 2-categories by A, B, C,
. . . and functors by F , G, H , . . .. We will denote objects in an ordinary category
by A, B, C, . . .. We will denote morphisms between objects α, β, γ, . . . . In a
2-category, 2-cells will be denoted by =⇒, while 1-cells will be denoted by →. In
an ordinary category, morphisms will always be denoted by →.
There are four exceptions to the above conventions. If (F,G) is an adjoint pair
of functors with F left adjoint to G, then we denote its unit 2-cell by η : id =⇒ GF
and its counit 2-cell by ǫ : FG =⇒ id, thus using lowercase Greek letters instead
of our usual uppercase. In addition, Γn will denote a functor, violating the usual
convention that upper-case Greek denotes a natural transformation. If f : Y → X
is a map of schemes, then f∗ and f∗ will denote extension and restriction of scalars,
respectively. Similarly, if f : V → U is a morphism in a category S and A is an
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indexed category, then we write the induced functor f∗AU → AV . Finally, the map
of sheaves of rings associated to f , OX → f∗OY will sometimes be denoted f#.
If C and D are categories and F : C→ D and G : D→ C are functors, then we
write (F,G) if F is left adjoint to G. In this case, we will often make use of the
fact that the compositions
(1.1) F
F∗η +3 FGF
ǫ∗F +3 F G
η∗G +3 GFG
G∗η +3 G
are identities ([16, IV.1 Theorem 1 (ii)]).
If X is a scheme, then we let QcohX denote the category of quasi-coherent
OX -modules and we let CohX denote the category of coherent OX -modules. We
sayM is an OX -module if M is a quasi-coherent OX -module.
Throughout this paper, S will denote an affine, noetherian scheme and, from
Chapter 3 onwards, S will denote the category of affine, noetherian S-schemes.
Unless otherwise stated, all schemes are S schemes so that products are over S. If
f : V → U is a morphism in S, we let f˜ = f × idX : V ×X → U ×X , and we let
f˜2 : (V × X) × (V × X) → (U × X) × (U × X) denote the map f˜ × f˜ . We will
reintroduce this notation throughout to avoid confusion.
If U is a scheme and Y is a U -scheme, then we denote the n-fold product of Y
over U by (Y )nU . Thus, for example, (X × Y )
2
Y = (X × Y ) ×Y (X × Y ). This is,
roughly speaking, the subscheme of (X × Y ) × (X × Y ) where the Y -coordinates
are equal.
We will often abuse notation as follows: if q : U → X and r : U → Y are
morphisms of schemes and if d : U → U × U is the diagonal morphism, then we
sometimes write q × r to denote the morphism (q × r) ◦ d : U → X × Y . When
this abuse is employed, we write q × r : U → X × Y or we indicate that (q × r)∗
is a functor from the category of quasi-coherent OU -modules to the category of
quasi-coherent OX×Y -modules.
Acknowledgments. We thank M. Artin, C. Ingalls, D. Patrick, P. Perkins,
S.P. Smith, M. Van den Bergh and J. Zhang for numerous helpful conversations and
feedback on earlier versions of this paper. We thank the referee for their numerous
useful comments. We are especially indebted to S.P. Smith for suggesting the
study of points on quantum ruled surfaces, and for providing invaluable guidance
and support throughout the formulation of the ideas in this paper.

CHAPTER 2
Compatibilities on Squares
When working with several functors simultaneously, one sometimes finds dif-
ferent ways of constructing canonical natural transformations between their com-
positions. For example, let F : A→ B be a functor and suppose (F,G) is an adjoint
pair with unit and counit (η, ǫ). Then there are two obvious canonical morphisms
between F and itself. There is an identity transformation idF : F =⇒ F , and there
is also the transformation
F
F∗η +3 FGF
ǫ∗F +3 F,
where the symbol “∗” denotes the horizontal product of natural transformations
(Definition 2.2). This map equals the identity transformation (Equation 1.1). We
call equalities of this kind compatibilities, although our use of this term is not
standard. More generally, we call any commuting diagram of canonical morphisms
between objects in a category a compatibility. Authors faced with potential com-
patibilities sometimes assume all such diagrams commute since tedious proofs of
the commutativity of such “natural” diagrams exist on a case by case basis. For
an example of confessions of these assumptions, see [11, Chap. II.6].
The purpose of this chapter is to establish many of the compatibilities we need
in order to define and represent the functor Γn. SupposeX is a noetherian separated
scheme, f : V → U is a morphism of affine, noetherian schemes, f˜ = f × idX and
B is an OU×X -bimodule algebra. In order to define Γn, we must show that f˜2∗B
inherits an OV×X -bimodule algebra structure from B. The proof of this fact reduces
to the verification that several large diagrams, one involving the associativity of the
bimodule tensor product, the others involving the left and right scalar multiplication
maps, commute. Rather then check these complicated compatibilities directly, we
note that both the associativity of the tensor product and the scalar multiplication
maps are composed of canonical maps (Proposition 3.6, Proposition 3.7), each of
which can be described as data associated to a square (Definition 2.3). Motivated
by this observation, we study squares in general. Since the compatibilities we must
verify are neatly stated in the language of indexed categories, we introduce this
language (Definitions 2.16, 2.19 and 2.21). Then, using the theory of squares we
have developed, we reduce the compatibilities we must verify to more easily checked
compatibilities (Propositions 2.25 and 2.27).
The definition of a square (Definition 2.3) is inspired by the following situation
in algebraic geometry: Let Y, Y ′, Z and Z ′ be schemes with maps between them as
in the following diagram:
9
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(2.1) Y ′
p′ //
f ′

Y
f

Z ′ p
// Z.
Suppose that diagram (2.1) commutes. We then have the equality
Φ : f∗p
′
∗ = p∗f
′
∗.
Applying p∗ to the left of this equation and p′
∗
to the right, we have the equality
p∗f∗p
′
∗p
′∗ = p∗p∗f
′
∗p
′∗.
Composing this with various adjointness maps, we have the 2-cell dual to Φ
induced by (2.1):
Ψ : p∗f∗ =⇒ p
∗f∗p
′
∗p
′∗ = p∗p∗f
′
∗p
′∗ =⇒ f ′∗p
′∗.
We show (Lemma 2.8) that Φ and Ψ are dual to each other. It is this duality which
allows us to reduce a property of Ψ to its dual Φ. In the example above, since Φ is
trivial, we expect Φ to be an easier map to study then Ψ. This expectation is not
disappointed (Corollary 3.36).
We employ various results from the theory of squares elsewhere. Corollary 2.10
allows us to establish useful compatibilities in the category of sets, and is crucial
in the proof that the bimodule Segre embedding has desired properties. We also
use the Corollary to show that our representation of Γn is natural (Proposition
5.19). Propositions 2.13 and 2.14 allow us to relate the canonical and dual 2-cell of
a diagram to the canonical and dual 2-cells of various subdiagrams. These results
reflect the duality between Φ and Ψ.
2.1. 2-Categories
We review the definition of 2-categories since many of our results involve the
2-category of all categories. The following definition is from [7, Section 5].
Definition 2.1. A 2-category T consists of the following data:
(1) A class of objects obT,
(2) for each pair X, Y ∈ obT, a category Hom(X,Y) whose objects, called 1-
morphisms, are represented by X
F // Y and whose morphisms, called
2-morphisms or 2-cells, are represented by
X
F
%%
G
99
 
 ∆ Y
subject to the following conditions:
(a) (Composition of 1-morphisms) Given a diagram
X
F // Y
G // Z
there exists a diagram
X
G◦F // Z
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and this composition is associative,
(b) (Identity for 1-morphisms) For each object X there is a 1-morphism
idX : X→ X such that if F : X→ Y is a 1-morphism, then F ◦ idX =
idY ◦F = F ,
(c) (Vertical composition of 2-morphisms) Given a diagram
X
F

 
 ∆
DD
H
 
 θ
G
// Y there exists X
F
((
H
66
 
 θ◦∆ Y
and this composition is associative,
(d) (Horizontal composition of 2-morphisms) Given a diagram
X
F
%%
F ′
99
 
 ∆ Y
G
%%
G′
99
 
 Θ Z there exists X
G◦F
((
G′◦F ′
66
 
Θ∗∆ Z
and this composition is associative,
(e) (Identity for 2-morphisms) For every 1-morphism F there is a 2-
morphism idF (or sometimes just F or id when the context is clear)
such that, given a diagram
X
F
%%
F ′
99
 
 ∆ Y
G
%%
G
99
 
 id Z
∆ ◦ idF = idF ′ ◦∆ and idG ∗ idF = idG◦F ,
(f) (Compatibility between horizontal and vertical composition of 2-cells)
Given a diagram
X
F

 
 ∆
DD
F ′′
 
∆′F
′
// Y
G

 
 Θ
EE
G′′
 
Θ′G
′
// Z
we have (Θ′ ◦Θ) ∗ (∆′ ◦∆) = (Θ′ ∗∆′) ◦ (Θ ∗∆).
Let Cat denote the category of categories, whose objects are (small) categories
and whose morphisms are functors between categories. If A and B are categories,
then the collection of functors between them, Hom(A,B) forms a category which has
natural transformations between functors as morphisms. We describe a horizontal
composition of natural transformations, ∗, (2d in Definition 2.1) which is associative
and satisfies 4e,f.
Definition 2.2. Suppose we are given a diagram of categories, functors, and 2-cells:
X
F
%%
F ′
99
 
 ∆ Y
G
&&
G′
88
 
 Θ Z.
12 2. COMPATIBILITIES ON SQUARES
The horizontal composition of ∆ and Θ, denoted Θ ∗∆ is defined, for every
object X of X, by the formula
(Θ ∗∆)X = ΘF ′X ◦G(∆X) = G
′(∆X) ◦ΘFX
This composition makes Cat a 2-category [16, Theorem 1, p. 44].
2.2. The category of squares
We define the category of squares and describe some of its properties. Appli-
cations of the theory will be deferred to later chapters.
Definition 2.3. Let Sq be the category defined as follows:
• The objects of Sq consist of
(1) a diagram of categories and functors
A
G′ //
H

B
F ′
oo
I

C
G //
D.
F
oo
such that (F,G) and (F ′, G′) are adjoint pairs with units/counits
(η, ǫ) and (η′, ǫ′) respectively, and
(2) a pair of natural transformations
Φ : IG′ +3 GH Ψ : FI +3 HF ′
such that Ψ is the composition
(2.2) FI
FI∗η +3 FIG′F ′
F∗Φ∗F ′ +3 FGHF ′
ǫ∗HF ′ +3 HF ′.
An object composed of this data will be denoted
(2.3) A
G′ //
H

Φ
AA
A
$
AA
A
B
F ′
oo
I

C
G //
D.
F
oo
We call Φ the canonical 2-cell associated to (2.3) and we call Ψ
the 2-cell dual to (2.3) or the 2-cell dual to Φ.
• A morphism (J,Θ)
(2.4) A
G′ //
H

Φ
??
?
#
??
?
B
F ′
oo
I

// A
G′ //
H

Φ
@@
@
#
@@
@
B
F ′
oo
I

C
G //
D
F
oo C
G //
D.
F
oo
in Sq consists of
2.2. THE CATEGORY OF SQUARES 13
(1) functors
JA,B,C,D : A,B,C,D→ A,B,C,D
and
(2) natural transformations
FJD
ΘF +3 JCF F ′JB
Θ
F ′ +3 JAF ′
JDG
ΘG +3 GJC JBG′
ΘG′ +3 G′JA
HJA
ΘH +3 JCH IJB
ΘI +3 JDI
such that the diagrams
(a)
JB
η′∗JB +3
JB∗η
′

G′F ′JB
G′∗Θ
F ′

FJDG
F∗ΘG +3
ΘF ∗G

FGJC
ǫ∗JC

JBG′F ′
ΘG′∗F
′
+3 G′JAF ′ JCFG
JC∗ǫ
+3 JC
and
(b)
IJBG′
ΘI∗G
′
!)J
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJI∗ΘG′
v~ tt
tt
tt
tt
t
tt
tt
tt
tt
IG′JA
Φ∗JA

JDIG′
JD∗Φ

GHJA
G∗ΘH  (J
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JJ
JDGH
ΘG∗Hu} tt
tt
tt
tt
t
tt
tt
tt
t
GJCH
commute.
Suppose (J,Θ) is a morphism (2.4) and (K,∆) is a morphism whose domain equals
the codomain of (J,Θ). Suppose the codomain of (K,∆) is the square
A
G′ //
H

Φ
@@
@
$
@@
@
B
F ′
oo
I

C
G //
D.
F
oo
Then the composition (K,∆) ◦ (J,Θ) is defined to be the pair (KJ,Ξ) where Ξ is
defined as follows:
ΞF = (K
C ∗ΘF ) ◦ (∆F ∗ J
D)
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and ΞF ′,H,I are defined similarly, and
ΞG = (∆G ∗ J
C) ◦ (KD ∗ΘG)
and ΞG′ is defined similarly. It is an easy but tedious exercise to show that the
composition (KJ,Ξ) is actually a morphism. We call Sq the category of squares.
Remark. An arbitrary square (2.3) will have an arbitrary Φ. Hence, calling Φ
canonical might seem ill advised. However, the following examples show that there
exists a canonical choice for Φ in important situations.
Example 2.4. Let Y, Y ′, Z and Z ′ be schemes with maps between them as in the
following diagram:
(2.5) Y ′
p′ //
f ′

Y
f

Z ′ p
// Z.
Suppose (2.5) commutes. If
Φ : f∗p
′
∗ =⇒ p∗f
′
∗.
is equality, then
QcohY ′
p′∗ //
f ′∗

Φ
LL
LL
LL
LL
!)L
LL
L
LL
LL
QcohY
p′∗
oo
f∗

QcohZ ′
p∗ //
QcohZ.
p∗
oo
is a square. We sometimes call Φ the canonical 2-cell induced by (2.5) or the
canonical 2-cell of the square induced by (2.5). We sometimes say Ψ is the
dual 2-cell to (2.5) or the dual 2-cell to the square induced by (2.5).
Example 2.5. Let f : Y → X be a map of schemes. For each P in QcohY , let
ΦP : f∗P ⊗ f∗− =⇒ f∗(P ⊗−).
be the natural transformation
f∗P ⊗ f∗− =⇒ f∗f
∗(f∗P ⊗ f∗−) =⇒ f∗(f
∗f∗P ⊗ f
∗f∗−) =⇒ f∗(P ⊗−).
Then
(2.6) QcohY
f∗ //
f∗(P⊗−)

ΦP
LLL
L
LLL
L
!)L
LLL LLL
L
QcohX
f∗
oo
f∗P⊗−

QcohX
id //
QcohX.
id
oo
is a square, and the dual to (2.6),
ΨP : f∗P ⊗− =⇒ f∗(P ⊗ f
∗−)
is the projection formula.
2.2. THE CATEGORY OF SQUARES 15
2.2.1. Elementary properties of squares.
Lemma 2.6. If
A
G′ //
H

Φ
AA
A
$
AA
A
B
F ′
oo
I

C
G //
D.
F
oo
is an object in Sq, then the diagrams
I
I∗η′ +3
η∗I

IG′F ′
η∗(IG′F ′)

H HF ′G′
H∗ǫ′ks
GFI
(GFI)∗η′
+3 GFIG′F ′ FGH
ǫ∗H
KS
FGHF ′G′
ǫ∗(HF ′G′)
KS
(FGH)∗ǫ′
ks
commute.
Proof. We first prove the left diagram commutes. To prove this assertion, we
apply 2f of Definition 2.1 to the diagram
B
idB
!!
 
 id
==
G′F ′
 
 η
′idB
// B
I
""
 
 η∗I
<<
GFI
 
 id
GFI
// D
and conclude that (η ∗ I) ∗ η′ = (GFI ∗ η′) ◦ (η ∗ I). But (η ∗ I) ∗ η′ = η ∗ (I ∗ η′)
by 2d of Definition 2.1. We claim η ∗ (I ∗ η′) = (η ∗ IG′F ′) ◦ (I ∗ η′). In fact, this
follows easily by applying 2f of Definition 2.1 to the diagram
B
idB
!!
 
 η
′
==
G′F ′
 
 idG
′F ′
// B
I
""
 
 id
<<
GFI
 
 η∗I
GFI
// D
Thus, the left square does indeed commute. The proof that the right diagram
commutes is similar, and we omit it. 
Objects in the category Sq enjoy the following compatibilities:
Proposition 2.7. If
A
G′ //
H

Φ
AA
A
$
AA
A
B
F ′
oo
I

C
G //
D.
F
oo
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is an object in Sq, then the diagrams
I
η∗I +3
I∗η′

GFI
G∗Ψ

FIG′
Ψ∗G′ +3
F∗Φ

HF ′G′
H∗ǫ′

IG′F ′
Φ∗F ′
+3 GHF ′ FGH
ǫ∗H
+3 H
commute.
Proof. We show the left diagram commutes. The argument that the right
diagram commutes is similar, so we omit it. We claim
I
I∗η′ +3
η∗I

IG′F ′
Φ∗F ′ +3
η∗(IG′F ′)

GHF ′
η∗GHF ′

GFI
(GFI)∗η
+3 GFIG′F ′
GF∗Φ∗F ′
+3 GFGHF ′
commutes. For, by Lemma 2.6, the left square commutes, while the right square
commutes by naturality of η. Since
G
η∗G +3 GFG
G∗ǫ +3 G
is the identity map, the diagram
I
I∗η′ +3
η∗I

IG′F ′
Φ∗F ′ +3 GHF ′
GFI
(GFI)∗η
+3 GFIG′F ′
GF∗Φ∗F ′
+3 GFGHF ′
G∗ǫ∗HF ′
KS
commutes also, which is just what we needed to establish. 
Lemma 2.8. (Duality). Suppose
(2.7) A
G′ //
H

Φ
AA
A
$
AA
A
B
F ′
oo
I

C
G //
D.
F
oo
is a square. Then the map
f : Nat(IG′, GH)→ Nat(FI,HF ′)
sending Φ : IG′ =⇒ GH to the natural transformation Ψ : FI =⇒ HF ′ given by
the composition
FI
FI∗η′+3 FIG′F ′
F∗Φ∗F ′+3 FGHF ′
ǫ∗HF ′ +3 HF ′
is a bijection whose inverse, g, sends Ψ : FI =⇒ HF ′ to the composition
IG′
η∗IG′+3 GFIG′
G∗Ψ∗G′+3 GHF ′G′
GH∗ǫ′ +3 GH.
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Proof. We show that gf(Φ) = Φ. We must show that the diagram
(2.8) IG′
Φ +3
η∗IG′

GH
GFIG′
GFI∗η′∗G′

GHF ′G′
GH∗ǫ′
KS
GFIG′F ′G′
GF∗Φ∗F ′G′
+3 GFGHF ′G′
G∗ǫ∗HF ′G′
KS
commutes. We note that
IG′
Φ +3
η∗IG′

GH
η∗GH

GFIG′
GF∗Φ
+3 GFGH
GFIG′F ′G′
GF∗Φ∗F ′G′
+3
GFIG′∗ǫ′
KS
GFGHF ′G′
GFGH∗ǫ′
KS
commutes by naturality of η and ǫ′, so that
IG′
Φ +3
η∗IG′

GH
GFIG′
GF∗Φ
+3
GFI∗η′∗G′

GFGH
G∗ǫ∗H
KS
GFIG′F ′G′
GF∗Φ∗F ′G′
+3 GFGHF ′G′
GFGH∗ǫ′
KS
commutes also. Thus, the result will follow provided
H
FGH
ǫ∗H
KS
HF ′G′
H∗ǫ′
bj NNNNNNNNNNN
NNNNNNNNNNN
FGHF ′G′
FGH∗ǫ′
KS
ǫ∗HF ′G′
4<qqqqqqqqqq
qqqqqqqqqq
commutes, since we may attach G applied to this diagram to the right of the
previous one and recover diagram 2.8. This last diagram commutes by Lemma 2.6.
Thus gf = id as desired. 
Remark. Compare [13, 2.1, p.167].
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Corollary 2.9. If
A
G′ //
H

Φ
AA
A
$
AA
A
B
F ′
oo
I

C
G //
D.
F
oo
is a square, then ∆ : FI =⇒ HF ′ has the property that
(2.9) FIG′
∆∗G′ +3
F∗Φ

HF ′G′
H∗ǫ′

FGH
ǫ∗H
+3 H
commutes if and only if ∆ = Ψ, and Θ : IG′ =⇒ GH has the property that
I
η∗I +3
I∗η′

GFI
G∗Ψ

IG′F ′
Θ∗F ′
+3 GHF ′
commutes if and only if Θ = Φ.
Proof. We establish the first assertion. The latter fact is proved in a similar
fashion. The diagram
FI

∆ +3 HF ′

FIG′F ′
F∗Φ∗F ′

∆∗G′F ′ +3 HF ′G′F ′
H∗ǫ′∗F ′

FGHF ′
ǫ∗HF ′
+3 HF ′
commutes: the top commutes by the naturality of η′ while the bottom commutes
since (2.9) commutes. The right vertical is the identity while the left route is Ψ, so
Φ = ∆. The converse holds by Proposition 2.7. 
Corollary 2.10. If
A
G′ //
H

Φ
AA
A
$
AA
A
B
F ′
oo
I

C
G //
D.
F
oo
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is a square, then the diagram
(2.10) HomA(F
′B,A) //
H(−)

HomB(B, G
′A)
I(−)

HomC(HF
′B, HA)
−◦ΨB

HomD(IB, IG′A)
ΦA◦−

HomC(FIB, HA) // HomD(IB, GHA)
whose horizontal maps are the adjoint isomorphisms, commutes.
Proof. Let
µ : F ′B → A.
Then µ goes, via the left route of the diagram, to the map
IB
(η∗I)B// GFIB
(G∗Ψ)B// GHF ′B
GHµ // GHA
On the other hand, µ goes, via the right route of the diagram, to the map
IB
(I∗η′)B// IG′F ′B
IG′µ //
(Φ∗F ′)B

IG′A
ΦA

GHF ′B
GHµ
// GHA
where the right square commutes by naturality of Φ. To show that these two maps
are the same, it suffices to show that the diagram of functors
I
I∗η′ +3
η∗I

IG′F ′
Φ∗F ′

GFI
G∗Ψ
+3 GHF ′
commutes. The commutivity of this diagram follows from Proposition 2.7. 
The Corollary asserts that the data in the hypothesis of Proposition 2.7 gives
an adjoint square [16, ex. 4. p.101].
Lemma 2.11. If JA,B,C,D : A,B,C,D → A,B,C,D are identity functors, ΘH,I are
identity morphisms, ΘF,F ′,G,G′ are isomorphisms, and if (J,Θ) defines a morphism
A
G′ //
H

Φ
@@
@
$
@@
@
B
F ′
oo
I

// A
G′ //
H

Φ
AA
A
$
AA
A
B
F ′
oo
I

C
G //
D
F
oo C
G //
D.
F
oo
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in Sq then the diagrams
(2.11) id
η′ +3
η′

G′F ′
G′∗Θ
F ′

FG
F∗ΘG +3
ΘF ∗G

FG
ǫ

G′F ′
ΘG′∗F
′
+3 G′F ′ FG ǫ
+3 id
and
(2.12) FI
Ψ

ΘF ∗I +3 FI
Ψ

HF ′ H∗ΘF
+3 HF ′
commute.
Proof. In the proof, all 2-morphisms will be either a unit, a counit or Θ.
Since it will be clear which is which, we will not label the maps. Suppose Θ is a
morphism. Then, by definition of a morphism, (2.11) and
IG′ +3

IG′

GH +3 GH
commute. Thus, the top center of the diagram
FI +3 FIG′F ′ +3

FGHF ′ +3

HF ′
FIG′F ′ +3 FGHF ′
FI
KS
+3 FIG′F ′ +3
KS
FGHF ′ +3
KS
HF ′
KS
commutes. The bottom center of this diagram commutes by naturality of ΘF ′ . The
fact that the left and right rectangles of the diagram commute follows readily from
(2.11) so we omit the details. 
Definition 2.12. Fix categories A, B, C and D. Let Sq(A,B,C,D) be the subset
of ObSq consisting of all objects of the form
A
G′ //
H

Φ
AA
A
$
AA
A
B
F ′
oo
I

C
G //
D.
F
oo
We introduce three composition laws between various Sq-categories. There is
a vertical composition from an appropriate subset of
Sq(A,B,C,D) × Sq(C,D,E,F)
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to Sq(A,B,E,F) a horizontal composition from a subset of
Sq(A,B,C,D)× Sq(B,E,D,F)
to Sq(A,E,C,F) and a rotation from a subset of Sq(A,B,C,D) to Sq(B,D,A,C). We
now describe these laws.
Proposition 2.13. (Vertical composition of squares). Suppose
A
G′′ //
H

Φt
AA
A
$
AA
A
B
F ′′
oo
I

C
G′ //
D.
F ′
oo
is an element of Sq(A,B,C,D) while
C
G′ //
J

Φb
AA
A
$
AAA
D
F ′
oo
K

E
G //
F.
F
oo
is an element of Sq(C,D,E,F). If we define
Φo = (Φb ∗H) ◦ (K ∗ Φt)
then
A
G′′ //
JH

Φo
AA
A
$
AA
A
B
F ′′
oo
KI

E
G //
F.
F
oo
is an element of Sq(A,B,E,F) which has
Ψo = (J ∗Ψt) ◦ (Ψb ∗ I).
Proof. Our strategy is to show three diagrams commute, then arrange them
left to right and note that the top circuit of this large diagram equals
(J ∗Ψt) ◦ (Ψb ∗ I)
while the bottom circuit equals Ψo. First, the diagram
FKI
FK∗η′∗I +3
FKI∗η′′

FKG′F ′I
FKG′∗Ψt

FKIG′′F ′′
FK∗Φt∗F ′′
+3 FKG′HF ′′
22 2. COMPATIBILITIES ON SQUARES
commutes by Proposition 2.7. Next, the diagram
FKG′F ′I
F∗Φb∗F ′I +3
FKG′∗Ψt

FGJF ′I
FGJ∗Ψt

FKG′HF ′′
F∗Φb∗HF ′′
%-TT
TTT
TTT
TTT
TTT
TTT
TTT
TTT
TTT
TT
FKIG′′F ′′
FK∗Φt∗F ′′
KS
F∗Φo∗F ′′
+3 FGJHF ′′
commutes, as follows: The top commutes by 2ef of Definition 2.1, while the bottom
commutes by hypothesis. Finally, the diagram
FGJF ′I
FGJ∗Ψt

ǫ∗JF ′I +3 JF ′I
J∗Ψt

FGJHF ′′
ǫ∗JHF ′′
+3 JHF ′′
commutes, by naturality of ǫ. Combining these three diagrams left to right, we
note that
Ψb ∗ I = (ǫ ∗ JF ′I) ◦ (F ∗ Φb ∗ F ′I) ◦ (FK ∗ η′ ∗ I)
is just the top row of morphisms of this large diagram, while
Ψo = (ǫ ∗ JHF ′′) ◦ (F ∗ Φo ∗ F ′′) ◦ (FKI ∗ η′′),
is the bottom route. The assertion follows. 
The proof of the following result is similar, so we omit it.
Proposition 2.14. (Horizontal composition of squares). Suppose
A
G′ //
H

Φl
@@
@
$
@@
@
B
F ′
oo
I

and B
G′′′ //
I

Φr
AA
A
$
AA
A
E
F ′′′
oo
J

C
G //
D
F
oo D
G′′ //
F.
F ′′
oo
are elements of Sq(A,B,C,D) and Sq(B,E,D,F) respectively. If we let
Φo = (G′′′ ∗ Φl) ◦ (Φr ∗G′)
then
B
G′′′G′ //
H

Φo
@@
@
#
@@
@
EF ′F ′′′
oo
J

D G
′′G // F
FF ′′
oo
is an element of Sq(B,E,D,F) such that
Ψo = (Ψl ∗ F ′′′) ◦ (F ∗Ψr).
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Remark. We have assumed that the unit and counit of (F ′F ′′′, G′′′G′) are the
canonical unit and counit one gets by composing adjoint pairs [16, Theorem 1,
p.101].
Proposition 2.15. (Rotation). Let
A
G′ //
H

Φ
@@
@
$
@@
@
B
F ′
oo
I

C
G //
D
F
oo
be an object in Sq(A,B,C,D) such that I has left adjoint I and unit/counit (ηI , ǫI)
while H has left adjoint H and unit/counit (ηH , ǫH). If Φ
R = Ψ, then
B
I //
F ′

ΦR
@@
@
$
@@
@
D
I
oo
F

A
H //
C
H
oo
is an object of Sq(B,D,A,C) such that
(2.13) HFIG′F ′I
HF∗Φ∗F ′I +3 HFGHF ′I
(ǫH◦(H∗ǫ∗H))∗F
′I

HF
ΨR
+3
HF∗((I∗η′∗I)◦ηI )
KS
F ′I
commutes.
Proof. By Proposition 2.7 applied to the square
(2.14) A
G′ //
H

Φ
@@
@
$
@@
@
B
F ′
oo
I

C
G //
D
F
oo
we know the diagram
(2.15) HF
HF∗ηI +3 HFII
HF∗η∗II +3
HFI∗η′∗I

HFGFII
HFG∗Ψ∗I

HFIG′F ′I
HF∗Φ∗F ′I
+3 HFGHF ′I
H∗ǫ∗HF ′I

HHF ′I
ǫH∗F
′I
+3 F ′I
commutes. Since the bottom route of this diagram is exactly the top route of (2.13),
it suffices to show that the top route of (2.15) equals ΨR. If we can show that the
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second, third and fourth maps of the top route of (2.15) equals H ∗ Ψ ∗ I, then
the assertion will follow from the definition of ΨR. To show the second, third and
fourth map of the top route of (2.15) equals H ∗ Ψ ∗ I, it suffices to show that the
composition
FI
F∗η∗I

FGFI
FG∗Ψ

HF ′ FGHF ′
ǫ∗HF ′
ks
equals Ψ. This follows from the commutivity of
FI
F∗η∗I

FI
Ψ

FGFI
FG∗Ψ

ǫ∗FIks
HF ′ FGHF ′
ǫ∗HF ′
ks

2.3. Indexed categories
We define the terms indexed category, indexed functor, and indexed natural
transformation. We give relevant examples of the above terms. In the next section
we will use some of the consequences of Proposition 2.7 to give criteria as to when
a family of functors or natural transformations is indexed (Propositions 2.25 and
2.27).
Definition 2.16. [17, p.63] Let S be a category with finite limits. An S-indexed
category, A, consists of the following data:
(1) for each W ∈ S, a category AW ,
(2) for each f : W → V in S a functor f∗ : AV → AW , called an induced
functor
(3) for each composable pair
W
g // V
f // U
in S, a natural isomorphism Ξf,g : g
∗f∗ =⇒ (fg)∗,
(4) for each W in S, a natural isomorphism ΥW : (1W )
∗ =⇒ 1AW ,
subject to the following compatibilities:
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(C1) for each composable triple X
h // W
g // V
f // U in S, the dia-
gram
h∗g∗f∗
h∗Ξf,g +3
Ξg,hf
∗

h∗(fg)∗
Ξfg,h

(gh)∗f∗
Ξf,gh
+3 (fgh)∗
commutes, and
(C2) for each f : V → U in S,
Ξ1U ,f = f
∗ΥU .
Note that we have not specified a category structure on A, so that an indexed
category is not a category.
Lemma 2.17. [15, (3.6.2), p.104] Suppose X, Y and Z are ringed spaces with
maps between them
X
g // Y
f // Z.
Then there is a unique isomorphism g∗f∗ =⇒ (fg)∗ making the diagrams
(fg)∗(fg)∗

g∗f∗(fg)∗
∼=ks ∼= +3 g∗f∗f∗g∗
=

idQcohX g∗g∗ks g∗f∗f∗g∗ks
and
(fg)∗(fg)
∗ (fg)∗g
∗f∗
∼=ks ∼= +3 f∗g∗g∗f∗
=

idQcohZ +3
KS
f∗f
∗ +3 f∗g∗g∗f∗
commute.
Proof. Since (fg)∗ ∼= f∗g∗, the unique isomorphism g∗f∗ =⇒ (fg)∗ is due to
the uniqueness of the left adjoint of a given right adjoint. 
The following example will be used in the next chapter to define Γn.
Example 2.18. Suppose I = {1, . . . , n}, {Xi}i∈I are schemes and U is an affine
noetherian scheme. We remind the reader that ×i(U ×Xi)U is the product of the
n spaces U ×S Xi over U . Let S denote the category of affine noetherian schemes,
and let ×iXi denote the indexed category defined by the following data: for each
U ∈ S, let
×iXi
U = Qcoh×i (U ×S Xi)U .
For each f : V → U in S, let
f˜ = ×i(f × 1Xi) : ×i(V ×Xi)V → ×i(U ×Xi),
and let
f∗ = f˜∗ : (×iXi)
U → (×iXi)
V .
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For each composable pair
W
g // V
f // U
in S and each object M in (×iXi)U , let
Ξf,g,M : g
∗f∗M→ (fg)∗M
be the isomorphism constructed in Lemma 2.17. Finally, for each U in S and each
object M in (×iXi)U , let
ΥU,N : (1U )
∗M→ 1×iXiUM
be the canonical isomorphism of O×i(U×Xi)U -modules
O×i(U×Xi)U ⊗O×i(U×Xi)U M→M.
To verify that ×iXi is an S-indexed category, we must verify that our morphisms Ξ
and Υ satisfy conditions (C1) and (C2). These conditions may be checked locally,
and ×iXi is indeed an S-indexed category.
Definition 2.19. [17, p.63-64] Suppose A andB are indexed categories. Aweakly
indexed functor F : A→ B consists of the following data:
(1) for each W ∈ S, a functor FW ,
(2) for each f :W → V in S a natural transformation
Λf : f
∗FV =⇒ FW f∗
subject to the condition
(F) for each composable pair
W
g // V
f // U
in S, the diagram
g∗f∗FU
Ξf,gF
U
+3
g∗Λf

(fg)∗FU
Λfg

g∗FV f∗
Λgf
∗

FW g∗f∗
FWΞf,g
+3 FW (fg)∗
commutes. If Λf is an isomorphism for all f in S, then we say F is
indexed.
Example 2.20. We retain the notation from Example 2.18. Suppose X and Y
are noetherian schemes. We define an S-indexed functor, F : X→ Y. Let F be an
OX−OY -bimodule (3.4). For U, V ∈ S, suppose p : (U×X)×U (U×Y )→ X×Y is
the projection map and, for each U ∈ S, let pri
U : (U×X)×U(U×Y )→ U×X,U×Y
be the standard projection map. If
FU = pr2
U
∗(pr1
U ∗ −⊗p∗F) : QcohU ×X → QcohU × Y,
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then we check that F satisfies Definition 2.19, 2. Suppose f : V → U is a morphism
in S, fX = f × idX , fY = f × idY , fXY = fX × fY and suppose M is an OU×X -
module. Since
(2.16) (V ×X)×V (V × Y )
fXY //
pr2
V

(U ×X)×U (U × Y )
prU2

V × Y
fY
// U × Y
is a pull-back diagram, we will later show (Proposition 3.3) the dual 2-cell of the
square induced by (2.16), applied to the functor pr1
U∗ −⊗p∗F ,
Ψ : pr2
V
∗f
∗
XY (pr1
U ∗ −⊗p∗F) =⇒
fY
∗pr2
U
∗(pr1
U∗ −⊗p∗F) = fY
∗FU ,
is an isomorphism. On the other hand, there is a natural isomorphism
pr2
V
∗f
∗
XY (pr1
U∗ −⊗p∗F) =⇒ FV fX
∗.
Composing these maps, we have a natural isomorphism
Λf : fY
∗FU =⇒ FV fX
∗
as desired. We will show in Lemma 3.33 that these maps satisfy (F).
Definition 2.21. [17, p.64] Suppose F,F′ : A → B are two weakly indexed func-
tors. An indexed natural transformation ∆ : F =⇒ F′ consists of a natural
transformation ∆U : FU =⇒ F ′U for each U ∈ S such that for each f : V → U in
S,
(2.17) f∗FU
Λf

f∗∆U +3 f∗F ′U
Λf

FV f∗
∆V f∗
+3 F ′V f∗
commutes.
We mention a convention we will employ. Suppose we are given, for each
U ∈ S, a category AU , and for each morphism f : V → U in S we are given a
functor f∗ : AU → AV . If we show that this assignment satisfies the axioms of an
indexed category, then we will write A for the resulting indexed category.
S-indexed categories, functors, and natural transformations form a 2-category
in an obvious way [8, p.45]. For example, if A, B and C are S-indexed categories,
f : V → U is a morphism in S, F : A→ B is a weakly indexed functor with indexed
structure ΛFf : f
∗FU =⇒ FV f∗ and G : B → C is a weakly indexed functor with
indexed structure ΛGf : f
∗GU =⇒ GV f∗, then the indexed structure of GF is given
by the composition
(2.18) f∗GUFU
ΛGf ∗F
U
+3 GV f∗FU
GV ∗ΛFf+3 GV FV f∗.
We make use of this fact routinely.
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Example 2.22. Retain the notation of Example 2.18. Suppose J ⊂ I = {1, ..., n}
and, for each U ∈ S, prUJ : ×i∈I(U ×Xi)U → ×i∈J (U ×Xi)U denotes projection.
Then the S-indexed set {prU∗J } induces, given the obvious Λ in Definition 2.19, an
indexed functor pr∗J : ×i∈JXi → ×i∈IXi. It is easy to prove this by localizing,
since the localization of a sheaf under an inverse image functor is easy to describe
in terms of the localization of the sheaf. Similarly, if P is in Qcoh ×i Xi, and
if pUi : U × Xi → Xi is projection, then − ⊗O×i(U×Xi)U (×ip
U
i )
∗P induces an
S-indexed functor, as above. Thus, compositions of these functors are indexed.
Similarly, if there is some family of natural transformations (indexed by S) between
two such indexed functors, then one can check whether or not such a family of
transformations is indexed by localizing. We will routinely suppress these sorts of
computations.
Although we will not make use of this fact, we mention that indexed cate-
gories have a coherence theorem ([17, Theorem, p.61]) for diagrams involving Ξ’s
(Definition 2.16, (3)), Υ’s (Definition 2.16, (4)) and Θ’s (Definition 2.19, (2)).
2.4. Squares of indexed categories
In the next chapter, we will have many examples of families of functors whose
ostensible indexing structure, Λ (Definition 2.19 (2)), happens to be the dual 2-cell
of some square of indexed categories (Definition 2.26). We show that the family
of canonical 2-cells associated to a square of indexed categories is indexed if and
only if the family of dual 2-cells is indexed (Corollary 2.27). We also give sufficient
conditions for a family of functors between indexed categories to be weakly indexed
(Proposition 2.25).
Definition 2.23. An indexed category is said to be adjointed if for each f : V →
U in S, there is an adjoint pair (f∗, f∗) with unit and counit (ηf , ǫf ) where f
∗ is the
functor induced by f , such that there is a natural isomorphism Ωf,g : (fg)∗ =⇒ f∗g∗
which induces Ξf,g : g
∗f∗ =⇒ (fg)∗ and such that if
W
g // V
f // U
are morphisms in S, then the pair associated to fg is ((fg)∗(fg)∗) with unit and
counit
(2.19) ((Ω−1f,g ∗ Ξf,g) ◦ (f∗ ∗ ηg ∗ f
∗) ◦ ηf , ǫg ◦ (g
∗ ∗ ǫf ∗ g∗) ◦ Ξ
−1
f,g ∗ Ωf,g).
Example 2.24. By Lemma 2.17, the indexed category Xn is adjointed. More
generally, if S is the category of schemes, it is easy to show that the assignment
W ∈ S 7→ QcohW makes S an index for an indexed category, S which, in light of
Lemma 2.17, is naturally adjointed.
Proposition 2.25. Let A and B be S-indexed, adjointed categories. Suppose, for
each U ∈ S, there is a functor HU : AU → BU . In addition, suppose for each
morphism f : V → U in S, there is a natural transformation
Φf : H
Uf∗ =⇒ f∗H
V
such that if
W
g // V
f // U
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is a diagram of objects and morphisms in S, then
HU (fg)∗
HU∗Ω

Φfg +3 (fg)∗HW
Ω∗HW

f∗g∗H
W
HUf∗g∗ Φf∗g∗
+3 f∗HV g∗
f∗∗Φg
KS
commutes. Let
Ψf : f
∗HU =⇒ HV f∗
be the dual 2-cell of the square
AV
f∗ //
HV

Φf
DD
D
&
DD
D
AU
f∗
oo
HU

BV
f∗ //
BU .
f∗
oo
Then Ψf gives the set {HU} the structure of a weakly indexed functor.
Proof. Let
W
g // V
f // U
be a diagram of objects and morphisms in S and consider the horizontal diagram
AW
g∗ //
HW

Φg
FF
F
&
FF
F
AV
f∗ //
g∗
oo
HV

Φf
DD
D
%
DD
D
AU
f∗
oo
HU

BW
g∗ //
BV
f∗ //
g∗
oo BU
f∗
oo
The horizontal composition of these squares is the square
AW
f∗g∗ //
HW

Φ
DD
D
&
DD
D
AUg∗f∗
oo
HU

BW f∗g∗ // BU
g∗f∗
oo
with unit/counits (η, ǫ), where
Φ = (f∗ ∗ Φg) ◦ (Φf ∗ g∗).
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Suppose Ψ is dual to Φ. By Proposition 2.14, the diagram
g∗f∗HU
Ψ +3
g∗∗Ψf !)L
LL
LL
LL
LL
LL
LL
LL
LL
L
HW g∗f∗
g∗HV f∗
Ψg∗f
∗
5=rrrrrrrrr
rrrrrrrrr
commutes. Thus, to complete the proof, we must show that the diagram
g∗f∗HU
Ψ +3
Ξf,g∗H
U

HW g∗f∗
HWΞf,g

(fg)∗HU
Ψfg
+3 HW (fg)∗
commutes. By Lemma 2.11, in order to show this diagram commutes, it suffices
to show that the data JA
W ,AU ,BW ,BU = Id : AW ,AU ,BW ,BU → AW ,AU ,BW ,BU ,
Θ(fg)∗ = Ξ
−1
f,g, Θf∗g∗ = Ω
−1
f,g, ΘHW ,HU equal identity transformations, defines a
morphism (J,Θ)
AW
f∗g∗ //
HW

Φ
DD
D
&
DD
D
AUg∗f∗
oo
HU

// AW
(fg)∗ //
HW

Φfg
DD
D
&
DD
D
AU(fg)∗
oo
HU

BW f∗g∗ // BU
g∗f∗
oo
BW (fg)∗ // BU
(fg)∗
oo
We proceed to show (J,Θ) is a morphism. Since A and B are adjointed, the
diagrams
id
η +3
η

(fg)∗(fg)
∗ g∗f∗f∗g∗
Ξf,g∗Ω
−1
f,g +3
ǫ

(fg)∗(fg)∗
ǫ

f∗g∗g
∗f∗
Ω−1
f,g
∗g∗f∗
+3 (fg)∗g∗f∗
(fg)∗∗Ξf,g
KS
id =
+3 id
commute. Thus, we need only show that the other data defining a morphism,
HUf∗g∗ +3

HU (fg)∗

f∗H
V g∗

f∗g∗H
W +3 (fg)∗HW
commutes. This is true by hypothesis. Thus, the hypothesis of Lemma 2.11 are
satisfied by (J,Θ) so (J,Θ) is a morphism and the result follows. 
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Definition 2.26. Suppose A, B, C and D are S-indexed categories, F, F′, H and
I are S-indexed, G and G′ are weakly S-indexed, and for each U ∈ S,
AU
G′U //
HU

ΦU
DD
D
&
DD
D
BU
F ′U
oo
IU

CU
GU //
DU .
FU
oo
is a square. A square of indexed categories consists of the above data, denoted
A
G′ //
H

AA
AA
$
AA
AA
B
F′
oo
I

C
G //
D
F
oo
such that for each morphism f : V → U in S, the diagrams
(2.20)
f∗
η′V ∗f∗ +3
f∗∗η′U

G′
V
F ′
V
f∗
G′V ∗ΛF
′
f
−1

FV f∗GU
FV ∗ΛGf +3
ΛF
−1
f ∗G
U

FVGV f∗
ǫV ∗f∗

f∗G′
U
F ′
U
ΛG
′
f ∗F
′U
+3 G′V f∗F ′U f∗FUGU
f∗∗ǫU
+3 f∗
where Λ gives the indexed structure of the various (weakly) indexed functors, com-
mute.
Remark. If
A
G′ //
H

AA
AA
$
AA
AA
B
F′
oo
I

C
G //
D
F
oo
is a square of indexed functors, then ǫ and η′ are indexed natural transformations
by (2.20).
Proposition 2.27. Suppose
(2.21) A
G′ //
H

AA
AA
$
AA
AA
B
F′
oo
I

C
G //
D
F
oo
is a square of indexed categories. Then Φ : IG′ =⇒ GH is an indexed natural
transformation if and only if Ψ : FI =⇒ HF′ is an indexed natural transformation.
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Proof. Since (2.21) is a square of indexed categories, ǫ and η′ are indexed
natural transformations. Thus, by definition of Ψ, the fact that Φ is indexed implies
Ψ is indexed.
Conversely, since, for every f : V → U in S, the diagrams (2.20) commute, then
by Corollary 2.9,
AU
G′U //
f∗

ΛG
′
DDD
%
DDD
BU
F ′U
oo
f∗

and CU
GU //
f∗

ΛG
DD
D
&
DD
D
DU
FU
oo
f∗

AV
G′V //
BV
F ′V
oo CV
GV //
DV .
FV
oo
are squares with duals (ΛF
′
)−1 and (ΛF )−1 respectively. Thus, by Proposition 2.7,
the diagrams
f∗
ηV ∗f∗ +3
f∗∗ηU

GV FV f∗
GV ∗ΛFf
−1

F ′
V
f∗G′
U
F ′V ∗ΛG
′
f +3
ΛF
′
f
−1
∗G′U

F ′
V
G′
V
f∗
ǫ′V ∗f∗

f∗GUFU
ΛGf ∗F
U
+3 GV f∗FU f∗F ′UG′U
f∗∗ǫ′U
+3 f∗
commute also. Thus, η and ǫ′ are indexed so that by definition of Ψ, the fact that
Ψ is indexed implies Φ is indexed. 
The following easy result gives criteria for a family of squares to be a square of
indexed categories.
Lemma 2.28. Suppose A, B, C and D are S-indexed categories, F, F′, G, G′, H
and I are S-indexed functors, and, for each U ∈ S,
(2.22) AU
G′U //
HU

ΦU
DD
D
&
DD
D
BU
F ′U
oo
IU

CU
GU //
DU .
FU
oo
is a square. Then this data defines a square of indexed categories if and only if, for
all f : V → U
(2.23) AU
G′U //
f∗

ΛG
′
DDD
%
DDD
BU
F ′U
oo
f∗

and CU
GU //
f∗

ΛG
DD
D
&
DD
D
DU
FU
oo
f∗

AV
G′V //
BV
F ′V
oo CV
GV //
DV .
FV
oo
are squares with duals (ΛF
′
)−1 and (ΛF )−1 respectively.
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Proof. Suppose (2.23) are squares with duals (ΛF
′
)−1 and (ΛF )−1 respec-
tively. Then the diagrams
(2.24)
f∗
η′V ∗f∗ +3
f∗∗η′U

G′
V
F ′
V
f∗
G′V ∗ΛF
′−1

FV f∗GU
FV ∗ΛG +3
ΛF
−1
∗GU

FVGV f∗
ǫV ∗f∗

f∗G′
U
F ′
U
ΛG
′
∗F ′U
+3 G′V f∗F ′U f∗FUGU
f∗∗ǫU
+3 f∗
must commute by Proposition 2.7 so that (2.22) defines a square of indexed cate-
gories.
Conversely, if (2.22) defines a square of indexed categories, (2.24) commutes by
definition. 

CHAPTER 3
Construction of the Functor Γn
All schemes introduced in this chapter are separated, noetherian schemes. As
before, we let S denote the category of affine noetherian schemes. We use the results
in the previous chapter to define the functor Γn. After we review the definition of
bimodule and bimodule algebra and give basic properties of these objects, we show
that if f : V → U is a morphism in S, f˜ = f × idX : V × X → U × X , B
is an OU×X -bimodule algebra (Definition 3.19) and M is a B-module (Definition
3.19), then f˜2∗B inherits a bimodule algebra structure from B and f∗M inherits a
f˜2∗B-module structure from M (Theorem 3.39). These observations are required
in order to define Γn (Definition 3.47) and this definition concludes the chapter.
3.1. Bimodules
We define the term bimodule. We use a slightly different notion than that
appearing in [26].
Definition 3.1. Let Y be a scheme, and suppose M′ is a coherent OY -module.
Then the set Supp M′ is closed ([12, Proposition 1.22 i]). From now on, we abuse
notation by calling this closed set with the induced reduced scheme structure Supp
M′.
Definition 3.2. Let f : Y → X be a morphism of schemes and let M be a quasi-
coherent OY -module. We sayM is relatively locally affine (rla) for f , if for all
coherent M′ ⊂ M one has that f |Supp M′ is affine. We call the full subcategory
of QcohY consisting of all quasi-coherent OY -modules which are rla with respect
to f rlaf .
Compare [26, Definition 2.1, p.439].
The next result is a variation on [26, Proposition 2.2]. The only difference
is that we work with maps that are relatively locally affine, while Van den Bergh
works with relatively locally finite maps. The proof of the following result is the
same as that appearing in [26].
Proposition 3.3. Let Z, Z ′, and Y be schemes, and let f : Y → Z, p : Z ′ → Z
be morphisms.
(1) (Projection formula) If M is an OY -module, rla for f , and N is a quasi-
coherent OZ-module, then the map
(3.1) ΨN : f∗M⊗OZ N → f∗(M⊗OY f
∗N )
appearing in Example 2.5 is an isomorphism.
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(2) (Base change) If there is a pullback diagram
Y ′
p′ //
f ′

Y
f

Z ′ p
// Z
and if M is a quasi-coherent OY -module, rla for f , then p′
∗M is rla for
f ′, and the map
(3.2) ΨM : p
∗f∗M→ f
′
∗p
′∗M
dual to Φ in Example 2.4 is an isomorphism.
Remark. In the previous proposition, it is important that the maps (3.1) and
(3.2) are those constructed in Examples 2.4 and 2.5 respectively. With these choices
of maps, one can show that the tensor product of bimodules is associative in such a
way that the associativity isomorphisms satisfy MacLane’s pentagon axiom (Propo-
sition 3.6). Thus, the category of OX -bimodules is a monoidal category with its
tensor product. This allows us to define an OX -bimodule algebra as an algebra
object in this monoidal category.
We now define bimodules. Our definition is essentially the same as [26, Defini-
tion 2.3, p.440].
Definition 3.4. Let X and Y be schemes. An OS-central OX −OY -bimodule,
or just an OX −OY -bimodule when the base S is understood, is a quasi-coherent
OX×SY -module, rla for the projections pr1,2 : X ×S Y → X,Y .
For completeness, we define the tensor product of bimodules and prove some
basic facts about this product. The following Definition and Proposition are from
[26]. For the remainder of Section 3.1, let prij : X ×Y ×Z → X×Y, Y ×Z,X×Z
be the standard projections.
Definition 3.5. [26, p.442] IfM is an OX −OY -bimodule and N is an OY −OZ -
bimodule then the tensor product ofM and N is an OX−OZ -bimodule, defined
by
M⊗OY N = pr13∗(pr12
∗M⊗OX×Y×Z pr23
∗N ).
SupposeM is an OY -module and N is an OY −OZ-bimodule. If pri : Y ×Z →
Y, Z is a projection, then we define
M⊗OY N = pr2∗(pr
∗
1M⊗OY×Z N ).
Associativity of the tensor product is established using only the canonical isomor-
phisms in Proposition 3.3. For the readers convenience, we include the proof of this
fact appearing in [26].
Proposition 3.6. [26, Proposition 2.5, p.442] The tensor product of bimodules
is associative and satisfies MacLane’s pentagon axiom. The tensor product of a
coherent module to the left of two coherent bimodules is associative.
Proof. Let X1, X2, X3 and X4 be schemes. For I ⊂ {1, 2, 3, 4} denote by XI
the product ×i∈IXi and for I ⊂ J ⊂ {1, 2, 3, 4} let prJI be the projection XJ → XI .
Let Mi,i+1 be an OS-central OXi −OXi+1 -bimodule. Then
(M12 ⊗OX2 M23)⊗OX3 M34
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is by definition,
(3.3) pr13414∗(pr
134∗
13 pr
123
13∗(pr
123∗
12 M12 ⊗OX123 pr
123∗
23 M23)⊗OX134 pr
134∗
34 M34).
By Proposition 3.3 (2) applied to the diagram
X1234 //

X123

X134 // X13
it follows that
pr134∗13 pr
123
13∗
∼= pr1234134∗pr
1234∗
123
hence (3.3) is isomorphic to
pr13414∗(pr
1234
134∗pr
1234∗
123 (pr
123∗
12 M12 ⊗OX123 pr
123∗
23 M23)⊗OX134 pr
134∗
34 M34)
∼=
(3.4) pr13414∗(pr
1234
134∗(pr
1234∗
12 M12 ⊗OX1234 pr
1234∗
23 M23)⊗OX134 pr
134∗
34 M34).
Applying the projection formula (Proposition 3.3 (1)) for pr1234134 shows that (3.4) is
isomorphic to
pr13414∗(pr
1234
134∗(pr
1234∗
12 M12 ⊗OX1234 pr
1234∗
23 M23 ⊗OX1234 pr
1234∗
134 pr
134∗
34 M34))
∼=
pr123414∗ (pr
1234∗
12 M12 ⊗OX1234 pr
1234∗
23 M23 ⊗OX1234 pr
1234∗
34 M34).
A similar computation shows that we get the same result if we start from
M12 ⊗OX2 (M23 ⊗OX3 M34).
This yields a natural isomorphism between
(M12 ⊗OX2 M23)⊗OX3 M34
and
M12 ⊗OX2 (M23 ⊗OX3 M34).
An easy, but very tedious verification shows that this isomorphism satisfies the
pentagon axiom.
The final assertion is proven in a similar way. 
OX−OY -bimodules also have left and right multiplication maps which we now
describe.
Proposition 3.7. [26, Definition 3.1, p.449] Suppose X and Y are schemes, d :
Y → Y × Y is the diagonal, B is any OX×Y -module and C is any OY×X-module.
There exist natural isomorphisms Oµ : d∗OY ⊗OY C → C and µO : B⊗OY d∗OY → B
called the left and right OX-linear multiplication maps or the left and right scalar
multiplication maps. Similarly, if M is any OY -module, there exists a natural
isomorphism µO :M⊗OY d∗OY →M.
Proof. We describe the left multiplication map. The construction of the right
multiplication map is similar, so we omit it. Let e = idX × d. We note that there
is a pullback diagram
X × Y
pr2 //
e

Y
d

X × Y 2 pr23
// Y 2.
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Thus,
pr13∗(pr
∗
12B ⊗ pr
∗
23d∗OX)
∼= pr13∗(pr
∗
12B ⊗ e∗pr
∗
2OX)(3.5)
∼= pr13∗e∗(e
∗pr∗12B ⊗ pr
∗
2OX)
= e∗pr∗23B ⊗ pr
∗
2OX .
where the first isomorphism is induced by the canonical isomorphism (Proposition
3.3 (2)) while the second isomorphism is the projection formula (Proposition 3.3
(1)). Now, pr∗2OX
∼= OX2 and pr12e = id so e
∗pr∗23B ⊗ pr
∗
2OX
∼= B.
The assertion involving M is proved in a similar fashion. 
We show that bimodule tensor products share various properties with ordinary
tensor products of modules. To this end, we introduce the scheme theoretic support
of a bimodule.
Proposition 3.8. [12, Proposition 1.27, p. 59] Let F be a coherent OX-module.
Let I be the annihilator of F . Give Supp F the topology it inherits from X, and
let i : SuppF → X be inclusion. Then (SuppF , i−1(OX/I)) is a closed subscheme
of X.
Definition 3.9. Keep notation as in Proposition 3.8. The scheme theoretic
support of F , denoted SSuppF , is the scheme (SuppF , i−1(OX/I)).
Lemma 3.10. Let i : Z → X be a closed immersion of schemes which is a homeo-
morphism on spaces. If U ⊂ Z is affine, and if i(U) is not affine in X, then there
exists a point p ∈ U such that OZ,p = 0. In particular, if Y is noetherian, A is a
coherent OY -module,
i : SuppA → SSuppA
is inclusion, and U ⊂ SuppA is affine, then i(U) ⊂ SSuppA is affine.
Proof. We begin by showing that the second claim follows from the first. If
Z = Supp A, and if p ∈ Z, then since Ap 6= 0, OZ,p 6= 0.
To prove the first claim, we note that since i is a closed immersion, there is a
surjection OX → i∗OZ , so that we have a short exact sequence
0→ J → OX → i∗OZ → 0.
Thus, OZ(U) ∼= OX(i(U))/J (i(U)). By hypothesis, SpecOX(i(U))/J (i(U)) ∼=
i(U). If i(U) is not affine in X then Spec OX(i(U)) 6= Spec OX(i(U))/J (i(U)) ∼=
i(U). Thus, there exists a prime of OX(i(U)), p, which does not contain J (i(U)).
We may then deduce that Jp = OX,p, so that OZ,p = 0. 
Corollary 3.11. Suppose f : Y → X is a morphism of schemes and suppose M
is a coherent OY -module which is rla with respect to f . Suppose j : SSuppM→ Y
is inclusion. Then fj is affine.
Proof. If i : SuppM → SSuppM and k : SuppB → Y are inclusions, then
the diagram of schemes
SuppM
k //
i &&MM
MM
MM
MM
MM
Y
f // X
SSuppM
j
OO
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commutes, so ji = k. Since fk is affine by hypothesis, fji is affine. Thus, if V ⊂ X
is affine open, then i−1j−1f−1(V ) ⊂ SuppM is open affine. By the previous lemma,
j−1f−1(V ) is affine. Thus fj is affine, as desired. 
Lemma 3.12. Let f : Y → X be a map of schemes. If M and N are OY -modules
which are rla with respect to f , and if φ :M→N is an epimorphism, then f∗φ is
an epimorphism.
Proof. Since the image of a coherent module is coherent, φ determines a
direct system of epimorphisms φi : Mi → Ni between coherent modules whose
direct limit is φ. Since direct limits are right exact, it suffices to prove the Lemma
in the case that M and N are coherent. Let i : SSuppN → Y be inclusion. By
naturality of the unit of the adjoint pair (i∗, i∗), the diagram
f∗M

f∗φ // f∗N

f∗i∗i
∗M
f∗i∗i
∗φ
// f∗i∗i∗N
whose verticals are the unit of (i∗, i∗), commutes. Since φ is an epi, SSuppN ⊂
SSuppM so that the left vertical is an epimorphism. Since N is rla with respect
to f , fi is affine by Corollary 3.11, so the bottom horizontal is an epimorphism.
Finally the right hand vertical is an isomorphism. Thus f∗φ is an epimorphism as
well. 
Definition 3.13. Let X , Y , and Z be schemes, and suppose E is a OX×Y -module
and F is an OY×Z-module. E and F have the affine direct image property if
the restriction of the projection map pr13 to
SSupp(pr12
∗E ⊗ pr23
∗F)
is affine.
The following result is an immediate consequence of Corollary 3.11.
Lemma 3.14. If E is a coherent OX×Y -module and F is a coherent OY×Z-module,
then E and F have the affine direct image property if the restriction of the projection
map pr13 to
Supp(pr12
∗E ⊗ pr23
∗F)
is affine.
Of course, we have the following
Lemma 3.15. If E is an OX×Y -bimodule and F is an OY×Z-bimodule, then
pr∗12E ⊗ pr
∗
23F is rla with respect to pr13. In particular, if E and F are coher-
ent, then E and F have the affine direct image property.
Proof. Since X × Y and Y × Z are noetherian, E and F are direct limits of
coherent submodules. Furthermore, since pr∗12, pr
∗
23 and −⊗− commute with direct
limits, pr∗12E ⊗ pr23∗F is a direct limit of submodules of the form pr
∗
12E
′ ⊗ pr∗23F
′,
where E ′ and F ′ are coherent submodules of E and F , respectively. Thus, ifM is a
coherent submodule of pr∗12E ⊗ pr
∗
23F , then the fact that X × Y × Z is noetherian
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impliesM is a submodule of pr∗12E
′⊗ pr∗23F
′ for coherent submodules E ′ and F ′ of
E and F respectively. In particular, it suffices to prove the Lemma in the case that
E and F are coherent.
We next show that pr13 restricted to Supp pr
∗
12E ⊗ pr
∗
23F is affine. Let U ⊂ X
and V ⊂ Z be affine open sets. Since E and F are coherent bimodules, U ×
Y ∩ Supp E and Y × V ∩ SuppF are affine open subsets of Supp E and SuppF
respectively.
Since E and F are coherent,
Supp pr∗12E ⊗ pr
∗
23F = Supp pr
∗
12E ∩ Supp pr
∗
23F .
In addition, Supp pr∗12E = pr
−1
12 (Supp E) and Supp pr
∗
23F = pr
−1
23 (SuppF). Thus,
pr−113 (U × V ) restricted to Supp pr
∗
12E ⊗ pr
∗
23F is
(3.6) (U × Y ∩ Supp E)× V ∩ U × (Y × V ∩ SuppF).
The latter set is the intersection of affine open sets. Since Supp pr∗12E ⊗ pr
∗
23F is
separated, (3.6) is affine.
By the previous lemma, E and F have the affine direct image property. It
follows that pr13 restricted to SuppM is affine as desired. 
Corollary 3.16. [26, Proposition 2.6, p.443] The tensor product of bimodules is
right exact.
Proof. By Lemma 3.15, Lemma 3.12 applies, so that the result follows from
the fact that ordinary tensor products and inverse image functors are right exact.

Lemma 3.17. Let X be a scheme, and suppose
0 // K
κ //M
φ //M′ // 0
and
0 // L
γ // N
ψ // N ′ // 0
are short exact sequences of OX -modules. Then
kerφ⊗ ψ = (κ⊗ 1)(K ⊗N ) + (1⊗ γ)(M⊗L).
Proof. By the naturality of the tensor product, we have a commutative dia-
gram
K ⊗N
κ⊗1 //M⊗N
φ⊗1 //
1⊗ψ

M′ ⊗N //
1⊗ψ

0
M⊗N ′
φ⊗1
//M′ ⊗N ′
whose top row is exact. Thus κ⊗ 1(K⊗N ) ⊂ kerφ⊗ψ. Similarly, 1⊗γ(M⊗L) ⊂
kerφ⊗ ψ. Thus
κ⊗ 1(K ⊗N ) + 1⊗ γ(M⊗L) ⊂ kerφ⊗ ψ
defines an inclusion between these sheaves. Thus, to show equality, we need only
show equality locally. But local equality follows from [18, formula 7, p.267]. 
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Corollary 3.18. Let X, Y and Z be schemes and suppose
0 // K
κ //M
φ //M′ // 0
is a short exact sequence of OX×Y -modules,
0 // L
γ // N
ψ // N ′ // 0
is a short exact sequence of OY×Z-modules, and M and N are bimodules. Then
kerφ⊗OY ψ = (κ⊗OY 1)(K⊗OY N ) + (1 ⊗OY γ)(M⊗OY L).
Proof. We have short exact sequences
0 // pr∗12κ(pr
∗
12K) // pr
∗
12M
pr∗12φ // pr∗12M
′ // 0
and
0 // pr∗23γ(pr
∗
23L) // pr
∗
23N
pr∗23ψ // pr∗23N
′ // 0.
Thus, by Lemma 3.17,
ker(pr∗12φ⊗ pr
∗
23ψ) = 1⊗ pr
∗
23γ(pr
∗
12M⊗ pr
∗
23L) + pr
∗
12κ⊗ 1(pr
∗
12K ⊗ pr23N ).
Since pr13∗ is left exact,
pr13∗ ker(pr
∗
12φ⊗ pr
∗
23ψ) = ker pr13∗(pr
∗
12φ⊗ pr
∗
23ψ).
Since all modules involved are bimodules, pr∗12M⊗ pr
∗
23L, pr
∗
12M⊗ pr
∗
23N , and
pr∗12K⊗ pr
∗
23N are rla with respect to pr13. Thus, by Lemma 3.12 and a variant of
[26, Proposition 2.2 (2), p. 439],
pr13∗(1 ⊗ pr
∗
23γ(pr
∗
12M⊗ pr
∗
23L)) + pr13∗(pr
∗
12κ⊗ 1(pr
∗
12K ⊗ pr23N )) =
pr13∗(1⊗ pr
∗
23γ)(pr13∗(pr
∗
12M⊗ pr
∗
23L))+
pr13∗(pr
∗
12κ⊗ 1)(pr13∗(pr
∗
12K ⊗ pr23N ))
as desired. 
3.2. Bimodule algebras
We review the definition of bimodule algebra and modules over a bimodule
algebra from [26].
Definition 3.19. [26, Definition 3.1, p.449]
(1) An OX-bimodule algebra B is an algebra object in the category of
OX -bimodules.
(2) A (right) B-module M is an OX -module, together with a right OX -
linear multiplication map µM : M⊗OX B → M satisfying the unit and
associative axioms.
We elaborate on item (1), above. B is an algebra object in the category of OX -
bimodules if d : X → X×X is diagonal and there existOX -linear maps υ : d∗OX →
B and µ : B ⊗ B → B satisfying the following axioms: (associativity) the diagram
(3.7) B ⊗ B ⊗ B
µ⊗B //
B⊗µ

B ⊗ B
µ

B ⊗ B µ
// B
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commutes, (left unit) the diagram
(3.8) d∗OX ⊗ B
υ⊗B //
Oµ
$$I
II
II
II
II
I B ⊗ B
µ
||yy
yy
yy
yy
y
B
commutes, and finally,
(right unit) the diagram
(3.9) B ⊗ d∗OX
B⊗υ //
µO
$$I
II
II
II
II
I B ⊗ B
µ
||yy
yy
yy
yy
y
B
commutes. The associativity and unit axiom for a right B-module are analogous to
associativity and the right unit axiom above. This construction can be graded:
Definition 3.20. [26, p.453]
(1) A graded OX -bimodule algebra B is anOX -bimodule algebra, equipped
with a decomposition ⊕
n∈Z
Bn asOX -bimodules such that µ = ⊕
n∈Z
µn,m with
µm,n mapping Bm ⊗OX Bn → Bm+n and with υ(d∗OX) ⊂ B0.
(2) A graded (right) B-moduleM is equipped with a decompositionM =
⊕Mn and µM = ⊕
m,n
(µM)m,n with (µM)m,n :Mm ⊗ Bn →Mm+n
Definition 3.21. Let B be a graded OX -bimodule. Then I ⊂ B is a graded
two-sided ideal of B if
•
I =
⊕
i≥0
I ∩ Bi
and
•
µij(Ii ⊗ Bj) ⊂ Ii+j
and
µij(Bi ⊗ Ij) ⊂ Ii+j
where Ii = I ∩ Bi.
Lemma 3.22. Suppose B is a graded OX-bimodule algebra and I is a graded ideal
of B. Then B/I inherits a graded bimodule algebra structure from B.
Proof. We define the multiplication for B/I. The proof that this multiplica-
tion defines a bimodule algebra structure is straightforward but tedious, so we omit
it. Since I is a graded ideal, we note that Ii ⊗ Bj + Bi ⊗ Ij is in the kernel of the
composition
Bi ⊗ Bj
µij // Bi+j
π // Bi+j/Ii+j .
By Corollary 3.18, we have an isomorphism
Bi ⊗ Bj
Ii ⊗ Bj + Bi ⊗ Ij
→
Bi
Ii
⊗
Bj
Ij
.
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Give B/I the grading (B/I)i = Bi/Ii and define the multiplication on B/I as the
composition
Bi
Ii
⊗
Bj
Ij
→
Bi ⊗ Bj
Ii ⊗ Bj + Bi ⊗ Ij
→
Bi+j
Ii+j
.

We omit the routine proof of the following
Lemma 3.23. Suppose B is a graded OX-bimodule, I ⊂ B is a graded ideal and
M is a graded B-module such that, for all i, the composition
Mi ⊗ Ij //Mi ⊗ Bj
µij //Mi+j
is zero. Then M inherits a B/I-module structure.
Definition 3.24. Let Y be a scheme. An N-graded OY -bimodule algebra B is
generated in degree one if, for all j ≥ 1,
µ1,j : B1 ⊗OY Bj → Bj+1
and
µj,1 : Bj ⊗OY B1 → Bj+1
are epimorphisms.
An N-graded right B-moduleM is generated in degree zero if, for all i ≥ 0,
µi,1 :Mi ⊗OY B0 →Mi+1
is an epimorphism.
Example 3.25. (Quotients of Tensor Algebras). [21, Defintion 2.11, p.22] Let
F be a coherent OX -bimodule. The graded bimodule algebra T (F), the tensor
algebra of F , is defined as follows: (T (F))i = F⊗i for i ≥ 1 and (T (F))0 = d∗OX ,
µij : F
⊗i ⊗F⊗j → F⊗i+j
is just the usual isomorphism of tensor products, and the unit map is the identity
map.
If I is a graded ideal of T (F), then T (F)/I inherits a bimodule algebra struc-
ture from T (F). It is easily seen that T (F)/I is generated in degree one.
Lemma 3.26. Let Y be a scheme and let B be an N-graded OY -bimodule algebra
generated in degree one. LetM be an N-graded (right) B-module generated in degree
zero, with multiplication maps µMij . If, for each i ≥ 0, there exists an OY -module
morphism ψi :Mi →Mi such that the diagram
Mi ⊗ B1
µMi,1 //
ψi⊗B1

Mi+1
ψi+1

Mi ⊗ B1
µMi,1
//Mi+1
commutes, then the map ψ : M → M whose ith component is ψi, is a B-module
map.
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Proof. To prove the lemma, we need to show that for all j ≥ 1, the diagram
(3.10) Mi ⊗ Bj
µMi,j //
ψi⊗Bj

Mi+j
ψi+j

Mi ⊗ Bj
µMi,j
//Mi+j
commutes. We proceed by induction on j. By hypothesis, (3.10) commutes when
j = 1. Suppose (3.10) commutes when j is replaced by j− 1. We must show (3.10)
commutes. To prove this fact, we claim that all faces of the cube
Mi ⊗ B1 ⊗ Bj−1 //

Mi+1 ⊗ Bj−1

Mi ⊗ B1 ⊗ Bj−1

55kkkkkkkkkkkkkk
//Mi+1 ⊗ Bj−1

66mmmmmmmmmmmm
Mi ⊗ Bj //Mi+j
Mi ⊗ Bj //
55kkkkkkkkkkkkkk
Mi+j
66mmmmmmmmmmmmm
whose maps into the page are tensor products of ψ and whose other maps are tensors
of multiplications, commute. To prove this, we need only show that all faces except
possibly the bottom commute, since by the hypothesis that B andM are generated
in degree one, the left vertical maps are epis. The top and right face commute by
the induction hypothesis, the left face commutes by naturality properties of the
tensor product, and the front and back face commute by the associativity of µM.
The result follows. 
Lemma 3.27. Let n be a positive integer. Let Y be a scheme and suppose B is an
N-graded OY -bimodule algebra such that
• the unit map υ : d∗OY → B0 is an isomorphism and
• the multiplication map µ1,j is an isomorphism for j + 1 ≤ n.
Suppose, further, that for 0 ≤ i ≤ n, Mi is an OY -module and, for 0 ≤ i < n there
exists a map νi : Mi ⊗OY B1 → Mi+1. Then there exists a unique multiplication
map µM such that (µM)i = νi, making M = ⊕ni=0Mi a truncated B-module of
length n+ 1.
Proof. We define (µM)i,j inductively. For 0 ≤ i ≤ n, define (µM)i,0 as the
composition
Mi ⊗OX B0
Mi⊗OX υ
−1
//Mi ⊗OX d∗OX //Mi,
where the rightmost map is right multiplication. Suppose, for 0 ≤ i ≤ n and
0 ≤ j′ < j with i + j ≤ n, (µM)i,j′ is defined. For 0 ≤ i ≤ n such that i + j ≤ n,
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define (µM)i,j as the composition
Mi ⊗OX B1 ⊗OX Bj−1
νi⊗OXBj−1 //Mi+1 ⊗OX Bj−1
µMi+1,j−1

Mi ⊗OX Bj
Mi⊗OXµ
−1
1,j−1
OO
Mi+j
For all combinations of i and j such that µi,j has not been defined above, let
(µM)i,j = 0. From this definition it is obvious that µ
M satisfies the unit axiom.
We show that µM is associative by showing that, if i, j, k are nonnegative integers,
then the diagram
(3.11) Mi ⊗ Bj ⊗ Bk
µMi,j

Mi⊗µj,k//Mi ⊗ Bj+k
µMi,j+k

Mi+j ⊗ Bk
µMi+j,k
//Mi+j+k
commutes. If i+ j + k > n, then both routes of the diagram are 0. Otherwise, the
diagram can be decomposed into a collection of pairs of diagrams
Mi′ ⊗ Bj′ ⊗ Bk′
Mi′⊗µj′ ,k′ //
Mi′⊗µ
−1
1,j′−1
⊗Bk′

Mi′ ⊗ Bj′+k′
Mi′⊗µ
−1
1,j′+k′−1

Mi′ ⊗ B1 ⊗ Bj′−1 ⊗ Bk′
νi′⊗Bj′−1⊗Bk′

Mi′⊗B1⊗µj′−1,k′//Mi′ ⊗ B1 ⊗ Bj′+k′−1
νi′⊗Bj′−1+k′

Mi′+1 ⊗ Bj′−1 ⊗ Bk′
Mi′+1⊗µj′−1,k′
//Mi′+1 ⊗ Bj′+k′−1
stacked vertically. The top square commutes by associativity of µ, while the bottom
square commutes by functoriality of the tensor product. Thus, (3.11) commutes.
The fact that µM is unique follows from its construction. 
3.3. Lifting structures
Let X and Y be schemes. We show the associativity of the bimodule ten-
sor product and the left and right scalar multiplication maps are indexed, relying
heavily on results from the previous chapter. We then use this fact to show that if
f : V → U is a morphism in S, f˜ = f × idX : V × X → U × X , B is an OU×X -
bimodule algebra and M is a B-module, then f˜2∗B inherits a bimodule algebra
structure from B and f˜∗M inherits a f˜2∗B-module structure from M.
Lemma 3.28. For any pair of schemes X1 and X2 over a base scheme W , let
BimodW (X1−X2) denote the category of OW -central OX1−OX2-bimodules and let
bimodW (X1−X2) denote the category of coherent OW -central OX1−OX2-bimodules.
If X and Y are schemes, then the assignments U 7→ BimodU (U ×X −U × Y ) and
U 7→ CohU × X, where U ∈ S, define S-indexed categories Bimod(X−Y) and
CohX.
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Proof. We note that BimodU (U×X−U×Y ) is a full subcategory Qcoh((U×
X) ×U (U × Y )) and CohU × X is a full subcategory of QcohU × X . Since the
assignments U 7→ Qcoh((U ×X)×U (U × Y )) and U 7→ QcohU ×X define indexed
categories as in Example 2.18, the assertion follows. 
Lemma 3.29. Let I and J be finite sets and let {Ai}i∈I and {Bj}j∈J be collections
of schemes. For all morphisms f : V → U in S let fA = ×i(f × idAi) and let
fB = ×j(f × idBj ). Suppose, for all U ∈ S, there exist morphisms
gU : ×i(U ×Ai)U → ×j(U ×Bj)U
such that, if f : V → U is a morphism in S, then the diagram of schemes
(3.12) ×i(V ×Ai)V
fA //
gV

×i(U ×Ai)U
gU

×j(V ×Bj)V
fB
// ×j(U ×Bj)U
is a pullback. Let AU = Qcoh×i (U ×Ai)U and BU = Qcoh×j (U ×Bj)U .
(1) The assignment f 7→ f∗A, f
∗
B makes A andB S-indexed, naturally adjointed
categories,
(2) If
Φ : gU∗ fA∗ =⇒ fB∗g
V
∗
is equality and
Λg∗ : f∗Bg
U
∗ =⇒ g
V
∗ f
∗
A
is the dual of the square
(3.13) AV
fA∗ //
gV∗

Φ
DD
D
&
DD
D
AU
f∗A
oo
gU∗

BV
fB∗ //
BU .
f∗B
oo
then the canonical natural isomorphism
(Λg
∗
)−1 : gV ∗f∗B =⇒ f
∗
Ag
U∗
is dual to the square
(3.14) AU
gU∗ //
f∗A

Λg∗
DD
D
&
DD
D
BUgU∗
oo
f∗B

AV
gV∗ // BV .
gV ∗
oo
and
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(3)
Λg
∗
: f∗Ag
U∗ =⇒ gV ∗f∗B
and
Λg∗ : f∗Bg
U
∗ =⇒ g
V
∗ f
∗
A
gives g∗ and g
∗ the structure of weakly indexed functors.
Proof. To prove 1, we note that A and B are indexed as in Example 2.18 and
A and B are adjointed as in Example 2.24.
We now prove 2. Since (3.14) is the rotate of (3.13) (Proposition 2.15), we
know that if Ψ is the dual of (3.14), the diagram
(3.15) gV ∗f∗Bg
U
∗ fA∗f
∗
Ag
U∗ = +3 gV ∗f∗BfB∗g
V
∗ f
∗
Ag
U∗

gV ∗f∗B
KS
Ψ
+3 f∗Ag
U∗
whose verticals are various units and counits, commutes by Proposition 2.15. We
show that the top route in (3.15) equals (Λg
∗
)−1. The diagram
gV ∗f∗B
+3
=

gV ∗f∗Bg
U
∗ fA∗g
V ∗f∗B
+3
id∗(Λg
∗
)−1

gV ∗f∗B
(Λg
∗
)−1

gV ∗f∗B
+3 gV ∗f∗Bg
U
∗ fA∗f
∗
Ag
U∗ +3 f∗Ag
U∗
whose unlabeled arrows are various units and counits, commutes. The right square
commutes by naturality of (Λg
∗
)−1, while the left square commutes by the universal
property of the unit of an adjoint pair. Since the top route is (Λg
∗
)−1 while the
bottom route is the top of (3.15), Ψ = (Λg
∗
)−1.
To prove 3, let Ψf denote the dual 2-cell of the square associated to (3.12). For
each f : V → U , let
Φf : g
U
∗ fA∗ =⇒ fB∗g
V
∗
be equality and let HU = gU∗ . Suppose g : W → V is a morphism in S. Then it is
easy to check that
Φfg = (f∗ ∗ Φg) ◦ (Φf ∗ g∗).
Thus, the hypothesis of Proposition 2.25 are satisfied when we define HU and Φf
as above. We conclude that Ψf = Λ
g∗ : f∗Bg
U
∗ =⇒ g
V
∗ f
∗
A gives {g
U
∗ } an indexed
structure. The fact that Λg
∗
gives g∗ an indexed structure can be checked locally.

The following three results are immediate consequences of the Lemma.
Corollary 3.30. Suppose I is a finite set with J ⊂ I and {Xi}i∈I is a collection
of schemes. For all U ∈ S, suppose gU is the projection
prJ
U : ×i∈I(U ×Xi)U → ×j∈J (U ×Xj)U ,
AU = Qcoh ×i (U × Xi), and BU = Qcoh ×j (U × Xj). Then the assignments
U 7→ prJ
U
∗ and U 7→ prJ
U∗ define (weakly) indexed functors
prJ∗ : A→ B
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and
pr∗J : B→ C
as in Lemma 3.29.
Corollary 3.31. Suppose X is a scheme. For all U ∈ S, suppose gU is the diagonal
dU : U ×X → (U ×X)2U ,
AU = QcohU ×X and BU = Qcoh(U ×X)2U . Then the assignments U 7→ d
U
∗ and
U 7→ dU∗ define indexed functors
d∗ : A→ B
and
d∗ : B→ A
as in Lemma 3.29.
Corollary 3.32. Suppose X and Y are schemes. For all U ∈ S, suppose gU is the
morphism
eU = (d× idY )
U : (U ×X)×U (U × Y )→ (U ×X)
2
U ×U (U × Y ),
AU = Qcoh((U ×X)× (U × Y )) and BU = Qcoh((U ×X)2U ×U (U × Y )). Then the
assignments U 7→ eU∗ and U 7→ e
U∗ define indexed functors
e∗ : A→ B
and
e∗ : B→ A
as in Lemma 3.29.
Lemma 3.33. Suppose X, Y and Z are schemes. For all U ∈ S, let
prUi,j : (U ×X)×U (U × Y )×U (U × Z)→ U ×X,U × Y, U × Z
and
prUi : (U ×X)×U (U × Y )→ U ×X,U × Y
be projection maps, let (−⊗OY −)
U denote the functor
prU13∗(pr
∗U
12 −⊗pr
U∗
23 −) : BimodU (U ×X − U × Y )× BimodU (U × Y − U × Z)→
BimodU (U ×X − U × Z)
and let (−⊗OX −)
U denote the functor
prU2∗(pr
∗U
1 −⊗−) : CohU (U ×X)× bimodU (U ×X − U × Y )→ Coh(U × Y ).
Then the assignments U 7→ (− ⊗OY −)
U and U 7→ (− ⊗OX −)
U define indexed
functors
−⊗OY − : Bimod(X−Y)×Bimod(Y− Z)→ Bimod(X− Z)
and
−⊗OX − : CohX× bimod(X−Y)→ CohY.
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Proof. We prove the first assertion. The second assertion is proven in a similar
manner. We need only note that, by Corollary 3.30 and Example 2.22, −⊗OY − is
the composition of indexed functors so that −⊗OY− inherits an indexed structure.
Specifically, suppose f : V → U is a morphism in S. Let
fXY = (f × idX)× (f × idY ) : (V ×X)×V (V × Y )→ (U ×X)×U (U × Y )
and define fY Z , fXZ and fXY Z similarly. There is an isomorphism
(3.16) ∆ : f∗XZ(−⊗OY −)
U =⇒ (f∗XY −⊗OY f
∗
Y Z−)
as follows:
f∗XZ(−⊗OY −)
U = f∗XZpr
U
13∗(pr
∗U
12 −⊗pr
U∗
23 −)(3.17)
∼= prV13∗f
∗
XY Z(pr
∗U
12 −⊗pr
U∗
23 −)
∼= prV13∗(f
∗
XY Zpr
∗U
12 −⊗f
∗
XY Zpr
U∗
23 −)
∼= prV13∗(pr
V ∗
12 f
∗
XY −⊗pr
V ∗
23 f
∗
Y Z−)
= (f∗XY −⊗OY f
∗
Y Z−)
V .

Corollary 3.34. Let I and J be finite sets and let {Ai}i∈I and {Bj}j∈J be collec-
tions of schemes. Suppose, for all U ∈ S, there exist morphisms
gU : ×i(U ×Ai)U → ×j(U ×Bj)U
such that, if f : V → U is a morphism in S, then the diagram of schemes
×i(V ×Ai)V
×i(f×idAi ) //
gV

×i(U ×Ai)U
gU

×j(V ×Bj)V
×j(f×idBj )
// ×j(U ×Bj)U
is a pullback. Then the projection formula (3.3 (1))
(3.18) ΨU : gU∗ −⊗− =⇒ g
U
∗ (− ⊗ g
U∗−)
which is a natural transformation between functors from
Qcoh(×i(U ×Ai)U )× Qcoh(×j(U ×Bj)U )
to
Qcoh×j (U ×Bj)U
defines an indexed natural transformation between weakly indexed functors.
Proof. We note that the assignments U 7→ gU∗ and U 7→ g
U∗ define weakly
indexed natural transformations by Lemma 3.29. Now, ΨU is given by the compo-
sition:
gU∗ −⊗−
+3 gU∗ g
U∗(gU∗ −⊗−)
+3 gU∗ (g
U∗gU∗ −⊗g
U∗−) +3
gU∗ (− ⊗ g
U∗−)
where the first and last maps are products of id’s, units, and counits, and the
second map is induced by the commutativity of gU∗ and the tensor product. Since
the commutativity of gU∗ and the tensor product is indexed (this can be checked
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locally), it suffices to show that, if (ηU , ǫU ) are the unit and counit of (gU∗, gU∗ ),
the collections {ηU} and {ǫU} define indexed natural transformations. The square
Qcoh×i (U ×Ai)U
gU∗ //
id

id
TTT
TTT
T
TTT
TTT
T
&.TT
TTTT
T
TTTT
TTT
Qcoh×j (U ×Bj)U
gU
∗
oo
id

Qcoh×i (U ×Ai)U
gU∗ //
Qcoh×j (U ×Bj)U .
gU∗
oo
defines a square of indexed categories by Lemma 2.28. By the remark following
Definition 2.26, {ηU} and {ǫU} define indexed natural transformations. Thus, ΨU
is a composition of indexed functors so it is indexed. 
In [14], Lipman describes the importance of compatibility results in eliminat-
ing the noetherian hypothesis from the statement of Grothendieck duality. He
then gives examples of diagrams [14, 2.2.1, 2.2.2] which arise in the theory of
Grothendieck duality, alluding to the complications involved in showing they com-
mute. The fact that [14, 2.2.1] commutes (in the category of quasi-coherentmodules
over schemes) follows immediately from the fact that the projection formula is a
weakly indexed natural transformation (which follows from a mild generalization
of Corollary 3.34). It seems likely that [14, 2.2.2] commutes for a similar reason.
In fact, since the composition of indexed natural transformations is indexed, one
can build up, using only diagrams of the form (2.17) on page 27, a large number of
intimidating diagrams which must commute. This suggests that it would be fruitful
to pursue a coherence theorem of the form suggested by Lipman in the context of
squares of indexed categories.
Corollary 3.35. Keep the notation as in Lemma 3.29. Let K and L be finite sets
and let {Ck}k∈K and {Dl}l∈L be collections of schemes. For all f : V → U in S,
let fC = ×k(f × idCk) and let fD = ×l(f × idDl). Suppose, for all U ∈ S, there
exist morphisms
hU : ×k(U × Ck)U → ×l(U ×Dl)U
such that, if f : V → U is a morphism in S, then the diagram of schemes
×k(V × Ck)V
fC //
hV

×k(U × Ck)U
hU

×l(V ×Dl)V
fD
// ×l(U ×Dl)U
is a pullback. Let CU = Qcoh×k (U × Ck)U and DU = Qcoh×l (U ×Dl)U .
Suppose
Φ : gU∗ fA∗ =⇒ fB∗g
V
∗
is equality and
Λg∗ : f∗Bg
U
∗ =⇒ g
V
∗ f
∗
A
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is the dual of the square
AV
fA∗ //
gV∗

Φ
DD
D
&
DD
D
AU
f∗A
oo
gU∗

BV
fB∗ //
BU .
f∗B
oo
Suppose Φ′ : hU∗ fC∗ =⇒ fD∗h
V
∗ is equality and
Λh∗ : f∗Dh
U
∗ =⇒ h
V
∗ f
∗
C
is dual to Φ′ as above. If Λg
∗
: f∗Ag
U∗ =⇒ gV ∗f∗B and Λ
h∗ : f∗Ch
U∗ =⇒ hV ∗f∗D are
the usual isomorphisms then
Λh
∗
: f∗Ch
U∗ =⇒ hV ∗f∗D
and
Λh∗ : f∗Dh
U
∗ =⇒ h
V
∗ f
∗
C
gives h∗ and h
∗ the structure of weakly indexed functors. Furthermore, if the sets
{HU} and {IU} define indexed functors and
(3.19) AU
g∗
U
//
HU

ΦU
DD
D
%
DD
D
BUgU∗
oo
IU

CU h∗
U
// DU
h∗U
oo
is a square, then {ΦU} is indexed if and only if {ΨU} is indexed.
Proof. The first two assertions follow from Lemma 3.29. By Lemma 3.29 and
Lemma 2.28, the data (3.19) defines a square of indexed categories. The result now
follows from Corollary 2.27. 
Corollary 3.36. Let K be finite a set, I, L ⊂ K, J ⊂ I, L and let {Xk}k∈K be a
collection of schemes. Suppose, for all U ∈ S
prIJ
U
: ×i∈I(U ×Xi)U → ×j∈J (U ×Xj)U
is projection, prLJ
U
, prKI
U
and prKL
U
are defined similarly, and
(3.20) ×k(U ×Xk)U
prKI
U
//
prKL
U

×i(U ×Xi)U
prIJ
U

×l(U ×Xl)U
prLJ
U
// ×j(U ×Xj)U
is a pullback. Then the dual to (3.20),
(3.21) ΨU : prLJ
U∗
prIJ
U
∗ =⇒ pr
L
K
U
∗ pr
K
I
U∗
which is a natural transformation between functors from
Qcoh×i (U ×Xi)U
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to
Qcoh×l (U ×Xl)U ,
defines an indexed natural transformation between weakly indexed functors.
Proof. For U ∈ S, let AU = rlaprIJ
U , BU = Qcoh×j (U ×Xj)U , CU = rlaprKL
U
and DU = Qcoh ×l (U × Xl)U . If gU = prIJ
U
, hU = prKL
U
, HU = prKI
U∗
and
IU = prLJ
U∗
then, by Example 2.22, Corollary 3.30 and Lemma 3.29, the hypothesis
of Corollary 3.35 are satisfied. Thus, to show the data {ΨU} defines an indexed
natural transformation, it suffices to show that, if
ΦU : prIJ
U
∗ pr
K
I
U
∗ = pr
L
J
U
∗ pr
K
L
U
∗ ,
then the data {ΦU} defines a natural transformation. This is trivial, and the
assertion follows. 
Proposition 3.37. Suppose X, Y and Z are schemes. Then associativity of the
tensor product (Proposition 3.6) defines indexed natural transformations
(−⊗OY ⊗−)⊗OZ − =⇒ −⊗OY ⊗(−⊗OZ −)
between indexed functors from
Bimod(X−Y)×Bimod(Y− Z)×Bimod(Z− T)
to
Bimod(X− T)
and
(−⊗OX ⊗−)⊗OY − =⇒ −⊗OX ⊗(−⊗OY −)
between indexed functors from
CohX× bimod(X−Y)× bimod(Y− Z)
to
CohZ.
Proof. Each functor above is a composition of indexed functors, hence in-
herits an indexed structure. Since the associativity natural transformation is a
composition of natural transformations of the form (3.18) (on page 49) and (3.21),
the result follows from Corollary 3.34 and Corollary 3.36 
Proposition 3.38. Keep the notation as in Corollary 3.31 and Lemma 3.33. For
all U ∈ S, the assignment
U 7→ prU13∗(pr
U∗
12 − ⊗pr
U∗
23 d
U
∗ OU×Y )
defines an indexed functor
−⊗OY d∗OY : Bimod(X−Y)→ Bimod(X−Y).
Similarly, there are indexed functors
d∗OX ⊗OX − : Bimod(X−Y)→ Bimod(X−Y)
and
−⊗OX d∗OX : QcohX→ QcohX.
Furthermore, the left and right linear multiplication maps (Proposition 3.7) define
indexed natural isomorphisms
−⊗OY d∗OY =⇒ idBimod(X−Y),
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d∗OX⊗OX =⇒ idBimod(X−Y),
and
−⊗OX d∗OX =⇒ idQcohX .
Proof. The fact that the first three assignments define indexed functors fol-
lows from Corollary 3.31, Lemma 3.33 and Example 2.22. The fact that the given
families of natural isomorphisms are indexed follows from an argument similar to
that given in Proposition 3.37 so we omit it. 
Theorem 3.39. Let f : V → U be a morphism in S, let f˜ = f × idX : V ×X →
U ×X and suppose the left composite of the isomorphism
λ : f˜2∗dU∗ OU×X → d
V
∗ f˜
∗OU×X → d
V
∗ OV×X
comes from the indexed structure of d. Suppose the data (B, µ, υ) consisting of an
OU×X-bimodule B, a morphism µ : B ⊗ B → B and a morphism dU∗ OU×X → B
defines a bimodule algebra. Then the data (f˜2∗B, f˜2∗µδ−1, f˜2∗υλ−1), where δ is
induced by the natural isomorphism (3.16) defines an OV×X-bimodule algebra.
Furthermore, if the data (M, ν) consisting of an OU×X-module M and a mor-
phism ν : M⊗ B → M defines a right B-module, then the data (f˜∗M, f˜∗νγ−1),
where γ is induced by the indexed structure of the appropriate tensor product, de-
fines an f˜2∗B-module.
Proof. To show that a bimodule algebra lifts, one needs to check the asso-
ciativity and left and right unit axioms. To show that a module lifts, one needs to
check the associativity and right unit axiom. A straightforward verification shows
that these axioms hold by Proposition 3.37 and Proposition 3.38. 
The above construction can obviously be graded.
3.4. The definition of Γn
Assume X is an S-scheme and B is an OX2 -module. Suppose U ∈ S has
structure map f : U → S, let f˜ = f × idX : U ×X → S ×X and let BU = f˜2∗B.
Before reading further in this chapter, the reader is advised to review the last two
sentences of Section 1.6.
Definition 3.40. Let B be a graded OX -bimodule algebra and let U be an affine
scheme. A family of B-point modules parameterized by U or a U-family
over B is a graded BU -moduleM0⊕M1⊕ · · · generated in degree zero such that,
for each i ≥ 0 there exists a map
qi : U → X
and an invertible OU -module Li with L0 ∼= OU and
Mi ∼= (idU × qi)∗Li.
A family of truncated B-point modules of length n+ 1 parameterized by
U, or a truncated U-family of length n+ 1 is a graded BU -moduleM0⊕M1⊕
· · · generated in degree zero, such that for each i ≥ 0 there exists a map
qi : U → X
and an invertible OU -module Li with L0 ∼= OU ,
Mi ∼= (idU × qi)∗Li
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for i ≤ n and Mi = 0 for i > n.
Remark. If f : V → U is a morphism in S, f˜ = f × idX : V × X → U × X
and B is an OX -bimodule algebra, then the bimodule algebras f˜2∗BU and BV are
canonically isomorphic. Thus, there is a canonical bijection between isomorphism
classes of f˜2∗BU -modules and isomorphism classes of BV -modules. We will make
use of this fact without further mention.
In the following proposition, we note that the qi’s appearing in Definition 3.40
are unique. That is, if two U -families,M andM′ are isomorphic, then the map qi
in the definition of Mi equals the map q′i in the definition of M
′
i. To prove this
result, we need to know the following fact about separated schemes.
Lemma 3.41. [10, ex. 4.8, p.107]
Let X be a separated scheme, and suppose U is affine. Then any map
q : U → X
is affine.
Lemma 3.42. Suppose R is a commutative ring, let A and B be commutative R-
algebras and suppose g, h : B → A are algebra morphisms. Suppose M = Ae and
N = Af are free A-modules of rank 1. Let M and N be A ⊗B-modules by letting
a⊗ b ·m = ag(b)m and letting a⊗ b · n = ah(b)n respectively. If
ψ :M → N
is an A⊗B-module isomorphism, then g = h.
Proof. Since ψ is an A ⊗ B-module isomorphism, it is an A-module isomor-
phism. Thus, ψ(e) = uf for some unit u ∈ A. Let b ∈ B. Then
ψ((1⊗ b) · e) = ψ(g(b)e) = ug(b)f.
But
ψ((1⊗ b) · e) = (1⊗ b) · ψ(e) = (1⊗ b) · uf = h(b)uf.
Comparing these results, we find that h(b) = g(b) as desired. 
Proposition 3.43. Let M and N be invertible OU -modules and suppose
g, h : U → X.
If ψ : (idU × g)∗M→ (idU × h)∗N is an isomorphism, then g = h.
Proof. Since (idU × g)∗M ∼= (idU × h)∗N , their supports are equal. In par-
ticular, g = h point-wise.
We now show that the sheaf components of the maps g and h are equal. By
taking the appropriate open cover of Supp (idU × g)∗M ⊂ U ×X , we will reduce
our result to the previous lemma. Let U ′ ⊂ U be an open affine set on which both
M and N are free. Let Spec B ⊂ X be open affine. Since X is separated, by
Lemma 3.42, both g and h are affine. Thus, (idU × g)−1(U ′ × SpecB) = (idU ×
h)−1(U ′× SpecB) is an affine open set, Spec A, of U on which bothM and N are
free. Then ψ gives an A⊗B-module isomorphism
ψ(SpecA⊗B) :M(SpecA)A⊗B → N (SpecA)A⊗B .
and the result follows from the previous lemma. 
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Suppose f : V → U andX is a scheme, and define f˜ = f×idX : V ×X → U×X .
Lemma 3.44. Suppose f : V → U is a morphism of affine schemes and q : U → X
is a morphism. Then the dual 2-cells
f˜∗(idU × q)∗ =⇒ (idV × qf)∗f
∗
and
f˜2∗(idU × q)
2
∗ =⇒ (idV × qf)
2
∗f
∗
induced by the diagrams
V
f //
idV ×qf

U
idU×q

V ×X
f×idX
// U ×X
and
V
f //
(idV ×qf)
2

U
(idU×q)
2

(V ×X)2V
f˜2
// (U ×X)2U
respectively, are isomorphisms.
Proof. The first assertion follows from Proposition 3.3 (2) since the diagram
V
f //
idV ×qf

U
idU×q

V ×X
f×idX
// U ×X
is a pullback diagram and the vertical arrows are affine by Lemma 3.41. The fact
that the diagram is a pullback can be verified by a routine argument involving
the universal property of the pullback. The second assertion follows in a similar
manner. 
Let U , V and W be objects in S, and let p : U → S and s : W → S be the
structure maps. Let B be an OX -bimodule algebra, and assume all families are
over B.
Lemma 3.45. If M is a U -family and f : V → U is a morphism, then f˜∗M
has a natural V -family structure. Furthermore, if M ∼= N as BU -modules, then
f˜∗M∼= f˜∗N as BV -modules.
Proof. SupposeM is a U -family. The natural V -family structure on f˜∗M is
given by Theorem 3.39.
Next, suppose φ : M → N is an isomorphism of BU -modules. By Lemma
3.33 and a simple computation, f˜∗α : f˜∗M → f˜∗N is an isomorphism of BV -
modules. 
We are now ready to define the functor we will eventually represent.
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Proposition 3.46. The assignment Γn : S→ Sets sending U to
{isomorphism classes of truncated U -families of length n+1}
and sending f : V → U to the map Γn(f) defined by Γn(f)[M] = [f˜∗M], is a
functor.
Proof. By Lemma 3.45, Γn(−) is well defined. We prove that the assignments
in the statement of the proposition are compatible with composition. Let
W
g // V
f // U
be morphisms in S, let f˜ = f×idX and let g˜ = g×idX . Then we have a commutative
diagram of S-schemes
(W ×X)2W
g˜2 //
prW2

(V ×X)2V
f˜2 //
prV2

(U ×X)2U
prU2

W ×X
g˜
// V ×X
f˜
// U ×X
By naturality of (f˜ g˜)∗ ∼= g˜∗f˜∗, the diagram
(f˜ g˜)
∗
prU2 ∗(pr1
U∗M⊗ p˜2∗B) //

(f˜ g˜)
∗
M

g˜∗f˜∗prU2 ∗(pr1
U∗M⊗ p˜2∗B) // g˜∗f˜∗M
commutes. Thus
Γn(fg)[M] = [(f˜ g˜)
∗
M] = [g˜∗f˜∗M] = Γn(g)Γn(f)[M].

Definition 3.47. The functor Γn(−) is the functor of flat families of truncated
B-point modules of length n+ 1.
CHAPTER 4
Compatibility with Descent
In this chapter, we define the notion of a functor being compatible with de-
scent and of a functor being locally determined by a subfunctor. When P is a
subscheme of a projectivization, we find a subfunctor HomFrS (−, P ) of HomS(−, P )
which locally determines HomS(−, P ). We then find a subfunctor ΓFrn (−) of Γn(−)
which locally determines Γn(−). This allows us to reduce the question of the rep-
resentability of Γn(−) to the equivalence of ΓFrn (−) and Hom
Fr
S (−, P ).
4.1. Local determination of a functor by a subfunctor
Definition 4.1. A contravariant functor F : S → Sets is compatible with de-
scent if, for every faithfully flat morphism of affine S-schemes f : V → U , and for
fi : V ×U V → V the projection maps, the sequence
0 // F (U)
F (f) // F (V )
F (f1)//
F (f2)
// F (V ×U V )
is exact. In other words, F is compatible with descent if F is a sheaf in the faithfully
flat topology on S.
The motivation behind the following technical definition is provided by Example
4.22. Readers familiar with Grothendieck’s algebraic characterization of maps into
projectivizations (Proposition 4.6) are encouraged to read Definition 4.15, Corollary
4.20 and Example 4.22 before reading Definition 4.2.
Definition 4.2. Let F : S→ Sets be a contravariant functor and suppose F ′ ⊂ F
is a subfunctor. F is locally determined by F ′ if
• F is compatible with descent, and
• for all U ∈ S and all finite subsets {xi} ⊂ F (U), there exists a V ∈ S and
a faithfully flat map f : V → U , such that F (f)(xi) ∈ F ′(V ) for all i.
Remark. It follows readily from the above definition that F is locally deter-
mined by itself if and only if F is compatible with descent.
Proposition 4.3. Suppose F and G are locally determined by F ′ and G′ respec-
tively. Then every natural transformation Ω : F ′ =⇒ G′ extends to a natural
transformation Ω : F =⇒ G such that if Ω is monic, then Ω is monic and if Ω is
epic, then Ω is epic.
Proof. Suppose Ω : F ′ =⇒ G′, U ∈ S and x ∈ F (U). By the hypothesis that
F is locally determined by F ′, there exists an affine S-scheme V and a faithfully
flat morphism f : V → U such that F (f)(x) ∈ F ′(V ). By the hypothesis that F
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and G are compatible with descent, the diagram
(4.1) 0 // F (U)
F (f) // F (V )
F (f1)//
F (f2)
//
ΩV



F (V ×U V )
ΩV×UV



0 // G(U)
G(f) // G(V )
G(f1)//
G(f2)
// G(U ×V U)
has exact rows and commutes, where the vertical columns are defined only for
elements of the subfunctor F ′ ⊂ F . Thus, F (f)(x) ∈ F ′(V ) maps to an element,
y ∈ G(V ) such that G(f1)(y) = G(f2)(y). Thus, there is a unique element z ∈ G(U)
such that G(f)(z) = y. In this way, we get an assignment
ΩU : F (U)→ G(U).
We show that this assignment is well defined, i.e. if we choose another V ′ ∈ S and
locally finite, faithfully flat map f ′ : V ′ → U such that F (f ′)(x) ∈ F ′(V ′), then
we may use the same argument above with V ′ in place of V and still find that x is
assigned to z. Let V ′ ∈ S and let f ′ : V ′ → U be a faithfully flat map such that
F (f ′)(x) ∈ F ′(V ′). Let V ′′ = V ×U V ′. Then the diagram
F (V ) //







F (V ′′)







F (U)
;;wwwwwwwww
// F (V ′)







::uuuuuuuuu
G(V ) // G(V ′′)
G(U) //
;;wwwwwwwww
G(V ′)
::uuuuuuuuu
whose verticals are the maps Ω, commutes: the top and bottom commute since F
and G are functors, and the sides commute when restricted to F ′ by the naturality
of Ω. Thus, if x ∈ F (U) gets sent to w and w′ in F (V ) and F (V ′) respectively,
and if w and w′ get sent to y and y′ in G(V ) and G(V ′) respectively, then y and
y′ get sent to the same element, y′′ ∈ G(V ′′). But y, and hence y′′, is the image of
z ∈ G(U). But y′ also maps to y′′. Since the projection V ′′ → V ′ is faithfully flat,
the induced map G(V ′)→ G(V ′′) is an injection so that y′ must also be the image
of z. Thus, ΩU is well defined.
We show that Ω is natural. Let g : U ′ → U be a morphism in S. Let x ∈ F (U).
Let V ∈ S such that there exists a faithfully flat map f : V → U such that
F (f)(x) ∈ F ′(V ). Let V ′ be the pullback of
V
f

U ′ g
// U
and let f ′ : V ′ → U ′ be the induced morphism, which is faithfully flat since f is.
Since F (f)(x) ∈ F ′(V ), F (f ′)F (g)(x) ∈ F ′(V ′), the left and right side of (4.2)
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commute with respect to x by construction of Ω. Since F and G are functors, the
top and bottom of (4.2) commute. Since Ω is natural, the diagram
F ′(V )
ΩV

// F ′(V ′)
ΩV ′

G′(V ) // G′(V ′)
commutes. Thus, the cube
(4.2) F (V )

// F (V ′)

F (U)

;;wwwwwwwww
// F (U ′)
::vvvvvvvvv

G(V ) // G(V ′)
G(U) //
;;wwwwwwwww
G(U ′)
::vvvvvvvvv
whose verticals are Ω, commutes with respect to x. Since the maps going “into”
the page are injections, the front face of the diagram commutes. We conclude that
Ω is natural.
We next show that ΩU is monic if ΩU is monic. If x and x
′ ∈ F (U) are distinct,
then by hypothesis, there exists a V ∈ S and a faithfully flat map f : V → U such
that F (f)(x) and F (f)(x′) are distinct and both in F ′(V ). A standard diagram
chase in diagram (4.1) shows that ΩU (x) 6= ΩU (x′).
Finally, we show that ΩU is epic if ΩU is epic. Let y ∈ G(U). Choose a
V , and f : V → U , as above such that G(f)(y) ∈ G′(V ). Then there exists
a w ∈ F ′(V ) which gets mapped to G(f)(y). Furthermore, since G(f1f)(y) =
G(f2f)(y), F (f1f)(w) = F (f2f)(w). Thus, by exactness of Diagram 4.1, there
exists a x ∈ F (U) such that F (f)(x) = w. As above, ΩU (x) = y, proving that ΩU
is epic. 
In order to apply Proposition 4.3 to a pair of functors F and G, we first need
to show that F and G are compatible with descent. This happens to be the case
with HomS(−, Y ) and Γn(−):
Theorem 4.4. [1, Proposition 28.3, p.72] If P is an S-scheme, then the functor
HomS(−, P )
is compatible with descent.
At the end of this chapter, we will prove the following
Theorem 4.5. If B is generated in degree one, then Γn(−) is compatible with
descent.
60 4. COMPATIBILITY WITH DESCENT
4.2. An algebraic description of maps into projectivizations
In order to describe the functor HomFrS (−, P ) which locally determines HomS(−, P ),
we must first characterize maps into projective bundles. In particular, we review a
correspondence, due to Grothendieck, between morphisms into projective bundles
and algebraic data.
For any scheme X and any OX -moduleM, let SX(M) denote the symmetric
algebra ofM ([10, ex. 5.16, p.127]). If X = Spec A, then we sometimes also write
SA(F(Spec A)) instead of SX(F).
Proposition 4.6. [9, Proposition 4.2.3, p. 73] Let q : Y → Z be a morphism of
schemes. Then, given an OZ-module E there is a bijective correspondence between
the set of Z-morphisms r : Y → PZ(E), and the set of equivalence classes of pairs
(L, φ) composed of an invertible OY -module L and a epimorphism φ : q∗(E) → L,
where two pairs (L, φ) and (L′, φ′) are equivalent if there exists an OY -module
isomorphism τ : L → L′ such that
q∗(E)
φ //
φ′ ""D
DD
DD
DD
D
L
τ

L′
commutes.
Proof. While we do not give a complete proof of this result, we will describe
the bijection between HomZ(−,PZ(E)) and the set of classes of pairs (L, φ). Let
q : Y → Z and let r : Y → PZ(E) be a Z-morphism. If p : PZ(E) → Z is the
structure morphism and ifO is the structure sheaf of PZ(E), then let α : p∗E → O(1)
be the canonical epimorphism [9, Proposition 4.1.6, p. 72]. If φ is the composition
q∗E
∼= // r∗p∗E
r∗α // r∗O(1).
then r corresponds to (r∗O(1), φ).
Conversely, let (L, φ) be a pair consisting of an invertible OY -module L and a
epimorphism φ : q∗(E) → L. Applying the functor PY (−) to the epimorphism φ
gives us a closed immersion, so that the composition
(4.3) Y
∼= // PY (L)
PY (φ)// PY (q∗E).
is a closed immersion. Composing the map (4.3) with the map
PY (q
∗E)→ PZ(E)
([9, 4.1.3.1, p. 71]) gives us the desired Z-morphism r : Y → PZ(E). 
When the morphism q in Proposition 4.6 is a closed immersion, we have the
following result.
Lemma 4.7. Suppose f : Y → Z is a closed immersion of schemes. If F is an
OY -module and G is an OZ-module, then the adjoint bijection
HomY (f
∗G,F) ∼= HomZ(G, f∗F)
is a bijection on epimorphisms.
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Proof. Let ψ : f∗G → F be an epimorphism. Since f is a closed immersion,
f is affine so that f∗ is exact. Thus, f∗ψ is an epimorphism. In addition, the map
G → f∗f
∗G
is epi, a fact we check locally. Let z ∈ Z such that there is a y ∈ Y with f(y) = z.
Since f is a closed immersion, there exists an ideal I ⊂ OZ,z such that OY,y ∼=
OZ,z/I. Thus,
(f∗f
∗G)z ∼= (f
∗G)y ∼= Gz ⊗OZ,z OY,y ∼= Gz ⊗OZ,z OZ,z/I.
Conversely, suppose φ : G → f∗F is an epi. Since f is affine, f∗f∗F → F is epi.
Thus, the composition
f∗G
f∗φ // f∗f∗F // F
is an epi, as desired. 
Lemma 4.8. Suppose f : Y → Z is a closed immersion of schemes. Let F and
F ′ be OY -modules and let G be an OZ-module. Call two epis ψ : f∗G → F and
ψ′ : f∗G → F ′ equivalent if there exists an isomorphism τ : F → F ′ such that the
diagram
f∗G
ψ //
ψ′ !!C
CC
CC
CC
C F
τ

F ′
commutes. Call two epis φ : G → f∗F and φ′ : G → f∗F ′ equivalent if there exists
an isomorphism ν : f∗F → f∗F ′ such that the diagram
G
φ //
φ′ !!B
BB
BB
BB
B f∗F
ν

f∗F ′
commutes. Then the adjoint bijection
HomY (f
∗G,F) ∼= HomZ(G, f∗F)
induces a bijection between equivalence classes of epimorphisms.
Proof. Suppose two epis ψ : f∗G → F and ψ′ : f∗G → F ′ are equivalent.
Then there exists a τ : F → F ′ such that the diagram
G // f∗f∗G
f∗ψ //
f∗ψ
′
##H
HH
HH
HH
HH
f∗F
f∗τ

f∗F ′
commutes. Thus, the adjoint bijection maps classes to classes by Lemma 4.7.
Conversely, suppose two epis φ : G → f∗F and φ
′ : G → f∗F
′ are equivalent. Then
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there exists an isomorphism ν : f∗F → f∗F ′ such that the diagram
G
φ //
φ′ !!B
BB
BB
BB
B f∗F
ν

f∗F ′
commutes. Let ǫ : f∗f∗ =⇒ id be the counit of the pair (f∗, f∗). Since f is a closed
immersion, ǫ is an isomorphism. If φ and φ′ have right adjuncts to ψ and ψ′, then
ψ and ψ′ are equivalent via the isomorphism
F
ǫ−1 // f∗f∗F
f∗ν // f∗f∗F ′
ǫ // F .

The next fact now follows easily from Proposition 4.6.
Corollary 4.9. Let f : Y → Z be a closed immersion. Given an OZ-module G
there is a bijective correspondence between the set of Z-morphisms r : Y → PZ(G),
and the set of equivalence classes of pairs (f∗L, φ) composed of the direct image
of an invertible OY -module L and an epimorphism φ : G → f∗L, where two pairs
(f∗L, φ) and (f∗L′, φ′) are equivalent if there exists an OY -module isomorphism
ν : f∗L → f∗L′ such that
G
φ //
φ′   B
BB
BB
BB
B f∗L
ν

f∗L
′
commutes.
Corollary 4.10. Let f : Y → Z be a closed immersion, let G be an OZ-module,
and let L and L′ be invertible OY -modules. If two epimorphisms φ : G → f∗L and
φ′ : G → f∗L′ have the same kernel, then they correspond, under the bijection of
Corollary 4.9, to the same morphism r : Y → PZ(G).
Proof. This fact follows from the previous corollary in light of the existence
of the commutative diagram with exact rows
0 // kerφ //
=

G
=

φ // f∗L // 0
0 // kerφ // G
φ′
// f∗L′ // 0

Lemma 4.11. If f : Y → Z is a morphism of schemes and C is an OZ-module,
then there exists a map
(4.4) PY (f
∗C) // PZ(C)
which induces an isomorphism
PY (f
∗C) ∼= PZ(C)×Z Y.
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Furthermore, if A and B are OZ-modules and φ : A → B is an epi, then the diagram
(4.5) PY (f
∗B)

PY (f
∗φ) // PY (f∗A)

PZ(B)×Z Y

PZ(φ)×idY // PZ(A)×Z Y

PZ(B)
PZ(φ) // PZ(A)
commutes.
Proof. The construction of (4.4) and the proof of the first assertion is given in
[9, Proposition 3.5.3, p.62]. We outline the construction of (4.4). Let Spec A ⊂ Z
be an affine open set and suppose Spec A′ ⊂ f−1(SpecA). Then there is a map of
graded rings
gC : SA(C(U))→ SA(C(U))⊗A A
′ → SA′(C(U)⊗A A
′)
sending a homogeneous element b to the image of b ⊗ 1 in the right map. By [10,
ex. 2.14b, p.80], this map of graded rings induces a map of schemes
(4.6) PSpecA′(f
∗C|SpecA′)→ PSpecA(C|SpecA).
The maps (4.6) glue to give a map (4.4).
Returning to a local setting, the diagram of graded rings
SA′(B(U)⊗A A′) SA′(A(U)⊗A A′)
SA′ (φ(U)⊗AA
′)oo
SA(B(U))⊗A A′
OO
SA(A(U)) ⊗A A′
OO
SA(φ(U))⊗AA
′
oo
SA(B(U))
OO
SA(A(U))
OO
SA(φ(U))
oo
commutes. Thus, (4.5) commutes since it is the gluing of Proj(-) applied to the
above diagram. 
Lemma 4.12. Suppose
A
a // B
b // C
is a diagram of schemes, C is an OC-module and the vertical and top horizontal
arrows in the diagram
PB(b
∗C) // PC(C)
PA(a
∗b∗C) //
OO
PA((ba)
∗C)
OO
are the maps (4.4). Then the diagram commutes.
Proof. These maps are all induced locally from maps of graded rings. These
graded ring maps make the diagram commute, as in the previous lemma. 
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Lemma 4.13. Suppose
A
a // B
b // C
is a diagram of schemes, C is an OC-module, and r : A→ PC(C) corresponds to the
epimorphism (ba)∗C → L via the correspondence constructed in Proposition 4.6.
Then there exists a morphism s : A→ PB(b∗C) such that the diagram
A
s //
r
##F
FF
FF
FF
FF
PB(b
∗C)

PC(C)
whose right vertical is (4.4), commutes.
Proof. If r corresponds to the epimorphism φ : (ba)∗C → L, then the map s
corresponds to the epimorphism
a∗b∗C
∼= // (ba)∗C
φ // L.
Thus, there is a commutative diagram
(ba)∗C

φ // L
a∗b∗C
<<yyyyyyyyy
Since PA is functorial, the diagram
A // PA(L)
&&LL
LL
LL
LL
LL
// PA((ba)∗C) // PC(C)
PA(a
∗b∗C)
OO
// PB(b∗C)
OO
commutes by Lemma 4.12. Since the top route is r while the bottom route is s
composed with the right vertical (4.4), the assertion follows. 
Lemma 4.14. Suppose f : Y → Z is a morphism of schemes, C is an OZ-module,
W be a scheme and there is a map r : W → PY (f∗C). Suppose that r projects to a
map q :W → Y . If r corresponds to an epi of sheaves
φ : q∗f∗C → L
then r composed with the map PY (f
∗C)→ PZ(C) (4.4) corresponds to the epi
(4.7) (fq)∗C // q∗f∗C
φ // L
Proof. By definition of the correspondence in Proposition 4.6, r corresponds
to the top row of the diagram
W
∼= // PW (L)
PW (φ) // PW (q∗f∗C) //

PY (f
∗C)

PW ((fq)
∗C) // PZ(C)
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which commutes by Lemma 4.12. Thus, r composed with the right vertical of
the diagram is just the bottom route of the diagram. By the definition of the
correspondence in Proposition 4.6, it is easy to see that the epimorphism (4.7)
corresponds to the bottom route. 
4.3. Free morphisms and free families
Let P be a subscheme of a projectivization. In this section, we define the func-
tors HomFrS (−, P ) and Γ
Fr
n (−) and we prove that they locally determine HomS(−, P )
and Γn(−), respectively.
Definition 4.15. Let q : Y → Z be a morphism of schemes, and let E be an OZ -
module. A Z-morphism r : Y → PZ(E) is free if, under the bijection of Proposition
4.6, r corresponds to an equivalence class containing an element of the form (OY , φ).
If i : P → PZ(E) is a subscheme, a morphism f : Y → P is free if if is free.
The following example illustrates the significance of Definition 4.15.
Example 4.16. Suppose k is a field, Z = Spec k, Y = SpecR is an affine Z-scheme
and q : Y → Z is the structure map. Suppose, further, that E is an n-dimensional
k-vector space and r : Y → PZ(E) is a free Z-morphism which corresponds, under
the bijection in Proposition 4.6, to the class of an epimorphism φ : q∗E → OY . Since
q∗E ∼= O⊕nY , φ is determined by a non-zero n-tuple, (a1, . . . , an), of elements of R.
Furthermore, (OY , φ′) is a pair in the class of (OY , φ) such that φ′ is determined by
(a′1, . . . , a
′
n) ∈ R
⊕n, if and only if there exists a unit a ∈ R such that (a′1, . . . , a
′
n) =
a(a1, . . . , an). In particular, free Z-morphisms r : Y → PZ(E) are parameterized
by points of PZ(k
n) with coordinates in R.
Lemma 4.17. Suppose f : V → U is a morphism of affine schemes. If q : U → Z
is given and r : U → PZ(E) is free, then rf is free.
Proof. If r corresponds to the class containing φ : q∗E → OU , then rf corre-
sponds to the class containing the composition
(qf)∗E
∼= // f∗q∗E
f∗φ // f∗OU
∼= // OV
[9, 4.2.8, p.75]. 
We give a definition which appears in the statement of the next result.
Definition 4.18. A truncated U -family M of length n + 1 is called free if, for
0 ≤ i ≤ n, Li in the definition of Mi (3.40) is isomorphic to OU .
Lemma 4.19. Let f : V → U be a morphism in S and suppose M is a free
truncated U -family of length n+1. Then Γn(f)[M] is an isomorphism class of free
truncated families parameterized by V .
Proof. Let f˜ = f × idX : V ×X → U × X . Suppose Mi ∼= (idU × qi)∗OU
for some map qi : U → X . Since Γn(f)[M] = [f˜∗M] (Proposition 3.46), in order
to prove the result, we need only note that
(f˜∗M)i ∼= (idV × qif)∗f
∗OU ∼= (idV × qif)∗OV .

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Corollary 4.20. Let E be an OZ-module and let i : P → PZ(E) be a subscheme.
The assignments
HomFrS (−, P ) : S→ Sets
defined by
U 7→ subset of HomS(U, P ) of free morphisms
and
ΓFrn (−) : S→ Sets
defined by
U 7→ subset of Γn(U) of free truncated U -families of length n+ 1,
naturally induce subfunctors of HomS(−, P ) and Γn(−), respectively.
Proof. By Lemma 4.17 and Lemma 4.19, the assignments inherit the property
of being functors from Γn(−) and HomS(−, Y ). 
Lemma 4.21. [6, ex. 4.12a, p.136]. If U = SpecR is an affine scheme and
L1, . . . ,Ln are invertible OU -modules then there exists a finite set of R-module
generators of R, {sj}, such that each Li is free on each SpecRsj .
The following example illustrates the idea behind the proof that HomS(−, P )
is locally determined by HomFrS (−, P ).
Example 4.22. Suppose Y is a noetherian affine Z-scheme and q : Y → Z is the
structure map. Suppose, further, that E is an OZ -module and r : Y → PZ(E) is a
Z-morphism which corresponds, under the bijection in Proposition 4.6, to the class
of an epimorphism φ : q∗E → L. Let {U1, . . . , Um} be an affine open cover of Y .
Then the map
f :
m
Π
i=1
Ui → Y
is faithfully flat. Since HomS(−,PZ(E)) is compatible with descent, r is determined
by morphisms ri : Ui → PZ(E). This is a restatement of the fact that any morphism
r : Y → PZ(E) can be constructed by gluing compatible morphisms on the cover
{U1, . . . , Um}.
If, however, L is free on the affine open cover {U1, . . . , Um}, then the maps ri
are free morphisms. By Lemma 4.21, one can always find a finite affine open cover
of Y on which L is free. Thus, any Z-morphism r : Y → PZ(E) can be constructed
by gluing free morphisms. Since, as illustrated by Example 4.16, free morphisms
are easier to work with than general morphisms, this observation will be useful to
us.
More generally, if x1, . . . , xn are Z-morphisms from Y to PZ(E), the fact that
there exists an affine open cover {U1, . . . , Um} of Y such that xj is determined
by free morphisms xij : Ui → PZ(E) for each 1 ≤ j ≤ n is exactly the fact that
HomS(−,PZ(E)) is locally determined by Hom
Fr
S (−,PZ(E)).
Lemma 4.23. If E is an OZ-module and i : P → PZ(E) is a subscheme then
HomS(−, P ) is locally determined by Hom
Fr
S (−, P ) and Γn(−) is locally determined
by ΓFrn (−).
Proof. The proof of the first assertion was outlined in the previous example,
so we only prove the second assertion. By theorem 4.5, Γn is compatible with
descent. Let U=Spec R be an affine noetherian scheme, let J be a finite index set,
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and let [Mj ] ∈ Γn(U) for j ∈ J . Let Lij be the invertible OU -module appearing
in the i-th component of Mj . By Lemma 4.21, there exists a finite generating set
{rk} ⊂ R such that Lij is free on Spec Rrk for each i, j, and k. If Q = ΠkRrk ,
SpecQ=V and f : V → U , then f is faithfully flat, and Γn(f)([Mj ]) is the class of
a free V -family. 
Corollary 4.24. Let i : P → PZ(E) be a subscheme. In order to prove that Γn(−)
is represented by P , it suffices to show that ΓFrn (−)
∼= HomFrS (−, P ).
4.4. The proof that Γn is compatible with descent
We now assume, for the remainder of this section that B is generated in degree
one. We use this assumption explicitly in only one step of our proof, Corollary
4.38. Unless otherwise stated, we assume all families are truncated, of length n.
Under these hypothesis, we prove that the functor Γn(−) is compatible with descent
(Theorem 4.5). Our proof employs some basic results from descent theory, which
we now review.
4.4.1. Descent theory. The following definitions and Theorem 4.28 are taken
from [5, Section 6.1].
Definition 4.25. Suppose
h : Y ′ → Y,
Y ′′ = Y ′×Y Y ′, and Y ′′′ = Y ′×Y Y ′×Y Y ′. Let hi and hij be the projection maps
from Y ′′ and Y ′′′ respectively. Let F be an OY ′-module. A covering datum of
F is an isomorphism φ : h∗1F → h
∗
2F . A covering datum φ of F is called a descent
datum if the diagram
(4.8) h∗12h
∗
1F
h∗12φ //

h∗12h
∗
2F // h
∗
23h
∗
1F
h∗23φ // h∗23h
∗F

h∗13h
∗
1F
h∗13φ
// h∗13h
∗F
commutes, where all unlabeled arrows are the natural isomorphisms. In this case,
φ is said to satisfy the cocycle condition. The category of OY ′-modules with
descent data is the category whose objects are pairs (F , φ) where F is an OY ′ -
module and φ is a descent datum on F , and a morphism between (F , φ) and (G, ψ)
is a morphism γ : F → G such that the diagram
(4.9) h∗1F
φ //
h∗1γ

h∗2F
h∗2γ

h∗1G ψ
// h∗2G
commutes. If this holds, we say h∗1γ = h
∗
2γ.
We will need the following inheritance fact.
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Lemma 4.26. Suppose (F , φ) is an OY ′-module with descent datum, G is an OY ′-
module, and
ψ : h1
∗G → h2
∗G
is an isomorphism. If µ : F → G is an epi making the diagram
h1
∗F
φ //
h1
∗µ

h2
∗F
h2
∗µ

h1
∗G
ψ
// h2
∗G
commute, then ψ is a descent datum.
We now introduce some useful terminology.
Definition 4.27. Suppose H is an OY -module. Then there the natural map
φ : h1
∗h∗H → h2
∗h∗H
induced by the canonical map of functors
h1
∗h∗ =⇒ (hh1)
∗ = (hh2)
∗ =⇒ h2
∗h∗.
is called the canonical descent datum on h∗H.
We have the following main theorem of descent theory:
Theorem 4.28. (Grothendieck). Let h : Y ′ → Y be faithfully flat and quasi-
compact. Then the functor H 7→ h∗H, which goes from OY -modules to OY ′-modules
with descent data, is an equivalence of categories.
4.4.2. Modified descent data. We now prove a theorem which will allow us
to work in a slightly different setting then that above.
Definition 4.29. Retain the notation in Definition 4.25. Let Z ′′ and Z ′′′ be
schemes such that there exists isomorphisms
z′′ : Y ′′ → Z ′′
and
z′′′ : Y ′′′ → Z ′′′
and maps
ei : Z
′′ → Y ′
and
eij : Z
′′′ → Z ′′
making the diagram
Y ′′′
hij //
z′′′

Y ′′
z′′

hk // Y ′
=

Z ′′′ eij
// Z ′′ ek
// Y ′
commute. The category of OY ′-modules with descent data modified by z′′
and z′′′ or simply the category of OY ′-modules with modified descent data
when the context is clear, is the category whose objects are pairs (F ′, φ), where F ′
is an OY ′-module and φ : e1∗F ′ → e2∗F ′ is an isomorphism making the descent
datum diagram (4.8), modified by replacing all “h”’s by “e”’s, commute, and whose
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morphisms, γ : (F ′, φ) → (G′, ψ) make diagram (4.9), modified by replacing all
“h”’s by “e”’s, commute.
As before, e∗1h
∗ is naturally isomorphic to e∗2h
∗ providing canonical descent
data for any module of the form h∗H where H is an OY -module.
Since the category of OY ′ -modules with descent data is so similar to the cat-
egory of OY ′-modules with modified descent data, we expect the categories to be
equivalent.
Theorem 4.30. The functor from OY ′-modules with descent data to OY ′-modules
with modified descent data sending an object (F ′, φ) to (F ′, ψ), where ψ is the
composition
e1
∗F ′ // z′′∗h1
∗F ′
z′′∗φ // z′′∗h2
∗F ′ // e2∗F ′
and sending a morphism to itself, is an equivalence of categories.
Proof. The only thing which is not obvious is that assignment we describe
is a functor into the correct category. This follows from a routine, but tedious,
computation. 
Corollary 4.31. Retain the notation of Definition 4.29. If h : Y ′ → Y is faithfully
flat and quasi-compact, the functor H 7→ h∗H, which goes from OY -modules to OY ′-
modules with descent data modified by z′′ and z′′′, is an equivalence of categories.
For the remainder of this chapter, we use Corollary 4.31 to prove Theorem 4.5.
Before reading further in this chapter, the reader is advised to review the last two
sentences of Section 1.6.
4.4.3. Standard families. Let U be an affine, noetherian scheme, and sup-
pose all families are truncated of length n+ 1 over an OX -bimodule algebra B.
Definition 4.32. A U -family or truncated U -family M is in standard form or
is standard if, for each i such that Mi 6= 0, Mi = (idU × qi)∗Li for some map
qi : U → X and some invertible sheaf Li on U .
Lemma 4.33. Any truncated U -family is canonically isomorphic to a truncated
family in standard form.
Proof. Suppose M be a truncated U -family and
(4.10) Mi ∼= (idU × qi)∗Li.
We construct a truncated U -family, P , in standard form, such that M ∼= P . Sup-
poseM has multiplication µij and let Pi = (idU×qi)∗Li. Let µ′ij : Pi⊗OU×X B
U
j →
Pi+1 be defined as the composition:
Pi ⊗OU×X B
U
j
∼= //Mi ⊗OU×X B
U
j
µij //Mi+j
∼= // Pi+j .
It is easy to check that M∼= P under the maps (4.10). 
The following three technical lemmas are used to prove Proposition 4.37. This
proposition is used, in turn, to prove Corollary 4.38.
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Lemma 4.34. [12, Lemma 1.31, p.58] Let Y be a scheme and suppose R is a
coherent OY -module. Suppose Z ⊂ Z ′ ⊂ Y are open sets such that
Z ∩ SuppR = Z ′ ∩ SuppR.
Then the restriction map r : R(Z ′)→R(Z) is an isomorphism of OY (Z ′)-modules.
Lemma 4.35. Suppose L is an invertible OU -module, q : U → X is a morphism
and pri : (U ×X)
2
U → U ×X is the standard projection. Then
(1) the set
{q−1(V )×W |V,W ⊂ X are affine open}
forms an open cover of U ×X, and
(2) if V,W ⊂ X are open affine and V ′ ⊂ q−1(V ) is open then
(U ×X)×U (V
′ ×W ) ∩ Supp pr∗1(idU × q)∗L =
(U × V )×U (V
′ ×W ) ∩ Supp pr∗1(idU × q)∗L.
Proof. The proof of 1 is trivial. To prove 2, we first note that the bottom
expression is a subset of the top. Conversely, we note that
Supp pr∗1(idU × q)∗L = {(a, b, a, d) ∈ (U ×X)×U (U ×X)|b = q(a)}.
Thus, an element of the top, (a, b, a, d), must have the property that a ∈ V ′,
b = q(a), and d ∈ W . Since V ′ ⊂ q−1(V ), an element of the top must have second
coordinate in V . 
Lemma 4.36. Let R be a commutative ring, let A, B and C be R-algebras, and
suppose there is a map of R-algebras
h : B → A.
LetM be a free A-module of rank one, let N be an A-central A⊗B−A⊗C-bimodule,
and let P be any right A⊗C-module. Give M the A⊗B-module structure it inherits
from h. Suppose
µ :M ⊗A⊗B N → P
is any morphism of right A⊗ C-modules. If
ψ :M →M
is an A⊗B-module map, then ker µ ⊂ ker µ(ψ ⊗N).
Proof. Since ψ is an A⊗B-module morphism, ψ is an A-module morphism.
Since M is a free A-module of rank one, ψ is just multiplication by an element of
A, a. Suppose c ∈ kerµ has the form c = Σimi ⊗ ni ∈M ⊗N . Then
µ(ψ ⊗N)(c) = µ(Σi(a⊗ 1) ·mi ⊗ ni) = µ(Σimi ⊗ (a⊗ 1) · ni) =
µ(Σimi ⊗ ni · (a⊗ 1)) = µ(Σimi ⊗ ni) · (a⊗ 1) = 0.

Proposition 4.37. Suppose L is an invertible OU -module, B is an O(U×X)2
U
-
module, P is an OU×X-module and q : U → X is a morphism. Let pri : (U×X)
2
U →
U ×X be the standard projection maps. If
µ : pr2∗(pr
∗
1(idU × q)∗L⊗OX B)→ P
and
ψ : (idU × q)∗L → (idU × q)∗L
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are morphisms, then ker µ ⊂ ker µ(ψ ⊗ B).
Proof. We reduce the statement of the Proposition to that of Lemma 4.36.
Suppose V,W ⊂ X are open affine. Let V ′ ⊂ q−1(V ) be an affine open set such
that L restricted to V ′ is free. We have
(4.11) pr2∗(pr
∗
1(idU × q)∗L ⊗ B)(V
′ ×W ) =
pr∗1(idU × q)∗L ⊗ B((U ×X)×U (V
′ ×W )).
By Lemma 4.35 part 2, and Lemma 4.34, (4.11) is isomorphic, as OU×X(V
′ ×W )-
modules, to
(4.12) pr∗1(idU × q)∗L ⊗ B((U × V )×U (V
′ ×W )).
Since (U × V )×U (V ′ ×W ) is affine, (4.12) equals
pr∗1(idU × q)∗L((U × V )×U (V
′ ×W ))⊗ B((U × V )×U (V
′ ×W ))
which, in turn, is easily seen to be naturally isomorphic to
(idU × q)∗L(V
′ × V )⊗OU×X(V ′×V ) B((V
′ × V )×U (V
′ ×W )).
The result now follows from Lemma 4.36. 
Corollary 4.38. Let P be a U -family in standard form. Any OU×X-module auto-
morphism, ψ0, of P0 can be extended to a B
U -module automorphism of P.
Proof. Let µi,1 : Pi ⊗ B1 → Pi+1 be the multiplication map, and let ψ′0 be
the restriction of ψ0 ⊗BU1 to ker µ0,1. By Proposition 4.37, the following diagram,
whose rows are exact
0 // ker µ0,1 //
ψ′0

P0 ⊗ BU1
µ0 //
ψ0⊗B
U
1

P1 // 0
0 // ker µ0,1 // P0 ⊗ BU1
µ0 // P1 // 0
commutes. Thus, there exists a unique OU×X -module automorphism, ψ1 of P1,
completing the diagram. Continuing in this way, we have an OU×X -module auto-
morphism ψ whose ith component is ψi, with the property that the diagram
Pi ⊗ BU1
µi //
ψi⊗B
U
1

Pi+1
ψi+1

Pi ⊗ BU1 µi
// Pi+1
commutes. By Lemma 3.26, ψ is a BU -module automorphism, as desired. 
Corollary 4.39. If ψ :M→N is an isomorphism of U -families and if
γ :M0 → N0
is an isomorphism of OU×X -modules, then there exists an isomorphism θ :M→N
of U -families such that θ0 = γ.
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Proof. Suppose N is canonically isomorphic to the U -family in standard form
P . Now, ψ0γ−1 : N0 → N0, so gives an automorphism P0 → P0. By Corollary 4.38,
this automorphism extends to an automorphism of P , which gives an automorphism
δ of N , such that δ0 = ψ0γ−1. Now let θ = δ−1ψ. Then θ0 = γψ
−1
0 ψ0 = γ, as
desired. 
4.4.4. Γn is compatible with descent. We now set up notation which we
will use for the rest of this chapter. Let p : U → S and q : V → S be affine,
noetherian schemes, and let f : V → U be a faithfully flat morphism. Let fi :
V 2U → V and fij : V
3
U → V
2
U be projection maps. For ease of reading, we alter our
notation convention for the rest of the chapter by letting e = f× idX , ei = fi× idX ,
and eij = fij × idX . We have the following commuting diagram:
V ×U V ×U V ×X

e12 //
e23 //
e13 //
V ×U V ×X

e1 //
e2 // V ×X

e // U ×X

V ×U V ×U V
f12 //
f23 //
f13 //
V ×U V
f1 //
f2 // V
f // U
Since f is faithfully flat and locally finite, so is e, and if
z′′ : Y ′′ = (V ×X)2U×X → V
2
U ×X = Z
′′,
z′′′ : Y ′′′ = (V ×X)3U×X → V
3
U ×X = Z
′′′
and
hij : (V ×X)
3
U×X → (V ×X)
2
U×X
are projections, then the diagram
Y ′′′
hij //
z′′′

Y ′′
z′′

hk // Y ′
=

Z ′′′ eij
// Z ′′ ek
// Y ′
commutes. Thus, Corollary 4.31 may be employed to prove the following
Proposition 4.40. With the notation above, the functor H 7→ e∗H which goes from
OU×X-modules to OV×X-modules with modified descent data, is an equivalence of
categories.
We now reintroduce some notation. Let p˜ = p × idX : U ×X → S ×X , and
for any U ∈ S, let prUi : (U ×X)
2
U → U ×X be the standard projection maps. Let
F be an OX -bimodule. To each U ∈ S, let
FU = prU2∗(pr
U∗
1 (−)⊗ p˜
2∗F),
and suppose, for f : V → U in S,
(4.13) Λf : f˜
∗FU =⇒ FV f˜∗
is the isomorphism defined in Example 2.20. This assignment defines an indexed
functor F : X → X, where X is the S-indexed category defined in Example 2.18,
such that XU = Mod(U ×X).
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4.4.5. Injectivity of Γn(U)→ Γn(V ).
Lemma 4.41. Let M and N be truncated U -families. Suppose θ : e∗M→ e∗N is
a BV -module isomorphism. Suppose e1∗θ0 = e2∗θ0. Then e1∗θ = e2∗θ.
Proof. Since e1
∗θ0 = e2
∗θ0, there exists, by Proposition 4.40, a ψ0 : M0 →
N0 such that e∗ψ0 = θ0.
Since there is a morphism of functors e∗FU =⇒ FV e∗ as in (4.13), the diagram
(4.14) e∗FUM0
e∗FUψ0//

e∗FUN0

FV e∗M0
FV e∗ψ0
// FV e∗N0
commutes, and the columns are isomorphisms (since they are just the maps (4.13)).
Since θ is a B-module map, the diagram
(4.15) ei
∗FV e∗M0
ei
∗FV θ0//

ei
∗FV e∗N0

ei
∗e∗M1
ei
∗θ1
// ei∗e∗M1
commutes. Applying e∗i to (4.14) and stacking (4.14) above (4.15) gives a commu-
tative diagram:
ei
∗e∗FUM0
ei
∗e∗FUψ0 //

ei
∗e∗FUN0

ei
∗e∗M1
ei
∗θ1
// ei∗e∗M1.
Since multiplication FV e∗M0 → e∗M1 is defined as the composition
FV e∗M0 → e
∗FUM0 → e
∗M1
the verticals of this diagram are ei
∗e∗ applied to the multiplication, µ, of the B-
modules M and N . This shows that the left and right face of
e1
∗e∗FUM0 //
ssggggg
gggg
gggg
gggg
gggg
g

e1
∗e∗FUN0

ssggggg
gggg
gggg
gggg
gggg
gg
e2
∗e∗FUM0 //

e2
∗e∗FUN0

e1
∗e∗M1
ssfffff
ffff
ffff
ffff
ffff
ffff
// e1∗e∗N1
ssfffff
ffff
fffff
ffff
fffff
fff
e2
∗e∗M1 // e2∗e∗N1
commute. Since e1
∗e∗µ = e2
∗e∗µ and
e1
∗e∗FUψ0 = e2
∗e∗FUψ0,
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the top and sides of the cube commute as well. Since the vertical maps are epis, the
bottom is commutative so e1
∗θ1 = e2
∗θ1. Using this fact and repeating the above
argument, we find that e1
∗θ = e2
∗θ. 
Let us prove part of Theorem 4.4.
Proposition 4.42. With the notation as in the beginning of this section, Γn(f) :
Γn(U)→ Γn(V ) is an injection.
Proof. Let M and N be U -families. By Lemma 4.33, we may assume M
and N are in standard form. Suppose [e∗M] = [e∗N ], i.e. suppose e∗M ∼= e∗N
as V -families. By Corollary 4.39, there exists a θ : e∗M ∼= e∗N such that θ0 is
the identity. Thus e1
∗θ0 = e2
∗θ0. By the previous lemma, e1
∗θ = e2
∗θ. Thus, by
Proposition 4.40, there exists an isomorphism δ : M→ N such that e∗δ = θ. Fi-
nally, we must show that δ is a B-module morphism. If µ′ denotes the multiplication
maps of the modules e∗M and e∗N , then we know
FV e∗Mi
µ′i

FV θi // FV e∗Ni
µ′i

e∗Mi+1
θi+1
// e∗Ni+1
commutes since θ is a B-module morphism. By naturality of the indexing map
(4.13), the diagram
e∗FUMi

e∗FUδi // e∗FUNi

FV e∗Mi
FV θi
// FV e∗Ni
commutes, and when this diagram is placed above the previous diagram, the
columns are e∗ applied to the multiplication map of the B-modules M and N
by definition of µ′. Since the composition of the previous two diagrams commute,
and it equals the application of the functor e∗ to a diagram of OU×X -modules, the
diagram commutes after removing e∗ by Proposition 4.40. Thus δ is a B-module
morphism. 
4.4.6. Completing the proof that Γn(−) is compatible with descent.
Lemma 4.43. Let M be a V -family such that e1∗M∼= e2∗M as BV×UV -modules.
Then, for some q : U → X, M0 ∼= e∗(idU × q)∗OU .
Proof. Without loss of generality, we may assume M is in standard form.
Thus, for some q′ : V → X , M0 = (idV × q′)∗OV . We may now compute
(4.16) e1
∗M0 = e1∗(idV × q′)∗OV // (idV×UV × q
′f1)∗f1
∗OV
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where the right morphism, the dual 2-cell induced by the diagram of schemes
V ×U V
f1 //
idV×UV ×q
′f1

V
idV ×q
′

V ×U V ×X e1
// V ×X,
is an isomorphism by Lemma 3.44. Furthermore,
e1
∗(idV × q
′)∗OV ∼= e2
∗(idV × q
′)∗OV ∼= (idV×UV × q
′f2)∗f2
∗OV
where the first isomorphism exists by hypothesis and the second is an isomorphism
as in (4.16). Thus, by Proposition 3.43, q′f1 = q
′f2 so by Theorem 4.4, there exists
a q : U → X such that qf = q′. Since f∗OU ∼= OV ,
M0 = (idV × qf)∗OV ∼= e
∗(idU × q)∗OU ,
where the last isomorphism is the dual 2-cell induced by the diagram
V
f //
idV ×qf

U
idU×q

V ×X e
// U ×X.

Lemma 4.44. Let M be a V -family, and suppose e1∗M ∼= e2∗M as BV×UV -
modules. Then there exists a V -family M′ ∼=M and an isomorphism θ : e1∗M′ →
e2
∗M′ such that θ0 is a descent datum.
Proof. By Lemma 4.43, there is a V -family M′ ∼= M with M′0 = e∗(idU ×
q)∗OU . Thus e∗1M0
∼= e∗1M
∼= e∗2M
∼= e∗2M0. Since the canonical isomorphism
e1
∗e∗(idU × q)∗OU ∼= e2
∗e∗(idU × q)∗OU
is a descent datum, the result follows from Corollary 4.39. 
Lemma 4.45. Let L be an invertible OU -module and let N = (idU × q)∗L. Then
the diagram
e1
∗e∗FUN //

FV×UV e1
∗e∗N

e2
∗e∗FUN // FV×UV e2∗e∗N
whose horizontal maps are just compositions of maps (4.13) (on page 72), com-
mutes.
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Proof. We must show that the diagram
e1
∗e∗FUN //

FV×UV e1
∗e∗N

(ee1)
∗FUN //

FV×UV (ee1)
∗N

(ee2)
∗FUN //

FV×UV (ee2)
∗N

e2
∗e∗FUN // FV×UV e2∗e∗N
commutes, where the vertical maps are the natural maps. Since F is indexed by
Lemma 3.33, the top and bottom squares commute. Since the middle verticals are
equalities, the middle square also commutes and the assertion follows. 
Proposition 4.46. Let M be a V -family, and suppose there is a BV×UV -module
isomorphism θ : e1
∗M→ e2∗M. Then there exists a U -family N such that e∗N ∼=
M as BV -modules.
Proof. By Lemma 4.44, we may assume that there exists a q : U → X such
that M0 = e∗(idU × q)∗OU and that θ0 is a canonical descent datum. By Lemma
4.45 and the fact that θ is a BV -module morphism, the diagram
e1
∗e∗FU (idU × q)∗OU //

e2
∗e∗FU (idU × q)∗OU

FV×UV e1
∗M0
FV×UV θ0 //
µ0

FV×UV e2
∗M0
µ0

e1
∗M1
θ1
// e2∗M1
commutes, where the top vertical maps are indexing maps (4.13) on page 72. Let
N0 = (idU × q)∗OU . Expanding the bottom square, we get a diagram
e1
∗e∗FUN0 //

e2
∗e∗FVN0

FV×UV e1
∗e∗N0
FV×UV θ0 //

FV×UV e2
∗e∗N0

e1
∗FV e∗N0
e1
∗µ

e2
∗FV e∗N0
e2
∗µ

e1
∗M1
θ1
// e2∗M1
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where, again, the top two pairs of vertical maps are indexing maps (4.13). But by
definition of these vertical maps, this diagram equals
e1
∗e∗FUN0 //

e2
∗e∗FUN0

e1
∗FV e∗N0
e1
∗µ

e2
∗FV e∗N0
e2
∗µ

e1
∗M1
θ1
// e2∗M1
whose vertical maps are ei
∗ applied to a morphism
e∗FUN0 →M1.
Since the top morphism of this diagram is a descent datum, θ1 is a descent datum by
Lemma 4.26 and there is an isomorphism ψ :M1 → e∗N1 for some OU×X -module
N1 by Proposition 4.40. Therefore, we have a commutative diagram
e1
∗e∗FUN0 //

e2
∗e∗FUN0

e1
∗FV e∗N0
e1
∗ψµ

e2
∗FV e∗N0
e2
∗ψµ

e1
∗e∗N1 // e2∗e∗N1
where the bottom horizontal map equals (e2
∗ψ)θ1(e1
∗ψ)−1 and where the vertical
maps are ei
∗ applied to a morphism
φ : e∗FUN0 → e
∗N1.
Since θ1 is a descent datum, so is (e2
∗ψ)θ1(e1
∗ψ)−1, so that by Proposition 4.40,
there exists a µ′ : FUN0 → N1 such that e∗µ′ = φ. Thus we have a commutative
diagram
e1
∗e∗FUN0 //
e1
∗e∗µ′

e2
∗e∗FUN0
e2
∗e∗µ′

e1
∗e∗N1 // e2∗e∗N1.
Since ei and e are faithfully flat, ei
∗ and e∗ are exact. Thus, ker ei
∗e∗µ′ =
ei
∗e∗ kerµ′ and µ′ is epi since e∗µ′ is epi. Since µ′ is an epi, there exists a unique
morphism
e1
∗e∗N1 → e2
∗e∗N1
making the diagram commute. Since the top morphism is the canonical one, we
conclude that θ1 is also the canonical morphism (Definition 4.27). The proof follows
by induction. 
Thus, we have succeeded in proving Theorem 4.4.

CHAPTER 5
The Representation of Γn for Low n
In this chapter, we assume, unless otherwise stated, that X is a separated,
noetherian scheme, E is a coherent OX -bimodule, and there is a graded ideal I ⊂
T (E) whose first nonzero component occurs in degree m > 1. Let B = T (E)/I.
We represent Γn for n < m (Proposition 5.1 and Theorem 5.3). Before reading the
remainder of this chapter, the reader is advised to review the last two sentences of
Section 1.6.
5.1. The representation of Γ0
Proposition 5.1. Γ0(−) ∼= HomS(−, X).
Proof. Let U be an affine scheme. Then
Γ0(U) = {isomorphism classes of truncated U -families of length 1}.
By Proposition 3.43, these classes are indexed by elements of HomS(U,X): ifM is
a truncated U -family of length one,M∼= (idU×q)∗OU for a unique map q : U → X .
This gives a bijection
σU : Γ0(U)→ HomS(U,X)
defined by σU ([M]) = q. We show σ is natural. Let q : U → X , so that [(idU ×
q)∗OU ] ∈ Γ0(U) and let f : V → U be a morphism of affine S-schemes. Then
Γ0(f)[(idU × q)∗OU ] = [(idV × qf)∗OV ]
so that
HomS(U,X)
−◦f

σU // Γ0(U)
Γ0(f)

HomS(V,X) σV
// Γ0(V )
commutes. Thus, σ defines an isomorphism
Σ : Γ0(−) =⇒ HomS(−, X).

5.2. The representation of Γn for 0 < n < m
Before stating the main result of this chapter (Theorem 5.3), we introduce some
notation. Suppose Y and Z are separated, noetherian schemes, E is an OX×Y -
module and F is an OY×Z -module. Suppose also that pri : X × Y → X,Y ,
pri : Y ×Z → Y, Z (same notation!) and prij : X×Y ×Z → X×Y,X×Z, Y ×Z are
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projection maps, and pE and pF are the structure maps of PX×Y (E) and PY×Z(F)
respectively. We denote by
PX×Y (E)⊗Y PY×Z(F)
the fiber product in the following diagram:
PX×Y (E)⊗Y PY×Z(F)
qF //______
qE



PY×Z(F)
pr1◦pF

PX×Y (E) pr2◦pE
// Y.
Since X × Y × Z is the fiber product of the following diagram:
Y × Z
pr1

X × Y pr2
// Y
we have the commutative diagram
PX×Y (E)⊗Y PY×Z(F)
qF
))RRR
RRR
RRR
RRR
RR
qE
uullll
lll
lll
lll
l
PX×Y (E)
pE

PY×Z(F)
pF

X × Y × Z
pr12uukkkk
kkk
kkk
kkk
k
pr23 ))SSS
SSS
SSS
SSS
SSS
X × Y
pr2
))SSS
SSS
SSS
SSS
SSS
SS
Y × Z
pr1
uukkkk
kkk
kkk
kkk
kkk
k
Y .
By the universal property of the fiber product, there is a map t : PX×Y (E) ⊗Y
PY×Z(F)→ X × Y × Z, making
PX×Y (E)⊗Y PY×Z(F)
qF
))RR
RRR
RRR
RRR
RRR
qE
uullll
lll
lll
lll
l
t







PX×Y (E)
pE

PY×Z(F)
pF

X × Y × Z
pr12uukkkk
kkk
kkk
kkk
k
pr23 ))SSS
SSS
SSS
SSS
SSS
X × Y
pr2
))SSS
SSS
SSS
SSS
SSS
SS
Y × Z
pr1
uukkkk
kkk
kkk
kkk
kkk
k
Y .
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commute. Thus, PX×Y (E)⊗Y PY×Z(F) is an X × Z-scheme.
Remark. Using the tensor product notation to denote a fiber product of spaces
becomes useful when X = Y = Z.
Lemma 5.2. Retain the notation above. If T is a scheme and G is an OZ×T -
module, then there is an isomorphism
(PX×Y (E)⊗Y PY×Z(F))⊗Z PZ×T (G)→ PX×Y (E)⊗Y (PY×Z(F)⊗Z PZ×T (G)).
Proof. The proof is a tedious exercise in the use of the universal property of
the fibre product. 
Remark: The same result holds if we replace the various projective bundles by
arbitraryX×Y , Y ×Z, and Z×W schemes. By the lemma, the space (PX2(F))
⊗n
is well defined.
Theorem 5.3. For 0 < n, there is a monomorphism
Φ : Γn(−) =⇒ HomS(−, (PX2(E))
⊗n)
which is an isomorphism for n < m.
A more detailed description of Φ is given in Proposition 5.19. For the remainder
of this chapter, let U be an affine, noetherian scheme and suppose
pri : (U ×X)
2
U → U ×X
are the standard projection maps. Let q : U → X , and letM be an OU×X -module
isomorphic to (idU × q)∗OU . Let Z = SSupp pr∗1M, and let i : Z → (U ×X)
2
U be
the inclusion map.
Lemma 5.4. Let R be a commutative ring and let A, B, and C be commutative
R-algebras. Let q : B → A, and let A have a B-module structure via the rule
b · a = q(b)a.
In what follows, all unadorned tensor products are over R. Then the A⊗C-module
map
f : A⊗ C → (A⊗B)⊗A (A⊗ C)/ ann(((A ⊗B)⊗A (A⊗ C))⊗A⊗B A)
sending a⊗ c to the image of a⊗ 1⊗ 1⊗ c in
(A⊗B)⊗A (A⊗ C)/ ann(((A ⊗B)⊗A (A⊗ C))⊗A⊗B A),
is an isomorphism.
Proof. The map f is an epimorphism since, if a ∈ A, b ∈ B, and c ∈ C, then
a⊗ b⊗ 1⊗ c− q(b)a⊗ 1⊗ 1⊗ c ∈ ann(((A ⊗B)⊗A (A⊗ C))⊗A⊗B A).
We now show the map is a monomorphism. First, if A ⊗ C is given an (A ⊗
B)⊗A (A⊗ C)-module structure defined by the rule
(a⊗ b⊗ 1⊗ c) · (c′ ⊗ a′) = cc′ ⊗ aq(b)a′
for a, a′ ∈ A, b ∈ B and c ∈ C, then it is easy to see that there is a natural
(A⊗B)⊗A (A⊗ C)-module isomorphism
(5.1) ((A⊗B)⊗A (A⊗ C))⊗A⊗B A→ A⊗ C.
Let I be a finite set. For all i ∈ I, let ai ∈ A and ci ∈ C. Suppose Σiai ⊗ 1 ⊗
1 ⊗ ci ∈ ann((A ⊗ B) ⊗A (A ⊗ C) ⊗A⊗B A). Then, under the isomorphism (5.1),
Σiai ⊗ 1⊗ 1⊗ ci ∈ annA⊗C. Thus, Σiai ⊗ ci ∈ A⊗C equals 0, proving that f is
a monomorphism. 
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Proposition 5.5. The map pr2i : Z → U ×X is an isomorphism.
Proof. First, we show that as a map of topological spaces,
pr2i : Z → U ×X
is an isomorphism. This follows easily from the fact that, since
Z = {(a, b, a, c) ∈ (U ×X)2U |b = q(a)},
the continuous map
(idU × q)× (idU × idX) : U ×X → Z ⊂ (U ×X)
2
U
is inverse to pr2i.
We next show that pr2i is an isomorphism of schemes. Let I = ann pr
∗
1M. We
must show that if
pr#2 : OU×X → pr2∗O(U×X)2U
is the sheaf morphism from the map pr2, and if
i# : O(U×X)2U
δ // O(U×X)2U /I
// i∗i−1(O(U×X)2
U
/I)
is the sheaf morphism from the map i, where the first arrow is the usual quotient
map, then the sheaf morphism
pr2∗i
# ◦ pr#2 : OU×X → pr2∗i∗i
−1(O(U×X)2U /I)
is an isomorphism of OU×X -modules. Since the rightmost composite of i# is an
isomorphism (which can be checked pointwise), in order to show pr2∗i
# ◦ pr#2 is an
isomorphism, it suffices to show
pr2∗δ ◦ pr
#
2 : OU×X → pr2∗(O(U×X)2U /I)
is an isomorphism. Let SpecB and SpecC be affine open subsets of X and let
SpecA = q−1(SpecB). The composition of
pr2∗δ ◦ pr
#
2 (SpecA⊗C) : OU×X(SpecA⊗C)→ pr2∗(O(U×X)2U /I)(SpecA⊗ C) =
(O(U×X)2
U
/I)((SpecA×X)×SpecA (SpecA⊗ C))
with the A⊗ C-module isomorphism
(O(U×X)2
U
/I)((SpecA×X)×SpecA (SpecA⊗ C))→
(O(U×X)2U /I)(Spec((A ⊗B)⊗A (A⊗ C)))
given by restriction (isomorphic by Lemma 4.34 and Lemma 4.35) is just the map
of A⊗ C-modules
f : A⊗ C → (A⊗B)⊗A (A⊗ C)/ ann(((A ⊗B)⊗A (A⊗ C))⊗A⊗B A)
sending a⊗ c to the image of a⊗ 1⊗ 1⊗ c in
(A⊗B)⊗A (A⊗ C)/ ann(((A ⊗B)⊗A (A⊗ C))⊗A⊗B A).
The fact that this map is an isomorphism follows from the previous lemma. 
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Proposition 5.6. Let N be an OU×X -module, and let F be an O(U×X)2
U
-module.
Then (pr2i)∗ has a right adjoint (pr2i)
! and there is a natural bijection
(5.2) ψ : HomU×X(pr2∗(pr
∗
1M⊗F),N )→
Hom(U×X)2U (F ,HomO(U×X)2U
(pr∗1M, i∗(pr2 i)
!N )).
Proof. The first assertion follows from the previous lemma. To prove the
second assertion, we note that the functors
(pr2i)∗ ◦ i
∗ ◦ (pr∗1M⊗−) : Qcoh(U ×X)
2
U → QcohU ×X
and
HomO
(U×X)2
U
(pr∗1M,−) ◦ i∗ ◦ (pr2 i)
! : QcohU ×X → Qcoh(U ×X )2U
are the left adjoint and right adjoint, respectively, of an adjoint pair. The assertion
then follows from the fact that
i∗i
∗(pr∗1M⊗F)
∼= pr∗1M⊗F .

We prove Theorem 5.3 by first proving the following three preliminary results.
Lemma 5.7. Suppose r : U → X, N ∼= (idU × r)∗OU ,
F : Qcoh(U ×X)2U → QcohU ×X
is the functor pr2∗ ◦ (pr
∗
1M⊗−), and
G : QcohU ×X → Qcoh(U ×X)2U
is the functor HomO
(U×X)2
U
(pr∗1M,−) ◦ i∗ ◦ (pr2 i)
!. Then (F,G) form an adjoint
pair such that if
η : idQcoh(U×X)2
U
=⇒ GF
is the unit map and
ǫ : FG =⇒ idQcohU×X
is the counit map, then ηGN , and ǫN are isomorphisms.
Proposition 5.8. Let r : U → X, let N ∼= (idU × r)∗OU . Then there is an
isomorphism of O(U×X)2U -modules
HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N )→ ((idU × q)× (idU × r))∗OU .
Proposition 5.9. Let F be an O(U×X)2U -module and let N be an OU×X -module.
Then the bijection (5.2),
ψ : HomU×X(pr2∗(pr
∗
1M⊗F),N )→
Hom(U×X)2
U
(F ,HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N )).
is a bijection on epimorphisms.
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5.2.1. The proof of Lemma 5.7. The next result follows easily from the
definitions, so we omit the proof.
Lemma 5.10. Suppose i : W → Y is a closed immersion of schemes and A and
B are OW -modules. Then there is a natural isomorphism of OY -modules
i∗HomW (A,B)→ HomY (i∗A, i∗B).
Lemma 5.11. Suppose P is an O(U×X)2
U
-module such that the natural morphism
P → i∗i
∗P
is an isomorphism. Then there is an OZ-module isomorphism
i∗HomO
(U×X)2
U
(pr∗1M,P)→ HomOZ (i
∗pr∗1M, i
∗P).
Proof. By Lemma 5.10,
(5.3) i∗HomOZ (i
∗pr∗1M, i
∗P) ∼= HomO
(U×X)2
U
(i∗i
∗pr∗1M, i∗i
∗P),
while, since
i∗i
∗pr∗1M
∼= pr∗1M,
and
i∗i
∗P ∼= P ,
the latter sheaf is isomorphic to
HomO
(U×X)2
U
(pr∗1M,P).
Thus, applying i∗ to (5.3), we have a sheaf isomorphism
i∗i∗HomOZ (i
∗pr∗1M, i
∗P)→ i∗HomO
(U×X)2
U
(pr∗1M,P).
The assertion follows from the fact that
i∗i∗HomOZ (i
∗pr∗1M, i
∗P) ∼= HomOZ (i
∗pr∗1M, i
∗P).

Lemma 5.12. The OZ-module i∗pr∗1M is free, of rank one.
Proof. We need to show that
i∗pr∗1M
∼= i−1(O(U×X)2U / annpr
∗
1M)
as i−1(O(U×X)2
U
/ annpr∗1M)-modules. Since i
∗i∗ ∼= idZ we need only show that
i∗i
∗pr∗1M
∼= i∗i
−1(O(U×X)2
U
/ annpr∗1M)
as i∗i
−1(O(U×X)2
U
/ annpr∗1M) = O(U×X)2U / annpr
∗
1M-modules. But i∗i
∗pr∗1M
∼=
pr∗1M. Thus, we need only show that there is an O(U×X)2U / annpr
∗
1M-module
isomorphism
pr∗1M∼= O(U×X)2U / annpr
∗
1M.
We construct a map locally and show that it glues together. We first observe that
the set
C = {Spec(A⊗B)⊗A (A⊗ C)|q
−1(SpecB) = SpecA, and SpecB, SpecC ⊂ X}
is an open cover of Supp pr∗1M by Lemma 4.35. Thus, to define a map of sheaves
pr∗1M → O(U×X)2U / annpr
∗
1M, it suffices to define, for each V ∈ C, a map fV :
5.2. THE REPRESENTATION OF Γn FOR 0 < n < m 85
pr∗1M(V )→ O(U×X)2U / annpr
∗
1M(V ) and then to show that if V
′ is also in C, then
fV (V ∩ V ′) = fV ′(V ∩ V ′).
Suppose V = Spec(A⊗B)⊗A (A⊗ C) ∈ C. Since
O(U×X)2U (Spec(A×B)⊗A (A⊗ C)) = (A⊗B)⊗A (A⊗ C)
and
pr∗1M(Spec(A⊗B)⊗A (A⊗ C)) = (A⊗B)⊗A (A⊗ C)⊗A⊗B A,
there is an epimorphism
(5.4) O(U×X)2
U
(Spec(A⊗B)⊗A (A⊗ C))→ pr
∗
1M(Spec(A⊗B)⊗A (A⊗ C))
sending
a⊗ b⊗ 1⊗ c ∈ (A⊗B)⊗A (A⊗ C)
to
(a⊗ b ⊗ 1⊗ c)⊗ 1 ∈ (A⊗B ⊗ C)⊗A⊗B A.
The kernel of this epimorphism is exactly ann (A⊗B)⊗A (A⊗C)⊗A⊗B A. Thus,
the map (5.4) gives an isomorphism
fV : (O(U×X)2
U
/ annpr∗1M)(Spec(A⊗B)×A (A⊗ C))→
pr∗1M(Spec(A⊗B)⊗A (A⊗ C)).
We show that these isomorphisms glue to give an isomorphism of sheaves. Suppose
V ′ = Spec(A′ ⊗B′)⊗A′ (A′ ⊗ C′) ∈ C. Then as before, we have an isomorphism
fV ′ : (O(U×X)2
U
/ annpr∗1M)(Spec(A
′ ⊗B′)⊗A′ (A
′ ⊗ C′))→
pr∗1M(Spec(A
′ ⊗B′)⊗A′ (A
′ ⊗ C′)).
We must show
fV (Spec(A⊗B)⊗A (A⊗ C) ∩ Spec(A
′ ⊗B′)⊗A′ (A
′ ⊗ C′)) =
f ′V ′(Spec(A⊗B)⊗A (A⊗ C) ∩ Spec(A
′ ⊗B′)⊗A′ (A
′ ⊗ C′)).
Since U and X are separated, the intersection of two affine open subsets of U is
affine, and the intersection of two affine open subsets of X is affine. Suppose Spec
A∩ Spec A′ = Spec A′′, Spec B∩ Spec B′ = Spec B′′, and Spec C∩ Spec C′ =
Spec C′′. Then we need to show that
fV (Spec(A
′′ ⊗B′′)⊗A′′ (A
′′ ⊗ C′′)) =
fV ′(Spec(A
′′ ⊗B′′)⊗A′′ (A
′′ ⊗ C′′)).
This follows immediately from the definition of fV and fV ′ . 
Lemma 5.13. Let F : A → B be a functor and suppose (F,G) is an adjoint pair.
If N is an object of B such that ǫN : FGN → N is an isomorphism, then ηGN is
an isomorphism.
Proof. Suppose ǫN is an isomorphism. Since the composition
GN
ηGN +3 GFGN
G∗ǫN +3 GN
is the identity, and since G ∗ ǫN is an isomorphism,
ηGN = (G ∗ ǫN )
−1
so that ηGN is an isomorphism. 
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Lemma 5.14. Let r : U → X, let N ∼= (idU × r)∗OU , let
F : Qcoh(U ×X)2U → QcohU ×X
be the functor pr2∗ ◦ (pr
∗
1M⊗−), and let
G : QcohU ×X → Qcoh(U ×X)2U
be the functor HomO
(U×X)2
U
(pr∗1M,−) ◦ i∗ ◦ (pr2 i)
!. Then (F,G) form an adjoint
pair such that if
η : idQcoh(U×X)2
U
=⇒ GF
is the unit map and
ǫ : FG =⇒ idQcohU×X
is the counit map, then ηGN and ǫN are isomorphisms.
Proof. By Lemma 5.13, in order to prove that ηGN is an isomorphism, it
suffices to show that ǫN is an isomorphism. To complete the proof of the lemma,
we show that ǫN is an isomorphism. Let
F ′ : Qcoh(U ×X)2U → Qcoh(U ×X)
2
U
be the functor pr∗1M⊗−, and let
G′ : Qcoh(U ×X)2U → Qcoh(U ×X)
2
U
be the functor HomO
(U×X)2
U
(pr∗1M,−). If ǫ
′ : F ′G′ → id is the counit of the adjoint
pair (F ′, G′), then ǫ : FG→ id is given by the composition
pr2∗F
′G′i∗(pr2i)
!
pr2∗∗ǫ
′∗i∗(pr2i)
!
+3 (pr2i)∗(pr2i)
! +3 id
where the rightmost map is the counit map of the adjoint pair ((pr2i)∗, (pr2i)
!).
Since pr2i is an isomorphism (Proposition 5.5), to show that ǫN is an isomorphism,
it suffices to show that ǫ′i∗(pr2i)!N is an isomorphism. This map is defined on an
affine open set V ⊂ (U ×X)2U by sending a⊗ β in
F ′G′i∗(pr2i)
!N (V ) = pr∗1M(V )⊗HomO(U×X)2
U
(V )(pr
∗
1M(V ), i∗(pr2i)
!N (V ))
to β(a) ∈ i∗(pr2i)
!N . To prove that ǫ′i∗(pr2i)!N is an isomorphism, we claim it
suffices to prove that i∗ǫ′i∗(pr2i)!N is an isomorphism. For, suppose this is the case.
Then, if η′′ : id =⇒ i∗i∗ is the unit, the top map in the commutative diagram
(5.5) i∗i
∗F ′G′i∗(pr2i)
!N
i∗i
∗ǫ′ // i∗i∗i∗(pr2i)
!N
F ′G′i∗(pr2i)
!N
ǫ′
//
η′′
OO
i∗(pr2i)
!N
η′′
OO
is an isomorphism. Since η′′pr∗1M is an isomorphism, η
′′
pr∗1M⊗H
is an isomor-
phism for all H in Qcoh(U ×X)2U . Thus, η
′′
F ′G′i∗(pr2i)
!N is an isomorphism. Since
η′′i∗(pr2i)!N is also an isomorphism by Lemma 5.13, the top and sides of (5.5) are
isomorphisms, so the bottom of (5.5) is also an isomorphism.
To complete the proof, we show that
i∗ǫ′i∗(pr2i)!N : i
∗(pr∗1M⊗HomO(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N ))→ i∗i∗(pr2 i)
!N
5.2. THE REPRESENTATION OF Γn FOR 0 < n < m 87
is an isomorphism. By Lemma 5.11, there is an isomorphism
ψ : i∗HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N ))→ HomOZ (i
∗pr∗1M, i
∗i∗(pr2 i)
!N )).
Thus, there is a morphism
i∗pr∗1M⊗HomOZ (i
∗pr∗1M, i
∗i∗(pr2 i)
!N )
i∗pr∗1M⊗ψ
−1

i∗pr∗1M⊗ i
∗HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N )

i∗(pr∗1M⊗HomO(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N ))i
∗ǫ′ // i∗i∗(pr2i)
!N .
Since i∗pr∗1M is a free rank one OZ-module by Lemma 5.12, there is a natural
isomorphism
i∗pr∗1M⊗HomOZ (i
∗pr∗1M, i
∗i∗(pr2 i)
!N )

HomOZ (i
∗pr∗1M, i
∗i∗(pr2 i)
!N ) // i∗i∗(pr2i)
!N .
An easy local computation shows that the diagram
i∗pr∗1M⊗HomOZ (i
∗pr∗1M, i
∗i∗(pr2 i)
!N )
(i∗ǫ′)◦ψ−1
++VVVV
VVVV
VVVV
VVVV
VVV

HomOZ (i
∗pr∗1M, i
∗i∗(pr2 i)
!N ) // i∗i∗(pr2i)
!N .
commutes. Thus, i∗ǫ′, and hence ǫ′, is an isomorphism. 
5.2.2. The proof of Proposition 5.8.
Lemma 5.15. If r : U → X, and if N ∼= (idU×r)∗OU then there is an isomorphism
of OZ-modules
i∗HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N )→ (pr2 i)
!N .
Proof. By Lemma 5.13, the natural morphism
i∗(pr2i)
!N → i∗i
∗i∗(pr2i)
!N
is an isomorphism. Thus, by Lemma 5.11, there is an isomorphism
i∗HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N )→ HomOZ (i
∗pr∗1M, i
∗i∗(pr2 i)
!N ).
By Lemma 5.12,
HomOZ (i
∗pr∗1M, i
∗i∗(pr2 i)
!N ) ∼= i∗i∗(pr2 i)
!N ,
and this last sheaf is naturally isomorphic to (pr2i)
!N . 
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Lemma 5.16. Let f : Y → Z be an isomorphism of schemes. Then the functors
f∗ : QcohZ→ QcohY
and
f ! : QcohY → QcohZ
are naturally equivalent.
Proof. Since f is an isomorphism, f is affine and there are adjoint pairs
(f∗, f∗) and (f∗, f
!) with counits ǫ and ǫ′, respectively, which are isomorphisms.
Thus, we have a natural isomorphism
f !
ǫ−1∗f !+3 f∗f∗f !
f∗∗ǫ′ +3 f∗.

Proposition 5.17. Let r : U → X, let N ∼= (idU × r)∗OU . Then there is an
isomorphism of O(U×X)2
U
-modules
HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N )→ ((idU × q)× (idU × r))∗OU .
Proof. By Lemma 5.15, there is an isomorphism
i∗HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N )→ (pr2 i)
!N .
By Lemma 5.7,
i∗i
∗HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N ) ∼= HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N ),
so that
HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N ) ∼= i∗(pr2 i)
!N .
By Lemma 5.16,
(5.6) i∗(pr2i)
!N ∼= i∗i
∗pr2
∗N ∼= i∗i
∗pr2
∗(idU × r)∗OU .
We simplify (5.6) by defining a map a which makes the diagram
(5.7) SSupp(pr∗1(idU × q)∗OU )
i

U
(idU×q)×(idU×r)
//
a
33hhhhhhhhhhhh (U ×X)2U .
commute. For p ∈ U , define a(p) = (p, q(p), p, r(p)) ∈ Z. Let I = ann pr∗1M. We
now define the sheaf component of a,
a# : i−1(O(U×X)2
U
/I)→ a∗OU .
To define a#, we note that the sheaf map
(idU × q)× (idU × r)
# : O(U×X)2
U
→ ((idU × q)× (idU × r))∗OU
has I in its kernel. This follows readily by examining the morphism locally. Thus,
there is a sheaf map
(O(U×X)2
U
/I)→ ((idU × q)× (idU × r))∗OU .
Applying i−1 to this map, we have a map
a# : i−1(O(U×X)2
U
/I)→ i−1((idU × q)× (idU × r))∗OU .
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The assertion follows by noting that a∗ = i
−1((idU × q) × (idU × r))∗. With this
definition of a, it is easy to see that (5.7) commutes.
We next show that the diagram of schemes
U
idU //
a

U
idU×r

SSupp (pr∗1(idU × q)∗OU ) pr2i
// U ×X
is a pullback diagram. In particular, we show that
a× idU : U → Z ×U×X U
is an isomorphism. Let π2 : Z ×U×X U → U be projection. It is clear that the
composition
U
a×idU // Z ×U×X U
π2 // U
is the identity map. Thus, in order to show a × idU is an isomorphism, it suffices
to show that the composition
Z ×U×X U
π2 // U
a×idU // Z ×U×X U
is the identity. This is true at the level of spaces. We must show that the map of
sheaves
OZ×U×XU → (a× idU )∗OU → (a× idU )∗π2∗OZ×U×XU
is the identity map, where the left map comes from the scheme map a × idU and
the right map comes from the scheme map π2. A local computation bears out this
fact. Thus, by Lemma 3.44, i∗pr2
∗(idU×r)∗ ∼= a∗. Applying i∗ to this isomorphism
yields the isomorphism of functors
i∗i
∗pr2
∗(idU × r)∗ ∼= i∗a∗ = ((idU × q)× (idU × r))∗.

5.2.3. The proof of Proposition 5.9.
Proposition 5.18. Let F be an O(U×X)2
U
-module and let N be an OU×X -module.
Then the bijection (5.2),
ψ : HomU×X(pr2∗(pr
∗
1M⊗F),N )→
Hom(U×X)2
U
(F ,HomO
(U×X)2
U
(pr∗1M, i∗(pr2 i)
!N )).
is a bijection on epimorphisms.
Proof. Let
F : Qcoh(U ×X)2U → QcohU ×X
be the functor
(pr2i)∗ ◦ i
∗ ◦ (pr∗1M⊗−),
and let
G : QcohU ×X → Qcoh(U ×X)2U
be the functor
HomO
(U×X)2
U
(pr∗1M,−) ◦ i∗ ◦ (pr2 i)
!.
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Let η : id → GF be the unit of the adjoint pair (F,G). By definition, if f is
an element of the left hand side of (5.2), then ψ(f) = GfηF . Thus, if f is an
epimorphism, then to show ψ(f) is an epimorphism, it suffices to show that ηF and
Gf are epimorphisms.
We first show that the unit map
ηF : F → GFF
is an epimorphism of O(U×X)2
U
-modules. Let
F ′ : Qcoh(U ×X)2U → Qcoh(U ×X)
2
U
be the functor
pr∗1M⊗−,
and let
G′ : Qcoh(U ×X)2U → Qcoh(U ×X)
2
U
be the functor
HomO
(U×X)2
U
(pr∗1M,−).
Then (F ′, G′) form an adjoint pair, with unit, η′. We show that η′F is an epimor-
phism, which will later help us show ηF is also an epimorphism. We first note that,
to prove
η′F : F → HomO(U×X)2
U
(pr∗1M, pr
∗
1M⊗F)
is an epimorphism, it suffices to show i∗η′ is an epi. For, supposing that i∗η′ is an
epi, i∗i
∗η′ must also be an epi since i∗ is exact. Since i is a closed immersion, the
unit map η′′F : F → i∗i
∗F is an epi. Since the unit map η′′G′F ′F is an isomorphism,
the commutativity of the diagram
F
η′F //
η′′F

G′F ′F
η′′G′F ′F

i∗i
∗F
i∗i
∗η′F
// i∗i∗G′F ′F
implies η′F is an epi. Therefore, in order to show η
′
F is epi, it suffices to show i
∗η′F
is epi. We prove this. By Lemmas 5.11 and 5.12, there is a natural isomorphism
δ : i∗HomO
(U×X)2
U
(pr∗1M, pr
∗
1M⊗F)→ i
∗F
such that δi∗η′ = idF . Thus, i
∗η′ is an epi so that η′ is an epi.
Next, by Proposition 5.5, the composition of unit maps
pr∗1M⊗F → i∗i
∗(pr∗1M⊗F)→ i∗(pr2i)
!(pr2i)∗i
∗(pr∗1M⊗F)
is an isomorphism. Thus, we have a natural isomorphism
HomO
(U×X)2
U
(pr∗1M, pr
∗
1M⊗F)→ GFF
making the diagram
HomO
(U×X)2
U
(pr∗1M, pr
∗
1M⊗F)

F
η′F
55kkkkkkkkkkkkkkkk
ηF
// GFF
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commute. In particular, the unit map ηF : F → GFF is an epimorphism.
Finally, suppose
f : (pr2i)∗i
∗(pr∗1M⊗F)→ N
is an epimorphism. We must show that the induced map of sheaves,
Gf : G(pr2i)∗i
∗(pr∗1M⊗F)→ GN
is also an epimorphism. Since, by Proposition 5.5, i∗ and (pr2i)
! are exact, we
note that i∗(pr2i)
!f is an epimorphism. To show Gf is an epimorphism, we need
only show that i∗Gf is an epimorphism. To this end, we note that η : id =⇒ i∗i
∗
applied to both the domain and codomain of i∗(pr2i)
!f is an isomorphism. Thus,
by Lemmas 5.11 and 5.12, i∗G′ applied to i∗(pr2i)
!f is an epimorphism. Since
i∗G = i∗G′i∗(pr2i)
!, i∗Gf is an epimorphism so that Gf is an epimorphism as
desired. 
5.2.4. The proof of Theorem 5.3. If G is an OX2 -module, and p : (U ×
X)2U → X
2 is projection, then let GU = p∗G. If qi, qj : U → X are morphisms and
d : U → U × U is the diagonal morphism, then let
qij = (idU × qi × idU × qj) ◦ (d× d) ◦ d : U → (U ×X)
2
U .
Suppose M is a free truncated U -family of length n+ 1 with multiplication maps
µi,j . For 0 ≤ k ≤ n, let
ik : SSupp pr
∗
1Mk → (U ×X)
2
U
be inclusion and let
FMk = (pr2ik)∗i
∗
k(pr
∗
1Mk ⊗O(U×X)2
U
−)
and
GMk = HomO(U×X)2
U
(pr∗1Mk,−)ik∗(pr2ik)
!.
Finally, for i, j ≥ 0, let the right adjunct of µi,j ∈ HomU×X(FMi E
U⊗j ,Mi+j) be
denoted Adµi,j ∈ Hom(U×X)2
U
(EU⊗j , GMi Mi+j).
Proposition 5.19. For 1 ≤ n, there is a natural transformation
Φ : Γn(−) =⇒ HomS(−,PX2(E)
⊗n).
Furthermore, suppose U is a noetherian affine scheme and
j : HomS(U,PX2(E)
⊗n)→ HomS(U,P(U×X)2
U
(EU )⊗n)
is the map sending f to the composition
U
f×idU // PX2(E)
⊗n ×S U
∼= // P(U×X)2
U
(EU )⊗n.
Then j ◦ ΦU ([M]) corresponds to the n epimorphisms
EU
Adµi,1// GiMi+1
∼= // qi,i+1∗OU
whose rightmost map is given by Proposition 5.8.
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Proof. We construct a map of sets
(5.8) φU : {truncated free U -families of length n+ 1} → Hom
Fr
S (U,PX2(E)
⊗n).
We then show the φU does not distinguish between isomorphic families, so φU
induces a set map
φFrU : Γ
Fr
n (U)→ Hom
Fr
S (U,PX2(E)
⊗n).
We next show that φFrU is natural, i.e. defines a natural transformation
ΦFr : ΓFrn (−) =⇒ Hom
Fr
S (−,PX2(E)
⊗n).
By Corollary 4.24, ΦFr extends to a natural transformation
Φ : Γn(−) =⇒ HomS(−,PX2(E)
⊗n)
as desired.
Step 1: the construction of a set map
φU : {truncated free U -families of length n+ 1} → Hom
Fr
S (U,PX2(E)
⊗n).
We define φU (5.8). For 0 ≤ j ≤ n, let qj : U → X be a morphism such that
Mj ∼= (idU × qj)∗OU .
and let
µj,1 : F
M
j E
U →Mj+1
be the BU -module multiplication map of M. Since µj,1 is an epi by definition of
M, by Proposition 5.9 µj,1 corresponds to an epi
γj : E
U → GMj Mj+1.
By Proposition 5.8, this epimorphism can be composed with an isomorphism
GMj Mj+1 → qj,j+1∗OU
to give an epimorphism
γ′j : E
U → qj,j+1∗OU .
By the adjointness of the pair (q∗j,j+1, qj,j+1∗), and by the affinity of qj,j+1, this
epimorphism corresponds to an epimorphism
(5.9) q∗j,j+1p
∗E = q∗j,j+1E
U → OU
By Proposition 4.6, this epimorphism corresponds to a map
rj : U → P(U×X)2
U
(EU ) ∼= PX2(E)×X2 (U ×X)
2
U → PX2(E)
whose projection to the base is qj × qj+1. Thus, the maps (r0, . . . , rn−1) give us a
map
r : U → PX2(E)
⊗n
whose projection to the base is (q0, qn). We define φU (M) = r. Since the left-most
composite of rj is a U -morphism, the second assertion of the Proposition holds.
Step 2: φU induces a set map
φFrU : Γ
Fr
n (U)→ Hom
Fr
S (U,PX2(E)
⊗n).
We need to show φU does not distinguish between isomorphic families. Suppose N
is another truncated U -family of length n + 1 and θ :M→ N is an isomorphism
of BU -modules. Suppose, as above, that N determines an epimorphism
δj : E
U → HomO
(U×X)2
U
(pr∗1Nj , ij∗(pr2 i)
!Nj+1 )).
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and
δ′j : E
U → qj,j+1∗OU .
We claim that, to show φU (M) = φU (N ), it suffices to show ker γj = ker δj. If this
held, then there would exist an isomorphism
τj : qj,j+1∗OU → qj,j+1∗OU
such that
(5.10) τjγ
′
j = δ
′
j .
But since qj,j+1 is a closed immersion, the counit map
q∗j,j+1qj,j+1∗OU → OU
is an isomorphism. Thus, applying the functor qj,j+1∗ to equation (5.10) allows us
to deduce that φU (M) = φU (N ). We conclude that, in order to show φU (M) =
φU (N ), it suffices to show that ker γj = ker δj . Let cj : ker δj → EU . We show
γjcj = 0. Since, for any U -family P , (F
P
j , G
P
j ) is an adjoint pair, the diagram
(5.11) HomU×X(F
N
j E
U ,Mj+1)
−◦FNj cj

// HomU×X(EU , GNj Mj+1)
−◦cj

HomU×X(F
N
j ker δj ,Mj+1) // HomU×X(ker δj , G
N
j Mj+1)
commutes. If
νj : F
N
j E
U = Nj ⊗OU×X E
U → Nj+1
is BU -module multiplication, then
θ−1j+1νj ∈ HomU×X(F
N
j E
U ,Mj+1)
goes, via the top of (5.11), to the map
EU // G
N
j F
N
j E
U
GNj ν // GNj Nj+1
GNj θ
−1
j+1// GNj Mj+1
where the left-most map is the unit of the pair (FNj , G
N
j ). The left-most two maps
compose to give δj . Thus, via the top route of (5.11), θ
−1
j+1νj goes to zero. By the
commutativity of (5.11),
(5.12) θ−1j+1νj ◦ F
N
j cj ∈ HomU×X(F
N
j ker δj ,Mj+1)
equals zero. In addition, since θ is a B-module morphism, the diagram
Mj ⊗OU×X E
U
µj //
θj⊗OU×X E
U

Mj+1
θj+1

Nj ⊗OU×X E
U
νj
// Nj+1
commutes so that
(5.13) θj+1
−1νj(θj ⊗OU×X E
U ) = µj .
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We next note that pr2∗(pr
∗
1θj ⊗ −) : F
M
j =⇒ F
N
j is a natural equivalence, so that
the diagram
(5.14) HomU×X(F
N
j E
U ,Mj+1)
−◦FNj cj

−◦pr2∗(pr
∗
1θj⊗E
U )
// HomU×X(FMj E
U ,Mj+1)
−◦FMj cj

HomU×X(F
N
j ker δj ,Mj+1) // HomU×X(F
M
j ker δj ,Mj+1)
commutes by functoriality of HomU×X(−,Mj+1). Thus, since θ
−1
j+1νj ◦ F
N
j cj = 0
by (5.12), and since θj+1
−1νj(θj ⊗OU×X E
U ) = µj by (5.13), the commutativity of
(5.14) implies
(5.15) µjF
M
j cj = 0.
Finally, by the adjointness of (FMj , G
M
j ), the diagram
HomU×X(F
M
j E
U ,Mj+1)
−◦FMj cj

// HomU×X(EU , GMj Mj+1)
−◦cj

HomU×X(F
M
j ker δj ,Mj+1) // HomU×X(ker δj , G
M
j Mj+1)
commutes. Since µj , an element in the upper left, goes to γj on the upper right,
(5.15) implies γjcj = 0 as desired. We conclude ker γj ⊂ ker δj . A similar argument
shows ker δj ⊂ ker γj so kerγj = ker δj . Thus, φU induces a map
φFrU : Γ
Fr
n (−)→ Hom
Fr
k (−,PX2(F)
⊗n).
Step 3: compatibilities related to the proof that ΦFr is natural. Let V be an affine
scheme, suppose f : V → U is a morphism, and let f˜ = f × idX : V ×X → U ×X .
Let M be a BU -module, and give f˜∗M its BV -module structure (Theorem 3.39).
Let FUj = F
M
j andG
U
j = G
M
j . Let i
V
j : SSupp pr
V ∗
1 f˜
∗Mj → (V ×X)2V be inclusion.
Finally, let
FVj : Qcoh(V ×X)
2
V → Qcoh(V ×X)
2
V
be the functor prV2∗(pr
V ∗
1 f˜
∗Mj ⊗−), and let
GVj : QcohV ×X → Qcoh(V ×X)
2
V
be the functor HomO
(V×X)2
V
(pr∗1 f˜
∗Mj ,−) ◦ iVj∗ ◦ (pr
V
2 i
V
j )
!. Since (FUj , G
U
j ) and
(FVj , G
V
j ) are adjoint pairs, if Ψ
1 is the composition of isomorphisms
FVj f˜
2∗ = prV2∗(pr
V ∗
1 f˜
∗Mj ⊗ f˜
2∗−) =⇒ prV2∗f˜
2∗(prU∗1 Mj ⊗−) =⇒
f˜∗pr2∗(pr
∗
1Mj ⊗−) = f˜
∗FUj ,
where the second nontrivial map is the isomorphism from Proposition 3.3, (2), there
exists, by Lemma 2.8, a natural transformation Φ1 : f˜2∗GUj =⇒ G
V
j f˜
∗ such that
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Ψ1 is the dual 2-cell to the square
QcohU ×X
f˜∗

GUj //
Φ1
QQQ
QQQ
QQQ
QQQ
$,Q
QQQ
Q
QQQ
QQ
Qcoh(U ×X)2U
FUj
oo
f˜2∗

QcohV ×X
GVj //
Qcoh(V ×X)2V .
FVj
oo
By Corollary 2.10, the diagram
(5.16) HomU×X(F
U
j E
U ,Mj+1) //
f˜∗(−)

Hom(U×X)2
U
(EU , GUj Mj+1)
f˜2∗(−)

HomV×X(f˜
∗FUj E
U , f˜∗Mj+1)
−◦Ψ1
EU

Hom(V×X)2
V
(f˜2∗EU , f˜2∗GUj Mj+1)
Φ1Mj+1
◦−

HomV×X(F
V
j f˜
2∗EU , f˜∗Mj+1) // Hom(V×X)2
V
(f˜2∗EU , GVj f˜
∗Mj+1)
with horizontal maps the adjoint isomorphisms, commutes. Let qfj,j+1 denote
the closed immersion (idV × qjf) × (idV × qj+1f) : V → (V × X)2V . Since
(q∗j,j+1, qj,j+1∗) and (qf
∗
j,j+1, qfj,j+1∗) are adjoint pairs, if Ψ
2 is the canonical iso-
morphism (qfj,j+1)
∗f˜2∗ =⇒ f∗q∗j,j+1 induced by the commutative diagram of
schemes
V
qfj,j+1 //
f

(V ×X)2V
f˜2

U qj,j+1
// (U ×X)2U
then there exists, by Lemma 2.8, a natural transformation Φ2 : f˜2∗qj,j+1∗ =⇒
qfj,j+1∗f
∗ such that Ψ2 is dual to the square
QcohU
f˜∗

qj,j+1∗ //
Φ2
SSS
SSS
S
SSS
SSS
S
%-SS
SSS
S
SSS
SSS
Qcoh(U ×X)2U
q∗j,j+1
oo
f˜2∗

QcohV
qfj,j+1∗ //
Qcoh(V ×X)2V .
qf∗j,j+1
oo
Thus, again by Corollary 2.10, the diagram
(5.17) Hom(U×X)2
U
(EU , qj,j+1∗OU )
f˜2∗(−)

// HomU (q∗j,j+1E
U ,OU )
f∗(−)

Hom(V×X)2
V
(f˜2∗EU , f˜2∗qj,j+1∗OU )
Φ2OU
◦−

HomV (f
∗q∗j,j+1E
U , f∗OU )
−◦Ψ2
EU

Hom(V×X)2
V
(f˜2∗EU , qj,j+1f∗f∗OU ) // HomV (qf∗j,j+1f˜
2∗EU , f∗OU )
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with horizontal maps the adjoint isomorphisms, commutes.
Finally, if
ζ : GUj Mj+1 → qj,j+1∗OU
is the isomorphism in Proposition 5.8, then the diagram
(5.18)
Hom(U×X)2
U
(EU , GUj Mj+1)
ζ◦− //
f˜2∗(−)

Hom(U×X)2
U
(EU , qj,j+1∗OU )
f˜2∗(−)

Hom(V×X)2
V
(f˜2∗EU , f˜2∗GUj Mj+1)
f˜2∗ζ◦−//
Φ1Mj+1
◦−

Hom(V×X)2
V
(f˜2∗EU , f˜2∗qj,j+1∗OU )
Φ2OU
◦−

Hom(V×X)2V (f˜
2∗EU , GVj f˜
∗Mj+1) Hom(V×X)2V (f˜
2∗EU , qfj,j+1∗f∗OU )
commutes by the functoriality of f˜2∗.
Step 4: Φ1Mj+1 and Φ
2 are isomorphisms. We first show that Φ2 is an isomor-
phism and use this result to show that Φ1Mj+1 is an isomorphism. By Proposition
2.8, Φ2 equals the composition
f˜2∗qj,j+1∗ =⇒ qfj,j+1∗qf
∗
j,j+1f˜
2∗qj,j+1∗ =⇒
qfj,j+1∗f
∗q∗j,j+1qj,j+1∗ =⇒ qfj,j+1∗f
∗
where the first map is the unit of the pair (qf∗j,j+1qfj,j+1∗), the second map is
the isomorphism qfj,j+1∗ ∗ Ψ2 ∗ qj,j+1∗, and the last map is the counit of the pair
(q∗j,j+1, qj,j+1∗). Since qj,j+1 is a closed immersion, this last map is an isomorphism.
Thus, to show that Φ2 is an isomorphism, we need only show that the unit
(5.19) f˜2∗qj,j+1∗ =⇒ qfj,j+1∗qf
∗
j,j+1f˜
2∗qj,j+1∗
is an isomorphism. Since, by Lemma 3.44, there is an isomorphism f˜2∗qj,j+1∗ =⇒
qfj,j+1∗f
∗, and since the unit
qfj,j+1∗f
∗ =⇒ qfj,j+1∗qf
∗
j,j+1qfj,j+1∗f
∗
is an isomorphism (qfj,j+1 is a closed immersion), by naturality of the unit, (5.19)
is an isomorphism. Thus, Φ2 is an isomorphism.
We now show that Φ1Mj+1 is an isomorphism. Since Ψ
1 is an isomorphism it
suffices, by Proposition 2.8, to show that the unit
(5.20) f˜2∗GUj Mj+1 → G
V
j F
V
j f˜
2∗GUj Mj+1
and the counit
(5.21) FUj G
U
j Mj+1 →Mj+1
are isomorphisms. The counit (5.21) is an isomorphism by Lemma 5.7. Thus, we
only need to show that (5.20) is an isomorphism. By Lemma 5.7, the unit
GVj f˜
∗Mj+1 → G
V
j F
V
j G
V
j f˜
∗Mj+1
is an isomorphism. In addition, by Proposition 5.8, there are isomorphisms
GVj f˜
∗Mj+1
∼= // qfj,j+1∗f∗OU
(Φ2OU
)−1
// f˜2qj,j+1∗OU
∼= // f˜2∗GUj Mj+1.
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Thus, by naturality of the unit, (5.20) is an isomorphism.
Step 5: completion of the proof that ΦFr is natural. The top row of the left
to right combination of diagrams (5.16) (on page 95), (5.18), and (5.17) sends
µj,1, the jth component of multiplication of the BU -moduleM, to an epimorphism
q∗j,j+1E
U → OU corresponding to rj : U → PX2(E).
We show the right hand vertical of the combined diagram sends the epimor-
phism corresponding to rj to the epimorphism corresponding to rjf . Suppose
φ : q∗j,j+1E
U → OU is an epimorphism corresponding to rj . Then, in particular,
φ corresponds, by Proposition 4.6, to a map g : U → P(U×X)2
U
(EU ) which, when
composed with the projection P(U×X)2
U
(EU )→ PX2(E) ((4.4), defined on page 62),
equals rj . The right hand vertical of (5.17) sends φ to the composition
(5.22)
qf∗j,j+1f˜
2∗EU // (f˜2qfj,j+1)∗EU = (qj,j+1f)∗EU // f
∗q∗j,j+1E
U f
∗φ // f∗OU .
The composition
(qj,j+1f)
∗EU // f∗q∗j,j+1E
U f
∗φ // f∗OU
appearing on the right hand side of (5.22) corresponds to the morphism
V
f // U
g // P(U×X)2U (E
U )
([9, 4.2.8, p.75]). Thus, by Lemma 4.13, (5.22) corresponds to the top morphism
in the commutative diagram
V //
=

P(V×X)2V
(f˜2∗EU )

V
f
// U g
// P(U×X)2U (E
U )
whose right vertical is the map (4.4), which is defined on page 62. Thus, the top
route of the combined diagram sends µ to ΦFrU ([M]) ◦ f as desired.
Since Φ1Mj+1 and Φ
2 are isomorphisms, the bottom route of the combined
diagrams exists and sends µj,1 to an epimorphism
υ : qf∗j,j+1f˜
2∗EU → f∗OU .
Since the combined diagram commutes υ also corresponds to rjf . But the left hand
vertical of (5.16), on page 95, sends µj,1 to µ
′
j,1, the jth component of multiplication
of the BV -module structure on f˜∗M inherited from M (Lemma 3.45). If ζ′ :
GVj f˜
∗M→ qfj,j+1∗f
∗OU is the isomorphism constructed in Proposition 5.8, then
we claim the epimorphism υ and the map constructed by applying the functor
qf∗j,j+1 to the map
(5.23) f˜2∗EU // GVj F
V
j f˜
2∗EU
GVj µ
′
j,1 // GVj f˜
∗Mj+1
ζ′ // qfj,j+1∗f∗OU
correspond to the same map rjf under the correspondence defined in Proposition
4.6. Since the application of qf∗j,j+1 to (5.23) corresponds to Φ
Fr
V (Γn(f)[M]) under
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the correspondence of Proposition 4.6, this would suffice to prove the proposition.
To prove the claim, let
υ′ : f˜2∗EU → qfj,j+1∗f˜
∗OU
be the left adjunct of υ. Then υ′ equals the composition
f˜2∗EU // GVj F
V
j f˜
2∗EU
GVj µ
′
j,1 // GVj f˜
∗Mj+1
β // qfj,j+1∗f∗OU
for some isomorphism β : GVj f˜
∗Mj+1 → qfj,j+1∗f∗OU . Thus (5.23) equals the
composition of υ′ with an isomorphism. In particular, the application of qf∗j,j+1 to
(5.23) corresponds, via the map in Proposition 4.6, to rjf . We conclude that
ΦFrV (Γn(f)[M]) = Φ
Fr
U ([M]) ◦ f
as desired. 
Proposition 5.20. For 1 ≤ n, the transformation
Φ : Γn(−) =⇒ HomS(−,PX2(E)
⊗n)
defined in the proof of Proposition 5.19 is a monomorphism of functors. For 1 ≤
n < m, Φ is an equivalence.
Proof. Fix notation as in the previous proposition. By Corollary 4.24, in
order to prove the Proposition, it suffices to show that Φ restricted to ΓFrn (−) is a
monomorphism or equivalence to HomFrS (−,PX2(E)
⊗n), depending on n.
We first show Φ is injective. Suppose M =
⊕n
j=0(idU × qi)∗OU and N =⊕n
j=0(idU × rj)∗OU are truncated U -families of length n + 1 with multiplications
µ and ν, such that Φ([M]) = Φ([N ]). We show that M and N are isomorphic
BU -modules. We first note that the hypothesis implies Mj = Nj . For, if pE :
PX2(E)→ X
2 is the structure map, qj × qj+1 = pEΦ([M]) = pEΦ([N ]) = rj × rj+1.
Thus, for all 0 ≤ j ≤ n, there is equality Mj = Nj .
We define a BU -module isomorphism θ :M→N by induction. Let θ0 = idM.
For 0 ≤ j ≤ n− 1, we proceed to define θj+1. Assume, for 0 < j
′ ≤ j, there exists
an isomorphism θj′ :Mj′ → Nj′ such that the diagram
FMj′−1E
U
µj′−1 //
Fj′−1θj′−1

Mj′
θj′

FNj′−1E
U
νj′−1
//Mj′
commutes. Since Φ([M]) = Φ([N ]), there must exist an isomorphism τj : OU → OU
such that the diagram
q∗j,j+1G
M
j Mj+1
∼= // OU
τ

q∗j,j+1E
U
α
77ooooooooooo
β ''OO
OOO
OOO
OOO
q∗j,j+1G
N
j Nj+1 ∼=
// OU
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commutes (Proposition 4.6), where the rightmost isomorphisms are the composition
q∗j,j+1G
M
j Mj+1 → q
∗
j,j+1qj,j+1∗OU → OU ,
the left map of this composition is the isomorphism of Proposition 5.8, and α
and β are epimorphisms which correspond, by Proposition 4.6, to Φ([M]) and
Φ([N ]), respectively. Thus, there exists an isomorphism τ ′ : q∗j,j+1G
M
j Mj+1 →
q∗j,j+1G
N
j Nj+1 such that
q∗j,j+1G
M
j Mj+1
τ ′

q∗j,j+1E
U
α
77ooooooooooo
β ''OO
OOO
OOO
OOO
q∗j,j+1G
N
j Nj+1
commutes. Applying the functor qj,j+1∗ to this diagram gives a commutative dia-
gram
qj,j+1∗q
∗
j,j+1G
M
j Mj+1
qj,j+1∗τ
′

EU // qj,j+1∗q
∗
j,j+1E
U
qj,j+1∗α
55kkkkkkkkkkkkkk
qj,j+1∗β ))SSS
SSS
SSS
SSS
SS
qj,j+1∗q
∗
j,j+1G
N
j Nj+1
where the left map is the unit map, η, of the pair (q∗j,j+1, qj,j+1∗). Since ηGMj Mj+1
is an isomorphism by Lemma 5.7, we have a commutative diagram
EU //
=

GMj Mj+1
∼=

EU // G
N
j Nj+1.
Applying FMj to this diagram, gives us a commutative diagram
(5.24) FMj E
U //
=

FMj G
M
j Mj+1
∼=

FMj E
U // FMj G
N
j Nj+1.
Since pr2∗(pr
∗
1θj ⊗−) is a natural equivalence between F
M
j and F
N
j , the diagram
(5.25) FMj E
U //
pr2∗(pr
∗
1θj⊗E
U )

FMj G
Nj+1
j Nj+1
pr2∗(pr
∗
1θj⊗G
N
j )

FNj EU // F
N
j G
N
j Nj+1.
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commutes also. Stacking (5.24) above (5.25) gives a commutative diagram
FMj E
U //
∼=

FMj G
M
j Mj+1
∼=

//Mj+1
FNj E
U // FNj G
N
j Nj+1 // Nj+1.
where the rightmost maps are the counits of the pair (FMj , G
M
j ). By Lemma 5.7,
these counits are isomorphism, so there exists an isomorphism θj+1 :Mj+1 → Nj+1
such that the diagram
FMj E
U //
∼=

Mj+1
θj+1

FNj E
U // Nj+1.
commutes. Since the top morphism is µj while the bottom morphism is νj by the
definition of Φ, we have succeeded, by Lemma 3.26, in constructing a BU -module
isomorphism θ :M→N , as desired. Thus Φ is injective.
Now, suppose 1 ≤ n < m. We show Φ is surjective. Suppose r : U →
PX2(E)
⊗n is a free S-morphism. Then, on the jth tensor, r projects to (qj−1, qj).
LetMj = (idU ×qj)∗OU . We giveM = ⊕
n
j=0Mj a B
U -module structure such that
Φ([M]) = r. By Proposition 4.6, there exists, for 0 ≤ j < n, epimorphisms
q∗j,j+1E
U → OU .
By the adjointness of the pair (q∗j,j+1, qj,j+1∗), this epimorphism corresponds to a
map
(5.26) EU → qj,j+1∗OU
which is an epimorphism since qj,j+1 is a closed immersion. By Proposition 5.8,
there is an isomorphism
HomO
(U×X)X
U
(pr∗1Mqj , i∗(pr2 i)
!Mj+1 )→ qj ,j+1∗OU
so that (5.26) corresponds to an epimorphism
EU → HomO
(U×X)X
U
(pr∗1Mqj , i∗(pr2 i)
!Mj+1 ).
By Lemma 5.7, this epimorphism corresponds to an epimorphism
µj : F
M
j E
U →Mj+1.
Since n < m, the multiplication maps νl,l′ : Bl ⊗ Bl′ → Bl+l′ are isomorphisms for
l+ l′ ≤ n. Thus, by Lemma 3.27, there is a unique BU -module multiplication, µM,
for M such that (µM)i,1 = µi. One may now easily check that Φ([M]) = r. 
CHAPTER 6
The Bimodule Segre Embedding
Let X , Y and Z be separated, noetherian schemes, let E be a coherent OX×Y -
bimodule and let F be a coherent OY×Z-bimodule. Suppose that pri : X × Y →
X,Y , pri : Y × Z → Y, Z are projections (same notation!), and pE and pF are the
structure maps of PX×Y (E) and PY×Z(F) respectively. We denote by
PX×Y (E)⊗Y PY×Z(F)
the fiber product in the following diagram:
(6.1) PX×Y (E)⊗Y PY×Z(F)
qF //______
qE



PY×Z(F)
pr1◦pF

PX×Y (E) pr2◦pE
// X.
In this chapter, we construct a closed immersion
s : PX×Y (E)⊗Y PY×Z(F)→ PX×Z(E ⊗OY F),
the bimodule Segre embedding, and prove it is natural in a suitable sense. If I ⊂
T (E) is an ideal which has first nonzero component in degree m > 0, and B =
T (E)/I, then we will show that, for n ≥ m, Γn is represented by the pullback of
the diagram
PX2(E)
⊗n
s

PX2(E
n/In) // PX2(E
n).
(Theorem 7.1). After stating our main theorem (Theorem 6.5) which describes the
properties of s we need in order to prove Γn is representable for large n, we prove
these properties one by one, making consistent use of the algebraic description of s
due to Proposition 4.6.
We describe notation we use in this chapter. Suppose W is a scheme, d :W →
W ×W is the diagonal morphism, q1 : W → X , q2 : W → Y and q3 : W → Z are
morphisms, q12 = (q1 × q2) ◦ d : W → X × Y , q23 = (q2 × q3) ◦ d : W → Y × Z
and q123 = (q1 × q2 × q3) ◦ (idW × d) ◦ d : W → X × Y × Z. Finally, suppose
qW12 = (idW × q1 × idW × q2) ◦ (d × d) ◦ d : W → (W ×X)×W (W × Y ). Let q
W
23
and qW123 be defined similarly.
6.1. Statement of the main theorem
Before we can state the main result of this chapter, we must give a number of
technical definitions. Let U be a scheme, Let X ′, Y ′ and Z ′ be U -schemes, and let
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prij : X×Y ×Z → X,Y, Z and pr
′
ij : X
′×U Y ′×U Z ′ → X ′, Y ′, Z ′ be the standard
projection maps.
Definition 6.1. With the above notation, maps pxy : X
′ ×U Y ′ → X × Y , pyz :
Y ′×U Z ′ → Y ×Z, pxz : X ′×U Z ′ → X×Z and pxyz : X ′×U Y ′×U Z ′ → X×Y ×Z
are said to be overlap compatible if the diagrams
(6.2)
X ′ ×U Y ′ ×U Z ′
pr′12

pxyz // X × Y × Z
pr12

X ′ ×U Y ′ ×U Z ′
pxyz //
pr′23

X × Y × Z
pr23

X ′ ×U Y ′ pxy
// X × Y Y ′ ×U Z ′ pyz
// Y × Z
commute, and
(6.3) X ′ ×U Y ′ ×U Z ′
pr′13

pxyz // X × Y × Z
pr13

X ′ ×U Z ′ pxz
// X × Z
is a pullback.
The following Lemma is similar to Lemma 3.33.
Lemma 6.2. Suppose E is an OX×Y -module and F is an OY×Z-module such that
E and F have the affine direct image property. Suppose pxy, pyz, pxz and pxyz are
overlap compatible. Then p∗xyE and p
∗
yzF have the affine direct image property and
there is a natural isomorphism
(6.4) p∗xyE ⊗OY ′ p
∗
yzF → p
∗
xz(E ⊗OY F).
Proof. Since the diagrams (6.2) commute, pr
′∗
12p
∗
xy
∼= p∗xyzp
∗
12 and pr
′∗
23p
∗
yz
∼=
p∗xyzpr
∗
23. Using these isomorphisms, we have
p∗xyE ⊗OY ′ p
∗
yzF = pr
′
13∗(pr
′∗
12p
∗
xyE ⊗ pr
′∗
23p
∗
yzF)
∼= pr
′
13∗(p
∗
xyzpr
∗
12E ⊗ p
∗
xyzpr
∗
23F)
∼= pr
′
13∗p
∗
xyz(pr
∗
12E ⊗ pr
∗
23F)
∼= p∗xzpr13∗(pr
∗
12E ⊗ pr
∗
23F)
= p∗xz(E ⊗OY F),
where the last nontrivial isomorphism is an application of Proposition 3.3, which
may be invoked since E and F have the affine direct image property and since (6.3)
is a pullback.
To prove the first assertion, we must show that
pr
′∗
12p
∗
xyE ⊗ pr
′∗
23p
∗
yzF
is rla with respect to pr′13. But
pr
′∗
12p
∗
xyE ⊗ pr
′∗
23p
∗
yzF ∼= p
∗
xyz(pr
∗
12E ⊗ pr
∗
23F)
as above, and the right hand side is rla with respect to pr′13 by Proposition 3.3 since
(6.3) is a pullback. 
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Example 6.3. Suppose U be an affine noetherian scheme,X ′ = U×X , Y ′ = U×Y ,
Z ′ = U×Z and the maps pxyz, pxy, pxz and pyz are projections. Then pxyz, pxy, pxz
and pyz are overlap compatible and the isomorphism (6.4) gives the tensor product
of bimodules its indexed structure (Lemma 3.33).
Let
(6.5) Ω1 : pr
∗
12q12∗ = pr
∗
12pr12∗q123∗ =⇒ q123∗
and
(6.6) Ω2 : pr
∗
23q23∗ = pr
∗
23pr23∗q123∗ =⇒ q123∗
be natural transformations whose last composite is a counit map. Let
(6.7) Υ : q123∗ −⊗OX×Y×Zq123∗− =⇒ q123∗q
∗
123(q123∗ −⊗OX×Y×Zq123∗−) =⇒
q123∗(q
∗
123q123∗ −⊗OW q
∗
123q123∗−) =⇒ q123∗(− ⊗OW −)
be the natural transformation whose first composite is a unit and whose last com-
posite is a counit.
Definition 6.4. Suppose E and F have the affine direct image property, and let
f : PX×Y (E)⊗Y PY×Z(F)→ PX×Z(E ⊗OY F)
be a morphism.
• f is functorial if whenever E ′ is an OX×Y -module such that there is an
epimorphism υ : E → E ′, then E ′ and F have the affine direct image
property, the map
υ ⊗OY F : E ⊗OY F → E
′ ⊗OY F
is an epimorphism, and the diagram
(6.8) PX×Y (E ′)⊗Y PY×Z(F)
PX×Y (υ)×id //
f

PX×Y (E)⊗Y PY×Z(F)
f

PX×Z(E ′ ⊗OY F)
PX×Z(υ⊗OY F)
// PX×Z(E ⊗OY F)
commutes.
• f is compatible with base change if whenever pxy, pyz, pxz and pxyz
are overlap compatible, the diagram
PX′×UY ′(p
∗
xyE)⊗Y ′ PY ′×UZ′(p
∗
yzF)

f // PX′×UZ′(p
∗
xyE ⊗OY ′ p
∗
yzF)

PX′×UZ′(p
∗
xz(E ⊗OY F))

PX×Y (E)⊗Y PY×Z(F)
f
// PX×Z(E ⊗OY F)
whose left and bottom right vertical arrows are defined in Lemma 4.11,
and whose top right vertical arrow is induced by the isomorphism defined
in Lemma 6.2, commutes.
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• f is associative if whenever T is a scheme and G is an OZ×T -bimodule,
the diagram
(PX×Y (E)⊗Y PY×Z(F))⊗Z PZ×T (G)
∼= //
f×id

PX×Y (E)⊗Y (PY×Z(F)⊗Z PZ×T (G))
id×f

PX×Z(E ⊗OY F)⊗Z PZ×T (G)
f

PX×Y (E)⊗Y PY×Z′(F ⊗OZ G)
f

PX×T ((E ⊗OY F)⊗OZ G) ∼=
// PX×T (E ⊗OY (F ⊗OZ G))
whose bottom row is induced by the associativity isomorphism (3.6), com-
mutes.
Theorem 6.5. Retain the above notation, let E be an OX×Y -module and let F be
an OY×Z-module such that E and F have the affine direct image property. Then
there exists a unique map
s : PX×Y (E)⊗Y PY×Z(F)→ PX×Z(E ⊗OY F)
such that if r : W → PX×Y (E) ⊗Y PY×Z(F) is a morphism whose projection to
X × Y × Z is q123 and r corresponds, via Proposition 4.6, to the pair
ψ1 : E → q12∗L1
and
ψ2 : F → q23∗L2
then s ◦ r corresponds to the map
(6.9) E ⊗OY F
ψ1⊗OY ψ2 // q12∗L1 ⊗OY q23∗L2
pr13∗(Ω1⊗Ω2) //
pr13∗(q123∗L1 ⊗ q123∗L2)
pr13∗Υ // q13∗(L1 ⊗ L2).
Furthermore, s is a closed immersion which is functorial, compatible with base
change and associative.
We call s the bimodule Segre embedding. We construct s as the composi-
tion of three maps. We first construct an isomorphism
s1 : PX×Y (E) ⊗Y PY×Z(F)→ PX×Y×Z(pr12
∗E)×X×Y×Z PX×Y×Z(pr23
∗F)
(Proposition 6.6). The classical Segre embedding, whose construction we review
(Theorem 6.9), gives us a closed immersion
s2 : PX×Y×Z(pr12
∗E)×X×Y×Z PX×Y×Z(pr23
∗F)→ PX×Y×Z(pr12
∗E ⊗ pr23
∗F)
Finally, since E and F have the affine direct image property by hypothesis, we may
construct a closed immersion
s3 : PX×Y×Z(pr12
∗E ⊗ pr23
∗F)→ PX×Z(pr13∗(pr12
∗E ⊗ pr23
∗F))
(Proposition 6.15).
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6.2. Construction of the bimodule Segre embedding
We remind the reader of relevant notation. Let E be a coherent OX×Y -module
and let F be a coherent OY×Z-module. Unless otherwise stated, we assume E and
F have the affine direct image property. We denote by
PX×Y (E)⊗Y PY×Z(F)
the fiber product in (6.1). By the universal property of the fiber product, there is
a map t : PX×Y (E)⊗Y PY×Z(F)→ X × Y × Z, making
PX×Y (E)⊗Y PY×Z(F)
qF
))RR
RRR
RRR
RRR
RRR
qE
uullll
lll
lll
lll
l
t







PX×Y (E)
pE

PY×Z(F)
pF

X × Y × Z
pr12uukkkk
kkk
kkk
kkk
k
pr23 ))SSS
SSS
SSS
SSS
SSS
X × Y
pr2
))SSS
SSS
SSS
SSS
SSS
SS
Y × Z
pr1
uukkkk
kkk
kkk
kkk
kkk
k
Y .
commute. We now proceed to construct and give algebraic descriptions of s1, s2
and s3.
6.2.1. s1 : PX×Y (E)⊗Y PY×Z(F)→ PX×Y×Z(pr12
∗E)×X×Y×ZPX×Y×Z(pr23
∗F).
The proof of the following result is a tedious application of the universal property
of the pullback, so we omit it.
Proposition 6.6. The pair (qE , t) induces a map
fE : PX×Y (E)⊗Y PY×Z(F)→ PX×Y (E)×X×Y X × Y × Z
and the pair (qF , t) induces a map
fF : PX×Y (E) ⊗Y PY×Z(F)→ PY×Z(F)×Y×Z X × Y × Z.
The pair (fE , fF) induces an isomorphism
PX×Y (E)⊗Y PY×Z(F)→
[PX×Y (E)×X×Y (X × Y × Z)]×X×Y×Z [PY×Z(F)×Y×Z (X × Y × Z)]
In particular, there is an isomorphism
(6.10) s1 : PX×Y (E)⊗Y PY×Z(F)→ PX×Y×Z(pr12
∗E)×X×Y×ZPX×Y×Z(pr23
∗F).
Furthermore, the inverse of s1 is induced by the maps
PX×Y×Z(pr12
∗E)×X×Y×Z PX×Y×Z(pr23
∗F)→ PX×Y×Z(pr12
∗E)→ PX×Y (E)
and
PX×Y×Z(pr12
∗E)×X×Y×Z PX×Y×Z(pr23
∗F)→ PX×Y×Z(pr23
∗F)→ PY×Z(F)
where the second composite of each map is the map constructed in Lemma 4.11.
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We now describe the algebraic properties of this isomorphism. We first give an
alternate description of the maps Ω1 (6.5) and Ω2 ((6.6) on page 103). By Lemma
2.8, the isomorphism
Π1 : q
∗
123pr
∗
12 =⇒ q
∗
12
is the dual 2-cell to the square
(6.11) QcohW
q12∗ //
id

∆1
PPP
PP
PPP
PP
$,P
PPP
P
PPP
PP
QcohX × Y
pr∗12

q∗12
oo
QcohW
q123∗//
QcohX × Y × Z
q∗123
oo
where ∆1 is the composition
(6.12) pr∗12q12∗ +3 q123∗q
∗
123pr
∗
12q12∗
q123∗∗Π1∗q12∗ +3 q123∗q∗12q12∗ +3 q123∗.
In a similar fashion, we have morphisms
Π2 : q
∗
123pr
∗
23 =⇒ q
∗
23
and
(6.13) ∆2 : pr
∗
23q23∗ =⇒ q123∗.
Lemma 6.7. Retain the notation above and let ǫ be the counit of the adjoint pair
(pr∗12, pr12∗). The map
∆1 : pr
∗
12q12∗ =⇒ q123∗
(6.12) equals the composition
pr∗12q12∗
= // pr∗12pr12∗q123∗
ǫ∗q123∗+3 q123∗
(which is just Ω1, (6.5) on page 103) and a similar description holds for ∆2 (6.13),
i.e. ∆2 = Ω2 ((6.6) on page 103).
Proof. By definition, ∆1 is the composition
pr∗12q12∗ +3 q123∗q
∗
123pr
∗
12q12∗
q123∗∗Π1∗q12∗ +3 q123∗q∗12q12∗ +3 q123∗.
The assertion follows from the commutativity of the following diagram, whose un-
labeled maps are various units and counits:
pr∗12q12∗ +3
=

q123∗q
∗
123pr
∗
12q12∗
q123∗∗Π1∗q12∗ +3
=

q123∗q
∗
12q12∗

pr∗12pr12∗q123∗ +3

q123∗q
∗
123pr
∗
12pr12∗q123∗

q123∗ +3 q123∗q∗123q123∗ +3 q123∗

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Proposition 6.8. Suppose
r :W → PX×Y (E)⊗Y PY×Z(F)
corresponds, via the bijection in Proposition 4.6, to the pair of epis
φ1 : q
∗
12E → L1
and
φ2 : q
∗
23F → L2,
with right adjuncts ψ1 and ψ2. Then the composition s1 ◦ r corresponds to the pair
of epimorphisms
(6.14) q∗123pr
∗
12E
Π1E // q∗12E
φ1 // L1
and
(6.15) q∗123pr23
∗F
Π2F // q∗23F
φ2 // L2
which have right adjuncts
pr∗12E
pr∗12ψ1 // pr∗12q12∗L1
Ω1L1 // q123∗L1
and
pr∗23F
pr∗23ψ2 // pr∗23q23∗L2
Ω2L2 // q123∗L2
respectively.
Proof. The pair of epis (6.14) and (6.15) correspond to a map
r′ : W → PX×Y×Z(pr12
∗E)×X×Y×Z PX×Y×Z(pr23
∗F)
such that r′ composed with s−11 corresponds to the pair φ1 and φ2 (Lemma 4.14).
Thus, s−11 ◦ r
′ = r so that r′ = s1 ◦ r. The first assertion follows.
Applying Corollary 2.10 to (6.11) gives a commutative diagram
HomW (q
∗
12E ,L1) //
−◦Π1E

HomX×Y (E , q12∗L1)
pr12
∗

HomX×Y×Z(pr12
∗E , pr12
∗q12∗L1)
Ω1L1◦−

HomW (q
∗
123pr12
∗E ,L1) // HomX×Y×Z(pr12
∗E , q123∗L1)
whence the second assertion. 
6.2.2. The classical Segre embedding. Let T and W be schemes, and
suppose q :W → T is a morphism. By Lemma 2.8, the isomorphism
(6.16) Θ′ : q∗(−⊗OT −) =⇒ (−⊗OW −)q
∗2
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is dual to the square
(6.17) (QcohW )2
q2∗ //
Υ′
NN
NN
NN
NN
#+N
NNN
N
NNN
NN−⊗OW −

(QcohT )2
−⊗OT−

q∗2
oo
QcohW
q∗ //
QcohT
q∗
oo
where Υ′ is the composition
(6.18) (−⊗OT −)q
2
∗
+3 q∗q∗(−⊗OT −)q
2
∗
+3
q∗(−⊗OW −)q
∗2q2∗ =⇒ q∗(−⊗OW −),
where the second map is the product q∗ ∗Θ′ ∗ q2∗.
The following result provides motivation for Theorem 6.5, and is used in its
proof.
Theorem 6.9. Let T be a scheme and let A and B be OT -modules. Then there
exists a unique map
s2 : PT (A) ×T PT (B)→ PT (A⊗OT B)
such that if r : W → PT (A) ×T PT (B) is a morphism whose projection to T is q
and r corresponds, via Proposition 4.6, to the pair
φ1 : q
∗A → L1
and
φ2 : q
∗B → L2
with right adjunct ψ1 and ψ2, respectively, then s2 ◦ r corresponds to the map
q∗(A⊗ B)
Θ′ // q∗A⊗ q∗B
φ1⊗φ2 // L1 ⊗ L2.
which has right adjunct
A⊗ B
ψ1⊗ψ2 // q∗L1 ⊗ q∗L2
Υ′ // q∗(L1 ⊗ L2).
Furthermore, s2 has the following properties:
(1) s2 is a closed immersion,
(2) s2 is functorial: If A′ is an OT -module such that there is an epimorphism
φ : A → A′ then the diagram
PT (A
′)×T PT (B)
PT (φ)×id //
s2

PT (A) ×T PT (B)
s2

PT (A′ ⊗ B) // PT (A⊗ B)
commutes, and
6.2. CONSTRUCTION OF THE BIMODULE SEGRE EMBEDDING 109
(3) s2 is compatible with base change: If g : T
′ → T is a morphism of schemes,
then the diagram
PT ′(g
∗A)×T ′ PT ′(g∗B)

s2 // PT ′(g∗A⊗OT ′ g
∗B)

PT ′(g
∗(A⊗OT B))

PT (A)×T PT (B) s2
// PT (A⊗OT B)
whose left and bottom right vertical arrows are defined in Lemma 4.11,
commutes.
Proof. We repeat the construction of a map
s2 : PT (A) ×T PT (B)→ PT (A⊗OT B)
given in [9, 4.3.1, p.76]. We show later that s2 has the promised characteristic
property.
Suppose
u : PT (A)×T PT (B)→ T
is the structure map. We construct s2 using Proposition 4.6. According to Propo-
sition 4.6, in order to find a T -morphism from PT (A) ×T PT (B) to PT (A ⊗OT B),
it suffices to find an invertible sheaf, L on PT (A) ×T PT (B), and an epimorphism,
u∗(A⊗OTB)→ L
Let LA = OPT (A) and LB = OPT (B) be the structure sheaves on PT (A) and PT (B),
respectively. Let
qA : PT (A) ×T PT (B)→ PT (A)
and
qB : PT (A)×T PT (B)→ PT (B)
be the canonical projection maps. Define
(6.19) L = q∗ALA⊗q
∗
BLB
which is an invertible sheaf on PT (A)×T PT (B). Since
u∗A⊗u∗B ∼= u∗(A⊗OTB)
it suffices to construct an epimorphism
ρ : u∗A⊗u∗B → L
Now, to construct ρ, it suffices to find epis:
(6.20) ρ1 : u
∗A → q∗ALA
and
(6.21) ρ2 : u
∗B → q∗BLB
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We construct (6.20). The construction of (6.21) is similar, so we omit it. Let pA and
pB be the structure maps on PT (A) and PT (B) respectively. There is a canonical
epi
(6.22) δA : p
∗
AA → LA
[9, 4.1.6, p.72]. Applying the right exact functor, q∗A, to this equation, yields an epi
q∗Ap
∗
AA → q
∗
ALA
But pAqA = u. Thus, there is an epi
u∗A → q∗ALA
as desired.
The fact that s2 is a closed immersion is proven in [9, 4.3.3, p.77], the fact that
s2 is functorial is proven in [9, 4.3.4, p.78], and the fact that s2 is compatible with
base change is proven in [9, 4.3.5, p.78]. 
Proposition 6.10. Let T be a scheme and let A and B be OT -modules. Then the
map
s2 : PT (A) ×T PT (B)→ PT (A⊗OT B)
defined in the proof of Theorem 6.9 has the property that if r :W → PT (A)×T PT (B)
is a morphism whose projection to T is q and r corresponds, via Proposition 4.6,
to the pair
φ1 : q
∗A → L1
and
φ2 : q
∗B → L2
with right adjuncts ψ1 and ψ2 respectively, then s2 ◦ r corresponds to the map
q∗(A⊗ B)
Θ′ // q∗A⊗ q∗B
φ1⊗φ2 // L1 ⊗ L2.
with right adjunct
A⊗ B
ψ1⊗ψ2// q∗L1 ⊗ q∗L2
Υ′ // q∗(L1 ⊗ L2)
where Θ′ and Υ′ were defined in (6.16) on page 107 and in (6.18) on page 108,
respectively.
Proof. Let u : PT (A) ×T PT (B)→ T be projection to the base, and suppose
r : W → PT (A) ×T PT (B) projects to the two maps rA : W → PT (A) and rB :
W → PT (B). Thus, we have the following identities between maps:
qAr = rA qBr = rB u = pAqA = pBqB
As in the proof of Theorem 6.9, s2 corresponds to a sheaf morphism
u∗(A⊗ B) // qA∗pA∗A⊗ qB∗pB∗B
q∗AδA⊗q
∗
BδB // qA∗LA ⊗ qB∗LB
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where δA is defined by (6.22) and δB is defined similarly. Thus, the composition
s2 ◦ r corresponds to the upper route in the following diagram ([9, 4.2.8, p. 75]).
(6.23)
r∗u∗(A⊗ B) // r∗(qA∗pA∗A⊗ qB∗pB∗B)
r∗(q∗AδA⊗q
∗
BδB) //

r∗(qA
∗LA ⊗ qB∗LB)

(ur)∗(A⊗ B)
OO
// rA∗pA∗A⊗ rB∗pB∗B
rA
∗δA⊗rB
∗δB // rA∗LA ⊗ rB∗LB
Since r∗ commutes naturally with tensor products, the right square commutes, and
a local computation bears out the fact that the left square commutes. Thus, by
Proposition 4.6, s2 ◦ r corresponds to the bottom route of this diagram.
By the construction of the correspondence in Proposition 4.6, the map qA :
PT (A)×T PT (B)→ PT (A) corresponds to the epimorphism
u∗A // q∗Ap
∗
AA
q∗AδA // q∗ALA.
Thus, rA = qAr corresponds to the epimorphism
σA : (pArA)
∗A // rA∗pA∗A
rA
∗δA // rA∗LA
([9, 4.2.8, p.75]). But, by hypothesis, rA also corresponds to an epimorphism
φ1 : (pArA)
∗A → L1
Thus, there exists an isomorphism τA : rA
∗LA → L1 making the diagram
q∗A
σA //
φ1 ##H
HH
HH
HH
HH
rA
∗LA
τA

L1
commute. In a similar fashion, there exists a map σB and an isomorphism τB
making the diagram
q∗B
σB //
φ2 ##G
GG
GG
GG
GG
rB
∗LB
τB

L2
commute. In particular,
(6.24) q∗(A⊗ B) // q∗A⊗ q∗B
σA⊗σB //
φ1⊗φ2 **TTT
TTT
TTT
TTT
TTT
T
rA
∗LA ⊗ rB
∗LB
τA⊗τB

L1 ⊗ L2
commutes so that the two routes of (6.24) correspond to the same map
W → PT (A⊗ B).
But, since the bottom route of (6.23) corresponds to s2 ◦ r, and this map is the
same as the top of (6.24), the bottom of (6.24) also corresponds to s2 ◦ r.
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To prove the final assertion, we need only note that an application of Corollary
2.10 to (6.17) (on page 108) gives a commutative diagram
Hom(ModW )2(q
∗2(A,B), (L1,L2)) //
−⊗OW −

Hom(ModT )2((A,B), q
2
∗(L1,L2))
−⊗OT−

HomW (q
∗A⊗ q∗B,L1 ⊗ L2)
−◦Θ′

HomT (A⊗ B, q∗L1 ⊗ q∗L2)
Υ′◦−

HomW (q
∗(A⊗ B),L1 ⊗ L2) // HomT (A⊗ B, q∗(L1 ⊗ L2)).

6.2.3. A map s3 : PX×Y×Z(pr12
∗E⊗pr23
∗F)→ PX×Z(pr13∗(pr12
∗E⊗pr23
∗F)).
Proposition 6.11. Let f : Y → Z be a morphism of schemes and suppose A is an
OY -module and i : SSuppA → Y is inclusion. Suppose also that fi is affine. Then
the counit
ǫA : f
∗f∗A → A
is an epi.
Proof. First, we note that the natural map A → i∗i∗A is an isomorphism,
and, for any OY -module N , the natural map i∗i∗N → N is an epimorphism. Thus,
since i∗ is exact, it suffices to show that the natural map
i∗ǫA : i
∗f∗f∗A → i
∗A
is an epimorphism. We construct an epi between these sheaves, and show it is equal
to i∗ǫA. Let
Ξi,f : i
∗f∗ → (fi)∗
be the isomorphism of functors in Lemma 2.17, and let Ψ = Ξi,f ∗ (fi)∗. Then the
map
(6.25) i∗f∗f∗A // i∗f∗f∗i∗i∗A
Ψi∗A // (fi)∗(fi)∗i∗A // i∗A.
is an epi since the final map is an epi [19, Corollary 1,p.39]. We claim that the
diagram
(6.26) i∗f∗f∗A //
i∗ǫA

i∗f∗f∗i∗i
∗A

Ψ // (fi)∗(fi)∗i∗A

i∗A // i∗i∗i∗A // i∗A
whose top circuit is (6.25), commutes. The right square commutes by Lemma 2.17,
while the left square commutes by naturality of ǫA. Since the bottom row of this
diagram is the identity, the assertion follows. 
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Lemma 6.12. Let g : W → Z be an affine morphism of schemes, and suppose C
is an OW -module. Then g∗C is quasi-coherent and the composition
c : PW (C)→ PW (g
∗g∗C)→ PZ(g∗C)
whose left hand map is induced by the counit of the pair (g∗, g∗), and whose right
hand map is (4.4) (defined on page 62), is a closed immersion.
Proof. The fact that g∗C is a OW -module follows from [10, II.5.8, p.115].
Since g is affine, and since the construction of (4.4) is local, to prove c is a closed
immersion, we may assume that W and Z are affine. Let W=Spec Q, Z=Spec
R, and suppose g : R → Q is a ring map. Suppose C is an Q-module. Then, by
Lemma 4.11, the map
PW (CR ⊗Q)→ PZ(CR)
is induced by a map of graded rings:
SR(CR)→ SQ(CR ⊗R Q) ∼= SR(CR)⊗R Q
sending sn to sn ⊗ 1. Furthermore, the map
PZ(C)→ PZ(CR ⊗Q)
is induced by the map of graded rings
SQ(CR ⊗R Q)→ SQ(C)
given by the canonical epimorphism CR ⊗R Q → C. Putting the two graded ring
maps together, we have a map
(6.27) SR(CR)→ SQ(CR ⊗R Q)→ SQ(C)
which is a surjection in degrees ≥ 1. Thus, the map PW (C)→ PZ(CR) is a closed
immersion. 
Lemma 6.13. [6, Lemma 6.4, p.163] Let M and N be R-modules, and suppose
that N is generated by a family of elements {ni}. Every element of M ⊗R N may
be written as a finite sum Σimi ⊗ ni. Such an expression is 0 if and only if there
exist elements m′j of M and elements aij of R such that
Σjaijm
′
j = mi for all i
and
Σiaijni = 0 in N for all j.
Lemma 6.14. Let Y be a scheme and suppose A is an OY -module with
i : SSuppA → Y
inclusion. Then the morphism (4.4) defined on page 62,
PSSuppA(i
∗A)→ PY (A)
is an isomorphism.
Proof. As in the proof of Lemma 6.12, the assertion is local on Y . Thus,
suppose Y =Spec R, and M is an R-module with ann M = I. We claim that the
map
(6.28) PSpec R/I(M ⊗R R/I)→ PSpec R(M)
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is an isomorphism. For, to construct this map, we start with the natural map of
sets M → M ⊗ R/I. This set map is actually a map of R-modules. In fact, it
induces a map of R-modules
M⊗n →M⊗n ⊗R/I.
By 6.13, this is an injective map of R-modules. Thus, in degree n > 0 the in-
duced map on symmetric algebras is an isomorphism, hence the map (6.28) is an
isomorphism. 
Proposition 6.15. Let f : Y → Z be a morphism of schemes and suppose A is an
OY -module which is rla with respect to f . Then the counit
f∗f∗A → A
is epi, and the corresponding morphism
d : PY (A)→ PY (f
∗f∗A)→ PZ(f∗A)
is a closed immersion.
Proof. The first assertion follows from Proposition 6.11. Since i∗i
∗A ∼= A, it
suffices to prove the next assertion with i∗i
∗A replacing A. For, suppose
(6.29) PY (i∗i
∗A)→ PY (f
∗f∗i∗i
∗A)→ PZ(f∗i∗i
∗A)
is a closed immersion. Then by naturality of the counit of the pair (f∗, f∗), the left
square of
PY (i∗i
∗A) //

PY (f
∗f∗i∗i
∗A) //

PZ(f∗i∗i
∗A)

PY (A) // PY (f∗f∗A) // PZ(f∗A)
commutes. By Lemma 4.11, the right square commutes. Thus, in order to prove
the proposition, we must show that (6.29) is a closed immersion. To this end, we
note that the diagram
PY (i∗i
∗A) // PY (f∗f∗i∗i∗A) // PZ(f∗i∗i∗A)
PSSuppA(i
∗i∗i
∗A) //
OO
PSSuppA(i
∗f∗f∗i∗i
∗A)
OO
// PSSuppA((fi)∗(fi)∗i∗A)
OO
PSSuppA(i
∗A)
OO
// PSSuppA(i∗i∗i∗A)
OO
// PSSuppA(i∗A)
OO
whose top verticals are (4.4), defined on page 62, and whose bottom verticals are
induced by counits of the pairs (i∗, i∗), (f
∗, f∗) and ((fi)
∗, (fi)∗) respectively, com-
mutes. To prove this fact, we note that the top left square commutes by Lemma
4.11, the top right square commutes by Lemma 4.12, the bottom left square is
obviously commutative, and the lower right square commutes by Lemma 2.17. In
addition the left vertical is an isomorphism by Lemma 6.14. Thus to show the top
horizontal map is a closed immersion, it suffices to show that the bottom route of
the diagram is a closed immersion. Since the bottom row is the identity map, we
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need only show that the right vertical is a closed immersion. This follows from
Lemma 6.12 since A is rla with respect to f . 
Lemma 6.16. Let
W
q // Y
f // Z
be a morphism of schemes, let ǫ be the counit of the pair (f∗, f∗), and let Ξf,q :
q∗f∗ =⇒ (fq)∗ be the isomorphism defined in Lemma 2.17. Then the dual 2-cell to
the diagram of schemes
(6.30) W
id

q // Y
f

W
fq
// Z
Ψ : (fq)∗f∗ =⇒ q
∗
equals the composition
(fq)∗f∗
Ξ−1
f,q
∗f∗
+3 q∗f∗f∗
q∗∗ǫ +3 q∗.
Proof. Let (η′, ǫ′) be the unit and counit of (q∗, q∗), and let ǫ
′′ be the counit
of ((fq)∗, (fq)∗). Then, by definition, Ψ equals the composition
(fq)∗f∗
(fq)∗f∗∗η
′
+3 (fq)∗f∗q∗q∗
ǫ′′∗q∗ +3 q∗.
We claim the diagram
(6.31) (fq)∗f∗ +3
Ξ−1
f,q
∗f∗

(fq)∗f∗q∗q
∗ +3
Ξ−1
f,q
∗(fq)∗q
∗

q∗
q∗f∗f∗ +3 q∗f∗f∗q∗q∗
q∗∗ǫ′′∗q∗q
∗
+3 q∗q∗q∗
KS
whose top row is Ψ, commutes. For, the left square commutes by naturality of η′,
while the right square commutes by Lemma 2.17. To complete the proof of the
assertion, we must show that the bottom of the diagram
q∗f∗f∗ +3 q∗f∗f∗q∗q∗ +3 q∗
equals
(6.32) q∗f∗f∗
q∗∗ǫ +3 q∗.
This follows from the commutativity of
q∗f∗f∗
q∗∗ǫ

+3 q∗f∗f∗q∗q∗
q∗∗ǫ∗q∗q
∗

+3 q∗q∗q∗

q∗
q∗∗η′
+3 q∗q∗q∗
ǫ′∗q∗
+3 q∗
since the top route of this diagram is the bottom of (6.31) while the bottom route
is (6.32). The right square obviously commutes and the left square commutes by
naturality of η′. 
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Lemma 6.17. Suppose f : Y → Z is a morphism of schemes, A is an OY -module,
i : SSuppA → Y is inclusion and fi is affine. Suppose further, that W is a scheme
and r : W → PY (A) is a morphism with projection q : W → Y . Then the counit
ǫA : f
∗f∗A → A is an epimorphism, and if r corresponds to an epimorphism
φ : q∗A → L,
which has right adjunct
ψ : A → q∗L
then the composition of r with the morphism d of Proposition 6.15 corresponds to
the epimorphism
(6.33) (fq)∗f∗A // q∗f∗f∗A
q∗ǫA // q∗A
φ // L
which has right adjunct
(6.34) f∗A
f∗ψ // f∗q∗L.
Proof. The first assertion follows from Proposition 6.15.
To prove the second assertion, we note that the diagram
W
∼= // PW (L) // PW (q∗A) //

PW (q
∗f∗f∗A)

// PW ((fq)∗f∗A)

PY (A) // PY (f∗f∗A) // PZ(f∗A)
commutes: the left square commutes by naturality of the counit of the pair (f∗, f∗),
while the right square commutes by Lemma 4.12. Now, d ◦ r is the bottom circuit
of the diagram, so it is also the top circuit. By applying the correspondence of
Proposition 4.6 to the epimorphism 6.33, it is easy to see that the corresponding
map is the top circuit of the diagram.
We next show that the map (6.33) has right adjoint (6.34). The dual 2-cell
∆ : (fq)∗f∗ =⇒ q
∗
to the square induced by the diagram of schemes
W
q //
id

Y
f

W
fq
// Z
equals, by Lemma 6.16, the first two composites of (6.33). By Corollary 2.10, there
is a commutative diagram
HomW (q
∗A,L) //
−◦∆

HomY (A, q∗L)
f∗

HomZ(f∗A, (fq)∗L)
id(−)

HomW ((fq)
∗f∗A,L) // HomZ(f∗A, (fq)∗L).
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whence the result. 
Theorem 6.18. Let E be an OX×Y -module and let F be an OY×Z-module such that
E and F have the affine direct image property. Then the bimodule Segre embedding
s : PX×Y (E)⊗Y PY×Z(F)→ PX×Z(E ⊗OY F)
has the property that if r : W → PX×Y (E) ⊗Y PY×Z(F) is a morphism whose
projection to X × Y × Z is q123 and r corresponds, via Proposition 4.6, to a pair
with right adjuncts
ψ1 : E → q12∗L1
and
ψ2 : F → q23∗L2
then s ◦ r corresponds to the map
E ⊗OY F
ψ1⊗OY ψ2 // q12∗L1 ⊗OY q23∗L2
pr13∗(Ω1⊗Ω2) //
pr13∗(q123∗L1 ⊗ q123∗L2)
pr13∗Υ // q13∗(L1 ⊗ L2).
Proof. Suppose r : W → PX×Y (E) ⊗Y PY×Z(F) corresponds to a pair of
epimorphism with right adjuncts
ψ1 : E → q12∗L1
and
ψ2 : F → q23∗L2.
By Proposition 6.8, s1 ◦ r corresponds to the pair
pr∗12E
pr∗12ψ1 // pr∗12q12∗L1
Ω1L1 // q123∗L1
and
pr∗23F
pr∗23ψ2 // pr∗23q23∗L2
Ω2L2 // q123∗L2.
By Theorem 6.9, s2 ◦ s1 ◦ r corresponds to an epi with right adjunct
pr∗12E ⊗ pr
∗
23F
pr∗12ψ1⊗pr
∗
23ψ2 // pr∗12q12∗L1 ⊗ pr
∗
23q23∗L2
Ω1⊗Ω2 //
q123∗L1 ⊗ q123∗L2
Υ // q123∗(L1 ⊗ L2).
Finally, by Lemma 6.17, s3 ◦ s2 ◦ s1 ◦ r corresponds to
E ⊗OY F
ψ1⊗OY ψ2 // q12∗L1 ⊗OY q23∗L2
pr13∗(Ω1⊗Ω2) //
pr13∗(q123∗L1 ⊗ q123∗L2)
pr13∗Υ // q13∗(L1 ⊗ L2).
as desired. 
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6.3. s is functorial
Theorem 6.19. Suppose E and E ′ are OX×Y -modules such that there is an epi-
morphism υ : E → E ′. Suppose, further, that F is an OY×Z-module such that E
and F have the affine direct image property. Then E ′ and F have the direct image
property, the map
υ ⊗OY F : E ⊗OY F → E
′ ⊗OY F
is an epimorphism, and the diagram
(6.35) PX×Y (E ′)⊗Y PY×Z(F)
PX×Y (υ)×id //
s

PX×Y (E) ⊗Y PY×Z(F)
s

PX×Z(E ′ ⊗OY F)
PX×Z(υ⊗OY F)
// PX×Z(E ⊗OY F)
commutes.
Proof. To prove the first assertion, we need only note that since there is
an epimorphism υ : E → E ′, Supp E ′ ⊂ Supp E , so that Supp pr∗12E
′ ⊗ pr∗23F ⊂
Supp pr∗12E ⊗ pr
∗
23F .
We next show that
υ ⊗OY F : E ⊗OY F → E
′ ⊗OY F
is an epimorphism. Since pr∗12υ⊗pr
∗
23F is an epimorphism, we need only note that
both pr∗12E ⊗ pr
∗
23F and pr
∗
12E
′ ⊗ pr∗23F are rla with respect to pr13, so that the
assertion follows from Lemma 3.12.
We now show that (6.35) commutes. Let W be an S-scheme and suppose
r :W → PX×Y (E ′)⊗Y PY×Z(F) is a morphism whose projection to X × Y × Z is
q123 and r corresponds, via Proposition 4.6, to a pair which has right adjuncts
ψ1 : E
′ → q12∗L1
and
ψ2 : F → q23∗L2.
By Theorem 6.18, s ◦ r corresponds to the map
E ′ ⊗OY F
ψ1⊗OY ψ2 // q12∗L1 ⊗OY q23∗L2
pr13∗(Ω1⊗Ω2) //
pr13∗(q123∗L1 ⊗ q123∗L2)
pr13∗Υ // q13∗(L1 ⊗ L2).
We claim
(6.36) W
r

PX×Y (E ′)⊗Y PY×Z(F)
PX×Y (υ)×id //
s

PX×Y (E) ⊗Y PY×Z(F)
s

PX×Z(E ′ ⊗OY F) // PX×Z(E ⊗OY F)
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commutes. By Proposition 4.6, the composition (PX×Y (υ)× id) ◦ r corresponds to
a pair of epis with right adjuncts
E
υ // E ′
ψ1 // q12∗L1
and
F
ψ2 // q23∗L2,
so that, by Theorem 6.18, the right hand route of (6.36) corresponds to
E ⊗OY F
υ⊗OY F// E ′ ⊗OY F
ψ1⊗OY ψ2 // q12∗L1 ⊗OY q23∗L2
pr13∗(Ω1⊗Ω2) //
pr13∗(q123∗L1 ⊗ q123∗L2)
pr13∗Υ // q13∗(L1 ⊗ L2).
On the other hand, by Theorem 6.18, the left hand route corresponds to the same
map. The assertion follows. 
6.4. s is compatible with base change
Theorem 6.20. Suppose
Y ′
f ′

p′ // Y
f

Z ′ p
// Z
is a pullback diagram of schemes, with dual 2-cell Ψ : p∗f∗ =⇒ f
′
∗p
′∗. Let A be
an OY -module which is rla with respect to f . Then ΨA is an isomorphism and the
diagram
(6.37) PY ′(p
′∗A)

// PY ′(f ′
∗f ′∗p
′∗A) // PZ′(f ′∗p
′∗A)
PZ′(ΨA)

PZ′(p
∗f∗A)

PY (A) // PY (f∗f∗A) // PZ(f∗A)
commutes.
Proof. Since A is rla with respect to f , ΨA is an isomorphism by Proposition
3.3. We next show that (6.37) commutes. First, by Lemma 4.12,
(6.38) PY ′(f
′∗p∗f∗A) //

PZ′(p
∗f∗A)

PY ′((fp
′)∗f∗A) // PZ(f∗A)
PY ′(p
′∗f∗f∗A)
∼=
OO
// PY (f∗f∗A)
OO
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commutes. Thus, the diagram
(6.39) PY ′(f ′
∗p∗f∗A) //

PZ′(p
∗f∗A)

PY ′(p
′∗f∗f∗A) // PZ(f∗A)
whose left vertical is the left vertical of (6.38) commutes. We claim the diagram
PY ′(p
′∗A) //
=

PY (A) // PY (f∗f∗A)

PY ′(p
′∗A) //
=

PY ′(p
′∗f∗f∗A) // PZ(f∗A)
PY ′(f
′∗p∗f∗A)
OO
// PZ′(p∗f∗A)
OO
PY ′(p
′∗A) // PY ′(f ′
∗
f ′∗p
′∗A) //
OO
PZ′(f
′
∗p
′∗A)
OO
commutes. Since the outer circuit is (6.37), our result will follow. The lower left
rectangle commutes by Proposition 2.7. The middle square equals (6.39), and the
lower right square commutes by Lemma 4.11. It remains to show the top rectangle
commutes. The top is a composition of the following subdiagrams
PY ′(p
′∗A) //
=

PY (A) // PY (f∗f∗A)

PY ′(p
′∗A) // PY ′(p′
∗
f∗f∗A) //
77nnnnnnnnnnnn
PZ(f∗A).
where the diagonal morphism is (4.4) (defined on page 62). The left subdiagram
commutes by Lemma 4.11, while the right subdiagram commutes by Lemma 4.12.
The assertion follows. 
Theorem 6.21. s is compatible with base change. That is, if pxy, pyz, pxz and
pxyz are overlap compatible, then the diagram
(6.40) PX′×UY ′(p
∗
xyE)⊗Y ′ PY ′×UZ′(p
∗
yzF)

s // PX′×UZ′(p
∗
xyE ⊗OY ′ p
∗
yzF)

PX′×UZ′(p
∗
xz(E ⊗OY F))

PX×Y (E)⊗Y PY×Z(F) s
// PX×Z(E ⊗OY F)
whose left and bottom right vertical arrows are defined in Lemma 4.11, and whose
top right vertical arrow is induced by the isomorphism defined in Lemma 6.2, com-
mutes.
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Proof. We construct two commutative diagrams which have the property that
the composite diagram which one gets by placing these diagrams side by side has
outer circuit equal to (6.40). To simplify the presentation, we omit subscripts on
the projectivization functors. We claim Figure 1, on the following page, whose
unlabeled maps are either induced by isomorphisms of the various modules being
projectivized, or by maps (4.4) (defined on page 62), commutes. For, the upper right
square commutes by Proposition 6.9 (2), while the lower right square commutes by
Proposition 6.9 (3). We next show the left hand square commutes. To show the
left hand square commutes, it obviously suffices to show that the square
P(p∗xyE)⊗Y ′ P(p
∗
yzF)

P(pr
′∗
12p
∗
xyE)×X′×UY ′×UZ′ P(pr
′∗
23p
∗
yzF)

s−11oo
P(p∗xyzpr
∗
12E)×X′×UY ′×UZ′ P(p
∗
xyzpr
∗
23F)

P(E)⊗Y P(F) P(pr∗12E)×X×Y×Z P(pr
∗
23F)
s−11
oo
commutes. Since each route of this diagram is a map into the fibre product P(E)⊗Y
P(F), each route is determined by a pair of maps, one into P(E) and one into P(F).
Thus, by the description of s−11 given in Proposition 6.6, it suffices to show the
diagram
P(p∗xyE)

P(pr
′∗
12p
∗
xyE)
oo
∼=

P((pr12pxyz)
∗E) = P((prxyp
′
12)
∗E)

zzuu
uu
uu
uu
uu
uu
uu
uu
uu
uu
uu
uu
P(p∗xyzpr
∗
12E)

P(E) P(pr∗12E)oo
whose verticals are maps of the form (4.4) and whose diagonal is of the form (4.4),
commutes (a diagram like that above containing P(F) commutes in a similar man-
ner). But the upper and lower circuits commute by Lemma 4.12.
Let ǫ be the counit of the adjoint pair (pr∗13, pr13∗) and let ǫ
′ be the counit of
the adjoint pair (pr
′∗
13, pr
′
13∗). We claim that Figure 2, whose third right vertical
is induced by the isomorphism of Lemma 6.2, and whose other unlabeled arrows
are either induced by isomorphism of the various projectivized modules or are from
Lemma 4.11, commutes. For, the bottom rectangle commutes by Theorem 6.20, the
upper right square commutes by Lemma 4.11, and the upper left square commutes
by the functoriality of P(−). The theorem follows by noticing that if we put Figure
1 to the left of Figure 2, the outer circuit of this combined diagram is just (6.40). 
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P(pr
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12p
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′
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12p
∗
xyE ⊗ pr
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23p
∗
yzF))

// P(pr′13∗pr
′∗
12p
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′∗
23p
∗
yzF)

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∗
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∗
xyzpr
∗
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
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13pr
′
13∗(p
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∗
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
P(pr′13∗(p
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∗
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
P(p∗xyz(pr
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12E ⊗ pr
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
P(pr
′∗
13pr
′
13∗p
∗
xyz(pr
∗
12E ⊗ pr
∗
23F))
// P(pr′13∗p
∗
xyz(pr
∗
12E ⊗ pr
∗
23F))
∼=

P(p∗xz(E ⊗OY F))

P(pr∗12E ⊗ pr
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P(ǫ)
// P(pr∗13pr13∗(pr
∗
12E ⊗ pr
∗
23F)) // P(E ⊗OY F)
Figure 2.
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6.5. s is associative
We show s is associative. Our proof employs the fact that closed immersions
induce well behaved adjoints (Corollary 4.9).
6.5.1. The proof that s is associative.
Lemma 6.22. Let A, B, C, and D be commutative rings such that there is a
commutative diagram
(6.41) A
~~
~~
~~
~
   @
@@
@@
@@
B
@
@@
@@
@@
// C

Doo
~~ ~
~~
~~
~
A
whose verticals are identities. Let
φ : (A⊗B C)⊗C (A⊗D C)→ A⊗C A
be the C-module map defined by φ((a⊗ c)⊗ (a′⊗ c′)) = c ·a⊗ c′ ·a′. If every simple
tensor of (A⊗B C)⊗C (A⊗D C) may be written as (a⊗ 1)⊗ (a
′ ⊗ 1) for a, a′ ∈ A
then φ is an isomorphism.
Proof. Since φ is obviously surjective, we need only show φ is injective. Sup-
pose, for ai, a
′′
i ∈ A such that {a
′′
i } generates A as a C-module, that Σiai ⊗ a
′′
i ∈
A⊗C A equals 0. By hypothesis, we need only show that Σi(ai⊗ 1)⊗ (a′′i ⊗ 1) = 0.
By Lemma 6.13, there exist rij ∈ C and a′j ∈ A such that
Σjrij · a
′
j = ai
and
Σirij · a
′′
i = 0.
We find
Σi(ai ⊗ 1)⊗ (a
′′
i ⊗ 1) = Σi(Σjrij · a
′
j ⊗ 1)⊗ (a
′′
i ⊗ 1)
= Σj(Σi((rij · a
′
j ⊗ 1)⊗ (a
′′
i ⊗ 1))
= Σj(a
′
j ⊗ Σirij · 1)⊗ (a
′′
i ⊗ 1)
= Σj(a
′
j ⊗ 1)⊗ (Σirij · a
′′
i ⊗ 1)
= 0.
where we have used the commutativity of (6.41) as well as the assumption that all
vertical routes are the identity. 
Let W be a scheme and let prWij : (W × X) ×W (W × Y ) ×W (W × Z) →
W ×X,W × Y,W × Z be the standard projections.
Proposition 6.23. Let L1 and L2 be invertible OW -modules, and let Ω1 and Ω2
be relative versions of the maps given in (6.5) and (6.6) respectively. Then the map
(6.42) Ω1L1 ⊗ Ω2L2 : pr12
W∗qW12 ∗L1 ⊗ pr23
W∗qW23 ∗L2 →
qW123∗L1 ⊗ q
W
123∗L2
is an isomorphism.
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Proof. We check the assertion locally. Let p be a closed point in the support
of the domain of (6.42). Then, since qW123 is a closed immersion, there exists a
unique w ∈ W such that qW123(w) = p. Let p1 = q
W
12 (w) and let p2 = q
W
23 (w). Then
(Ω1L1 ⊗ Ω2L2)p is a map
(L1w ⊗Op1 Op)⊗Op (L2w ⊗Op2 Op)→ L1w ⊗Op L2w
sending the simple tensor (a⊗ c) ⊗ (a′ ⊗ c′) to c · a⊗ c′ · a′ for a ∈ L1w, a′ ∈ L2w
and c, c′ ∈ Op. Since L1 and L2, are invertible L1w ∼= L2w ∼= Ow. In addition,
Op = OqW1 (w) ⊗Ow OqW2 (w) ⊗Ow OqW3 (w),
Op1 = OqW1 (w) ⊗Ow OqW2 (w),
and
Op2 = OqW2 (w) ⊗Ow OqW3 (w).
The assertion now follows from Lemma 6.22 with A = Ow, B = Op1 , C = Op and
D = Op2 . 
Proposition 6.24. Let W be a scheme, and let
pxy, pzy : (W ×X)×W (W × Y )× (W × Z)→
X × Y, Y × Z
be projections. Suppose
rW :W → P(W×X)×W (W×Y )(p
∗
xyE)⊗W×Y P(W×Y )×W (W×Z)(p
∗
yzF)
has projection to (W ×X)×W (W ×Y ), qW12 and projection to (W ×Y )×W (W ×Z),
qW23 . If r
W corresponds to the pair of epimorphisms
ψ1 : p
∗
xyE → q
W
12 ∗L1
and
ψ2 : p
∗
yzF → q
W
23 ∗L2,
the composition s ◦ rW corresponds to the epimorphism
(6.43) ψ1 ⊗OY ψ2.
Proof. By Proposition 6.23, Ω1L1 ⊗ Ω2L2 is an isomorphism. In addition,
since qW123 is a closed immersion, Υ ((6.7) on page 103) is also an isomorphism. By
Corollary 4.9, the maps (6.43) and (6.9), defined on page 104, correspond to the
same map rW . 
Theorem 6.25. s is associative: if T is a scheme, E is an OX×Y -bimodule, F is
an OY×Z-bimodule and G is an OZ×T -bimodule, then the diagram
(6.44)
(PX×Y (E)⊗Y PY×Z(F))⊗Z PZ×T (G)
∼= //
s×id

PX×Y (E)⊗Y (PY×Z(F)⊗Z PZ×T (G))
id×s

PX×Z(E ⊗OY F)⊗Z PZ×T (G)
s

PX×Y (E)⊗Y PY×Z(F ⊗OZ G)
s

PX×T ((E ⊗OY F)⊗OZ G) ∼=
// PX×T (E ⊗OY (F ⊗OZ G))
whose bottom row is induced by the associativity isomorphism (3.6), commutes.
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Proof. To clarify exposition, we will sometimes drop subscripts from projec-
tivizations. Let pxy and pyz be defined as in Proposition 6.24. Let pzt be defined
similarly. Suppose W is an affine scheme and define X ′ = W × X , Y ′ = W × Y
and Z ′ =W × Z. Let T ′ =W × T and suppose
r :W → (PX×Y (E)⊗Y PY×Z(F)) ⊗Z PZ×T (G)
is a morphism with projection q12 to X×Y , projection q23 to Y ×Z and projection
q34 to Z×T . To prove the Theorem, it suffices to show that the two routes of (6.44)
precomposed with r commute, since W is an arbitrary affine scheme. Suppose r
corresponds to epis
φ1 : q
∗
12E → L1
φ2 : q
∗
12E → L2
and
φ3 : q
∗
12E → L3.
Then there are epis
γ1 : q
W∗
12 p
∗
xyE // q
∗
12E
φ1 // L1
γ2 : q
W∗
23 p
∗
yzF // q
∗
23F
φ2 // L2
γ3 : q
W∗
34 p
∗
zwG
// q∗34G
φ3 // L3.
These epis give a map
rW :W → (PX′×W Y ′(p
∗
xyE)⊗Y ′ PY ′×WZ′(p
∗
yzF))⊗Z′ PZ′×W T ′(p
∗
ztG)
such that if the vertical map in the diagram
W //
r
++WWWW
WWWW
WWWW
WWWW
WWWW
WWWW
W (PX′×W Y ′(p
∗
xyE)⊗Y ′ PY ′×WZ′(p
∗
yzF))⊗Z′ PZ′×W T ′(p
∗
ztG)

(PX×Y (E)⊗Y PY×Z(F))⊗Z PZ×T (G)
is that constructed in Lemma 4.11, and the horizontal is rW , then this diagram
commutes (Lemma 4.14).
We claim the outer circuit of the diagram
(6.45)
W
rW

= // W

(P(p∗xyE)⊗Y ′ P(p
∗
yzF))⊗Z′ P(p
∗
ztG)
∼= //
s×id

P(p∗xyE)⊗Y ′ (P(p
∗
yzF)⊗Z′ P(p
∗
ztG))
id×s

P(p∗xyE ⊗OY ′ p
∗
yzF)⊗Z′ P(p
∗
ztG)
s

P(p∗xyE)⊗Y ′ P(p
∗
yzF ⊗OZ′ p
∗
ztG)
s

P((p∗xyE ⊗OY ′ p
∗
yzF)⊗OZ′ p
∗
ztG) ∼=
// P(p∗xyE ⊗OY ′ (p
∗
yzF ⊗OZ′ p
∗
ztG))
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whose upper right vertical is induced by γ1, γ2 and γ3, commutes. Let ψi be the
right adjunct of γi. By Proposition 6.24, the left hand circuit corresponds to the
left hand circuit of the commutative diagram
(6.46)
(p∗xyE ⊗OY ′ p
∗
yzF)⊗OZ′ p
∗
zwG
(ψ′1⊗OY ′
ψ′2)⊗OZ′
ψ′3

p∗xyE ⊗OY ′ (p
∗
yzF ⊗OZ′ p
∗
zwG)
ψ′1⊗OY ′
(ψ′2⊗OZ′
ψ′3)

∼=oo
(qW12∗L1 ⊗OY ′ q
W
23∗L2)⊗OZ′ q
W
34∗L3 q
W
12∗L1 ⊗OY ′ (q
W
23∗L2 ⊗OZ′ q
W
34∗L3)∼=
oo
while the right hand vertical of (6.45) corresponds to the right hand vertical of
(6.46). By the commutativity of (6.46), both the left hand circuit and the right
vertical of (6.46) have the same kernel. Thus, by Corollary 4.10, (6.45) commutes.
To show (6.44) commutes, it suffices to construct a cube of schemes whose top
is (6.45), whose bottom is (6.44), whose edge
(PX′×WY ′(p
∗
xyE)⊗Y ′ PY ′×WZ′(p
∗
yzF))⊗Z′ PZ′×WT ′(p
∗
ztG)

(PX×Y (E)⊗Y PY×Z(F)) ⊗Z PZ×T (G)
is the map constructed in Lemma 4.11 and whose sides commute. With the ori-
entation fixed so that (6.44) forms the bottom of a cube, let the upper left edge
into the page be the map above and construct the upper right edge into the page
similarly. Let the lower left edge into the page be induced by the composition of
isomorphisms
p∗xt((E ⊗OY F)⊗OZ G)

p∗xz(E ⊗OY F)⊗OZ′ p
∗
ztG

(p∗xyE ⊗OY ′ p
∗
yzF)⊗OZ′ p
∗
ztG
(Lemma 3.33), followed by the map
P(p∗xt((E ⊗OY F)⊗OZ G))→ P((E ⊗OY F)⊗OZ G)
from Lemma 4.11, and let the lower right edge be constructed similarly. The left and
right sides of this cube commute since s is compatible with base change (Theorem
6.21) and since s is functorial (Theorem 6.19). It is easy to see the back commutes
by examining the algebraic description of the back edges. To complete the proof of
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the assertion, we need only show that the front face of the cube, the diagram
P((p∗xyE ⊗OY ′ p
∗
yzF)⊗OZ′ p
∗
ztG)
∼= //

P(p∗xyE ⊗OY ′ (p
∗
yzF ⊗OZ′ p
∗
ztG))

P((p∗xz(E ⊗OY F)⊗OZ′ p
∗
ztG))

P(p∗xyE ⊗OY ′ (p
∗
yt(F ⊗OZ G)))

P(p∗xt((E ⊗OY F)⊗OZ G))

∼= // P(p∗xt(E ⊗OY (F ⊗OZ G)))

P((E ⊗OY F)⊗OZ G) ∼=
// P(E ⊗OY (F ⊗OZ G))
whose third verticals are from Lemma 4.11, commutes. By Lemma 4.11, the bottom
square commutes, so to complete the proof of the theorem, we need only show that
the diagram
(p∗xyE ⊗OY ′ p
∗
yzF)⊗OZ′ p
∗
ztG
∼= //

p∗xyE ⊗OY ′ (p
∗
yzF ⊗OZ′ p
∗
ztG)

p∗xz(E ⊗OY F)⊗OZ′ p
∗
ztG

p∗xyE ⊗OY ′ p
∗
yt(F ⊗OZ G)

p∗xt((E ⊗OY F)⊗OZ G) ∼=
// p∗xt(E ⊗OY (F ⊗OZ G))
whose verticals are the isomorphisms constructed in Lemma 3.33, commutes. But
this just follows from the fact that the associativity of bimodules is an indexed
natural transformation (by Proposition 3.37). 
CHAPTER 7
The Representation of Γn for High n
We utilize the following notation throughout this chapter: suppose U is an
affine, noetherian scheme with structure map f : U → S, f˜ = f × idX : U ×X →
S × X , X is a separated, noetherian scheme, E is a coherent OX -bimodule, I is
a graded ideal of T (E) and B = T (E)/I. If G is an OX2 -module, then we let
GU = f˜2∗G. Assume all unadorned tensor products are bimodule tensor products.
If M is a free truncated U -family of length n + 1 (Definition 4.18), it is also a
free truncated U -family of length n+ 1 over T (E). We denote M’s multiplication
over T (E) by µi,j and let its components be denoted by Mi ∼= (idU × qi)∗OU . As
before, we let d : U → U × U denote the diagonal morphism and we let qij =
((idU × qi)× (idU × qj)) ◦ (d× d) ◦ d : U → (U ×X)2U . For 0 ≤ k ≤ n, let
ik : SSupp pr
∗
1Mk → (U ×X)
2
U
be inclusion and let
Fk = (pr2ik)∗i
∗
k(pr
∗
1Mk ⊗O(U×X)2
U
−)
and
Gk = HomO
(U×X)2
U
(pr∗1Mk,−)ik∗(pr2ik)
!.
Then (Fk, Gk) is an adjoint pair by Lemma 5.7. Finally, for i ≥ 0, j > 0, let the right
adjunct of µi,j ∈ Hom(U×X)2U (FiE
U⊗j ,Mi+j) be Adµi,j ∈ Hom(U×X)2U (E
U⊗j , GiMi+j).
We define the bimodule Segre embedding s : PX2(E)
⊗1 → PX2(E
⊗1) as the
identity map. Our goal in this chapter is to prove the following theorem.
Theorem 7.1. For n ≥ 1, Γn is represented by the pullback of the diagram
(7.1) PX2(E)
⊗n
s

PX2(E
⊗n/In) // PX2(E
⊗n).
To prove this theorem, we begin with a technical lemma (Lemma 7.2). Then,
in Proposition 7.4 and Corollary 7.5, we construct a monomorphism
Υ : Γn =⇒ HomS(−, P )
where P is the pullback of the diagram (7.1). Finally, in Proposition 7.7, we prove
Υ is an epimorphism, and hence, an equivalence.
Lemma 7.2. With the above notation,
ker(Adµi,j) = ker(Adµi,1 ⊗Adµi+1,j−1).
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Proof. If the adjoint pair (Fk, Gk) has counit ηk, then, to prove the Lemma,
we must show that for i, j ≥ 0, the two routes of
(7.2) EU ⊗ EU⊗j−1
= //
η
iEU⊗EU⊗j−1

EU ⊗ EU⊗j−1
η
iEU
⊗η
i+1EU⊗j−1

GiFi(EU ⊗ EU⊗j−1)
Gi(µi,1⊗E
U⊗j−1)

GiFiEU ⊗Gi+1Fi+1EU⊗j−1
Giµi,1⊗Gi+1µi+1,j−1

GiFi+1EU⊗j−1
Giµi+1,j−1

GiMi+1 ⊗Gi+1Mi+j
GiMi+j
have equal kernel. For, the left hand map in (7.2) equals Ad(µi+1,j−1 ◦ µi,1 ⊗
EU⊗j−1). But since B-module multiplication is associative,
Ad(µi+1,j−1 ◦ µi,1 ⊗ E
U⊗j−1) = Adµi,j .
Now, by Corollary 3.18 the kernel of the right hand map is
ker(Adµi,1)⊗ E
U⊗j−1 + EU ⊗ kerAdµi+1,j−1.
We show that ker(Adµi,1) ⊗ EU⊗j−1 ⊂ kerAdµi,j , the kernel of the left map. To
prove this fact, we claim it suffices to show
(7.3) µi,1(Fi kerAdµi,1) = 0.
For, suppose (7.3) holds. By naturality of ηi, the diagram
(7.4) kerAdµi,1 ⊗ EU⊗j−1

ηi // GiFi(kerAdµi,1 ⊗ EU⊗j−1)

EU ⊗ EU⊗j−1 ηi
// GiFi(EU ⊗ EU⊗j−1)
Gi(µi,1⊗E
U⊗j−1)

GiFi+1EU⊗j−1
commutes. Since µi,1(Fi kerAdµi,1) = 0, the right vertical equals 0. Thus, the
right route equals 0 so that, by commutativity of (7.4), the left route equals 0. But
the bottom row composed with the bottom right vertical is a composite of the left
hand side of (7.2) so that
kerAdµi,1 ⊗ E
U⊗j−1 ⊂ kerAdµi,j
as desired.
We now show µi,1(Fi kerAdµi,1) = 0. By adjointness of (Fi, Gi), the diagram
HomU×X(FiE
U ,Mi+1) //

Hom(U×X)2
U
(EU , GiMi+1)

HomU×X(Fi kerAdµi,1,Mi+1) // Hom(U×X)2U (kerAdµi,1, GiMi+1)
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commutes. Now, µi,1 in the upper left goes to Adµi,1 in the upper right. This
clearly goes to zero on the lower right. Thus, µi,1 goes to zero on the lower left, as
desired. This completes the proof that
ker(Adµi,1)⊗ E
U⊗j−1 ⊂ kerAdµi,j .
In a similar fashion, one shows that
EU ⊗ kerAdµi+1,j−1 ⊂ kerAdµi,j .
Thus,
EU ⊗ kerAdµi+1,j−1 + kerAdµi,1 ⊗ E
U⊗j−1 ⊂ kerAdµi,j .
To complete the proof of the Proposition, we must show that the inclusion is equal-
ity. By Proposition 5.9, both routes in (7.2) are epimorphisms. Thus,
(7.5) EU⊗j/(EU ⊗ kerAdµi+1,j−1 + kerAdµi,1 ⊗ E
U⊗j−1) ∼= GiMi ⊗Gi+1Mi+j
and
(7.6) EU⊗j/ kerAdµi,j ∼= GiMi+j .
SinceM is free then, by Proposition 5.8, GiMi+j ∼= qi,i+j∗OU , GiMi+1 ∼= qi,i+1∗OU
and Gi+1Mi+j ∼= qi+1,i+j∗OU . Since qk,l is a closed immersion for all k and l,
qi,i+1∗OU ⊗ qi+1,i+j∗OU ∼= qi,i+j∗OU
by Proposition 6.23, so that
GiMi+1 ⊗Gi+1Mi+j ∼= GiMi+j .
This, along with (7.5) and (7.6), implies there is an isomorphism
EU⊗j/(EU ⊗ kerAdµi+1,j−1 + kerAdµi,1 ⊗ E
U⊗j−1) ∼= EU⊗j/ kerAdµi,j .
Thus, the projection
(7.7) EU⊗j/(EU ⊗ kerAdµi+1,j−1 + kerAdµi,1 ⊗ E
U⊗j−1)→ EU⊗j/ kerAdµi,j
with kernel
(7.8) kerAdµi,j/(E
U ⊗ kerAdµi+1,j−1 + kerAdµi,1 ⊗ E
U⊗j−1)
induces an epimorphism from EU⊗j/(EU ⊗ kerAdµi+1,j−1 + kerAdµi,1 ⊗ EU⊗j−1)
to itself. Since qUi,i+j∗OU is coherent ([10, II, ex. 5.5, p.124]) and U and X are
noetherian, EU⊗j/(EU ⊗ kerAdµi+1,j−1 + kerAdµi,1 ⊗ EU⊗j−1) is locally finitely
generated. Thus, (7.7) is an isomorphism ([6, Corollary 4.4a, p.120]) so that (7.8)
equals zero. The proof follows. 
Repeated application of this result yields
Corollary 7.3. With the notation as in Lemma 7.2,
kerAdµi,j = Σ
j−1
l=0 E
U⊗l ⊗ kerAdµi+l,1 ⊗ E
U⊗j−l−1.
Proposition 7.4. Let Φ be the natural transformation constructed in Theorem 5.3.
There exists a natural transformation
(7.9) Σ : Γn =⇒ HomS(−,PX2(E
⊗n/In))
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making
Γn
Σ

Φ +3 HomS(−,PX2(E)
⊗n)
s◦−

HomS(−,PX2(E
⊗n/In)) +3 HomS(−,PX2(E
⊗n))
commute.
Proof. By Theorem 5.3, there is a monomorphic natural transformation
Φ : Γn =⇒ HomS(−,PX2(E)
⊗n).
Let U be an affine scheme. We construct an injection HomS(U,PX2(E)
⊗n) →
HomS(U,P(U×X)2
U
(EU )⊗n). We first note that
(7.10) P(U×X)2U (E
U )⊗n ∼= PX2(E)
⊗n ×S U.
Since we may define an injection
(7.11) HomS(U,PX2(E)
⊗n)→ HomS(U,PX2(E)
⊗n ×S U)
by sending f to f × idU , (7.10) allows us to define an injection
(7.12) j : HomS(U,PX2(E)
⊗n)→ HomS(U,P(U×X)2U (E
U )⊗n)
as desired. Furthermore, if M is a free truncated U -family of length n + 1, then
j ◦ ΦU ([M]) corresponds, by Proposition 5.19, to a collection of n epimorphisms
ψi, which are the compositions
EU
Adµi,1// GiMi+1
∼= // qi,i+1∗OU
whose right map is given by Proposition 5.8. By Proposition 6.24, s ◦ j ◦ΦU ([M])
corresponds to the epimorphism ⊗n−1l=0 ψl. By Corollary 3.18,
ker⊗n−1l=0 ψl = Σ
n−1
l=0 E
U⊗l ⊗ kerψl ⊗ E
U⊗n−l−1 =
Σn−1l=0 E
U⊗l ⊗ kerAdµl,1 ⊗ E
U⊗n−l−1.
By Corollary 7.3, this module equals kerAdµ0,n. We claim IUn ⊂ kerAdµ0,n. By
adjointness of (Fi, Gi), the diagram
HomU×X(FiEU⊗n−i,Mn) //

Hom(U×X)2
U
(EU⊗n−i, GiMn)

HomU×X(FiIUn−i,Mn) // Hom(U×X)2U (I
U
n−i, GiMn)
commutes. Now, µi,n−i in the upper left goes to zero in the lower left since M is
a T (EU )/IU -module. Thus, Adµi,n−i goes to zero in the lower right, as claimed.
We conclude IUn ⊂ ker⊗
n−1
i=0 ψi. Thus, ⊗
n−1
i=0 ψi must factor as
EU⊗n
⊗n−1i=0 ψi //

⊗n−1i=0 qi,i+1∗OU
EU⊗n/IUn =
// EU⊗n/IUn
OO
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so there exists a map σU ([M]) : U → P(U×X)2
U
(EU⊗n/IUn ) such that s ◦ j ◦
ΦU ([M]) ∈ HomS(U,PX2(E
⊗n)) factors as
U
σU ([M])

s◦j◦ΦU ([M]) // P(U×X)2
U
(EU⊗n)
P(U×X)2U
(EU⊗n/IUn ) =
// P(U×X)2U (E
U⊗n/IUn )
OO
Thus, there exists a map σU : Γ
Fr
n (U)→ Hom
Fr
S (U,P(U×X)2U (E
U⊗n/IUn )) such that
the diagram
(7.13) ΓFrn (U)
σU

j◦ΦU (−) // HomFrS (U,P(U×X)2U (E
U )⊗n)
s◦−

HomFrS (U,P(U×X)2U (E
U⊗n/IUn )) // Hom
Fr
S (U,P(U×X)2U (E
U⊗n))
commutes as well. Let ΣFrU be the composition
ΓFrn (U)
σU // HomFrS (U,P(U×X)2U (E
U⊗n/IUn )) // Hom
Fr
S (U,PX2(E
⊗n/In))
whose right composite is induced by the composition
(7.14) P(U×X)2
U
(EU⊗n/IUn )→ P(U×X)2U ((E
⊗n/In)
U )→ PX2(E
⊗n/In).
If we let (−,−) = HomFrS (−,−), the half-cube
(7.15)
ΓFrn (U)
σU
vvmmm
mmm
mmm
mmm
m
j◦ΦU (−) // (U,P(U×X)2
U
(EU )⊗n)
s◦−uukkkk
kkk
kkk
kkk
kk

(U,P(U×X)2
U
(EU⊗n/IUn ))

// (U,P(U×X)2
U
(EU⊗n))

(U,PX2(E)
⊗n)
s◦−ttjjjj
jjj
jjj
jjj
jj
(U,PX2(E
⊗n/In)) // (U,PX2(E
⊗n))
commutes since the diagram
(7.16) P(U×X)2
U
(EU⊗n/IUn ) //

P(U×X)2
U
(EU⊗n)

P(U×X)2
U
(EU )⊗nsoo

P(U×X)2U
((E⊗n/In)U ) //

P(U×X)2U
((E⊗n)U )

PX2(E
⊗n/In) // PX2(E
⊗n) PX2(E)
⊗n
s
oo
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whose left vertical equals (7.14), and whose bottom verticals and right-most vertical
are maps from Lemma 4.11, commutes. The right square commutes since s is
compatible with base change, the upper left square commutes by the naturality of
the indexing of the tensor product, and the lower left square commutes by Lemma
4.11. Thus, we have a commutative diagram
(7.17) ΓFrn (U)
ΣFrU

// HomFrS (U,PX2(E)
⊗n)
s◦−

HomFrS (U,PX2(E
⊗n/In)) // Hom
Fr
S (U,PX2(E
⊗n))
for each U ∈ S.
To complete the proof, we need only show that ΣFr is natural. For, in that
case, ΣFr extends to a natural transformation
Σ : Γn =⇒ HomS(−,PX2(E
⊗n/In))
by Proposition 4.3. To show that ΣFr is natural, we must show that if f : V → U
is a morphism of affine schemes, then the diagram
ΓFrn (V )
ΣFrV //
ΓFrn (f)

HomFrS (V,PX2(E
⊗n/In))
−◦f

ΓFrn (U)
ΣFrU
// HomFrS (U,PX2(E
⊗n/In))
commutes. If we let (−,−) = HomFrS (−,−), this follows easily from the fact that
all faces of the cube
ΓFrn (V )
wwnnn
nnn
nnn
nn
//

(V,PX2(E)
⊗n)
vvmmm
mmm
mmm
mmm

(V,PX2(E
⊗n/In))

// (V,PX2(E
⊗n))

ΓFrn (U)
//
wwnnn
nn
nnn
nnn
(U,PX2(E)
⊗n)
vvmmm
mmm
mmm
mmm
(U,PX2(E
⊗n/In)) // (U,PX2(E
⊗n))
save possibly the left face, commute. For, the top and bottom commute (7.17),
while the far square commutes by naturality of ΦFr. Since the horizontal arrows
are injections, it must be true that the left face commutes also. 
Corollary 7.5. Let P be the pullback in the diagram
PX2(E)
⊗n
s

PX2(E
⊗n/In) // PX2(E
⊗n)
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whose bottom vertical is induced by the epimorphism E⊗n → E⊗n/In. Then the
natural transformation Σ ((7.9) on page 131) induces a monomorphism
(7.18) Υ : Γn =⇒ HomS(−, P ).
Proof. By Proposition 7.4, Σ makes
Γn
Σ

+3 HomS(−,PX2(E)
⊗n)
s◦−

HomS(−,PX2(E
⊗n/In)) +3 HomS(−,PX2(E
⊗n))
commute. Since the right route is a monomorphism, the induced map to the pull-
back must also be a monomorphism
Γn =⇒ HomS(−,PX2(E)
⊗n)×HomS(−,PX2(E⊗n)) HomS(−,PX2(E
⊗n/In)).
By [19, p.20], this is the same as a monomorphism
Υ : Γn =⇒ HomS(−, P )
as desired. 
Lemma 7.6. Suppose Y is a scheme, F is an OY -module, I ⊂ F is a submodule,
p : PY (F)→ Y is the structure map, and there is a commutative diagram
(7.19) U
g //
g′

PY (F)
PY (F/I)
99ssssssssss
where g and g′ are Y -morphisms. If g corresponds, by Proposition 4.6, to a mor-
phism
ψ : F → q∗L,
then ψ factors as
F

ψ // q∗L
F/I
<<yyyyyyyy
Proof. If g′ corresponds to ψ′ : F/I → q∗L′, then
F // F/I
ψ′ // q∗L′
corresponds to the bottom route of (7.19). Since (7.19) commutes, the top map
must also correspond to the morphism. Thus, by Proposition 4.6, there exists an
isomorphism α : q∗L′ → q∗L such that
F

ψ // q∗L
F/I
ψ′
// q∗L′
α
OO
commutes, as desired. 
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Proposition 7.7. The natural transformation Υ : Γn =⇒ HomS(−, P ) (7.18) is
an equivalence.
Proof. We show ΥFr : ΓFrn =⇒ Hom
Fr
S (−, P ), the restriction of Υ to free fam-
ilies, is an equivalence. This suffices to prove the proposition in light of Proposition
4.3. Let U be an affine scheme and suppose f ∈ HomFrS (U, P ). Then f is defined
by a pair of maps (f1, f2) making the diagram
(7.20) U
f1 //
f2

PX2(E)
⊗n
s

PX2(E
⊗n/In) // PX2(E
⊗n)
commute. If ∆n is the functor of flat families of T (E)-modules of length n+1, then
there exists a morphism Γn =⇒ ∆n induced by the epimorphism T (E)→ T (E)/I.
By Theorem 5.3, f1 corresponds to an element of ∆
Fr
n (U), [M], where M is a free
T (EU )-module of length n + 1. By Lemma 3.23, to show that M is actually a
T (EU )/IU -module, we need to show, for all i, j ≥ 0, that the composition
Mi ⊗ IUj //Mi ⊗ EU⊗j
µi,j //Mi+j
equals zero. It thus suffices to show that, for all i, j ≥ 0,
IUj ⊂ kerAdµi,j .
Since (7.20) commutes, we claim the diagram
U
f1×idU //
f2×idU

PX2(E)
⊗n ×S U
s×idU

∼=
))SSS
SSS
SSS
SSS
SS
PX2(E
⊗n/In)×S U //
∼= ))SSS
SSS
SSS
SSS
SSS
PX2(E
⊗n)×S U
∼=
))RR
RRR
RRR
RRR
RRR
P(U×X)2
U
(EU )⊗n
s

P(U×X)2U
(EU⊗n/IUn ) // P(U×X)2U (E
U⊗n)
whose diagonals are from Lemma 4.11, commutes. The upper left commutes since
(7.20) commutes. The lower left square commutes by Lemma 4.11, while the lower
right square commutes since s is a U -morphism which is compatible with base
change. Denote the top and bottom route of the diagram by fU1 and f
U
2 respectively.
By Proposition 6.24, fU1 corresponds to the epimorphism
υ : EU⊗n
Nn
i=1 ψi //⊗n
i=1 qi.i+1∗OU
where ψi is the composition
EU
Adµi,1 // GiMi+1
∼= // qi,i+1∗OU
whose right composite is the map in Proposition 5.8. Since fU1 factors through
P(U×X)2
U
(EU⊗n/IUn ), υ factors through E
U⊗n/IUn by Lemma 7.6. Thus, I
U
n ⊂
ker
⊗n
i=1 ψi. By Corollary 7.3,
ker⊗ni=1ψi = kerAdµi,j
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as desired. 
Thus, we have established Theorem 7.1.
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