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Abstract—Named entities are usually composable and exten-
sible. Typical examples are names of symptoms and diseases
in medical areas. To distinguish these entities from general
entities, we name them compound entities. In this paper, we
present an attention-based Bi-GRU-CapsNet model to detect
hypernymy relationship between compound entities. Our model
consists of several important components. To avoid the out-of-
vocabulary problem, English words or Chinese characters in
compound entities are fed into the bidirectional gated recurrent
units. An attention mechanism is designed to focus on the
differences between two compound entities. Since there are some
different cases in hypernymy relationship between compound
entities, capsule network is finally employed to decide whether
the hypernymy relationship exists or not. Experimental results
demonstrate the advantages of our model over the state-of-the-
art methods both on English and Chinese corpora of symptom
and disease pairs.
Index Terms—Hypernymy detection, compound entities, cap-
sule network, attention mechanism, electronic health records.
I. INTRODUCTION
Hypernymy relationship plays a critical role in language
understanding because it enables generalization, which lies
at the core of human cognition. Hypernymy detection is
useful for natural language processing tasks such as taxonomy
creation [1], question answering [2] and sentence similarity
estimation [3]. However, existing methods for hypernymy
detection deal with the case where an entity only includes
a word. In fact, named entities which composed of multiple
continuous words frequently occur in domain-specific areas.
These entities are usually composable and extensible. Typical
examples are names of symptoms and diseases in medical
areas. Take “pain” as an example, body parts can be added
to it, such as “head pain”. Severe words can also be added
to it, such as “severe head pain”. Furthermore, causes can be
added to it, such as “severe head pain due to drug”. Note that
not all the multiple-word entities have this composite property.
To distinguish them from general entities, we define them as
compound entities.
Given a pair of entities (X1, X2), hypernymy detection aims
to check if X1 names a broad category that includes X2. If
this relation holds between entities X1 and X2, we call X1
is a hypernymy of X2 and X2 is a hyponym of X1. Unlike
the hypernymy relationship between two general entities, this
Symptom
症状
Cough
咳嗽
Fever
发烧
Headache
头痛
(a)
Pain caused by drug
药物引起的疼痛
Pain due to drug
药物性疼痛
Headache due to drug
药物引起的头痛
Head pain due to drug
药物性头疼
Sinus pain caused by drug
药物引起的窦性头痛
Sinus headache due to drug
药物性窦性头疼
(b)
Fig. 1. Two examples to respectively explain the hypernymy relations between
general entities (see (a) at the leftmost) and compound entities (see (b) at the
rightmost). The arrows point from the hypernym to the hyponym and the
equality signs indicate the two compound entities are synonymous.
work aims to detect hypernymy relations between compound
entities. To illustrate it, we provide examples in Fig. 1.
Hypernymy detection is a very challenging research topic.
A number of methods have been proposed for hypernymy
detection. These methods are usually based on lexico-syntactic
paths [4]–[6], distributional representations [7]–[9], or dis-
tributed representations [10], [11]. However, these methods
are proposed for general entities. While for the hypernymy
detection between compound entities, existing methods have
two main deficiencies. On the one hand, these methods suffer
from the Out-Of-Vocabulary (OOV) problem (that compound
entities may not appear in the training set). On the other hand,
these methods do not take into account different cases in the
hypernymy relationship between compound entities [12].
In this paper, we propose an attention-based Bi-GRU-
CapsNet model to detect hypernymy relationship between
compound entities. Our model integrates several important
components. Firstly, English words or Chinese characters in
compound entities are fed into Bidirectional Gated Recurrent
Units (Bi-GRUs). Secondly, an attention mechanism is used
to focus on the differences between two compound entities.
Finally, Capsule Network (CapsNet) is employed to decide
whether there is a hypernymy relationship between the entity
pair. We assess the performance of the proposed model on
both Chinese and English corpora of symptom and disease
pairs. The main contributions of this work can be summarized
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as follows:
• We define the concept of compound entities, and propose
an attention-based Bi-GRU-CapsNet model to detect hy-
pernymy relations between compound entities. The model
is based on the internal elements of compound entities,
which does not require the contextual information.
• We build two English and Chinese corpora of symptom
and disease pairs for the hypernymy detection between
compound entities.
• Experimental results demonstrate that our attention-based
Bi-GRU-CapsNet model outperforms the state-of-the-art
methods both on Chinese and English corpora of symp-
tom and disease pairs.
II. RELATED WORK
Hypernymy detection is a long-standing research topic. We
briefly review three major approaches, namely path-based
methods, distributional methods and distributed methods.
Path-based methods identify hypernymy relationship
through the lexico-syntactic paths which connect the joint
occurrences of entity pairs in a large corpus. The pioneer work
is proposed by Hearst [4], who has found out that linking two
noun phrases via certain lexical constructions often implies
hypernymy relationship. Variations of pattern-based methods
are later proposed [5]. Recently, deep learning methods
are also employed [6]. Path-based methods are simple and
efficient. However, due to ambiguity of natural language, it is
not robust to detect the hypernymy relationship according to
the context of entity pairs. Furthermore, people do not express
every possible hypernymy relationship in natural-language
texts. It limits the recall of these methods. The path-based
methods require co-occurrence of an entity pair, but there
are a few hypernymy pairs of compound entities in the same
sentence. Thus, path-based methods are not applicable to
hypernymy detection between compound entities.
Distributional methods represent a category of methods
which use the distributional representations of entity pairs,
i.e. the contexts with which each entity occurs separately in
the corpus. Some studies follow the distributional inclusion
hypothesis [7], [8]. Some studies assume the hypernyms of
an entity co-occur with it frequently [9]. Recently, with the
popularity of word embeddings, most focus has shifted to-
wards supervised distributional methods [13]–[15]. In contrast
with path-based methods, distributional methods do not require
co-occurrence of an entity pair, and these methods usually
perform better than path-based methods. However, many times
a compound entity is more like a sentence rather than a word.
When representing compound entities with distributional vec-
tors through their contextual information, these methods often
suffer from the Out-Of-Vocabulary (OOV) problem because of
the absence of compound entities in the corpus.
Distributed methods utilize neural models to learn dis-
tributed representations via pre-extracted hypernymy pairs.
Yu et al. [10] proposed a supervised method with negative
sampling for hypernymy identification. Tuan et al. [11] further
proposed a dynamic weighting neural model to learn term
embeddings. Compared to distributional methods which obtain
entity vectors through their contextual information, distributed
methods can train entity vectors only by pre-extracted hyper-
nymy pairs. However, previous distributed methods only de-
signed to deal with single-word entities, do not take compound
entities into account. Our proposed attention-based Bi-GRU-
CapsNet model (see Section III) is also a distributed method. It
considers the internal elements of compound entities. English
words or Chinese characters in compound entities are fed into
Bi-GRUs in order to avoid the OOV problem.
III. ATTENTION-BASED BI-GRU-CAPSNET MODEL
In this section, we present an attention-based Bi-GRU-
CapsNet model for hypernymy detection between compound
entities. In our model, English words or Chinese characters
are first represented as distributed embedding vectors through
embedding layers, and then they are fed into the Bi-GRU
layers. Afterwards, an attention mechanism is utilized to obtain
the feature vector (also considered as a capsule) of each entity.
Finally, Capsule network (CapsNet) is used to decide whether
the two compound entities have hypernymy relationship. The
architecture of our model is shown in Fig. 2.Bi-GRU（双侧Attention model）
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Fig. 2. The architecture of the attention-based Bi-GRU-CapsNet model.
A. Embedding layer
Given a hypernym candidate X1, which is a sequence of T1
words, and a hyponym X2, which is a sequence of T2 words1,
the first step is to map discrete language symbols to distributed
embedding vectors. Formally, we lookup embedding vector
from embedding matrix for each word x(k)t as e
(k)
t ∈ Rde ,
where k ∈ {1, 2} indicates whether the compound entity
is a hypernym candidate or a hyponym, t ∈ {1, 2, . . . , Tk}
indicates x(k)t is the t-th word in Xk, and de is a hyper-
parameter indicating the size of word embedding.
1X1 and X2 can be sequences of English words or Chinese characters. We
say “words” in this paper for convenience.
B. Bi-GRU layer
As a variant of the standard recurrent neural network
(RNN), the gated recurrent unit (GRU) was originally pro-
posed by Cho et al. [16]. For each position t, GRU computes
ht with input xt and previous state ht−1, as:
rt = σ(Wrxt +Urht−1) (1)
ut = σ(Wuxt +Uuht−1) (2)
h˜t = tanh(Wcxt +U(rt  ht− 1)) (3)
ht = (1− ut) ht−1 + ut  h˜t (4)
where ht, rt and ut are d-dimensional hidden state, reset gate,
and update gate, respectively; Wr, Wu, Wc and Ur, Uu, U
are the parameters of the GRU; σ is the sigmoid function, and
 denotes element-wise production.
For a word at t, we use the hidden state
−→
ht from the forward
GRU as a representation of the preceding context, and the←−
ht from the backward GRU that encodes text reversely, to
incorporate the context after t. We use the concatenation ht =
[
−→
ht;
←−
ht], the bi-directional contextual encoding of xt, as the
output of the Bi-GRU layer at t.
C. Attention mechanism
As to hypernymy detection, it is helpful to focus on only the
different parts between two compound entities. In our model,
we introduce an attention mechanism to improve the detection
performance. The feature vector h(k) of the entity Xk is
defined as a weighted sum, which is computed as follows:
h(k) =
Tk∑
i=1
α
(k)
i h
(k)
i (5)
where h(k)i is the output of the Bi-GRU layer at i, and the
weight α(k)i is computed by
α
(k)
i = aw
(k)
i + b (6)
w
(k)
i =
{
0, x
(k)
i ∈ seqLCS
1, x
(k)
i /∈ seqLCS
(7)
Here, seqLCS is the longest common subsequence of X1 and
X2, x
(k)
i is the i-th word of Xk, and a, b are the parameters
of the network.
As mentioned above, the key to hypernymy detection is to
focus on the differences between two compound entities. Thus,
it is a better choice that different words between entity pairs
contribute more to the final entity vectors h(k). Since h(k) is a
weighted sum (see Eq. 5), the attention mechanism aims that
the different parts of entity pairs have larger attention weights
compared with the overlapping parts. It is like paying more
attention to the different words and ignoring the overlapping
words, so we call it attention mechanism. Through the atten-
tion mechanism, the model can also deal with unseen entity
pairs if the different parts have appeared in the training set.
D. Capsule layer
The capsule layer was originally proposed in [17] for digit
recognition, in which a capsule is a group of neurons whose
activity vector represents the instantiation parameters of a
specific type of entity. The length of the activity vector is
used to represent the probability that the entity exists and
its orientation to represent the instantiation parameters. Thus,
a non-linear squashing function is used to ensure that short
vectors get shrunk to almost zero length and long vectors get
shrunk to a length slightly below 1:
vj =
||sj ||2
1 + ||sj ||2
sj
||sj || (8)
where vj is the vector output of input capsule sj .
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Fig. 3. Capsule layers (the double-line arrows indicate squashing functions).
Unlike [17], we use capsules to represent both entities and
relations. Therefore, the probability of hypernymy relationship
can be represented by the length of corresponding capsules,
and different cases of hypernymy relationship can be repre-
sented by the orientation of the capsule. As illustrated in Fig.
3, the total input to a capsule sj is a weighted sum over all
“prediction vectors” ûj|i from the capsules in the layer below
and is produced by multiplying the output ui of a capsule in
the layer below by a weight matrix Wij :
sj =
∑
i=1
cijûj|i (9)
ûj|i =Wijui (10)
where cij are coupling coefficients that are determined by an
iterative dynamic routing algorithm with a given number of
iterations r (see [17] for more details).
In training phase, we minimize a separate margin loss Lj
for each classification capsule vj :
Lj = Rj max(0,m
+ − ||vj ||)2+(1−Rj) max(0, ||vj || −m−)2
(11)
where j = 1 means there is a hypernymy relationship between
two compound entities, otherwise j = 2. Rj = 1 iff the
corresponding relation j exists and m+ = 0.9 and m− = 0.1.
The total loss is simply the sum of the losses of both
classification capsules.
IV. COMPUTATIONAL RESULTS
A. Datasets
Our proposed model is evaluated on English and Chinese
corpora2. All instances in our corpora are symptom and disease
pairs of compound entities. The statistical characteristics of
these two corpora are shown in Table I.
TABLE I
STATISTICAL CHARACTERISTICS OF ENGLISH AND CHINESE CORPORA
corpus positive negative all
English
training set 27,872 27,872 55,744
test set 9,954 9,954 19,908
validation set 1,991 1,991 3,982
Chinese
train set 8,960 8,960 17,920
test set 3,200 3,200 6,400
validation set 640 640 1,280
The English corpus is constructed by extracting clinical
finding pairs in SNOMED CT [18]. Since there is no Chi-
nese version of SNOMED CT, following Ruan et al. [19],
we build a Chinese corpus by extracting hypernymy and
synonymy relations between symptoms from semi-structured
and unstructured data on the detail pages of six selected
Chinese healthcare websites. We set hypernymy symptom
pairs as positive instances, hyponymy, synonymy and unrelated
symptom pairs as negative instances.
B. Experimental settings
We set a = 1 and b = 0 for our attention mechanism.
Corresponding to the attention mechanism, each compound
entity is required to ends with a special end-of-term symbol
“〈EOS〉”, and the attention weight w(k)i of “〈EOS〉” is set to
1, which enables the model to always have a non-zero output
vector of an entity.
Due to the lack of context corpus, we randomly initialize
word embeddings and each embedding is 256-dimensional.
Both the size of GRU hidden states and the dimension of
the capsules are set to 64. We have routing between two
consecutive capsule layers (i.e. entity capsules and classifi-
cation capsules) with two iterations (i.e. r = 2), and all the
routing logits are initialized to zero. The model is trained by
an adaptive learning rate method AdaDelta [20] to minimize
the margin loss and the batch size is 128.
In the following experiments, widely-used performance
measures such as precision (P), recall (R), and F1-score (F1)
[21] are used to evaluate the methods.
C. Comparison with state-of-the-art methods
In the experiments, we compare our model with state-of-
the-art methods. These reference algorithms can be roughly
divided into three categories: two basic methods (i.e., string
2They are publicly available at https://github.com/ECUST-NLP-Lab/
medicalHypernymy
containing method and set containing method), three distribu-
tional methods (i.e., feature vector method [13], [22], projec-
tion learning method [14] and simple RNN method [23]), and
one distributed method (i.e., term embedding method [10]).
TABLE II
COMPARATIVE RESULTS OF OUR MODEL AND REFERENCE METHODS
methods
English corpus Chinese corpus
P R F1 P R F1
string containing 95.20 2.39 4.66 99.17 78.47 87.61
set containing 94.45 5.64 10.66 97.95 86.66 91.96
feature vector
whole entity 73.72 81.77 77.54 79.51 69.47 74.15
sum of words 87.31 88.95 88.12 93.35 94.78 94.06
projection whole entity 70.96 83.47 76.71 78.19 64.75 70.84
learning sum of words 83.30 87.22 85.21 85.32 86.84 86.08
simple RNN
whole entity 76.51 80.78 78.59 81.42 62.59 70.78
sum of words 88.52 89.92 89.22 80.11 63.56 70.88
term whole entity 29.81 59.62 39.75 78.19 64.75 70.84
embedding sum of words 42.63 85.25 56.83 38.78 77.56 51.73
our model 89.30 91.42 90.35 96.09 94.44 95.26
Table II summarizes comparative results of our model and
six reference algorithms on English and Chinese corpora.
Note that as to some reference algorithms, we also have
an adaptation that use the sum of word embeddings as the
entity vector to solve the OOV problem. From the table, we
clearly observe that our model outperforms these reference
algorithms. More specifically, our attention-based Bi-GRU-
CapsNet model achieves the best F1-scores both on English
and Chinese corpora compared with all reference algorithms.
While for the performance in terms of recall and precision,
our model is also highly competitive.
For two basic methods, we observe that they perform well
on Chinese corpus, but get poor performance in terms of recall
(6 5.64%) and F1-score (6 10.66%) on English corpus. For
the adapted reference algorithms, we observe that they achieve
similar performance (> 62.59%) in terms of all three measures
except for term embedding method. Compared to the whole
entity version, all four adapted reference algorithms with sum
of words achieve better performance except term embedding
method on Chinese corpus. Roughly speaking, our model
achieves the better performance (> 89.30%) than all these
four adapted reference algorithms except for one exception.
That is, the recall of feature vector method with sum of word
embeddings on Chinese corpus is 94.78%, which is slightly
better than the recall of our model (i.e., 94.44%). These in-
teresting observations confirm the usefulness of our model for
hypernymy detection between compound entities. Our model
achieves highly competitive performance on both English and
Chinese corpora compared with these six reference algorithms.
D. Effectiveness of the attention mechanism
This section is devoted to investigating the effectiveness
of our attention mechanism. Based on English corpus, we
empirically compare following four attention mechanisms:
1) Attention weight α(k)i = w
(k)
i without a softmax layer;
2) Attention weight α(k)i = 10w
(k)
i without a softmax layer;
TABLE III
COMPARATIVE RESULTS OF FOUR ATTENTION MECHANISMS ON ENGLISH CORPUS
aw
(k)
i + b softmax? precision recall F1-score same parts different parts
unequal attention
a = 1, b = 0 no 89.30 91.42 90.35 no attention attention
a = 10, b = 0 no 88.88 91.35 90.10 no attention much attention
a = 1, b = 0 yes 85.74 90.00 87.82 little attention a little attention
equal attention a = 0, b = 1 no 85.71 89.72 87.67 equal attention equal attention
3) Attention weight α(k)i = w
(k)
i with a softmax layer;
4) Attention weight α(k)i = 1 without a softmax layer, i.e.
equal attention.
Table III shows the comparative results of four different
attention schemes on English corpus. The performance of
our model with unequal attention is better than that of our
model with equal attention (i.e. no special attention). We also
observe that our model achieves the best performance when
there is no attention used to the same parts between compound
entities (i.e. a = 1 and b = 0 without softmax). In our
model, we introduce an attention mechanism to focus on the
differences between two compound entities. This strategy can
effectively bring good generalization when an unseen pair have
the different parts which have existed in the training set.
V. CONCLUSION
In this paper, we propose an attention-based Bi-GRU-
CapsNet model for hypernymy detection between compound
entities. Experimental results on both English and Chinese
corpora of symptom and disease pairs show that our proposed
model achieves significant improvements compared to existing
methods in the literature. As future work, we plan to improve
synonymy inference for hypernymy detection.
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