Drawing on a large database of publicly announced R&D alliances, we empirically investigate the evolution of R&D networks and the process of alliance formation in several manufacturing sectors over a 24-year period ). Our goal is to empirically evaluate the temporal and sectoral robustness of a large set of network indicators, thus providing a more complete description of R&D networks with respect to the existing literature. We find that most network properties are not only invariant across sectors, but also independent of the scale of aggregation at which they are observed, and we highlight the presence of core-periphery architectures in explaining some properties emphasized in previous empirical studies (e.g. asymmetric degree distributions and small worlds). In addition, we show that many properties of R&D networks are characterized by a rise-and-fall dynamics with a peak in the midnineties. We find that such dynamics is driven by mechanisms of accumulative advantage, structural homophily and multiconnectivity. In particular, the change from the "rise" to the "fall" phase is associated to a structural break in the importance of multiconnectivity.
Introduction
This work investigates the structural properties of empirical R&D networks and the rules of alliance formation by firms. In several industries, and especially in those with rapid technological growth, innovation relies on general and abstract knowledge often built on scientific research (Dosi, 1993; Powell et al., 1996) . This has allowed for a division of innovative labor and fostered collaboration across firms (Arora and Gambardella, 1994a,b; Dosi, 1995) . Accordingly, the last three decades have witnessed a significant growth in the number of formal and informal R&D collaborations (e.g. Hagedoorn, 2002; Powell et al., 2005) , and several studies have documented the importance of networks for knowledge spillovers and firms' innovative performance (see e.g. Ahuja, 2000; Giuliani, 2007; Powell et al., 1996) The growing importance of R&D networks has resulted in a signficant amount of empirical research about the structural properties of those networks and on the determinants of their evolution. On the one hand, these empirical works have shown that R&D networks are typically sparse and characterized by heavily asymmetric distributions of the number of alliances (e.g. Hanaki et al., 2010; Powell et al., 2005; Rosenkopf and Schilling, 2007) . Furthermore, R&D networks exhibit the so-called small world property (as shown by Fleming and Marx, 2006) , i.e. they are characterized by short average path length and high clustering (Watts and Strogatz, 1998) . On the other hand, another group of empirical studies (see e.g. Gulati, 1995b; Gulati et al., 2012; Powell et al., 2005; Rosenkopf and Padula, 2008) has proposed and tested models for the process of alliance formation driving the evolution of R&D networks. This latter research stream is firmly rooted on the idea that the process of network evolution is strongly path-dependent. In that, the existing structures of the network, and the position of the firms therein, capture different technological as well as social and organizational characteristics, and shape firms' decisions about future creation and deletion of alliances. 1 The above empirical studies have greatly contributed to the understanding of empirically observed R&D networks. However, they have often focused only on a small number of industries and/or they have rarely considered how the properties of the network may evolve over time. Finally, they have focused on a small set of network measures (e.g. size, degree heterogeneity, small world properties), which limits the understanding of the path-dependent process of alliance formation.
On these premises, our work improves on the foregoing literature along several dimensions. First, we analyze a global inter-firm R&D network (the pooled R&D network), as well as its decomposition in a series of subnetworks for several representative manufacturing sectors (the sectoral R&D networks). Through such an analysis, we are able to check whether the network properties that have been analyzed by the current literature for sectors like computers (e.g. Hanaki et al., 2010) or pharmaceuticals (e.g. Powell et al., 2005) are robust across different sectors of activity. In addition, by comparing the properties at the pooled and at the sectoral levels, we are able to check for the presence of universal properties of R&D networks that hold irrespectively of the scale of aggregation at which they are observed.
Second, we investigate a broad set of network properties. The object of our analysis are not only the basic measures that have so far been considered in the empirical literature (size, degree heterogeneity, small world properties), but also indicators related to more complex features of the network, such as assortativity (i.e. the presence of positive correlation in the number of alliances Second, our findings on the rise and fall of the networks confirm previous results about the presence of a life-cycle in the evolution of networks (see in particular Gulati et al., 2012) . At the same time, they show that such a dynamics is not specific to a single industry but is rather a general property of many sectoral networks and it also holds independently of the scale of aggregation. In addition, the finding that network components are organized into core-periphery architectures in the rise phase is able to jointly explain two features that have so far received a great deal of attention in the empirical literature, namely the presence of small worlds and fat-tailed degree distributions. Finally, and in line with Powell et al. (2005) , our results show that multiconnectivity matters besides more traditional drivers of R&D alliances, and in particular to explain structural breaks in the R&D network evolution.
The paper is organized as follows. Section 2 describes the data and the methodology used to build the networks of R&D alliances. Section 3 presents a set of basic network properties, such as size, density, the emergence of a giant component, and discusses their evolution over time. Section 4 studies the heterogeneity and the homophily in the network, by analyzing degree distributions and degree correlations (assortativity). Section 5 studies the emergence of smallworld and nested core-periphery structures in the R&D networks. Section 6 investigates the determinants of alliance formation through a set of regression models, discussing the results in light of the existing theoretical and empirical literature on R&D networks. Finally, Section 7 concludes. The Appendix contains a description of all network measures used in the paper.
R&D alliance data and the construction of R&D networks
An R&D network is a representation of the research and development alliances occurring between firms in one or more industrial sectors within a given period. Every network consists of a set of nodes and links connecting pairs of nodes. In our representation, each node of the network is a firm and every link represents an R&D alliance between two firms. By R&D alliance, we refer to an event of partnership between two firms, that can span from formal joint ventures to more informal research agreements, specifically aimed at research and development purposes. To detect such events, we use the SDC Platinum database, provided by Thomson Reuters, that reports all publicly announced alliances, from 1984 to 2009, between several kinds of economic actors (including manufacturing firms, investors, banks and universities). We then select all the alliances concerning manufacturing firms and displaying the "R&D" tag; after applying this filter, we obtain a total of 8,835 listed alliances.
Information in the SDC dataset is gathered only from announcements in public sources, such as press releases or journal articles. Nevertheless, despite the bias that could be introduced by such a collection procedure, Schilling (2009) shows that the SDC Thomson dataset provides 4/40 M. V. Tomasello, M. Napoletano, A. Garas, F. Schweitzer:
The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) a consistent picture with respect to alternative databases (e.g. CORE and MERIT-CATI, see also Hagedoorn et al., 2000) in terms of alliance activity over time, industry composition and geographical location of companies. The country coverage of the SDC dataset is also consistent with the alternative datasets: 55% of the listed firms are registered in the U.S.A., 8.5% in Japan, 4.4% in Canada, 4.3% in the U.K. and so on. See Table 1 Table 1 : Network composition with respect to the geographical provenience of the firms listed in our dataset. The top-ten represented countries account for 87% of all listed firms.
We check all firm names and control for all legal extensions (e.g. "ltd", "inc", etc.) and other recurrent keywords (e.g. "bio", "tech", "pharma", "lab", etc.) that could affect the matching between entries referring to the same firm. We keep as separated entities the subsidiaries of the same firm located in different countries. The raw dataset contains a total of 16,313 firms, which are reduced to 9,499 after running such an extensive standardization procedure.
In our network representation, we draw a link connecting two nodes every time an alliance between the two corresponding firms is announced in the dataset. An alliance is associated with an undirected link, as we do not have any information about the initiator of the alliance. When an alliance involves more than two firms (consortium), all the involved firms are connected in pairs, resulting into a fully connected clique. Following this procedure, the 8,835 alliance events listed in the dataset result in a total of 11,827 links. Similarly to Rosenkopf and Schilling (2007) , the R&D network that we consider in our study is unipartite, as we only have one set of actors ("the firms"), whose elements may be connected -or not -by publicly announced alliances. 2
Multiple links between the same nodes are in principle allowed (two firms can have more than one alliance on different projects). Nevertheless, as we aim at studying the connections between firms, and not the number of alliances a firm is involved in, we discard this information and use unweighted links in our network representation. For this reason, we define the degree of a node as the number of other nodes to which it is linked, i.e. the number of partners that a firm has -not Table 2 : Network composition with respect to the industrial sectors. The top-ten represented sectors account for 72% of all listed firms and 80% of all listed alliances. Note: when an alliance event involves firms from different sectors, the weight of the alliance is equally distributed between the partners.
network, such as its size, density and connectedness. Next, we discuss the degree of heterogeneity and homophily in the network, by studying the evolution of the degree distributions and of assortativity patterns. Finally, we discuss how network components are organized, by studying the presence of small worlds and of core-periphery structures.
Basic facts about the evolution of R&D networks
We begin our analysis by discussing some basic properties concerning the evolution of the pooled R&D network. Following Powell et al. (2005) ; Rosenkopf and Padula (2008) ; Rosenkopf and Schilling (2007) we employ network visualization techniques to provide a first assessment of how network structures evolved over the years analyzed. More precisely, Figures 1 and 2 show several snapshots of, respectively, the pooled and five sectoral networks. The plots are produced using the igraph library 4 for R, and the networks are displayed using the Fruchterman-Reingold algorithm (cf. Fruchterman and Reingold, 1991) . This is a force-based algorithm for network visualization which positions the nodes of a graph in a two-dimensional space so that all the edges are of similar length and there are as few crossing edges as possible. The result is that the most interconnected nodes are displayed close to each other in the resulting two-dimensional plot. We use node colors to identify the sectors to which firms belong. More precisely, in Figure  1 each different color indicates a different sector. In Figure 2 , instead, different colors indicate whether the firm belongs to the same sector on which the network is centered or not. This is in order to provide a visual indication on the share of intra-sectoral and inter-sectoral alliances in each industry.
Figure 1 denotes the presence of different phases in the evolution of the R&D network. The plots suggest a significant growth of the network until 1997, and a reversal of this trend aftermath. 4 The igraph library is freely available at http://igraph.sourceforge.net/.
7/40 1989, 1993, 1997, 2001 and 2005 . In order to ease the visualization, we only plot the nodes belonging to the ten largest sectors and their alliance partners.
Interestingly, such a rise-and-fall pattern is also present in sectoral networks. Indeed, Figure 2 shows that -although with different intensities -all plotted sectors display a concentration of alliance activities in 1993 and 1997, followed by a decline in the number of alliances in the 2000s decade. Incidentally, notice that the same rise-and-fall dynamics is displayed by sectors which are very different in terms of technological characteristics (e.g. Pharmaceutical and Aircrafts and Parts, see Rosenkopf and Schilling, 2007) .
Figure 3 provides important additional elements about the network dynamics in our sample. The figure shows the evolution of the network density (number of existing links divided by the number of all possible links in the network) and the network size of the pooled network, and shows quite starkly that the growth in the size of the network has been associated to a significant fall in its density. This means that the expansion of the R&D network was heavily driven by new alliances created by entrant firms. Moreover, after the "golden age", the fall of the network has been associated with a decrease in the number of nodes. Because of the importance of entry in 8/40 the observed R&D network dynamics, in Section 6 we perform separate regression analyses to investigate the determinants of the formation of alliances by entrants.
Another interesting feature of network dynamics in our sample is the emergence of densely connected giant components, both at the pooled and sectoral level. This is evident not only from the plots in Figures 1 and 2 , but also from the time-evolution of the number of firms in such components, and reported in Table 4 . 5 The emergence of a giant component in the network is of particular interest, as both previous empirical and theoretical works (e.g. Goyal and Joshi, 2003; König et al., 2012; Powell et al., 2005) have stressed that high network connectedness favors technological spillovers and overall knowledge growth by increasing the number of knowledge sources to which single firms have direct or indirect access via alliances. Figure 1 also shows significant heterogeneity in terms of the type of sectors present in the giant component although two categories of sectors seems to be prevalent in the component: pharmaceuticals and ICT -related sectors (computer software and hardware, electronic components, communications equipment). The foregoing giant component has then significantly shrunk in the 2000s, leaving space to a growing periphery of disconnected dyads (pairs of allied firms). Such a process of increasing connectedness and subsequent fragmentation of the network is present also at the sectoral level (see Figure 2 ), although the intensity of the network fragmentation in the 2000s looks much lower in pharmaceuticals than in the other plotted sectors. The above analysis shows the existence of patterns that are invariant to the scale of aggregation or the sector where they are observed. Namely, both the pooled and sectoral R&D networks experience a robust growth in both size and connectedness until 1997. In particular, the years between 1994 and 1997 (the "golden age" of R&D networks), witness not only a higher number of alliances, but also the emergence of a significantly large giant component. This robust growth is 10/40 M. V. Tomasello, M. Napoletano, A. Garas, F. Schweitzer:
The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) 1986-1989 1990-1993 1994-1997 1998-2001 2002-2005 2006- then replaced by a decline phase, characterized by both a reduction in the number of alliances and by the breakdown of the network into smaller components. In the next section, we add further details to the above picture of network evolution by investigating heterogeneity and homophily in the formation of alliances.
Heterogeneity and homophily in R&D alliances
A good deal of literature has analyzed the properties of the degree distributions in R&D networks. Empirical studies have shown that degree distributions in R&D networks tend to be broad and highly skewed. However, some studies find exponential distributions (Riccaboni and Pammolli, 2002) , while others find power-law distributions (Powell et al., 2005) . The presence of a powerlaw distribution would indicate the existence of an underlying multiplicative growth process (Reed, 2001; Simon, 1955) . In the context of R&D networks the presence of skewed and fattailed distributions, such as power-laws, in the firms' degrees indicates that a few firms have a disproportionate number of ties compared to other firms. This may in turn indicate some form of accumulative advantage at work in the process of alliance formation, where firms that are able to get an initial advantage position in a technological field, or in terms of alliance experience, are then able to attract a large number of partners (see Powell et al., 2005) . One model capturing the idea of accumulative advantage is the so-called "preferential attachment" model by Barabasi and Albert (1999) , which predicts the emergence of a power-law degree distribution on the basis of a mechanism where entrant firms tend to attach to incumbent partners with higher degree. Powerlaw distributions can also emerge in network models (e.g. König et al., 2014) where accumulative advantage is captured by the centrality of the position of a firm in the network. In this respect, connections to a more central actor in the network can allow for higher knowledge growth, by granting access to larger and more diversified knowledge sources (see Ahuja, 2000; König et al., 2012; Powell et al., 2005 We contribute to the existing debate about degree distributions in R&D networks by studying their evolution over time and comparing the results across different sectors. 6 All the analyses performed in this Section consider networks which are obtained by pooling, i.e. adding up, all the observations for each node over a 4-year period. 7 Table 5 shows the first four moments of the degree distribution of the pooled network in each subperiod. In all periods examined, the degree distribution displays high variance associated with high right-skewness and excess kurtosis. In addition, the p-values of the Kolmogorov-Smirnov test show that the degree distributions of the pooled network are extremely far from the Normal benchmark. In particular, the very high values of the kurtosis coefficient (especially in the period 1994-1997) are indicative of heavy tails in the degree distribution, which in turn imply the presence of network "hubs" concentrating a high number of alliances. This is also confirmed by the visual analysis of such distributions, reported in Figure 4 . 1986-1989 1990-1993 1994-1997 1998-2001 2002-2005 2006- Furthermore, Table 5 shows that all the four moments of the degree distribution increase in the first years of the sample, reaching a peak in the 1994-1997 period, and then decrease again. This indicates that the "golden age" of R&D networks has been characterized by more alliance activity per firm, but also by more alliance inequality.
The degree distributions of the sectoral R&D networks display patterns that are similar to those of the pooled R&D network. 8 In particular, all sectoral degree distributions are characterized by high variance associated with significant skewness and kurtosis in all sub-periods. Again, also in sectoral networks, firms have on average more collaborators during the "golden age" of alliance activity (1994) (1995) (1996) (1997) but also more unequal alliance activity.
The previous analysis thus suggests the significant presence of heavy tails in both the pooled and sectoral degree distributions. To get an estimate of the "heaviness" of those tails from a non-6 As already mentioned in Section 2, we define the degree as the number of partners of a firm, and not the number of alliances. In addition, we utilize the complementary cumulative distribution function (see Appendix) in order to display all the analyzed degree distributions, given its higher stability and ease of visualization.
7 We adopt this approach because it is the most suitable for the visualization of individual firm properties and their corresponding distributions, as opposed to global network measures (see Sections 5), which have to be computed separately in every year and then averaged. However, we have found that our results for the heterogeneity and homophily indicators are not affected by double counting and are robust to the choice of averaging or pooling the observations over 4-year time periods.
8 These results are not shown here, but are available from the authors upon request.
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Degree Network Size = 1529parametric point of view, we compute the Hill Estimator (Hill, 1975) (HE), a tool commonly used to study the tails of economic data (see the Appendix for more details). It is important to recall here that the theoretical HE value predicted by the preferential attachment model of Barabasi and Albert (1999) is 3. A value of the HE lower than 2 indicates an extremely heavy-tailed distribution -"super heavy-tailedness". At the other extreme, a value higher than 4 is indicative of degree distributions whose fat-tail property is not very pronounced -"sub heavy-tailedness". Table 6 reports the values of the Hill estimator (HE) for both the pooled and the sectoral R&D networks in all the considered time periods. Starting with the pooled network, we observe that the HE first decreases, reaching a minimum in the golden-age period 1994-1997, and then increases again. The values of the HE computed on the sectoral R&D networks reveal a riseand-fall pattern similar to the one detected in the pooled network (see Table 6 ). Again, most sectors display fatter tails in the periods of higher alliance activity. All this shows that the degree of tail-heaviness undergoes a rise-and-fall dynamics similar to the other network measures 13/40 1986-1989 1990-1993 1994-1997 1998-2001 2002-2005 2006- Table 6 : Hill Estimators (HE) for degree distributions in the pooled and the sectoral R&D networks. Note: missing values refer to sectors with not enough observations. For each degree distribution, we also compute the p-value of a Kolmogorov-Smirnov test; our null hypothesis is that the data are drawn from a distribution having the fitted HE value. We find that, in all cases, the null hypothesis cannot be rejected, thus supporting the significance of all reported HE values (see Appendix for more details).
discussed so far. Moreover , Table 6 also shows that, in all periods, the HE mostly ranges between 2 and 4. This rules out both super and sub heavy-tailedness. Finally, in all time periods, except the first and the last one, the values of the HE are significantly below 3, and the minimum is reached in the golden age period 1994-1997 (2.30, for the pooled R&D network). 9 In line with previous empirical works (e.g. Powell et al., 2005) , this finding indicates that in those periods the degree distributions of R&D networks are not consistent with the preferential-attachment model -being their tails "fatter" than what predicted by that model. Accordingly, a simple accumulative advantage process is not enough to fully account for the observed heterogeneity in R&D networks.
Overall, the above results show that the process of R&D alliance formation has been characterized by huge and persistent cross-firms heterogeneity in terms of number of alliances. We now turn to investigate how partners' choices of firms having similar characteristics are correlated. One example of this is provided by the visualization of sectoral networks, presented in Figure 2 . Indeed, the figure shows that firms in the pharmaceutical sector have displayed a stronger preference towards alliances with firms in the same sector, whereas this has been less the case in the other studied sectors. Such a preference for the formation of alliances with actors of similar type (e.g. of the same sector) is an instance of structural homophily. The existing literature on R&D networks has explained how homophily may reflect a series of technological as well as organizational drivers. It may for instance be driven by the similarity in knowledge bases, and therefore by the need to establish connections with firms with whom it is possible to "communicate" and therefore absorb knowledge (see e.g. Cowan and Jonard, 2009; Gulati et al., 2012; Powell et al., 2005) . Homophily may also be generated by the preference for forming relationships with firms having 9 As an additional check, we perform a series of Kolmogorov-Smirnov (KS) tests. The corresponding p-values are reported in the Appendix. For all networks in all time periods, the KS test could not reject the hypothesis that the original data are drawn from a distribution having the fitted HE value.
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The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) similar organizational structure and thus displaying the same capacity in managing alliances (e.g. Rosenkopf and Padula, 2008) . Finally, and especially for ICT-related sectors, it can be due to the need to establish technological standards (Gulati et al., 2012; Rosenkopf and Padula, 2008) .
One indicator of structural homophily traditionally used in the network literature is the degree of network assortativity, measured by the correlation in degree across partners (assortativity mixing coefficient; see Newman, 2002; Pastor-Satorras et al., 2001) . A network is assortative if it is characterized by a positive correlation across the degrees of linked nodes. Assortative networks display high homophily as firms tend to be connected to firms with similar degree. At the other extreme, disassortative networks have negative degree-degree correlation, i.e. nodes tend to be connected to nodes with dissimilar degree. Newman (2003) finds that technological networks, such as the Internet, are disassortative while social networks, such as the network of scientific co-authorships, are assortative.
We compute the assortativity mixing coefficient r, defined in Newman (2003), on both the pooled and the sectoral R&D sub-networks (see the Appendix for more details). Similar to the previous section, the whole observation period is divided into six sub-periods of 4 years each and all the observations of every firm's degree are taken together within each sub-period. The degree correlation coefficients are then computed for each sub-period. The results are reported in Table 7 . 1986-1989 1990-1993 1994-1997 1998- Table 7 : Assortativity mixing coefficient in the pooled and the sectoral R&D networks (SIC codes are in brackets).
We find that both the pooled and the sectoral R&D networks are generally assortative. Correlation coefficients are low but positive during the whole observation period (see Table 7 ) and in line with similar works in the complex networks literature (e.g. Newman, 2003) . This means that, on average, high-centrality (low-centrality) firms tend to connect to other high-centrality (low-centrality) firms. Moreover, although correlation coefficients tend in general to be higher in the golden age phase, no particular rise-and-fall dynamics seems to be present. 10
10 We also calculated the assortativity network coefficient on the network including service sectors (e.g. business services, management and consulting) as well as universities. Such a network is still assortative when alliances are considered irrespective of the sector of the partners, but it turns out to be disassortative when sectoral networks are considered. Such differences hint to a peculiar role played by universities and service firms in the process of 15/40 To shed more light on the mechanics of alliance behavior generating assortativity, we plot in Figure 5 average neighbors' degree as a function of firm's degree, for three different periods of our sample. In such a plot, assortativity should correspond to an increasing relation between the two variables. In contrast, the plots show quite neatly that such an increasing relation is present, at best, only in the golden age period (1994) (1995) (1996) (1997) . No relation is instead present at the beginning and the end of the observation period (respectively, 1986-1989 and 2006-2009) . Moreover, in the golden age, the relation between average neighbors' degree and firm's degree is highly non-linear. More specifically, hubs (i.e. nodes with degree larger than 20) tend on average to connect to nodes with intermediate degrees rather than to other hubs. It follows that the assortativity one observes in the pooled network masks quite different alliance behaviors from different types of firms. On the one hand, the behavior of firms having a low or intermediate degree tends to be dictated by homophily considerations, as indicated by the search for partners having similar degree. On the other hand, hubs exhibit a different strategy, mainly forming partnerships with more peripheral firms -in terms of number of alliances.
From small worlds to core-periphery architectures
One basic fact about R&D network dynamics that we have spotted in Section 3 is the emergence of dense giant components in the peak years of alliance formation. Large network components allow high connectedness and thus increase the number of knowledge sources that single firms can reach, either directly or indirectly. In this section we turn to analyze more in depth how these components were organized. This is important because different component architecures formation of R&D alliances, a topic that we leave to future research.
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M. V. Tomasello, M. Napoletano, A. Garas, F. Schweitzer: The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) reflect different models of alliance formation. Accordingly, their analysis sheds further light on which type of processes governs the evolution of R&D networks in our sample. In this respect, small worlds are one type of network architecture that has received significant attention both in the empirical and theoretical literature on R&D networks (see e.g. Jonard, 2004, 2009; Gulati et al., 2012; Uzzi et al., 2007) . A network is a small world if it is characterized by two key features (Watts and Strogatz, 1998) : a) high local clustering, i.e. a structure where the neighbors of a node are in their turn connected among themselves, and b) low average path length, i.e. the existence of short paths connecting a node to any other node in the network. 11
Small worlds are typical of many technological and social domains (see Newman, 2010) . In the context of R&D collaborations, they may emerge as a result of a tension between homophily and diversity in the search of partners. On the one hand, densely connected components can be generated by the need to ensure trust among partners and discourage non-cooperative behavior (Gulati, 1995a) . Likewise, they can occur because of technological similarity, when firms are trying to exploit scale economies in their search for innovation (Gulati et al., 2012) . On the other hand, low average path length can be the result of the effort of some firms to establish bridging ties across different communities, in order to get access to new ideas and sources of knowledge, and thus dampen the possible adverse effects on innovation of the redundancy characterizing knowledge exchanges in closely interconnected clusters (Rosenkopf and Almeida, 2003; Sytch and Gulati, 2008) .
We compute the small world coefficient, defined as the ratio between the clustering coefficient and the average path length of the network (Watts and Strogatz, 1998 , see also Appendix for more details), on the pooled and the sectoral R&D networks, and compare it to the small world coefficient that would emerge in randomly generated networks having the same size as the empirical ones. The results of our computations are listed in Table 8 . Once again, the results are presented for six different sub-periods. 12 Values higher (lower) than one indicate that the degree of small-worldliness of the empirical network under scrutiny is higher (lower) than what would be predicted by a random network First, Table 8 shows that small worlds are a universal characteristic of both the pooled and the sectoral networks that we analyze. The ratios in the table are in general higher than one, especially in the periods of more intense alliance activity (from 1990 to 2001) . Second, periods 11 Local clustering is defined as the number of existing links between the neighbors of a focal node, divided by the number of all possible links between these neighbors. Average path length is defined as the average of all shortest distances, i.e. the lowest number of links that must be traversed to connect every pair of nodes in the network. See Appendix for further details.
12 The small world quotient is computed separately for every year during the whole observation period, in both the pooled and the sectoral R&D networks, and then averaged within each sub-period. We do not aggregate the observations inside every time period, because the small world quotient is a global network measure, and not an ego-network measure centered around single nodes.
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The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) 1986-1989 1990-1993 1994-1997 1998-2001 2002-2005 2006- of more intense alliance activity are also characterized by significant cross-sectoral heterogeneity, in terms of small-worldliness. Small world ratios are indeed considerably higher in sectors like Pharmaceuticals and Electronic Components than in sectors like Laboratory Apparatus, and Aircrafts and Parts (cf . Table 8 ). Third, the evolution of the small world quotient exhibits a universal marked rise-and-fall pattern over time. Both at the pooled and sectoral level the small world property is basically absent at the beginning of our observation period (1986) (1987) (1988) (1989) , then it increases, reaching a peak in the "golden age" (1994) (1995) (1996) (1997) , and then disappears again.
The above findings generalize previous results in the empirical literature that were limited to single industries or geographical areas (e.g. Fleming and Frenken, 2007; Gulati et al., 2012) , by showing that, indeed, small worlds are a robust property of the global network of R&D alliances as well as of many sectoral networks. In addition, they show that small worlds have displayed a rise-and-fall dynamics similar to other measures discussed so far. As it is argued at more length in Gulati et al. (2012) , this evolution can be explained by the fact that the same forces leading to small worlds (the above mentioned tension between homophily and diversity in the search for partners) have also set the premises for their own destruction. On the one hand, technological similarity and self-reinforcing trust may lead actors within clusters to refuse the entry of new organizations. In addition, increasingly homogeneous clusters lacking diversity may also become less attractive to newcomers searching for new ideas. On the other hand, the diversity underlying the establishment of bridging ties may disappear as the small world matures, because knowledge exchanges render the knowledge bases of firms more homogeneous over time, even in different clusters (Cowan and Jonard, 2004) . Accordingly, the incentive to keep bridging ties may decay and the network may become fragmented. Of course this fragmentation may lead to knowledge heterogeneity across clusters, which eventually will pave the way for a new cycle to emerge. A similar rise-and-fall dynamics can also be explained by models based on the idea of multiconnectivity (Powell et al., 2005) , according to which the rate of knowledge growth in a network is determined by the sources of knowledge to which a firm has either direct or indirect access (in other words, the degree of network connectedness). In such a framework, when the network is sparse, creating highly interconnected clusters and bridging ties is a way to increase connectivity within the system, and therefore to create multiple knowledge paths. However, once the network is dense and connected, more paths can be created by reinforcing ties within existing clusters, rather than keeping connections with more distant partners. The result is, again, a stronger incentive to remove bridging ties, resulting in the fragmentation of the network and the disappearance of the small world structure (see König et al., 2011 , for an example of model based on the idea of multiconnectivity and generating similar dynamics).
The above analysis provides important insights into how R&D alliances are organized within connected networks. At the same time, many diverse network architectures may co-exist under the umbrella of "small worlds", which -by themselves -do not place strong restrictions on the class of possible generating alliance mechanisms. In particular, the small world property can be displayed both by a network where many clusters, populated by firms with relatively homogeneous degree, are sparsely connected among themselves, and by a "core-periphery" network, where a core of densely inter-connected firms is linked to a periphery of firms having only a few ties. Interestingly, our analysis performed in Section 4 has shown that the degree distribution of the R&D networks is fat-tailed, a typical property of core-periphery structures.
A generalization of the concept of core-periphery architectures is represented by the so-called nestedness. Developed and studied for the first time in the domain of ecological networks (see Bascompte et al., 2003) , nestedness quantifies the presence of hierarchies in a network's topology. In a nested network, the set of partners of a node (its neighborhood) is contained in the set of partners of nodes with higher degree. In that respect, nested networks are a more general notion than standard single-core single-periphery structures, as they may feature several cores connected to several peripheries. A number of works in the domain of inter-firm networks have pointed out that nested networks can facilitate knowledge growth in models based on multiconnectivity (e.g. König et al., 2012) . In addition, nested structures can arise in R&D network growth models where alliance formation is determined by competition in the search for centrality (e.g. König et al., 2014) .
Nestedness can be quantified through an indicator, that we call the nestedness coefficient of the network. In Table 9 we report the values of such coefficient for the pooled and the sectoral R&D networks, across different periods. 13 The coefficients in the table are normalized so that 1 corresponds to a fully nested network, whereas 0 corresponds to a completely random network (see the Appendix for more details on the computing procedure). Table 9 shows that the normalized nested coefficients are always very high, both for the pooled and sectoral networks. In addition, in the golden age (1994) (1995) (1996) (1997) , all values are extremely close 13 We have also computed the values of a different network indicator, namely the core-periphery coefficient Ccp suggested by Holme (2005) . Our results are robust to such a different choice of indicator.
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to one, indicating the presence of fully nested structures. 14 Finally, similar to other network measures discussed in this paper, also the nestedness follows a rise-and-fall pattern over time, in both the pooled and the sectoral networks. In the next section, we focus on the implications arising from the descriptive analysis performed so far, and we investigate the validity of different statistical models on R&D alliance formation via regression analyses.
Investigating the determinants of alliance formation
In the previous sections, we have shown that the dynamics of R&D networks in the years 1986-2009 is characterized by two distinct growth phases. During the first of them (the "rise" phase, from 1986 to 1997), the number of R&D alliances boosted and gave rise to highly connected network components displaying significant unevenness and moderate homophily in terms of alliance activity (as indicated, respectively, by fat-tailed degree distributions and low but positive assortativity mixing coefficients, cf. Section 4). In addition, connected components were organized into core-periphery architectures displaying the small world property (see Section 5). In the second phase (the "fall" phase, from 1998 to 2009) the rate of alliance activity declined, and the R&D network became more fragmented into smaller components not displaying the properties of the previous phase. Finally, the above described network evolution has been universal, the same growth patterns emerging both when alliances were considered regardless of the firms' sectors and when different sectoral networks were analyzed.
We now turn to a statistical analysis of the determinants of R&D alliance formation. Following the previous empirical literature on such alliance determinants (e.g. Powell et al., 2005; Rosenkopf and Padula, 2008) , we assume that the process of R&D alliance formation is highly 14 The only exception is represented by the coefficient of the sector "Aircrafts and Parts", whose value is nonetheless very high (0.874). Moreover, we have found that most nestedness coefficients found in our R&D networks (and all coefficients in the "golden age") are significantly different from the average values of a set of random networks used as benchmark; see Appendix for more details.
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Network characteristics can be firm-specific (e.g. the degree of a potential partner in the network) or relate to the structure of the component to which potential partners belong to (e.g. the number of paths within the component). Moreover, they capture important technological as well as organizational and social factors driving alliances. For instance, the position of a firm in the network (e.g. its centrality) captures its access to multiple knowledge sources, or a better experience in managing R&D collaborations (see Section 4). In addition, the fact of being part of a highly interconnected cluster can improve trust and communication among partners (cf. Section 5).
As far as rules of attachment are concerned, we focus on the following hypotheses.
Hypothesis 1: Accumulative Advantage. The probability of forming an alliance with a firm increases with the centrality of that firm in the network.
Hypothesis 2: Structural Homophily (or Diversity). The probability of an alliance between two firms increases with their similarity (diversity).
Hypothesis 3: Multiconnectivity. The probability of forming an alliance with a firm increases if that firm allows to reach other firms in the network through multiple independent paths.
Similarly to topological characteristics, rules of attachment are stylized representations of different evolutionary drivers underlying the formation of alliances. For instance, accumulative advantage captures the presence of increasing returns in the alliance process, i.e. a situation where firms that are already more visible in the network are also able to attract more partners. Likewise, processes based on structural homophily reflect settings where firms search for similar partners in terms of technological (e.g. same sector), spatial (e.g. same geographical area) or network (e.g. being part of the same alliance cluster) characteristics. With these partners, communication and trust occur faster, facilitating the exchange and the absoption of knowledge and the sharing of resources (see e.g. Gulati, 2007) . In contrast, structural diversity mainly reflects firms' exploratory search for novel and different knowledge paths (see e.g. Rosenkopf and Almeida, 2003; Rosenkopf and Padula, 2008; Rowley et al., 2000) . Finally, multiconnectivity reflects alliance behavior in contexts where innovation is driven by knowledge recombination, and thus where it becomes of fundamental importance to have access to multiple knowledge sources (see Powell et al., 2005) .
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We have selected the above mentioned attachment rules partly because of the attention that they have received in previous empirical studies (see e.g. Gulati, 1995b; Powell et al., 2005; Rosenkopf and Padula, 2008) and partly because of the hints stemming from our previous descriptive analysis. Indeed, fat-tailed degree distributions and core-periphery structures (cf. Sections 4 and 5) can be the result of an accumulative advantage process where firms with a more central position in the network (e.g. with higher degree) are able to attract more partners. 15 Likewise, small worlds (and their rise and fall), can be the result of processes based on structural homophily or multiconnectivity. Finally, multiconnectivity can also account for the high network connectedness documented in Section 3.
In what follows we perform a statistical analysis of the above described attachment rules. As the characteristics of network dynamics appear to be universal across sectors and scale of aggregation, we focus only on the pooled network. Our observation unit is not a firm, but a dyad of firms -i.e. a pair of potential partners in the R&D network. Moreover, given the importance of firm entry in the network dynamics, we perform regressions on two different sets of firm dyads (also called "risk sets"): one where both potential partners are incumbents, i.e. they have at least one alliance in their history, and one where at least one firm is an entrant firm, i.e. it has no previous alliance activity (see also Rosenkopf and Padula, 2008 , for a similar exercise). Finally, we analyze whether different attachment rules are at work in the phase of rise and in the one of fall. For this reason, we run separate regressions for the period 1986-1997 and the period 1998-2009. We begin by describing the variables used in our regressions. Next, we present the employed statistical methodology and discuss the results of our analysis.
Variables
Dependent variable. We record the alliance history of all firm dyads in the network, in each year, from 1986 to 2009. Given the huge number of potential observations, we exclude from the analysis firms that have been involved in less than 5 alliance events during the entire observation period. Even after this censoring, we still obtain a sample with over one million dyad-year observations. Next, for each dyad-year observation, we record a binary dependent variable, Alliance formation, expressing whether the considered dyad forms an R&D alliance in the considered year. Consistently with our network representation (cf. Section 2), alliance consortia are coded as multiple two-party alliances between each pair of members of the consortium, and reverse-ordered dyads are excluded from the sample (our R&D network is undirected).
As explained before, we select two different "risk sets" on which we perform our dyadic regressions, the distinction being based on the alliance history of the potential partners: A) incumbent dyads, 15 However, our results also indicate that such a process is different from a standard preferential attachment dynamics á la Barabasi and Albert (see Section 4).
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The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) where both firms have already been involved in at least one alliance; B) mixed dyads, where one firm is incumbent and the other one is a new-entrant in the R&D network. Moreover, we divide our sample in two observation periods, rise (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) and fall (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) . Accordingly, we run four different batteries of regressions: 1) on incumbent dyads in the rise phase; 2) on incumbent dyads in the fall phase; 3) on mixed dyads in the rise phase; 4) on mixed dyads in the fall phase.
Independent variables. All of our dyadic independent variables are computed in the year preceding the dyad-year observation under examination. Some of them relate to structural features of the involved firms, whilst others relate to their network characteristics. To compute the latter, we construct year by year networks using the same procedure described in Section 2. Following Powell et al. (2005) and Rosenkopf and Padula (2008) , we focus on structural features and network characteristics identifying the different attachment rules that are the object of our investigation.
Accumulative advantage. We assume that the formation of a new alliance will most likely involve the most central firms in the network. This is captured by the variable Joint centrality for incumbent dyads, which expresses the average of the degree centrality of the two firms, and by the variable Incumbent centrality for mixed dyads, which expresses the degree centrality of the incumbent firm in the dyad. 16 We expect the probability of an alliance between two firms to be positively correlated with both joint and incumbent centrality if the alliance formation process is driven by accumulative advantage.
Structural homophily and diversity. This group of variables quantifies the extent to which the two firms in the dyad are similar, with respect to both network related and structural, non-network related, characteristics. The dummy variables Same nation and Same SIC measure, respectively, whether the firms are registered in the same country and whether they have the same SIC code (at a 3-digit level), as recorded in the SDC dataset. They capture geographical and technological similarity. The latter is also captured by the variable Technological distance, a real number that expresses how different the technological positions of the two companies are, computed through their patents. For that, we use data provided by the NBER patent database (see Hall et al., 2001) , listing all patent applications in the US and their respective categories, by US and non-US firms, from 1976 to 2006. See the Appendix for more details on the calculation of this measure. The last three variables are computed in the same way for both the incumbent and mixed dyads risk set. If alliance formation is based on homophily (resp. diversity) we expect the probability of 16 Given the skewed nature of the degree centrality distributions (see Section 4), and the multiplicativerather than additive -mechanism behind them, we take the logarithm of the variables Joint centrality and Incumbent centrality. We have also tested models with other centrality measures -such as closeness, betweenness and eigenvector centrality. Results were robust to the use of these alternative measures. Notice that all these measures are strongly correlated with each other and give rise to collinearity if used together in the same model.
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The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) an alliance to be positively (resp. negatively) correlated with sector and nation dummies, and negatively (resp. positively) correlated with technological distance. Network similarity is defined only for incumbent dyads (mixed dyads include firms that are not part of the network yet, and for which network measures are by definition null), and it is measured by the variables Centrality inequality, Inverse path length, and Common neighbors. The first variable expresses the ratio between the degree centralities of the two firms (the largest divided by the smallest). The second variable expresses the network distance (as opposed to technological distance) of the two firms. Following the approach adopted in Section 5, we define the shortest path length as the number of links in the network that have to be traversed in order to connect the two firms. This is an integer number ranging from 1 (if the firms are directly connected) to infinite (if the firms belong to disconnected network components); accordingly, the value of Inverse path length ranges from 0 (disconnected firms) to 1 (directly connected firms). Common neighbors expresses the number of alliance partners that the two firms have in common. Positive (negative) coefficients of these two variables indicate the presence of structural homophily (diversity) in the firms' attachment rules.
Multiconnectivity. As shown by Powell et al. (2005) , partners that allow a firm to reach many other firms through multiple independent paths are the most attractive alliance partners. For incumbent dyads, we capture this idea via the use of the variable Average multi-path growth, that measures the average largest eigenvalue of the connected components to which the two potential partners belong. As explained in König et al. (2011) , the largest eigenvalue of the adjacency matrix of a connected component in a network is directly proportional to the number of multiple independent paths within the component. 17 We expect the probability of an alliance to be negatively correlated with the average multi-path growth. Indeed, low values of this variable indicate that at least one of the potential partners (or both) is not in a component with a strong multi-path growth, thus increasing the incentive to form an alliance. 18 For mixed dyads we use instead Incumbent multi-path growth, that corresponds to the largest eigenvalue of the connected component to which the potential incumbent partner belongs. In a multiconnectivity based dynamics, the probability of observing an alliance between an incumbent and an entrant can, on the one hand, increase with incumbent multi-path growth, as new firms benefit from attaching to a firm that has already access to many paths. On the other hand, incumbents that 17 Powell et al. (2005) use a different measure of multiconnectivity, namely the k-coreness. We believe that the largest eigenvalue provides a better description of the idea of multiconnectivity, as it directly measures the growth of multiple paths within a component. Moreover, the k-coreness is strongly correlated with the largest eigenvalue; we also performed regressions using the k-coreness instead of multi-path growth and the results remained basically unchanged.
18 The largest eigenvalue of a component is the same for two potential partners if they are already part of the same component and increases with the number of links within the component. Moreover, the change in such eigenvalue decreases with the size of the component in many network structures. This implies a lower incentive to form an alliance if the two partners are already part of components with many independent multiple paths. See König et al. (2011) and König et al. (2012) for more details.
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Control variables. We control for a set of variables that can affect the formation of alliances, both at the dyadic and at the aggregate level.
Time. We employ time-fixed effect models, including dummy variables for the year in which the dyads are observed. In this way we control for unobserved effects present at the time an alliance is formed. Similar to Rosenkopf and Padula (2008) , we have also tested a series of models including a time-trend variable. However, all these models were characterized by a lower goodness of fit than time-fixed effect models.
Repeated alliances. To control for repeated ties we include an integer variable, Past alliances, expressing the number of alliances between the two firms in the dyad until the observation year. In addition, as suggested by Rosenkopf and Padula (2008) , we also consider the square value of such a variable in order to control for possible non-linear effects.
Sectoral alliance activity. To control for sectoral trends in alliances (see e.g. Powell et al., 2005) we compute the number of alliances formed in the industrial sectors of the two firms in the year preceding our observation. We then average the values for the two firms in the observed dyad, obtaining the variable Sector alliances.
We summarize the nomenclature and the meaning of all our variables in Table 10 , and their correlations and basic statistics in Table 11 .
Statistical methodology and regressions results
Given the binary nature of our dependent variable, we use binomial regressions for all our models. The model fitting is done through Maximum Likelihood Estimation (MLE). Following the approach proposed by Nesta et al. (2010) , we employ a complementary log-log link function, particularly suited for an abundance of rare events. Differently from the logit and the probit link functions, the complementary log-log function is asymmetrical, and thus frequently used when the probability of the examined event is very large or very small. 19 If we call the binary 19 However, even though the number of successes, or "ones", in our dependent variable is low compared to the total number of observations (0.12 %), it is high enough in absolute value -we have a total of 2,597 link formation events in our sample -thus making our results statistically significant (see King and Zeng, 2001; Nesta et al., 2010 , for a more detailed discussion on the topic). 
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Common neighbors
positive integer Number of the alliance partners that the two firms have in common (only for incumbent dyads).
Multiconnectivity
Average multi-path growth real Arithmetic mean of the largest eigenvalues of the connected components to which the two firms belong (for incumbent dyads) Incumbent multi-path growth real Largest eigenvalue of the connected components to which the incumbent firm belongs (for mixed dyads). dependent variable Alliance formation A, adopting the definitions of Nesta et al. (2010) , the dependence of A on the independent variables X can be written as:
Control variables
where β is the vector of coefficients. We report their estimates and their confidence intervals for our different models, risk sets and time periods in Table 12 . The goodness of fit of each models in each risk set is expressed through the Akaike Information Criterion (AIC), and the Likelihood ratio with respect to the baseline model, which is the one including only the variables related to 26/40 Table 11 : Descriptive statistics and correlations of all the variables employed in our regression models, for incumbent dyads (risk set A) and mixed dyads (risk set B).
accumulative advantage.
Results. By comparing the AIC scores of the different model sets, we find that the variables related to the accumulative advantage mechanism alone are already sufficient to achieve a fairly good predictive power, both in the rise phase (models 1A and 1B) and in the fall one (models 4A and 4B). In particular, the variable Joint centrality for the incumbent dyads displays always positive and significant coefficients in all models (models 2A, 3A, 5A and 6A), thus validating the hypothesis that alliances are more likely to be formed between more central firms -in particular, firms with more distinct partners. The same finding holds for the mixed dyads (see the variable Incumbent centrality in models 2B, 3B, 5B and 6B), proving that new-entrant firms are more likely to become part of the R&D network by attaching to the most central incumbents.
The inclusion of the variables related to the structural homophily and diversity of the dyad yields a better predictive power than the baseline model, as indicated both by the likelihood test ratios and the AIC scores (compare model 2A with 1A, 5A with 4A, 2B with 1B, and 5B with 4B). Remarkably, we obtain robust results across models and risk sets. The variable Same SIC exhibits a positive and significant effect for both incumbent and mixed dyads, in both the rise and the fall phases, indicating that firms tend to form intra-sectoral rather than inter-sectoral R&D alliances. In contrast, the variable Same nation exhibits a positive and significant effect in the rise phase -both for incumbent and mixed dyads -but not in the fall phase (where it is not significant), indicating that firms lose the tendency to form geographically close alliances during the "fall" of R&D networks. Table 12 : Estimates of the model coefficients on the incumbent dyads (standard error in parentheses). Models 1A and 4A test the effect of accumulative advantage only; models 2A and 5A test the effect of accumulative advantage and structural homophily (diversity); models 3A and 6A test the effect of accumulative advantage, structural homophily (diversity) and multiconnectivity. Models 1A, 2A and 3A are related to the rise phase (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) of the R&D network, while models 4A, 5A and 6A are related to its fall phase (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) . The likelihood ratio test of the models 2A and 3A is computed with respect to model 1A; the likelihood ratio test of the models 5A and 6A is computed with respect to model 4A.
both incumbent and mixed dyads, in both the rise and the fall phases, bringing additional support to the argument of the importance of absorptive capacity considerations in the formation of R&D alliances (see Cohen and Levinthal, 1990) . To sum up, geographical, sectoral and technological similarities are positively correlated with the formation of a new alliance.
Next, the variable Centrality inequality, computed only on incumbent dyads, exhibits a negative and significant effect in both the rise and the fall phases. This means that the dyads in which one firm is much more central than the other one are less likely to form an alliance; on the contrary, firms with similar degree centrality are more likely to form an alliance. This finding is in agreement with the positive assortativity coefficient that we have reported for the R&D Table 13 : Estimates of the model coefficients on the mixed dyads (standard error in parentheses). Models 1B and 4B test the effect of accumulative advantage only; models 2B and 5B test the effect of accumulative advantage and structural homophily (diversity); models 3B and 6B test the effect of accumulative advantage, structural homophily (diversity) and multiconnectivity. Models 1B, 2B and 3B are related to the rise phase (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) of the R&D network, while models 4B, 5B and 6B are related to its fall phase (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) . The likelihood ratio test of the models 2B and 3B is computed with respect to model 1B; the likelihood ratio test of the models 5B and 6B is computed with respect to model 4B. networks in Section 4, showing that firms with similar degree centrality are more likely to be connected. Furthermore, the variable Inverse path length exhibits a positive and significant effect across models and time periods, stressing the importance of network-endogenous mechanisms for selecting new alliance partners (see Rosenkopf and Padula, 2008) . We find that firms which are already connected by a path in the network are more likely to form an alliance. Moreover, the shorter this path is, the more likely the alliance is formed. Finally, the variable Common neighbors is not significant at any time for any type of dyads, indicating that structural homophily in terms of partners similarity is not an effective predictor of the formation of a new R&D alliance.
Regarding multiconnectivity we find that, for incumbent dyads, the variable Average multi-path growth shows a negative and significant effect in the rise phase, indicating that firms embedded in a network component with a small eigenvalue are more likely to form an alliance. Likewise, in mixed dyads, the new-entrant firm tends to connect to an incumbent that is located in a component with a small eigenvalue, as shown by the coefficient of the variable Incumbent multipath growth. This result supports the hypothesis of a network-growth mechanism in which firms try to increase both the number of new partners and the number of new independent pathways 29/40 M. V. Tomasello, M. Napoletano, A. Garas, F. Schweitzer:
The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) to which they can get access when they form new alliances. The fact that firms with a small multi-path growth score are more likely to form alliances indicates that they actually attempt to increase this score by means of new network ties. However, differently from all the other modes of alliance formation, multiconnectivity does not matter in the fall phase of the network, as shown by the fact the variable Average multi-path growth is not significant in the period 1998-2009, both for incumbents and mixed dyads.
Finally, for incumbent dyads, the control variables Past alliances and its square exhibit, respectively, a positive and a negative coefficient. In principle, this is consistent with the prediction of the non-linear effect of repeated alliances on the formation of a new link (see Rosenkopf and Padula, 2008) . However, these coefficients are never significant in our regressions, in any risk set or model variant, thus preventing us from drawing any conclusion. the control variable Sector alliances exhibits a negative effect, in the rise phase of the R&D network, which is more significant for mixed dyads rather then incumbent dyads. This confirms the presence of competition and saturation effects during the fast growth of the R&D network (1986) (1987) (1988) (1989) (1990) (1991) (1992) (1993) (1994) (1995) (1996) (1997) , which make the establishment of a new R&D alliance less likely in sectors already showing a high alliance activity in the previous year. Such effects are stronger when a new-entrant firm is involved in the alliance, clearly showing the presence of an entry barrier to the R&D network.
The above finding can be summarized as follows: The rise of the global network of R&D alliances has largely been driven by accumulative advantage factors as well as structural homophilyrather than diversity -considerations. In their search for R&D partners, firms were influenced both by the need of establishing connections with more central partners in the network, as well as by similarity in technonological and (at least in the rise phase) spatial proximity. In turn, these trends were reinforced by alliance formation strategies based on multiconnectivity aimed at increasing the number of pathways through which other parters could be reached. The last driver is compatible with the emergence of a large and densely connected network, observed at the end of the rise phase. During the fall phase, instead, alliance formation was still driven by accumulative advantage and structural homophily, but not by multiconnectivity. It follows than in such a phase, firms were still looking for more central and more similar partners, but disregarding the possibility of getting indirect access to other firms in the network. In its turn, this explains the disappearance of bridging ties and the fragmentation of the R&D network.
Concluding remarks
In this study we have empirically investigated the dynamics and the properties of a set of global inter-firm networks of R&D alliances, from 1986 to 2009. We considered both a "pooled" R&D network, i.e. a network where alliances are considered independently of the sectors of the partners, 30/40 M. V. Tomasello, M. Napoletano, A. Garas, F. Schweitzer:
The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) as well as ten sectoral R&D networks for the largest industrial sectors represented in our dataset. On the grounds of this structural analysis we have then investigated via binomial regressions the drivers of alliance formation, by testing the relevance of some mechanisms that have so far been proposed in the empirical literature.
Our results provide strong support to the claim that several properties of R&D networks are not only robust across several manufacturing sectors, but also invariant across different scales of aggregation. In other words, they are stable if one considers the pooled R&D network or the sectoral networks. These properties do not only relate to basic network characteristics like size, density, degree distributions. They also include more complex features concerning the organization of the network components, such as the degree of structural homophily (captured by the assortativity coefficient) and the presence of small worlds. Our results generalize previous findings in the literature, that have been limited to the analysis of few sectors. They also provide empirical support to the idea that the process of alliance formation can be analyzed independently of the sectoral specificities of the firms involved in R&D alliances and -similar to many previous empirical studies (e.g. Gulati et al., 2012; Powell et al., 2005; Rosenkopf and Padula, 2008 ) -it can be described in terms of simple rules. Such rules determine the probability of forming alliances on the basis of the firms' position in the network and on the properties of the existing network structures. In addition, the finding that networks display a core-periphery architecture provides an important refinement with respect to the exisiting knowledge on network properties, as this feature is able to jointly explain both fat-tailed degree distributions and the presence of small worlds, which have received great attention in previous empirical studies.
Furthermore, we find that the last three decades have witnessed a rise-and-fall of R&D networks at all scales of aggregation. Such a rise-and-fall dynamics has been previously emphasized only with respect to the presence of small worlds in the computer industry (Gulati et al., 2012) . We show that it is instead a general property of the network dynamics, involving many network indicators (and not only the presence of small worlds). Our regression results indicate that a structural break in some drivers of alliance formation is likely to be at the basis of the above life cycle in R&D networks. In particular, we find that both in the rise and in the fall phase the alliance formation has been driven by both "accumulative advantage" (the search for more central partners in the network) and "structural homophily" (the search for more similar partners, in terms of industrial sector, technology and geographical proximity). In contrast, firms have formed alliances to expand the number of indirect paths to other firms in the network (the "multiconnectivity" driver, see Powell et al., 2005) in the rise phase only. We have, indeed, detected a loss of significance of the latter alliance driver in the fall phase, thus providing an explanation for the observed disappearance of bridging ties and the subsequent fragmentation of the network.
Our work could be extended in at least two ways. First, one could improve the regression analyses 31/40 M. V. Tomasello, M. Napoletano, A. Garas, F. Schweitzer:
The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) with measures related to the industry demand and market structure, to check how the characteristics of within-industry competition may affect the formation of intra-and inter-industry R&D collaboration. Second, building on the empirical evidence one could develop an agent-based model to reproduce the emergent network properties through a bottom-up approach. In particular, such a new agent-based model should be able to predict at the same time all the features that we have empirically observed in the R&D networks, namely degree distributions, assortativity, presence of small-world and nested architectures. The goal is to eventually unveil the complex interdependencies and mutual feedbacks between the emergent network structures and the individual firms' decisions.
The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) where p(x ) is the probability density function, defining the fraction of nodes in the network with degree x. The complementary cumulative distribution function is more robust than the probability density function against fluctuations due to finite sample sizes (particularly in the tail).
Hill Estimator. Let us assume that we have a network with N nodes. If N is the number of observations (in our case, the number of node degrees that we measure in the R&D network) and t is the number of tail observations (t ≤ N ), the inverse of the Hill Estimator (HE) is defined as:
where x min represents the beginning of the tail and x i , i = 1 . . . t are the tail observations, i.e. the degree values such that x i ≥ x min . The smaller the HE value, the "heavier" the tail of the degree distribution is. In particular, the degree distributions of most biological, social and economic systems display values of the HE between 2 and 4 (see Clauset et al., 2009 Clauset et al., ). 1986 Clauset et al., -1989 Clauset et al., 1990 Clauset et al., -1993 Clauset et al., 1994 Clauset et al., -1997 Clauset et al., 1998 Clauset et al., -2001 Clauset et al., 2002 Clauset et al., -2005 Clauset et al., 2006 Clauset et al., -2009 Table 14 : P-values of the Kolmogorov-Smirnov tests for the Hill Estimators (HE) of the degree distributions in the pooled and the sectoral R&D networks. The null hypothesis is that the empirical data are drawn from a distribution having the fitted HE value. Note: small p-values (less than 0.05) would indicate that the null hypothesis has to be rejected, whilst large p-values (greater than 0.05) indicate that the null hypothesis cannot be rejected.
In Table 14 we report the p-values of the Kolmogorov-Smirnov tests performed on each R&D network and time period -cf. the fitted HE values reported in Section 4, Table 6 . Small p-values (less than 0.05) would indicate that the test rejects the hypothesis that the original data are drawn from a distribution having the fitted HE value. In all cases, we obtain values greater than 0.05, confirming the significance of all reported HE values.
Assortativity mixing coefficient. To investigate assortativity-disassortativity in our R&D networks, we use the assortativity mixing coefficient r proposed by Newman (2002) . This quantity, as described by Eq. 4, is the Pearson correlation coefficient of the degrees at both ends of 33/40 all links in the network:
where j i , k i are the degrees of the firms at the ends of the i-th link, with i = 1, ..., M . The coefficient r ranges between −1 for a totally disassortative network to 1 for a totally assortative network; a network in which links are formed randomly would exhibit r = 0. For instance, Ramasco et al. (2004) develop models wherein agents establish links with most central actors in the network, and show that such a mechanism gives rise to disassortative networks. However, König et al. (2010) show that the same mechanism of search for high centrality can give rise to assortative networks if agents face limitations in the number of collaborations they are able to maintain.
Small world coefficient. According to Watts and Strogatz (1998) , the small world properties of a network have to be evaluated using a corresponding random network as the baseline. If the examined network is both large and sparse, i.e. N k , where N is the network size andk is the average degree, the basic requirement for small world is satisfied. Under this assumption, the values of clustering coefficient C and average path length L for the baseline random network will tend to: C R =k/N and L R = log(N )/ log(k). The small world quotient Q SW we use for our analysis is defined as:
In our study, the condition of sparse network is always fulfilled for the pooled and the sectoral R&D networks (the average degrees are always smaller than 3 in our sample, and much smaller than the corresponding network sizes). Some of the sectoral R&D networks have relatively small sizes in the first (1986) (1987) (1988) (1989) and in the last (2006-2009) observation periods (as can be seen from Table 3 ), but in these cases they exhibit an even smaller average degreek, still validating the assumption of sparse networks. When computing the observed to random ratios, a small world network will show C/C R 1 and L/L R 1, which is the case for all the R&D networks we analyze.
Nestedness coefficient. In order to quantify the extent to which a network displays coreperiphery nested structures, we use the BINMATNEST algorithm, proposed by RodriguezGirones and Santamaria (2006) . The algorithm uses the unweighted adjacency matrix of the network to compute its nestedness score. The adjacency matrix is rearranged in such a way that all the "ones" (existing links) are concentrated in the top-left side of the matrix, and the "zeros" (missing links) in the bottom-right side. The algorithm then computes the optimal theoretical Table 15 : Nestedness coefficients and corresponding significance levels for the pooled and the sectoral R&D networks in all observation years. The null hypothesis is that the measured nestedness coefficient is found in a random network with the same size and density as the giant component of the examined network: such a hypothesis can be rejected for most R&D networks, especially during the "golden age".
We find that the null hypothesis cannot be rejected only for a few R&D networks, especially outside of the "golden age". However, during the "golden age", the p-values show that the null 35/40 M. V. Tomasello, M. Napoletano, A. Garas, F. Schweitzer:
The Rise and Fall of R&D Networks ICC -Industrial and Corporate Change (submitted) hypothesis can be rejected for all R&D networks, confirming the presence of nested architectures that cannot be explained by taking into account only the network size and density, but are indicative of firms' peculiar alliance strategies.
Computation of the technological distance. The approach that we use to determine the knowledge position of a firm is to compute the shares of its patents in a set of different IPC classes. The IPC, introduced in 1971 by the Strasbourg Agreement, is a hierarchical system of symbols for the classification of patents according to the different areas of technology to which they pertain. 20 A generic IPC category consists of a letter, the so-called "section symbol", followed by two digits, the so-called "class symbol", and a final letter, the "subclass". This four-character term is then followed by a group/subgroup indication, represented by additional digits. A typical IPC term can be written as follows: B34H 6/99. The sections identified by the IPC are historically stable and amount to 8, from A (human necessities) to H (electricity). Given that we have to compute such a technological indicator on a broad set of firms, belonging to several industrial sectors, we have decided to consider only the section symbol (i.e. the first letter) in our empirical patent classification. Choosing a class-or subclass-level division would result in an excessive patent granularity, (see Tomasello et al., 2015 , for a more detailed discussion on the topic). Next, we define the knowledge position of a firm x i ≡ (x iA , x iB , . . . , x iH ) as the set of normalized patent counts x is in each section: x is ≡ N is /( s N is ), where N is is the number of patents that the firm i has in a given IPC section s. We then use the Euclidean metric, similar to Tomasello et al. (2015) , to compute the technological distance between two firms i and j:
In particular, for the variable that we employ in our regression models, we consider only the patents for which the firm has applied in the last 5 years. Note that, if the considered firm has no patent applications in this time window, its technological position is considered to be undetermined, thus generating a missing observation.
