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INTRODUCTION
HE limitations imposed by laser-induced damage to optical thin-film coatings have been recognized for a long time. High-power laser systems used in fusion and high-energy Manuscript received February 26, 1981; revised June 15, 1981 systems for weapons are required to operate over long periods of time without appreciable degradation in performance. The optical coatings employed in these lasers have proven to be very expensive and greatly impact not only the design but the operation of these systems as well. The onset of even small damage sites within an optical coating can eventually degrade the beam quality sufficiently to prevent optimum laser operation. Although there have been many a posteriori efforts to develop improved coatings, insufficient progress has been made in elucidating the actual damage mechanism because the factors affecting laser-induced damage of coatings are not well understood.
In order to develop quality coatings, one needs to understand the fundamental damage processes and how they vary with frequency and pulse length [ 11 . The three most frequently proposed processes by which laser energy can be coupled into a thin-film material are avalanche ionization, multiphoton ionization, and absorption by impurities within the films. Avalanche ionization occurs when an electron in the conduction band of a material absorbs enough energy from the electromagnetic field to impact ionize a valence electron. The two electrons can undergo the same process to produce four U.S. Government work not protected by U.S. copyright IEEE JOURNAL OF QUANTUM ELECTRONICS, VOL. QE-17, NO. 10, OCTOBER 1981 conduction electrons, and so on. The number density of electrons in the conduction band grows exponentially with time until an absorbing plasma is formed. The plasma more efficiently absorbs energy from the electromagnetic field and catastrophic damage to the material occurs from the locally deposited energy. Multiphoton ionization can also produce a plasma; however, in this case the electrons are promoted from the valence to the conduction band by direct absorption of two or more photons. The number of photons required for each ionization depends on the bandgap of the material and the laser wavelength. Impurity-dominated damage is a thermal process and takes place when an impurity in the film absorbs enough laser radiation to produce melting or fracture of the host material or ensues from plasma formation in a manner described above.
An extensive amount of research has been conducted in an attempt to validate one or another of the theories. The research usually involves studying breakdown as a function of laser wavelength [2] -[ 151 , pulse length [ 161 - [ 191 , or fdm thickness [20] - [24] . The frequency dependence of laser damage has frequently been proposed as the main theoretical benchmark in distinguishing between the competing processes [2] -[ 151 , [25] - [26] . This results in part because avalanche and multiphoton ionization theories predict conflicting laser wavelength dependencies, while previously proposed theories of impurity-dominated damage predict little or no wavelength dependence. However, if the Mie absorption coefficient is included in an impurity model, there is no longer a definitive distinction between the wavelength predictions of the multiphoton and impurity models. This lack of distinction arises because the fdms can only be tested at a few discrete points across the frequency spectrum (because of available lasers). Furthermore, both theories predict a general decrease in damage threshold with an increase in laser frequency.
In general, studies of breakdown as a function of only one parameter cannot be expected to uncover the dominant mechanism of laser damage. In fact, single parameter studies have often engendered controversy, a fact supported by numerous publications in which the conclusions drawn from experimental data are in total conflict [ 7 ] , [9] , [26] , [27] . Unfortunately, it is not possible to correlate the results of past research efforts to obtain a multiparameter study of the breakdown process. Each individual experiment was performed on a different set of films and usually under sufficiently different experimental conditions. The investigated films varied in method of substrate preparation, fdm thickness, quality of starting materials, and deposition technique. The last two conditions are of vital importance in determining the type, size, and distribution of impurities in a film.
In the research reported herein, the experimental procedure employed was designed to study laser-induced damage to thin fdms as a function of laser wavelength, pulsewidth, film material, and film thickness.
EXPERIMENTAL Experimental Arrangement
The dielectric coatings that were tested were selected to provide a wide range of material parameters (bandgaps, thermal properties, and refractive index). Additionally, different film h, thicknesses were tested to provide data on the effects of different standing-field patterns in the dielectrics. The experimental arrangement is shown in Fig. 1 and was designed to divide the laser beam into three separate paths. Path A contains more than 99.9 percent of the energy after it is reflected by a dichroic beamsplitter (location 1). This is the high-energy path and is used to irradiate the filmed side of the thin-fdm samples placed at location (3). PathB, which contains less than 0.1 percent of the energy was used to measure the spatial profile of the beam. Path C contains less than 0.01 percent of the energy and was used to measure the temporal profile of the laser pulse with a biplaner photodiode (location 7).
The dichroic beamsplitters (locations 1 and 2) shown in Fig.   1 were designed to reflect one of the harmonics (R > 99.9 percent) of 1.06 pm and transmit all others (T> 99.9 percent). Thus, there was a set of beamsplitters designed to reflect either 1.06, 0.53,0.35, or 0.26 pm radiation and transmit the others. They served the necessary function of filtering any of the unwanted harmonics from PathsA and B in the experiment. The beamsplitter at location (1) also acted as an attenuator and reduced the number of fdters needed in front of the detectors at locations (4) and (7). This minimized the amount of spatial distortion introduced by fdters.
Diagnostics and Calibration
The temporal behavior of the pulse was recorded with fast biplanar photodiode detectors. An ITT F112 detector was used to record the time profiles of 1.06 and 0.53 pm laser pulses; at 0.35 and 0.26 pm, an ITT F4000 detector was used. The rise time of each detector, controlled by applying a bias voltage, was less than 0.5 ns. The output signal of the detector was then processed by a transient digitizer', a high-speed signal acquisition instrument that digitizes an input analog signal. The digitized signal is then displayed at a slower speed on a video monitor and transferred to a computer', which was programmed to calculate the full width at half maximum (FWHM) of the laser pulse. Fig. 2 The spatial profie of the beam was obtained with an optical multichannel analyzer (OMA)3, which consists of a vidicon, an electronic camera, and a microprocessor. The active area of the vidieon is 12.5 X 12.5 mm. The purpose of the camera and the microprocessor is to scan in electron beam across the vidicon detector surface in any desired pattern and to store the resulting data in a usable format. Dbring the experhent the vidicon target was scanned by the electron beam in horizbntal paths or tracks, as shown in Fig. 3 . Each track contained a maximum of 250 data points across the active surface area and a total of forty tracks could be progr&med into the OMA.
The maximum resolution of the vidicon at the detector surface was 25 X 25 pm (set by one electron-beam diameter) and was in practice not sufficient to adequately determine the laser profie. The laser spot size (FHWM) on the thin-film samples ranged between 170 pm at a 0.26 pm laser a wavelength and 380 pm at a 1.06 p h laser wavelength. At 170 pm, only about seven data points would span the total laser profile. To obtain a better resolution, the beam spot was magnified and reimaged on the vidicon.
With sufficient magnification, the output of most of the photodiode elements in an area of 4 X 4 electronbeam diameters could be integrated together while still improving the effective profile resolution to 8.5 X 8.5 pm. Integrating the response over a larger vidicon area aided in reducing the background noise while increasing the dynamic range of the OMA. During an experiment each data point represented a physical area of 100 X 100 pm at the vidicon surface. . . The following technique was used to magnify and reimage the laser spot in the diagnostic path B . Location (5) (see Fig. 1 ) is the equivalent focal plane in path B to that in path A at the thin-film sample surface (location 3). The object distance is between the focal plane (location 5 ) and the lens at (location 6); the image distance is between the lens (location 6) and the vidicon (location 4). The lens (location 6) had a focal .length of 10 mm and the object distance was set to produce a magnification of about 12. Exact determination of the magnification was made by placing a thin wire (98.4 pm) in the beam path at location ( 5 ) and measuring the diameter of the wire shadow on the vidicon. Two different vidicons were used in the experiment to cover the wavelength range, a PAR 1252 employed at 1.06 and 0.53 pm and a PAR 1254E at 0.53, 0.35, and 0.26 pm. The overlap in wavelength at 0.53 pm between the two detectors provided a cross calibration of the two detectors. Both detectors were linear over the range of incident intensities and exhibited and the same +7 percent uniformity in sensitivity.
It was found that at 0.26 pm the damage morphology of hafnium oxide (HfO,) films showed a uniform removal of the thin-fim materials from the substrate. This is in contrast to the isolated circular pits observed at longer wavelengths. This uniforni removal appeared to reproduce the beam profde contour quite closely. Noting this, the laser beam was purposefully distorted in the near field to produce random "hot spots" of energy in the far field, and the HfOz samples were subjected to damaging pulses. The damage sites were photographed through a Nomarski microscope and the complete intensity profiles were recorded with the OMA in the diagnostic path B. The comparison of an actual damage site with the vidicon output is shown in Fig. 4 . The contour lines of constant energy per unit area are drawn on the vidicon output. It is clear that the distributions are essentially identical and that areas of high material removal correspond to areas of highenergy deposition. This served as one of the checks to insure that the focal planes at locations (3) and (4) in Fig. 1 were equivalent. The vidicon allows real-time damage analysis with the same degree of accuracy as much slower photographic film techniques, and enables a very large amount of data to be taken in a short time [28] .
The laser system4 employed in the study has an Nd-YAG oscillator and preamplifier, while an Nd3+-doped silicate glass rod is used as a double-pass amplifier. Its TEMoo output has a maximum energy of 2 J in a 20 ns pulse. The laser was passively @switched with a saturable dye Bis-(4-dimethylaminodithiobenzil)-nickel (BDN) placed in the oscillator cavity. The output pulse length of the laser was controlled by the dye concentration and the cavity length of the oscillator. Two different mirrors could be rotated into and out of the beam path to afford a variation in cavity length. A short cavity with the proper dye concentration produced the nominal 5 ns pulse used in the experiments. A longer cavity produced 15-1 8 ns pulses in a stable and reproducible manner.
KDP nonlinear crystals were employed for frequency multiplication and had a conversion efficiency of about 20 percent. The second harmonic of 1.06 pm was produced by frequency doubling using a KDP crystal, and the third harmonic at 0.35 pm was produced by sum frequency generation using a second KDP crystal with the first. This crystal combined the fundamental (1.06 pm) and the second harmonic (0.53 pm) to produce w + 2 0 = 3 0 (0.35 pm). The fourth harmonic at 0.26 pm was obtained by frequency doubling the second harmonic. The temperature-stabilized crystals were angle tuned for index matching.
Samples
The thin-film target samples were mounted into a holder which allowed the samples to be rotated around an axis paral4Quantel Corporation Model NG-24B. le1 to the beam axis. In this way new sites on the target could be rotated into the beam path. The holder also had three-axis translational control so that the sample could be initially positioned and, once a circular ring was completely filled by laser shots, it could be moved to start a new row. For this experiment, a duplicated sample holder was made for the Nomarski microscope, which allowed the sample to be removed from the experiment and examined under the microscope for damage.
The thin-film materials used in the experiment were thorium fluoride (ThF4), calcium fluoride (CaF,), magnesium fluoride (MgF,), silicon dioxide (SiO,), hafnium oxide (HfO,), titanium dioxide (TiO,), aluminum oxide (A1203), zirconium dioxide (ZrO,), and magnesium oxide (MgO). These fdms were chosen based on their use as dielectric coatings in the visible range and because their range of ultraviolet (W) cutoffs (0.31-0.15 pm) permitted an evaluation of multiphoton effects. Each fim was deposited in five different optical thicknesses, which, at 1.06 pm, were Ih, 1/2h, 1/4h, 1/6X, and 1/8h, to within about -+lo percent.
The absorptance was determined by
where Tu and Ru are the transmittance and reflectance of the uncoated samples and Tc and Rc are the same quantities obtained after coating. This method was used to assess the film absorptance and, although the procedure employed is not the most sensitive technique, it allows one to rank fdms qualitatively. Each film was deposited by Perkin-Elmer on a fused silica substrate' in a cryogenic vacuum system. All substrates were polished in an identical manner and cleaned before film deposition. In addition to absorptance measurements, each fdm was characterized by residual stress, light scattering, and index of refraction at or near each of the four wavelengths. The data for each of the thin-film samples is given in Tables I-V. Fig. 5 shows a typical stress measurement made on each sample.
Prior to each damage experiment the samples were cleaned with spectral grade ethanol. An ethanol-dampened lens tissue paper was placed on the fdm and carefully pulled across the surface and the residual ethanol film was allowed to evaporate.
Damage mreshold Determination
Visual inspection for damage using a Nomarski microscope at 5OOX was employed to determine the onset of damage. Magnifications of up to 500X allowed sites less than 1 pm in diameter to be easily identified and located.
A single test run on a specific dielectric thin-film sample at one pulsewidth and wavelength consisted of between 25 and 30 laser irradiations with a plane-polarized beam, 3" off normal, in a one-on-one format. After the first damaging shot, the next five shots were distributed uniformly over a range from very low energy to an energy at which a visual plasma could barely be detected. The five sites were examined under the microscope and the highest energy at which no damage occurred and the lowest energy at which damage occurred were noted, The next five shots were placed within this range Suprasil type T20. where E, is the highest energy density at which no damage occurs and Ed is the lowest energy density at which damage occurs. The spread in threshold is taken as
The spread given by E, is usually taken as a semiquantitative measure of the statistical nature of the breakdown process, but some care must be taken in this interpretation. The principal ment, the vidicon response variation, and the measurement of the system magnification (spot size). These errors are expressed as fractional standard deviations and were 5, 7, and 5 percent, respectively. The fractional standard deviation (fsd) of the experiment can be determined from 6 (energy/area) energy/area where M = energy (E)/vidicon counts ( C ) and is the calibration factor for the vidicon. The functionf(M, C, x) for this experiment is where x is the effective element width, determined from the wire calibration. In using (4) it is assumed that the errors in M, C, and x are statistically independent. The final calculated fractional standard deviation was 13.1 percent.
The precision found in the damage thresholds by (3) was generally better than 13 percent. In fact, the average variation for the different materials ranged from 7.1 to 10.3 percent and the average for all of the materials was 9.2 percent. In this effort it was not possible to ascribe the variation of the breakdown threshold to the statistics of the damage, as opposed to the statistics of the experimental error.
111. RESULTS Since the tested films were deposited in different thicknesses and covered a wide range of indexes of refraction, the standing electromagnetic wave formed inside the films had to be considered. The equation for calculating the standing-field patterns has been given by Newnam et al. [ 2 0 ] . The calculated ratio of the peak internal field to the peak incident field was squared to obtain the ratio for the peak energies per unit area internal to and incident onto the film. The measured energy/ area incident onto the film was multiplied by this ratio to obtain the threshold internal energy densities shown in Tables experimental errors are those arising from the energy measure-VI-X. 9 6 The numbers shown after the data represent the spread in nal-field strengths, this film thickness dependence of damage the experimental data given by ( 3 ) in Section 11. The interpre-is unexplained. tation of these numbers was discussed at the end of the last AU of the fluoride films show a marked increase in damage section and should not be confused with the experimental threshold with decrease in fdm thickness. This phenomenon error, which was 13.1 percent.
is usually weaker and in some cases apparently nonexistent in Newnam [20] reported a dependence of the breakdown threshold of TiOz plms on film thickness. This dependence was attributed to the different field strengths in the films and the thresholds were found to correlate with the internal field strengths. It can be seen in the reported data for TiOz , which has been corrected for the internal-field strength, that there is very little difference in thresholds. The fact that the f i m thickness dependence of damage to TiOz disappears when the data is corrected for the internal-field strength would seem to support the conclusions of Newnam. However, an examination of all the data for the different fdm materials reveals that there remains an additional thickness dependence of damage in many of the materials after standing-field corrections are made. For example, at 15 ns and 1.06 pm, the 1/81 ThF4 fdm damage threshold is more than four times greater than the lh-thick fim. Since the data has been corrected for the interthe oxide films. For example, Al2O3, MgO, and SiOz all had a slight fdm thickness dependence of damage; however, Zr02, HfOz, and Ti02 showed essentially no dependence.
Damage Threshold Changes with Film Thickness
The film thickness dependence of damage is further complicated by changes in the laser wavelength and pulse length. AU of the data shows that the thickness dependence in fluorides is strong at 1.06 pm for 15 ns FWHM laser pulses and becomes progressively weaker at shorter wavelengths and pulse lengths. In fact, there is no thickness dependence in ThF4 at 0.26 pm for 5 ns pulse lengths. SiOz, A 1 2 0 3 , and MgO damage thresholds exhibited a weaker but similar trend with changes in wavelength and pulse length.
Damage Threshold Dependence on Pulse Length
The MgO and TiOz thin-film damage contain another important feature. There is essentially no laser pulse length dependence in the TiOz films at 1.06 pm; however, at 0.53 pm the damage threshold is higher for 15 ns than for 5 ns laser pulses. The MgO films behave the same at 0.53,0.35, and 0.26 pm in that they show a pulsewidth dependence at these wwelengths, but not at 1.06 pm.
The fluoride films show a much stronger dependence of damage on pulsewidth at 0.26 pm than the oxides. In fact d 2 O 3 , SiO, , and Zr02 film data indicate a weak laser pulsewidth dependence at 0.26 pm.
The only oxide films which exhibit a marked time dependence at 0.26 pm are MgO and HfO2.
Damage Threshold Dependence on Wavelength
The most important aspect of the data is the information relating a change in damage threshold with laser wavelength. In most cases the threshold drops as the laser wavelength decreases. There are a few exceptions to this observation; at 15 ns the l/8h (X = 1.06 pm) TiO, and the l/8h and 1/4h
MgO films do not decrease in damage threshold between 1.06 and 0.53 pm, but at 5 ns the damage thresholds of all the films decrease as the laser wavelength decreases. In no case does the threshold increase as one proceeds to shorter wavelengths.
The variation of damage threshold with wavelength can also be seen to be a function of the film thickness. For example, the 1/8h CaF, film decreases by a factor of about fifteen in going from 1.06 to 0.26 pm, whereas the l h film only decreased by a factor of about three. This phenomenon is seen to hold true for all of the materials except Ti02 (which was not tested at 0.26 pm), ZrO,, and MgO.
To summarize the observations made to this point, we can say that in general the films exhibit a thickness dependence on damage threshold which cannot be explained by the different internal electromagnetic fields in the films. This influence of the film thickness on damage is further affected by the laser pulsewidth and wavelength. This can be clearly seen in the data on the dependence of damage threshold on laser pulsewidth. The phenomenon has been reported in other research [3] , [ 191 , [2 11 -[ 251 . The present effort is unique in that a large number of different thin-film materials (nine) have been tested at two different laser pulsewidths over a range of different film thicknesses and wavelengths. The pulse length dependence is stronger for the fluoride films than for the oxide fdms. We note, for example, that at 1.06 pm the CaF, data show a consistent increase in damage threshold at all film thicknesses in going from 5 to 15 ns. The same behavior is less marked in the A1203, TiOz, MgO, or ZrO, data. The large matrix of data obtained should aid in evaluating the physical causes of the influence of laser pulsewidth on the breakdown threshold.
Observations on Damage Morphology
Material, wavelength, pulse length, and film thickness are all important parameters which have been observed to influence the damage threshold of thin films. There is another parameter which can be utilized to provide clues to the nature of the breakdown mechanism. This is the observation of the damage site morphology. In Fig. 6 a sequence of four damage sites for MgO is shown. Each photograph was taken on the same MgO film at the same magnification. The damage sites were produced by 5 ns laser pulses at wavelengths of 1.06, 0.53, 0.35, and 0.26 pm. The two most obvious features of the morphology are the decrease in damage-site size and increase in the number density of sites as the laser wavelength decreases. The same general behavior of the morphology was observed in all the thin films, although the change was not as dramatic in the oxide films as in the fluoride films, except for MgO.
At 0.26 pm, there was an additional change in the oxide film damage morphology. At the longer wavelengths the morphology was that of individual cratered sites, as shown in Fig. 6 . At 0.26 pm, the damage morphology became more uniform in appearance. The damage at 0.26 pm for A1203, SO,, HfO, , and ZrO, is shown in Fig. 7 . For completeness, the damage sites in ThF4 at different wavelengths are shown in Fig. 8 . The individual crater sites, which are evident in the damage at 0.26 pm, were observed for all fluoride films and MgO as opposed to the uniform and diffuse damage in the remainder of the oxide films tested.
An additional point concerning the TiO, films involves the absorption edge of bulk TiO, which is at 0.3 pm, close to the 0.35 pm laser radiation. It can be seen from the data that the damage threshold drops by more than an order of magnitude in going from 0.53 to 0.35 pm. The measured absorptance is a factor of four higher at 0.35 than at 0.53 pm; a similar change for the other oxides occurs between 0.35 and 0.26 pm. At 0.26 pm, the laser radiation photon energy is well past the absorption edge of TiO, and damage can be ascribed to linear absorption.
The damage morphology of Ti02 goes from single site to uniform morphology just as the other oxide films; however, in the case of Ti02, the change occurs at 0.35 pm rather than at 0.26 pm. The TiO, damage at 0.35 pm looks the same as the ZrO, damage at 0.26 pm shown in Fig. 7 . Between 1.06 and 0.53 pm TiO, films show the same decrease in damage-site size and increase in site density as the other materials.
Sumlptlrry of Observations
The observations made above can be summarized as follows: 1) In general, films exhibit a damage threshold which depends on film thickness in a way that cannot be explained totally by internal electromagnetic fields. 2) The fluoride films show a stronger dependence of damage threshold on film thickness than the oxide films.
3) For MgO and Ti02, the damage thresholds have no pulsewidth dependence at 1.06 pm but do at shorter wavelengths.
4) The damage thresholds of fluoride films show a stronger laser pulsewidth dependence than those of oxide films. 5) Zr02 damage thresholds have essentially no pulsewidth dependence at any wavelength.
6) There is essentially no film thickness dependence of damage in ZrOZ films. 7) A l 2 0 3 , Si02, and Zr02 damage thresholds exhibit little or no pulsewidth dependence at 0.26 pm.
8) MgO and HfOz damage thresholds have a marked time dependence of 0.26 pm.
9) The thin-film damage thresholds decrease with decreasing laser wavelength. 10) In general, the film thickness dependence becomes weaker at shorter wavelengths. That is, the decrease in damage threshold is more pronounced for thin films than for thick films .
ber density of damage sites increases with decreasing laser wavelength.
12) The change in site size with wavelength is not as pronounced for the oxides as for fluorides except in the case of MgO.
13) The damage morphology of most oxide films changes at 0.26 pm from individual craters to a uniform damage area.
14) The damage morphology of TiOz films changes at 0.35 Pm.
15) The damage morphology of the 1/6h(h = 1.06 pm)
HfOz film is the same at all wavelengths and looks similar to the 0.26 pm damage morphology of the oxides shown in Fig.   6 . Also, the damage threshold of the 1/6X HfO? is much lower than any other HfOz film.
IV. CONCLUSIONS
The damage thresholds of thin-film coatings to laser radiation represent a complex interplay among material properties, laser wavelength, pulsewidth, and film thickness, amongothers. Presented here is the first comprehensive self-consistent body of carefully obtained data on extremely well characterized samples. All of these many parameters are varied in such a way that the relative effect of each upon the damage threshold may be unambiguously assessed. This data should enable a rational test of competing theoretical models for pulsed laser-induced damage processes in dielectric thin films. We will test various theoretical models against this data in the following paper.
