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Abstract
Ablative thermal protection system (TPS) materials play a vital role in the design of
entry vehicles. Most simulation tools for ablative TPS in use today take a macroscopic
approach to modeling[1],[2], which involves heavy empiricism. Recent work[3] has sug-
gested improving the fidelity of the simulations by taking a multi-scale approach to the
physics of ablation. In this work, a new approach for modeling ablative TPS at the
microscale is proposed, and its feasibility and utility is assessed. This approach uses
the Direct Simulation Monte Carlo (DSMC) method to simulate the gas flow through
the microstructure, as well as the gas-surface interaction. Application of the DSMC
method to this problem allows the gas phase dynamics – which are often rarefied – to
be modeled to a high degree of fidelity. Furthermore this method allows for sophisticated
gas-surface interaction models to be implemented.
In order to test this approach for realistic materials, a method for generating artificial
microstructures which emulate those found in spacecraft TPS is developed. Addition-
ally, a novel approach for allowing the surface to move under the influence of chemical
reactions at the surface is developed. This approach is shown to be efficient and robust
for performing coupled simulation of the oxidation of carbon fibers.
The microscale modeling approach is first applied to simulating the steady flow of
gas through the porous medium. Predictions of Darcy permeability for an idealized
microstructure agree with empirical correlations from the literature, as well as with
predictions from computational fluid dynamics (CFD) when the continuum assump-
tion is valid. Expected departures are observed for conditions at which the continuum
assumption no longer holds. Comparisons of simulations using a fabricated microstruc-
ture to experimental data for a real spacecraft TPS material show good agreement when
similar microstructural parameters are used to build the geometry.
iv
The approach is then applied to investigating the ablation of porous materials
through oxidation. A simple gas surface interaction model is described, and an approach
for coupling the surface reconstruction algorithm to the DSMC method is outlined. Sim-
ulations of single carbon fibers at representative conditions suggest this approach to be
feasible for simulating the ablation of porous TPS materials at scale. Additionally,
the effect of various simulation parameters on in-depth morphology is investigated for
random fibrous microstructures.
v
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Chapter 1
Ablative Thermal Protection
System Modeling
This chapter provides an introduction to the state-of-the-art in the modeling of the ab-
lative materials used in entry vehicles. The first part will give an overview on the typical
models in use for engineering applications as of this writing. Then some background on
previous efforts into microscale modeling will be provided.
1.1 Introduction
Spacecraft thermal protection systems (TPS) must endure extreme aerothermal environ-
ments during atmospheric entry. There are many different TPS architectures depending
on the application, however most often on the forebody of the vehicle, an ablative TPS
material is used. Furthermore ablative TPS materials remain the only materials appli-
cable for ballistic entry. The central idea behind these materials is to relieve the heating
to the vehicle through sacrificial removal of the material. Figure 1.1 shows a section of a
core sample taken from the Stardust sample return capsule [14],[15]. Stardust was – at
the time of its entry – the fastest human-made object to pass through the atmosphere
with a velocity of about 12.6 km/s. The heat shield for the entry vehicle was made of
1
2the Phenolic Impregnated Carbon Ablator (PICA) [16] material.
Figure 1.1: Image of a core of PICA material taken from the Stardust sample return
vehicle [4].
Pyrolyzing ablators such as PICA are typically composed of a rigid refractory porous
medium, which is impregnated with an organic resin. In the case of PICA, the porous
medium is composed of carbon fibers. A Scanning Electron Micrograph (SEM) per-
formed under the current work of the carbon fibers used in PICA can be seen in fig.
1.2.
Figure 1.2: Scanning electron micrograph of the FiberForm material used in PICA.
3As the material is heated during entry, the phenolic decomposes and the gas pro-
duced by the pyrolysis is blown out through the porous medium and into the flow of gas
around the vehicle. As the material is heated still further, the carbon fibers themselves
are ablated from near the surface. Figure 1.3 shows a schematic of this process for a
PICA-like material.
Figure 1.3: Schematic of a typical pyrolyzing ablator.
There are a number of processes and effects during the ablation process which pro-
duce a desirable relief of the heat load delivered to the vehicle. First the chemical
decomposition of the resin is typically endothermic, thereby taking energy from the
flowfield change the phase of the resin and break its chemical bonds. Furthermore, the
ablation of the carbon reinforcement may also consume energy, particularly when the
temperatures are such that the material may sublime. Mechanical ablation through
erosion of the fibrous structure can also serve to relieve heating by transporting heated
material near the surface downstream and into the wake of the vehicle. Finally, the
blowing of pyrolysis gas products into the flow serves to displace the hot boundary
layer, moving it away from the vehicle, and providing further cooling effect.
4As one might expect, modeling the performance and behavior of spacecraft thermal
protection system (TPS) materials as they are exposed to these extreme conditions of
atmospheric entry is a very complicated, challenging, and inherently multidisciplinary
problem. In the next two sections, a brief overview of current modeling approaches
will be given, first focusing on so called “engineering” models, followed by some recent
efforts in microscale modeling.
1.2 Engineering Models
Historically, modeling of lightweight ablative TPS materials began in the 1960’s during
the Apollo program. One of the early computer codes which would end up being the
primary influence on virtually all modeling tools for spacecraft applications to come was
the Charring Materials Thermal Response and Ablation (CMA) code [17], [18]. This
code could solve for the thermal and ablative response of materials such as that seen
in fig. 1.3. The approach taken was to model the in-depth decomposition of the solid,
the in-depth thermal transport, and a surface energy balance. Later, a version of CMA
with a more robust implicit time integration scheme called the Fully Implicit Ablation
and Thermal (FIAT) response program was developed by Chen and Milos [1]. Both of
these codes – CMA and FIAT – are one-dimensional. Extensions into two-dimensions
(2-D) and three-dimensions (3-D) have been made with the Two-dimensional Implicit
Thermal response And ablatioN (TITAN) [19] and 3dFIAT [20],[21], respectively.
The in-depth thermal transport equation mentioned above is largely the same across
the main codes in use today, as are the decomposition equations, so they will be omitted
here. The surface energy balance (SEB) is an important component in all codes and
requires an assumption that will be challenged by results from the current work. The
SEB is written in many forms, and can include many different terms depending on the
material and level of fidelity. A simplified form of that found in typical ablator response
5codes is written as:
q˙cond,s = q˙conv + αq˙rad − σ
(
T 4w − αT 4∞
)
+ m˙chc + m˙ghg − m˙whw (1.1)
In this equation, the individual terms - from left to right - can be explained as follows:
heat flux conducted into the solid, convective heating from the flow field, radiative
heating from the flow field, net re-radiation from the surface, energy flux from recession
of the surface, energy flux from pyrolysis gas flowing to the surface, and energy flux due
to mass transfer to the flow field. The important aspect of this equation to note is that
the ablation of the char - embodied by m˙ - is accounted for only at the surface. This
assumption will be examined in greater detail in Ch. 4.
It is important to note at this point that in CMA-style codes (such as FIAT and
TITAN), the flow of pyrolysis gas products through the char layer, as seen in fig.1.3,
is not modeled directly. Rather, the gas is assumed to be instantly transported and
removed through the fluid-surface interface. Later attempts to improve these models
have often involved additional equations to account for the motion of pyrolysis gas
through the char, and these shall be discussed in further detail in subsequent sections.
Briefly, codes which include a model for the pyrolysis gas typically invoke some version of
Darcy’s Law to account for the hydrodynamic resistivity of the porous medium. There
are a number of authors and codes which have implemented various models of this type.
The CHarring Ablator Response (CHAR) code [22],[2] used by NASA Johnson Space
Center, and developed by Amar et al. solves – in addition to the equations discussed
above – a continuity equation for the pyrolysis gas. A similar approach has been taken by
Martin et al. [23],[24] in their Modeling of Pyrolysis and Ablation Response (MOPAR)
code. Both of these code share a similar heritage, and both use a Control Volume Finite
Element Method (CVFEM) to solver the governing equations.
A typical gas continuity equation found in these code, written in conservation law
6form, is as follows:
∂φρg
∂t
+∇ · (φρgug) = ω˙g (1.2)
Here, ρg is the density of the pyrolysis gas, φ is the porosity of the medium, ug is the
apparent velocity of the gas, and ω˙g is rate of mass production of pyrolysis gas due to
decomposition of the solid. This equation introduces two new unknowns, ρg and ug, but
only one new equation. Therefore, to close this equation set, the gas velocity is modeled.
This is most often done using Darcy’s Law, which may be written in its simplest form
as:
ug = −K
µ
∇P (1.3)
Here, we have introduced a material specific constant, K, which is the Darcy permeabil-
ity – in this case we have assumed a scalar value for K, although it may in principle be
a tensor. This equation simply says that the apparent gas velocity in a porous medium
is proportional to the pressure gradient. This relation was originally derived experimen-
tally by measuring the flow of water through beds of sand, however it was later proved
to be theoretically rigorous by Whitaker [25]. This equation for the gas velocity can be
substituted into the continuity equation (1.2) to get the following:
∂φρg
∂t
−∇ · (ρgK
µ
∇P ) = ω˙g (1.4)
We can make a further substitution by assuming the pyrolysis gas obeys the ideal gas
law: P = ρgRgT , which then gives us a continuity equation in terms of ρg and T . The
temperature, T , is computed based on the in-depth thermal transport equation which
is omitted here for the sake of brevity.
It should be noted that the validity of Darcy’s Law requires that the flow obey certain
assumptions. Most important is that the flow is microscopically in the Stokes regime.
More specifically, that the Reynolds number based on the microscopic fluid velocity
7and the mean pore diameter is much less than unity. There have been modifications to
Darcy’s Law that are meant to account for higher Reynolds number effects. Martin and
Boyd [26] investigated use of Forchheimer’s Law, a modification to Darcy’s Law which
is meant to account for inertial effects at the pore scale. One of the issues with this
approach is that it adds another coefficient, which in general must be experimentally
determined.
Further efforts have been made to add more fidelity by modeling the momentum
transport within the porous medium as a separate equation. Perhaps one of the first
examples of this is the work of Ahn and Park[27]. In their work, they add a momentum
transport equation to the energy transport, gas continuity, and solid decomposition
equations discussed above. More recently, Weng and Martin[28] as well as Chen and
Milos[29] have used a similar approach. In both cases the authors use Darcy’s and
Forchheimer’s Laws to account for the resistance of the porous medium to the gas flow.
This is done by including these two laws as “sink” terms in the momentum equation.
It is the opinion of this author at the time of this writing that approaches to modeling
the pyrolysis gas momentum transport – whether by a Darcy closure of the gas continuity
equation, or of the gas momentum equation – have yet to yield an increase in the
fidelity of material response predictions. This may be due in part to the fact that, as
mentioned above, all of these models require empirical coefficients that must typically be
determined experimentally, and are often based on limited data. Furthermore, there may
be questions as to the validity of invoking Darcy’s law under these conditions. One of the
aims of this is work to provide a means for numerically determining these coefficients,
which will be described in Chapter 3, as well as provide a framework for assessing the
validity of Darcy’s law under transient conditions and aiding in the development of
future models.
81.3 Microscale Modeling of Ablation
Thus far, the models discussed have all been of the volume-averaged variety, meaning
that they assume a continuous medium, and the effects of the microscopic irregularity
of the medium are modeled. Recently, some researchers have taken the approach of
modeling the materials at the microscale in order to gain insight into the complex
phenomena occurring in-depth, as well as to inform the closures found in the volume-
averaged models.
Much of the early numerical effort in this area was performed by research groups in
France who were primarily concerned with modeling the onset of surface roughness due
to ablation within rocket nozzles [30],[31],[32]. For these studies, a random walk algo-
rithm developed by Vignoles[33] was used to model the diffusion of reactant species to
the ablative surface. This approach was later refined and extended to three-dimensions
by Lachaud and Vignoles[5]. For these studies, the gas-surface interaction is modeled
by a sticking coefficient coupled to a simplified marching cubes algorithm[34] for moving
and tracking the gas-surface interface. A sketch of the random walk ablation techniques,
taken from [5], can be see in fig. 1.4.
9Figure 1.4: Illustration of the brownian motion technique employed by Lachaud et. al,
from [5].
It has been shown by Einstein[35] that the diffusion of a random walker due to
Brownian motion can be related to the Fickian diffusion coefficient for single species.
This random walk approach has been more recently applied to porous thermal protection
system materials used in entry spacecraft applications by Lachaud et al.[3]. Their work
was able to reproduce some expected morphologies for a PICA-like ablative material,
as seen in fig. 1.5 taken from [3] . One can see in this figure that the resin matrix has
recessed, and there is some thinning of the fibers near the surface. More importantly,
they showed that under certain conditions the ablation of the carbon reinforcement
occurred in-depth, and not just at the surface. Recall that most engineering material
response models treat ablation as a surface phenomenon. It was suggested by Lachaud et
al. in this paper that future engineering response models should account for volumetric
ablation occurring in-depth. This idea has begun to be explored by Martin[36], who
has proposed a volume averaged ablation model which accounts for the oxidation of
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cylindrical fibers. At the time of this writing, work is on-going toward validating this
type of model using flow-tub oxidation experiments [10].
Figure 1.5: Simulation of a PICA-like pyrolyzing ablator from [6].
One of the main limitations of the microscale modeling approach taken by Lachaud et
al. is that it is only rigorous for single component diffusion. This is due to fundamental
assumptions underlying the Brownian motion technique. Therefore its utility is mostly
confined to uncovering some broad physical phenomena – such as the volumetric ablation
idea – but will be extremely limited in its ability to simulate a realistic system. The
real system will include, among other things, many chemical species in the gas phase
which may react with one another. Additionally, the random walk approach is not able
to model convection, and therefore will not yield insight into the problems of porous
media flow detailed in the previous section. One of the primary objectives of the current
work is to address some of these limitations in the physical modeling.
Another aspect of this problem that was well-documented by Lachaud et al. [3] was
that the flow within the porous medium is often rarefied. The extent to which a flow
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is rarefied is typically described by the Knudsen number, which is defined as the ratio
between the mean free path of the gas to a characteristic length scale (Kn = λ/L).
Typically when the Knudsen number is greater than approximately 0.1 the Navier-
Stokes equations, which are based on a continuum assumption, are no longer valid. In
the case of a porous ablator, the small length scales (fibers diameters are typically in
the range of 1 to 10µm) that occur in the denominator of the Knudsen number are
what are responsible for the rarefied nature of the microscopic flow. Additionally, low
pressures in the early part of a entry trajectory while the spacecraft is still in the upper
atmosphere may result in further rarefication. An illustration of the Knudsen numbers
encountered by the heatshield for the Stardust entry vehicle discussed previous was
given by Lachaud et al. [3] and is shown in fig. 1.6. We can see from this plot that the
lowest Knudsen number (most continuum) encountered by the material was > 0.02, and
that the majority of the time, it is well within the transitional regime (0.1 < Kn < 100).
This suggests that modeling these flows will require a method which can account for a
range of Knudsen numbers, and be particularly effective in more rarefied regimes.
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Figure 1.6: Plot showing flow regimes encountered within the TPS of the Stardust entry
vehicle [3]
In order to address some of the aforementioned limitations with the previous work
on microscale modeling, the current work employs the Direct Simulation Monte Carlo
(DSMC) method to model the gas phase, and gas-surface interaction phenomena. DSMC
is a stochastic particle based method, which is valid (given sufficient computational
resources) for all Knudsen numbers. Additionally, the method inherently handles con-
vection, as well as many other physical phenomena that may need to be accounted
for.
1.4 Scope of this Work
The primary objective of this work is to develop a framework for performing simulations
of porous spacecraft TPS materials at the microscale, and to apply this framework to
simple case studies to assess its viability, as well its utility for informing macroscopic
models. Within the context of the pyrolyzing ablator (such as the one seen in fig. 1.3)
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the simulations presented in the current work can be thought of as focusing exclusively
on the “char layer.”
• Chapter 2 will provide an overview of the methodologies employed in this study.
It will begin with a brief introduction to the DSMC method, as well as the specific
code that is used in this work. Enhancements to the code specific to this work
will then be detailed. Additionally, the procedures used to generate artificial
microstructures is outlined. Finally, a new method for moving the fiber-fluid
interface is proposed.
• Chapter 3 will focus on the application of the method to characterizing the per-
meability of porous materials. Here the DSMC method’s ability to simulate gas
convection will be leveraged. Validation and verification simulations are performed
on idealized microstructures.
• Chapter 4 will focus on the application of the proposed methodology to ablating
microstructures. Here, the surface movement algorithm proposed in Ch. 2 will
be applied. The effect of the variation of various simulation parameters on the
evolution of the microstructure
• Chapter 5 will summarize the conclusions from the current work and address some
potential avenues for future work.
Chapter 2
Methodology
This chapter focuses on the methods used to study the ablation of porous spacecraft
TPS at the microscale. It begins with a brief overview of the DSMC method, as well
as the specific implementation used for this work. Modifications made to this code to
properly model subsonic boundary conditions are detailed. In addition to the discussion
related to DSMC, the method for generating microstructures, as well as for allowing the
surfaces to move are discussed.
2.1 The Direct Simulation Monte Carlo Method
The Direct Simulation Monte Carlo (DSMC) method originated with G. A. Bird [37]. It
is a particle method which directly solves for the motion and collisions of gas particles in
a flow. The DSMC method differs from Molecular Dynamics (MD) approaches in that
the collisions between particles are treated stochastically, while the particle trajectories
are treated deterministically in both methods. The other most significant difference
between DSMC and deterministic approaches is that particles in a simulation typically
represent a large number of actual molecules, atoms, charged particles, etc.. These two
aspects of the method combined make DSMC simulations much less computationally
expensive than MD simulations. However the underlying assumptions in DSMC place
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certain requirements on the size of the grid cells that are used for sorting of particles, as
well as on the time step over which the particle trajectories are integrated. Specifically,
the grid cells in the computationally mesh must be on the order of the mean free path
of the gas, and the time step must be on the order of the mean collision time of the gas.
It has been shown that the DSMC method produces solutions to the Boltzmann
equation [38], which can describe the transport processes in a gas in non-equilibrium [39]
and is valid for all Knudsen number that are of interest for entry modeling applications.
Because the DSMC method imposes the requirement that grid cells be on the order
of the mean free path, it has primarily heretofore been applied to the simulation of
rarefied flows. These are flows in which the Knudsen number is large. Most often
these applications have been centered on the simulating high velocity flow fields around
vehicles in the upper atmosphere where the density is low, and therefore the Knudsen
number is high due to the mean free path despite the length scales being potentially
large. For the applications to be discussed in the current work, the gas densities may
not be too low, however the small length scales involved give rise to high Knudsen
numbers. Because the Knudsen number scales roughly with the density of the gas, The
computational cost of a three-dimensional DSMC calculation scales roughly with the
cube of the density. Based on this, one can see how the cost of a DSMC simulation
quickly becomes intractable as the Knudsen number goes into the continuum regime.
Navier-Stokes solvers, by contrast, are indifferent to the density, though they are not
valid for high Knudsen numbers.
As the speed and availability of computational resources increases, the potential to
apply DSMC to lower Knudsen number problems increases. There have been several
notable efforts into parallelization of the DSMC method. Perhaps most notable are the
work of LeBeau [40], as well as Dietrich and Boyd[41].
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2.1.1 MGDS
The DSMC flow solver used for this work is the Molecular Gas Dynamic Simulator
(MGDS) code[42],[43], developed at the University of Minnesota. The MGDS code
is a parallel implmentation of Bird’s method, and has a number of desirable features
for simulating the types of flow which are of interest in the current study. One of
the advantages to using DSMC, and this code in particular, is the ability to handle
complicated geometries. The cutcell algorithm[7] developed for the MGDS code has
proven to be very robust. Figure 2.1 shows the surface mesh and cartesian cutcell grid
from an MGDS simulation of the MIR space station from [7]. This figure illustrates
the attractive feature that one can go directly from a CAD model of a surface directly
to simulation. This is contrast to CFD where often times a great deal of user expertise
is required to generate a volume grid, and very complicated or detailed geometries –
such as that in Fig. 2.1 – would be intractable. This feature is leveraged throughout
the current work, and the robustness in particular will be demonstrated in Chapter 5
when it is applied to simulating real microstructures obtained from X-ray computed
microtomography.
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Figure 2.1: Simulation of the MIR space station using the MGDS code [7] illustrating
the cutcell algorithm.
A second feature of the DSMC approach which makes it attractive for performing
microscale simulations of ablative TPS materials is relative straight-forwardness of the
boundary condition implementation. For DSMC, the treatment of the boundaries re-
quires less abstraction than for continuum approaches. Typically, continuum approaches
such as CFD require an assumption of equilibrium near the surface in order to define a
continuum flux. In DSMC, no such assumption is required. In principal, one can define
their gas-surface interaction model in terms of the state of the impacting gas particle,
or of the surface in a straight-forward manner. For the present work, the implemen-
tation in MGDS made the gas-surface interaction model to be detailed in Chapter 4
very straightforward, and facilitates the future implementation of more sophisticated
gas-surfaec interaction models.
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2.1.2 Subsonic Boundary Conditions
Low-speed flows, which are of interest in the current work, pose some challenges to the
DSMC method. This is in-part due to the fact that the most probable velocity for a gas
particle is typically very large compared to the mean flow velocity. From kinetic theory,
the most probably speed of a gas particle can computed from:
Cmp =
√
2RspT (2.1)
As an example, the most probable speed of molecular nitrogen at room temperature
is ≈ 422m/s. For porous media flows within TPS materials, bulk flow speeds of <
5m/s are typically encountered. Furthermore, the temperatures can be quite large
which will increase the molecular (or thermal) speed. Because the DSMC method is
statistical, in the sense that macroscopic quantities are averaged from the individual
particle properties, it can be difficult to obtain well-converged statistics. It could be
said that there is a “low signal-to-noise ratio.”
Because the flows that we are interested in are at very low-speed, we have also had
to implement subsonic boundary conditions. As mentioned previously, DSMC has his-
torically and most frequently been applied to high speed flow. In these cases, boundary
conditions are imposed simply by supplying high speed particles at the inflow bound-
ary, and deleting them at outflow surfaces. This is both very simple to implement, and
physically consistent for hypersonic flows.
For the subsonic inflow we have implemented the boundary condition proposed by
Wang and Li[44]. At the upstream boundary, both the inflow pressure, Pin, and the
inflow temperature, Tin must be specified as inputs. The gas number density, nin, is
then computed using the ideal gas law.
nin =
Pin
kTin
(2.2)
Two methods for determining the inflow velocity, uin, were explored. The first is using
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a simple zeroth order extrapolation of the interior information, as in:
uin = uj (2.3)
The index, j, refers to the value at the first interior cell. The second method invokes the
theory of characteristics to compute the inflow velocity based on pressure information
from the interior. The equation for the inflow velocity in this case is:
uin = uj +
Pin − pj
ρjaj
(2.4)
Here, a is the local sound speed, and ρ is the local mass density. In both cases, macro-
scopic values from the interior must be computed based on averages of particles to
compute the boundary condition. For example, the instantaneous velocity in a compu-
tational cell is calculated as the average of individual particle velocities in the cell, as:
u′ =
1
Np
Np∑
p=1
up (2.5)
As mentioned previously, subsonic flows pose a challenge due to the large thermal ve-
locities of the indivdual gas particles relative to the bulk speed of the gas. In order to
smooth out the fluctuations in the instantaneous sampled velocity, the subrelaxation
technique of Sun and Boyd[45] is employed. This essentially uses a weighted average
of the instantaneous velocity, with the previous sampled velocity. Thus the averaged
velocity at the current timestep is calculated as:
u¯n = θu′ + (1− θ)u¯n−1 (2.6)
Where u¯ is the averaged velocity component, and n is the time level at which it is
computed. The instantaneous velocity is given by u′. θ is the subrelaxation factor.
There is typically a trade here between smoothness and convergence, with a smaller
weighting value for θ resulting in a smoother average velocity, but greater number of
timesteps to reach steady-state.
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It was found that any differences between solutions produced by the two boundary
conditions were not discernible within the fluctuations of the of averaged flowfield –
typical ”steady-state” solutions still had residual fluctuations in the velocity of ≈ 5%.
Furthermore, large excursions of the instantaneous velocity during the transient could
sometimes lead to unbounded growth in the second inflow condition. Therefore, for the
remainder of the analysis, the zeroth order extrapolation approach is employed.
The outflow boundary conditions are prescribed according to the method of char-
acteristics as given by Nance et. al[46]. The outflow pressure, Pout is specified. The
remainder of the macroscopic properties must be computed using information from the
interior of the solution. This is done using:
ρout = ρint +
Pout − pint
a2int
(2.7)
uout = uint +
Pout − pint
ρintaint
(2.8)
Tout =
Pout
ρoutRsp
(2.9)
The implementation within the MGDS code is handled similarly to how one would
implement a boundary condition in a computational fluid dynamics (CFD) solver. In
a finite volume CFD code, the boundary conditions are typically imposed on so-called
ghost cells which lie outside of the computational domain such that when quantities
are reconstructed at the domain boundaries, the correct boundary conditions are im-
posed. Similarly, in the present implementation, computational cells are selected near
the boundary such that the correct boundary condition is imposed at a surface within
the domain, but sufficiently far from the geometry. This is illustrated in fig. 2.2.
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Figure 2.2: Illustration of the implementation of the inflow (left) and outflow(right)
boundary conditions on a cartesian mesh for a typical simualtion of a fibrous microstruc-
ture.
In these figures the cells in which the boundary condition is imposed are the green
cells. Because of the subsonic character of the flow, information must be obtained from
within computational domain in order to compute the proper conditions at the inflow
and outflow. This is done by sampling a layer of interior cells shown in this figure in
blue. Care must be taken with this type of boundary condition for massively parallel
DSMC solvers due to the fact that the current implementation is imposed on a cell-wise
basis, which requires information for adjacent cells, and therefore potentially gives rise
to inter-processor data dependencies.
2.1.3 Subsonic Validation for Microchannel Flow
Prior to simulating porous media flows, we first wish to verify that we have properly
implemented the specialized boundary conditions in each of the codes. To accomplish
this, we consider a microchannel flow. We have chosen the same setup as was used in
Cai et. al [8]. A schematic of the problem setup is presented in Fig. 2.3.
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Figure 2.3: Schematic for the microchannel verification numerical experiment[8].
The problem consists of a long narrow channel, with a prescribed pressure gradient
which drives the flow from left to right. By simulating this problem we may verify both
that the subsonic boundary condition for DSMC has been properly implemented, but
also that the slip wall boundary condition for CFD is correct. An analytical solution
exists for this problem, and we use the form presented in Cai et. al, which is given by:
u(x) =
1
2µ
dp
dx
(
y2 − H
2
4
−H2Kn2− σ
σ
)
(2.10)
In this equation, u is the streamwise velocity, dpdx is the streamwise pressure gradient,
and y is the spanwise location. The tangential momentum accommodation coefficient
(TMAC), σ, has been set to 0.85 for our problem. The TMAC gives the fraction of
gas particles which are diffusely (i.e. randomly) reflected from the wall, as opposed to
specularly. A TMAC of unity corresponds to a no-slip wall boundary condition.
Fig. 2.4 shows the results of this analysis. In this figure the color contours are
from DSMC, the solid lines are from CFD, and the dashed lines are from an analytical
solution. Qualitatively, we see good agreement between both methods and the analytical
solution. If we look at centerline profiles, as in Fig. 2.5, we also see very good agreement
with the computed pressure overlaying the analytical solution. The streamwise velocity
profile also gives very good agreement between methods and compared to the analytical
solution.
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Figure 2.4: Contour plot for the microchannel verification experiment. The lines are
from CFD, and the colors are from DSMC. The dashed line represents the analytical
solution.
Figure 2.5: Centerline profiles from the microchannel simulations. The left figure shows
the pressure, while the right figure shows streamwise velocity.
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2.2 Surface Generation
As we are proposing to improve the fidelity of material response modeling by simulating
the microstructure of the TPS materials, we must have a framework for generating
computational surface meshes which approximate the microstructures. To this end, we
have developed a code for generating random arrays of fibers, where we can control the
distributions of three-dimensional orientations, fiber diameters, bulk porosity, etc. This
code, henceforth referred to as FiberGen, represents the fibrous geometry as an array
of straight cylinders. Figure 2.6 shows an example of a surface generated using this
code. In this example, we have allowed the fibers to vary about a nominal radius, and
orientation. In the right figure, a density profile has been specified in the material to
emulate a porous material which has undergone in-depth ablation.
Figure 2.6: Demonstration of the capabilities of the fiber generation code. The geometry
on the right has undergone a prescribed “ablation.”
The primary user inputs are the dimensions of the domain to be simulated, and the
target bulk porosity. Figure 2.7 illustrates the algorithm used to build the geometry in
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FiberGen.
Figure 2.7: Illustration of the FiberGen algorithm in its current implementation.
The fibers created within the code have a hierarchical data structure where each
fiber is composed of many elements that subdivide the cylinder along its axis. Each
element in turn contains many triangles which are the surface representation used by
the DSMC code. An illustration of this hierarchy is presented in Fig. 2.8. Fig. 2.9
shows each of these types for a typical fiber output from FiberGen, with the figure on
left highlighting a single fiber, the middle, one of its elements, and the right, one of that
element’s triangles. These data structures are primarily used in allowing the surface
to recess. and will be leveraged to simulate the thermochemical ablation of the fibrous
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microstructure.
Figure 2.8: Hierarchy of the data structures used in FiberGen.
Figure 2.9: Illustration of the hierarchical types for the individual fibers. The figure on
the left highlights a “fiber,” the middle figure shows an “element,” and the figure on
the right shows a “triangle.”
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Algorithm 1 Generate a new random fibrous microstructure
1: procedure Generate New Mesh
2: {Lx, Ly, Lz} ← user specified doman size
3: nom ← nominal target porosity
4: {rnom, σr, θmax} ← nominal fiber radius, deviation, and maximum elevation angle
5: while porosity > nom do
6: generate random properties for a single fiber
7: compute the axial and radial vectors for the fiber
8: compute the distance to all of the domain boundaries along axial vector
9: if (Fiber intersects the inflow/outflow planes within the domain) then
10: cycle
11: end if
12: test to see if fiber intersects another fiber
13: if (Fiber intersects another fiber within the domain) then
14: cycle
15: else
16: compute rotation matrices for the fiber
17: create each of the elements for the fiber
18: pave each element surface with triangles
19: update the total volume of fibers within the domain
20: end if
21: update the bulk porosity
22: end while
23: write STL file of surface
24: write HDF5 file containing fiber and element data
25: end procedure
A more detailed description of the FiberGen algorithm as it is implemented within
28
the code can be seen in Algorithm 1. The user first inputs a domain size to be filled with
fibers. This domain must be a rectangular prism having edge dimensions of Lx, Ly, and
Lz. Then the user prescribes a target nominal porosity, nom. The bulk porosity, , is
defined as:
 = 1− Total Volume of Fibers
Lx × Ly × Lz (2.11)
Therefore, the initial porosity of the microstructure before any fibers have been gen-
erated is unity. A typical value for nom used in this work – and found in TPS mi-
crostructures – is 0.90. In addition the user prescribes the nominal fiber radius rnom,
the standard deviation of the fiber radius σr, and the maximum elevation angle, θmax,
with respect to the plane normal to the “pressing” direction.
The code then begins to generate random properties for a test fiber based on these
constraints (algorithm step 6). First a random point within the domain is selected
to “seed” the fiber, and act as its centroid. The radius of the fiber is assigned by
sampling a Gaussian distribution centered at rnom and having a standard deviation of
σr. Outliers are discarded if the they are greater that 5 standard deviations from the
mean. The three-dimensional orientation of the fiber is defined by two angles about its
centroid: referred to as the elevation and azimuthal angles. The elevation angle, θ, is
sampled randomly from a uniform distribution with end-point at ±θmax. The azimuthal
angle, φ, defines the fiber’s rotation about an axis parallel to the pressing direction of
the microstucture, and is randomly sampled from a uniform distribution from 0 to 2pi
radians.
Next, a unit vector aligned with the fiber axis, as well as one pointing radially out
from the axis, are computed and stored. These are denoted as aˆ and rˆ for the axial and
radial vectors, respectively, and are defined as:
aˆ =

cosθ
sinθcosφ
sinθsinφ
 , rˆ =

−sinθ
cosθcosφ
cosθsinφ
 (2.12)
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Then the distances along the fiber axis to each of the six planes that bound the
domain are computed using the following relationship from vector calculus:
di =
(xi − xc) · nˆi
aˆ · nˆi (2.13)
Here, xc and xi represent the centroid of the fiber, and any point on the target plane,
respectively. The subscript i denotes the plane for which the distance along the vector is
being evaluated. The two minima of the distances computed are assumed to be planes
of intersection within the domain. If the fiber intersects either the inflow or outflow
plane, this could allow simulation particles to get inside of the fiber, and thus these
fibers are discarded and a new fiber is seeded (algorithm step 6).
The next step is to test whether the new fiber intersects with any existing fibers in the
microstructure. This accomplished using a simple ray-tracing algorithm for a cylinder.
For any pair of cylinders, this requires their axial unit vectors, their radii, and any
point along their axis. These quantities are denoted as aˆi, ri, and xi, respectively. The
subscript i indicates the index of the fiber. For illustration purposes we will assume
the new fiber that is being tested is subscript 2, and the existing fiber for which we
looking for intersection is subscript 1. For the intersection test, the new fiber (i = 2)
is treated as the ray, and the existing fiber (i = 1) is the surface that may or may not
be intersected by the ray. In order to account for the finite radius of the new fiber,
its radius is added to that of the existing fiber. In other words we are now testing for
intersection of a ray, with a cylinder that has a radius equal to r1 + r2. For the case of
a cylinder, there is an intersection if the discriminant b2 − 4ac ≥ 0, where:
a = (aˆ2 − (aˆ1 · aˆ2) · aˆ1) · (aˆ2 − (aˆ1 · aˆ2) · aˆ1) (2.14)
b = 2(aˆ2 − (aˆ1 · aˆ2) · aˆ1) · ((x2 − x1)− (x2 − x1) · a1)) (2.15)
c = |x2 − x1 − (x2 − x1) · aˆ1)|2 − (r1 + r2)2 (2.16)
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If there is an intersection, then the solutions to the quadratic equation ax2 + bx+ c = 0
are the two distances along the ray from the centroid to the intersections with the
cylinder, as in:
xint =
−b±√b2 − 4ac
2a
(2.17)
Using this, the points of intersection in cartesian space are determined, and if these
points lie within the domain, the fiber is discarded, and a new fiber is seeded. If there
is no intersection, or if the intersection lies outside of the domain, the fiber is accepted.
At this point it is convenient to compute and store a matrix that will be used to
translate between the spherical reference frame attached to the fiber, and the cartesian
reference frame of the simulation domain. This is referred to as the cross-product matrix
and is defined as:
K =

0 −a3 a2
a3 0 −a1
−a2 a1 0
 (2.18)
This is utilized later on when triangles are generated on the surface of the fiber, where
it is necessary to rotate the a point on a radial vector for a fiber about the fiber axis.
This is accomplished using Rodrigues’ rotation formula, given as:
R = I + (sinθ)K + (1− cosθ)K2 (2.19)
The matrix R is a rotation matrix that can be used to rotate an arbitrary vector about
another arbitrary vector, in this case the radial vector for a fiber about its axial vector.
Following this step, the element data structures are built and populated with infor-
mation about the fiber. All of the individual element radii are set to the fiber radius,
r. The length of each element is specified by the user as ∆x. Therefore the volume of
each element can be computed as:
Velem = pir
2∆x (2.20)
The length of the elements at the end of a fiber (i.e. where it intersects a boundary)
are set such that the fiber axis terminates at the boundary. It should be noted that for
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fibers that intersect the boundary away from any corners, the volume of the element
of intersection within the domain remains as in Eq. 2.20 because the spurious included
volume is canceled by excess excluded volume. For elements whose surface may intersect
more than one plane this assumption will likely lead to an error in the volume calculation.
With all element volumes for the new fiber computed, the total volume of the fiber
can then be computed as:
Vfib =
∑
Velem (2.21)
The porosity is then recomputed including the new fiber, as:
 = 1−
∑
Vfib
Lx × Ly × Lz (2.22)
Once the target porosity has been met ( < nom), the code outputs two files for use in
the simulations. The first is an STL formatted file containing all of the triangle vertices
and face normals. This is the format used by the DSMC solver for surface files. In order
to generate all of the triangles for the STL file, using the circumferential grid resolution
specified by the user, the rotation matrix given by Eq. 2.19 is used to rotate the radial
vector rˆ about the axial vector aˆ. for each fiber in the geometry. For example, to place
a point on the surface of the fiber at a distance d from its centroid, the following formula
is invoked:
xsurf = xc + daˆ + rRrˆ (2.23)
Recall that R = R(θ); therefore by varying θ between 0 and 2pi, a circle of points is
generated on the surface, and the plane formed by those points is perpendicular to the
fiber axis.
The second file that is generated is an HDF5 formatted data file containing informa-
tion for all of the data structures; fibers, elements, and triangles. We employ the HDF5
file when performing simulations where the DSMC flow solver will modify the fibers
based on chemical reactions occurring at the surface. The code possesses the capability
to read the updated surface information, and reconstruct the surface based on this new
data.
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Algorithm 2 Update a fibrous microstructure using an HDF5 file
1: procedure Update a mesh
2: read fiber properties from HDF5 file
3: read update element volumes from HDF5 file
4: for all fibers do
5: compute the axial and radial vectors for the fiber
6: compute the distance to all of the domain boundaries along axial vector
7: compute rotation matrices for the fiber
8: construct updated elements
9: update the total volume of fibers within the domain
10: end for
11: update the bulk porosity
12: write STL file of surface
13: write HDF5 file containing fiber and element data
14: end procedure
Briefly, the algorithm for reconstructing the fiber geometry from the HDF5 file is
shown in Algorithm 2. It is not necessary to step through this algorithm in great
detail as many of the steps remain the same as those for generating a new geometry.
The method for reconstructing the surface for the individual fibers will be explained in
greater detail in the following section. The algorithm for reconstructing the geometry
is in many ways simpler because the tests used to determine fiber validity are no longer
required as they have been done when the microstructure was first generated. Thus,
rather than randomly generating properties and then testing them, the properties are
simply read from the HDF5 file. The main difference is in the construction of the
updated elements, which will now be discussed.
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2.3 Surface Reconstruction Approach
Performing coupled simulations of an ablating material requires that we have the ability
to move the surface as chemical reactions with the gas consume the solid material.
The method used to do this should be efficient and robust to handle the complicated
geometries under consideration. For this purpose, a simple method is proposed for
moving and reconstructing the fibrous microstructures used in the simulations.
Here, the methodology for moving and reconstructing the fiber surfaces is outlined.
For this method, the information needed to move and reconstruct the surface is con-
tained within the element structure within the hierarchy in Fig. 2.8. An example of a
segment of a fiber containing five elements is seen in figure 2.10.
Figure 2.10: Example of a fiber segment containing five elements.
Each element in this segment has a volume as illustrated in Fig. 2.11. Initially, before
the simulation is run, the volume of all the elements in a single fiber are equal.
Figure 2.11: Example of a fiber segment containing five elements, each having its own
volume.
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As the simulation progresses, collisions of simulation particles with triangles belonging
to each element can cause reactions which remove atoms from the fiber. This loss of
mass is converted to a loss of volume for the parent element. With this new volume
the radius of a cylindrical segment having the same volume as the element is computed.
This is illustrated in Fig. 2.12.
Figure 2.12: Previous example after having undergone some amount of mass loss. The
bottom figure illustrates how the new fiber is reconstructed based on the new element
volumes.
Each element is then reconstructed as a conical frustum where the two radii are equal
to the average of that elements effective radius and its neighbors effective radius. This
is illustrated in Fig. 2.13. Here, the five elements seen in Fig. 2.10 have all undergone
differing amounts of mass loss.
Figure 2.13: Previous example after having undergone some amount of mass loss. The
bottom figure illustrates how the new fiber is reconstructed based on the new element
volumes.
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The final reconstructed shape for this illustration can be seen in Fig. 2.14.
Figure 2.14: Previous example after having undergone some amount of mass loss. The
bottom figure illustrates how the new fiber is reconstructed based on the new element
volumes.
The volumes in this figures are denoted by a star to indicate that they are not necessarily
the same as those in Figs. 2.10 – 2.14. It is important at this stage to note that the
true volume based on the initial construction and the gas-surface interaction from the
simulation is always retained, and is what is operated on during the simulation. In this
way, it is insured that mass is conserved, even if there is small error in shape of the
surface. Thus the the mechanism whereby the error may manifest itself in the physical
solution is in the surface area, and the collision cross-section of the fiber. As will be
shown later, the error in the reconstructed volume remains very small throughout. That,
in concert with rarefied and stochastic nature of the flow and simulation respectively
leads us to assume that the effect of this error on the solution is negligible.
To better visualize how this looks when applied to a complicated microstructure,
we present an example seen in Fig. 2.15. Figure 2.16 shows the region highlighted in
the red box in Fig. 2.15. The image on the left is of the initial geometry prior to the
beginning of the simulation. The image on the right shows the same region after it
has undergone some mass loss due to ablation, and been reconstructed according to the
algorithm described above. One can see that the fiber in the center of the image has
thinned and no longer has a uniform cross-section.
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Figure 2.15: Example microstructure which will be used to demonstrate the implemen-
tation of the surface motion approach.
Figure 2.16: Highlighted area from the figure above. The figure on the left shows the
virgin microstructure in the highlighted area. The figure on the right shows the same
area after it has undergone some loss of mass due to ablation.
It is important to note that one limitation of this approach is that the fibers will
always remain axisymmetric, regardless of an asymmetry in the ablative flux at the
surface. We know from scanning electron microscope (SEM) images of oxidized carbon
preform[10] that ablation at the microscale can be non-uniform, and is often character-
ized by ”pitting” of the surface of the fibers. This type of morphological changes will
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not be captured using this method.
Using a method like this does have the advantage of being efficient and robust.
Determining the shape parameters for each element – namely the two radii – only
requires evaluating an algebraic expression. There is no linear system, look-up table, or
partial differential equation (PDE) to solve. Additionally, the information required to
define the surface is relatively lightweight given that one only is required to store a scalar
(the volume) for each element in the microstructure. Furthermore, one is guaranteed to
always have a closed surface, and it can handle topological changes by simply removing
elements (giving them zero volume).
2.3.1 Assessment of Error in Surface Reconstruction
Since the actual volume of a particular fiber is always known, it is straightforward to
directly characterize the error in the volume associated with the reconstruction approach
posed in the previous section. Figure 2.17 shows the percent error in the reconstructed
volume compared to the “actual” volume for a simulation of the oxidation of a single
fiber. The details of this simulation will be discussed in greater detail in Chapter 5.
For now, it is sufficient to say that for these simulations the fiber begins as a straight
cylinder; as it ablates it takes on a “needled” shape, before being ablated completely.
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Figure 2.17: % error in the reconstructed volume for a single fiber ablation simulation
at three different grid resolutions.
In this figure, the error for three different mesh resolutions has been plotted. As
discussed previously, the actual volumes of the elements are always retained, so we can
then determine the error in the volume of the reconstructed fiber as:
%Error in V olume =
∣∣∣∣∣1−
∑elements Vreconstruction∑elements Vactual
∣∣∣∣∣× 100 (2.24)
Based on these analyses three different error regimes are identified. The error tends to be
the highest at the beginning of the simulation – labeled here as the “initial transient.”
This is likely due to highly skewed cylinders that occur near the top of the fiber at
the early onset of ablation. After this initial transient, the fiber assumes a pointed
configuration which remains self-similar for some time as the ablation proceeds. This is
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labeled here as the “steady-state ablation” regime, and has the lowest error associated
with it. Finally, as the fiber is nearly completely ablated, the effect of the overlap of
the fiber with the domain boundary results again in skewed elements. This results from
the interpolation scheme that holds the radius of the element cross-section that lies
outside the domain constant, until the element has ablated completely away. Overall,
however, the error is quite small and bounded in all cases and all regimes (< 0.5%), and
therefore it is concluded that this approach has acceptable accuracy, given its underlying
assumptions.
Chapter 3
Permeability of Porous
Microstructures
The first aspect of ablative TPS modeling that this methodology is applied to is the
transport of gas through the porous medium of the material. As discussed in Chapter
1, the flow of pyrolysis gas through the TPS microstructure is not often modeled in
engineering codes. Typically, when it is modeled, it is done using simple closures which
may not be valid for the flows of interest in ablative TPS modeling. The microscale
approach developed in the present work may hold promise in developing and assessing
models for pyrolysis gas flow through the porous medium. This chapter will first seek to
validate the approach on idealized geometries for which there are empirical relations in
the literature, as well as through comparison to computational fluid dynamics (CFD).
Then the method will be applied to more realistic microstructures relevant to spacecraft
TPS modeling, and compare to existing experimental data.
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3.1 Permeability of Square Arrays
3.1.1 Problem set-up
In order to begin to validate the microscale approach which is the subject of the present
work to modeling porous media convection, we simulate the flow through simple reg-
ular arrays of cylinders. This class of problem has been studied extensively in the
literature[47], where one can find many analytical and empirical relations. In addition,
due to its simplicity, as well as two-dimensionality, this configuration affords us the
opportunity to simulate the flow in the continuum regime using DSMC, which would
otherwise be prohibitively expensive on complex microstructures. This will demonstrate
that we have consistency between different numerical techniques, as well as consistency
between this approach and relations in the literature. Typically, these relations attempt
to relate the Darcy permeability (Darcy’s law, and its variants, are ubiquitous in mod-
eling flow through porous media) of the cylinder matrix to its porosity, which is defined
as the ratio of void space to the total volume of the matrix. Later, when attempting
to model more realistic materials, we will use a different convention. Here, however, we
adopt this convention for the sake of comparison. These relations often use the simplest
form of Darcy’s law to define the permeability. The form is given by the following:
U = −K
µ
∇p (3.1)
Here, K is the Darcy permeability tensor, µ is the kinematic viscosity of the fluid, and
∇p is the gradient of pressure in the material. U is referred to in the literature as the
superficial velocity vector, and is defined as:
U =
1
V
∫
Vf
udv (3.2)
Where V is the total volume of the material, Vf is the volume of fluid in the material,
u is the microscopic fluid velocity vector in the pores, and dv is the differential fluid
volume element. A consequence of Eq. 3.1 is that the superficial velocity vector is always
aligned with the direction of the pressure gradient.
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For this analysis, we have chosen the empirical relationship between the permeability
and the porosity given by Lee and Yang[9]:
K
d2
=
3(− 0.2146)
31(1− )1/3 (3.3)
This equation gives the permeability, K, normalized by the square of the fiber diameter,
as a function of the porosity. We have chosen to adopt this fit, which was derived from
finite element calculations, because it is valid nearer to the range of porosities that will
be most relevant to our investigation of more realistic materials. By contrast, analytical
solutions to this flow in the literature typically require a very high, or very low porosity
assumption.
Figure 3.1 shows a schematic of the computational setup for this analysis. It consists
of an infinite array of parallel cylinders, having a diameter of 10µm. We vary the porosity
from 0.5 to 0.8 by varying the inter-fiber distance. The simulated domain is shown here
in red.
Figure 3.1: Illustration of the computational setup for the simulations on square arrays
of cylinders.
At the boundaries, a symmetry boundary condition is applied at the top and bottom
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of the domain. In a DSMC code, this means that particles which strike the symmetry
surface are reflected specularly. Technically, in both the DSMC simulations and the
CFD simulations, the domain is three-dimensional, even though physically the problem
is two-dimensional. Therefore, symmetry boundary conditions must be applied on the
two boundaries normal to the page in Fig. 3.1. It should be noted that, given that the
microstructure for this simple case is periodic, it may be more appropriate to employ
a periodic boundary condition at the top and bottom boundaries. However, extending
this to non-trivial microstructures – as will be examined in subsequent sections – was
deemed prohibitively complex. Thus a symmetry boundary condition is deployed in all
cases. Subsonic boundary conditions, as described in Sec. 2.1.2, are applied at both the
inflow and the outflow. The interaction with the walls of the cylinder are modeled by
a Maxwell slip wall condition[48] in the case of CFD. and by a diffuse wall[37] in the
case of DSMC. In both cases, we use a tangential momentum accommodation coefficient
(TMAC) of 0.85. The pressure differential across the domain, from left to right, is held
constant at 1 kPa. The temperature at the inflow in all cases is 300 K. The inflow
and outflow pressures are varied in order to examine the effect of the Knudsen number
on the permeability. The matrix of run conditions for this investigation can be seen
in Table 3.1. Note that these pressures and temperatures are not representative of
those experienced by a spacecraft TPS during atmospheric entry. In general, those
temperatures would be much higher while the pressures would likely be lower. Both the
raising of the temperature and lowering of the pressure produce larger mean free paths,
making them more amenable to simulation with the DSMC. The simulations shown in
this section are either continuum or very near to it, and are only made tractable for
simulation using DSMC by the two-dimensionality of the problem.
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 ∆p [kPa] Pinf [kPa] Pout[kPa] T [K] Kn
0.50, 0.65, 0.80 0.1 6.65 6.55 300 1.00
. . 66.5 66.4 . 0.10
. . 133.1 133.0 . 0.05
Table 3.1: Test matrix for the square array calculations.
3.1.2 Results for square array
Figure 3.2 shows contours of u velocity for a typical simulation of this problem. The
top half of the figure shows contours from DSMC, and the bottom is from CFD. The
Knudsen number for this simulation was 0.005 based on the fiber diameter, putting
it in the slip-flow portion of the continuum regime. The grid cells seen in the DSMC
simulation are sized to match the mean free path of the gas. Qualitatively, we see good
agreement between the two methods in a regime for which they should both be valid.
Figure 3.2: Contours of u velocity for the square cylinder array configuration for both
DSMC (top), and CFD (bottom).
Figure 3.3 shows the results from the analysis of the square array configuration at
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several porosities, as well as Knudsen numbers. The plot shows the Darcy permeability
normalized by the square of the fiber diameter, K/d2, for porosities ranging from 0.5 to
0.8. We also plot results for various Knudsen numbers to examine the impact of rarefied
gas effects on the permeability.
Figure 3.3: Normalized permeability versus porosity for various Knudsen numbers, from
both DSMC and CFD. The empirical relation from Lee and Yang[9] is shown by the
dash-dot line.
The results from these simulations, both CFD and DSMC, show very good agreement
with the empirical model from Lee and Yang[9] for continuum and velocity-slip regime
Knudsen numbers. For a Knudsen number of 0.1, which lies firmly in the transitional
regime, we observe divergence from the model, as well as divergence of the two numerical
methods from each other. This indicates that rarefied flow effects tend to increase the
permeability of a material. This is consistent with intuition as slip near the wall results
in reduced losses due to shear stress.
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3.1.3 Results for random array
Figure 3.4: Plot showing the permeability of a random array of two-dimensional cylin-
ders compared with the square array.
Finally, in Fig. 3.4 we begin to examine the effect of microstructure on permeability
for the case of two-dimensional cylinder arrays. Here, we compare CFD and DSMC
simulations of the square array to randomly placed cylinder arrays that have the same
porosity. It is difficult to discern between the DSMC and CFD lines in this plot as they
lie nearly on top of one another. For these cases, we have used continuum Knudsen
number conditions. From this plot we can see that, for these cases, using a random
array of cylinders decreases the permeability of the matrix. This is to be expected as
the path that the typical fluid element must take through the matrix becomes more
tortuous when the complexity of the arrangement is increased from the simplest case.
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3.2 Permeability of Carbon Preform
Having demonstrated agreement between this approach and a literature model for a
highly idealized porous medium, we now turn our attention to more complex microstruc-
tures. Here, we will use the FiberGen tool described in chapter 2 to generate fibrous
microstructures which better approximate those found in spacecraft TPS materials. In
particular, we would like to apply the computational approach to estimating the per-
meability of the FiberFormr. This material is used as the preform in the Phenolic
Impregnated Carbon Ablator (PICA)[4],[49] material used on many entry vehicles to-
day. It consists of carbon fibers with diameters of ≈ 5 to 6µm. Fig. 3.5 shows a scanning
electron micrograph (SEM) of FiberFormr from Panerai, et al.[10]. One thing to note
from this image is that – although the fibers themselves are ≈ 5 − 6µm in diameter –
in processing they tend to stick together to form bundles which have a larger effective
diameter. This will become important in later comparison.
Figure 3.5: Scanning electron micrograph (SEM) of a FiberFormr sample [10].
Marschall and Milos[11] performed permeability experiments on FiberFormr using a
flow-tube apparatus. These experiments involved forcing air flow through a cylindrical
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plug of the material, and measuring the pressure upstream and downstream of the
sample. A diagram of the experimental apparatus from their paper is seen in Fig. 3.6.
Figure 3.6: Diagram of the experimental apparatus used in the FiberForm permeability
experiments [11].
For the analysis in the paper they used the following form of Darcy’s law:
m˙ = −piAM
µRT
KP
dP
dx
(3.4)
Where A is the cross-sectional area of the sample, M is the molar mass of the gas, R is
the universal gas constant, T is the temperature of the gas, and P is the pressure. The
permeability K in their analysis takes the Klinkenberg form, and is defined as:
K = K0(1 + b/P ) (3.5)
This form contains an additional parameter from the standard form - the constant b.
This additional term, they assert in their paper, represents the relative importance of
rarefied gas effects on the permeability, whereas the standard Darcy permeability, K0,
is determined primarily by the microstructure geometry. In their data reduction, they
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define a permeability constant F given by:
F =
µm˙TL
AM∆P
= K0(Pav + b) (3.6)
With Pav being the average pressure across the sample, and ∆P being the pressure
difference across the sample. In their analysis, they found exceptionally good fit between
this relation and their data, and we adopt this convention for the remainder of this
analysis.
For the current analysis, many random fiber geometries were generated. Both the
nominal fiber radius and the the nominal fiber elevation angle have been varied in
order to examine the sensitivity to these parameters. For all cases presented, the nom-
inal porosity was held constant at 0.9. Subsonic inflow and outflow conditions were
prescribed (as described in Sec. 2.1.2) such that the pressure difference was held nom-
inally to ≈ 100 Pa. Average pressures ranged from 300 to 2000 Pa. At the spanwise
boundaries, we have imposed symmetry conditions. It should be noted that periodic
conditions would be more consistent with the assumptions for this problem, however the
difficulty of creating a truly periodic microstructure was considered prohibitively com-
plex for the current work. Instead, we will attempt to mitigate any inaccuracy caused
by this assumption by selecting a domain size which minimizes this effect. Figure 3.7
shows a typical domain and microstructure from the simulations in the remainder of
this chapter.
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Figure 3.7: Illustration of the set-up for the FiberForm permeability simulations.
It would not be tractable to simulate a geometry with the same dimension as the
experiment. This should not be necessary, as the materials should be fairly homoge-
neous. However, it is important to ensure that a large enough volume to constitute
a valid representative volume element (RVE) is simulated. Therefore, three different
domain sizes having spanwise dimensions of 50, 75, and 100 µm have been simulated.
For these cases, a nominal average pressure of 450 Pa has been used. Fig. 3.8 shows
flowfield visualizations for the three different domain sizes.
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Figure 3.8: Flow visualizations for the flow through FiberFormr-like material for span-
wise domain sizes 50µm (top), 75µm (middle), and 100µm (bottom). Pressure difference
is ≈ 100Pa. Contours are of u-velocity with units of m/s.
The size of the domain should be such that it does not affect the permeability. In
order to account for variability in the randomly generated geometries, four separate
geometries at each domain size have been simulated. Fig. 3.9 shows the effect of the
domain size on the permeability parameter F . The shaded area in this plot represents
the standard deviation, and the line approximates the mean of the permeability. It is
observed here that increasing the domain size tends to increase the permeability. Further
investigation is required to fully determine the reason for this, but it is likely due to the
flow “finding” larger pores in the larger domain size. It can be seen in Fig. 3.8 that the
larger pores have higher flow velocities, possibly resulting in higher mass fluxes through
the bulk. Additionally, there seems to be less scatter for larger volumes. This is easily
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explained as the smaller domain will be much more sensitive to random variability in
the size and orientation of the individual fibers.
Figure 3.9: Effect of domain size on permeability for Pavg of about 450Pa. The shaded
area approximates the standard deviation envelope of the different runs at each size.
As can be seen in Fig. 3.5, the actual microstructure of FiberFormr is too complex
to be readily defined by a few parameters. For example, it is apparent that, in reality,
the fibers tend to group together into bundles. Therefore, perhaps one should use the
average bundle diameter instead of the fiber diameter when generating analog surfaces.
Furthermore, it is known that FiberFormr is orthotropic due to the manufacturing
process where the fibers are pressed into billets. Due to this pressing, fibers have a bias
toward being oriented perpendicular to the pressing plane.
In FiberGen, one can prescribe a range of fiber angles relative to the pressing plane.
In order to assess the sensitivity of the permeability to this parameter, many different
random microstructures with fiber angle ranges of 15 and 25 degrees have been simu-
lated. Simultaneously, for these simulations, the nominal fiber diameter as well as the
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average pressure are also varied. Fig. 3.10 shows the permeability for several cases hav-
ing average pressures ranging from 300 Pa to 2000 Pa. In this plot, a weak sensitivity to
the fiber angle over this range is observed, with the tendency being for increasing fiber
angle relative to the plane perpendicular to the flow to increase the permeability over
this range of angles. This relationship is consistent with intuition as the projected area
of the fibers onto the pressing plane (perpendicular to the flow) is smaller as the angle of
the fibers relative to this plane is increased. In other words, as the fibers become more
aligned with the flow, the drag is decreased. The large amount of scatter observed in
this plot indicates that the sensitivity to the other parameters varied in these simulation
is greater than that to the fiber angle.
Figure 3.10: Effect of range of fiber orientations on permeability for Pavg across all
pressures.
Ultimately, we wish to compare the results of these simulations to the data presented
in Marschall and Milos[11]. Fig. 3.11 shows the results of our simulations for three
different combinations of fiber radius and angle relative to the pressing plane, compared
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to the four curve fits presented in Marschall, et al.. For the experiments, they ran four
different samples in order to account for manufacturing variability in the material.
Figure 3.11: Plot showing results from simulations compared to the curve fits from the
experiments of Marschall and Milos[11].
As can be seen in this plot, there is a significant variability between the first two
specimens and the second two. There is no explanation for this difference, beyond
quality control in the FiberFormr manufacturing process in the 1990’s when these
experiments were carried out. Due to the scatter in these curves, it is difficult to form
definitive conclusions about the results presented here. However, we do observe that
the results of the computations agree much better with the second two experimental
runs, both in magnitude and trend. Furthermore, it is difficult to draw conclusions
regarding the sensitivity to fiber radius from this plot. However, if we look at the two
fiber radii simulated in isolation, as in Fig. 3.12, we can see that the larger fiber radius
shows overall better agreement with experiment, perhaps suggesting that it is more
appropriate to base the effective diameter on that of a fiber bundle rather than that of
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an individual fiber.
Figure 3.12: Plots showing computed permeability compared to experiment for two
nominal fiber radii: 4 µm (left) and 5 µm (right).
Chapter 4
Ablating Microstructures
In this chapter, simulations are presented which leverage the mesh surface motion tech-
nique developed in chapter 2 in order to allow the material to recede under the influence
of thermochemical ablation. The feasibility of using this approach at realistic condi-
tions is assessed. Additionally simulations are performed on fibrous microstructures
that provide insight into the phenomenon of oxidation within porous media.
4.1 Single Fiber Studies
This section details the algorithm for coupling the previously detailed surface represen-
tation and reconstruction approach to the DSMC solver, and calculations are performed
on single fibers using reaction rates from the literature.
4.1.1 Coupling Approach
Using the algorithm for moving the surface detailed in chapter 2, we can now perform
simulations where the motion of the fiber surface is coupled to the gas-phase solution
computed from DSMC.
Briefly, the algorithm for performing a coupled simulation is as follows. First a “vir-
gin” microstructure is generated with user prescribed characteristics using the FiberGen
56
57
code detailed in chapter 2. The surface is then cut out of the three-level Cartesian mesh
generated by MGDS, and the solver is run for some time. During the simulation, the
number of surface atoms that are removed due to gas-surface reactions are tracked. Once
there has been significant amount of material lost due to ablation, or at a user specified
interval, the surface is updated using the method described in the preceding section.
The updated surface is cut out of the cartesian mesh, and the simulation continues. A
diagram of the simulation algorithm is shown in Fig. 4.1.
Figure 4.1: Illustration of the algorithm used for performing coupled simulations.
In the case of the simulations presented in the current study, the surface is updated
after a specified number of time steps, referred to as the coupling interval. In a subse-
quent section the effect of the choice of coupling interval will be examined. Figure 4.2
shows example visualizations of a simulation which uses this coupled approach. In this
case, there is single carbon fiber which is undergoing diffusion limited oxidation. This
test problem will be examined in greater detail in subsequent sections.
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Figure 4.2: Example visualizations of a single carbon fiber undergoing diffusion limited
oxidation.
4.1.2 Gas-Surface Interaction Modeling
In DSMC, the implementation of gas-surface interaction models is relatively straight-
forward. That is it involves determining what to do when a simulation particle strikes
a surface, in our case a triangle. In the case where there is no gas-surface chemistry, a
diffuse reflection approach is typically imposed[37]. In the case of a fully diffuse surface
boundary condition, the particle bounces off the surface in a random direction with a
velocity sampled from a Maxwell-Boltzmann distribution centered about the tempera-
ture of the wall. We say then that the particle, after it has been reflected, is thermally
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accommodated to the wall.
For treating chemical reactions at a surface, the simplest gas-surface chemistry model
then involves determining the probability that when a particle strikes the surface, it
will react with the surface. In principal, one can apply an arbitrary level of sophis-
tication to determining this probability. Currently, this is an active area of research
with researchers investigating methods for using molecular dynamics (MD) simulations
to derive reaction probabilities based on the incident energy and angle of the particle
[50]. The methodology presented in this work is developed in such a way that it can
use inputs from these state-of-the-art approaches as they become available.
For the present study, two oxidation pathways are investigated separately. The first
is the oxidation of carbon by molecular oxygen given by the following chemical equation:
O2 + C(s)→ CO2 (4.1)
The second is the oxidation of carbon by atomic oxygen as in the following chemical
equation:
O + C(s)→ CO (4.2)
Illustrations of these two mechanisms cant be seen in figure 4.3, which shows an incident
reactant particle striking a simulation surface triangle to produce either CO or CO2.
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Figure 4.3: Illustration of the two heterogeneous reactions used in this work. The left
figure depicts the oxidation of carbon by atomic oxygen, and the right is by molecular
oxygen.
In hypervelocity flows such as those found in spacecraft entry applications, atomic
oxygen can often be found in abundance in the shock layer, as well as the boundary
layer, therefore this is an important mechanism in understanding the ablation of TPS
materials. The reaction probabilities provided by Park[12], [13] are used in the following
simulations. They are provided in the papers as functions of the wall temperature, Tw.
For the oxidation of carbon by molecular oxygen the probability is given as:
α =
1.43× 10−3 + 0.01 exp(−1450/Tw)
1 + 2.0× 10−4 exp(13, 000/Tw) (4.3)
And for atomic oxygen, the probability used is:
α = 0.63 exp(−1160/Tw) (4.4)
It is important to note a couple of things about these probabilities before we continue.
The first is that the probability for the atomic oxygen pathway is technically given
as the probability of adsorption of atomic oxygen to form surface CO. This reaction
will still consume gas-phase oxygen as well as surface carbon in the same proportions,
however in the present study we do not model the subsequent desorption of CO from
the surface, but rather release the CO molecule instantaneously. The second thing to
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note is that the probabilities provided by Park are derived from experiments performed
on graphite at the macroscale. Therefore the probabilities can be interpreted to account
for both the atomistic chemistry at the surface, but also the effect of microscopic surface
roughness. For example, if the surface of the experimental specimen was rough, this
could be expected to augment the probability of surface reaction above what one would
expect from purely chemical considerations. However, the aim of this work to assess
the feasibility of performing these simulations with the best available models; seeking
higher fidelity gas-surface models is an active area of research, but is beyond the scope
of the current study.
To better understand the relative magnitude and behavior of these two equations,
they are have been plotted over the range of temperatures relevant to this study in
figure 4.4. The dashed-dot lines in this figure show the two temperatures that will be
investigated in the following section. The dashed line in this figure shows approximately
the temperature at which sublimation - that is the direct phase change of solid carbon
to gas - becomes the dominant ablation mechanism at the pressures under consideration
here. The most important thing to note about this figure is the relative magnitudes
of the two probabilities. There is a roughly two order of magnitude increase for the
probability of oxidation by atomic oxygen versus molecular oxygen.
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Figure 4.4: Reaction probabilities from Park [12],[13] as a function of temperature.
The location of the 800K case and the 1300K case are shown by the dash-dot lines.
The dashed line illustrates the approximate temperature at which sublimation becomes
important at these conditions.
To gain further intuition about the thermochemistry of the carbon-oxygen system,
an equilibrium calculation was performed using the Gibbs free energy minimization
procedure used by the Chemical Equilibrium with Applications (CEA)[51] code. The
results of this are shown in figure 4.5. The output of this calculation gives us relative
molar concentrations of each of the prescribed species for a given temperature and pres-
sure. In this case, the species that were input were O, O2, CO, and CO2, as well as two
gaseous carbon species, C and C2. It should be noted that C3 is another predominant
species at high temperatures. This species was omitted from this calculation, but as our
primary interest in this work is oxidation at temperature well below the sublimation
temperature of carbon, its omission is not likely to effect the results.
Again, in this figure, the two temperatures that will be investigated in the following
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section are shown by dashed-dot lines. It is clear from this plot that there is a tempera-
ture at which the dominant product species in the gas phases transitions from being CO
to CO2. This temperature corresponds roughly with the equilibrium temperature of the
so-called Boudouard reaction [52], which serves to regulate the the relative amount of
CO/CO2 in the gas-phase. This temperature also plays an important role in the design
of experiments [53] which may be used in future work for validation of the modeling
approach in this work. It is also interesting to note that, in this diagram, there is no
oxygen (molecular or atomic) present at any temperature. The implication of this is
that if one were to expose a piece of graphite to air, it would spontaneously change to
CO2. While this is true, this diagram does not tell you that the rate of this process is
very slow.
Figure 4.5: Equilibrium mole fractions for the carbon-oxygen system as a function of
temperature. Note that this is for p = 0.040atm. There is minimal difference between
this condition and p = 0.067atm.
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In order to couple this gas-surface interaction model to the treatment of the mi-
crostructure surface detailed in chapter 2, we simply need to keep track of how many
atoms of surface material are lost for each element due to either Eq. 4.1 or 4.2 at the
surface of its constituent triangles. Note that in the DSMC method, each simulation
particle typically represents a very large number of actual particles. For example, in a
typical simulation from the subsequent section, a reacting surface collision will remove
approximately one million atoms of carbon from the surface.
4.1.3 Problem Setup
To demonstrate the coupling methodology and gas surface interaction model described
in the previous sections, a simple test case is proposed. In this case, a single carbon
fiber is exposed to oxygen (either atomic or molecular) diffusing onto it from above. An
illustration of the simulation set-up is seen in figure 4.6.
Figure 4.6: Diagram showing the problem set-up for the single fiber test cases. The left
figure represents test cases 2 and 4, while the right figure is for test cases 1 and 3.
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For the results presented in this section, the diameter of the fiber is 10µm, and the
dimensions of the domain are 20µm × 20µm × 100µm. Neglecting the empty top half
of the domain, this corresponds to a porosity of approximately 0.80. (Note that Fig.
4.6 is for illustration purposes; the fiber seen in the figure is larger that that simulated
subsequently). The gas surface interaction is governed by either of the two reactions
provided in the previous section (Eqs. 4.1 and 4.2), depending on which reactant is
provided at the top boundary. Simulations have been run at two different temperatures:
800K and 1300K. Based on Fig. 4.5 it observed that these two conditions lie on either
side of the Boudouard equilibrium temperature. At the lower temperature it is expected
that the O2 – CO2 system is more representative. Similarly, at the higher temperature
it is expected that the O – CO system is likely more representative. The matrix of test
conditions that were simulated and whose results are presented in this section is shown
in Table 4.1.
Case Reactant Product Tw [K] α
1 O2 CO2 800 0.00143
2 O CO 800 0.14778
3 O2 CO2 1300 0.00204
4 O CO 1300 0.25800
Table 4.1: Test matrix for the coupled single fiber simulations.
The reaction probability, α, shown in Table 4.1 is computed using either Eq. 4.1.2
or Eq. 4.1.2 depending on the reactant used. Note that α is a constant. For these
simulations the wall is not heated nor cooled by gas-surface interaction, thus the wall
temperature Tw is a constant. Simulating the heat transfer due to surface chemistry
through the solid is an area of future work.
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4.1.4 Results
This section presents results from the simulations run at the conditions shown in Table
4.1. Those results are used to examine the effect of the choice of coupling frequency, as
well as the reaction pathway on the performance and prediction of the method.
Effect of coupling frequency
The first thing that is of interest to investigate using this simple test problem is the
effect of the choice of the coupling interval on the results of the simulation. Because
of the disparity between the molecular timescale of the gas which dictates the size of
the timestep taken in the DSMC method, and the timescale of the shape change of the
solid caused by ablation we certainly do not need to update the shape of the solid at
every timestep. The question remains however, what is an appropriate choice of this
parameter, and what is the impact of the surface reconstruction on the computational
cost of the simulation?
Figure 4.7 shows the effect of the coupling frequency (1/coupling interval) on the
cost per iteration (or timestep) in wall clock for a simulation at condition 4 from Table
4.1. From this plot it can be seen that below a certain frequency the surface update
appears to add very minimal cost to the overall simulation.
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Figure 4.7: Effect of coupling frequency on the wall clock time of the simulation.
Another important effect to attempt to quantify is the effect of the coupling interval
on the predicited microstructure morphologies. Figure 4.8 shows the predicted fiber
radius for various choices of coupling interval. It can be seen that for this range of
coupling intervals there is effectively no impact on the shape of the fiber at this time.
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Figure 4.8: Effect of coupling frequency on the predicted shape of the fiber. The different
lines are for different choice of coupling interval.
Based on this analysis it can be surmised that the surface reconstruction and cou-
pling algorithm are very efficient, and that in general both the results of the simulation
as well as the overall cost are insensitive to this choice. A ”conservative” choice of
coupling interval of 200 is used going forward.
Effect of reaction mechanism
Now the effect of the oxidation mechanism is examined. Figure 4.9 shows the evolution
of the fiber radius for the O2 + C(s)→ CO2 reaction mechanism for wall temperatures
of 800K (left) and 1300K (right). The dominant feature of these simulations is that the
fiber radius remains relatively uniform over time. Uniform “thinning” is typical when
the reaction rate is small compared to the fluidic time scales (in this case diffusion).
The fiber essentially “sees” a uniform flux of reactant for the duration of the simulation
and there is little to no feedback to the fluid from the change in shape of the fiber. This
is the so-called reaction limited regime.
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Figure 4.9: Predicted fiber profiles at various times for test case 1 (left) and 3 (right)
from table 4.1.
In contrast, Fig. 4.9 shows the evolution of the fiber radius for the O + C(s)→ CO
reaction mechanism for wall temperatures of 800K (left) and 1300K (right). In this
case, the thinning is more pronounced near the top of the fiber resulting in the onset
of the “needled” morphology. This is typical of the diffusion limited oxidation regime.
In this case the time scales of surface reaction are of the order, or greater than the
time scale of the diffusion of reactants through the gas. Therefore reactions near the
top of the fiber consume the majority of available reactants and choke off the supply of
reactants to the lower portion of the fiber.
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Figure 4.10: Predicted fiber profiles at various times for test case 2 (left) and 4 (right)
from table 4.1.
It is important to note that there is another factor which regulates the reaction in
these cases and that is the rate of diffusion of reactant through the reactant-product
gas mixture. Because in this case the disparity in reaction rates is so great, it can be
assumed to be the dominant factor in the differences observed in the fiber evolution. In
a subsequent section, the effect of differential diffusion will be isolated by setting the
reaction probabilities to be equal.
We can begin to assess the comparative efficiency of of each system in removing
carbon by looking at the rate of ablation. Figure 4.11 shows the mass loss rates for each
system at each temperature as a function of time.
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Figure 4.11: Mass loss rates of solid carbon as a function of time for test cases 1 and 2
(left), and cases 3 and 4 (right)
Based on the mass loss rates from these simulations, a preliminary estimate of the
cost of performing coupled ablating simulations of real microstructures at relevant scales
can be derived. For the type of analysis we would wish to do using the methodology
proposed in this work it will be important to be able to simulate a representative volume
element (RVE). What constitutes a valid RVE will vary based on the material, however
for the purposes of this discussion let us suppose that a 1mm × 1mm × 1mm cube is
representative. The FiberForm material that has been investigated previously has a
density of . Based on the calculations preformed in this section, the computational
cost per mass of ablating the microstructure is . Therefore, the estimated cost for fully
ablating 1mm3 of a FiberForm-like microstructure would be . Or, put another way, it
would require approximately days on 1000 CPU’s.
4.2 Simulations of Ablating Microstructures
We would now like to apply this coupled methodology to more complicated microstruc-
tures composed of many fibers to better understand the interaction of the ablation
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process with the porous medium, as well as investigate the effect of various modeling
parameters.
4.2.1 Test Case Set-up
For these purposes, another test case is proposed. An illustration of the simulation
domain and microstructure is seen in Fig. 4.12. Reactant species (either O or O2)
diffuse in from the left side of the domain. At the right side of the domain is a non-
reacting non-thermal wall. On all other boundaries a symmetry boundary condition
it applied. The microstructure, which fills the right half of the domain has a nominal
porosity of 0.9 in all cases. Though the fiber generation code developed in Chapter 2
can create fibers with a distribution of diameters, here the fiber diameter is prescribed
as a constant 10µm.
Figure 4.12: Illustration of the simulation setup for the microstructure simulations.
With this test case we would like to investigate the effect of various aspects of this
problem in isolation. Therefore the reaction probability, α, is prescribed to arbitrary
values, in these cases 1.0 and 0.1. The matrix of test conditions used in this part of the
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study is shown in Table 4.2. Here, the Knudsen number, KnD, is defined as the ratio
of the mean free path of the gas to fiber diameter (KnD = λ/D).
Case Microstructure Reactant Product α KnD
1 1 O CO 0.1 1.90
2 1 O CO 1.0 1.90
3 1 O2 CO2 0.1 1.90
4 1 O2 CO2 1.0 1.90
5 2 O2 CO2 0.1 1.90
6 2 O2 CO2 1.0 1.90
7 1 O CO 1.0 0.80
Table 4.2: Test matrix for the coupled microstructure simulations presented in this
section.
In the subsequent sections in this chapter the results from these simulations will be
used to investigate the influence of various physical properties, including the gas-surface
reaction rate, the chemical species, the mean free path of the gas, and the microstucture.
4.2.2 Simulation Results
Figures 4.13 – 4.16 show results from simulations of cases 1 – 4 from Table 4.2. In
all figures, the image on the left shows contours of mole fraction of reactant, as well
as a visualization of the ablated microstructures. The image on the right plots the
individual element radii normalized by the nominal initial radius as a function of depth.
The dashed line in this figure shows the location of the back wall in the simulation. For
these four cases the results are plotted after 4.53µs (top), 45.29µs (middle), and 90.58µs
(bottom).
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Figure 4.13: Visualization (left) and element radii as a function of depth (right) for test
case 1 after 4.53µs (top), 45.29µs (middle), and 90.58µs (bottom).
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Figure 4.14: Visualization (left) and element radii as a function of depth (right) for test
case 2 after 4.53µs (top), 45.29µs (middle), and 90.58µs (bottom).
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Figure 4.15: Visualization (left) and element radii as a function of depth (right) for test
case 3 after 4.53µs (top), 45.29µs (middle), and 90.58µs (bottom).
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Figure 4.16: Visualization (left) and element radii as a function of depth (right) for test
case 4 after 4.53µs (top), 45.29µs (middle), and 90.58µs (bottom).
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Effect of reaction rate
The first modeling parameter that will be investigated in this section is the reaction
probability α. Figure 4.17 shows plots of normalized element radii as function of depth,
where in each case the microstructure and reaction mechanism has been held constant,
but the reaction probability has been varied. In these cases, the “fast” probability
corresponds to α = 1.0 and the “slow” probability corresponds to value of α = 0.1.
Figure 4.17: Effect of reaction probability on element radius in-depth. The left figures
are for the molecular oxygen setup, and the right figures are for the atomic oxygen
setup. The top figures are after 45.29µs, and the bottom figures are after 90.58µs.
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For both the O and O2 pathways, a fundamentally different evolution of the mi-
crostructure in-depth emerges. Focusing on the plots for the O pathway (case 1 and
2), a distinctly different fiber radius distribution is observed. For the “fast” reaction
probability there is a more precipitous drop-off in radius near the left side of the mi-
crostructure. In cases with a “slow” reaction probability there is a more flat distribution
of radii. It is also interesting to note that there is in fact greater thinning of the fibers
in-depth with the slower reaction probability. The reason for this is the same as for the
single fiber cases presented in the previous section. That is, the fast reaction probability
is simultaneously consuming reactant before it can penetrate deeper in the microstruc-
ture, as well as producing more product which inhibits the diffusion of reactant into the
microstructure.
Effect of Chemical Species
In Fig. 4.17 there is also an observed difference when the plots for the two different
reaction pathways are compared. The difference between the fiber radii for the O and
O2 pathways are compared directly in Fig. 4.18. In this figure, the plots on the left are
for the slow reaction probability at two different simulation times, and the right plots
show the fast reaction probabilities at two different times.
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Figure 4.18: Effect of chemical species on element radius in-depth. The left figures are
for the molecular oxygen setup, and the right figures are for the atomic oxygen setup.
The top figures are after 45.29µs, and the bottom figures are after 90.58µs.
In all cases – as well as in the previous figure – a more diffusion limited character
in the microstructure morphology is observed for the O2 reaction pathway, meaning
that more pronounced ablation is observed near the exposed “surface” (left side) of the
microstructure than in-depth. This is explained by the differences in effective diffusion
rates for the two different pairs of species. In the case of the O2 reaction pathway, both
the reactant as well as the medium through which it diffuses contain heavier molecules
which attenuates the rate of diffusion. Thus the characteristic time scale of diffusion is
reduced in comparison with that of reaction, which for this examination is held constant.
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Effect of Mean Free Path
The effect of the mean free path of the gas on the ablation characteristics of the mi-
crostructure has also been investigated. As the mean free path – and therefore the
Knudsen number – is decreased, collisions between gas particles (in this case O atoms)
have a greater effect on the diffusion. In contrast, when the Knudsen number is in-
creased, we would expect the interactions of the gas particles with the surfaces of the
microstructure to become more important.
Figure 4.19 shows a comparison of in-depth element radii between case 2 and case 7
from table 4.2. For these two test cases, the gas pressure was held constant at 0.04 atm,
however, the mean free path was decreased for case 7 by decreasing the temperature
of the gas. In this plot, we can see the expected behavior that with an increase in
Knudsen number, there is enhanced diffusion and therefore slightly greater penetration
of reactant gas into the microstructure.
Figure 4.19: Effect of mean free path on in-depth element radii.
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Effect of Microstructure
Finally, because the random microstructure used in the previous studies is unique, the
effect of using a different random microstructure is also investigated. Figure 4.20 shows
visualizations of the two random microstructures used in this investigation.
Figure 4.20: Two different random microstructures used for comparison. The top is
referred to in table 4.2 as Microstructure 1, and the bottom is Microstructure 2. The
both have a nominal porosity of 0.90.
In Fig. 4.21 the element radii as a function of depth is presented for the two mi-
crostructures for both the slow reaction probability (left), and the fast reaction probabil-
ity (right). In these figures it is observed that for the slow reaction probability, there is
a difference in in-depth fiber radii, whereas for the fast reaction probability case, there
is little observable difference. From this it is concluded that, in the reaction limited
regime, actual micro-structural geometry has more of an effect, than in the diffusion
limited regime where the ablation is largely confined to the surface. For these cases, it
is only the bulk porosity which has been held constant, but the actual pore sizes and
distribution may vary. This apparently will have an effect on the rate of diffusion of
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reactant into the microstructure.
Figure 4.21: Comparison of element radii for the two different microstructures seen in
fig. 4.20. The figure on the left is for α = 0.1 and the figure on the right is for α = 1.0.
Concluding remarks
Figure 4.22: Illustration of the volumetric ablation phenomenon for a diffusion limited
regime (left) and reaction limited regime (right).
From these analyses, it is concluded that various physical modeling parameters will have
an impact on the ablative behavior of a porous microstructure. Depending on the gas-
surface interaction mechanism, the molecular properties of the gas, the microstructure,
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or the mean free path, the ablation process may be largely considered to be a surface
phenomenon, or it may occur in-depth. As stated in chapter 1, engineering models for
ablative TPS materials that are in use today typical confine the ablation process to
the surface. Based on the analysis such as that presented in this chapter, one could in
principal conceive of new macroscopic models which take into account the ablation of
the the microstructure in-depth and perhaps improve the fidelity of the prediction.
Chapter 5
Conclusions and Future Work
5.1 Conclusions
A new approach for modeling the flow through porous spacecraft TPS materials has been
presented. This approach uses the DSMC method to account for all of the relevant flow
physics at the microscale. To the author’s knowledge, at the time of this writing, this
is the first time the DSMC method has been applied to microscale ablation modeling.
Additionally, a method for producing simulated fibrous microstructures has also been
presented. Finally a new method for moving the surface of the simulant microstructures
has been developed. This method is shown to be robust and efficient for simulating the
in-depth ablation of thermal protection system materials.
This new approach was first applied to simulating non-reacting flow through porous
media, such as those found in spacecraft TPS. Validation cases for idealized geometries
have shown good agreement with an empirical relationship from the literature, as well as
CFD predictions. Predicting permeability for more realistic materials using this method
shows promise, however, dispersion in the experimental data we have compared to make
definite conclusions about the method’s efficacy difficult. This highlights the need for
new permeability measurements of modern FiberFormr.
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Simulations of the in-depth ablation due to oxidation of simulant porous microstruc-
tures illuminate how differences in physical modeling parameters can produce funda-
mentally different morphologies after ablation. For example, when the reaction rate
for the heterogeneous reaction is low compared to the rate of diffusion of reactant, the
reactants will penetrate deeper into the microstructure and the ablation of the bulk is
volumetric. In contrast, if the reaction rate is high, the rate of ablation of the bulk is
limited by the diffusion of reactants to the surface of the microstructure. In these cases
the ablation of the bulk is more or less confined to the surface of the geometry. Similar
qualitative conclusions have been drawn for the effect of the Knudsen number, as well
as chemical composition.
5.2 Future Work
As mentioned previously, the work presented here represents a first step in applying
this method to the modeling of spacecraft TPS. As such, there remains a great deal of
work to be done before this approach can yield substantive improvement advancement
in the predictive capability of ablator response models. In the following two sections,
two areas of future work will be highlighted.
5.2.1 Modeling
The current work, in the interest of validating an approach which has largely not been
applied to this problem, simple physical systems were used (i.e Carbon-Oxygen). In the
case of a realistic ablative TPS material, the physical system is in general very complex.
Perhaps the most notable difference between the systems examined in the current work,
and those found in a typical ablative TPS material, is the absence of the organic resin.
Lightweight pyrolyzing ablators, as discussed in Ch.1, typically are impregnated with
an organic resin; phenolic in the case of the material PICA. The decomposition of the
resin provides a great deal of the h energy dissipation effect which makes ablative TPS
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attractive. The current work has not included these materials, however for this approach
to be useful in the general case, the presence of the resin should be accounted for.
Since the resin in the real material occupies the voids between the fibers, the method-
ology for building the microstructure and moving the surface would not be applicable in
the same way to the decomposition of the resin. An approach for tracking of a general
interface, such as a marching cubes[34] coupled to a volume of fluid (VOF) approach
[54], would likely be more desirable in this case. Further difficulty will arise from the
large increase in the number of chemical species that must be accounted for when there
is decomposition of a complex organic polymer. Several studies[55],[56] have been per-
formed on developing a reduces in chemistry model for the carbon-phenolic-air system,
and their reduced models typically include ≈ 20 species. This will result in a large
increase in the cost and complexity of the DSMC simulation. It is the opinion of this
author that a significant investment in research effort must be made in order to address
this issue and enable application of this method to more realistic problems.
5.2.2 Microtomography
Finally, one of the attractive features of DSMC, and the MGDS implementation in par-
ticular, is that it can accommodate geometry of any complexity. This enables a com-
pelling application for this methodology: simulating real microstructures obtained from
doing X-ray computed micro-tomography scans of the materials. Micro-tomography
has previously been applied to spacecraft heatshield analysis by Mansour et al.[57].
Using high-resolution scans of FiberForm, Mansour et al. characterized some of the
parameters of the microstructure. Additionally, they used the random walk approach
of Lachaud et al.[3] to simulate the ablation of the microstructure under certain con-
ditions. Taking a similar approach, but using DSMC, allows for more of the relevant
physics to be simulated.
As a demonstration for this work, we have scanned a small sample of FiberForm using
the X5000 high resolution microCT system at the X-ray computed tomography lab at
88
the University of Minnesota. This system has a maximum resolution of approximately
2µm The output from a tomography scan is typically a stack of grayscale images, each
corresponding to a slice of the material. A visualization of this can be seen in the
left half of Fig. 5.1. These images are then filtered. Finally a threshold grayscale
value is identified that corresponds to the surface, and images are converted to binary
(black and white). From here we can construct a triangulated surface corresponding
to the threshold value. For this demonstration the triangulation was performed using
the Avizo software package. A rendering for a 1mm by 1mm volume of the material is
shown on the right half of Fig. 5.1.
Figure 5.1: Example outputs from the tomographic scan. The left image shows three
gray scale TIFF images and the right is a rendering of the isosurface corresponding to
a grayscale value of 62.
Using the triangulated surface obtained from the tomographic scan, we can now
simulate the flow through material using the method described in this and the previous
work[58]. Figure 5.2 show some slices from a simulation through a tomographic surface.
In these simulations, Dirichlet boundary conditions have been imposed at the inflow
and the outflow, with a constant velocity of 1 m/s. This is not properly physical
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for the realistic situation, however our purpose here to demonstrate the viability of the
approach. In the results from the simulation we can see that the flow accelerates through
the consolidated pores in the microstructure and stagnates where there is a blockage.
An important feature of the MGDS code that enables these simulations is that
the surface is partitioned across multiple processors just as is the flow mesh. This
is necessary due to the extremely large amount of triangles required to define these
surfaces. Figure 5.3 shows a simulation with the same conditions as above, but for
a larger volume element. The surface shown in this image contains over 24 million
triangles.
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Figure 5.2: Slices for the flow of N2 through FiberForm. The microstructure used in
these simulations was obtained using micro-tomography.
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Figure 5.3: Simulation results of the full 1mm3 volume. The surface in this simulation
is composed of ≈ 24 million triangles.
These simulations demonstrate the important conclusion that the approach devel-
oped in the current work, when applied with a state-of-the-art DSMC implementation
such as MGDS, can simulate a real spacecraft TPS microstructure at a relevant scale
and relevant conditions. Future work will be performed to validate these microstruc-
tures for porous media flow using the same procedure as was used for the simulant
microstructures in Ch. 3. The cost of scanning one of these materials is comparatively
inexpensive, so the prospect of being able to simply scan the material and then imme-
diately perform physics-based simulations on the microstructure would have significant
impact on the TPS modeling community.
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