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Abstract. We study the collective dynamics of noise-driven excitable elements, so-called active rotators.
Crucially here, the natural frequencies and the individual coupling strengths are drawn from some joint
probability distribution. Combining a mean-field treatment with a Gaussian approximation allows us to
find examples where the infinite-dimensional system is reduced to a few ordinary differential equations.
Our focus lies in the cooperative behavior in a population consisting of two parts, where one is composed of
excitable elements, while the other one contains only self-oscillatory units. Surprisingly, excitable behavior
in the whole system sets in only if the excitable elements have a smaller coupling strength than the self-
oscillating units. In this way positive local correlations between natural frequencies and couplings shape
the global behavior of mixed populations of excitable and oscillatory elements.
PACS. 05.40.-a Fluctuation phenomena, random processes, noise, and Brownian motion – 05.45.Xt Syn-
chronization; coupled oscillators – 87.19.lj Noise in the nervous system
1 Introduction
Collective dynamics in biological systems is in general a
complex behavior that results from the interplay of non-
identical, highly nonlinear and noisy elements [1]. Neu-
ronal and cardiac rhythms for instance originate from in-
teractions among pacemaker and excitable cells (see e.g.
Refs. [2–5] and [6–9], respectively). Motivated by these
facts, we investigate the collective dynamics of coupled
non-identical elements, each being either excitable or self-
oscillatory. The latter shall model the pacemaking cells in
neuronal or cardiac tissues, for instance. Furthermore, in
order to make the model more realistic, individual cou-
pling strengths are allowed to be different. Our setting
enables us to study how certain correlations between the
dynamics and the couplings on the microscopic level af-
fect the macroscopic behavior of the system. Many works
addressed the latter kind of question recently, see e.g.
Refs. [10–26]. For interesting recent works that highlight
the special interplay between dynamics and network struc-
ture in neuronal systems, we refer to [27, 28].
Of particular interest here are the works presented
in [21, 24]. Zhang et al. considered Kuramoto oscillators
coupled in a generalized complex network. Noteworthy, it
was found that the crucial feature behind the emergence
of explosive synchronization1 is a positive correlation be-
tween the natural frequencies and the effective coupling
strengths to the mean field [21]. Chen et al. studied ef-
fects of degree-frequency correlations in a population of
FitzHugh-Nagumo neurons [24]. They extended in this
way the finding of explosive synchronization to relaxation
oscillators with two separated time scales.
The dynamical system that we study here puts em-
phasis on the phenomenon of excitability, both on the lo-
cal and the global scale. Moreover, the coupling-frequency
correlation considered in [21] shall motivate the specific
formulation of our model. To this end, we investigate the
noise-driven active rotator model introduced by Shinomoto
and Kuramoto [29] with distributed natural frequencies
and coupling strengths. Specifically, we analyze a system
formed by two distinct parts of excitable and self-oscillating
units, the first having subthreshold natural frequencies,
while the other elements have frequencies above the exci-
tation threshold.
Based on previous findings and numerical observations
it is reasonable to approximate the phase distribution by a
1 Explosive synchronization was coined by the finding of a
discontinuous synchronization transition in scale-free networks
of Kuramoto oscillators with bistability between incoherence
and partial synchronization [11].
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Gaussian with time-dependent mean and variance [30–33].
Such an assumption has also been made, e.g., for cou-
pled FitzHugh-Nagumo oscillators [34, 35], integrate-and-
fire neurons [36], a general class of master equations [37]
and delayed-coupled systems [38–40]. Within the Gaussian
approximation the system’s dimension can be reduced to
four coupled first-order differential equations, which al-
lows a thorough bifurcation analysis. On this basis, we
distinguish the following global states: (i) a resting state,
where the units are silent, (ii) a partially synchronized
state, where a macroscopic fraction of the units fire in syn-
chrony and (iii) an incoherent state, where all the units
fire asynchronously. Finally, bistability between the rest-
ing and the partially synchronized or the incoherent state
is reported.
We find that heterogeneity both in the natural frequen-
cies and the coupling strengths impedes synchronization.
However, a counterintuitive phenomenon is found on top
of this. A positive coupling-frequency correlation where
the self-oscillatory units possess a stronger coupling than
the excitable elements, brings the whole system into an
excitable state. Since individual coupling strengths con-
strain how strongly single elements can feel the mean field,
the emergence of the excitable behavior on the global scale
crucially depends on how strongly the self-oscillating units
are influenced by the excitable elements. Bistable behav-
ior is only found if the coupling-frequency correlation is
sufficiently strong.
As an aside, our theory also yields analytical find-
ings for the stochastic Kuramoto model where temporal
fluctuations act on the frequencies and where the only
source of quenched disorder is provided by different cou-
pling strengths. We discover that the mean-field amplitude
of the oscillators with weaker coupling can scale anoma-
lously in dependence on the average coupling strength,
giving rise to chimera-like states (see appendix A).
The paper is organized as follows: In Sec. 2 we present
the model and explain its basic properties. Section 3 is
devoted to the mean-field treatment and to the deriva-
tion of the Fokker-Planck equation for the probability
distribution of the phases. In Sec. 4 we prepare the low-
dimensional behavior of the model through the Gaussian
approximation technique, and in Sec. 5 we work out a spe-
cific example. Numerical results thereby corroborate the
theoretical findings. Final conclusions are drawn in Sec. 6.
2 Model
Consider a population of noise-driven active rotators [29],
where the dynamics of individual phases φi(t) follows
φ˙i = ωi − a sinφi + Ki
N
N∑
j=1
sin (φj − φi) + ξi(t). (1)
The units are indexed by i = 1, . . . , N . The parameter
a, which determines the excitation threshold, is the same
for all rotators. Natural frequencies are denoted by ωi.
Each element is coupled to the others with an individ-
ual strength, Ki. We will assume that the individual fre-
quencies and coupling strengths are random numbers that
are drawn from the same joint probability distribution
P (ω,K), independently between the elements. In addi-
tion, we assume that the initial phases of the active rota-
tors φ0i at the starting time t
0 are independent and given
by a distribution density Pin(φ
0).
We emphasize that the values for the ω’s and K’s are
chosen initially and then stay fixed during the whole evolu-
tion of the system. They represent frozen random variables
(“quenched disorder”), which shall be some real numbers.
We do not consider repulsive interactions here, that is the
coupling strengths are non-negative.
The terms ξi(t) shall model the accumulated effect of
various sources of temporal fluctuations that may result
from a noisy environment, cell-intrinsic noise and stochas-
ticity in the interactions. Lumped together, one may as-
sume zero mean Gaussian white noise sources [41, 42].
Then one has
〈ξi(t)〉 = 0, 〈ξi(t)ξj(t′)〉 = 2Dδijδ (t− t′) , (2)
where the second relation expresses the lack of memory
in the noise and that noise at one element is independent
from the other ones. The angular brackets denote averages
over different realizations of the noise and D is the noise
intensity.
For an isolated element without additive noise, φ˙i =
ωi−a sin (φi), the excitable behavior is easily understood.
For |a| > ωi the stable equilibrium is located at φ∞i =
arcsin(ωi/a), and the unit needs a sufficiently strong per-
turbation in order to make a big excursion. Noise can play
this role driving the system to escape from the resting
state φ∞i . An escape event corresponds to the release of a
single spike [29]. For |a| < ωi the element shows oscillatory
behavior with frequency
√
ω2i − a2. It has to be empha-
sized that the phase variable φ does not rotate uniformly;
it is slowest near φ = pi/2 and fastest near φ = 3pi/2.
3 Mean-field theory
Instead of the Langevin equations (1) the system of N
coupled active rotators can be described by the joint prob-
ability density
PN
(
φ, t;φ0, t0;ω,K
)
. (3)
The vector φ = (φ1, . . . , φN ) is built from the phases of N
rotators at time t, and φ0 =
(
φ01, . . . , φ
0
N
)
consists of their
values at the initial time t0. The time-independent vectors
ω = (ω1, . . . , ωN ) and K = (K1, . . . ,KN) are composed
of, respectively, the natural frequencies and the coupling
strengths of the N rotators. Normalization requires
∫ 2pi
0
dNφ
∫ 2pi
0
dNφ0
∫ +∞
−∞
dNω
∫ +∞
0
dNK PN = 1 .
(4)
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For rotators with givenω andK, this joint probability dis-
tribution is related with the conditional probability den-
sity pN
(
φ, t|φ0, t0;ω,K) from the initial state φ0 at t0
to the present phases φ at time t as
PN
(
φ, t;φ0, t0;ω,K
)
=
pN
(
φ, t|φ0, t0;ω,K) PN (φ0, t0;ω,K) . (5)
By assuming independent initial phases and pairs ωi and
Ki at the nodes, we can factorize
PN
(
φ0, t0;ω,K
)
=
N∏
i=1
Pin(φ
0
i )P (ωi,Ki) . (6)
The joint probability density is governed by a linear
Fokker-Planck equation (FPE) which describes the evolu-
tion of the population from time t0 to time t > t0 [43]:
∂PN
∂t
= D
N∑
i=1
∂2PN
∂φ2i
−
N∑
i=1
∂
∂φi
PN×
×

ωi − a sinφi + Ki
N
N∑
j=1
sin (φj − φi)

 .
(7)
The usual way to proceed is to introduce reduced probabil-
ity densities Pn with index n = 1, 2, . . . , N−1 by integrat-
ing PN over a subset of variables and parameters. Since
all rotators are identical in their dynamic behavior with
respect to the specific frequencies and coupling constants,
we take exemplarily rotators with labels i = 1, . . . , n and
integrate over respective variables and parameters with
numbers i > n. This defines the reduced probability den-
sities with integration boundaries as in (4):
Pn
(
φ1, t;φ
0
1, t
0;ω1,K1; . . . ;φn, t;φ
0
n, t
0;ωn,Kn
)
=∫ N∏
i=n+1
(
dφidφ
0
i dωidKi
) PN (φ, t;φ0, t0;ω,K) .
To obtain the dynamics for these densities, we integrate
the FPE (7) over the corresponding subset of the vari-
ables and the other quantities. Then one is left with a set
of coupled differential equations, akin to a Bogoliubov-
Born-Green-Kirkwood-Yvon (BBGKY) hierarchy. Trun-
cating this hierarchy at some n leads to a reduced de-
scription.
Specifically here, we will be interested in the one-osc-
illator probability density P1. Therefore, we integrate the
FPE (7) over the N − 1 phases φ2, . . . , φN , their initial
values φ02, . . . , φ
0
N , the natural frequencies ω2, . . . , ωN and
the coupling strengths K2, . . . ,KN . This yields
∂P1
∂t
= D
∂2P1
∂φ21
− ∂
∂φ1
(ω1 − a sinφ1)P1
− K1(N − 1)
N
∂
∂φ1
∫
dφ2
∫
dφ02
∫
dω2
∫
dK2×
× sin (φ2 − φ1)P2
(
φ1, φ2, t;φ
0
1, φ
0
2, t
0;ω1,K1, ω2,K2
)
.
(8)
Note that P1(φ1, t;φ01, t0;ω1,K1) relates hierarchically to
P2(φ1, φ2, t;φ01, φ02, t0;ω1,K1, ω2,K2) being the two-oscill-
ator distribution.
The investigation of coupling-coupling or frequency-
frequency correlations shall remain a topic for future re-
search. However, we will allow dependencies between the
natural frequency and the coupling strength at each node,
given by the joint distribution P (ω,K). Having this in
mind, we will assume that the dynamical correlations be-
tween the phases of two arbitrarily chosen oscillators can
be discarded as follows:
P2
(
φ1, φ2, t;φ
0
1, φ
0
2, t
0;ω1,K1, ω2,K2
) ≡
P1
(
φ1, t;φ
0
1, t
0;ω1,K1
)P1 (φ2, t;φ02, t0;ω2,K2) . (9)
This corresponds essentially to the lowest-order trunca-
tion of the BBGKY hierarchy. In particular, Eq. (8) be-
comes closed but nonlinear in P1. Remarkably, in the ther-
modynamic limit of infinitely many elements, N → ∞,
such a truncation can be justified in a rigorous way for
various systems (for recent overviews along with new re-
sults, cf. Refs. [44,45]). The argument goes back to Boltz-
mann’s “Stosszahlansatz”, which was later rigorously for-
malized by Kac with the concept of “propagation of molec-
ular chaos” [46]. In the light of those achievements (see
also [47,48] and references therein), (9) can be considered
to be exact in the thermodynamic limit.
Henceforth we neglect the indices at φ, ω andK, as the
underlying assumption in the mean-field approach is that
rotators with the same natural frequency and coupling
strength are statistically identical. Moreover, we proceed
with the conditional form of the one-oscillator probability
density p1, which is obtained from pN [see Eq. (5)] after
appropriate integration [49]. For every given pair (ω,K),
the expression p1
(
φ, t|φ0, t0;ω,K)dφ denotes the fraction
of oscillators, which start with the phase φ0 at time t0
and then have a phase value between φ and φ + dφ at
time t. It follows from integration of the pN and from an
average over frequency and coupling constants of the other
units of the ensemble. Accordingly, the normalization 1 =∫ 2pi
0
dφ p1
(
φ, t|φ0, t0;ω,K) ∀ φ0, ω,K must be satisfied.
For the dynamical evolution of p1
(
φ, t|φ0, t0;ω,K) one
gets the following nonlinear Fokker-Planck [50] or McKean-
Vlasov equation:
∂p1
∂t
= − ∂
∂φ
vω,K(φ, t) p1 +D
∂2p1
∂φ2
. (10)
Nonlinearity enters equation (10) through the mean incre-
ment of the phase per unit time, i.e.
vω,K(φ, t) ≡ ω − a sinφ+ rK sin (Θ − φ) , (11)
which depends on the density p1 via the mean-field am-
plitude r(t) and phase Θ(t),
r(t)eiΘ(t) = 〈〈rω′,K′(t) eiΘω′ ,K′ (t)〉〉. (12)
The averages 〈〈. . .〉〉 ≡ ∫ dω′ ∫ dK ′ . . . P (ω′,K ′) connect
in a superposed manner the global with the following local
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mean-field variables,
rω,K(t)e
iΘω,K (t) =∫ 2pi
0
dφ
∫ 2pi
0
dφ0eiφp1
(
φ, t|φ0, t0;ω,K)Pin(φ0). (13)
The set of equations (10)-(13) has to be solved with the
initial condition for the transition probability density
p1
(
φ, t0|φ0, t0;ω,K) = δ (φ− φ0) , ∀ ω,K . (14)
Alternatively, we can formulate the problem in terms
of a nonlinear FPE for the marginal density of the phase
φ at time t,
p1 (φ, t|ω,K) =
∫ 2pi
0
dφ0p1
(
φ, t|φ0, t0;ω,K)Pin(φ0) .
(15)
Specifically, this marginal density replaces the conditional
probability density in the nonlinear FPE (10) and in Eq.
(13) via integration over the initial phases. Then we have
an initial value problem that has to be solved, in agree-
ment with former assumptions, with the initial condition
p1
(
φ, t0|ω,K) = Pin(φ0) , ∀ ω,K . (16)
In the derivation of (10)-(13), we did not drop the depen-
dence of the conditional probability density on the initial
state. Since the FPE is nonlinear, the temporal evolution
of the mean field and of the drift term in (10) can sensi-
tively depend on the initial distribution of the phases. We
also note that the assumption of propagation of chaos ap-
pears to be problematic in sparsely connected networks,
cf. section VII. in Ref. [49] for numerical findings.
We remark that the nonlinear FPE (10) comprises a
large system of coupled partial differential equations. The
nodes with coinciding pairs of frequency and coupling con-
stants can be interpreted as one species. Every species
obeys the FPE with the corresponding ω and K. They
contribute with subfields given by Eq. (13) in accordance
with their emergence to the mean field (12). The latter is
given by the probability density P (ω,K) about which the
subfields are averaged.
4 Fourier series expansion and Gaussian
approximation
We proceed to study the evolution of the marginal density
p1 (φ, t|ω,K), Eq. (15). Since it is 2pi-periodic in φ, we can
first write a Fourier series expansion:
p1(φ, t|ω,K) = 1
2pi
+∞∑
n=−∞
ρn(t|ω,K)e−inφ , (17)
with ρ0 = 1 and ρ−n = ρ
∗
n.
Inserting (17) into (10), multiplying by exp(imφ), m ∈
Z and collecting the non-zero terms after integration over
φ, one obtains an infinite chain of coupled complex-valued
differential equations for the Fourier coefficients ρn(t|ω,K).
That is, for every pair (ω,K) we can write
ρ˙n(t|ω,K)
n
=
a
2
[
ρn−1(t|ω,K)− ρn+1(t|ω,K)
]
− (Dn− iω)ρn(t|ω,K)
+
K
2
[ρn−1(t|ω,K)〈〈ρ1(t|ω′,K ′)〉〉
−ρn+1(t|ω,K)〈〈ρ−1(t|ω′,K ′)〉〉] .
(18)
An additional average appears if one considers complex
networks in a coarse-grained way [32]. While (18) provides
an exact representation of the system, it is not possible to
derive the solutions in an explicit way due to its hierarchi-
cal character. Since the Fourier coefficients rapidly decay
with growing n, one can get accurate results by truncat-
ing the hierarchy at a large enough n. Here we aim for
an approximate dimensionality reduction that allows bi-
furcation analysis or even explicit solutions in important
limiting cases. This is the topic of the next sections.
We first seek a closure of the infinite set of equations
(18). The Ott-Antonsen ansatz [51] achieves this in an ex-
act manner for deterministic ensembles of coupled phase
oscillators. Unfortunately, for the case with temporal fluc-
tuations the direct application of the Ott-Antonsen ansatz
is not possible, and we are unaware of its appropriate mod-
ifications.
Here we use instead a Gaussian approximation (GA):
we assume that in every subset of oscillators with the same
individual quantities (ω,K), the distribution of the phases
at every moment of time is Gaussian with mean mω,K(t)
and variance σ2ω,K(t) [31, 32].
Consider separately the real and imaginary parts of
the Fourier coefficients (17), that is
ρn(t|ω,K) ≡ cn(t|ω,K) + isn(t|ω,K) . (19)
In the thermodynamic limit N →∞ the GA then yields
cn(t|ω,K) = exp
[−n2σ2ω,K(t)/2] cos [nmω,K(t)] ,
sn(t|ω,K) = exp
[−n2σ2ω,K(t)/2] sin [nmω,K(t)] . (20)
As a result, all cn and sn are given as combinations of c1
and s1: c2 = c
4
1 − s41, s2 = 2s1c1
(
s21 + c
2
1
)
, etc. [31].
By transforming the variables {c1(t|ω,K), s1(t|ω,K)}
to the first two cumulants of the Gaussian distribution,{
mω,K(t), σ
2
ω,K(t)
}
, we obtain the following pair of differ-
ential equations:

m˙ω,K = ω − exp
(−σ2ω,K/2) coshσ2ω,K [a sinmω,K
− K
〈〈
exp
(−σ2ω′,K′/2) sin (mω′,K′ −mω,K)〉〉] ,
σ˙2ω,K/2 = D − exp
(−σ2ω,K/2) sinhσ2ω,K [a cosmω,K
+ K
〈〈
exp
(−σ2ω′,K′/2) cos (mω′,K′ −mω,K)〉〉] .
(21)
Thus, for a continuous coupling-frequency distribution P (ω,K)
the reduced system is still infinite-dimensional, because for
any pair (ω,K) one has to solve the two differential equa-
tions (21), and all of those are coupled through the aver-
ages 〈〈. . .〉〉. In order to obtain a low-dimensional system,
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we need to continue with a discrete coupling-frequency
distribution P (ω,K) with a finite number of different ω’s
and K’s. Indeed, interesting example systems are readily
found, as shown in the next section.
Before coming to the integral part of our analysis, we
would like to mention that one can also perform a variable
transformation to the local mean-field variables:

r˙ω,K = −rω,KD + 1−r
4
ω,K
2 [a cosΘω,K
+ K
〈〈
rω′,K′ cos (Θω′,K′ −Θω,K)
〉〉]
,
Θ˙ω,K = ω − r
−1
ω,K
+r3ω,K
2 [a sinΘω,K
− K
〈〈
rω′,K′ sin (Θω′,K′ −Θω,K)
〉〉]
.
(22)
Note that the mean phases are not defined in the case of
vanishing mean-field amplitudes.
Let us briefly recapitulate. We have derived an ap-
proximate lower-dimensional description for the infinite-
dimensional system (1), expressed by c˙1(t|ω,K), s˙1(t|ω,K)
or m˙ω,K(t), σ˙
2
ω,K(t) or r˙ω,K(t), Θ˙ω,K(t). All three descrip-
tions are equivalent. Now one could directly plug in a cor-
relation between the coupling strength K and the natural
frequency ω as proposed by Zhang et al. [21]. Many in-
teresting examples are conceivable, and we expect further
fruitful investigations building on what we have just de-
rived.
In the past, understanding the effects of heterogeneity
benefited immensely by dividing the whole system into
two subpopulations, see e.g. Refs. [32, 52–57]. This strat-
egy will also be adopted in the next section.
5 Mixed population of excitable and
self-oscillatory elements
On the basis of the reduced description derived in the pre-
vious section, we will now turn our attention to an inter-
esting example that allows a detailed analysis. We consider
a mixed population consisting of two equally sized con-
stituents; one half is chosen to be excitable and the other
half shall be self-oscillating. This is realized by choos-
ing one natural frequency below and the other one above
the excitation threshold. Furthermore, both subpopula-
tions shall have their own coupling strengths. Hence, for
the coupling-frequency distribution we take a sum of two
delta functions, P (ω,K) = pδ [(ω,K)− (ω1,K1)] + (1 −
p)δ [(ω,K)− (ω2,K2)], with p = 0.5, 0 < ω1 < 1, ω2 > 1,
and K1,2 > 0. In particular, we proceed with the following
four-dimensional system [cf. Eq. (21)]:

m˙1 = ω1 − e−σ21/2 coshσ21 [sinm1
+ (K1/2) e
−σ2
2
/2 sin(m1 −m2)
]
,
σ˙21/2 = D − e−σ
2
1
/2 sinhσ21 {cosm1
+ (K1/2)
[
e−σ
2
1
/2 + e−σ
2
2
/2 cos(m1 −m2)
]}
,
(23)
where ω1 = 1−∆ω/2 andK1 = K0−∆K/2. The equations
for m˙2 and σ˙
2
2 are similar; just interchange 1’s with 2’s,
and set ω2 = 1+∆ω/2, K2 = K0+∆K/2. Indices i = 1, 2
are abbreviations for {ωi,Ki}. Henceforth, we call the dif-
ferences in the natural frequencies and coupling strengths
frequency mismatch (∆ω) and coupling mismatch (∆K),
respectively. Note that the above choice is such that the
average frequency and coupling strength are not affected
by the mismatches. Equations for the four mean-field vari-
ables follow mutatis mutandis from Eq. (22).
Similar problems were addressed in the context of os-
cillatory systems, where parts are inactivated due to ag-
ing [58–60]. Another mixed population of excitable and
“driver” units was studied by Alonso and Mindlin [61].
Finally, the recent work [4] puts forward a detailed analy-
sis of coupled theta neurons where both inherently spiking
and excitable neurons are present.
From now on we study the collective behavior in sys-
tem (23) with the help of MATCONT [62], namely in de-
pendence on four dimensionless parameters: the noise in-
tensity D, the frequency mismatch ∆ω, the coupling mis-
match ∆K, and the average coupling strength K0.
The frequency mismatch ∆ω is varied in the interval
(0, 2), restricting to positive natural frequencies. The cou-
pling mismatch∆K can take values between (−2K0, 2K0).
Positive (negative) values of∆K can be referred to as pos-
itive (negative) coupling-frequency correlations, as long as
there is a frequency mismatch ∆ω > 0. Similar as in [63],
we focus here first on K0 = 4; in the appendix C we show
results for smaller average coupling strengths.
Coupled excitable elements stay at rest, if they cannot
globally surpass the excitation threshold. If they do, the
question then is whether a macroscopic fraction of them
fires in synchrony, which amounts to a partially synchro-
nized state, or whether the firing is completely incoherent
among the elements. Fig. 1 depicts the Hopf and saddle-
node bifurcations that delineate those three states. Addi-
tional Hopf and saddle-node bifurcations that come after
unstable equilibria can be neglected, because they do not
affect the dynamics. As one would expect, increased fre-
quency and coupling mismatches impede the emergence
of collectively synchronized oscillations. Specifically, above
the Hopf bifurcation line the oscillatory units fire incoher-
ently, while below the Hopf line a synchronized firing sets
in. Interestingly, a positive coupling-frequency correlation
gives rise to a qualitative change in the global dynamics,
since the saddle-node bifurcation shows up for ∆K > 0.
Indeed the critical value for this phenomenon is found to
equal∆Kc = 0. This is visualized in Fig. 1 for a small cou-
pling mismatch of ∆K = 0.2. We note that for ∆ω → 0
the saddle-node bifurcation line always goes to vanishing
noise intensity D = 0, independently of ∆K. Below the
saddle-node curve, the excitable elements are resting and
do not fire. For increasing∆K, the saddle-node line bends
upwards, culminating in a Bogdanov-Takens bifurcation
(BT), which is located at an intersection of the Hopf and
the saddle-node lines. From the BT a homoclinic bifur-
cation line emanates, which ultimately merges with the
saddle-node curve (then called a SNIC bifurcation line),
see the insets in Fig. 1. We calculate the homoclinic bi-
furcations as follows. Starting at the BT we continue the
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Fig. 1. (Color online) Hopf and saddle-node bifurcations in the plane spanned by the noise intensity D and the frequency
mismatch ∆ω, as obtained from a bifurcation analysis of the reduced system (23). Changes in the bifurcation diagram are
shown as a function of the coupling mismatch ∆K, with a fixed average coupling strength of K0 = 4. Green shaded areas with
label “sync” represent the partially synchronized state, while in the yellow shaded regions no synchronized oscillations are found.
In the white areas the system is at rest, in which the excitable units do not fire. For ∆K = 2 and ∆K = 6 insets show in more
detail the parameter regions that correspond to bistable dynamics. The latter are found between the saddle-node bifurcation
curves and the homoclinic bifurcation line which emanates from a Bogdanov-Takens bifurcation (BT). Moreover, the bistable
region is separated into two parts by the Hopf bifurcation line. In the red area below the Hopf line partially synchronized and
resting state coexist, while in the blue area resting and incoherence coexist.
Fig. 2. (Color online) Long-time averaged Kuramoto (r1,2)
and Kuramoto-Shinomoto order parameters (ζ1,2, cf. Eq. (24)),
theory (lines) vs. simulation (dots). Vertical dash-dotted lines
correspond to Hopf and SNIC bifurcations, respectively, as it
can be extracted from Fig. 1. The average coupling strength is
fixed at K0 = 4.
Hopf bifurcation for some time steps, then switch the con-
tinuation to the limit cycle while tracking the period with
the noise intensity D as the control parameter. At the ho-
moclinic bifurcation the period of the limit cycle diverges.
We accept the D values if they do not change anymore in
the order of 10−4 upon approaching the divergence. The
whole procedure is repeated until the homoclinic bifurca-
tion line reaches the saddle-node curve. Both for ∆K = 2
and∆K = 6 we save hereby in total eight pairs of (∆ω,D)
and connect them by a line, see Fig. 1.
Importantly, the area between the saddle-node bifur-
cations and the homoclinic bifurcation line corresponds
to bistable (hysteretic) dynamics. In particular, two qual-
itatively different bistable dynamics are separated by the
Hopf bifurcation line; below it, the resting and the par-
tially synchronized state coexist, whereas above there is
a coexistence between two steady states, the resting and
the incoherent state (compare with Ref. [31]).
Besides performing a bifurcation analysis, another way
of characterizing the collective dynamics lies in calculat-
ing suitable order parameters. One of them is the classical
Kuramoto order parameter, Eqs. (12), (13), which mea-
sures how similar the phase variables are to each other.
However, it is not sufficient here to consider this order
parameter, because in case of slowly varying phases, it
would attain large values [29]. In the extreme case of rest-
ing elements, the Kuramoto order parameter would be
even equal to unity, exactly as in the perfectly synchro-
nized case. In order to distinguish between the resting and
the synchronized state, one therefore needs to introduce
an order parameter that decreases, if the elements collec-
tively slow down. We consider here the well-known order
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parameter introduced by Kuramoto and Shinomoto [29]:
ζω,K(t) =
∣∣∣ρ1(t|ω,K)− ρ1(t|ω,K)∣∣∣ , (24)
where ρ1(t|ω,K) = rω,K(t) exp [iΘω,K(t)] is the first coef-
ficient of the Fourier series expansion of the one-oscillator
probability density (17).
From now on, if we do not indicate an explicit time-
dependence, we refer to long-time averages. In Fig. 2, we
show the long-time averaged order parameters for certain
sets of parameters, along with the bifurcation values as
they can be extracted from Fig. 1. The three main regions
mentioned for the bifurcation diagram 1 can be discrimi-
nated here as follows. While the Kuramoto order param-
eters are close to unity, and the Kuramoto-Shinomoto or-
der parameters are nearly vanishing, the whole system is
at rest, and single units do not fire. A partially synchro-
nized oscillation on the global scale is achieved if both the
Kuramoto-Shinomoto and the Kuramoto order parame-
ters attain non-zero values. The third region is charac-
terized by vanishing Kuramoto-Shinomoto and small Ku-
ramoto order parameters. In this case, single units do fire,
but in an incoherent way. In Fig. 2, panels (a) and (c), the
humps in the Kuramoto-Shinomoto order parameters sig-
nal excitable behavior: for small noise intensities the pop-
ulation stays at rest, then at the SNIC bifurcation (first
vertical dash-dotted line) one observes a transition to par-
tial synchronization. Upon further increasing of the noise
intensity the population becomes completely incoherent,
which happens precisely at the Hopf bifurcation (second
vertical dash-dotted line). Panels (b) and (d) show no ex-
citable behavior, but only a single transition at the Hopf
bifurcation from partial synchronization to incoherence.
Noteworthy however, the Kuramoto-Shinomoto order pa-
rameters depend non-monotonically on the noise inten-
sity D, such that the highest level of synchronization is
achieved at some non-zero noise intensity. The standard
Kuramoto model cannot uncover this phenomenon.
Finally, one can observe that the theory agrees very
well with the results from numerical simulations. Note
that the log scale is not necessary to appreciate the ac-
curacy, the latter is chosen in order to emphasize the
humps in the excitable regime (compare with Ref. [63]).
In the appendix C we discuss the accuracy in more de-
tail. The numerical simulations are conducted by integrat-
ing the stochastic equations of motion (1) using the Heun
scheme with time step 0.05 and considering populations
of N = 104 oscillators. Exactly one half of the popula-
tion is assigned with frequencies and couplings (ω,K) =
(ω1,K1), and the second half with (ω,K) = (ω2,K2). Ini-
tial conditions of the phases φi(t = 0) are Gaussian dis-
tributed with mean m(t = 0) = 0 and standard deviation
σ(t = 0) =
√
2. Long-time averaged behavior of the order
parameters is calculated by averaging the data between
t = [2500, 5000]. For the theoretical lines we integrated
the reduced system (23) with the same integration pa-
rameters.
Figure 3 shows that even the time-dependent behavior
is correctly described by the reduced system (23). The pa-
rameters can be compared with the bifurcation diagram,
blue, red     1st, 2nd population
solid, dashed       simulation, theory
 
Fig. 3. (Color online) Time-dependent order parameters, the-
ory vs. simulation. The remaining parameters are frequency
mismatch ∆ω = 0.5 and average coupling strength K0 = 4.
Fig. 1. Note that the Kuramoto-Shinomoto order param-
eters can exceed unity as a function of time (cf. Sec. B).
Panels (a)–(d) reflect partially synchronized states, panels
(e)–(f) represent resting behavior, and panels (g)–(h) cor-
respond to incoherent dynamics. Apart from time shifts,
the qualitative behavior is well predicted by the theory. In
the collectively oscillating regime, the theoretical lines lag
behind the simulation results for positive coupling mis-
match ∆K, but the order is reversed for negative ∆K.
Note that the initial values are not perfectly the same as
a matter of fact. Finally, figure 3 illustrates a fundamental
feature of the active rotator model, namely the inhomo-
geneous evolution of the phases. Such a property results
in periodically oscillating mean-field amplitudes and or-
der parameters under partial synchronization, see panels
(a)-(d). Moreover, in the incoherent regime the classical
Kuramoto order parameter does not vanish, see panel (g).
6 Conclusion
In this paper we have studied the active rotator model [29]
with distributed natural frequencies and coupling strengths.
The crucial parameter in such excitable systems is the
noise intensity [41, 42]. In the infinite system-size limit,
we have first derived the exact mean-field description. As-
suming then that the phases in each set of oscillators with
the same natural frequency and coupling strength obey
a Gaussian distribution with time-dependent cumulants,
we have found a representation of the system that permits
exemplary scenarios composed of a few differential equa-
tions. We have used this approach to analyze a mixed pop-
ulation, where one half has been chosen to be excitable,
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whereas the other half has been in a self-oscillatory state.
The distinction depends on whether the natural frequency
lies below or above the excitation threshold, respectively.
Moreover, the elements of the two subpopulations have
differed in their individual coupling strengths. In this way
we have investigated how frequency and coupling mis-
matches affect the collective dynamics. In particular, we
have performed a numerical bifurcation analysis in the
plane spanned by the noise intensity and the frequency
mismatch and have shown how these diagrams change as
a function of the coupling mismatch. We have found that
both large frequency and coupling mismatches impede the
emergence of synchronized oscillations. This is consistent
with the common finding that oscillatory units which are
more distinct, are harder to synchronize. Most intrigu-
ingly however, we have found that excitability in the whole
system is only present, if the excitable elements have a
weaker coupling than the self-oscillatory ones. In other
words, a positive coupling-frequency correlation is neces-
sary to cause the excitable behavior in the mixed pop-
ulation. We have further found that bistability between
various collective behaviors is only possible if the posi-
tive coupling-frequency correlation is strong enough. Such
a phenomenon was previously reported only for systems
without excitable dynamics, see e.g. Refs. [11,21,24]. The
embedded self-oscillatory units considered here can be re-
garded as pacemaker cells in neuronal [2] or cardiac [6,8,9]
tissues. Hence, we believe that the work presented here
contributes to a better understanding of the collective dy-
namics observed in those systems. Finally, our work may
provide a new perspective on the emergence of excitable
behavior on the global scale, as it is observed e.g. in nonlin-
ear optical cavities [64]. It would be interesting to further
analyze effects of asymmetries in the natural frequencies
and the coupling strengths, as it was done e.g. in [61] for a
deterministic system. Moreover, one should also examine
the situation where individual coupling strengths appear
not outside but inside the coupling term, or where the
interactions are allowed to be repulsive (see [65]).
A The stochastic Kuramoto model with
disordered coupling strengths
Here we derive analytical results for the stochastic Ku-
ramoto model (see Refs. [33,66,67] and [68] for the equiv-
alent Brownian mean-field model) with distributed cou-
pling strengths constituting the only source of quenched
disorder, i.e.
φ˙i = ξi(t) +
Ki
N
N∑
j=1
sin (φj − φi) , (25)
compare with Eq. 1. For an interesting recent study of the
quenched limit ξi(t)→ ωi, we refer to [69].
Making use of Eq. (22), Sec. 4, we get{
r˙K = −rKD + 1−r
4
K
2 K
〈
rK′ cos (ΘK′ −ΘK)
〉
,
Θ˙K =
r−1
K
+r3K
2 K
〈
rK′ sin (ΘK′ −ΘK)
〉
,
(26)
Fig. 4. (Color online) Stationary Kuramoto order parameters
for the two subpopulations, theory [lines, cf. Eq. (28)] vs. simu-
lation of full dynamics [dots, cf. Eq. (25)]. Coupling mismatch
equals ∆K = 2 and noise intensity D = 0.5.
with a single average over the coupling strengths, 〈. . .〉 ≡∫
dK ′ . . . P (K ′). Applying the same arguments as in Ref.
[33], one reveals that the critical noise intensity for the
transition from partial synchronization to complete inco-
herence equals precisely Dc = 〈K ′〉/2.
It is illustrative to come back to the mixed population
case with two constituents, i.e.
{
r˙1 = −r1D + 1−r
4
1
4 K1 [r1 + r2 cos (Θ2 −Θ1)] ,
Θ˙1 =
r−1
1
+r3
1
4 K1r2 sin (Θ2 −Θ1) ;
(27)
the equations for r˙2 and Θ˙2 are obtained by replacing
1 ↔ 2. It is possible to make progress in the stationary
regime, t→∞, where the derivatives with respect to time
vanish. In order that Θ˙1 = 0, either K1 or r2 has to vanish
or it must hold Θ2 = Θ1 + mpi, m ∈ Z. The first two
choices need not to be considered, if we are interested
in the partially synchronized state. Then from imposing
r˙1 = 0 it directly follows that (note that the mean-field
amplitude is a non-negative quantity)
r2 = r1
(
4D
(1− r41)K1
− 1
)
. (28)
The analogous result follows for r1 with the replacement
1 ↔ 2. This is an interesting result per se, as it ana-
lytically relates the long-time levels of synchronization in
the two subpopulations. Note that r1,2 = 1 is achievable
only for D = 0 or K1,2 → ∞, respectively. The two cou-
pled equations for r1,2 (28) can be solved simultaneously
in a numerical way. The results are depicted in Fig. 4.
The order parameter for the first subpopulation with the
smaller coupling strength shows an anomalous scaling be-
yond the critical value, clearly different from the normal
square-root scaling; apparently it does not even follow a
critical power-law, but rather shows an exponential scal-
ing. As a consequence, slightly above the critical coupling,
one observes chimera-like states, where one subpopulation
shows significant synchronization, while at the same time
the other one stays almost incoherent. This scenario is
reminiscent of what has been found in Refs. [53, 54]. We
expect this to be a promising direction for future studies.
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 (t)
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Fig. 5. (Color online) The unit circle in the complex plane
helps to visualize the order parameters considered here, see
Eq. 29. Vectors are denoted by their absolute values.
B A geometric view of the
Kuramoto-Shinomoto order parameter
Let us first repeat the definition of the Kuramoto-Shinomoto
order parameter (for simplicity, we neglect here the sub-
division into distinct sets of natural frequencies and cou-
plings):
ζ(t) =
∣∣∣ρ1(t)− ρ1(t)∣∣∣ , (29)
where ρ1(t) = r(t) exp [iΘ(t)]. Now in the complex plane,
ζ(t) corresponds to the length of one of the diagonals in
the parallelogram that is spanned by the vectors ρ1(t) and
−ρ1(t). This is visualized in Fig. 5, where for simplicity the
vectors are denoted by their absolute values. Clearly, ζ(t)
can be larger than unity. In fact, the maximal value is 2.
However, this can be true only in an infinitely small time
period, because ρ1(t) is the long-time average of ρ1(t).
To make this point more illustrative, imagine that half
of the time the Kuramoto order parameter ρ1(t) is given
by some unit vector, and the other half of the time by
the zero vector. Then the Kuramoto-Shinomoto order pa-
rameter ζ(t) will equal 1/2 at all times, see Eq. 29 and
Fig. 5. It is straightforward to see in this manner that the
long-time averagedKuramoto-Shinomoto order parameter
always lies between zero and unity.
C On the accuracy of the Gaussian
approximation (GA)
It is well-known that a small noise intensity favors the
GA, see e.g. [30]. In the recent paper [33] a systematic
examination of the GA was carried out for the stochastic
Kuramoto model. It was found that the critical coupling
strength for the onset of synchronization is exactly recov-
ered. Also below and sufficiently above (twice as much) the
critical value, the GA is highly accurate. Here we proceed
to show that a large coupling mismatch deteriorates the
accuracy of the GA, in particular if the average coupling
strength is small. In fact, the combination of large cou-
pling mismatch ∆K and small average coupling strength
K0 is the only case where we find qualitative disagree-
ment. Large noise intensities merely decrease the quanti-
tative agreement and the frequency mismatch alone does
0
1
2
0.5 1.5
Fig. 6. (Color online) Long-time averaged order parameters
as a function of the noise intensity are compared for different
average coupling strengths K0 and coupling mismatches ∆K.
All lines correspond to theoretical results, cf. Eq. (23), while
the symbols result from a simulation of the full dynamics (1).
The frequency mismatch is fixed at ∆ω = 0.1.
not cause any inaccuracies. In Fig. 6 we depict the appear-
ance of the qualitative disagreement for large ∆K, but
small K0. There, the theory predicts excitable behavior,
which is not reproduced by numerical simulations of the
full system. The disagreement seems to be accompanied
by an additional wiggle in the theoretical curves. Further-
more, one can clearly see the increased quantitative dis-
crepancy for larger noise intensities D. Correspondingly,
the saddle-node bifurcation is in general better reflected
by the theory than the Hopf bifurcation in the excitable
system. For very large noise intensities, i.e. in the incoher-
ent state, the agreement between theory and simulations
is recovered.
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