The well-studied Interferometric Synthetic Aperture Radar (InSAR) problem for digital elevation map generation involves the derivation of topography from radar phase. The topography is a function of the full phase, whereas the measured phase is known modulo ¢ ¡ , necessitating the process of recovering full phase values via phase unwrapping. This mathematical process becomes difficult through the presence of noise and phase discontinuities. Our research is motivated by recent research which models phase unwrapping as a network flow minimization problem. The cost function to be optimized is a weighted £ ¥ ¤ -norm of the phase discontinuities. Determining these cost weights is critical, yet past work in the literature does not reflect the statistics of the unwrapping problem.
choice of the cost function is critical to finding an accurate solution, yet this issue has had little study.
Moreover, Chen & Zebker [4] recently showed that any unwrapped phase field can be completely specified by some flow meeting the network constraints. Hence, the different unwrapping algorithms share an essentially common goal: finding the feasible flow with the smallest total cost, where differences in algorithm objectives are reflected by differences in arc cost functions. Therefore, it would imply that the appropriate choice of the cost function acquires even more importance, since the costs are essentially the only parameters distinguishing between a large family of algorithms.
Many methods with varied costs have been proposed [6, 8, 21] , however they have been ad-hoc, thresholding the SAR signal coherence [6] or applying edge-detection to the SAR amplitude [4] . The purpose of this paper is to propose a more systematic method for network-flow cost selection. Figure 1 illustrates the kind of undesired effects that can arise when dealing with a constant cost function. We have a synthetic surface of two ramps, continuous except along a horseshoe arc. The coherence (a measure of the quality of the phase measurement) is qualitatively consistent with real data sets: the coherence is generally high, tapering to a low value (0.4) near surface discontinuities. The synthetic interferogram in Figure 1 (c) clearly shows the phase fringes, with the fringe separation proportional to the surface slope.
If we apply network-flow to the interferogram, the resulting surface differs from the original in that the centre ramp fails to be properly attached to the rest of the surface, as shown in Figure 6 (a); this problem of having discontinuities or "cuts" running across high-coherence areas has already been shown by other authors [8, 13] .
In this paper we undertake the first systematic investigation of network flow costs. Our basic premise is the following: the cost of a pixel pair must reflect the "cost" of having an aliased phase (i.e. a non-zero residual), which must therefore clearly be a function of the probability that the pixel phase difference is aliased, or lying outside of . Therefore, we assert that at least two quantities need to be accounted in any sensible definition of costs -the coherence, which measures the signal-to-noise ratio of the phase, and the surface gradient, which influences the phase gradient and therefore the probability that a measured phase will be aliased. We develop such a cost model, dependent on both slope and coherence, based on an analogy with solving a Maximum Likelihood estimation problem. Moreover, this framework naturally leads to an asymmetric costs allocation, that is, it assigns different weights to positive and negative residuals. Section 2 reviews network flow and clarifies the importance of costs. Sections 3 and 4 respectively derive the gradient aliasing probabilities and the network-flow costs. Section 5 compares our derived cost function with competing methods, and conclusions are summarized in Section 6.
Network Flow Algorithm
The purpose of this section is to introduce the reader to the network flow algorithm [5, 6, 8] . We are interested in the mathematical properties of the problem, rather than the specific details of a particular implementation.
Since the main focus of our paper is to understand the behavior of the unwrapped solutions as a function of different costs, to avoid distraction we will treat the network-flow algorithm strictly as a tool or black-box.
As mentioned in the Introduction, the objective of a phase unwrapping algorithm is to locate discontinu-ities. Most algorithms do so by means of minimizing the value of some objective function. Least-squares estimation algorithms [14, 20] implicitly locate discontinuities by minimizing the squared differences between unwrapped and wrapped gradients. Other approaches, like Goldstein's residue-cut algorithm [16] and Costantini's minimum cost flow algorithm [6] both use "path following" strategies that explicitly identify and place discontinuities.
If we define
as the unwrapped and the wrapped phase fields respectively, where the
live in a rectangular 4 5 7 6 grid, the measured phase will obey
where
and @ is the wrapping operator.
Following Costantini [6] , we define the residuals
for each individual arc
is the discrete difference operator along the direction
, then phase unwrapping can be formulated as
subject to the constraints that all loop integrals (e.g., see Figure 2 ) be zero:
. The flow on each arc physically represents the residual (2). The costs X can be any positive function.
With the network defined, there are two inputs to the minimum cost flow solvers: The map of loop phase integrals, which are fixed by (4) for a given dataset, and the costs e j X corresponding to flows y j X , which are the only free parameters to be chosen. Figure 3 illustrates the influence of the costs. The network flow algorithm will connect the two opposite charges, since the constraints specify that all unbalanced charges must be neutralized. If the optimization is carried out with constant costs, the result will clearly be a straight line connecting the two charges. However under a modified cost function (Figure 3(b) ) the new minimum-cost path will change (due to the symmetry of the problem there is a second optimal path, not shown, proceeding along the lower arc). Clearly the flow costs affect the optimal path connecting the charges; therefore the issue of cost selection must be of significance in phase unwrapping. Different cost functions have evolved since unweighted network-flow [5] . Costantini [6] used the coherence map as weights; Ghiglia and Pritt [13] used Flynn's algorithm [9] with costs obtained by thresholding the phase slope variance map; Eineder et al [8] produced a binary cost map by thresholding the three variables of amplitude, charge density and flatness; Chen and Zebker [4] separately thresholded the coherence map and edge detection applied to the interferogram magnitude; finally in [21] a neural network was used. Although some of these studies have been very thorough, none of them have a supporting theory regarding the limitations or extensibility of the method.
Phase Aliasing Probabilities
The costs in (3) should be selected to guide the flow along paths where a terrain discontinuity is most likely, and therefore each weight needs to reflect somehow the probability of a residual. We begin our analysis by investigating the probability that a phase-gradient is aliased; that is, the probability that a residual will be required between two pixels:
Our derivation of network-flow costs in Section 4 will be based on estimating these probabilities. We begin with a simple case in which the problem parameters are assumed to be error-free; we then refine the aliasing probabilities by incorporating uncertainties in the parameters themselves.
Phase Gradient PDF
Based on circular Gaussian statistics, [17] derived the probability density function for single-look and multilook interferometric (unwrapped) phase distributions:
where P is the number of looks, s is the coherence (the magnitude of the complex correlation coefficient between the two SAR signals),
is the location of the peak of the distribution, v is the Gamma function, and is the Gaussian hypergeometric function.
From Bamler [2] , the decorrelation noise
causes the wrapped interferogram
to be a random process which deviates from the ideal topography (as in Figure 4 (a)).
Consider the PDF of the horizontal phase gradient r between nodes
and
; the corresponding PDF on arc
is given by the convolution
where s is the pixel coherence,
is the topographic gradient, and
the vector of parameters corresponding to arc i . It is then straightforward to compute the desired residual probabilities: Figure 4 shows the convolved PDF with the integration limits represented graphically. Note that except in the presence of very steep slopes,
Parameter Inaccuracies
The derivation of the previous subsection is illustrative but incomplete, in the sense that the PDFs of each pixel involved in the convolution (8) depend on two parameters: the phase gradient and the coherence s . These parameters are estimated from the data and are subject to errors. In particular, a lower coherence leads to increased estimation error variances of both parameters [23, 24] . For example, a very low coherence over flat topography can lead to grossly inaccurate estimates of the gradient; if this gradient estimate ¡ is believed, then the inferred PDF will be highly skewed (as in Figure 4 ) predicting
would have been more appropriate.
Instead, in principle we need to consider the joint PDF of the phase, gradient, and coherence. For the sake of simplicity, and because the influence of slope variability is much higher than that of coherence, we will assume that the coherence estimation is exact. We base this assumption on the observation that the distribution of the estimated slope is uniform as
, an effect which does not occur for coherence.
Empirically, we found that including coherence variation does not produce a significant altering of the results.
We begin with the equation for the probability of a zero residual
, conditioned on the (possibly inaccurate) estimates is not known, so we incorporate the dependence on the true underlying variables and find the marginal distribution:
We have argued that the error in the coherence is minor, compared to errors introduced by the slope estimation, so ¡ s 7 ª I s and we can write
The former distribution is given by (8); the latter represents the distribution for the true slope, given the slope estimate. Since the prior model
for the slope will be entirely terrain dependent, we will choose a uniform distribution for the slope, which corresponds to a "maximum entropy" or least-information condition, in which case
and so the desired residual probability reduces to
where , however in principle the surface slope can have any value, and so is defined and published algorithm could be used here, as long as the associated estimation error PDF required in (14), is known. Of course, better estimators will correspond to narrower estimation error PDFs, leading to more specific network-flow costs and better results.
For the examples shown in Section 5, we will estimate the slope using a Maximum Likelihood method [23] .
The error statistics can be approximated as Gaussian, with a variance of [23]
where 6 is the number of pixels of the square estimation window and s is the coherence.
Maximum Likelihood Costs
Section 3 derived the probability of having aliased phase gradients; in this section we will proceed to exploit that information in order to derive an improved network-flow cost function. We begin by deriving the costs by analogy to a simple Maximum Likelihood problem, and then proceed to discuss some of the assumptions implicit in the analogy. It is important to keep in mind that this derivation is not an attempt to solve network flow analytically, rather the strategy is to arrive at a similar, simpler problem which yields some insights and theoretical expressions for the costs.
Suppose we have a phase unwrapping problem: the arc i between a pair of adjacent pixels has associated with it the discrete probability distribution of its residual
as derived in Section 3, where X is the vector of parameters (e.g., estimated slope, coherence) associated with the arc, defined in (8) . Let us consider a random particular solution k are independent, the probability of this ensemble is
The Maximum Likelihood solution for k is given by the most probable assignment:
where a rgh returns the value of k which optimizes the associated criterion. From (9) and the subsequent discussion we limit our consideration to
, however this limitation is not necessary. If we assume that y j X V Ò § , which will be true for almost all pixels, then the network-flow and maximumlikelihood objectives are equivalent if we equate terms in (22) and (23):
These cost expressions are the fundamental result of this paper.
Our derivation does assume that the residuals are independently distributed. This hypothesis is, of course, not completely valid, however the a priori correlation is weak.
We are interested in computing the a priori probability of having a residual at a given arc i of the network,
i.e., we would like to explore all possible paths that connect every combination of residues, without setting any preference or favoring one path over others.
For the sake of clarity, let us consider only two residues that need to be connected, . The residual probability on any one of the four arcs coming out of × will be 1/4; if we consider the next neighboring arcs their probability will be (1/4)(1/3) etc. That is, roughly speaking the probability evolves as a random walk, decreasing exponentially with distance.
Finally, an implicit assumption in our derivation is that zero-residuals must be the most probable; i.e., that X l X , otherwise the costs would become negative. From Figure 4 , it should be clear that this is possible only for anomalously large estimates of the surface slope. If the estimated slope is bounded by , then cost positivity is guaranteed.
Results
This section presents four tests: the first based on an artificial toy problem, the next two based on standard benchmark unwrapping problems from the literature [13] , and finally one ERS-Tandem [11] data set over Europe.
Implementation
The ML cost function (24) is straightforward to compute given the residual probabilities; the numerical complexity resides in evaluating the integrals (8) , (9), (14) . The required parameters are the estimated slope We have used the RELAX-IV minimum cost flow algorithm by Bertsekas and Tseng [3] .
Toy Problem
The "horseshoe" example of Figure 1 can be viewed as a rough caricature of an elevation peak projected to slant range. Of the many toy examples tested, this one is the most effective in illustrating the inability of the constant-costs approach to correctly unwrap.
Two parameters were varied: the width of the gap and the minimum coherence value. Figure 6 shows sample results for a coherence of ³ o e Ú
, and for an average gap size. The constant cost function introduces long cuts that generate artificial discontinuities, whereas the ML costs guide all residuals along the low coherence area, producing the correct surface. band that allows the algorithm to correctly unwrap (4-5% error) in most combinations for the ML-costs case, whereas errors were systematically high with constant costs.
We should note that near the apex of the horseshoe the hypothesis from Section 4 that d S c is violated. As a consequence, at this point the network-flow result will deviate from the theoretical solution of the ML cost model. Specifically, network-flow will adopt cost ³ t Û
ln" x X µ X rather than the cost ln" l X µ X of maximum likelihood. In practice there are few such points in an image, so the distinction is relatively minor.
Note that setting costs by thresholding the coherence map would not necessarily solve this problem. An image containing multiple such horseshoes, at varying coherence contrasts, could not be successfully unwrapped on the basis of a single, global coherence threshold.
Synthetic SAR Data
A second test was performed on two synthetic data sets, which have been thoroughly tested by several phase unwrapping algorithms [13] . Figure 7 contains two sets of seven panels, including intensity-coded differences between the original surface and unwrapped results for three different unwrapping algorithms.
Our proposed approach yields excellent unwrapped surfaces with only local, individual-pixel errors, whereas network-flow with constant costs suffers from substantial errors of broad geographic extent.
Even compared with two of the most recent algorithms described in Ghiglia & Pritt [13] , Flynn's in panel (f) and the minimum
-norm in (g), our algorithm performs at least as well: in both examples the only errors generated by these reference methods and our proposed approach are located at layover/foreshortening areas and at the boundaries of the external mask. All three algorithms are fully automatic: the costs are computed based on the data, and there are no parameters to tune in order to produce these results. The results are similar for all three methods: in terms of the total pixels incorrectly unwrapped, our proposed costs unwrap all but 3.85% of the pixels correctly, whereas the other two methods have unwrapping errors of 4.0% and 4.1%.
Etna Interferogram
One final example tests our algorithm on real data, a No unexpected effects can be observed in the surface unwrapped with the ML costs.
Unfortunately no reference elevation model was available, therefore we can only show the differences between our results and the two reference algorithms: Flynn and minimum
Conclusions
The minimum cost flow algorithm is an effective tool for high quality unwrapping of interferograms. We have illustrated the dependence of the unwrapping path on the flow costs, motivating a new look at assessing these costs.
The costs required for the optimization have been derived theoretically by analogy with a maximum likelihood approach, which provides both an approximate model of the residual probabilities, and a practical algorithm for computing them. The resulting unwrapped interferograms are competitive with recently published algorithms.
One limitation of the proposed method is the assumption of residual independence; further work is required to refine the probabilistic models, specifically taking into account correlations due to the data and those induced by the flow constraints.
Our contribution is an approach to assigning costs, rather than a specific algorithm. Because our approach is based on statistical models of slope and coherence estimates, our method can already accommodate future developments, such as improved slope and coherence estimators or statistical terrain height information provided by approximate digital elevation models. Table 1 : Several tests were run in order to assess the "horseshoe" example of Figure 1 . Two parameters are varied: the minimum coherence value at the discontinuity and the gap (measured in pixels) between the two endpoints of the discontinuity. The last two columns show the percentage of incorrectly unwrapped pixels, when measured against the original surface, for both constant and ML-varying costs. 
