In recent years, Gaussian quadrature has become the standard method for numerical integration in many computer installations [1, 2] . In general, Gaussian rules are most economical since an n-point rule is exact for polynomials up to degree 2n -1 and no rule can do better. However, for particular classes of functions and for particular applications, other rules may be more efficient. Thus there are occasions when we prefer a closed rule, i.e. one which includes among its abscissas the two end points of the integration interval. This is the case when the integrand vanishes at the two end points as it does in Longman's method for evaluating integrals of oscillating functions [3] . If we want to check a quadrature over a given interval by doing two additional quadratures, each over half the interval, then a closed rule will save at least two evaluations of the integrand.
Let us normalize our integration interval to ( -1, 1) and consider the closed symmetric n-point integration rule with n odd, n = 2m 4-1,
with x±m" = ±1, x-kn = -Xkn , and a_*" = akn ■ It was first shown by Lobatto*
[4] (cf [5] ) that the 2n -2 quantities, n -2 abscissas x*" and n weights a*» , can be so chosen that the integration is exact for polynomials up to degree 2n -3.
The abscissas x*" are the zeros of P"_i (x), the first derivative of the Legendre polynomial of degree n -1, P"_i(x), and the corresponding weights a*" are given by (2) akn = nin -VlP^ixkn)]1 while amn = a_m" = 2/n(n -1). In this case Tables of abscissas and weights * According to Scarborough [6] , Lobatto modified Gauss's integration rule so as to include the end values and also the value of the function at the midpoint of the interval. Radau [7J extended Lobatto's method to the general case of m fixed abscissas in an n-point rule (m ¿ n). Kopal [8] designates by Radau quadrature all rules with m preassigned abscissas. However, Hildebrand [5] and others use Radau quadrature to denote the case where only the left-hand endpoint of the integration interval is preassigned and Lobatto quadrature, the case where both endpoints are preassigned. Radau [7] tabulated Lobatto abscissas and weights for n -2(1)8 to eight decimal places and for n = 9(1)11 to ten decimal places and Kopal [8] Pn-liXkn )
and
A reduced to the following formula which only involves Legendre polynomials:
The iteration was terminated when | A | became smaller than 2~74. The initial values Xk°n were taken to be the arithmetic means of two successive zeros of P"_i(x) tabulated by Davis and Rabinowitz. [10, 11] With this choice of initial value, convergence was achieved in at most six iterations.
The values in the table were checked on the computer by calculating the sums XX-m aknxl" for r = 0,2, A, 8, 16, 32. For n such that r g 2n -3, these sums were equal to (2/r 4-1) to 19 decimal places. In addition 5^T__m akn was computed by hand from the final manuscript and was found to deviate from the correct value 2 by at most 4 units in the 19th decimal place. This accuracy is acceptable since we were summing rounded numbers. A further check was made on the computer by calculating YX-i x\n and II*-i **» ■ Each sum checked to 19 decimal places with the true value (n -2)(n -3)/2(2n -3) while the square of each product checked to at least ten significant figures with the true value \m+lj (m+l) 2(ï-i)
These two identities are derived as follows 
