__ The paper deals with a cognitive architecture for posture learning of an anthropomorphic robotic hand. Our approach is aimed to allow the robotic system to perform complex perceptual operations, to interact with an human user and to integrate the perceptions by a cognitive representation of the scene and the observed actions. The anthropomorphic robotic hand imitates the gestures acquired by the vision system in order to learn meaningful movements, to build its knowledge by different conceptual spaces and to perform complex interaction with the human operator.
I. INTRODUCTION
The control of robotic systems has reached a high level of precision and accuracy, but often the high complexity and task specificity are limiting factors for large scale uses. Today, robots are requested to be both "intelligent" and "easy to use", allowing a natural and useful interaction with human operators and users. A promising approach towards simple robot programming is the "learning by imitation" paradigm (see [19] , [21] , [26] for reviews on different aspects on imitation). Many working systems have been proposed in the literature [2] , [3] , [4] , [12] , [14] , [15] , [16] , [22] , [23] , [28] . However, these systems, a lthough effective, are generally based on movements recordings obtained by gloves, by particular equipments or by simplified vision; moreover, the imitation capabilities are sometimes limited to simple mimicking of the teacher movements.
We claim that, in order to have a system able to learn by imitation, the system itself may have the capabilities of deeply understand the perceived actions to be imitated. Therefore, the system may be able to build an inner conceptual representation of the learned actions. In this paper, we present an architecture based on learning by imitation that performs visual interaction between an human user showing his moving hand and an anthropomorphic robotic hand (a DIST-Hand built by GraalTech, Genova, Italy). The core of the architecture is a rich inner conceptual level [10] where the representation of perceptual data takes place starting from a real time unconstrained vision system [5] , [6] , [7] , [8] , [13] . Our long term project goal is to build a system that may help and collaborate with elderly and impaired persons in everyday life (e.g. a system that helps to pick up an object or to perform some movements).
The current system is equipped with a stereo video camera that acquires the movements of the hand of the user, in order to perform a direct visual control of the robot (by movements imitation) or to interact using a given sign formalism. The acquired visual data are anchored to symbolic descriptions of the human hand postures and operations [7] . The system takes as input a sequence of images corresponding to subsequent phases of the evolution of the scene (the movements of the human hand and their effects on the whole scene), and it generates an output as a suitable action performed by robotic hand, along with the description of the scene. Such a symbolic description may be employed to perform high-level inferences, e.g. those needed to generate complex long-range plans of interaction, or to perform reasoning about the user operations. In order to test our system and to have quantitative data on human system interaction, we consider a measurable experimental setup in which the user plays RockPaper-Scissors game. The system task in this setup is to understand the strategy of the human player.
The paper is organized as follows. In the next section, the cognitive architecture is summarized and detailed description of the conceptual representations is given. The third section describes a simple application that involves conceptual space representation and reasoning: human user plays rock, paper, scissors game against the system. Short conclusions follow.
II. THE COGNITIVE ARCHITECTURE FOR VISUAL PERCEPTION AND LEARNING
The aim of the architecture is to integrate visual perception with knowledge representation, with particular emphasis on man-machine interaction. Our proposal is based on the hypothesis that a principled integration of the approaches of artificial vision and of symbolic knowledge requires the introduction of an intermediate representation between these two levels [6] . Such a role is played by a conceptual space, according to the approach proposed by Gärdenfors [10] .
The implemented architecture is organized in three computational areas. Fig. 1 schematically shows the relations among them. The subconceptual area is concerned with the low-level processing of perceptual data coming from the sensors. We call it subconceptual because here information is not yet organized in terms of conceptual structures and categories. The subconceptual area includes a 3D model of the perceived scenes. Even if such a kind of representation cannot be considered "low-level" from the point of view of artificial vision, it still remains below the level of conceptual categorization. In the linguistic area, representation and processing are based on the formalism of probabilistic reasoning based on Bayesian networks [17] . In the conceptual area, the data coming from the subconceptual area are organized in conceptual categories, which are still independent from any linguistic characterization.
The purpose of the subsequent discussion is to show how a conceptual representation can be viewed as a composition of three different space, that driven step by step from sensorial to symbolic level. An overview of the system is depicted in Fig. 2 .
A. The subconceptual area
As previously stated, t he task of the implemented architecture is to deeply understand the postures and movements of the human hand. To this aim, we need the exact 3D reconstruction of the hand to individuate the orientation and reciprocal position with other body parts (arms, face, and so on).
Different methods have been proposed to capture human hand motion. Rehg and Kanade [18] introduced the use of a highly articulated 3D hand model for the tracking of a human hand. Heap and Hogg [11] used a deformable 3D hand shape model. The hand is modeled as a surface mesh which is constructed via PCA from training examples. In [9] , Cipolla and Mendoca presented a stereo hand tracking system using a 2D model deformable by affine transformations. Wu and Huang [29] proposed a two-step algorithm to estimate the hand pose, first estimating the global pose and subsequently finding the configuration of the joints. In [ 27] , the Eigenspace method is used to classify hand shape and estimate hand position. Our method, described in details in [13] , uses fingertips as features, extracted from gray level images with black background. Each finger (except the thumb) is considered as planar manipulator. The hand postures is defined reconstructing its joint angles, and the Kalman Filter is used to track the fingertips in an image sequence and computes the 3D coordinates of each of them. The coordinates of the four fingertips and the wrist are used to solve the inverse kinematics problem for joint angles, provided a kinematics model of a human hand.
The model is designed to remain simple enough for inverse kinematics to be done in real-time, while still respecting human hand capabilities. We take into account static and dynamic hand constraints [24] which allow us to reduce the number of DOF of the model to 15. The robustness of this algorithm has been tested using various fingers configuration: also in the more complicated case of two very close fingers on the background palm the system follow the correct feature. The addition of artificial noise or the use of a lower image scale does not degrade the performance of the algorithm. No constraints of the possible hand postures are necessary and gray-level video images are sufficient to obtain good results. A limitation of the proposed approach is that the background may be uniform in order to obtain real time segmentation; other approaches presented better segmentation algorithms based on color [30] or 3D models [20] but without dealing with real time problems.
We have tested our method by using two different stereo rigs: the first one was composed by two Sony cameras, and the second one by two USB Webcams. The software runs on a personal computer (Pentium III, 450 MHz), equipped with two video grabber cards and an Ethernet card. The movements command are send to the DIST-Hand using a TCP-IP link to it. The various procedures implemented to perform the posture reconstruction allow a frame rate of 10 images per second, permitting a qualitative correct recognition of the movements of the real hand presented
B. Perceptual Space (PS)
The perceptual space PS is part of the conceptual area of the architecture and it is a conceptual space in the sense of Gärdenfors [10] , in particular it is a metric space whose dimensions are strictly related with the quantities processed in the subconceptual area. By analogy with the term pixel, we call knoxel a point in a PS. A knoxel is an epistemologically primitive element at the considered level of analysis. The basic blocks of our representations in PS are geometric primitives (the joint angle values, or superquadric parameters) describing the acquired scene. In order to account for the dynamic aspects of actions, we adopt a perceptual space PS in which each point represents a whole simple motion. In this sense, the space is intrinsically dynamic since the generic motion of an object is represented in its wholeness, rather than as a sequence of single, static frames. The decision of which kind of motion can be considered simple is not straightforward, and it is strictly related to the problem of motion segmentation. In the line of the approach described in [8] , we consider a simple motion as a motion interval between two subsequent generic discontinuities in the motion parameters. 
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In the static PS mentioned above, a moving component had to be represented as a set of points corresponding to subsequent instants of time. This solution does not capture the motion in its wholeness. The implemented alternative has been previously investigated in [8] . We adopt as the conceptual space for the representation of dynamic scenes a dynamic space which can be seen as an "explosion" of the static space. In this space, each axis is split in a number of new axes, each one corresponding to a harmonic component. Fig. 3 is an evocative, pictorial description of this approach. In the leftmost part of the figure, representing the static PS, each axis corresponds to a 3D geometric parameter; in the rightmost part of the figure, representing the dynamic PS, each group of axes corresponds to the harmonics of the corresponding geometric parameter. Also in this case, a knoxel is a point in the conceptual space, and it corresponds to the simple motion of a geometric component.
C. Situation Space (SS)
A simple motion of a component corresponds to a knoxel in PS. Objects may be approximated by one or more geometric primitives. Let us now consider a scene made up by the human hand. Consider the index opening, as in Fig. 4 . We call Situation this kind of scene. It may be represented in PS by the set of the knoxels corresponding to the simple motions of its components, as in Fig. 4 , where each knoxel corresponds to a phalanx. In this case, each knoxel corresponds to a moving phalanx of the index and its harmonic components are not zero, while the other knoxels correspond to the phalanxes of quiet fingers (the figure depicts only some of them). Each point in the Situation Space (SS) is a collection of points in PS. SS is a pictorial representation of the global perceived situation.
D. Action Space(AS)
In a Situation, the motions of all of the components in the scene occur simultaneously, i.e. they correspond to a single configuration of knoxels in the conceptual space. To consider a composition of several motions arranged according to a temporal sequence, we introduce the notion of Action in the sense of Allen [1] . An Action corresponds to a "scattering" from one Situation to another Situation of knoxels in the conceptual space.
We a ssume that the situations within an action are separated by instantaneous events. In the transition between two subsequent configurations, a "scattering" of at least one knoxel occurs. This corresponds to a discontinuity in time that is associated to an instantaneous event. Fig. 5 shows a simple Action performed by the human hand. The figure shows a human hand while opening. This Action may be represented in CS (Fig. 5) as a double scattering of the knoxels representing the phalanxes (the figure depicts only one of them). The knoxel representing the palm remains unchanged. Each point in the Action Space (AS) is a collection of situations, i .e., of points in SS and it represents a hand action. AS is a pictorial representation of the action performed by human hand.
E. Linguistic area
Long term declarative knowledge is stored at the linguistic area. The more "abstract" forms of reasoning, that are less perceptually constrained, are likely to be performed mainly within this area. The elements of the linguistic area are terms that have the role of summarizing the situations and actions represented in the conceptual spaces previously described, i.e., linguistic terms are anchored to the structures in the conceptual spaces [7] .
The symbolic inferences in the linguistic area aimed to plan and decision making, are performed by suitable Bayesian networks. At a given instant, the chosen decision depends from p ast events and actions executed with a given probability. The interactions between human user and robotic system, initially random, are used to update the tables of probability of the network in order to learn suitable strategies [17] .
F. Learning in the architecture
The structures of the conceptual spaces allows to manage the learning of the link between perception and action at different level of representation.
In the Perceptual Space, we need to recognize and classify the motions of single phalanxes (e.g., UpPhalanx 1 ): it is an easy task and the system uses a classifier based on a perceptron neural network.
In the Situation Space, we need to classify and recognize complex dynamic postures: the system uses a recurrent neural network able to learns the different hand configurations. Let us consider a set of knoxels s= {pk 1 , pk 2 , …, pk m } corresponding to an instance of a Situation concept C, e.g., Hand Opening. When a knoxel of s, say pk 1 , has been individuated by the subconceptual area and it is presented as input to the recurrent network associated to C, the network generates as output another knoxel of s, say pk 2 . In this way, the network predicts the presence of pk 2 in SS. The expectation is considered confirmed when the subconceptual area individuates a knoxel pk* so that pk 2~p k* . If the expectation is confirmed, then the network receives as input pk 2 and generates a new expected knoxel pk 3 ,and so on. The network therefore recognizes the configuration of knoxels of the associated concept according to a recognition and expectation loop.
In the Action Space, we performs a similar mechanism to classify complex actions: when C is an Action, the previously described sequences now refer to a succession of different SS configurations. It should be noted that the SS case is an example of synchronic attention, while the AS case is an example of diachronic attention. Recurrent neural networks make it possible to avoid an exhaustive linguistic description of conceptual categories: in some sense, prototype Situations and Actions arises from the activity of the neural networks by means of a training phase based on examples. In addition, the measure of similarity between a prototype and a given Situation or Action is implicit in the behavior of the network and is determined by learning. As stated before, in the linguistic area, where long term memory is the instrument to plan and to decide strategies, we use suitable Bayesian networks. The history that determines the behavior of the system is a group of sequential action: the current decision is dependent from past events and actions executed, with a given probability. The interactions between human user and robotic system, initially random, are used to update the tables of probability of the network in order to learn strategies of behaviors according to the Bayesian learning algorithms [17] .
III. EXPERIMENTS: THE CASE OF ROCK, PAPER, SCISSORS GAME
We adopted an experimental setup that allowed us to measure the degree of learning of the system during humanrobot interactions. In this setup, human user plays the Rock, Paper, Scissors game against the robotic hand (see Fig. 6 ).
We have chosen the RPS (Rock, Paper, Scissors) game because it is simple, fast, involving hand dexterity and strategy between two players. Moreover, RPS game is based on standard hand signs. Also the rules are simple and wellknown:
-players contemporarily show one of the three signs; -rock: wins a gainst scissors, loses to paper and stalemates against itself; -paper wins against Rock, loses to scissors and stalemates against itself; -scissors wins against paper, loses to rock and stalemates against itself.
Players may use any combination of these throws at any time throughout the match. Any throws that are not conforming to the standard hand positions and thus deemed to be a rock, paper, or scissors is considered to be an illegal throw and it is thus forbidden.
A. Learning game behavior
The robotic system, in order to choose one of the three game signs, uses a suitable sequential mechanism of expectations. The recognition of a certain component of a Situation (a knoxel in PS) will elicit the expectation of other components of the same Situation in the scene. In this case, the mechanism seeks for the corresponding knoxels in the current PS configuration. The recognition of a certain situation in PS could also elicit the expectation of a scattering in the arrangement of the knoxels in the scene; i.e., t he mechanism generates the expectations for another Situation in a subsequent PS configuration. In this way expectations can prefigure the situation resulting as the outcome of an action.
This implements a predictive behavior of the robotic hand, and it r epresents the ability of a player to predict the opponent action before its completion and using only sensorial input. For example, when the robot recognizes a starting instance of the Paper path situation, it immediately performs the Scissors action.
We take into account two main sources of expectations. On the one side, expectations could be generated on the basis of the structural information learned in the Bayesian network. As soon as a Situation is recognized and the situation is the precondition of an Action, the symbolic description elicit the expectation of the effect situation. Fig. 7 shows an example of the Bayesian network that computes the most probable sign after two throws using a strategy based on the repetition of successful moves. On the other side, expectations could also be generated by purely associative mechanism between situations by means of the previously described neural networks.
Each concept C is associated with a suitable recurrent neural network which acts as a "predictive filter" on the sequences of knoxels corresponding to C.
B. Playing a game
The system has played 500 matches against human user which uses a defined complex strategy based on "gambit" composition. A gambit is a series of three throws used with strategic intent. "Strategic intent" in this case, means that the three throws are selected beforehand as part of a planned sequence. There are only twenty-seven possible gambits, but they can also be combined to form longer, complex combination moves. The strategy followed by human player related to the Fig. 8 is represented by the union of the gambit (PSR) and (RPR), with the random choose to repeat the same sign or change gambit after a stalemate or the conclusion of a set. A single game uses the best of three of three format (max 3 sets, ended when a player wins 2 throws). In the first phase of the challenge (match #1-#50), the system plays at random, obtained a success rate near to 33% (stalemate is counted as fail). The continuous updating of the tables of the Bayesian network introduces the knowledge of opponent's strategy. After approximately 250 matches the system has completely learned the inner behavior of the human player and has obtained a success rate near to 61,2%. The various experiments done have highlighted a profile of learning process characterized by a random initial phase that lasts 50~75 matches depending from player strategy, a second phase with constant converging learning rate, and a final phase in which the system does not improve its skill. 
IV. FUTURE WORKS: EMOTIONAL BEHAVIOR
On the surface, RPS appears to be a game of chance. Whether because of associations with the symbols or the hand positions that represent them, players perceive the three throws to have distinct characteristics. These vary from player to player, but generally fall into some common patterns. For example the World RPS Society web site [25] We are considering a knowledge base that collects emotional tendencies of different human players. If, before starting the game, the system knows its opponent, it could decide the initial sign. On other side, during a game, the history of the throws could be stored and used to associate a typical behavior of current opponent.
IV. CONCLUSIONS
A cognitive architecture for posture learning of an anthropomorphic robotic hand has been presented. Our approach is aimed to allow the robotic system to perform complex perceptual operation, to interact with human user and to integrate the perceptions with a cognitive representation of the scene and the actions. The anthropomorphic robotic hand imitates gestures showed to the vision system in order to learn movements, to build its knowledge by different conceptual spaces and to perform complex interaction with the human operator. 
