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Summary
In this work, a Computational Fluid Dynamic methodology
for the simulation of the charge formation process in Gasoline
Direct Injection engines is presented. The aim of the work is to
develop a methodology suitable in an industrial environment
to drive and support the development process of modern GDI
engines.
A big emphasis is placed on the comparison of the proposed
CFD models with experimental data obtained using a single-
cylinder optical engine.
Chapter 1 describes the working context and sets the aim
of the work. After a brief recall of the theoretical background
of CFD in chapter 2, an overview of the optical techniques in-
teresting for Internal Combustion Engine applications is pre-
sented in chapter 3, and the basic principles of spray atomiza-
tion theory are reviewed in chapter 4.
In chapter 5 the CFD simulations for the charge motion
in-cylinder are described. Two different engines were investi-
gated, and the effect of different turbulence models and numer-
ical schemes are analyzed, comparing the results with optical
experimental data. The standard k-ε model, together with the
MARS numerical scheme, showed the better capability to re-
produce the charge motion and turbulence pattern in-cylinder,
and therefore they were used for the remaining part of the
work.
In chapter 6 the injection model used is discussed. De-
i
spite a traditional Lagrangian-Eulerian approach, the model
presents an innovative procedure capable to reproduce also
the liquid core. After that the effects of the use of the liquid
core and a bi-component fuel are analyzed, the in-cylinder in-
jection results for the two investigated engines are presented.
The injection model shows its capability to correctly reproduce
the spray shape and penetration in different operating condi-
tions and for different injector types, using a reduced amount
of calibration parameters.
Finally, chapter 7 presents some “diagnostic indexes” capa-
ble to resume the results of the CFD simulations in a reduced
number of parameters. In particular, some indexes to assess
the quality of the mixture and the wall impingement tendency
are proposed, allowing to use the CFD simulations to address
these crucial aspects in the choice of injector targeting and
actuation strategy.
The proposed methodology allows to use CFD simulations
to support the engine development process, and was success-
fully applied to many different spark ignited engines.
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Chapter 1
Introduction
Engine development has nowadays to deal with a stringent leg-
islation on the pollutant emissions, and a constant attempt to
reduce the fuel consumption, as required from the marketing,
the governments and the customers. However, the research for
constant increasingly performances and fun to drive cannot be
neglected to create a winning product on the market. Cost re-
duction and short development time complete the framework
in which every new engine for series production is generally
developed.
In this chapter, the effects of the main existing laws on the
pollutant emissions will be revised, since they currently drive
and deeply affect the engine development. Afterward, the role
of gasoline direct injection engines in the current scenario of
engines will be discussed, and finally the general aim of the
CFD simulations during the engine development, and in par-
ticular the motivation for the present work, will be presented.
1.1 Emission legislation
Since when at the beginning of 50’s the problem of air pol-
lutions became known in Los Angeles, various and constantly
1
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more stringent legislations were set all over the world, begin-
ning from California to Europe, Japan and nowadays even
China and India. Legislations are considerably different, both
in term of regulated pollutants and their limits, as well as the
test driving cycles. At the moment however, the USA limits
as well as the Japanese ones are the most severe, taking into
account also the adopted test cycle, but with the introduction
of the Euro 6 in 2014 also in Europe quite challenging lim-
its will be required. A further requisite, particular stringent in
Europe, is the request from European Community accepted by
ACEA1 to reduce the fleet-averaged CO2 emissions until the
level of 95 g/Km for 2020, corresponding to a fuel consumption
of approx. 4.1 l/100 Km for gasoline engines.
A discussion on the homologation cycles in each country
and the law limits is beyond the purpose of this chapter, but
can be easily found in the specific literature [1, 2].
Thanks to the use of the three-way catalytic converter,
the prescribed limits in term of CO and HC emissions can be
reached without too many problems, if a proper combustion
without misfiring and a correct air-fuel ratio is provided. For
gasoline direct injection, the compliance with the maximum
number of particulate particles is more difficult to be reached.
This limit has been introduced with the Euro 6 and it is cur-
rently proposed to be for the first three years 6.0·1012 #/km,
that then will be reduced to 6.0·1011 #/km [3]. In case of GDI
engines working in lean stratified mode, also the NOx limits
have to be carefully considered, while these are generally easily
achievable in case of homogeneous combustion.
1.2 Gasoline Direct Injection engines
Gasoline Direct Injection engines can be operated in homoge-
neous mode or in lean-stratified mode. In the former mode,
1European Automobile Manufacturers Association.
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like in a conventional port fuel injection (PFI) engine, the fuel
is introduced in the cylinder in approximately stoichiometric
ratio with the air, in order to achieve an homogeneous air-fuel
mixture. The latter one is more difficult to be realized, since a
detailed control of the spray in-cylinder is required in order to
achieve the desired stratification, nevertheless it has numerous
advantages in terms of reduction of fuel consumption thanks
to [4]:
– reduced pumping losses, since the load control is done
through a different injected quantity and a different glob-
al air-fuel ratio as in the diesel engines;
– reduced temperature in-cylinder and consequently re-
duced heat losses;
– higher compression ratio achievable thanks to the fuel
evaporation cooling effect;
– possibility of easier fuel cut-off during deceleration, and
lower acceleration enrichment, since no fuel film is built
on the intake port.
It is worth to point out that nowadays, due to difficulties
in realizing the fuel stratification at different speeds and loads,
many GDI engines on the market always operate in homoge-
neous mode. The first advantage on the list – which is also the
most attractive one, both in the homologation cycle and the
real working conditions, where the engine is very often used
at partial load – is lost. However, all the other mentioned ad-
vantages remain valid also in case of homogeneous operation,
and make the GDI engines very attractive in order to reduce
the fuel consumption of modern cars.
Downsizing is another concept which is nowadays often
mentioned. In the past, downsizing was used only in case of
packaging constraints, in order to obtain the same performance
of an higher displacement engine reducing the engine size and
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equipping it with a boosting system (either a turbocharger or
a supercharger) [5]. Nowadays downsizing is mainly used to
reduce fuel consumption and consequently CO2 emissions. A
reduced displacement allows to decrease the mechanical losses
due to auxiliaries and frictions. Furthermore, the engine will
be generally operated at higher load, reducing the pumping
losses and the impact of organic losses on the total generated
power, ending up in an higher efficiency. Finally, the use of
boosting systems enhances the low-end torque, nowadays syn-
onymous of fun-to-drive for many OEMs and customers.
1.2.1 Problematics of GDI engines
As already mentioned in the section 1.1, pollutant emissions
and fuel consumption nowadays drive the development pro-
cess of each engine for the series production. The main issues
of GDI engines are related to the maximum number of soot
particles admitted by the legislation, since due to the direct in-
jection some pool fires events could occur in-cylinder, causing
a considerable production of soot.
Pool fires are nowadays considered related to the liquid
fuel impingement on the piston and on the valves, as well as
the presence of rich locations in the cylinder or not completely
evaporated droplets [6, 7, 8]. For these reasons, during the GDI
development an high attention to the definition of the injector
positioning, targeting and actuation strategy is required.
Another issue that has to be specifically addressed in case
of GDI engines is the catalytic converter heating phase. Since
during the warm-up of the catalytic converter most of the
whole pollutant emissions in the homologation cycle are pro-
duced, it is necessary to short up this phase. For this reason a
very late spark timing is used in order to increase the exhaust
temperature, and multiple injections strategy can be exploited
to improve the ignitability of the mixture, creating a slightly
rich mixture near the spark-plug at the crankangle of ignition.
4
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Especially in extremely downsized engines, some problems
can derive from an excessive oil dilution, and for this reason
the spray targeting is once again of extreme importance, since
it determines how much liquid fuel will impinge on the liner.
Finally, parallel to the increase of the downsizing grade and
the correspondent increase of boosting level to obtain higher
effective pressures, issues related to abnormal combustion phe-
nomena such as pre-ignition and knocking are gaining again
importance.
1.3 CFD simulations
CFD simulations play an important role in the engine devel-
opment, and they are used at different stages of the design
process with different purposes.
During the early phases of the engine development, sim-
ulations in general are at the forefront, since they allow to
cost effectively explore different concepts and ideas, using some
“virtual prototypes” in a phase in which many details of the
project are still unknown. In this phase, it is also possible
to early identify possible problems or criticalities, and solve
them with almost no impact on the time scheduling or project
budget.
Fig. 1.1, from Lindhal [9], expresses why it is important
to invest in the simulations especially during the first phase
of the project. Simulations allow to quickly and effectively
gain a detailed knowledge of the project, and can be used to
exploit different variants with reduced amount of investments.
Problems can be early identified and solved preventing from
modifications in the late phases of the development, that would
be more expensive.
However, CFD simulations are used also in the late phase
of the project, to deeply investigate some phenomena which
cannot be analyzed in enough high detail from the experimen-
5
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Figure 1.1: Freedom of action, product knowledge and modi-
fication costs during the project development [9].
tal point of view. CFD simulations are in these cases useful
to properly address some issues that are encountered at the
test-bench, but which cannot be enough well investigated and
understood just looking at the collected experimental data.
Independently from the use, a prerogative of each simula-
tion is its reliability. In opposition with experimental research,
in the simulations the physical phenomena have to be modeled
individually defining their governing equation, and only if a
proper model is provided, the effects of a certain phenomenon
will be visible in the results.
1.4 Motivation of the work
CFD simulations involve a huge amount of physical phenom-
ena, and also the numerical aspects play a relevant role in de-
6
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termining the quality of the results. As explained in the previ-
ous paragraph, a prerogative of each simulation is its reliability
and possibility to correctly reproduce the physical phenomena
of interests.
In this work, the phenomena of major interest in the de-
velopment of a modern GDI engine were investigated, in order
to be able to correctly reproduce them in the simulations, de-
veloping a reliable but at the same time easy and fast to use
tool capable to support the development process.
In order to assess the results of the simulation, experi-
mental data obtained from different optical engines were used,
as well as experimental results from series production engines
measured at the test-bench.
The goal of this work is to develop a procedure to simulate
the mixture formation in GDI engines. In particular, the work
is focused on the air motion in-cylinder and on the injection
phase, until the mixture formation before the ignition. The
simulation of combustion in gasoline engines is nowadays still
in the research phase, and it is generally not used for the engine
design. Although it constitutes an interesting research topic,
it requires a computation and experimental effort far beyond
the current state of the art in the daily engine development
process, and it is not covered in this work.
7
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Chapter 2
Computational Fluid
Dynamics
Fundamentals
In this chapter a short introduction about the basic equations
behind a computational fluid dynamics code will be presented.
The purpose of this chapter is not to give an exhaustive picture
of this extremely wide subject, for which a wide literature
exists (see for instance [10, 11, 12]), but to recall the theoretical
background on which this work is based, focusing on some of
the most important aspects.
2.1 Navier-Stokes equations
The so-called Navier-Stokes equations are a set of three par-
tial differential equations that describes the motion of a fluid.
They express the more general physical principle of conserva-
tion of mass, momentum, energy and species concentrations,
and therefore all can be derived from a general conservation
equation, changing the variable of which is intended to express
the conservation.
9
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The general form of a conservation equation can be written
as:
∂
∂t
∫
Ω
U dΩ +
∮
S
~F · d~S =
∫
Ω
Qv dΩ +
∮
S
~QS · d~S (2.1)
where U is the conserved scalar variable on the volume Ω,
delimited by the surface S, and ~F indicates its flux through
the surface. Qv and QS are the source terms, respectively of
volume and surface. In case of a vectorial quantity ~U , the
conservation equation becomes:
∂
∂t
∫
Ω
~U dΩ +
∮
S
F · d~S =
∫
Ω
~Qv dΩ +
∮
S
QS · d~S (2.2)
where the previous vectorial flux term and the surface source
term are now substituted by the corresponding tensors.
From this general equation, the conservation equations for
mass, momentum, energy and species mass can be derived.
The equations are derived per unit of volume, thus in case of
the mass the conserved quantity U will be the density ρ, in
case of the momentum it will be the term ρ~v, where ~v is the
fluid velocity, and in case of the energy it will be the specific
internal energy e.
In case of the mass conservation equation, no diffusive flux
exists for the mass transport, thus only the convective flux is
present in the equation.
For the momentum conservation equation, the external
forces ~fe acting on the system and the stress tensor σ act
respectively as the volume and the surface source terms.
To obtain the energy conservation equation, the total en-
ergy E can be defined as the sum of the fluid internal energy
and its kinetic energy per unit mass, i.e. E , e + ~v2/2. The
source terms, as known from the first law of thermodynamics,
are the work of the forces acting on the system, plus the heat
10
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transmitted to this system. The volume sources are the sum of
the work of the volume forces ~fe and of the heat sources other
than conduction, such as radiation and heat released by chem-
ical reactions, designated by qH . The surface sources QS are
the result of the work done on the fluid by the internal shear
stresses acting on the surface of the volume, considering that
there are no external surface heat sources, and so QS = σ · ~v.
The convective flux of energy can be easily calculated, while
the diffusive flux FD can be written using the Fourier’s law
of heat conduction, so ~FD = −k~∇T , where T is the absolute
temperature and k is the thermal conductivity coefficient.
Taking into account the previous considerations, the full
set of Navier-Stokes equations, expressed in the so-called inte-
gral form, is:
∂
∂t
∫
Ω
ρ dΩ +
∮
S
ρ~v · d~S = 0
∂
∂t
∫
Ω
ρ~v dΩ +
∮
S
ρ~v(~v · ~S) =
∫
Ω
ρ~fe dΩ +
∮
S
σ · d~S
∂
∂t
∫
Ω
ρE dΩ +
∮
S
ρE~v · d~S
−
∮
S
k~∇T · d~S =
∫
Ω
(ρ~fe · ~v + qH) dΩ
+
∮
S
(σ · ~v) · d~S
(2.3)
It is important to notice that the equations (2.3) constitute
a set of fully coupled non-linear equations. The non-linearity
is mainly due to the convective term in the momentum equa-
tion, which is responsible for the appearance of turbulence, a
spontaneous instability of the flow, whereby all quantities take
up a statistical (chaotic) behavior [11]. Other non-linearities
are due to the product of the density with the velocity, and
could be also derived from non-uniform temperature field, or
free surfaces flow.
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The fully coupled and non-linear nature of these equations,
makes them difficult to be numerically solved. The necessity to
resolve the smallest turbulent scale (the so-called Kolmogorov
Scale) requires an extremely fine grid1 and a corresponding
small time step. For the case of practical interest, where the
Reynolds number is of the order of 105 − 107, the Direct Nu-
merical Simulation are out of reach for a long time, based on
the current and projected computer capacities [11].
2.2 LES and RANS approach
Due to the prohibitive amount of computational time required
for the complete solution of the Navier-Stokes equations with
the so called Direct Numerical Simulation (DNS), a large va-
riety of different methods have been developed, to avoid to
calculate completely the turbulent field motion.
Similarly to the approach in the DNS, there are the Large
Eddy Simulation (LES) methods. With these methods, the
turbulent fluctuations are resolved directly in space and time,
but only until a certain scale. This allows to relax the re-
quirements on spatial and temporal discretization of the DNS,
still maintaining the stochastic nature of the solution. LES
methods are currently under investigation for applications in
the ICE field, and they result particularly appealing since they
allow to simulate the cyclic variations typical of the ICE oper-
ations [13, 14]. However, the necessity to simulate a relevant
number of engine cycles, together with the need of a well val-
idate combustion model in order to be able to calculate also
the expansion stroke, prevents their use in the industrial ap-
plications, limiting their exploitation in the research.
Instead of solving the turbulence, equations (2.3) can be
1Smaller than the Kolmogorov scale length η =
(
ν3
ε
) 1
4
, where ν is the
kinematic viscosity and ε is the turbulent dissipation.
12
2.3 - Turbulence model
“filtered” to remove the stochastic fluctuations and solve only
the average part, and turbulence is introduced through an ad
hoc model. A method to “filter” the equations is provided by
the Favre Average, by which all the equations are treated by
a density weighted average and a fluctuating variable Φ is de-
composed into a mean part Φ and a fluctuating part Φ′, leading
to the Reynolds Averaged Navier-Stokes (RANS) equations.
RANS approach is currently used in almost all the industrial
applications of CFD in the ICE field, although the LES ap-
proach is steadily gaining interest for the reasons mentioned
above.
2.3 Turbulence model
As explained in the section above, in case of the RANS ap-
proach the turbulence is not directly solved, but “superim-
posed” to the mean flow through the use of a turbulence model.
Turbulence modeling is still nowadays a challenging and grow-
ing research field, since the LES and DNS approach do not
seem practicable in the next future for the industrial applica-
tions. Nevertheless, LES and DNS can provide useful informa-
tion to further develop the turbulence models. An extensive
review of the turbulence models can be found in the book of
Wilcox [15] or Pope [16] and in scientific literature. Here a
short description of those models of major interest for this
work will be presented.
2.3.1 The k-ε model
The k-ε model is based on partial differential equations for
turbulent kinetic energy k , 12(u
′
iu
′
i) and its dissipation rate.
u′i is the generic i component of the velocity obtained after
the Favre-averaging, the overbar is used to indicate the aver-
aging and the Einstein summation convention for the repeated
indexes has been adopted.
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In this model, a conservation equation for the turbulent
kinetic energy is written, following the general form of the
conservation law expressed in eq. (2.1):
∂ρk
∂t
+∇ · ρk~v = ∇ ·
(
µt
σk
∇k
)
− ρu′iu′j
∂uj
∂xi
− ρε (2.4)
where σk is the Prandtl number connecting the diffusivity of k
to the turbulent viscosity2 µt.
In case of high Reynolds number, the turbulent viscosity is
correlated to the turbulent kinetic energy and its dissipation
by:
µt = Cµρ
k2
ε
(2.5)
where Cµ is a dimensionless constant.
Closure of the transport equation for the turbulent dissi-
pation ε is difficult due to the presence of many unknown high
order terms, but a simplified equation obtained in analogy to
that for k was proposed by Launder and Spalding [17]. The
equation for ε can be obtained multiplying eq. (2.4) by ε
k
, and
introducing some model constants. Thus, the equation reads:
∂ρε
∂t
+∇·ρε~v = ∇·
[
µt
σε
∇ε
]
−Cε,1 ε
k
ρu′iu
′
j
∂uj
∂xi
−Cε,2ρε
2
k
(2.6)
where σε is the turbulent Prandtl number
3 connecting the dif-
fusivity of ε to µt, and Cε,1 and Cε,2 are model constants.
The “standard values” of the constants, as used in most of
the pratical cases, can be found for the first time in the work
of Launder and Sharma [18], based on the formulation of the
model provided by Jones and Launder [19], which is the one
nowadays considered as the “standard” k-ε model.
This model is valid only for fully turbulent flows. Many
variants for low Reynolds flow have been proposed [20]. In
2Generally a value of 1 is used.
3Generally a value of 1.3 is used.
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the CFD codes, in case of an application with high Reynolds
number for the bulk flow, as in most of the practical cases, one
of these models or a wall function is used to solve the boundary
layer near the walls. Using the wall function, which is the
easiest and most diffuse option in the field of ICE simulations,
algebraic functions are then used to represent the distributions
of velocity, temperature, turbulence, energy, etc. within the
boundary layers [21].
Many variants of the k-ε model have been proposed over
the time. An interesting variant for the ICE application is the
RNG-k-ε model.
The RNG-k-ε variant
The RNG variant of the k-εmodel is based on the renormaliza-
tion group analysis [22], and allows to overtake the equilibrium
assumption of turbulence of the standard k-εmodel, which has
been developed for stationary flows but shows its limitations
in ICE applications, where the flow is transient in nature [23].
An additional term in the transport equation for the turbu-
lent dissipation is included, which is used to take into account
the effect of mean flow distortion on the turbulence. Also
the standard values for the model constants are slightly differ-
ent [24]. It has to be noticed that, although the structure of the
equations looks similar to the one of the standard model, these
are obtained directly from the instantaneous Navier-Stokes
equations after applying the renormalization group method,
instead of the Favre-averaging.
2.3.2 The k-ω model
This model is a two-equations model as the the k-ε model.
In this case, instead of the turbulent dissipation ε, a trans-
port equation for the turbulence dissipation rate ω, inversely
proportional to the turbulence time scale, is adopted.
15
2 - Computational Fluid Dynamics Fundamentals
The turbulent viscosity is then related to the turbulence
dissipation rate by:
µt = ρ
k
ω
(2.7)
The first formulation of this model was presented by Kol-
mogorov [25], and in its actual formulation is due to Wil-
cox [15].
The numerical behaviour of this model is similar to that
of the standard k-ǫ model, and of course it assumes, like the
k-ε model, that µt is isotropic.
According to Wilcox, who developed the model, his model
is superior to the k-ε model both in its treatment of the vis-
cous near-wall region, and in its accounting for the effects of
streamwise pressure gradients [16]. It performs better than
the standard k-ε model for low Reynolds flows.
2.4 Spatial discretization
In the finite volume (FV) method, the computational domain
is subdivided into sub-domains or “cells”, and the Navier-
Stokes equations or an approximate form of them, as discussed
in the paragraphs before, are solved for each cell.
The collection of vertexes, edges and faces that define each
cell is called mesh. The degree of difficulty required to gen-
erate a mesh for a numerical simulation varies depending on
the geometry shape, but usually a considerable effort by the
user is required at the mesh generation stage. Mesh definition
in the field of ICE simulations is highly time-demanding for
the user, considering the further difficulties due to the mesh
movement during the simulation. Different approaches for the
mesh generation are possible.
Meshes can be classified as structured and unstructured
grids. Structured grids are constituted by a regular collection
of congruent parallelepipeds. Every cell can be addressed uni-
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vocally by using an index for each spatial coordinate (therefore
three indexes in case of 3D-domains as in the present work).
This regularity allows considerable simplifications in the solver
that will work on this kind of grid, at price of less flexibility
in meshing complex domains with an irregular shape. On the
contrary, in unstructured grids it is not possible to identify
each element by mean of a coordinate index, but a connectiv-
ity list is used to specify which vertexes define a cell, which can
be of irregular shape. In the past, the most common used cells
were hexahedral and tetrahedral cells, cut if needed to follow
the boundaries shape. In most recent codes, also polyhedral
cells are used.
An important limitation, also for regular geometries suit-
able for structured grid meshing, is that the spatial resolution
in case of a structured grid must be constant, preventing the
use of a finer grid in the area of higher gradients. To over-
take this limitation, a block-structured grid can be used. In
a block-structured mesh, the computational domain is subdi-
vided in different regular-shape subdomains, and a structured
grid with different resolutions can be used in each domain. A
connectivity list is then necessary only at the interfaces, while
each sub-domain can be handled as a normal structured grid.
2.5 Solution alghoritms
In the FV method the flow parameters are approximated in
terms of cell-centered nodal values. The conservation equa-
tions are first integrated over the individual computational
cells, using their varying volume as the control volume and
transforming the divergence terms into surface integrals using
the Gauss divergence theorem. Details on the mathematical
procedure and the different discretization techniques can be
found for example in [11, 26, 10], and will not be discussed
here.
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After the spatial and temporal discretization, a non-linear
system of algebraic equations is obtained, which can not be
solved analytically. Different iterative methods are available,
such as the SIMPLE4 and PISO5, which are the most used.
Since the SIMPLE algorithm is like the PISO algorithm, ex-
cept the use of a single corrector step and some relaxation
factors, only the PISO algorithm will be explained here.
The sequence of stages followed by PISO algorithm at every
time step, starting from initial values of the variables field is
the following:
1. using the initial pressure, the momentum equations are
solved (iteratively) in each direction to obtain a velocity
field. This velocity field does not satisfy the continuity
equation. The iterations required to solve the non-linear
algebraic equations are called “inner iterations”, to dis-
tinguish them from the “outer iterations”, which consist
of a repetition of all the steps described, as explained
hereafter;
2. other state variables are obtained by replacing the ve-
locity and the pressure in the energy conservation and
turbulence energy equations.
These first two steps constitute the so-called “predictor stage”.
Then, in the “corrector stages”, equations are solved as follows:
3. use the continuity equation, with the already obtained
velocities, to calculate a new pressure;
4. substitute the new pressure in the momentum equation
to obtain a corrected velocity field;
5. other state variables are obtained by replacing the ve-
locity and the pressure in the energy conservation and
turbulence energy equations.
4Semi-Implicit Method for Pressure Linked Equations, [27].
5Pressure Implicit with Splitting Operators, [28].
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The number of the corrector steps executed is not prede-
termined, therefore it is judged from an internal measure of
the splitting error. If the calculation of scalar fields such as
the turbulence parameters and temperature is required, and
they are not strongly coupled to the flow field (velocity and
pressure), it is performed in further steps executed after the
final flow corrector, otherwise the evaluation of these variables
is incorporated in the main predictor/correct sequence.
In order to improve the convergence, a relaxation factor
for the pressure is used. It expresses how much the new pres-
sure value calculated at the step 3) of the algorithm will be
“blended” with the value of the pressure calculated in the pre-
vious outer loop to perform the steps 4) and 5). Relaxation
factor r ranges between 0 and 1. A value lower than 1 is gen-
erally used, meaning that the new calculated pressure is not
directly substituted in steps 2), 3) and 4), but is it blended
with the pressure deriving from the previous iteration in a
fraction corresponding to (1− r). Obviously more PISO itera-
tions will be required when the relaxation factor is decreased,
but the scheme should have an higher stability. In analogy,
under-relaxation factors can be defined also for the other vari-
ables.
In all the simulations that will be presented, a PISO algo-
rithm was used.
2.6 Peculiarities of CFD codes for ICE
applications
Numerical simulations are used to optimize the ICE since more
than 20 years. The main peculiarity of ICE simulations is that,
for in-cylinder computations, the mesh has to change over the
time, to reproduce the piston and valve movements.
The change of the mesh over the time constitute a big
effort for the computational code, which has to incorporate
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or to be able to communicate with an appropriate algorithm
capable to manage automatically the mesh changes, since it
is obviously not feasible to modify the grid and remap the
solution manually at each time step.
Different codes, which handle the mesh changes with dif-
ferent approaches, have been developed over the times.
Historically, one of the first codes developed specifically for
the ICE simulations is KIVA, written at Los Alamos Labora-
tories [29]. Until version 2, the code was able to deal only with
structured grids, making it suitable only for simple geometries
such as the combustion chamber of Diesel engines. From ver-
sion 3 it is able to manage also block structured grids [30],
and from version 4 also unstructured grids [31], but due to
historical reasons it is still nowadays mainly used in the field
of Diesel engines. However, due to the availability of its source
code, many different subversions and new models, especially
for spray and combustion simulations, were implemented on
KIVA also from academic institutions, and the code is nowa-
days quite spread amongst the industry [32].
A block structured mesh, and in the last version also a
polyhedral unstructured mesh, is used by Es-ICE, a mesh-
generator code written to work in conjunction with the gen-
eral purpose CFD code Star-CD. Star-CD was historically
one of the first commercial software dealing with the genera-
tion of a self-moving mesh suited also for complex geometries.
In combination with its package for the engine grid generation
Es-ICE, Star-CD has gained a considerable market share in
the automotive industry. Mesh generation in Es-ICE is based
on the creation of a 2D-template reproducing the main pe-
culiarities of the three-dimensional geometry such as valves,
squish area and so on. The 2D-template is then extruded
in a 3D-template, which can be projected on the actual three-
dimensional geometry or cut with it [33]. The grid so obtained
is then modified automatically from the code, first stretching
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or compressing the cells to take into account the movement of
the piston or the valves, and eventually adding or deleting cell
layers when the mesh skewness due to the grid deformation is
above an acceptable value.
The code, born as mentioned as a general purpose CFD
code, had at the beginning very few ad hoc models for ICE
simulation requirements, such as the spray injection or the
combustion. For this reason, many models have been imple-
mented directly from the users, leading to a wide variety of
different models and implementations used in the industry for
these purposes.
A more recent software, specifically developed for ICE sim-
ulations, is Fire by AVL. Its peculiarities are the implementa-
tion of numerous models dedicated to ICE applications, as well
as a mesh generator capable to deal with complex geometries
typical of ICE. The meshing process is based on the genera-
tion of four different grids for each different configuration of the
combustion chamber, i.e. one grid with both the intake and
exhaust valves open, one grid with the intake open and the
exhaust closed, one grid with exhaust open and intake closed
and one grid with both the intake and exhaust valves closed.
The code can then switch autonomously between the different
grids, and modify them to take into account the movement of
the piston and the valves. Despite the easier Graphical User
Interface, maybe due to its later introduction on the market,
AVL Fire seems to be less spread than Star-CD/Es-ICE in the
automotive industry.
Finally, a software that is rapidly gaining market share
in the automotive industry is Converge-CFD, by Convergent
Science. Converge adopts an innovative meshing approach, by
which a cartesian structured mesh is created completely au-
tomatically starting from the surface geometry file [34]. An
adaptive mesh refinement (AMR) or a static refinement in
the area of major interest is allowed and automatically man-
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aged from the code. The innovative approach in the meshing
could seem critical due to the absence of prismatic cells in the
boundary layer region, and do not allow a “feature oriented”
meshing, except for the embedding or AMR mesh improve-
ments in the critical areas. However, it grants a considerable
reduction in user efforts for the intensive time consuming mesh
preparation.
In the scientific literature, some attempts can be found,
which present a code that allows the grid movement in a open-
source environment, like for example Open-Foam. An example
with quite promising results can be found in the works by the
ICE research group of “Politecnico di Milano” [35].
Although parts of the present research was developed with
AVL Fire and Converge-CFD, the main code used for this work
is Star-CD, for which a larger database of previous simulations
and an higher know-how was already present in the institutions
where this work was developed.
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Optical techniques
The aim of this chapter is to present the main techniques used
in the present work to extract experimental data necessary to
validate the proposed CFD models. Optical diagnostic has an
extremely wide application area and important applications
also outside the field of ICE. This chapter will focus only on
the techniques that are relevant for the present work. A more
exhaustive discussion can be found in specific books [36] or
scientific literature.
3.1 Optical engines
Before reviewing some optical techniques, a short discussion
about the engines used for optical applications is necessary.
It is important to bear in mind that the structure of these
engines differs from the standard “all-metal” engines1. Some-
times a simplified piston bowl geometry and other differences
in the combustion chamber geometry, especially in the com-
bustion chamber roof, are used to allow or maximize the op-
1In the following, standard engines will be referred to also as “thermo-
dynamical” engines, to underline the fact that the combustion takes place
inside them.
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tical access. Even when the combustion chamber geometry is
perfectly reproduced, non-standard piston rings manufactured
from special materials are used, due to the need for “dry-run”
the engine to avoid fouling on the optical devices. This gener-
ally leads to engine blow-by considerably higher than in stan-
dard engines.
Furthermore, optical-access engines rely on the replace-
ment of a number of metal engine parts by “transparent” win-
dows, which allow visual access to the combustion chamber.
The windows are typically made from quartz and/or sapphire.
The choice of an appropriate material depends not only on
mechanical properties but also on optical properties. The use
of materials such as quartz, sapphire and titanium in optical
engines has a significant impact on engine combustion charac-
teristics, due to the lower thermal conductivity of these mate-
rials in comparison with aluminum, steel or cast iron used in
the standard engines.
Generally, the operating range of the engine is reduced
to lower loads and lower speeds, due to structural limits and
also technological limitations of the optical devices (e.g. the
sampling frequency of the camera).
Very often a single-cylinder engine is used, having the cyl-
inder head derived from the standard engine, in order to keep
the geometry as much realistic as possible. Otherwise, a full
engine could be used, providing endoscopic access to one (or
more) of its cylinders.
In the present work a single-cylinder engine was used, e-
quipped with a glass liner and 4 valves per cylinder with ad-
justable timing, fed through an external boosting system. In-
take and exhaust ports are realized in rapid prototyping, in
order to allow their fast modification during the design evo-
lution. Due to its characteristics, the engine can be operated
only in motored mode, hence without combustion. The elec-
trical compressor in the feeding system allows to reproduce
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the same in-cylinder pressure as in the thermodynamic en-
gines, which are turbocharged. Two different engine geome-
tries, one corresponding to a single-cylinder research engine,
and the other to a 4-cylinder passenger car engine, were in-
vestigated in this work. Geometrical details are reported in
chapter 5.
3.2 Overview of the optical techniques of
interest for ICE
As explained before, we will focus only on the techniques of
interest for this work. However, an overview of the main laser
techniques available and their application is presented in ta-
ble 3.1 [37]. In particular, only techniques for flow and spray
analysis will be reviewed here, omitting all the techniques re-
lated to combustion diagnostic, since these are not of interest
for this work.
In addiction to the laser techniques, a large number of
endoscopic methods are available. They use an optical access
to monitor the charge formation and combustion process by
using an endoscopic camera or fiber optical sensors [38].
3.3 Flow visualization
Flow motion in the cylinder, and consequent turbulence level,
are of extreme importance in determining the mixture forma-
tion and combustion process in the engine. Thanks to the
diffusion of CFD, it can be nowadays simulated. However,
measurements of the turbulence level and air velocity in the
cylinder were common considerably before the large diffusion
of CFD, and still nowadays they play an important role for
models development and validation.
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Table 3.1: Overview of the laser-based in-cylinder analysis
techniques [37].
Method Object Informa-
tion
Sensors
PIV, Particle
Image
Velocimetry
Seeding
particles, fuel
droplets
Flow field Camera
LDA, Laser
Doppler
Anemometry
Particles,
droplets
Local flow
velocity
Photodi-
ode,
multiplier
PDA, Phase
Doppler
Anemometry
Droplets Droplet size Photodi-
ode,
multiplier
LIF, Laser
Induced
Fluorescence
Fluorescent
molecules
Species
concentration
Camera
LII, Laser
Induced
Incandescence
Soot particles Soot
distribution
Camera
Raman
scattering
Molecules Concentra-
tion,
temperature
Multiplier
Light absorption Molecules,
particles
Concentra-
tion
Photodi-
ode,
multiplier
3.3.1 Hot Wire Anemometry (HWA)
Hot wire anemometry (HWA) is one of the first experimen-
tal techniques used to measure the velocity in the combustion
chamber. Hot wire anemometers consist of a very thin wire
(of the order of several micrometers) electrically heated. Air
flowing past the wire has a cooling effect on the wire, and
measuring the current necessary to keep the wire at constant
temperature (constant temperature anemometer), or measur-
ing the difference in resistance of the wire due to the change of
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temperature (constant voltage or constant current anemome-
ter), it is possible to determine the flow velocity. Thanks to
the good dynamical response of the anemometer, it is possi-
ble to measure also the turbulent fluctuations of the velocity,
obtaining thus also information on the turbulence.
This technique has obviously limitations in determining
the flow direction, but combining different wires and appropri-
ate masking, it is possible to partially overtake this weakness.
Nevertheless, this technique has been nowadays surpassed by
optical approaches.
3.3.2 Laser Doppler Anemometry (LDA)
The modern equivalent of HWA is the Laser Doppler Anemom-
etry, since as the HWA it provides local information on the
fluid velocity. It is based on the Doppler shift occurring to
laser light, when it is scattered from a particle. Two differ-
ent laser beams crossover in the measure volume, generating
a fringe pattern. When a particle passes through the measure
volume, it generates a modulation of the fringe pattern de-
pending on its velocity, which can be measured directly from
the frequency of the modulation of the light signal. Since both
the beams are generated from a single laser with a splitting
optic, a Brag-cell is generally used to increase the frequency
of one of the signals, in order to obtain a frequency-particle
velocity response which is monotone (otherwise it would be an
even function, not allowing to discriminate the direction of the
velocity).
In case a further receiver is added, capable to detect the
light of a third beam reaching the particle from a different an-
gle, the technique is extended to Phase Doppler Anemometry,
allowing to measure also the particle size. In fact, measuring
the phase shift of the two signals, it is possible to determine
the different optical paths of the two beams, which depends
on the particle size.
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Both the techniques can be used to measure the flow veloc-
ities, inserting tracer particles in the flow, or to characterize
the spray droplets, in addiction to the techniques described in
paragraph 3.4.
3.3.3 Particle Image Velocimetry (PIV)
PIV is a technique that allows to visualize the motion field on a
plane. Unlike conventional measurement techniques for turbu-
lence, such as HWA and LDA which are single-point methods,
the PIV technique allows the analysis of the whole field, and
more importantly the instantaneous flow field.
Essentially, PIV measures the average velocity of flow over
a finite period between two particle images, and the results are
then used for spatial correlation analysis [36].
The typical optical configuration of a PIV set-up includes:
– a light source that usually is a double-pulse laser;
– light-sheet optics including beam combining optics, a
beam delivery, and light-sheet formation optics;
– tracer particles;
– high speed camera and recording media.
In its simplest form, the flow is illuminated with a double-
pulsed light-sheet. The first pulse of the laser records the ini-
tial positions of the particles onto the first frame of the camera.
The light scattered by the particles, and therefore the final
positions due to the movement of the flow field, is recorded
onto the second frame of the camera. The mean particle dis-
placement vector in each small region of the flow is finally
determined by performing a spatial correlation of the parti-
cle image field in that region [39]. More in detail, PIV images
are analyzed by subdividing the image into small interrogation
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regions. Each interrogation region contains many particle im-
age pairs. It is not possible to find individual matching pairs,
because the displacement is greater than the mean spacing be-
tween particle images. Therefore a statistical method is used
to find the particle image displacement [40].
It is important to notice that the presence of tracking-
particles is necessary, due to the optical homogeneity of the
air. Ideal tracers do not alter the flow or the fluid properties,
and follow the motion of the fluid precisely. The accuracy of
the velocity field determination is ultimately limited by the
ability of the scattering particles to follow the instantaneous
motion of the continuous phase. A compromise between reduc-
ing the particle size to improve flow tracking, and increasing
the particle size to improve light scattering is therefore neces-
sary. The choice of an optimal diameter for seeding particles
is a compromise between a low inertia of the tracer, requir-
ing small diameters, and a high signal-to-noise ratio (SNR) of
the particle images, which takes advantage of large diameters.
Also the density of the tracers is a parameter that needs to be
tuned appropriately [36].
3.4 Spray visualization
In modern DI engines, fuel spray plays a crucial role in deter-
mining the engine performances, intending with performances
also the pollutant emissions that are nowadays of crucial im-
portance due to severe legislation. Injection events last only
few milliseconds, but spray penetration and shape obviously
have an important role in determining the fuel mixture for-
mation. Optical techniques for the spray visualization help
in gaining a better understanding of the complex phenomena
involved in the spray atomization and evaporation, and give
important information on the crucial injection phase.
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3.4.1 Direct imaging
Direct imaging is the simplest technique to visualize the spray,
consisting, roughly, in taking pictures of the spray. Despite
this apparently simple explanation, there are different techno-
logical challenges that make the direct imaging a complex tech-
nique. Firstly, the injection event in ICE lasts only few mil-
liseconds2. For this reason, high speed cameras are required.
Otherwise, a single-shot camera can be used, equipped with a
synchronizing device, to reconstruct the injection event taking
images at different times of different injection events.
Secondly, due to the short exposition time of the camera,
an intense light source is required. Light sources can be either
continuous or pulsed. Continuous and pulsed light sources are
available both as lamps and as lasers, but lasers provide an
higher brightness generally at price of an higher cost.
Finally, an automatized method for the imaging post-proc-
essing has to be defined. Using specific image post-processing
algorithms, it is possible to detect the spray contour over the
time, to calculate the penetration, and even determine the
droplet size distribution in the well-dispersed region of the
spray, where it is possible to recognize the single droplets. Of
course the visualization window and camera resolution have
to be set properly, according to the droplets size. In case a
parallel beam of light is produced, using an appropriate optic,
the direct imaging is also known as shadowgraphy or Schlieren
imaging.
2To have a rough estimation, it can be considered that at 6000 rpm a
whole engine cycle lasts 20 ms, thus the intake stroke and the compression
stroke, during which the injection has to take place, last approximately
10 ms.
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3.4.2 Mie-scattering
The direct imaging method presented before provides infor-
mation that are integrated along the line of sight in the mea-
surement region. However, using a laser-sheet it is possible to
“isolate” a plane of the spray and obtain information only for
that plane. The scattered light3 is proportional to the square
of the diameter, but since it depends also on the drop concen-
tration and size distribution, Mie-scattering can be used only
to extract qualitative information on the spray liquid mass dis-
tribution on the plane, that results to be proportional to the
intensity of the scattered light.
3.4.3 Laser Induced Fluorescence (LIF) and
Laser-Sheet Droplet sizing (LSD)
If fluorescence is induced by laser, and detected with an appro-
priate optic instead of the scattering, the technique is called
Laser Induced Fluorescence, or LIF. Unlike the Mie-scattering,
this technique can be used also to detect the vapor phase, al-
though due to the different range of LIF intensity, it is difficult
to detect both the liquid and the vapor phases simultaneously.
Thanks to the similar setup required, both the Mie-scattering
and LIF can be used together, with two separate optical setups
or an image doubling optical setup.
Since the signal deriving from LIF is proportional to d3,
while the intensity of the Mie-scattering is proportional to d2,
from the ratio of the two signals is possible to derive the
droplets Sauter Mean Diameter SMD, with the so-called Laser-
Sheet Droplet sizing (LSD) approach. The SMD is in fact
3It is called Mie-scattering when the diameter d of the particle which
scatter the light is much bigger than the wavelength λ of the scattered
light. For visible light, Mie-scattering occurs with droplets bigger than
0.5 µm.
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defined as:
SMD ,
N∑
i=1
d3i
N∑
i=1
d2i
(3.1)
where N is the number of the droplets and di their diameters.
SMD is an important characteristic dimension of the droplets,
since it is given by the ratio of volume and surface. Therefore,
it is important to characterize the evaporation behavior of the
droplets and their penetration, both depending on the mass
(thus their volume) and the surface area [41].
LSD requires a calibration with another technique such as
the Phase Doppler Anemometry (PDA), capable to give the
absolute size of a droplet without any calibration. LSD mea-
surements are more efficient for narrow droplet size distribu-
tions, since both the Mie-scattering and the LIF signals are
biased towards droplets of bigger dimensions.
3.4.4 Laser diffraction
Laser diffraction is a widely used technique for particle sizing.
It is based on the Fraunhofer diffraction as the Mie technique.
When a laser beam encounters a particle, it is diffracted at an
angle inversely proportional to the particle size. Measuring the
diffraction angle, it is therefore possible to determine the par-
ticle size. This technique operates on an ensemble of particles
which passes through a broadened beam of laser light. Analyz-
ing the peak and the minimum of intensity of the diffraction
pattern, it is also possible to extract information on the par-
ticle size distribution.
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Chapter 4
Spray characteristics
for gasoline engines
The atomization process plays a fundamental role in deter-
mining the engine performances and pollutants emissions. A
big effort to understand in details the phenomena involved
was made over the decades, allowing to gain a deep knowledge
of the complex mechanisms involved in the spray atomization,
which constitute however still nowadays a challenging research
field.
This chapter will focus on gasoline direct injection engines,
referring to the specific literature [42, 43] for a more extensive
discussion.
4.1 Combustion system concepts
Many different combustion system concepts have been exper-
imented over the time, and several of them still compete on
the market. In a schematic classification, a first distinction
can be made between engines working with an homogeneous
charge, and those adopting a stratified charge. Engines operat-
ing with an homogeneous charge, despite the direct injection,
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try to obtain a completely homogeneous charge in all the work-
ing conditions, which should ideally not differ from that of a
PFI engine. The air-fuel equivalence ratio (often called λ in
the european literature) is almost always near to 1, except in
case of enrichment at full load or for the cold start. On the
contrary, engines operating with a stratified charge work with
an overall lean mixture (i.e. λ higher than 1), with a fuel strat-
ification by which a rich, and thus easily ignitable and stable
burning mixture, is created near the spark plug. Currently,
even the engines working with a stratified concept switch to
the homogeneous mode at high load [44]. Other combustion
concepts, like for example the Homogeneous Charge Compres-
sion Ignition (HCCI), are under investigation since long time,
but at the moment no production engines are available on the
market adopting this concept. Because this topic is beyond
the aim of this chapter and of the present work, it will be not
discussed further.
A second classification can be made according to the injec-
tor position in the combustion chamber. Assuming that the
spark plug is always positioned near the center of the combus-
tion chamber to enhance a symmetrical flame propagation, the
injector can be positioned near the spark plug, thus in central
position, realizing the so-called “narrow spacing”. Otherwise,
the so-called “wide spacing” or side injector configuration can
be adopted, positioning the injector on a lateral side of the
combustion chamber. Generally the intake side is chosen, to
protect the injector from too high temperatures which lead
to faster injector coking. Both the configurations show pros
and cons in terms of packaging, combustion performances and
costs; for a detailed discussion see [4]. At the moment both
the concepts are successfully present on the market.
Finally, a further classification can be made considering
the way in which the homogeneous or stratified charge is ob-
tained. According to the relative position between the injector,
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the spark plug and the cylinder and piston wall, the required
stratification can be obtained by mean of: the spray shape,
the liquid-driving surfaces on the piston crown, or the air mo-
tion in the cylinder that transports the fuel in the combustion
chamber. These are called respectively “spray guided”, “wall
guided” and “air guided” combustion systems. This is how-
ever a simplification needed to schematize the process, because
there is obviously always a strong interaction between the air
motion in the cylinder, the spray shape and the liner and pis-
ton walls.
4.2 Injector types
In modern direct injection engines fuel pressures up to 200 bar
are used. Together with the traditional solenoidal-controlled
injectors, since 2006 also piezo-electric injectors are available
on the market [45]. Despite the actuation system, injectors can
be differentiated by their nozzle type and the corresponding
spray pattern they produce. The spray pattern determines the
characteristics of the spray emerging from the nozzle, namely
the cone angle, the spray penetration and the droplets size
distribution. These parameters should be carefully matched
with the injector positioning, the combustion chamber design
and the combustion principle in order to optimize the mixture
formation process.
Multi-hole injectors are characterized by spray jets that
come from different holes (generally from five to seven), and
emerge separate from the injector tip. Due to the chamber
pressure and air motion conditions, the jets can collapse at
a certain distance from the nozzle. However, except in flash-
boiling conditions [46], it is possible to design the hole posi-
tions in order to obtain the desired pattern to minimize the
wall and valve impingement and optimize the mixture forma-
tion. Injector holes are more sensitive to coking phenomena
35
4 - Spray characteristics for gasoline engines
than in the other injector types.
Swirl injectors are characterized by a narrow jet with a
strong tangential component velocity, which creates a compact
fuel cloud. The penetration is generally lower than the one of a
multi-hole injector, but the spray shape is more dependent on
the chamber conditions [4]. They were largely used in the first
GDI engines, while nowadays multi-hole injectors are generally
preferred, due to the higher actuation pressure, which allows
to perform multiple injections.
The outward opening injectors, or “pintle” injectors, are
characterized by a reduced spray penetration and very small
droplets size. Together with the good reproducibility of the
spray, and the very small actuation time – obtained through
the piezo-electric actuation which is generally adopted in this
injectors – they are well suited for stratified combustion pro-
cess in spray guided injection concept. Furthermore, they are
less sensible to coking than multi-hole injectors.
In figure 4.1 a comparison of the spray emerging from the
different injector types, with injection pressure of 200 bar and
back pressure of 1 and 6 bar, is presented.
4.3 Spray atomization process
The function of any injector is to atomize the fuel in small
droplets, in order to increase the surface/volume ratio and thus
to enhance the evaporation. As soon as the fuel interacts with
the air in the combustion chamber, the initially continuous liq-
uid emerging from the injector is shattered into liquid droplets
and ligaments, in the so-called primary breakup. The liquid
particles formed, are then deformed by the action of aerody-
namic forces and break up into smaller and smaller droplets,
during the so-called secondary breakup. This phenomenon
continues until the effect of cohesion due to the surface ten-
sion prevails over the aerodynamic forces.
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Figure 4.1: Spray patterns of different injector types [47].
4.3.1 Primary breakup
The jet primary breakup is the physical process that leads
to the detachment of drops and ligaments from the liquid jet
surface. It depends on the interaction of many complex phe-
nomena such as the aerodynamic interaction with the air, the
turbulence and the cavitation inside the nozzle.
The primary breakup has been studied for more than a
century, and many theories are nowadays available. The first
experimental investigations on jet flow phenomena were car-
ried out by Bidone [48] and Savart. A first theoretical ap-
proach can be found in Plateau [49], cited by Rayleigh in his
first mathematical description of the jets [50]. Weber [51] ex-
tended the study of Rayleigh to the viscous liquids, and his
studies were experimentally confirmed by Haenlein [52].
Some adimensional numbers help in describing the phe-
nomena involved, which depend on inertial forces, aerody-
namic forces and surface tension acting on the jet. The Weber
number We can be expressed as the ratio between the inertial
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force and the surface tension force:
We =
ρv2d
σ
(4.1)
where ρ is the liquid density, v is the droplet velocity, d is a
characteristic length such as the droplet diameter, and σ is the
surface tension. The Ohnesorge number Oh relates the viscous
forces to inertial and surface tension forces, by:
Oh =
µ√
ρσd
(4.2)
where, apart the symbols already defined, µ is the liquid dy-
namic viscosity.
Extending the Ohnesorge’s work, Reitz [53] showed that
the breakup regimes can be classified into four different types,
according to the ratio between the droplet Ohnesorge number
and the Reynolds number, as shown in the graph of fig. 4.2.
In the Rayleigh regime, the breakup is caused by asym-
metric instabilities amplified by the surface tension forces.
Droplets sizes exceed the jet diameter.
The first wind-induced breakup is due to the surface ten-
sion effects amplified by aerodynamic forces, which induce a
static pressure distribution across the jet enhancing the break-
up. Drops diameters are about the same as the jet diameter.
The second wind-induced breakup regime is typical of low-
medium pressure injection systems of GDI engines. Shear
stresses due to the liquid to air relative velocity enhance the
production of short-wavelength surface waves. Gas inertia is
then the driving agent of their unstable growth, being limited
by surface tension and liquid viscous forces. Breakup occurs
several diameters downstream of the nozzle exit, and average
drops diameters are much smaller than the jet diameter.
The atomization regime is typical of direct injection Diesel
engines with high pressure injection systems. A high speed jet
emerges from the orifice in a compact continuous form, but
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it is disintegrated in the immediate vicinity of the atomizer
into droplets varying greatly in size. Average drops diameters
are much smaller than the jet diameter. The relevant forces
in this regime are the internal stresses due to turbulence or
cavitation, and liquid inertia.
Figure 4.2: Classification of the modes of disintegration [54].
4.3.2 Secondary breakup
After the primary breakup, droplets moving in the surrounding
gas are subjected to the inertial and aerodynamic forces and a
non-uniform pressure distribution can arise on their surfaces.
The droplets are deformed and can incur in the secondary
breakup. The relevant forces in this physical phenomenon are
those related to surface tension, viscosity, inertia and surface
instabilities responsible for waves growth.
A possible classification can be made considering different
ranges of droplets Weber number. The transition Weber num-
ber between a regime and another is not univocally reported
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in literature [55, 56], nevertheless it is well established that
four different regimes can be identified, at increasing Weber
numbers.
At low Weber numbers (less than 20-40), the bag breakup
takes place. Drop breakup is due to the deformation of the
droplet in a bag-like structure that disintegrates after that a
critical value of deformation is reached.
At intermediate Weber numbers (20-100), there is a transi-
tional regime in which droplet breakup is due to both droplet
deformation typical of the bag breakup, and filament stripping
typical of the stripping regime.
At high Weber numbers (between 100 and 800-1000), the
breakup occurs in the stripping regime. After an initial defor-
mation, a sheet is formed at the periphery of the droplet and
it evolves into ligaments that are stripped from the droplet,
which gradually reduces until it is completely fragmented, or
until a diameter at which aerodynamic forces are negligible is
reached. Different physical explanations of the phenomenon
are available in literature [43], but it seems that the gas phase
inertia causes the periphery of the deformed drop to be de-
flected in the direction of the flow, thereby forming a sheet.
After that, the sheet breaks into ligaments and then individ-
ual fragments. This mechanism seems to be confirmed by re-
cent numerical simulations [57], as reported by Guildenbecher
in [43].
At very high Weber numbers (larger than 800-1000) fi-
nally, the catastrophic regime appears. It is characterized by
the presence of both Kelvin-Helmholtz (i.e. parallel to the
droplet-air interface) and Rayleigh-Taylor (i.e. perpendicu-
lar to the interface) instabilities, respectively with lower and
higher wavelengths and amplitudes. This regime is unlike to
occur with the injection velocities typical of GDI engines (of
the order of magnitude of 102 m/s).
A schematic illustration of the different secondary breakup
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regimes is presented in fig. 4.3.
Figure 4.3: Scheme of the secondary breakup regimes [43].
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Chapter 5
Cold-flow simulations
In this chapter the cold-flow1 simulations performed in this
work will be explained in detail. In particular, after the expla-
nation of the main simulation settings and the reasons for their
choice, the results obtained using different turbulence models
and different solver settings will be presented.
This part of the work consists mainly in the comparison of
the results obtained through CFD simulations with PIV mea-
surements. A great effort was made on the the comparison of
the mean flow and turbulence level with experimental data,
because the reliability of the cold-flow simulations is crucial
for all the CFD activities related with the engine development
process. In fact, the CFD cold-flow simulations serve as ba-
sis for the injection simulations performed later on, and they
are used to assess the optimal port and combustion chamber
shape. Furthermore, the turbulence level can be of interest
since it can be used as input for 0D predictive combustion
models [58, 59, 60].
As it will be presented in this chapter, the accuracy of the
cold-flow simulations can be deeply affected by the choice of
1With the term cold-flow simulation we refer here to simulations with-
out injection and without combustion.
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the model settings, and in particular the turbulence model and
the solver schema. The cold-flow simulations are nowadays
routinely used in the engine development process, especially
with the RANS approach, but it is hard to find in literature
comparisons of CFD results with flow optical measurements.
5.1 Experimental setup
Optical measurements with PIV technique were performed in
a single cylinder optical engine with glass liner and piston and
intake and exhaust pipe in rapid prototyping, whose geometry
corresponds identically to the one of the investigated engine.
Due to the fragility of the glass liner, the optical engine can
be operated only in motored mode.
The PIV system consists of a double cavity diode pumped
solid state Nd:YLF Laser (Quantronix Darwin Duo) oper-
ated at 527 nm wavelength and a high speed CMOS camera
(Photron Fastcam SA-1). In order to fit the laser pulses into
the camera frames a high speed synchronizer (ILA GmbH) was
used. Image processing is performed with DaVis software (La
Vision), investigating two vertical planes, one being the tum-
ble plane in the cylinder mid-section, and the other the cross
tumble plane.
The flow seeding is performed introducing Di-Ethyl-Hexyl-
Sebacat (DEHS, C26H50O4) through an aerosol generator To-
pas ATM 210 in particles of around 1 µm, resulting in a Stoke
number lower than 0.005. The homogenization of the particles
is performed in a box of approximately 8 l volume located
before the intake system of the engine.
5.2 Simulation settings
During the simulation setup with a commercial CFD software,
many options are available in terms of differencing scheme,
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numerical setup, boundary definition, domain initialization,
specific submodels activation and constants definition.
It is important to notice that each setting affects the final
result, although not all the settings have the same relevance to
obtain a correct result, and sometimes more than one option
would be correct. For this reason, it is fundamental to be
able to keep trace of all the settings used in the simulation,
otherwise it would be never possible to reproduce again the
same result.
Furthermore, also the comparison between simulations a-
dopting different geometries, valve timings, start of injection
(SOI) or other engine related parameters, is really meaning-
ful only when all the simulations are obtained with the same
settings. Although some ad hoc settings can be used in par-
ticular situations, a meticulous attention should be paid when
comparing results obtained with different simulation setups.
With text-based software, like for example Kiva or Con-
verge2, it is easy to keep trace of all the settings used in the
model, since they are saved in a text file which can be eas-
ily copied and used as template to set up another simulation.
However, in a Graphical User Interface (GUI) based software,
like for example Star-CD, the model settings are saved directly
in the GUI, and they cannot be directly transferred to another
simulation3.
However, Star-CD gives the possibility to provide the set-
tings for the model in a textual mode, and this possibility has
been exploited to create a shell-script based program in order
to completely setup the calculation. The script accesses to
some libraries where the different settings are saved, like for
2Although starting from version 1.4 Converge have a graphical inter-
face to support the model settings, its core is still based on text input
files.
3Until the current version (4.18), it is possible to export all the used
settings in a text file, but it was observed that sometimes the transcription
is not complete and the use of this feature is error-prone.
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example the fluid properties, the model constants, the scalar
variable definition and so on, and creates the complete model
with a reduced number of inputs required from the user in text
form. This guarantees that each simulation is always set in the
same way.
5.2.1 Fluid definition
As well known, PFI engines intake a mixture of fuel and air,
since the injection occurs in the intake port, while the DI-
engines are fed only with fresh air and in case residual gases
present in the intake. The fluid properties required to simulate
a PFI engine are thus depending from the air-fuel ratio, while
in DI they can be considered constant4.
At the end of combustion, the combustion chamber is full
of residuals, and if we assume in first approximation a com-
plete combustion, it means the properties of the fluid in the
combustion chamber or in the exhaust ports have to be calcu-
lated once again considering the air-fuel stoichiometric ratio.
In case the air-fuel equivalence ratio5 is larger than 1, the
presence of unburned air in the exhaust must be taken into
account when giving the fluid properties, while on the con-
trary in case λ is lower than 1 the presence of unburned fuel
has to be considered.
The CFD code used in this work requires to specify the
molecular weight, the coefficients of polynomials for molecu-
lar viscosity, specific heat and conductivity dependence from
temperature, from which all the other properties (e.g. density,
enthalpy or entropy) can be derived. FEV uses a database
4The fluid properties depend of course on pressure and temperature,
but this dependence is directly considered in the CFD code. Constant
here means not dependent from the specific case setup.
5We use in the present work the “european” convention of air-fuel
equivalence ratio, i.e. the “lambda” λ = AFR/AFRstoich where AFR is
the air-fuel ratio, AFR = ma/mf with ma and mf respectively the air
mass and the fuel mass in the mixture.
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of these properties to define the exhaust gas settings obtained
considering a combustion with different air-fuel equivalence ra-
tio (ranging from 0.5 to 2.0). However, since this work deals
with the comparison of CFD simulation with a motored glass-
engine, no residuals or fuel mixture were required for the op-
erating fluid definition, which was only standard air.
5.2.2 Simulation boundary conditions
Different choices for the boundary conditions are possible when
dealing with compressible fluids at low Mach number and a
computational domain with one inlet (intake port at the flange
connection with the runner, the intake runner or the intake
manifold) and one outlet (the exhaust port).
The inlet can be defined fixing the mass flow by providing
the fluid density and the velocity perpendicular to the inlet,
assuming a uniform distribution, or fixing the total pressure
and temperature on the boundary surface. Outlet conditions
are generally defined in terms of static pressure and tempera-
ture at the boundary surface.
In this work, the choice of defining the pressure at the inlet
instead of the mass flow was preferred. Dealing with compar-
ison with experimental data obtained from a single-cylinder
engine, it is straightforward to use the pressure obtained from
the pressure sensor at intake and exhaust location, in case
available. Although this is actually a static pressure and not a
total pressure, the error committed is negligible, especially for
the purpose of the present work where the aim is to compare
the motion field with the experimental data.
When experimental data are not available, and in case a
1D model of the engine is accessible, boundary conditions can
be determined through the 1D model. In this case, also the
mass flow at the boundary could be easily obtained. However,
the choice of the pressure allows to calculate the mass flow
directly in the 3D code, with the advantages derived from a
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more detailed geometry description.
It is important to properly choose the CFD domain to be
simulated. When data from experimental sensors are used, the
boundary location should correspond to the effective position
of the pressure sensor, because otherwise a spatial shifting of
the pressure waves is introduced. However, it should be kept
in mind that at the pressure boundary an “artificial” com-
plete reflection of the pressure waves is introduced, and if the
boundary is too near to the intake valves, this could affect the
results. Furthermore, the part of the intake system modeled
should be large enough that, in case of backflow, no residuals
are lost through the boundary.
When no experimental data and no 1D model of the engine
are available, the CFD model should consider, especially for
the intake side, the geometry until a position where the pres-
sure can be assumed reasonably constant. In fact, it is well
known that the pressure waves at the intake deeply influence
the operation of an ICE, especially if naturally aspirated [61].
On the contrary, except for valve timings with high valves
overlap, the exhaust pressure can be assumed constant at its
mean value, even when the boundary location would not allow
this hypothesis, because it has a minor impact on the results.
Also the turbulence must be defined at the boundaries. In
this work, the turbulence was defined in terms of turbulence
intensity, assumed to be equal to 10% of the mean velocity at
the boundary, and the turbulence length scale was assumed to
be 0.1 times a characteristic length, defined as the equivalent
diameter at the inlet or the outlet. The same assumption was
also used for the turbulence initialization.
Furthermore, the temperature of all the wall boundaries
has to be specified. Once again, if a 1D model of the engine is
present, an approximate indication of these temperatures can
be derived directly, otherwise some values derived from the
experience are required. Although this can slightly affect the
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volumetric efficiency, the impact on the flow field is negligible,
and thus is not relevant for the present study.
5.2.3 Solver settings and turbulence models
As every commercial CFD solver, Star-CD offers a large choice
of differencing schemes to be adopted for the governing PDE
system solution. Among others, the MARS scheme (Mono-
tone Advection and Reconstruction) is based on the REA
(Reconstruct-Evolve-Average) algorithm [26]. MARS is a mul-
tidimensional second-order accurate differencing scheme [21].
According to the Software provider (CD-Adapco), amongst all
the schemes available, MARS possesses the least sensitivity of
solution accuracy to the mesh structure and skewness, and for
this reason its use is suggested. MARS has been proved to be
generally the most stable method.
A comparison of MARS with the well known Central Dif-
ference method (CD) will be presented in this work. It should
however pointed out that, although the use of CD was un-
problematic with the old version of the code, with the latest
version a small blending factor is required, leading to a larger
diffusion [11].
As explained in section 2.2, a RANS approach was used in
this work. Different turbulence models available in the com-
mercial software were tested, and the results will be discussed
in this chapter. In particular, the standard k-ε and k-ω were
investigated, as well as the RNG variant of the k-ε. The use
of the k-ε model is well established for ICE engine simula-
tions [62], in particular in its RNG variant, while the k-ω was
investigated since it is another common 2-equations turbulence
models. In all cases the standard values for the model con-
stants were used [63].
Generally in the in-cylinder cold-flow simulations the at-
tention is focused on the intake stroke and the compression
stroke.
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5.3 Results
Two different engines were investigated. Engine 1 is a four-
cylinder engine designed for the series production, while En-
gine 2 is a single-cylinder research engine. For both the engines
a glass liner and piston were built, as well as rapid prototyp-
ing intake and exhaust runners, in order to be investigated
through the optical measurements. The motored optical en-
gine is in fact designed to completely reproduce the combustion
chamber and the intake and exhaust ports and runners of each
engine, as shown in fig. 5.1 [64].
Figure 5.1: Design of the motored optical engine.
The test-bench has an electrically driven compressor which
permits to pressurize the intake system, allowing to reproduce
different operating conditions. Also the engine speed can be
changed, but since 1500 rpm is the maximum operating speed,
all the tests here presented were performed at that speed.
A short summary of the main geometrical characteristics of
the two investigated engines is presented in tab. 5.1. For both
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Table 5.1: Main geometrical data of the two investigated en-
gines.
Engine 1 Engine 2
Bore 73 mm 75 mm
Stroke 90 mm 82.5 mm
Compression ratio 10 10
Intake valve diameter 28 mm 27.1 mm
Exhaust valve diameter 23 mm 23 mm
Intake maximum lift 8 mm 9 mm
Exhaust maximum lift 8 mm 9 mm
Intake valve angle 15◦ 17.5◦
Exhaust valve angle 15◦ 17.5◦
Injector position Side Central
Injector angle 27◦ 6◦
the engines the connecting-rod length adopted is the same,
since this cannot be changed in the optical test-bench. The
piston-pin offset, as well as the cranktrain offset, is zero for
constructive reasons of the test-bench, although in the real
engine this is not the case. However, both the offset and the
connecting rod length have a minor effect on the engine kine-
matic, and their impact is more relevant from a structural
point of view, and can therefore be neglected for the purposes
of our work.
Engine 1 was investigated in different working points with
different turbulence models and numerical schemes, while En-
gine 2 was simulated with only one turbulence model, to con-
firm that the trends observed can be reproduced also for a
different geometry. The results obtained will be discussed in
the following section.
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5.3.1 Results for Engine 1
Engine 1 was investigated at 1500 rpm with 1.6 bar and 1.1 bar
average intake pressure, corresponding respectively to 18 bar
and 12 bar imep with fired operation. The engine walls were
conditioned at ambient temperature (25 ◦C) and the exhaust
system was connected to an extractor fan, thus the back pres-
sure at the exhaust port was assumed to be 50 mbar. The
mesh of the engine is presented in fig. 5.2. It is important
to notice that the intake boundary is located at the pressure
sensor position.
Figure 5.2: Mesh of Engine 1.
In tab. 5.2 the boundaries used for the two operating points
are reported.
In fig. 5.3 the experimental and CFD cylinder pressures for
both the operating points are reported. Although the simula-
tions were performed with different turbulence and numerical
schemes, no differences are visible in the averaged cylinder
pressure, thus just a single line for the CFD results is shown
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Table 5.2: Boundaries for the two operating points, Engine 1.
18 bar imep 12 bar imep
Engine speed 1500 rpm 1500 rpm
Mean intake pressure 1.6 bar 1.1 bar
Exhaust pressure 1.05 bar 1.05 bar
Int. valve opening (1 mm) 345 ◦CA 345 ◦CA
Int. valve closing (1 mm) 543 ◦CA 543 ◦CA
Exh. valve opening (1 mm) 168 ◦CA 168 ◦CA
Exh. valve closing (1 mm) 365 ◦CA 365 ◦CA
Ports temperature 25 ◦C 25 ◦C
Cylinder and piston temp. 30 ◦C 30 ◦C
on the graphs. It is possible to notice the good agreement be-
tween the experimental and the calculated pressure during the
intake phase and the first compression phase. The calculated
pressure then mismatches the experimental one during the late
compression stroke and the expansion stroke, due to the high
leakages typical of the optical engine. This is more evident in
the p-V logarithmic diagram, presented in fig. 5.4. Since the
engine is motored, assuming a perfect adiabatic engine and
no leakages, the compression and expansion line would appear
overlapping. Since in the CFD model the thermal exchanges
are taken into account, the expansion line has a slightly lower
slope than the compression one. In the experimental curve
the leakages reduce the slope, already during the compres-
sion stroke, and the expansion line appears much below the
compression one. It is however important to notice that, at
least during the initial phase of the compression stroke, when
the cylinder pressure is low and the leakages are limited, the
CFD pressure has the same slope of the experimental one, al-
lowing to asses the overall quality of the modeling in terms
of boundary conditions, fluid properties and engine geometry
discretization, which affect the calculated pressure.
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Figure 5.3: Indicated pressure for 18 bar imep (a) and 12 bar
imep (b) operating points.
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Figure 5.4: Pressure-Volume bi-logarithm diagram for 18 bar
imep (a) and 12 bar imep (b) operating points of Engine 1.
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Investigation on turbulence model
Three different turbulence models were investigated, and the
results obtained in terms of mean flow and turbulence were
compared with PIV measurements. The k-ε RNG variant of
the standard k-ε model is nowadays the most used turbulence
model for the ICE applications, as it is confirmed from the
fact that it is suggested as default model for both Star-CD
and Converge software. However, also the standard k-ε model
is relatively widespread, thanks to its relatively long existence
and its versatility in many different fields and applications.
Finally, the k-ω model was investigated, since it is another
two-equations model similar to the k-ε, which should be more
accurate in the near-wall treatment [16]. All the models were
used with their default constants [63].
PIV measurements were performed at the single-cylinder
optical test-bench of FEV GmbH, and the results presented
consist of images post-processed from an averaging of 30 work-
ing cycles.
In fig. 5.5 the motion field in the tumble plane6 in the
cylinder center is presented, at 390 ◦CA, i.e. at approximately
half the maximum lift of the intake valves. At this time, no
evident differences between the turbulence models can be ob-
served, although there is overall a slight underestimation of
the jet emerging from the intake valves, as far as the PIV
measurements are considered.
Observing the results at 454 ◦CA reported in fig. 5.6 how-
ever, the CFD simulations slightly overestimate the velocities
near the valves. This is particular evident with the k-ε RNG
model and the k-ω, while the standard k-ε model provides the
best results.
At BDC, shown in fig. 5.7, all the turbulence models pro-
vide almost the same results in terms of average velocity, in
good agreement with the PIV measurements. The same trend
6The tumble plane is the plane perpendicular to the crankshaft.
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is visible also during the compression stroke, as presented in
fig. 5.8 at 630 ◦CA and in the late phase of the compression
stroke, reported in fig. 5.9.
From this analysis it appears that the CFD model has some
limitations during the intake phase, maybe due to the intrin-
sic limitations in the RANS approach to solve the boundary
layer around the valves. It should be otherwise pointed out
that in case of high gradients and high velocities, also the
algorithm used in the PIV measurements to determine the
velocity components from the raw images can be affected by
some errors, since it is not always possible to univocally iden-
tify the particles and their movement between two consecutive
images. However, when the valves are closed, the in-cylinder
motion is correctly reproduced, independently from the turbu-
lence model adopted. In particular, it is possible to correctly
reproduce the velocity field and the tumble center movement,
which is particular important since the tumble generation is
often an aim of the port and combustion chamber design. The
tumble motion is in fact converted into turbulence at the end
of the compression stroke, enhancing the combustion.
As far as the turbulence is concerned, results are reported
from fig. 5.10 to fig. 5.14. It is important to notice that the
PIV measurements operate on a plane. For this reason, the
velocity component normal to the plane is not taken into ac-
count. Although this component is generally small, in order to
have perfectly comparable pictures, it was completely canceled
in the velocity figures discussed previously. Similarly, also the
turbulent fluctuations are calculated using only two velocity
components. Assuming an isotropic turbulence, the CFD re-
sults were thus scaled with a factor 2/3 to compare them prop-
erly with the PIV measurement. Furthermore, the average
value of turbulence presented in the graphs, was obtained per-
forming a mass average only on the plane corresponding to the
experimental measures, and limiting the average area to that
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visible in the experiments, highlighted with the red box in the
figures.
As already observed for the velocities, at 390 ◦CA, reported
in fig. 5.10), there is a slightly underestimation of the turbu-
lence level, while at 454 ◦CA (fig. 5.11) there is a slight over-
estimation. This is particularly evident with the standard k-ε
and k-ε RNG models, while the k-ω provides a lower level of
turbulence. However, observing the results at BDC (fig. 5.12),
it can be evinced that the k-ω model underestimates the tur-
bulence level, while the standard k-ε and k-ε RNG provide the
correct trend and turbulence pattern in the cylinder. This is
more evident observing the results obtained during the com-
pression stroke.
It is important to notice that, as for the velocity calcu-
lation, the turbulence measurement obtained with the PIV
technique can be affected by the same errors in case of high
velocities and velocities gradients, because the determination
of the turbulence implies first the calculation of the mean flow.
This can lead to the filtering of the high frequency components
of the turbulence, causing an underestimation of the turbu-
lence level. This can explain the results reported in fig. 5.15,
where the resolved kinetic energy and turbulent kinetic energy
on the analyzed planes are reported. In fact, it seems that
the CFD models overestimate both the quantities, especially
in case of the k-ε and k-ε RNG models, which however have
demonstrated to provide a better flow and turbulence pattern
resolution.
In order to have a confirmation of the observed trends, the
other working point presented in tab. 5.2 was simulated. The
simulation setup, the post-processing and the analysis of the
results were performed in analogy with the operating point
already described. Also in this case, observing the velocity
field at maximum valve lift reported in fig. 5.16, the stan-
dard k-ε model shows the better agreement, while the other
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models lead to a slight overestimation. As in the previous op-
erating point, both the standard k-ε and the k-ε RNG give a
good result during the compression stroke, shown at 630 ◦CA
in fig. 5.17. Similar results are obtained for the turbulence
field, shown for the same crankangles respectively in fig. 5.18
and 5.19. The trends in the global resolved kinetic energy and
turbulent kinetic energy, observed in fig. 5.15 for the 18 bar
imep case, are completely reproduced also in the 12 bar imep
operating point, as shown in fig. 5.20.
The analogy of the results between the two different sim-
ulations allows to better assess the evaluation of the different
turbulence models, and confirms that the standard k-ε model
is the most suitable option amongst those investigated.
(c) k-Z (d) PIV
(a) k-H (b) k-H RNG
Figure 5.5: Velocity field at 390 ◦CA, 18 bar imep.
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(c) k-Z (d) PIV
(a) k-H (b) k-H RNG
Figure 5.6: Velocity field at 454 ◦CA, 18 bar imep.
(c) k-Z (d) PIV
(a) k-H (b) k-H RNG
Figure 5.7: Velocity field at 542 ◦CA, 18 bar imep.
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(c) k-Z (d) PIV
(a) k-H (b) k-H RNG
Figure 5.8: Velocity field at 630 ◦CA, 18 bar imep.
(c) k-Z (d) PIV
(a) k-H (b) k-HRNG
Figure 5.9: Velocity field at 678 ◦CA, 18 bar imep.
(c) k-Z (d) PIV
(a) k-H (b) k-H RNG
Figure 5.10: Turbulence field at 390 ◦CA, 18 bar imep.
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(c) k- (d) PIV 
(a) k- (b) k-  RNG 
Figure 5.11: Turbulence field at 454 ◦CA, 18 bar imep.
(c) k-Z (d) PIV
(a) k-H (b) k-H RNG
Figure 5.12: Turbulence field at 542 ◦CA, 18 bar imep.
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(c) k-Z (d) PIV
(a) k-H (b) k-H RNG
Figure 5.13: Turbulence field at 630 ◦CA, 18 bar imep.
(c) k-Z (d) PIV
(a) k-H (b) k-H RNG
Figure 5.14: Turbulence field at 678 ◦CA, 18 bar imep.
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Figure 5.15: Resolved kinetic energy (a) and turbulence kinetic
energy (b) for the operating point with 18 bar imep.
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(c) k-Z (d) PIV
(b) k-H RNG(a) k-H
Figure 5.16: Velocity field at 454 ◦CA, 12 bar imep.
(a) k-H
(c) k-Z (d) PIV
(b) k-H RNG(a) k-H
Figure 5.17: Velocity field at 630 ◦CA, 12 bar imep.
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(c) k-Z (d) PIV
(b) k-H RNG(a) k-H
Figure 5.18: Turbulence field at 454 ◦CA, 12 bar imep.
(c) k-Z (d) PIV
(b) k-H RNG(a) k-H
Figure 5.19: Turbulence field at 630 ◦CA, 12 bar imep.
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Figure 5.20: Resolved kinetic energy (a) and turbulence kinetic
energy (b) for the operating point with 12 bar imep.
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Investigation on the solution method
The results presented in the previous section were obtained
using the MARS algorithm for the PDE solution, as explained
in section 5.2.3. Also the well known CD algorithm was tested.
However it should be pointed out that, for stability reasons,
a blending factor of 0.5 was necessary, causing an high nu-
merical dissipation. The results, obtained with the methodol-
ogy described before, are presented from fig. 5.21 to fig. 5.27.
The simulated working point is the one with 18 bar imep re-
ported in tab. 5.2, and the turbulence model adopted is the
standard k-ε, which gave the best results in the previous in-
vestigation. Thus, results with the MARS solution method
correspond to those already presented in the discussion of the
different turbulence methods.
The use of the CD scheme instead of MARS has a minor
impact on the results, in comparison to the effect caused by
the choice of the turbulence model. It can be in fact noticed
that the velocity field is almost independent from the choice of
the solution schema. The major differences are visible in the
turbulence field. Observing the results at 454 ◦CA in fig. 5.24,
which is for the explained reasons the most difficult point to
simulate, it can be evinced that the CD scheme introduces a
too high dissipation. These effects are visible also during the
compression stroke, as can be seen observing fig. 5.25 and 5.26.
Looking at the global values for the resolved kinetic energy
and the turbulence kinetic energy, shown in fig. 5.27, it can be
observed that, with respect to the experimental data, both the
numerical schemes overestimate the fluid velocities and turbu-
lence. Although the CD scheme, thanks to its higher dissipa-
tion, is closer to the experimental results, the use of the MARS
scheme appears more satisfactory as far as the spatial distribu-
tion is concerned. Furthermore, this scheme has proven to be
more stable in the current version of the computational code
(version 4).
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(b) CD
(c) PIV
(a) MARS
Figure 5.21: Velocity field at 454 ◦CA, 18 bar imep.
(b) CD
(c) PIV
(a) MARS
Figure 5.22: Velocity field at 630 ◦CA, 18 bar imep.
(b) CD
(c) PIV
(a) MARS
Figure 5.23: Velocity field at 678 ◦CA, 18 bar imep.
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(b) CD 
(c) PIV 
(a) MARS 
Figure 5.24: Turbulence field at 454 ◦CA, 18 bar imep.
(b) CD
(c) PIV
(a) MARS
Figure 5.25: Turbulence field at 630 ◦CA, 18 bar imep.
(b) CD
(c) PIV
(a) MARS
Figure 5.26: Turbulence field at 678 ◦CA, 18 bar imep.
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Figure 5.27: Resolved kinetic energy (a) and turbulence kinetic
energy (b) for the operating point with 18 bar imep.
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5.3.2 Results for Engine 2
As emerged from the data presented for Engine 1, the most
satisfactory results were obtained with the MARS numerical
scheme and the standard k-ε model.
In order to confirm the observed trend, a different engine
in another operating point was simulated. Engine 2 data are
reported in tab. 5.1. As in the previous case the engine speed
is 1500 rpm due to the limitation of the optical engine, and the
boundary conditions for the investigated point are reported in
tab. 5.3.
Table 5.3: Boundaries for the operating point, Engine 2.
16 bar imep
Engine speed 1500 rpm
Mean intake pressure 1.0 bar
Exhaust pressure 1.2 bar
Int. valve opening (1 mm lift) 350 ◦CA
Int. valve closing (1 mm lift) 535 ◦CA
Exh. valve opening (1 mm lift) 184 ◦CA
Exh. valve closing (1 mm lift) 369 ◦CA
Ports temperature 25 ◦C
Cylinder and piston temperature 30 ◦C
In this case the exhaust system had a different layout, and
a back pressure of 200 mbar was assumed at the exhaust port.
The mesh of the engine is shown in fig. 5.28.
For this simulation, only the velocity field was compared
with the PIV measurements, and the CFD results were post-
processed with the same Matlab script used for the PIV re-
sults. Analyzing the flow field at 450 ◦CA, reported in fig. 5.29,
a similar behavior to the one obtained for Engine 1 is observed,
with a slight overestimation of the jet emerging from the in-
take valves. However the flow field at BDC can be correctly
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reproduced, as well as the flow field and the tumble center
motion during the compression stroke.
As already discussed, the flow field at open valves is inter-
esting especially for the injection simulation, which generally
takes place during the intake stroke. However the correct flow
field resolution during the compression stroke is more impor-
tant, since the conversion of the tumble motion into turbulence
is used to enhance the combustion, and the tumble level is one
of the criteria for the evaluation of the intake port and com-
bustion chamber design.
Figure 5.28: Mesh of Engine 2.
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Figure 5.29: Velocity field at 450 ◦CA, Engine 2.
Figure 5.30: Velocity field at 540 ◦CA, Engine 2.
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Figure 5.31: Velocity field at 600 ◦CA, Engine 2.
Figure 5.32: Velocity field at 660 ◦CA, Engine 2.
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5.4 Conclusions
In this chapter the main settings adopted for the cold-flow
simulations were presented and discussed in detail. Thanks to
PIV measurements in different engines and different working
points, the choice of the numerical scheme and the turbulence
model was analyzed and motivated. Among the investigated
models, the standard k-ε model gave the best results, and
thus will be used in the next part of this work. Furthermore,
the accuracy of the CFD simulations for the cold-flow was
assessed. The results obtained showed that some discrepancies
during the intake stroke, especially at maximum valve lift,
can be expected, while the flow field at BDC and during the
compression stroke can be correctly reproduced.
The knowledge gained in the cold-flow simulation will serve
as basis for the injection simulations. In fact, the interaction
between droplets and air plays an important role in deter-
mining the spray shape, spray penetration, evaporation and
mixture formation, but due to the high number and complica-
tion of the phenomena involved, it is not possible to identify
the effect of each submodel adopted. For this reason, a good
prediction of the air motion helps in the analysis of the other
phenomena involving the spray breakup and evaporation.
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Injection simulations
In this chapter, the procedures developed and used to perform
the injection simulations will be described and analyzed in
detail.
In modern GDI engines, injection process plays a crucial
role in determining the engine performances, intended not only
as engine power, but also in terms of pollutant emissions and
fuel consumption. The simulation of the injection process is
still nowadays challenging, because many complex and not
completely understood phenomena are involved.
In particular, the atomization process of the spray emerg-
ing from the nozzle is still under investigation in its funda-
mental mechanisms, briefly recalled in the chapter 4. The
volatile behavior of the gasoline, characterized by a continu-
ous distillation curve due to its large variety of hydrocarbon
compounds, presents a further challenge in the numerical sim-
ulations. Finally, in the wall film formation process, there is a
lack of reliable and calibrated models for gasoline engines, due
to intrinsic limitations in its experimental investigation. This
phenomenon is however strictly related to the oil dilution and
soot formation, of high importance in GDI engines, therefore
it must be taken into account.
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In line with the aim of this work, the focus during the re-
search phase was on the development of a CFD model capable
to address the questions emerging during the engine concept
phase, as for example the choice of the injector targeting or
positioning, or its actuation strategy. Although this obviously
requires to deal with the physics involved in the phenomena,
during this work an attempt was made to keep the models as
simple as possible, to be capable to use them with a reduced
amount of input, and in a short simulation time.
As for the cold-flow simulations, a great effort was made
to compare always the proposed models with the experimental
data, in order to assess the reliability of the procedure and to
evidence its possible limitations.
6.1 Injection model
The wide variety of the GDI engines nowadays on the market
and under development adopt a multi-hole injector, with in-
jection pressure up to 200 bar. Some engines equipped with
an outwards opening injectors are present as well on the mar-
ket, thanks to the advantages brought especially for the spray-
guided narrow spacing combustion concept [65, 66]. Neverthe-
less, this work focuses mainly on the modeling of multi-hole
injectors, which are currently the most adopted solution.
A coupled Lagrangian-Eulerian approach was used for the
spray simulation. Each parcel, accounting for a certain num-
ber of droplets, is introduced in the computational domain
with a defined diameter and velocity. The parcels are then fol-
lowed using a Lagrangian approach, and source terms in the
conservation equation are introduced, to take into account the
exchange of momentum, energy and mass with the background
fluid, for which the Eulerian approach is used [21].
This approach has the advantage not to require a detailed
modeling of the flow inside the nozzle, allowing a limited in-
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crease of the simulation time in comparison with a cold-flow
simulation. Furthermore, only the nozzle main geometrical
characteristics (in the simplest approach only the hole diam-
eters and the injector targeting) are required to perform the
simulation, allowing to use the simulation from the first phases
of the engine development. Some drawbacks can be found in
the limitation in correctly modeling the narrow field near the
injector. It is in fact necessary to introduce the liquid fuel in
the computational domain already in form of droplets, whose
diameter has to be determined with an ad hoc model. In this
way, it is avoided to reproduce the stripping process from the
liquid core, or the cavitation and break-up phenomena in the
nozzle, which are substituted with some ad hoc assumptions.
The model used in this work tries however to go beyond
the limitation derived from the absence of the liquid core. In
case the droplet are introduced at the nozzle tip, they are im-
mediately subjected to the exchange of momentum with the
surrounding air. With this approach, in order to avoid un-
derestimation of the fuel penetration while keeping the cor-
rect droplet size, a tuning in the drag coefficient is often re-
quired [67]. Introducing the droplet along the liquid core, on
the contrary, it is possible to relate the linear penetration phase
of the spray directly to the liquid core growth, which is deter-
mined in dependence from the spray velocity at the nozzle
exit. Furthermore this has the effect that the droplets are dis-
tributed along the liquid core length, instead of being placed
only in the cells near the nozzle exit. Therefore, the underlying
assumption of the Lagrangian approach – that the liquid phase
is enough dispersed in the gaseous phase – can be more easily
fulfilled. Finally, it was observed that with this approach the
simulation has less convergence problems, and the results are
less dependent from the spatial discretization in proximity of
the nozzle exit.
The stable liquid core length is calculated according to
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the model proposed by Hiroyasu [68]. The liquid core length
Lcore|t→∞ is defined as:
Lcore|t→∞ = fhirod
(
1 + 0.4
r
d
)( pg
ρlU
2
0
)0.05( l
d
)√
ρl
ρg
(6.1)
where d is the the injector hole diameter, r is its rounding
radius and l the orifice length, pg is the air pressure, ρl and
ρg are respectively the liquid and air density, and U0 is the
droplet velocity at the hole exit. fhiro is a constant that can
be used to calibrate the model: Hiroyasu suggests in its work,
based on diesel spray, a value of 7.0. In the present work how-
ever, a dependency of this parameter from the chamber back
pressure was encountered, and for this reason the parameter
was changed during the model calibration in order to obtain a
better fit of the experimental data.
The mean velocity umean in the injector nozzle is calculated
as:
umean =
m˙inj
Aholeρl
(6.2)
where m˙inj is the instantaneous mass flow through the hole
and Ahole is the geometrical area at the nozzle exit. In order
to take into account the cavitation effect, the Nurick’s law [69]
is used to calculate the area of the vena contracta. This area
is used to calculate the velocity in the vena contracta, as:
uvena =
umean
Cc
(6.3)
where Cc is the contraction coefficient from the Nurick’s law,
obtained as [69]:
(
2.687− 11.4r
d
)−0.5
(6.4)
Obtained this velocity, and assuming an isentropic flow in
the injector nozzle, the velocity at the injector exit U0 can be
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finally calculated as:
U0 = uvena − p2 − pv
ρlumean
(6.5)
where p2 is the pressure at the injector exit, and pv is the
pressure in the vena contracta, determined as:
pv = p1 − ρl
2
u2vena (6.6)
where p1 is the injection pressure.
To simulate the liquid core, the droplets are introduced in
the computational domain along the liquid core length deter-
mined by eq. (6.1). Their size dprim is determined, following
the Schneider approach [70], according to the position x they
assume in the liquid core, with the equation:
dprim(x) =
√
52.34
σ
ρgurel(x)
du(x)
dy
(6.7)
where σ is the surface tension, urel(x) is the relative velocity
between the gas phase and the liquid core, and du(x)/dy is
the radial velocity gradient. urel(x) is determined as:
urel(x) =
U0
2
(
1− 3
4
x
Lcore
)
(6.8)
and the radial velocity gradient is obtained as:
du(x)
dy
= Cdudy
urel(x)
0.6d− 0.5ds(x) (6.9)
where Cdudy is a calibration coefficient and ds(x) is given by:
ds(x) = d
(
1− x
Lcore
)
(6.10)
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Finally, the jet opening angle α is determined according to
Naber and Sieber [71] as:
α = 2arctan
[
CNaber
(
ρg
ρl
)0.19]
(6.11)
Once the droplets are introduced in the computational
domain, they interact with the background fluid exchanging
mass, momentum and energy, and are managed directly by
the CFD code. Droplets can incur in the secondary break-
up, for which the Reitz and Diwakar model [72] was chosen,
already available in the CFD code. According to this model,
droplets break-up due to the aerodynamic forces can be caused
by the “bag break-up”, by effect of non-uniform pressure field
that causes drop deformations, or the “stripping break-up”,
where the liquid is stripped from the droplet surface. For
each criterion a stable droplet diameter dstable and a break-up
time constant τb can be determined, and the droplet size dd is
then reduced until the stable diameter is reached. The stable
droplet diameter in case of bag break-up is the diameter of the
droplet that allows to satisfy the following equation, based on
the Weber number We:
We ,
ρ|~u− ~ud|2dd
2σl
≥ Cb1 (6.12)
where ~u is the fluid velocity, ~ud is the droplet velocity, and Cb1
is a model constant whose default value is 6.0. The associated
characteristic time τb is:
τb =
πρ0.5l d
1.5
d
4σ0.5l
(6.13)
In case of the stripping break-up, the criterion for the onset
of this regime is:
We√
Red
≥ Cs1 (6.14)
82
6.1 - Injection model
where Cs1 is a model constant whose default value is 0.5, and
Red is the droplet Reynold number, determined as:
Red ,
ρ|~u− ~ud|dd
µ
(6.15)
In this case, the characteristic break-up time is determined as:
τb =
Cs2
2
(
ρl
ρa
)0.5 dd
|~u− ~ud| (6.16)
where Cs2 is an empirical coefficient whose default value is 20.
The droplet diameter variation over the time t can be then
determined as:
ddd
dt
=
dd − dstable
τb
(6.17)
It is noteworthy to point out that, in addiction to the al-
ready mentioned advantages in the simulation stability, the use
of a liquid core model allows to better reproduce the physical
structure of the spray [73, 42], going beyond the intrinsic lim-
itation of the Lagrangian-Eulerian approach, which does not
allow to reproduce the continuous liquid part of the spray.
It is known in literature that the classical approach used in
engine applications, consisting in modeling just the flow out-
side the nozzle, can lead to incorrect results. Simulation of
the internal flow inside the injector is required to better pre-
dict the primary break-up [74]. However, this requires a de-
tailed knowledge of the nozzle geometry, that is generally not
disclosed by the injector supplier. For this reason, since the
present work focuses on the application of CFD methodologies
for GDI-engine simulations mainly from an OEM or engine de-
veloper point of view, the proposed method was preferred. In
this way, an attempt was made to provide a physical descrip-
tion of the spray, without requiring neither an increment of the
input data nor an higher computational cost. This obviously
limits the predictive capabilities of the model, but the calibra-
tion performed and here presented proves that the model is
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capable to well simulate the spray shape and penetration in
different working conditions. The calibration consists in tun-
ing only few parameters, and therefore the model was judged
more than adequate for the purposes of this work.
The effects of the use of the liquid core are presented in
fig. 6.1, where the results obtained using the presented model
with and without liquid core are compared with experimental
images, obtained for a Bosch 6 holes injector at 1 bar back-
pressure and 150 bar injection pressure. The two comparing
simulations were run after the calibration of the model with
the liquid core, in order to obtain the correct spray penetration
and average droplet size1. The simulation without liquid core
was then performed using the same model parameters, except
the Hiroyasu parameter, changed in order to limit the liquid
core length at 1 mm.
As can be evinced from the images, the use of the liquid
core allows to better predict the spray shape and the spray
penetration, shown in the graph of fig. 6.2. The droplets size
is almost identical in both the simulations, and corresponds
to what was experimentally measured with laser diffraction
technique. However, without using the liquid core, it is not
possible to match the experimental penetration, unless tun-
ing the model with different parameters to modify the droplet
size, that would then not match with the experimental mea-
surement.
1In this case the average droplet size at 30 mm from the injector tip
was provided.
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Figure 6.1: Effect of the liquid core on the spray shape.
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Figure 6.2: Spray penetration with and without liquid core.
6.2 Fuel model
In order to better reproduce the volatile behavior of gaso-
line, a bi-component mixture was defined, which consists of
53% in mass of 2-methylpentane (C6H14), representing the
lighter components of the gasoline, and 47% of normal -octane
(C8H18), used to represent the heavier components of the fuel.
By using a bi-component approach, it is possible to better ap-
proximate the distillation curve of the gasoline in comparison
with a mono-component fuel such as n-heptane or n-octane,
as shown in fig. 6.3. This approach improves the quality of the
mixture formation prediction and, in case a wall-film model is
used, of the droplet-wall interaction.
From the implementation point of view, the use of a bi-
component fuel corresponds to the definition of two differ-
ent fluids whose each droplet is composed, and two different
scalars2 in which the evaporated fraction of each component
2A scalar is here considered as a tracer. It can be defined as “passive”,
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Figure 6.3: Distillation curves at 1 bar pressure of gasoline [75],
n-octane and bi-component fuel as in the CFD model.
is considered. In case a liquid film model is used, also two
components for the liquid film have to be specified.
It is important to notice that the use of such a bi-compo-
nent fuel has a deep impact on the spray shape predicted from
the model in evaporative conditions, while it has obviously a
minor impact in case of lower fuel and chamber temperatures,
as those typical of motored optical engine operations. In or-
der to show the impact of the bi-component fuel model on
the spray shape and penetration, two simulations with mono-
component and bi-component fuels were carried out, in non-
evaporative conditions (fuel temperature 20 ◦C, air tempera-
ture 20 ◦C) and in evaporative conditions (fuel temperature
50 ◦C, air temperature 100 ◦C) in a quiescent chamber at at-
mospheric pressure (1 bar). Results are reported in fig. 6.4a
if it does not influence the background fluid composition, or “active”,
when its properties are taken into account to determine the fluid global
characteristics. In this case the scalar are defined as active.
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and 6.4b respectively. As shown in fig. 6.4a, the spray shape in
non-evaporative conditions is almost identical between the two
fuel models, although the evaporated mass is slightly changed.
However, in evaporative conditions the spray shape is modified
due to a different evaporation rate, especially at the spray pe-
riphery, where heat exchange with the surrounding air is more
intense.
In fig. 6.4 the color scale ranges from yellow to red, and it
is proportional to the fuel liquid mass integrated along the line
parallel to the view direction. In this way a spray visualiza-
tion of the CFD results can be obtained, which is more easily
comparable with the Mie-scattering experimental images, as
explained in the next section.
6.3 Wall impingement treatment
Wall impingement is one of the crucial thematics for the GDI
engines development, since it is well established that it can lead
to soot formation [6]. In fact, due to the late evaporation of
fuel, and consequently rich zones in the fuel mixture, diffusive
flames can occur, causing particulate formation. Furthermore,
fuel impinging on the liner leads to oil dilution, which acceler-
ates the oil degradation, forcing to shortened oil substitution
intervals. For these reasons, injection timing and injector tar-
geting have to be carefully defined to optimize the fuel mixture,
without causing an excessive wall impingement on the cylinder
liner, piston ceiling and intake valves.
The available experimental data on the wall film formation
in GDI engines are however limited, due to the intrinsic diffi-
culties in measuring the wall film thickness in real operating
conditions. Currently, the most diffused model for the inter-
action of the droplets with the wall in engine applications is
the Bai-Gossman model [76]. This model is available in the
computational code used for this work, and was therefore used
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Figure 6.4: Spray shape with mono- and bi-component fuel in
non-evaporative (a) and evaporative (b) conditions.
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in the simulation that will be presented.
The model distinguishes between five different behaviors
that a droplet can have when it encounters a wall:
– rebound: the impinging droplet bounces off the wall with
an elastic collision;
– splash: the impinging droplet breaks up into smaller
droplets, and some of them are subjected to rebound,
while others undergo in the sticking or spreading;
– break-up: the impinging droplet breaks up into smaller
droplets, and all the smaller droplets bounce off the wall;
– stick: the impinging droplet adheres to the wall in nearly
spherical form;
– spread: the droplet adheres to the wall, but it is spread
along the wall surface creating a wall film or merging
with the already existing wall film.
The transition between the different criteria is mainly de-
pendent from the wall temperature, the droplet temperature,
the droplet velocity relative to the wall and incidence angle,
and the droplet Weber number. Details on the transition cri-
teria and the implementation in Star-CD can be found in the
Star-CD methodology manual [21], and they are here omitted
for the sake of brevity.
The wall-film modeling is currently available in the version
of the CFD-code used, but its validation cannot be performed
due to the lack of experimental data. In order to avoid the
effects of some uncertainty in the model, in this work it was
chosen not to use the wall film. Obviously in this case, the be-
havior “spread” of the Bai-Gossman model cannot take place.
However, an alternative procedure to evaluate the wall wet-
ting, and thus the risk of oil dilution and soot formation, is
discussed in cap. 7.
90
6.4 - Results for Engine 1
6.4 Results for Engine 1
In this section the results obtained for the injection simulation
of the operating point at 18 bar imep of tab. 5.2 are presented.
The experimental setup for the light scattering investigation
used in this comparison was almost identical to the one used in
the PIV measurements, except the laser pulses that were ad-
justed to equidistant timings. The camera was operated with
2 ◦CA increments, and it recorded the scattered light from the
fuel droplets in a vertical light sheet. The light sheet orien-
tation was identical to the PIV set-up, in the tumble plane.
Standard gasoline fuel was used for the Mie-scattering analy-
sis. The crankangle resolved spray visualization was evaluated
by automated image processing routines, based on Matlab im-
age processing library.
6.4.1 Model calibration
The model was calibrated for a Bosch 6-hole solenoidal injector
with a static mass flow of 7.3 g/s at 100 bar injection pressure.
The injector was measured using shawdography imaging and
laser diffraction techniques for droplets sizing, in a quiescent
chamber with adjustable air pressure. Fuel and air tempera-
ture were kept constant at 20 ◦C.
Data for the calibration were registered with a backpres-
sure of 1.88 bar, which well approximate the in-cylinder pres-
sure at the start of injection (SOI), during the intake stroke.
The quiescent chamber was reproduced in the CFD-sim-
ulations with a cubic volume with a cell size between 1.0
and 2.0 mm, which corresponds approximately to the cell size
adopted also for the in-cylinder simulations.
Usually, CFD results are represented as a series of images
where the droplets can be colored according to their temper-
ature, size, mass or density, and can be scaled with their di-
ameter. However, this kind of images are difficult to be com-
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pared with the Mie-scattering experimental images. In fact,
the intensity of the scattered light in the Mie-measurement is
proportional to the scattering cross section, hence the square
of the droplet diameter. The registered intensity can be thus
correlated, assuming a constant density for the spray, to the
mass of liquid illuminated by the laser in that position, hence
giving an indication of the amount of liquid spray which is
present in a certain location.
In order to obtain a more comparable representation, some
of the CFD results presented in this chapter were post-proc-
essed integrating, at each time and for each location, the a-
mount of mass which is present in the line perpendicular to
the representation plane passing through the corresponding lo-
cation of the picture. The colored scale is proportional to the
cumulative mass along that line, scaled with a factor to obtain
an intensity of the colors similar to those visible in the exper-
imental images. Although also these images are not directly
comparable with those obtained with the Mie-scattering, their
meaning is more similar to the experimental results than just
the representation of the single droplets obtained from CFD
simulations.
In tab. 6.1 the injector characteristics and the boundary
conditions adopted for the injector calibration are summarized.
In fig. 6.5 the mass flow rate imposed in the simulation is re-
ported. Since the static flow of the injector is 7.3 g/s at 100
bar, the mass flow was scaled with Bernoulli’s law to obtain
the mass flow at the injection pressure. Since no measurements
of the instantaneous mass flow were available, a dummy mass
flow rate was constructed, using for the opening delay, as well
as the opening and closing ramp duration, the data provided
from the injector supplier, with an iterative process of slight
modifications to better match the measurements. The same
mass flow used for the calibration, except a change in the in-
jection duration, was then used for the in-cylinder simulations.
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Table 6.1: Injector characteristics and calibration boundary
conditions for injector 1.
Number of holes 6
Hole diameter 165 µm
Injection pressure 150 bar
Chamber back pressure 1.88 bar
Gas temperature 20 ◦C
Fuel temperature 20 ◦C
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Figure 6.5: Mass flow rate for Engine 1 calibration.
In fig. 6.6 the spray penetration obtained in the CFD sim-
ulation and the experimental measurement are reported. It is
possible to observe that the 99% penetration curve matches
well with the experimental measurements. The graph reports
also the length of the liquid core used in the model. It is inter-
esting to observe that the liquid core, according to the model,
grows linearly until the steady length is reached. This al-
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Figure 6.6: Spray penetration for the model calibration of the
6-hole injector.
lows to better reproduce the linear penetration phase without
cheating on the droplet size, as explained in the section 6.1.
A further confirmation of the model validity can be ob-
tained comparing the experimental images with the calculated
ones. As shown in fig. 6.7, the model is capable to correctly
reproduce the spray shape in both the planes of measurement.
6.4.2 In-cylinder results
After the calibration described in the previous section, the
injection model was used to perform the in-cylinder simulation
of the working point at 18 bar imep reported in table 5.2.
Differently from the data in table 5.2, the cylinder head was
in this experimental measurement conditioned at 70 ◦C as well
as the injected fuel (commercial gasoline RON 95). The glass
piston was not conditioned, but infrared measurements showed
a temperature of 50 ◦C. The same temperatures were imposed
in the CFD boundaries.
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Figure 6.7: Spray images for the model calibration of the 6-
hole injector.
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The engine mesh used was the same presented for the cold-
flow simulation of this engine, as well as the location of the
boundary conditions.
Since the air mass flow was measured through an air de-
bimeter, but no measurement of the temperature in-cylinder
was available, the simulation was started before the exhaust
valve opening, at the end of the expansion stroke, in order to
deduce the initialization temperature from the trapped mass
and the measured pressure.
The total injected mass was 54.7 mg, corresponding to a
duration of injection (DOI) of approximately 55 ◦CA. The
mass flow rate was defined considering the same opening de-
lay, opening ramp duration and closing ramp duration as for
the calibration case, converting the delay in ms to take into
account an engine speed of 1500 rpm. The resulting mass flow
rate is presented in fig. 6.8.
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Figure 6.8: Mass flow rate for Engine 1 simulation with SOI
430 ◦CA.
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In this case, Mie-scattering images of the spray were avail-
able, and were compared with the CFD images post-processed
as previously described. Two measurements plane were in-
vestigated, one being the central tumble plane, and the other
parallel to this one, but on the valve section. The approxi-
mate width of the laser sheet used in the Mie-measurements
was 2 mm. To obtain more comparable images, the mass in a
width of 7 mm for each side from the measurement plane po-
sition was integrated in the CFD post-processing, as show in
the scheme of fig. 6.9. The choice of a total integration length
of 14 mm, although it does not correspond to the effective
width of the measurement plane, is justified by the stochastic
approach used for the spray simulation, where a reduced num-
ber of “parcels” are introduced in the computation domain.
Each parcel represents statistically a large number of droplets
having the same characteristics. If an integration width cor-
responding to the experimental one would be chosen, too few
droplets were considered, giving an unsatisfactory result. This
choice of the plane width provided the best qualitative match
with the experimental results.
Figure 6.9: Scheme of the CFD post-processing integration
area, top view, where I indicates the intake valves and E indi-
cates the exhaust valves.
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Results at different crankangles are presented in fig. 6.10
and fig. 6.11, respectively on the central tumble plane and
on the valves plane. The experimental images were obtained
measuring 10 consecutive cycles of injection. For each cycle,
the images in gray scale are binarized and after selecting a
certain gray threshold, the spray liquid contour is defined for
each image. In this way, the probability of having the liquid
fuel at a certain location is calculated over the 10 cycles of
measurement (part (d) in figures). Also the averaged intensity
images are presented (part (c) in figures), since these pictures
provides a qualitative information on the liquid mass quan-
tity of spray presents at each location. The CFD and also
the experimental images are presented with the same dimen-
sion scale, in order to allow a better comparison, although no
quantitative data were extracted. It is possible to evince that
the spray model is capable to well reproduce the spray shape
and penetration at each crankangle, confirming the suitability
of the model for the final purpose of investigating the mixture
formation in-cylinder. It is furthermore interesting to observe
that the model is capable to correctly predict also the spray
bending at late crankangles due to the effects of the air tum-
ble motions. The good accuracy of the spray shape also in the
valves plane confirm that the overall spray shape in the CFD
model is correctly reproduced. Since the CFD droplets visu-
alization (part (a) of the figure) in the central tumble plane
shows all the droplets present in the combustion chamber, this
figure is not repeated for the valves plane figure.
An example of the CFD-methodology purpose can be the
investigation of different SOI strategies, in order to understand
the effects on the mixture homogeneity and the wall impinge-
ment. A method to post-process the obtained data to obtain
a reduced number of graphs or parameters summarizing the
simulation results, will be presented in the chapter 7. Here, to
further confirm the model capability to properly represent the
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Figure 6.10: Spray visualization in the central tumble plane
for SOI 430 ◦CA. CFD droplets (a), CFD “pseudo-Mie” (b),
experimental averaged intensity (c), and experimental proba-
bility density (d).
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Figure 6.11: Spray visualization in the valves plane for SOI
430 ◦CA.
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injection process, a second simulation with a different SOI is
shown in fig. 6.12 and fig. 6.13. In this case a SOI of 410 ◦CA
was used, keeping all the other parameters constant. For this
simulation experimental images were compared as well. Also
in this case the spray shape is correctly reproduced and the
agreement is satisfactory. Furthermore, this assesses that the
spray model reacts well to small changes of chamber back pres-
sure, without requiring a new calibration. Figures are pro-
posed with the same crankangle timing after SOI as for the
case with SOI 430 ◦CA. It is interesting to observe that, due
to the different in-cylinder pressure and air motion during the
injection event, the spray shape differs from that obtained with
the other SOI, and in particular the spray results more spread
and more bended at late crankangles, due to the higher veloc-
ities in-cylinder. The model is capable to correctly reproduce
these phenomena.
Calibration of the model performed at one operating con-
ditions for a certain injector results thus valid for a wide range
of different operating conditions. On the contrary, a new cal-
ibration is necessary in case of a different injector, although
only a limited number of parameters have to be modified, as
explained in the next section.
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Figure 6.12: Spray visualization in the central tumble plane
for SOI 410 ◦CA.
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Figure 6.13: Spray visualization in the valves plane for SOI
410 ◦CA.
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6.5 Results for Engine 2
In order to test the injection model also in a different engine
and for a different injector, the Engine 2 already investigated
for the cold-flow simulations was used to perform a in-cylinder
analysis of injection process.
The experimental setup was the same already described,
except for the optical engine geometry which was obviously
changed in its rapid prototyping intake and exhaust, glass
liner and piston, to reflect the design of the investigated en-
gine, whose main characteristics are summarized in tab. 5.1
on page 51. It is important to notice that in this case we are
dealing with a central injector location. In this way, the model
is tested for both the central and side injector configurations.
6.5.1 Model calibration
The injection simulations were performed considering a 7-hole
Bosch injector. In this way, it was possible to test the injector
model also with a different injector. A new model calibra-
tion was performed, using experimental images obtained with
150 bar injection pressure, which corresponds to the one used
in this case for the in-cylinder investigations, and 1 bar back
pressure.
The mass flow rate used in the CFD simulation is presented
in fig. 6.14, scaled as before using Bernoulli’s law for an injec-
tion pressure of 150 bar, and considering the static mass flow
of 7.2 g/s at 100 bar provided by the injector supplier. The
opening ramp and closing ramp were built according to the
injector supplier indications.
In fig. 6.15 is reported the spray penetration obtained from
the CFD simulation in the quiescent chamber, compared with
the experimental one. For the experimental measurements,
also in this case the data from 10 consecutive injections were
averaged, and for the CFD simulations the same grid of the
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Figure 6.14: Mass flow rate for the model calibration of the
7-hole injector.
previous calibration was used.
Also with this different injector, it was possible to find an
appropriate set of model parameters in order to achieve the
correct penetration. Observing the graph in fig. 6.15, it could
seem that the penetration in the last phase of the simulation
is overestimated. However, the measured penetration is in this
phase not consistent, due to the high evaporation of the spray.
Comparing the images presented in fig. 6.16, it is possible to
observe that the experimental and calculated spray penetra-
tions are in good agreement also in the late phase. Anyhow, it
is necessary to remark that a more accurate comparison was
not possible because only the liquid phase is visible with the
Mie-scattering technique, and no information was available on
the fuel evaporation obtained with other experimental tech-
niques, such as the LIF.
It can be observed that, despite the complete different
shape of the spray in comparison with the pattern of the pre-
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Figure 6.15: Spray penetration for the model calibration of
the 7-hole injector.
vious injector, the CFD model is capable to well represent it.
Furthermore, it is important to point out that, in comparison
with the parameters used for the previous injector, the Hiroy-
asu constant in eq. (6.1) was changed, in order to reduce the
liquid core length, and the droplet size constant in eq. (6.9)
was modified, to obtain slightly larger droplet sizes, as indi-
cated by the injector supplier, since no SMD measurements
were directly available. In addition to the two mentioned con-
stants, only the hole diameter was modified, using a diameter
of 178 µm, which corresponds to the value measured with opti-
cal microscopy. Already with a limited number of calibration
parameters, the model seems thus able to correctly provide
an appropriate spray shape and penetration. This is partic-
ularly important for the use of the injection model from an
OEM, where very often is necessary to compare different in-
jector patterns or injector specifications, without having the
possibility to recalibrate the model with optical images and
measurements as comparison.
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Figure 6.16: Spray images for the model calibration of the
7-hole injector.
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6.5.2 In-cylinder results
To finally assess the spray model also in-cylinder, an engine
injection simulation was performed, after the calibration in
the quiescent chamber described in the previous section. As
usual, results obtained with optical measurements were com-
pared with the already described methodology. In this case,
optical measurements on the tumble and cross-tumble central
planes were available.
The operating point corresponds to that already reported
in tab. 5.3 on page 72. A comparison between CFD images of
the injection process and the experimental spray probability
and averaged intensity images is presented in fig. 6.17 on the
central tumble plane, and in fig. 6.18 on the central cross-
tumble plane. The SOI was in this case 440 ◦CA with a DOI
26 ◦CA, corresponding to a total injected mass of 46.1 mg.
The mass flow rate was defined as for the calibration case,
adjusting the event duration.
The figures are scaled with the same size, in order to fa-
cilitate the visual comparison. In the Mie-measurements, the
laser sheet was produced from the left side of the image. For
this reason the jet on the right shows a lower detected light in-
tensity, although it should have the same mass as the other
beams. From a visual comparison on both the planes, it
emerges that the spray shape was correctly reproduced by the
CFD model, as well as the spray penetration.
It is important to notice that, while in the quiescent cham-
ber injection the counter pressure remains constant, in an in-
cylinder simulation the pressure changes during the injection
event, although in a reduced range, since the intake valves are
generally open when the injection occurs. This constitutes a
further challenge for the injection model, since the droplet sizes
and the cavitation model depend also from the gas pressure.
Therefore, the satisfactory results obtained in the in-cylinder
simulation confirm the reliability of this model, despite its sim-
108
6.5 - Results for Engine 2
plicity.
As far as the comparison for the late intake stroke is con-
cerned, it is difficult to properly compare the experimental
images with the CFD ones, since most of the liquid is at this
time evaporated, but no measurement of the vapor phase was
performed. However, as described in section 6.2, an attempt
to improve the evaporative behavior in the model, with respect
to a single-component fuel, was done.
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Figure 6.17: CFD droplets (a), CFD “pseudo-Mie” (b), exper-
imental averaged intensity (c), and experimental probability
density (d) for the in-cylinder injection simulation of Engine
2 on central tumble plane.
110
6.5 - Results for Engine 2
450 oCA 
454 oCA 
Intensity scale Probability scale 
1.0 0.5 0 1.0 0.5 0 
(a) (b) (c) (d) 
446 oCA 
Figure 6.18: CFD droplets (a), CFD “pseudo-Mie” (b), exper-
imental averaged intensity (c), and experimental probability
density (d) for the in-cylinder injection simulation of Engine
2 on central cross-tumble plane.
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6.6 Conclusions
In this chapter, the injection simulations performed on two
different engines, one having a side injector and the other a
central injector, were discussed. The model adopts a simpli-
fied approach, without taking into account the flow inside the
nozzle, which deeply affects the primary atomization. How-
ever, it was shown that, with a reduced number of parameters
required to calibrate the model, it is possible to reproduce
correctly the spray shape, spray penetration and, where mea-
surements were available, also the global droplet size.
No assessment on the accuracy of the evaporation modeling
was possible, since laser induced fluorescence images, useful
to visualize the vapor phase, were not available. No wall film
model was used, due to the lack of experimental data necessary
to validate it, but the prerequisite of having a correct spray
penetration was respected, as shown in the comparison images.
Despite the uncertainties due to the above mentioned lack
of experimental data to further validate the results of the sim-
ulation, the model demonstrated to be suitable to perform
investigations on different spray targetings or injection strate-
gies, which are generally the main purpose of the injection
simulation. A way to compare synthetically the results of dif-
ferent simulations will be presented in the next chapter.
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Diagnostic indexes for
the evaluation of
simulation results
In the previous chapters the simulation methodology for cold-
flow simulation and injection simulation was presented and
validated through the comparison with optical data.
In this chapter, some procedures to synthetically analyze
and interpret the obtained data will be presented, in order
to be able to summarize the results of a CFD simulation in a
limited set of indexes capable to drive the development process.
7.1 Lambda homogeneity
An important parameter to characterize the fuel-air mixture
of a spark-ignited engine is the air/fuel equivalence ratio, or λ
(lambda). It is well known that gasoline engines can work only
in a narrow range of lambda around the stoichiometric air-fuel
ratio (corresponding to λ = 1), even more reduced due to the
aftertreatment requirements.
The global lambda evolution in-cylinder during the fuel
113
7 - Diagnostic indexes
evaporation can be obtained from the CFD simulations. In
the proposed methodology, the liquid fuel evaporates into two
different scalars representing the two gaseous components of
fuel. For each cell, summing the mass fraction of each scalar,
it is possible to determine the fuel/air fraction of that cell.
Comparing this ratio with the stoichiometric one, it is possible
to determine the lambda value in each cell.
If the injected quantity is correctly calculated and the fuel
evaporates completely, the global lambda value will reach the
desired value in proximity of the TDC, as shown in fig. 7.1,
which refers to the simulation results with different SOI for
the operating point at 18 bar imep in tab. 5.2 on page 53.
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Figure 7.1: Global lambda for Engine 1 simulation, 18 bar
imep.
Although the global lambda value is near the stoichiomet-
ric value as desired for both the SOI, few information about the
mixture quality can be obtained looking at the global air-fuel
ratio. Much more interesting is the achieved mixture homo-
geneity in the cylinder, which can be evaluated through the
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Figure 7.2: Lambda distribution in-cylinder for Engine 1 sim-
ulation, 18 bar imep.
histogram in fig. 7.2. The histogram represents the mass dis-
tribution of lambda in the cylinder. In this way, it is possible
to have a quantitative evaluation of the achieved homogeneity,
represented by the dispersion of the data, which is related to
the histogram width, if the classes are kept constant in the
different simulations.
In order to further summarize the results, the whole his-
togram could be condensed considering the ratio r = 1/xmax,
where xmax is the maximum volume fraction. In case of a
completely homogeneous mixture, thus with all the in-cylinder
mass with a fixed value of lambda, the value of r would be 1.
Higher values of r indicate a less homogeneous mixture, there-
fore when comparing two injection strategies or two injector
targetings, the one with the lower r ratio has to be preferred. A
more precise evaluation, considering not exclusively the mass
fraction in the most frequent lambda class, but the effective
dispersion, can be obtained evaluating the Coefficient of Vari-
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ation COV [77]. The COV can be defined as:
COV =
√√√√ 1
m
n∑
i=1
mi(λi − λ)2 (7.1)
where m is the total in-cylinder mass, λ the global air-fuel
equivalence ratio, and the i subscript indicates the local values
of the i-th cell.
Observing the results shown in fig. 7.2, which reports the
lambda classification in the cylinder at 700 ◦CA, it can be
evinced that the SOI at 430 ◦CA allows to obtain a better ho-
mogenization. Despite an earlier SOI provides a longer time
available for the evaporation and fuel mixing, in this case a
later injection timing enhances an higher fuel spreading in the
combustion chamber, since the injection takes place when the
charge motion in the cylinder has its maximum speed. Observ-
ing the lambda distribution in the tumble and cross-tumble
central planes, presented in fig. 7.3 at BDC and in fig. 7.4 at
700 ◦CA, the higher homogeneity obtained with a late injec-
tion timing is evident. The earlier evaporation due to the early
injection causes a rich area near the piston at BDC, which can-
not be further homogenized, resulting in a worst homogeneity
also at the spark timing.
A more precise evaluation of the homogeneity in-cylinder
can be obtained considering the COV. In the analyzed case,
as shown in fig. 7.5, the later timing allows to obtain an im-
provement in the homogeneity of approximately 20%, and the
mixture results at every crankangle more homogeneous than
the one obtained with the early injection.
The same evaluations already described for the whole cylin-
der can be done also for the volume near the spark; in this
work, a sphere of 5 mm radius around the spark-electrode lo-
cation was considered. The evolution in time of the lambda
value near the spark, presented in fig. 7.6, can be related to the
ignition stability of the mixture. Therefore, a more constant
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Figure 7.3: Air-fuel equivalence ratio in-cylinder at BDC.
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Figure 7.4: Air-fuel equivalence ratio in-cylinder at 700 ◦CA.
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Figure 7.5: Coefficient of Variation (COV) for Engine 1 simu-
lation with different SOI.
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Figure 7.6: Air-fuel equivalence ratio near the spark plug for
Engine 1 simulation.
value, and possibly in the slightly rich range (λ less than 1),
indicates a better stability of the mixture near the spark, al-
lowing more degree of freedom in the choice of the spark tim-
ing. The late injection is also in this case convenient. Despite
a later fuel evaporation, the mixture formation process takes
advantages from an higher mixing. The homogenization is in
fact enhanced by the injection during the phase of highest in-
cylinder velocities. Hence the charge motion transports the
mixture in a favorable way near the spark plug.
7.2 Wall impingement
As discussed in section 6.3, in this work the choice of avoid-
ing the use of the wall impingement model available in the
software was done. This was due to the impossibility to vali-
date the model, and to the experience acquired by the author
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on the extreme sensibility of this model to the mesh quality
near the wall, the wall temperatures, the time step and even
the restart of a simulation. The dependence of the results on
all the mentioned parameters prevents from obtaining repro-
ducible solutions and comparable results between two simu-
lations. Furthermore, it should be pointed out that some of
these parameters can be physically related to the mechanism
of wall film formation, while some others are clearly due just
to some implementation problems1.
Nevertheless, the spray simulation is robust enough, as
demonstrated in chapter 6, to consider only the liquid fuel
near the liner, the piston and the valves, in order to obtain
information about the tendency to wall impingement of a cer-
tain injector. In particular, the droplets mass in a circular
layer with 1 or 2 mm width from the liner wall was consid-
ered, as well as the droplets mass in a layer of 2 mm width
from the piston crown. Results of this evaluation are presented
respectively in fig. 7.7 and 7.8.
It is interesting to notice how in this case the early timing
leads to an higher liner impingement. Despite the higher po-
sition of the piston when the injection begins with the early
timing, the piston impingement is comparable with both the
strategies. Due to the higher momentum exchange in case of
the late injection, the droplets are transported by the tum-
ble motion toward the piston, causing the second peak in the
piston impingement graph. Although in case of early injec-
tion the first peak is higher, the integral impingement results
similar for both the strategies.
The liner impingement can be correlated with the tendency
to oil dilution, while the valve and piston impingement can be
correlated with the soot formation. In fact, late fuel evap-
oration or even liquid droplets remaining on the piston or
valves can lead to pool flames, responsible for the soot forma-
1The last version of the software used for this work was the 4.18.
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Figure 7.7: Liner impingement.
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Figure 7.8: Piston impingement.
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tion [78, 79]. The integrated mass in proximity of the piston
and the valves seems to well correlate with the smoke num-
ber measured at the test-bench, while the mass near the liner
well correlates with the oil dilution. In fig. 7.9 the CFD re-
sults are compared with the experimental data. Results in
fig. 7.9 do not refer to Engine 1 and 2 previously analyzed,
since obviously no data for the oil dilution and soot formation
were available for the motored optical engine. The results refer
indeed to a simulation performed with the presented method-
ology on a passenger car FIAT 4-cylinder engine [80]. The val-
ues cannot be directly compared, because referred to different
physical quantities. Nevertheless, it can be observed that the
qualitative and quantitative trend obtained at the test-bench
varying the SOI can be reproduced with the CFD simulations.
This allows to use CFD simulations to investigate different
injection strategies, or injector targetings, and quantitatively
evaluate the effects they will have on the oil dilution and soot
formation.
However, it has to be pointed out that the quantitative
information are valid when referred to the same engine. On
the contrary, according to the author’s experience, no corre-
lation can be found between the results obtained for different
engines. Therefore it is impossible to define a threshold value
under which the mass of liquid near the piston, valves or liner,
has to be considered critical, since it changes from engine to
engine. However, it can be predicted which injection strategy
or targeting will produce the lower impingement, obtaining
also a quantitative evaluation of the differences.
The injection timing in GDI engines is always a trade-off
between a good mixture homogeneity, for which an advanced
SOI is generally advantageous, and the piston impingement,
for which a late injection timing is favorable. On the contrary,
the trend of valve and liner impingement by changing the SOI
is more variable. In particular, the valve impingement de-
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pends also on the valve timing, and thus the valve lift, during
the injection event. The liner impingement is influenced by
the interaction between the droplets and the charge motion.
Since no quantitative threshold can be defined both for the
COV and the soot and oil dilution indexes, it is necessary to
evaluate each case in detail, in order to decide which could be
the best strategy in terms of timing or targeting definition.
N
or
m
al
iz
ed
 
o
il 
di
lu
itio
n
 
N
or
m
al
iz
ed
 
so
o
t 
e
m
is
si
on
s 
0 
1 
0.8 
0.6 
0.4 
0.2 
0 
1 
0.8 
0.6 
0.4
0.2 
SOI from standard calibration
-15 0 15 
Experimental CFD Indicator 
Figure 7.9: Comparison of CFD oil dilution (full load, 5000
rpm) and soot formation (full load, 1500 rpm) indexes with
experimental data for different injection timings.
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It is important to stress that CFD helps in having a better
understanding of the involved phenomena and it provides a
first ranking of the analyzed variants. Nevertheless, in case of
reduced gap in the ranking evaluation, only an investigation at
the test-bench will provide the necessary information to select
the optimal variant.
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Chapter 8
Conclusions and future
perspectives
In this work a comprehensive procedure for the simulation of
spark-ignited combustion engines was proposed. The method-
ology focused on the current state of art, taking into account
the constraints in terms of calculation time, memory and com-
putational resources presently acceptable in an industrial en-
vironment.
For this reason a RANS approach for the turbulence was
chosen, and a Lagrangian-Eulerian method for the spray sim-
ulation was used. Both the choices are well established in the
automotive industry, and are currently the most affordable in
terms of computational requirements, providing at the same
time satisfactory results with a reduced amount of input in-
formation.
Also the use of a commercial software is motivated by the
aim to use the same methodology which is used in the in-
dustry, being thus capable to deal easily and fast with dif-
ferent complexes geometries. As far as the meshing and post-
processing capabilities are concerned, the commercial software
still have considerable advantages even on the most developed
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open source solution, namely Open-FOAM. Despite Open-
FOAM offers a full accessible code, this is considered less rele-
vant in the industry, where the aim is not to develop the CFD
simulation itself, but to use it as a tool for the engine design.
This work contributes with an extensive comparison of the
most known and used models with optical experimental data.
The models generally adopted for the turbulence simulations
were compared with PIV measurements from two different en-
gines and different operating conditions.
As far as the injection is concerned, a Lagrangian-Eulerian
model capable to take into account the liquid core was adopted,
adapting it from the Diesel application for which has been de-
veloped. Even in this case, optical data were presented, and
compared with the results obtained with CFD.
Air motion and spray injection are and will remain for
a long time the main areas of interest for the application of
the in-cylinder simulations for gasoline direct injection engines.
An example of how the CFD simulations can be used to ad-
dress the problem of wall impingement, which is currently of
high importance especially for downsized engines, was pre-
sented.
However, it is necessary to remark that also the simula-
tion of the combustion is becoming nowadays more impor-
tant. At the moment, many different phenomenological mod-
els are available to simulate the combustion. However, they
normally require a careful calibration, and are generally not ca-
pable to predict the combustion anomalies such as pre-ignition
or knocking, which are of major interest in the modern ex-
tremely downsized and turbocharged gasoline engines. In the
future, considering also the higher computational and memory
resources available, these themes will be probably addressed
with the use of a LES approach and reaction kinetic.
The proposed methodology is capable to help in the normal
activities of a gasoline engine development, such as the port
126
design and the injector targeting definition. Although specifi-
cally developed for gasoline engines, it can be deemed suitable
for every spark-ignited engine and it was used by the author,
during its work at Politecnico di Torino and FEV GmbH in
Aachen, for many different engines.
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