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a b s t r a c t
We consider a bipartite distance-regular graph Γ with vertex set X , diameter D ≥ 4,
valency k ≥ 3, and eigenvalues θ0 > θ1 > · · · > θD. Let CX denote the vector space
over C consisting of column vectors with rows indexed by X and entries in C. For z ∈ X ,
let zˆ denote the vector in CX with a 1 in the zth row and 0 in all other rows. Fix x, y ∈ X
with ∂(x, y) = 2, where ∂ denotes the path-length distance. For 0 ≤ i, j ≤ D, we define
wij = zˆ, where the sum is over all vertices z such that ∂(x, z) = i and ∂(y, z) = j. Define
a parameter∆ in terms of the intersection numbers by∆ = (b1−1)(c3−1)−(c2−1)p222. In
[M.MacLean, An inequality involving two eigenvalues of a bipartite distance-regular graph,
Discrete Math. 225 (2000) 193–216], we defined what it means for Γ to be taut. We show
Γ is taut if and only if∆ ≠ 0 and the vectors Exˆ, Eyˆ, Ew11, Ew22 are linearly dependent for
E ∈ {E1, Ed}, where d = ⌊D/2⌋ and Ei is the primitive idempotent associated with θi.
© 2012 Elsevier B.V. All rights reserved.
1. Introduction
LetΓ denote a bipartite distance-regular graphwith diameterD ≥ 4, valency k ≥ 3, and eigenvalues θ0 > θ1 > · · · > θD
(see Section 2 for formal definitions). In [6, Lemma 3.8], we showed that the intersection numbers of Γ satisfy
b3

(k− 2)b2 − θ21 (µ− 1)

(k− 2)b2 − θ2d (µ− 1)

≥ b1∆(θ21 − b2)(b2 − θ2d ), (1)
where d = ⌊D/2⌋, and where ∆ = (b1 − 1)(c3 − 1) − (µ − 1)p222. We called the inequality (1) the Bipartite Fundamental
Bound. When∆ = 0, equality holds in (1) precisely when Γ is 2-homogeneous in the sense of Curtin [3] and Nomura [10].
We defined Γ to be taut whenever ∆ ≠ 0 and equality holds in (1). In this paper we obtain a new characterization of the
taut condition.
Let X denote the vertex set of Γ , and let CX denote the vector space over C consisting of column vectors with rows
indexed by X and entries in C. For z ∈ X , let zˆ denote the vector in CX with a 1 in the zth row and 0 in all other rows. Fix
x, y ∈ X with ∂(x, y) = 2, where ∂ denotes the path-length distance. For 0 ≤ i, j ≤ D, we definewij = zˆ, where the sum
is over all vertices z such that ∂(x, z) = i and ∂(y, z) = j.
Let θ denote an eigenvalue of Γ other than θ0, θD, and let E denote the associated primitive idempotent. We define the
pair (x, y) to be taut with respect to θ whenever the vectors Exˆ, Eyˆ, Ew11, Ew22 are linearly dependent. In this paper we
determine the eigenvalues θ with respect to which the pair (x, y) can possibly be taut. Given an integer i (1 ≤ i ≤ D − 1),
one can show the pair (x, y) is taut with respect to θi if and only if it is taut with respect to θD−i. Thus it suffices to determine
if (x, y) can be taut with respect to θi when 1 ≤ i ≤ d. It is known from [3] that when ∆ = 0, the pair (x, y) is taut with
respect to θi for 1 ≤ i ≤ d. If ∆ ≠ 0, we prove the pair (x, y) is not taut with respect to θi for 2 ≤ i ≤ d − 1. Furthermore,
assuming ∆ ≠ 0, we show the pair (x, y) is taut with respect to θ1 and θd if and only if Γ is taut. Now let Ei denote the
E-mail address:macleanm@seattleu.edu.
0012-365X/$ – see front matter© 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.disc.2012.07.014
3196 M.S. MacLean / Discrete Mathematics 312 (2012) 3195–3202
primitive idempotent associated with θi (0 ≤ i ≤ D). Restating this last result, we prove the following:
Theorem 1.1. The following are equivalent.
(i) Γ is taut.
(ii) ∆ ≠ 0, and for all vertices x, y ∈ X such that ∂(x, y) = 2, the vectors Exˆ, Eyˆ, Ew11, Ew22 are linearly dependent for
E ∈ {E1, Ed}.
(iii) ∆ ≠ 0, and there exist vertices x, y ∈ X such that ∂(x, y) = 2 and the vectors Exˆ, Eyˆ, Ew11, Ew22 are linearly dependent
for E ∈ {E1, Ed}.
Finally, we remark that this paper is part of a continuing effort to understand and classify the bipartite distance-regular
graphs with at most two irreducible modules of the subconstituent algebra of endpoint two, both of which are thin. Please
see [3,6–9] for more work from this ongoing project. We remark that in [8, Section 17], Terwilliger and the current author
outlined a number of problems for further research. The results described above provide a solution to Problem17.11 from [8].
2. Preliminaries
In this section, we review some basic definitions and results. For more information, the reader may consult the books of
Bannai and Ito [1], Brouwer et al. [2], and Godsil [4].
Let X denote a nonempty finite set. Let MatX (C) denote theC-algebra consisting of all matrices whose rows and columns
are indexed by X andwhose entries are inC. Let V = CX denote the vector space overC consisting of column vectors whose
coordinates are indexed by X and whose entries are inC. We observe MatX (C) acts on V by left multiplication. We endow V
with the Hermitian inner product ⟨, ⟩which satisfies ⟨u, v⟩ = utv for all u, v ∈ V , where t denotes transpose and denotes
complex conjugation. We abbreviate ∥u∥2 = ⟨u, u⟩ for all u ∈ V . For all z ∈ X , let zˆ denote the element of V with a 1 in the
z coordinate and 0 in all other coordinates.
Throughout this paper, let Γ denote a finite, undirected, connected graph without loops or multiple edges, with vertex
set X and edge set R. Let ∂ denote the path-length distance function for Γ , and set D := max{∂(x, y) | x, y ∈ X}. We refer to
D as the diameter of Γ . For all x ∈ X and for all integers i, we set Γi(x) := {y ∈ X | ∂(x, y) = i}.
The graph Γ is said to be distance-regular whenever for all integers h, i, j (0 ≤ h, i, j ≤ D), and for all x, y ∈ X with
∂(x, y) = h, the number
phij = |Γi(x) ∩ Γj(y)|
is independent of the choice of x and y. The numbers phij are called the intersection numbers of Γ . It is conventional to
abbreviate ci = pi1i−1 (1 ≤ i ≤ D), ai = pi1i (0 ≤ i ≤ D), bi = pi1i+1 (0 ≤ i ≤ D− 1), and to define c0 = 0, bD = 0. We note
a0 = 0 and c1 = 1. We abbreviate µ = c2.
For the rest of this paper we assume Γ is distance-regular with diameter D ≥ 3. We observe Γ is regular with valency
k = b0 and that ci + ai + bi = k (0 ≤ i ≤ D).
For each integer i (0 ≤ i ≤ D), let Ai denote the matrix in MatX (C)with (x, y) entry
(Ai)xy =

1 if ∂(x, y) = i,
0 if ∂(x, y) ≠ i (x, y ∈ X). (2)
For 0 ≤ i ≤ D, we refer to Ai as the ith distance matrix of Γ . We abbreviate A := A1 and note this is the adjacency matrix of
Γ . LetM denote the subalgebra of MatX (C) generated by A;M is known as the Bose–Mesner algebra of Γ . One can show that
A0, A1, . . . , AD form a basis forM [2, p. 44].
By [2, p. 45], the algebra M has a second basis E0, E1, . . . , ED such that (ei) E0 = |X |−1J , (eii) EiEj = δijEi (0 ≤ i, j ≤ D),
(eiii) Eti = Ei (0 ≤ i ≤ D), (eiv) E i = Ei (0 ≤ i ≤ D), and (ev)
D
i=0 Ei = I . For 0 ≤ i ≤ D, we refer to Ei as the ith primitive
idempotent of Γ . For 0 ≤ i ≤ D, we define mi := rank(Ei), and we refer to mi as the multiplicity of Ei. We observe mi is a
positive integer andm0 = 1.
Apparently there exist real numbers θ0, θ1, . . . , θD such that A = Di=0 θiEi. Observe AEi = θiEi for 0 ≤ i ≤ D, and
that θ0, θ1, . . . , θD are distinct since A generates M . We say that θi is the eigenvalue of Γ associated with Ei. One can show
θ0 = k and −k ≤ θi ≤ k for 0 ≤ i ≤ D [1, Theorem 3.1.3]. From now on, we assume E0, E1, . . . , ED are indexed so that
θ0 > θ1 > · · · > θD.
Let E denote a primitive idempotent of Γ with multiplicitym and associated eigenvalue θ . By [1, Section 2.3], there exist
real scalars σ0, σ1, . . . , σD such that σ0 = 1 and
E = |X |−1m
D
i=0
σiAi. (3)
The sequence σ0, σ1, . . . , σD is called the cosine sequence of Γ associated with E (or with θ ).
Lemma 2.1. Let Γ = (X, R) denote a distance regular-graph with diameter D ≥ 3. Let E denote a primitive idempotent of
Γ , and let σ0, σ1, . . . , σD denote the associated cosine sequence. Fix an integer i (0 ≤ i ≤ D), and let x, y ∈ X be such that
∂(x, y) = i. Then ⟨Exˆ, Eyˆ⟩ = m|X |−1σi, where m denotes the multiplicity of E.
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Proof. Routine using (eii)–(eiv) and (3). 
Definition 2.2. Let Γ denote a distance-regular graph with diameter D ≥ 3 and eigenvalues θ0 > θ1 > · · · > θD. Let E
denote a primitive idempotent ofΓ .We say E is trivialwhenever it has rank 1. IfΓ is nonbipartite, then E0 is the unique trivial
idempotent of Γ . If Γ is bipartite, then E0, ED are the trivial idempotents of Γ [2, Proposition 4.4.8]. We say an eigenvalue
of Γ is trivialwhenever the associated idempotent is trivial.
Lemma 2.3 ([2, Proposition 4.1.6(ii)]). Let Γ denote a distance-regular graph with diameter D ≥ 3. For all integers i, j (0 ≤
i, j ≤ D), if i+ j ≤ D, then ci ≤ bj.
3. Bipartite distance-regular graphs
Wenow consider the case inwhichΓ is bipartite. In the next few lemmas, we recall some routine facts that will be useful
later in the paper. To avoid trivialities, we will generally assume D ≥ 4.
Lemma 3.1 ([2, Propositions 3.2.3, 4.2.2]). Let Γ denote a distance-regular graph with diameter D ≥ 4, valency k, and
eigenvalues θ0 > θ1 > · · · > θD. The following are equivalent.
(i) Γ is bipartite.
(ii) ci + bi = k (0 ≤ i ≤ D).
(iii) θD−i = −θi (0 ≤ i ≤ D).
Lemma 3.2 ([2, pp. 128, 131]). Let Γ denote a bipartite distance-regular graph with diameter D ≥ 4. Let θ denote an eigenvalue
of Γ with associated cosine sequence σ0, σ1, . . . , σD. Then
ciσi−1 + biσi+1 = θσi (0 ≤ i ≤ D),
where σ−1, σD+1 are indeterminates.
Lemma 3.3. Let Γ denote a bipartite distance-regular graph with diameter D ≥ 4. Let θ denote an eigenvalue of Γ with
associated cosine sequence σ0, σ1, . . . , σD. Then (i)–(iv) hold below.
(i) σ1 = θ/k.
(ii) σ2 = (θ2 − k)/(kb1).
(iii) σ3 =

θ3 − (k+ µb1)θ

/(kb1b2).
(iv) σ4 =

θ4 − (k+ µb1 + c3b2)θ2 + c3b2k

/(kb1b2b3).
Proof. Routine using Lemma 3.2. 
Lemma 3.4 ([8, Lemma 3.5]). Let Γ denote a bipartite distance-regular graph with diameter D ≥ 4 and eigenvalues θ0 > θ1 >
· · · > θD. Then θ21 > b2 > θ2d , where d = ⌊D/2⌋.
Lemma 3.5 ([2, Lemma 4.1.7]). Let Γ denote a bipartite distance-regular graph with diameter D ≥ 4. Then
pi2i =

bi(ci+1 − 1)+ ci(bi−1 − 1)

c2−1 (1 ≤ i ≤ D− 1). (4)
Lemma 3.6 ([3, Lemma 11]). Let Γ denote a bipartite distance-regular graph with diameter D ≥ 4 and valency k ≥ 3. Then
pi2i > 0 for 1 ≤ i ≤ D− 1.
We adopt the following notational convention.
Definition 3.7. For the rest of this paper we let Γ denote a bipartite distance-regular graph with vertex set X , diameter
D ≥ 4, valency k ≥ 3, and eigenvalues θ0 > θ1 > · · · > θD. For 0 ≤ i ≤ D we let Ei denote the primitive idempotent of Γ
associated with θi. We let d = ⌊D/2⌋.
Later in the paper we will encounter some denominators that include the expression b2 − 1 as a factor. In the following
lemma, we show this expression is nonzero.
Lemma 3.8. With reference to Definition 3.7, b2 > 1.
Proof. Suppose b2 = 1. Then µ = 1 by Lemma 2.3. Thus k = 2, a contradiction. 
Lemma 3.9 ([3, Corollary 7]). With reference to Definition 3.7, let E denote a nontrivial primitive idempotent of Γ . Then Exˆ and
Eyˆ are linearly independent for all x, y ∈ X with ∂(x, y) = 2.
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4. The 2-homogeneous property
In this section we review some facts due to Curtin [3] that we will need concerning the 2-homogeneous property. We
will need the following notation.
Definition 4.1. With reference to Definition 3.7, fix vertices x, y ∈ X such that ∂(x, y) = 2. For all integers i, j where
0 ≤ i, j ≤ D, we define the vectorwij = wij(x, y) by
wij =

z∈Γi(x)∩Γj(y)
zˆ.
Theorem 4.2 ([3, Theorem 12]).With reference to Definition 3.7, set
∆i := (bi−1 − 1)(ci+1 − 1)− (µ− 1)pi2i (1 ≤ i ≤ D− 1). (5)
Then∆i ≥ 0. We frequently abbreviate∆ = ∆2.
Theorem 4.3 ([3, Theorem 13]). With reference to Definition 3.7, fix an integer i (1 ≤ i ≤ D − 1). Then the following are
equivalent.
(i) ∆i = 0.
(ii) For all x, y, z ∈ X with ∂(x, y) = 2, ∂(x, z) = i, ∂(y, z) = i,
|Γ1(x) ∩ Γ1(y) ∩ Γi−1(z)| = ci(bi−1 − 1)
pi2i
. (6)
Suppose (i)–(ii) hold. Then we let γi denote the number in (6).
Definition 4.4. With reference to Definition 3.7, Γ is said to be combinatorially 2-homogeneouswhen the conditions (i)–(ii)
of Theorem 4.3 hold for all integers i (1 ≤ i ≤ D− 1).
Theorem 4.5 ([3, Theorem 18]).With reference to Definition 3.7, let θ denote any nontrivial eigenvalue of Γ . Then (k− 2)b2 −
θ2(µ− 1) ≥ 0.
Theorem 4.6 ([3, Theorem 19]). With reference to Definition 3.7, let θ denote any nontrivial eigenvalue of Γ , let E denote the
associated primitive idempotent, and let σ0, σ1, . . . , σD denote the associated cosine sequence. Then the following are equivalent.
(i) (k− 2)b2 − θ2(µ− 1) = 0.
(ii) For all x, y ∈ X such that ∂(x, y) = 2,
Ew11 = µ σ1
σ2 + 1 (Exˆ+ Eyˆ).
(iii) There exist x, y ∈ X such that ∂(x, y) = 2 and such that
Ew11 ∈ span{Exˆ, Eyˆ}.
Definition 4.7 ([3, Theorem 24]). With reference to Definition 3.7, the set of nontrivial eigenvalues satisfying (i)–(iii) of
Theorem 4.6 is either (i) empty, or (ii) {θ1, θD−1}. We say that Γ is geometrically 2-homogeneouswhen (ii) holds.
Definition 4.8 ([3, Theorem 25]).With reference to Definition 3.7, the following are equivalent.
(i) Γ is geometrically 2-homogeneous.
(ii) Γ is combinatorially 2-homogeneous.
We say Γ is 2-homogeneouswhen (i) and (ii) hold.
Corollary 4.9. With reference to Definition 3.7, assume∆ ≠ 0. Let θ denote any nontrivial eigenvalue of Γ . Then (k− 2)b2 −
θ2(µ− 1) > 0.
5. The Bipartite Fundamental Bound
In this section we present a new proof of the Bipartite Fundamental Bound, an inequality first introduced in
[6, Lemma 3.8]. Our new proof is needed to prove the main results in this paper. We remark that this section adapts
techniques from Jurišić et al. in [5].
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Definition 5.1. With reference to Definition 3.7, let x, y ∈ X be such that ∂(x, y) = 2. We define the scalar f (x, y) by
f (x, y) = 1
p222
{(z, w) ∈ X2 | z, w ∈ Γ2(x) ∩ Γ2(y), ∂(z, w) = 4} .
Lemma 5.2. With reference to Definition 3.7, let x, y ∈ X be such that ∂(x, y) = 2, and let f = f (x, y). Then for all nontrivial
eigenvalues θ ,
(θ2 − b2)

(k− 2)b2 − θ2(µ− 1)

µp222f ≤ b2b3

µb31θ2 − (c3 − 1)(θ2 − b2)

(c3 − 1)θ2 − b2p222

. (7)
Proof. Let σ0, σ1, . . . , σD denote the cosine sequence for θ , and let E denote the associated primitive idempotent. Let
G =

∥Exˆ∥2 ⟨Exˆ, Eyˆ⟩ ⟨Exˆ, Ew11⟩ ⟨Exˆ, Ew22⟩
⟨Eyˆ, Exˆ⟩ ∥Eyˆ∥2 ⟨Eyˆ, Ew11⟩ ⟨Eyˆ, Ew22⟩
⟨Ew11, Exˆ⟩ ⟨Ew11, Eyˆ⟩ ∥Ew11∥2 ⟨Ew11, Ew22⟩
⟨Ew22, Exˆ⟩ ⟨Ew22, Eyˆ⟩ ⟨Ew22, Ew11⟩ ∥Ew22∥2
 .
Thematrix G is positive semi-definite since it is the Grammatrix for the vectors Exˆ, Eyˆ, Ew11, Ew22. Thus G has nonnegative
determinant. By Lemma 2.1,
G = m|X |−1

1 σ2 µσ1 p222σ2
σ2 1 µσ1 p222σ2
µσ1 µσ1 µ

1+ (µ− 1)σ2

µ

(k− 2)σ1 + (p222 − k+ 2)σ3

p222σ2 p
2
22σ2 µ

(k− 2)σ1 + (p222 − k+ 2)σ3

p222

1+ (p222 − f − 1)σ2 + f σ4

 ,
where m denotes the multiplicity of θ . Eliminating σ1, σ2, σ3, σ4 in the determinant of the matrix G using Lemma 3.3, and
using Lemma 3.1(ii), (4), (5), one verifies that det(G) is equal to the expressionm4|X |−4(θ2− k2)3k−4(k− 1)−4b−12 b−13 times
(θ2 − b2)

(k− 2)b2 − θ2(µ− 1)

µp222f − b2b3

µb31θ2 − (c3 − 1)(θ2 − b2)

(c3 − 1)θ2 − b2p222

. (8)
Since θ2 < k2, the expression in (8) is nonpositive, and the result follows. 
Corollary 5.3. With reference to Definition 3.7, let x, y ∈ X be such that ∂(x, y) = 2. Let θ denote a nontrivial eigenvalue with
associated primitive idempotent E. Then the following are equivalent.
(i) Equality holds in (7).
(ii) The vectors Exˆ, Eyˆ, Ew11, Ew22 are linearly dependent.
Definition 5.4. With reference to Definition 3.7, let x, y ∈ X be such that ∂(x, y) = 2. Let θ denote a nontrivial eigenvalue
with associated primitive idempotent E. We say the pair (x, y) is taut with respect to θ whenever the conditions (i)–(ii) of
Corollary 5.3 hold.
Lemma 5.5. With reference to Definition 3.7, let x, y ∈ X be such that ∂(x, y) = 2. Let θ denote a nontrivial eigenvalue of Γ .
Then the following are equivalent.
(i) The pair (x, y) is taut with respect to θ .
(ii) The pair (x, y) is taut with respect to−θ .
Proof. This follows from the fact that both sides of the inequality (7) are even polynomials in θ . 
With reference to Definition 3.7, let x, y ∈ X be such that ∂(x, y) = 2. We wish to determine the nontrivial eigenvalues
θ with respect to which the pair (x, y) can possibly be taut. First we consider the case when∆ = 0.
Lemma 5.6. With reference to Definition 3.7, assume ∆ = 0. Let E denote any primitive idempotent of Γ , and let x, y ∈ X be
such that ∂(x, y) = 2. Then the vectors Exˆ, Eyˆ, Ew11, Ew22 are linearly dependent. More specifically,
θEw11 = µExˆ+ µEyˆ+ γ2Ew22,
where θ is the eigenvalue associated with E and where γ2 = µ(k−2)p222 is the number of common neighbors of x, y, z for all
z ∈ Γ2(x) ∩ Γ2(y).
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Proof. Since∆ = 0, the equivalent conditions of Theorem 4.3 hold for i = 2. Thus for all z ∈ Γ2(x) ∩ Γ2(y), the number of
common neighbors for x, y, z is a constant, γ2 = µ(k−2)p222 . Observe that
Aw11 = µxˆ+ µyˆ+ γ2w22.
Multiplying both sides of this equation by E, we find
θEw11 = µExˆ+ µEyˆ+ γ2Ew22,
where θ is the eigenvalue associated with E. The result follows. 
Corollary 5.7. With reference to Definition 3.7, assume ∆ = 0. Let x, y ∈ X be such that ∂(x, y) = 2, and let θ denote any
nontrivial eigenvalue of Γ . Then (x, y) is taut with respect to θ .
We now turn to the case when∆ ≠ 0.
Theorem 5.8. With reference to Definitions 3.7 and 5.1, assume∆ ≠ 0. Let x, y ∈ X be such that ∂(x, y) = 2 and let f = f (x, y).
Then
b2b3

µb31θ2d − (c3 − 1)(θ2d − b2)

(c3 − 1)θ2d − b2p222

(θ2d − b2)

(k− 2)b2 − θ2d (µ− 1)
 ≤ µp222f (9)
≤
b2b3

µb31θ21 − (c3 − 1)(θ21 − b2)

(c3 − 1)θ21 − b2p222

(θ21 − b2)

(k− 2)b2 − θ21 (µ− 1)
 . (10)
We remark that the denominators in (9), (10) are nonzero by Lemma 3.4 and Corollary 4.9.
Proof. An immediate consequence of Lemmas 5.2, 3.4, and Corollary 4.9. 
With reference to Definition 3.7, assume∆ ≠ 0. Let x, y ∈ X be such that ∂(x, y) = 2 and let f = f (x, y). In Theorem 5.8,
we obtained upper and lower bounds for the expression
µp222f (11)
by substituting θ1 and θd for θ in Lemma 5.2. Recalling θD−i = −θi for all i (0 ≤ i ≤ D), we now consider which of
θ1, θ2, . . . , θd give the best bounds for µp222f . Let θ denote one of θ1, θ2, . . . , θd. Observe (k − 2)b2 − θ2(µ − 1) > 0 by
Corollary 4.9. Assume θ2 ≠ b2; otherwise Lemma 5.2 offers no information. If θ2 > b2 (resp. θ2 < b2), line (7) gives an
upper (resp. lower) bound for the expression in (11). Using the fact thatµ = k−b2, and recalling that b2 > 1 by Lemma 3.8,
one routinely verifies that
b2b3

µb31θ2 − (c3 − 1)(θ2 − b2)

(c3 − 1)θ2 − b2p222

(θ2 − b2)

(k− 2)b2 − θ2(µ− 1)

= b2b3

µb3∆(b2 − 1)−1
θ2 − b2 −
(c3 − 1)2θ2 − µb3∆(k− 2)(b2 − 1)−1 − b2(c3 − 1)p222
(k− 2)b2 − θ2(µ− 1)

.
Recalling Lemma 3.4, we now consider the map
F :

θd,

b2

∪

b2, θ1

→ R,
defined by
F(x) = b2b3

µb3∆(b2 − 1)−1
x2 − b2 −
(c3 − 1)2x2 − µb3∆(k− 2)(b2 − 1)−1 − b2(c3 − 1)p222
(k− 2)b2 − x2(µ− 1)

.
We remark that the denominator (k − 2)b2 − x2(µ − 1) is nonzero when x ∈ [θd, θ1]. To see this, we first note that this
denominator is strictly positive when x ∈ {θ1, θd} by Corollary 4.9. It is thus routine to show this denominator is strictly
positive when x ∈ [θd, θ1], given the form of the expression.
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Using Lemma 3.1(ii), (4) and (5), one easily verifies that
F ′(x) = −b2b3
 2xµb3∆
(b2 − 1)(x2 − b2)2 +
2x(k− 1)µ∆2
(b2 − 1)

(k− 2)b2 − x2(µ− 1)
2
 .
Recall∆ is nonzero by assumption and thus is strictly positive by Theorem 4.2. Hence F is strictly decreasing on the intervals
[θd,√b2) and (√b2, θ1]. Thus we find that the least upper bound for the expression in (11) is obtained at θ = θ1, and the
greatest lower bound is obtained at θ = θd. These are the bounds presented in Theorem 5.8.
With reference to Definition 3.7, let x, y ∈ X be such that ∂(x, y) = 2. In Corollary 5.7 we saw that if∆ = 0, then the pair
(x, y) is taut with respect to any nontrivial eigenvalue θ . Now suppose ∆ ≠ 0. We wish to list the eigenvalues θ for which
the pair (x, y) can possibly be taut.
Corollary 5.9. With reference to Definition 3.7, assume∆ ≠ 0. Let x, y ∈ X be such that ∂(x, y) = 2. Then
(i) the pair (x, y) is taut with respect to θ1 if and only if equality holds in (10);
(ii) the pair (x, y) is taut with respect to θd if and only if equality holds in (9);
(iii) the pair (x, y) is not taut with respect to θi for 2 ≤ i ≤ d− 1.
Proof. Parts (i) and (ii) are immediate, and part (iii) follows from the discussion preceding this corollary. 
Lemma 5.10. With reference to Definition 3.7, assume∆ ≠ 0. Then
µb31θ21 − (c3 − 1)(θ21 − b2)

(c3 − 1)θ21 − b2p222

(θ21 − b2)

(k− 2)b2 − θ21 (µ− 1)
 − µb31θ2d − (c3 − 1)(θ2d − b2)

(c3 − 1)θ2d − b2p222

(θ2d − b2)

(k− 2)b2 − θ2d (µ− 1)
 (12)
= µ∆(θ1 − θd)(θ1 + θd)
(b2 − 1)(θ21 − b2)(b2 − θ2d )

(k− 2)b2 − θ21 (µ− 1)

(k− 2)b2 − θ2d (µ− 1)
Ψ , (13)
where
Ψ = b3

(k− 2)b2 − θ21 (µ− 1)

(k− 2)b2 − θ2d (µ− 1)

− b1∆(θ21 − b2)(b2 − θ2d ). (14)
We remark that the denominators in (12), (13) are nonzero by Lemmas 3.4, 3.8, and Corollary 4.9.
Proof. Routine using Lemma 3.1(ii), (4) and (5). 
We now present our inequality.
Theorem 5.11. With reference to Definition 3.7,
b3

(k− 2)b2 − θ21 (µ− 1)

(k− 2)b2 − θ2d (µ− 1)

≥ b1∆(θ21 − b2)(b2 − θ2d ). (15)
Proof. First assume ∆ = 0. Then (15) holds by Theorem 4.5. Now assume ∆ ≠ 0. By Theorem 5.8, the expression in (12)
is nonnegative, so the expression in (13) is nonnegative. Aside from the factor Ψ , each of the factors in (13) is positive by
Lemma 3.4, Lemma 3.8, Theorem 4.2, and Corollary 4.9. Thus Ψ ≥ 0, and the result follows. 
We refer to (15) as the Bipartite Fundamental Bound. We remark that inequality (15) looks different from the inequality
presented in [6, Lemma 3.8], but it is straightforward to show that these two inequalities are equivalent.
Corollary 5.12. With reference to Definition 3.7, the following are equivalent.
(i) Equality holds in (15) and∆ = 0.
(ii) Γ is 2-homogeneous.
Proof. Immediate from Definitions 4.4 and 4.7. 
We now consider when equality holds in (15) with∆ ≠ 0.
Corollary 5.13. With reference to Definition 3.7, assume∆ ≠ 0. Then the following are equivalent.
(i) Equality holds in (15).
(ii) For all vertices x, y ∈ X such that ∂(x, y) = 2, the pair (x, y) is taut with respect to θ1 and θd.
(iii) There exist vertices x, y ∈ X such that ∂(x, y) = 2 and the pair (x, y) is taut with respect to θ1 and θd.
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Proof. (i)⇒(ii). Fix vertices x, y ∈ X such that ∂(x, y) = 2. Since equality holds in (15), then Ψ = 0, where Ψ is from
Lemma 5.10. Hence the two fractions in (12) are equal, so equality holds in both (9), (10). Thus the pair (x, y) is taut with
respect to θ1 and θd by Corollary 5.9.
(ii)⇒(iii). Immediate.
(iii)⇒(i). Assume the pair (x, y) is taut with respect to θ1 and θd. Then equality holds in both (9), (10) by Corollary 5.9.
Thus the two fractions in (12) are equal, so Ψ = 0 by Lemma 5.10, and the result follows. 
Definition 5.14. With reference to Definition 3.7, and recalling Corollary 5.12, we observe Γ is 2-homogeneous if and only
if∆ = 0 and equality holds in (15). We define Γ to be taut if and only if∆ ≠ 0 and equality holds in (15).
Corollary 5.15. With reference to Definition 3.7, the following are equivalent.
(i) Γ is taut.
(ii) ∆ ≠ 0, and for all vertices x, y ∈ X such that ∂(x, y) = 2, the vectors Exˆ, Eyˆ, Ew11, Ew22 are linearly dependent for
E ∈ {E1, Ed}.
(iii) ∆ ≠ 0, and there exist vertices x, y ∈ X such that ∂(x, y) = 2 and the vectors Exˆ, Eyˆ, Ew11, Ew22 are linearly dependent
for E ∈ {E1, Ed}.
Proof. Immediate from Definition 5.14, Corollary 5.13, and Definition 5.4. 
Corollary 5.16. With reference to Definition 3.7, assume Γ is taut. Fix vertices x, y ∈ X such that ∂(x, y) = 2. Let E ∈ {E1, Ed},
and let θ denote the eigenvalue associated with E. By Corollary 5.15 there exist scalars φ = φ(θ), ϕ = ϕ(θ), ψ = ψ(θ) such
that
Ew22 = φExˆ+ ϕEyˆ+ ψEw11. (16)
Then
φ = ϕ = (∆+ c3 − 1)θ
2 − b2p222
(k− 2)b2 − θ2(µ− 1) , (17)
ψ =
θ

kµ(b3 − 1)− (c3 − 1)(θ2 − 2k)− µp222

µ

(k− 2)b2 − θ2(µ− 1)
 . (18)
We note the denominators above are nonzero by Corollary 4.9.
Proof. Let σ0, σ1, . . . , σD denote the cosine sequence associated with E, and let z ∈ Γ1(x)∩Γ1(y). Taking the inner product
of (16) with each of Exˆ, Eyˆ, and Ezˆ and applying Lemma 2.1, we obtain the following three equations:
p222σ2 = φ + ϕσ2 + ψµσ1,
p222σ2 = φσ2 + ϕ + ψµσ1,
(k− 2)σ1 +

p222 − (k− 2)

σ3 = φσ1 + ϕσ1 + ψ

1+ (µ− 1)σ2

.
Solving these three equations for φ, ϕ,ψ , and using Lemmas 3.1(ii), 3.3, (4) and (5), one routinely verifies that (17), (18)
hold. 
Acknowledgment
The author would like to thank Paul M. Terwilliger for his valuable ideas and suggestions for this paper.
References
[1] E. Bannai, T. Ito, Algebraic Combinatorics I: Association Schemes, Benjamin, Cummings, London, 1984.
[2] A.E. Brouwer, A.M. Cohen, A. Neumaier, Distance-Regular Graphs, Springer, Berlin, 1989.
[3] B. Curtin, 2-homogeneous bipartite distance-regular graphs, Discrete Math. 187 (1998) 39–70.
[4] C.D. Godsil, Algebraic Combinatorics, Chapman and Hall, Inc., New York, 1993.
[5] A. Jurišić, J. Koolen, P. Terwilliger, Tight distance-regular graphs, J. Algebraic Combin. 12 (2000) 163–197.
[6] M. MacLean, An inequality involving two eigenvalues of a bipartite distance-regular graph, Discrete Math. 225 (2000) 193–216.
[7] M. MacLean, Taut distance-regular graphs of odd diameter, J. Algebraic Combin. 17 (2003) 125–147.
[8] M. MacLean, P. Terwilliger, Taut distance-regular graphs and the subconstituent algebra, Discrete Math. 306 (2006) 1694–1721.
[9] M. MacLean, P. Terwilliger, The subconstituent algebra of a bipartite distance-regular graph: thin modules with endpoint two, Discrete Math. 308
(2008) 1230–1259.
[10] K. Nomura, Homogeneous graphs and regular near polygons, J. Combin. Theory Ser. B 60 (1994) 63–71.
