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 Due to the rapid development of mobile Internet and the popularization of mobile 
electronic devices such as smartphone, people transmit and take the natural scene 
images conveniently. The text in the images contains a wealth of information, we 
hope that computer can detect and extract text information automatically without 
manual work. Unlike the traditional optical character recognition, text information 
extraction in natural scenes is challenged by the problem of varied font of text, 
different font layout, and complex background, etc. In recent years, research of scene 
text recognition has been significantly developed, but there is still a big gap between 
the widely application requirements and the achievements. So the research of 
end-to-end English text recognition method for natural scene is not only important to 
theoretical significance, but also has broad application prospects.  
The purpose of this paper is to develop some accurate and fast methods which 
can help to extract the accurate text position and correct text information from the 
natural scene images, and construct an end-to-end scene text recognition system. The 
extant methods have some weakness that either bet on few hand-crafted features or 
rely on heavy learning models, this paper carries out the research in three aspects：
(1)The feature extraction of character based on unsupervised feature learning and 
hierarchical representation; (2) Text location in natural scene image; (3) The 
framework of an end-to-end text recognition system for natural scene. The main 
contributions of this paper are as follows: 
1. We propose the hierarchical representation of the character image features  
based on unsupervised feature learning. Firstly, we use the variant of K-means obtain 
the basis vectors from the training data, then extract character feature by combining 
convolutional neural network.  
2. We propose the framework of hierarchical text location by strings from 
characters to words. We adopt the Maximally Stable Extremal Region algorithm to 















feature filtering method, then grouping the characters. In order to improve the 
accuracy of text detection, we design the structure feature of a string.  
3. We propose the algorithm framework about end-to-end scene text recognition 
and realize the experimental demonstration system. We integrate the text detection 
and character recognition modules, and design the text correction method based on 
the Edit Distance. The experimental results demonstrate the effectiveness of the 
proposed text recognition method. 
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别协会（International Association for Pattern Recognition，简称 IAPR）举办的国
际文档分析与识别会议（International Conference on Document Analysis and 
































自然场景图像的文本分析与 OCR 存在差异，但是对 OCR 技术的深入分析和研
讨将为我们的研究工作提供重要的参考价值。 




国外对英文 OCR 技术的研究从上世纪 50 年代就开始了，经过 50 多年的不
断改进与完善，现有的 OCR 技术已经能快速、方便、准确地处理英文文本图像，
满足人们实际应用的需求。其中具有较高的识别水平的软件有开源的 Tesseract
（由 Google 支持的），商用的 ABBYY  FineReader 等[15]。中文 OCR 技术的研
究 早可以追溯到上世纪 60 年代，1966 年 IBM 公司的 Casey 和 Nagy 发表了第
一篇关于汉字 OCR 技术的文章，该文章中利用简单的模版匹配法识别近千个印
刷体汉字。20 世纪 70-80 年代，日本学者投入了大量精力研究汉字识别，其中代
文本检测 字符识别 输入图像 文本信息 


















的印刷汉字识别系统，可以识别 2000 多个印刷体汉字。 




及大大推动了 OCR 技术的进一步发展，同时催生了一批先进的中文 OCR 技术
软件， 具代表性的是汉王 OCR 和清华紫光 OCR。 
随着 OCR 技术在邮政、金融、工商等行业的广泛使用，行业对 OCR 性能的
要求也越来越高。面对文档图像出现的复杂布局、字符多变、数据噪声等挑战，
OCR 研究依然保持着一定的活力。 
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