ABSTRACT As users in event-based social networks (EBSNs) usually participate in events together with friends, classmates, colleagues, or family members, recommending events to a group of users is attracting increasing attention in EBSNs recent years. However, existing studies are lack of attention to the fact that groups in EBSNs may have potential desires for participating in the unexperienced events. In order to deal with the challenges, including mining implicit friendships between users, simulating the consulting process between users and their friends outside the groups, and simulating the negotiating process among members inside the groups, we propose a two-phase group event recommendation (2PGER) model for EBSNs. First, we leverage information, such as online social behaviors, users' event participation records, and topological structures of EBSNs to establish a global trust network among users and establish egotrust networks of all users. Then, we perform random walks on the pre-built egotrust network for each user to acquire the user's predicted preferences on the unexperienced events. Third, we adopt a random walk with restarts (RWR) method to aggregate users' preferences and recommend top N events to groups. In the end, we compare 2PGER with several baseline approaches on real datasets from Meetup. The results show that 2PGER outperforms baselines.
I. INTRODUCTION
Recently, event-based social networks (EBSNs) applications, such as Meetup.com, Plancast.com and Douban.com, have gained rapid developments. EBSNs create many events every day, which can be informal activities like dining out and movies night, or formal conferences like academic meetings and business exhibitions. Different from traditional online networks, an EBSN is a complex heterogeneous network consisting of an online network and also an offline network [1] . The online network of an EBSN refers to the user relationships generated from online social behaviors, like joining interest groups or sharing experiences and comments, while
The associate editor coordinating the review of this manuscript and approving it for publication was Yong Xiang. the offline network of an EBSN refers to the user relationships generated from offline social behaviors, like joining in a faceto-face meeting. The structure of an EBSN network is shown in Fig.1 .
In EBSNs, users usually participate in offline events together as a group. For example, people often meet to go to movies, take part in sports, or attend concerts. This motivates the research of group event recommendation in EBSNs. Different from traditional group recommendation (e.g., music [2] , TV [3] , movie [4] , and restaurant [5] ), recommending events to groups in EBSNs has its own characteristics as follows:
Firstly, unlike books, music, or restaurants, the recommended items in EBSNs are usually newly published events, such that traditional models like collaborative filtering will suffer from the cold-start problem. One commonly used approach to cope with the cold-start problem is the content-based filtering [6] - [9] . The models based on this approach tend to recommend new items that are of similar contents to those previously preferred by users. One concern of these content-based models is that it is hard to discover users' potential interests to new contents. Take a group of movie lovers for example, if they have been watching science fiction movies in the past, the system will recommend movies of the same genre to them, whereas those of different genre but interesting to them will not be recommended.
Secondly, groups in EBSNs are usually active. Besides participating in familiar types of events (which we call as experienced events), users also explore and try new types of events (which we call as unexperienced events). We analyze data from Meetup and find that online social groups on Meetup have potential needs for participating in unexperienced events. Fig. 2 shows the proportion of experienced and unexperienced events of 10 online social groups in Chicago from November to December in 2016. We can see that unexperienced events account for a certain percentage for each group. In particular, the DoneJS-Chicago group has the highest proportion of unexperienced events, more than 75%. Since the traditional content-based filtering models cannot handle these potential needs for unexperienced events, it is necessary to develop a new group recommendation method which considers unexperienced events in EBSNs.
Intuitively, we consider that a group will have the process of two-phase decision making for whether to participate in a newly published unexperienced event: 1) consultation and 2) negotiation. In phase 1, each member of the group asks his or her friends' opinions and generate an initial preference to the event. In phase 2, group members negotiate to form a final decision. Fig. 3 is an example of group decision making consisting of these two phases. Given a tour group with three members, Tom, Bob, and Alice, and they are facing an unfamiliar helicopter sightseeing tourism project, a natural decision process is to let each member to poll suggestions from the friends outside the group, and then negotiate the obtained results with the members inside the group. As some friends may have experienced in similar low-altitude flying projects such as hot air balloons or gliders, asking more friends outside the group would get more valuable advice. After consulting, as an example, Tom' s and Bob' s friends suggest to participate in the project, but Alice obtain a suggestion not to participate as Alice's friends think it is dangerous for her. Next, all three members get together to discuss and negotiate to reach a consensus. This two-phase decision making process motivates us the group event recommendation problem considering unexperienced events for EBSNs, which exhibits following three challenges:
Challenge 1 (Mining Implicit Friendships): An EBSN does not provide the function of adding friends, but it contains abundant online and offline network information. How to utilize this information to discover implicit friendships is the primary problem need to be solved.
Challenge 2 (Simulating the Process of Consultation):
Users' consultation with friends is usually influenced by social factors such as trust and users' personality [10] . VOLUME 7, 2019 For example, a user with high personality tends to stick to his or her point of view other than to ask others. Also users are more likely to ask their trusted friends for advice, etc. It is necessary to establish a model to dynamically simulate the consultation process between users and their friends, so that different decisions made by users under different conditions could be reflected.
Challenge 3 (Simulating the Process of Negotiation):
In order to reach a consensus, group members need to negotiate and aggregate their preferences. There have been some aggregation strategies proposed in the area of group recommendation, like least misery, average, most pleasure, etc [11] . However, existing strategies do not consider the structure characteristic of EBSNs and ignore the influence of consistency between individual opinions and group decisions.
To address above challenges, we propose a two-phase group event recommendation (2PGER) model for EBSNs. For handling the first challenge, we utilize the information of users' joining in online social groups and users' participating in offline events to mine implicit friendships and intimacy strengths between friends. For handling the second challenge, the process of consulting with friends is modeled as a random walk process. In another word, group members walk randomly on trust networks composed of their friends to form their predicted preferences for unexperienced events. For handling the third challenge, we aggregate individual preferences based on method of random walk with restarts (RWR), considering the heterogeneous structure of EBSNs, the interaction between users, between events, and between users and events, and the opinions of friends outside groups. Our contributions are summarized as follows:
(1) This is the first work which proposes the problem of considering unexperienced events in group recommendation for EBSNs and the challenges posed by this problem are studied.
(2) We propose a two-phase group event recommendation model for EBSNs considering unexperienced events. In the first phase, random walks are performed on trust networks to form the predicted preferences of group members. In the second phase, preferences of group members are aggregated by RWR on a user-event heterogeneous graph, and the top-N event recommendation list is then generated.
(3) Experiments on real datasets from Meetup show that our proposed model can achieve better recommendation results compared with the peer models.
The rest of this paper is organized as follows. In Section II, we review the related group recommendation models. In Section III, we provide the necessary definitions, formulate the problem we study, and present the framework of the proposed model. In Section IV, a random walk model is proposed to acquire the users' potential preferences on unexperienced events. Next, a group preference aggregation model based on RWR is developed in Section V. In Section VI, empirical experiments are conducted with datasets from the application of Meetup, and the results and discussions are presented.
The last section concludes this paper and points out our future work.
II. RELATED WORKS
In this section, we highlight relevant research works in four categories, namely, individual recommendation in EBSNs, group recommendation in traditional domains, group recommendation in EBSNs, and group recommendation based on trust.
A. INDIVIDUAL RECOMMENDATION IN EBSNS
Discovering and recommending events of interest to individual users has become a hot topic in EBSN recommendation in recent years. Due to the lack of explicit scoring information for events in EBSNs, early work focuses on how to use implicit feedback information (i.e., information on users' participation in events) to discover events that users might be interested in [13] . Subsequently, a series of works further study how to use context information such as time, location and social environment to help to improve the performance of event recommendation and the user satisfaction [14] - [18] . Recently, Liu et al. [19] proposed an event recommendation scheme based on graph random walking and history preference reranking. This method not only utilizes context information, but also fully considers the influence of the relations among entities such as users, events, hosts, and groups, etc. Liao et al. [20] especially considered the influence of existing event participants on the decision making of a user. Zhang and Wang [21] emphasized the cold-start characteristic of event recommendation in EBSNs and proposed a collective Bayesian Poisson decomposition model. Liao and Huang [22] considered that multiple constraints on events should be taken into account in the recommendation process, and proposed a binary particle swarm optimization algorithm. Yin et al. [53] focus on a new problem of joint event-partner recommendation in EBSNs, which helps users simultaneously find their interested events and suitable partners. Xu and Liu [54] proposed a method of event recommendation by using collaborate filtering, where the neighbors of a user are selected not only based on users' similarities but also on events' influences. All the above works provide recommendation services for individual users, and their focus is on how to discover and define the interests of individual users. Unlike individual recommendation, group recommendation focuses on how to aggregate the opinions of a group of users with different interests and influences to form a unified preference. Therefore, recommendation methods for individual users are not suitable for group recommendation.
B. GROUP RECOMMENDATION IN TRADITIONAL DOMAINS
In the traditional domains of group recommender systems such as music, commodities, movies, and television, many achievements have been made. These works focus on group preference aggregation strategies [23] - [25] , preference aggregation methods [26] - [28] , and the influence of group characteristics on preference aggregation strategies [29] - [31] . Among them, preference aggregation strategy is the focus of research. It refers to aggregating preferences of group members to generate group preferences by some strategy. In the early works, Masthoff [11] proposed 10 aggregation strategies based on social choice theory, such as approval voting, Borda count, least misery strategy, average strategy, etc. By building a group model for a group of TV viewers, this paper evaluates the effectiveness of different aggregation strategies. These strategies are easy to be used and become the basic strategies of group preference aggregation.
Because different member has different influence on the group preferences, the group weight of members should be considered when aggregating the group preferences. Ardissono et al. [32] analyzed the composition of groups. They considered the preferences of people with special needs (such as children or disabled people), and recommend scenic spots for tourist groups by giving different weights to different subgroups of people. Berkovsky and Freyne [33] judged a user' s activity according to the number of items he rates, and assigned greater weights to more active users. In their work, the interaction between users and items is considered for the weight assignment. However, in a group, the computation of weights of users should consider not only the interaction between users and items, but also the influence of other users. RWR is an algorithm for solving node weights. It considers the interaction between different type of nodes and has the property of discovering hidden associations in a relational network. Therefore, it has good application in many fields such as Web search ranking [34] , image annotation and retrieval [35] , personalized recommendation [36] , text mining [37] . Recently, based on RWR, Kim and Saddik [12] proposed a group preference aggregation model which performs random walks with restarts on the user-item graph. Liu et al. [19] recommended preferred events to individual users by exploiting diverse relations among entities in an EBSN. Feng et al. [61] predicted the relevance scores of groups and unrated items by applying RWR model on a tripartite graph.
There are also studies focusing on other aspects when aggregating the group preferences. For example, Parambath et al. [55] framed the group recommendation problem as choosing a subgraph with the largest group consensus score in a completely connected graph defined over the item affinity matrix. Seo et al. [52] proposed an upward leveling aggregation method that considers deviations for group recommendations. Wang et al. [56] modeled the group recommendation problem as a bidirectional procedure and proposed a tensor factorization based model to capture the interaction between individuals and groups.
Compared with above methods, our proposed method considers the possible interaction between different types of nodes in the group as well as the heterogeneous global topology of the network. Besides that, the assignment of user weights takes into account the influence of consistency between individual preferences and group preferences on candidate events.
C. GROUP RECOMMENDATION IN EBSNS
There are currently a few works on EBSN group recommendation. Yuan et al. [38] proposed a probabilistic model COM to simulate the process of selecting events by group members. By aggregating the selection of group members with different weights, group preferences for events are estimated. The model considers that group members select related events based on the potential topics of the group, so the recommended events for a group are all related to the topics which the group is currently interested in. Purushotham and Kuo [39] proposed a Bayesian model based on collaborative filtering. Like the above model, this model also chooses related events according to the potential topics of the group. The difference is that it takes into account the dynamic characteristics of the group and the group behaviors of users. Ji et al. [40] also proposed a topic-based probability model. This model considers not only the interests of individual members, but also the interests of subgroups. The final group preference is obtained by aggregating the choices from these two aspects. Du et al. [57] proposed a probabilistic generative model to jointly learn groups' content preferences and venue preferences. They discovered the strong correlation between organizer and textual content. Du et al. [58] formalized the group recommendation for EBSNs as a ranking problem and propose a recommendation framework based on learningto-rank technique. However, the above works neglect the potential interests of EBSN groups in unexperienced topic events, and do not capture groups' interest in such events, thus affecting the improvement of recommendation performance.
D. GROUP RECOMMENDATION BASED ON TRUST
In order to obtain a group's preferences for unexperienced events, a natural idea is to utilize opinions of trusted friends. Many works have been done on recommendation using trust relationships in social networks [41] - [43] , but these works are mainly for individual recommendation. Currently, there are some works on group recommendation using trust relationships. Christensen and Schiaffino [44] analyzed the interaction between users in the group. They believed that trust, social similarity and social centrality of users determine the influence of two users on each other, and they corrected each user's original preferences with the influence. In this work, the trust value depends on the type of relationship between users, such as couple, family, friends, partners, etc., and the type of relationship is filled out by the users surveyed. Li et al. [45] defined trust value between a user and his friend via similarity between them and calculate a user's preference for a product with the influence of the product's characteristics, the geographic convenience of the store, and the user's friends' preferences for the product. Quijano-Sanchez et al. [46] used a delegation-based prediction method which creates the users' opinions entirely based on their friends', and neglects the users' own opinions. VOLUME 7, 2019 This method takes into account the influence of trust and personality. Personality value is measured by questionnaires, and trust value is derived from data analysis of Facebook social network in which users live. Quijano-Sanchez et al. [47] proposed another rating prediction method, which takes into account both users' and their friends' ratings. And the method of computing personality and trust value is the same as [46] . Mao et al. [48] proposed that users in a group often have multiple objectives, and they provided a solution using hypergraph ranking for multi-objective recommendations. Qin et al. [59] focused on recommendation over large groups. These group are first divided into subgroups, then the recommendation lists are finally integrated to get the final results. The recommendation list for each subgroup is generated by the weighted sum of the members' ratings, where the weights are the trust values of the subgroup holds for group members. To resolve conflicting preferences, Wang et al. [60] built a virtual coordinator to interacting with each group members. The interaction between members and the coordinator, as well as the interaction between members are modeled based on the trust links on social networks. The above works focus on the interaction among members within a group, but do not consider the influence of trusted friends outside the group, and are not suitable for recommending events that all members are inexperienced with. Although the influence models of personality and trust in the above works could be used to compute the influence of friends outside the group on members' preferences, they are relatively simple and general, which cannot reflect the changes of users' decisions under different conditions, and cannot dynamically simulate the communication process between members and their friends.
III. PRELIMINARIES
We first provide necessary definitions and formulate the problem of group recommendation considering unexperienced events in EBSNs in Section III-A. Then, we introduce the framework of proposed model in Section III-B.
A. PROBLEM DESCRIPTION

Definition 1 (EBSN Heterogeneous Network):
An EBSN is a heterogeneous network H =< U , C on , C off >, where U denotes the set of users, C on represents the set of online social interactions, and C off stands for the set of offline social interactions. The online social interactions of an EBSN form an online network H on =< U , C on >, and the offline interactions of an EBSN form an offline network H off =< U , C off >.
Existing social network analyses provide different metrics to measure the importance of nodes, like degree centrality, closeness centrality, and betweenness centrality. The greater the values of these measures, the more important the node is.
Since nodes in an EBSN are in a heterogeneous network composed of both an online and an offline network, three new metrics for EBSN nodes can be defined based on above centrality metrics.
Firstly, the importance of a node in a network is determined by the number of nodes adjacent to it, which formulates the definition of the degree centrality of a node [49] . In an EBSN, a user node is both in an online and an offline network, so the number of nodes adjacent to it in both networks determines its importance in the whole heterogeneous network. Therefore, we define the Degree Centrality of Heterogeneous Network of a node as the sum of the degree centralities in both networks. Those nodes with higher degree will have more impact to reach a larger population than the remaining nodes within the same network. The definition is as follows.
Definition 2 (Degree Centrality of Heterogeneous Network):
Let DC H u be the degree centrality of heterogeneous network of a node u in an EBSN, it is defined as:
where d on u and d off u represent the degree of node u in the online and the offline networks respectively, and |U | denotes the number of elements in set U . The use of denominator is for the normalization, so that DC H u ∈ [0, 1]. Secondly, closeness centrality measures how close a node is to all the other nodes [49] . It is formulated as the inverse of the average distance of one node to all the other nodes in a network. For the same reason as described for Definition 2, the closeness centrality in a single online/offline network is not suitable for measuring a node's importance in the whole network, and a node with shorter distances in both networks is more important. Therefore, we define the Closeness Centrality of Heterogeneous Network of a node as the inverse of the sum of the two average distances. The definition is as follows.
Definition 3 (Closeness Centrality of Heterogeneous Network):
Let CC H u be the closeness centrality of heterogeneous network of a node u in an EBSN, it is defined as:
where d on (u, v) and d off (u, v) denote the shortest distance between user u and v in the online and the offline network respectively.
Thirdly, betweenness of a node in a network counts the number of shortest paths in the network that will pass a node [49] . Those nodes with high betweeness play a key role in the communication within the network. In order to measure the role of a node in a heterogeneous network, we define the Betweenness Centrality of Heterogeneous Network of a node as the combination of two betweennesses of the node in the online and offline network. Thus, a node with greater betweennesses in both networks will get more attention. The definition is as follows.
Definition 4 (Betweenness Centrality of Heterogeneous Network):
Let BC H u be the betweenness centrality of 96654 VOLUME 7, 2019 heterogeneous network of a node u in an EBSN, it is defined as:
where BC on u and BC off u denote the betweenness centrality of a node u in the online and the offline network respectively. And BC on u is computed as [49] :
where N on q,v is the number of shortest paths from user q to user v in the online network, and N on q,v (u) is the number of those paths that pass through u. Analogously, BC off u is calculated using the offline network information.
Based on above analysis, we can see that the above three centrality measures evaluate the importance degree of a node from different perspectives. Then, we integrate the above three measures to evaluate the overall importance degree of a node. Naming a new metric, social status, which represents the overall centrality of a user in an EBSN, the definition is given below.
Definition 5 (Social Status):
Let SS u be the social status of a node u in an EBSN, it is defined as a liner combination of the three normalized metrics defined in Definition 2-4. The formula is as follows:
where
H u are the normalized metrics, α, β and γ are the non-negative weight parameters and satisfy α + β + γ = 1.
There are many methods to define the user similarity, such as Pearson Correlation Similarity, Cosine Similarity, Jaccard Similarity, Euclidean Distance Similarity, and City Block Similarity. Generally, Pearson Correlation Similarity and Cosine Similarity are used when the preferences of users are available, and the other three methods are used when the preferences of users are unknown. In EBSNs, user preferences are not given explicitly, and Jaccard Similarity is the usual way to compute the user similarity. For example, [16] uses the number of commonly joined events to compute the preference similarity between two users. However, user behaviors in an EBSN include not only users' participation in events, but also users' joining in online social groups. The users' behavior of joining online social groups also reflects his/her preference in some way. Therefore, in this paper, both types of behaviors are considered to induce the similarity between users in an EBSN. The definition is given below.
Definition 6 (User Similarity): Let SimU (u, v) be the similarity between user u and user v, it is defined as:
where G u and E u denote the set of online social groups joined by u and the set of offline events participated by u, respectively.
Since there is no user participating in the newly published events in EBSNs, and the data of users' participation in historical events is sparse, the commonly used methods which compute similarity between events based on users' participation behavior are not applicable. In this paper, we use the method based on matching the features of events to calculate the similarity.
Definition 7 (Event Similarity): Let e, e be two event feature vectors, the similarity between them is defined as the cosine similarity as follows:
SimE(e, e ) = e · e e 2 × e 2 ,
where · 2 is the 2-norm of a vector. Note that in above definition, the feature vector of an event could be obtained by applying techniques such as TF-IDF, LDA, word2vec, which have been studied extensively in recent works [16] , [17] , [58] . To ensure the generality, the specific calculation approach is not given here.
Since the recommended events in EBSNs are newly published ones, the collaborative filtering method is not suitable for predicting the users' interests in them. Therefore, we use the classic content-based recommendation technique [9] to define the a user's interest, which matches the features of the user's historic attended events against the features of the new event. That is, the user's interest in an event e depends on the maximum similarity between e and events the user has participated in. The definition is given below.
Definition 8 (User Interest in Event)
: Let E u be the set of events joined by user u, user u' s interest in an event e is the maximum of the similarity between e and the event in E u , which is calculated as follows:
According to [46] , personality value reflects the extent to which a user tries to satisfy his or her own concern. Higher personality value indicates that a user concerns more about his or her own thoughts, and vice versa. Based on this, we compute the personality value of a user from two aspects which are the degree of the user' s interest in events and the social status of the user. For both aspects, the greater the value, the easier a user will stick to his or her opinions.
Definition 9 (User Personality): Let Per(u, e) be the personality value of a user u to an event e. The value of Per(u, e) is the weighted average of u's interest in e and u's social status:
where ε ∈ [0, 1] is the weight parameter with a default value 0.5. Although there is no explicit friendship provided in EBSNs, the implicit trust relationships could be extracted from social networks. According to [45] , trust is derived from the user similarity. That is, the similarity between a customer and each of his/her friends is computed as a proxy for the customer's trust in each of his/her friends. In EBSNs, in addition VOLUME 7, 2019 to the user similarity, we believe that the social status of a trustee also affects the trust value of a user hold for him/her. That is, a user with an important social status is more likely to be trusted. Therefore, we add the factor of social status into the computation of the User Trust. The definition is given below.
Definition 10 (User Trust): Let Tr(u, v) be the trust value of user u to user v, it is calculated as follows:
where λ ∈ [0, 1] is the weight parameter with a default value 0.5.
Definition 11 (Group Unexperienced Event):
Let E g be the set of events participated by group g ( i.e., participated by all the members in g). Given a smaller number θ > 0, for a new published event e, e is called an unexperienced event of group g if it satisfies the following formula:
(max e ∈E g SimE(e, e )) < θ.
Otherwise, e is called an experienced event of group g. Definition 12 (Group Event Recommendation Problem): Given a group g, let U g be the set of members in g and E gm be the set of events participated by at least one member in g. For a set of events newly published, denoted as E new (including experienced events and unexperienced events), the problem to be solved is to recommend N most interesting events to g, i.e., top-N event recommendation for group g.
B. MODEL FRAMEWORK
To address the above problem, we propose a two-phase group event recommendation model considering unexperienced events for EBSNs. The framework of the model is illustrated in Fig. 4 , and the recommendation process is performed in following three steps:
(1) Predict the initial preferences of group members. According to the theme description, time, and location of events, the feature vectors of events are extracted, and the members' initial preferences for newly published events are obtained by using a content-based method, which matching the features of members' historical events against those of the new events. Based on above initial preferences, we determine whether the new events are unexperienced events. If they are unexperienced events, the process of asking for advice from friends outside the group will be performed, otherwise the process will be skipped.
(2) Consult with friends outside the group. The specific process is as follows: Firstly, according to the interaction information among users, events and social groups, combined with the topology of heterogeneous networks, the value of personality and trust are calculated, and the global trust network is constructed. Secondly, walks are performed randomly on each member's egotrust network to simulate the process of consulting with friends. Finally, members' preferences for unexperienced events are obtained based on their friends' advice.
(3) Aggregate preferences and generate the recommended events list. Specifically, first, we build a user-event heterogeneous graph. Second, the user weights and event weights in the group are calculated, and the restart vector of a RWR model is constructed accordingly. Third, the preference aggregation is performed by walking randomly with restarts on the user-event heterogeneous graph, and finally the group's top-N recommended events list is obtained.
Note that random walks are performed in both the consultation and the negotiation step, but the motivations are different. Random walks in the step 2 are executed as a stochastic simulation process, with the aim of enabling users to make variable decisions under different conditions when consulting with friends. The RWR method in the step 3 is used for its superiority of ranking nodes in the network, which considers the interaction between different nods, captures the global structure of the network and has the property of discovering potential associations. Details of the 2PGER model are illustrated in sections IV and V.
IV. PREFERENCES PREDICTION BASED ON RANDOM WALKS
For a new event e, we first need to determine whether it is a group unexperienced event according to Definition 11. If e is determined as an unexperienced event, then a random walk algorithm based on trust network is executed to predict the preferences of members on it.
A. BUILDING TRUST NETWORKS Definition 13 (Direct Friend): Given a group member u, a user who participates in the same event or the same online social group as u is defined as a direct friend of u. The set of all direct friends of u is denoted as f u .
Definition 14 (Global Trust Network):
Global Trust Network is a directed graph denoted as Graph_T =< U , F, TR >, where U is the set of users, F = {(u, v)|u ∈ U , v ∈ f u } is the set of directed edges representing direct friendships between users, The direction of an edge (u, v) from u to v represents that user u trust user v. TR = {Tr(u, v)|(u, v) ∈ F} is a set of weights on edges, the weight Tr(u, v) represents the trust value of u to v, and it is calculated according to Definition 10.
Definition 15 (Egotrust Network): Given a global trust network Graph_T =< U , F, TR >, the egotrust network of a member u in group g is defined as egoGraph_T u,g =< U u , F u , TR u >, where U u ⊆ U is a set including u and all his direct or indirect friends outside g,
After the egotrust network of a member is constructed, a random walk is performed randomly on it. And once the random walk is stopped, an opinion of a direct or an indirect friend is returned. In order to get the comprehensive opinions of all friends, we perform multiple random walks, and then the returned results by different random walks are weighted and summed to induce the member's preference on the unexperienced event. In the following subsections, we will discuss the details of a single random walk and multiple random walks, respectively.
B. A SINGLE RANDOM WALK
In the process of simulating users' asking for advice from friends outside the group, we consider not only the trust between users, but also the personality of users.
Let u 0 be a member of group g, e be an unexperienced event, egoGraph_T u 0 ,g be the egotrust network of u 0 , The goal of a single random walk is to obtain the opinion of a friend (direct or indirect) v of u 0 to e and the weight of the opinion. The basic idea of the algorithm of a single random walk is as follows (take Fig. 5 as an example):
Assuming that a random walk start at a user node u 0 , then u 0 decides whether to continue the random walk or not. He may decide to return his own opinion without asking his friends with probability Per (u 0 , e), which will stop the walk and the algorithm enters into the end state. He may also decide to continue the random walk with probability 1 − Per (u 0 , e) and select one of his direct friends f with probability S (u 0 , f ) to ask for advice. Let's assume that u 0 chooses the node u 2 in the graph, then the walk comes to u 2 . Next, u 2 decides whether to continue the walk algorithm according to his personality. If u 2 decides to continue walking and select a friend from neighbor friends, u 0 will not be considered (i.e., u 2 just select from u 3 and u 4 ). The reason is that u 0 is the friend who asks u 2 for opinions. Above process is repeated until the algorithm ends.
There are three alternatives for a walk to be stopped when the walk goes to a node v at a certain time:
(1) If node v decides to return his opinion with probability Per(v, e), then the walk is stopped and no more friend will be asked.
(2) If node v cannot give his suggestion and decides to continue walking, but there is no friend left to be asked, the consultation fails and the walk will be stopped.
(3) If node v cannot give his suggestion and decides to continue walking, but the steps of walk reach 6, the walk will be terminated according to the theory of ''six-degree separation'' [50] .
The key of the algorithm is how to calculate the weight of the final returned opinion r v,e when the walk is stopped at the node v. Let ω e u 0 ,v be the weight of r v,e , where u 0 is the start node. ω e u 0 ,v is computed as follows:
where the meaning of the three cases is as follows: (1) v = u 0 means that the user u 0 decides to return his own opinion, (2) v = u 0 and flag = 1 indicates that u 0 successfully gets an opinion from his friend v, and (3) v = u 0 and flag = −1 represents that u 0 fails to get any opinion from his friends.
In (12), h u 0 (v, k) denotes the probability of walking from user u 0 to v after k steps. It is computed as follows:
where q denotes the node where the walk reaches before node v. S(q, v) denotes the probability of selecting node v at node q. Let u be the node before the arrival of q, then S(q, v) is calculated as follows:
where Tr(q, v) is the trust of q to v, f q is the set of direct friends of q, f q \ {u} represents that node u is excluded from q's direct friends f q . To sum up, the process of a single random walk is shown in Algorithm 1.
C. MULTIPLE RANDOM WALKS
A single random walk only returns one friend's opinion. In order to get the stable opinions of all friends, it is necessary to perform multiple random walks for the same start user.
Let t be the number of random walks that have been performed, andr i u 0 ,e be the returned opinion on the unexperienced event e by the ith (1 ≤ i ≤ t) random walk with start node u 0 , ω e,i u 0 be the weight ofr i u 0 ,e , then the final predicted preference of u 0 on e is calculated as follows:
After t random walks, the variance of the predicted preference of u 0 on e is calculated as follows:
wherer u 0 ,e = end if 19: preOfu ← proOfSelected(currentFriends, truU) //compute the probability of being selected for each friend in currentFriends 20: v ← random_pick(preOfu)//select an element randomly according to preOfu 21: weight ← weight * (1−per [ [51] ), the algorithm of multiple random walks ends, i.e., ∀η > 0, the following inequality is satisfied:
The above algorithm will repeat the algorithm of a single random walk. After each walk, the condition of (17) is determined to be satisfied or not. If it's satisfied, the algorithm of multiple random walks will be terminated and the predicted preference is acquired by calculating (15); otherwise, a new random walk will be started.
V. PREFERENCE AGGREGATION BASED ON RANDOM WALK WITH RESTARTS
In the last section, the predicted preferences of group members for new events are obtained by random walks on egotrust networks. In this section we consider how to aggregate preferences of members based on the method of RWR and generate the recommended list of top-N events.
A. GROUP RECOMMENDATION MODEL BASED ON RANDOM WALK WITH RESTARTS
Kim and Saddik [12] proposed a group recommendation model GroupWalker based on RWR. This model builds a graph Graph(A) (A is the adjacency matrix of the graph), which contains relationships between users, between items and between users and items. And it aggregates members' preferences by performing random walk with restarts on the graph. The aggregation model is as follows:
where r g is the group ranking vector of group g.
Its dimension is n + m, n is the number of user nodes in Graph(A), and m is the number of item nodes in Graph(A)
.Ã is the row-stochastic matrix of A. d ∈ (0, 1) is the probability of restarting a random walk from a node. p g is a restart vector and p g 1 = 1. η u and µ i represent the influence weight of user u and item i in group g respectively. U g is the set of members in group g. I g is the set of items rated by members in group g. s u and s i are the n + m dimensional column vectors of user u and item i respectively. In s u vector, the uth entry s u (u) is one and all other entries are zeros, and in s i vector, the ith entry s i (i) is one and all other entries are zeros. The above model can be regarded as a personalized PageRank algorithm [34] with nonuniform preference vector p g . However, when it is used for EBSN group recommendation, it has the following shortcomings: (1) the characteristic of heterogeneous structure of EBSNs is not considered; (2) the opinions of friends outside the group are not exploited; and (3) the influence of consistency between member preferences and group preferences is not considered when measuring the weights of nodes in a given group. Therefore, a new preference aggregation strategy based on this model is proposed in this section.
B. BUILDING A USER-EVENT HETEROGENEOUS GRAPH
Firstly, we build an undirected heterogeneous graph Graph(A), composed of two types of nodes, user and event. Let A be the adjacency matrix of the Graph(A), and it is defined as follows:
where E is the set of events, R = (R ij ) is the user-event matrix, which represents the history of users' participation in events. R ij indicates whether user u i participates in event e j . If the user participates in the event, the value of R ij is 1, otherwise it is 0. X = (X ij ) is the user-user similarity matrix, where X ij is the similarity between user u i and u j and it is computed according to the Definition 6. Y = (Y ij ) is the event-event similarity matrix, where Y ij is the similarity between events e i and e j , and it is computed according to the Definition 7. R T is the transport matrix of R.
To elaborate on the structure of a user-event heterogeneous graph, we take an example of a graph composed of five users and five events, as shown in Fig. 6 . In the graph, u 1 , u 2 , . . . , u 5 are users, e 1 , e 2 , . . . ,e 5 are events and among them, e 1 , e 2 , e 5 are new events. Group g includes three members which are u 1 , u 2 , u 4 . According to the history of users' participation in events, the definition of user similarity and the definition of event similarity, relationships (links) between nodes can be constructed. In the figure, the dark user node represents the member in group g, the light user node represents the user who is not the member of group g, the dark event node represents the new event, the light event node represents the historical event, the solid line represents the interaction relationship between users and events, and the dashed line represents the similar relationship between users or between events.
C. SETTING OF THE RESTART VECTOR
In (18), setting the value of the restart vector p g corresponds to attaching different importance to different nodes. In [12] p g is set to be related to the influence weights of users and items as defined in (19) . These influence weights of users and items are obtained by two different random walks on a user-item bipartite graph. In this paper, we call these two types of influence weights the historical influence weights of users and the historical influence weights of events respectively, which are defined as follows.
Definition 16 (Historical Influence Weight of User):
Let E gm be the set of events participated by at least one member of g, Graph (L) be a bipartite graph composed of users in group g and events in E gm , L be the adjacency matrix corresponding to Graph (L), and η = (η u ) be a |U g | × 1 vector, where η u is the historical influence weight of user u in group g. η is defined as the solution of the following equation [12] : 
Definition 17 (Historical Influence Weight of Event):
Let µ = (µ e ) be a |E gm | × 1 vector, where µ e is the historical influence weight of event e in group g. µ is defined as the solution of the following equation [12] :
where µ 1 = 1, and L T C L R represents the transition matrix of the event Markov chain.
The above weights describe the importance of users and events via mining the user-event historical interaction information. However, when a group makes decisions on new events, the consistency between member preferences and group preferences on the candidate events is also an important factor affecting the computation of weights. When faced with a new event, the predicted preferences of group members often deviate from the final preference of the group. Intuitively, a reasonable user weight should be the one minimizing the total deviation between individual preferences and group preferences for all candidate events. Based on above analysis, we define two new weights of users and events as follows. 
Definition 18 (Consistency Decision Weight of User): Let
wherer u,e is user u's predicted preference for event e. The solution of the above formula is that of a typical convex quadratic programming problem. Based on the above weight, we define a new weight for the new event, which is as follows.
Definition 19 (Consistency Decision Weight of New Event):
Let π e be a consistency decision weight of a new event e ∈ E new in group g. Its calculation formula is as follows:
To sum up, the importance weights of group users will take account of the historical influence weights of users and the consistency decision weights of users, while the importance weights of events will take account of the historical influence weights of participated events and the consistency decision weights of new events. Thus, the restart vector p g in (19) is redefined as follows: 
T r g + dp g
12:
ε ← r g − r old 2 // · 2 is 2-norm of a vector 13: end while 14: return r g where λ 1 and λ 2 are non-negative, and λ 1 + λ 2 = 1.
Once the restart vector is obtained, the group ranking vector r g of group g can be computed according to (18) . In practice, simple power iteration method is usually employed. Firstly initial r g to be a uniform vector, then iterate r g (t+1)
+ dp g until convergence. The group preference aggregation algorithm based on RWR is as Algorithm 2.
D. TOP-N EVENT RECOMMENDATION TO GROUPS
Once group preferences are aggregated based on RWR, the set of top-N events I rec can be obtained according to the following formula:
where r g (e) is the group ranking score of event e. To sum up, the complete algorithm of group event recommendation considering unexperienced events for EBSNs is shown in Algorithm 3.
VI. EXPERIMENTAL EVALUATION A. DATASETS AND EVALUATION METRICS
The datasets in this paper are from Meetup, an event-based social network platform. Event organizers can publish events on the platform. Ordinary users can browse events and RSVP with ''yes'' to attend events (RSVP is the French expression which means ''please respond''). Users can also create and join in various social groups online. Since it is impossible to obtain the information of users' actual participation in events 6: flag ← inexpFlag(e, E g ) //determine whether e is an unexperienced event 7: if flag == 1 then 8: mPR ← mulRW (predR, TR, PER, e, U g ) //walk randomly to predict member preferences 9: end if 10 15: return I rec offline, previous studies take positive RSVP data as a proxy for user-event attendances.
By using the API provided by Meetup, we collect the relevant data of events held in Chicago and San Diego in USA from January 2015 to December 2016. For each event, we get its organizers, content description, geographical address, start time, and a list of registered users for attending. For each user, we acquire his or her event participation list and online group attendance list. Data statistics are shown in Table 1 . In the experiment, we select the online social groups as the target groups of recommendation, and inactive group members who attend less than five events are removed beforehand. To test the proposed model, we divide cities' events into training set, validation set, and test set based on chronological order with a ratio of 7: 1: 2. The validation set is used for tuning the possible parameters of the model. For each group in the test set, we count the events that all members participate in, and use these events as the actual preferences of the group to ultimately evaluate the performance of the algorithm. For Chicago, we obtain 39,134 users, 12,966 events (including 1,037 unexperienced events) and 15,922 groups in the test set. For San Diego, we obtain 24,188 users, 12,740 events (including 891 unexperienced events) and 13,025 groups in the test set.
Following previous work [38] , we evaluate the performance of different methods with four metrics, namely average precision@N (Pre@N ), average recall@N (Rec@N ), average F1 score and average normalized discounted cumulative gain (NDCG@N ), where N is the number of recommended events (its default value is 10). For each metric, the larger the value, the better the recommendation performance. The specific calculation formulas are as follows.
Let G be the set of target groups of recommendation, Pre@N is calculated as follows:
where Recommend(g) is the set of recommended events to group g, and Test(g) is the set of events participated by group g.
. (28) F1 is calculated as follows:
NDCG@N is calculated as follows:
In (32), when the ith event in the recommendation list is actually participated by group g, rel i = 1, otherwise, rel i = 0.
To evaluate the recommendation performance of the model for unexperienced events, we also designed four similar evaluation metrics: Pre inexp @N , Rec inexp @N , F1 inexp @N , and NDCG inexp @N .
Let G inexp = {g|Test inexp (g) = ∅}) be the set of groups that have participated in unexperienced events, where Test inexp (g) is the set of unexperienced events that group g actually participates in, and then Pre inexp @N is calculated as follows:
Similar to (28) , (29) , and (30), Rec inexp @N , F1 inexp @N , and NDCG inexp @N can be calculated. 
B. COMPARISON METHODS
Our work is mainly reflected in two aspects: consultation with friends outside the group; group preference aggregation. In order to verify the effectiveness of our model, we select eight methods to be compared and analyzed. Since the recommended events in EBSNs are new events, these selected methods except GroupWalker use the content-based method to predict users' initial preferences. GroupWalker does not predict preferences and directly uses raw data to model group preferences. The comparison methods are briefly introduced as follows:
• CB-AVG (content-based & average). It uses the content-based method, which is the same as ours, to predict the members' preferences for new events first. Then, the average aggregation strategy [11] is adopted to predict the group preference, which regards the average of member preferences as the group preference.
• CB-LM (content -based & least misery). The difference between this method and CB-AVG is that the preference aggregation strategy CB-LM adopts is the least misery strategy instead of the average strategy. The least misery strategy takes the minimum of the members' preferences as the group preferences.
• CB-UL (content-based & upward leveling). It uses the content-based method first, and then adopts the upward leveling aggregation method that considers deviations for group recommendations [52] . It recommends items with low deviations, high averages and high frequency of positive rating counts for groups. However, it doesn't take account into the interaction between entities like users and items; neither does it considers the weights of different users.
• GroupWalker (group random walk). Group predicted preferences are obtained directly on a user-event heterogeneous network using RWR method [12] . This method does not consider the influence of the opinions of friends outside the group on group members' preferences, but only considers the historical influence of users and events.
• DBP-AVG (delegation-based rating prediction & average). It uses the aforementioned content-based method to obtain the initial predicted preferences of members. Then, a delegation-based prediction method, in which users' preferences are entirely determined by the preferences of their friends, is used to modify members' preferences for unexperienced events. The influence of personality and trust factors is also taken into account in this method. At last average aggregation strategy is adopted to get the group preferences. Given a user u and an event e, the delegation-based prediction dbp (u, e) is computed as follows [46] :
where T = v∈gOut u Tr(u, v) , gOut u is the set of u's friends outside the group, Tr (u, v) ∈ [0, 1] is the trust value of user u to user v, Per (v, e) is the personality of user v to event e, and θ v,e is the parameter used to adjust the influence of user v on user u. The calculation formula of θ v,e is as follows:
• IBP-AVG(influence-based rating prediction & average). The initial predicted preferences of members are obtained by the aforementioned content-based method. Then the members' preferences for unexperienced events are acquired by an influence-based method, which modifies the members' preferences according to the difference of preferences between members and their friends. During the acquisition of preferences, the influence of personality and trust are considered.
The average aggregation strategy is adopted at last. The influence-based prediction ibp (u, e) is computed as follows [47] :
• 2PGER_RW. It's a variation of 2PGER. It performs the same strategy of aggregating preferences as 2PGER. The difference is that it does not carry out a consultation process outside the group, which means it does not deal with unexperienced events specially.
• 2PGER_SocAV. It's a variation of 2PGER. It performs the same process of consulting friends as 2PGER. The difference is that the preference aggregation strategy it adopts is average strategy.
• 2PGER. It's the model we proposed. It firstly performs random walks to consult friends outside the groups, which acquires members' preferences for unexperienced events, and then aggregates members' preferences by a strategy based on RWR.
C. PARAMETER SETTINGS OF 2PGER
The parameters used for 2PGER model are defined by grid search on the validation sets. We take the Chicago city as an example to introduce the detailed process. We firstly describe the parameter settings in the global trust network. Then we describe the parameter settings in RWR.
1) PARAMETER SETTINGS IN THE GLOBAL TRUST NETWORK
The construction of a global trust network involves the calculation of trust value and the determination of neighbors of nodes in the network.
(1) Parameter settings in the calculation of trust value The calculation of trust of user u to user v needs to consider the weight of similarity between the two users (denoted as λ) and the weight of social status of user v (denoted as 1 − λ). The calculation of the social status of a user involves three weights: the weight of degree centrality of heterogeneous network, the weight of closeness centrality of heterogeneous network, and the weight of betweenness centrality of heterogeneous network, which are denoted as α, β, γ respectively.
For the user similarity weight λ, we observe the change of performance by gradually increasing the value of λ from 0 to 1. The experimental results are shown in Fig. 7 .
It can be seen that the performance has no obvious change over the three metrics of Pre@10, Rec@10, and F1, but the value of NDCG@10 increases first with the increase of λ, and reaches the maximum when λ is 0.4, and then decreases with the increase of λ. It can be seen that among the two factors of user similarity and friend social status, friend social status has a greater impact on the calculation of trust. Therefore, we finally choose 0.4 as the optimal value of parameter λ. For the three weight parameters α, β, and γ in the calculation of social status, we have tried different settings to satisfy the condition of α + β + γ = 1, as shown in Table 2 . When only two parameters are non-zero and their values are both set to 0.5, β and γ are more effective for improving the recommendation performance; when the three parameters are considered simultaneously, the recommendation performance achieves the best when the values of α, β and γ are set to 0.3, 0.1 and 0.6 respectively. Thus, among the three centrality factors, the betweenness centrality of heterogeneous network is the most important, and the closeness centrality of heterogeneous network is the least important. Based on above analysis, the optimal parameter values are set as follows: α = 0.3, β = 0.1 and γ = 0.6.
(2) Determination of neighbors of nodes in the global trust network When constructing a global trust network, the selection of neighbors for each node will affect the structure of the network and further affect the performance of recommendation. The method of selecting neighbors for a node in this experiment is selecting those neighbors whose trust value is greater than a given threshold θ ∈ [0, 1]. We increase θ from 0 to 1 and observe the change of recommendation performance. The experimental results are shown in Fig. 8 . It can be observed that the value of NDCG@10 first increases with the increase of θ , and reaches the maximum value when θ is 0.8, and then decreases with the increase of θ . The other three metrics have a local maximum at 0.2, and then a global maximum at 0.8. Therefore, θ is finally set to 0.8.
2) PARAMETER SETTINGS OF RWR
In the graph model of RWR, users are linked by similarity relationship, and events are also linked by similarity relationships. The purpose of this experiment is to determine the optimal number of neighbors of user or event nodes. Suppose the best number of neighbors of users or event nodes is τ . By gradually increasing the value of τ from 100 to 900, it can be observed that the values of Pre@10, Rec@10 and F1 are insensitive to the change of τ . The value of NDCG@10 tends to decrease with the increase of τ . In order to further determine the value of τ , we gradually increase τ from 0 to 100. The experimental results are shown in Fig. 9 . It can be observed that when τ is 20, performance achieves the best. Therefore, the final value of τ is set to 20.
According to the above method, the parameters of 2PGER for San Diego dataset are optimized similarly. As for the restart probability d of RWR, it is set as a generally accepted value of 0.15 [12] . 
D. EXPERIMENTAL RESULTS AND ANALYSIS
In this section, we firstly assess the effectiveness of our proposed model 2PGER for group recommendation. Then we evaluate the impacts of factors involved in the aggregation strategy of 2PGER on recommendation performance.
1) PERFORMANCE COMPARISONS
To evaluate the effectiveness of the proposed model, we first compare the recommendation effect of the proposed model with that of the existing technologies. Then we analyze the contribution of different parts of the proposed model to the recommendation effect. Finally, we assess the effectiveness of different methods for unexperienced event recommendation.
(1) Recommendation effectiveness of the comparison methods
Figs. 10a and 10b show the overall effectiveness of the 2PGER and the baselines in Chicago and San Diego datasets, respectively. Take the Chicago dataset for example, we observed that these methods can be ranked by the NDCG@10 metric in descending order as follows: 2PGER, GroupWalker, IBP-AVG, CB-UL, DBP-AVG, CB-AVG and CB-LM. Among CB-UL, CB-AVG and CB-LM, CB-UL performs the best. It indicates that a further improvement could be achieved when the average method is used in conjunction with deviation and the Approval Voting method, which has also been validated in [52] . The performance of CB-UL is lower than that of IBP-AVG, but higher than that of DBP-AVG. It indicates that a proper design of the model of the consultation process is important. The reason why IBP-AVG is superior to DBP-AVG is that the latter uses the delegation-based method, which models preferences entirely with the opinions of friends, while IBP-AVG considers both the opinions of friends and the initial opinions of users. Because some users are more concerned about their own opinions than their friends' opinions in practice, which means that users' initial opinions actually play a role in recommendation, IBP-AVG gets better recommendation effect. Among all the comparisons, 2PGER and GroupWalker exhibit a better performance compared with other methods. In the case of GroupWalker, it considers the interaction between different entities during the aggregation process, and considers different weights of users and events in the group decision. It indicates that the interaction between entities and the weights of users and events play an important role in the aggregation method. The reason that 2PGER is superior to GroupWalker is that 2PGER considers the influence of consistency decision weights of users and events. And it additionally addresses groups' potential needs for unexperienced events.
(2) Recommendation effectiveness of the consultation method Consultation with friends outside a group aims to predict the members' preferences for unexperienced events. The purpose of this experiment is to evaluate the effect of the proposed method of consultation with friends on the performance of group recommendation. To this end, all the comparison methods are the same in the group preference aggregation strategy, i.e., the average strategy. The experimental results are shown in Figs. 11a and 11b .
It can be observed that these methods can be ranked by the recommendation performance in descending order as follows: 2PGER_SocAV, IBP-AVG, DBP-AVG, and CB-AVG. The reason why CB-AVG performs the worst is that it does not consider the recommendation of unexperienced events. Since there is no consultation process outside groups, it fails to capture the potential needs of groups for unexperienced events. The reason why IBP-AVG is superior to DBP-AVG has already been discussed in previous discussion. The reason why 2PGER_SocAV is superior to IBP-AVG is that this method simulates the communication process between users and their friends under the influence of personality and trust factors in more detail, which is more consistent with the actual situation.
(3) Recommendation effectiveness of the group preference aggregation strategy In order to evaluate the recommendation effectiveness of the preference aggregation strategy we proposed, the consultation process outside the group is ignored. That means the content-based method is used first, then the aggregation strategy is executed directly to get the final recommendation lists. Accordingly, we get the corresponding model 2PGER_RW. We select CB-AVG, CB-LM and CB-UL to compare with 2PGER_RW because they are mainly different on the aggregation strategies. We also select GroupWalker as the comparison method since it is a group recommendation method based on RWR, which is similar to our method. The experimental results are shown in Figs. 12a and 12b .
It can be seen that 2PGER_RW is superior to other comparison methods over all metrics. These methods are ranked in descending order of performance as follows: 2PGER_RW, GroupWalker, CB-UL, CB-AVG, and CB-LM. The observation that CB-AVG is superior to CB-LM means the average aggregation strategy is more suitable for the datasets. The results that CB-UL performs better to CB-AVG means the average method used with the deviation and the frequency of positive rating counts could improve the performance. However CB-UL is poorer than GroupWalker, because CB-UL doesn't consider the different weights of group members, neither does it consider the interaction between users, between events, and between users and events, which are important for the group recommendation. The reason that 2PGER_RW is superior to GroupWalker is 2PGER_RW considers the influence of consistency decision weights of users and events.
(4) Contribution analysis 2PGER is mainly composed of two parts: consultation method and aggregation strategy. To evaluate the contribution of these two parts to 2PGER. We compare 2PGER with its two variations, i.e., 2PGER_SocAV and 2PGER_RW. The results are shown in Figs. 13a and 13b . It can be seen that the performance of 2PGER over each metric is better than that of the two variations, and the performance of 2PGER_RW is higher than that of 2PGER_SocAV.
Taking Chicago dataset for an example, the F1 values of 2PGER_SocAV, 2PGER_RW and 2PGER are 0.4367, 0.6712 and 0.8141 respectively. Therefore, the F1 values of 2PGER_SocAV and 2PGER_RW are 46.36% and 17.55% lower than that of 2PGER, respectively. The NDCG@10 values of 2PGER_SocAV, GRW_SocGRAV and 2PGER are 0.7016, 0.8065, and 0.9343, respectively. Therefore, the NDCG@10 values of 2PGER_SocAV and 2PGER_RW are 24.91% and 13.68% lower than that of 2PGER, respectively. These data show that the group preference aggregation strategy contributes more to the improvement of performance than the consultation method. The reason is that although consulting with friends outside groups helps to discover the potential interest of groups in unexperienced events, the overall improvement of performance is limited because the proportion of unexperienced events in all participated events is generally lower than that of experienced events.
(5) Effectiveness for unexperienced event recommendation We compare the effectiveness of six methods for unexperienced event recommendation. The results are shown in Figs. 14a and 14b.
It can be seen that 2PGER and its variation 2PGER_SocAV outperform the rest methods over four metrics proposed for unexperienced events. The performances of CB-AVG and CB-UL are very poor. This is because these two methods do not address specially the problem of recommendation of group unexperienced events. We find that 2PGER_SocAV and 2PGER can better capture the potential needs of groups for unexperienced events and improve the performance of recommendation for such events. We also see that 2PGER_SocAV behaves better than CB-AVG, CB-UL, DBP-AVG, and IBP-AVG. It reveals that the consultation method based on random walk is helpful in improving the prediction accuracy of preferences of unexperienced events. And the observation that 2PGER is better than 2PGER_SocAV indicates that the proposed RWR-based aggregation strategy further improves the recommendation performance for unexperienced events. 
2) FACTOR INFLUENCES ANALYSIS
In view of the factors involved in 2PGER, we conduct experiments to evaluate the influences of these factors on recommendation performance in the following aspects: (1) influence of different centrality measures for EBSNs; (2) influence of historical influence weights and consistency decision weights; (3) influence of user weights and event weights; (4) influence of the type of user similarity; and (5) influence of user-user relationships and event-event relationships.
(1) Influence of different centrality measures for EBSNs We defined the Degree Centrality, the Closeness Centrality and the Betweenness Centrality for EBSNs in Definitions 2-4. We conduct experiments to investigate the influences of different defining methods to the performance of group recommendation. For each of the above definitions, we proposed two alternative definitions based on the single online/offline network.
Specifically, for the definition of Degree Centrality of Heterogeneous Network, the two alternative definitions are:
For the definition of Closeness Centrality of Heterogeneous Network, the two alternative definitions are: 
For the definition of Betweenness Centrality of Heterogeneous Network, the alternative definitions are BC H u = BC on u or BC H u = BC off u . Fig.15 shows the experimental results based above different definitions. In the figure, 2PGER_dOn is the model using the degree centrality of the online network; 2PGER_dOff is the model using the degree centrality of the offline network; 2PGER_cOn is the 2PGER using the closeness centrality of the online network; 2PGER_cOff is the model using the closeness centrality of the offline network; 2PGER_bOn is the model using the betweenness centrality of the online network; and 2PGER_bOff is the model using the betweenness centrality of the offline network. We observed that the performance of 2PGER using the information from the online and offline networks simultaneously was superior to those using the information from a single network.
(2) Influence of historical influence weight and consistency decision weight Firstly, the group preference aggregation strategy based on RWR changes the probability of being accessed of nodes by the restart vector. The proposed restart vector takes into account the influence of historical influence weights and consistency decision weights. In order to evaluate the impacts of these two weights on recommendation performance, we construct three variations of 2PGER as follows: (i) 2PGER_Uni: each element in the restart vector has the same value, that is, the initial weights of all nodes in the random walk graph are the same. In this way, the model degenerates into the classical PageRank model; (ii) 2PGER_Inf: the restart vector only considers the influence of historical influence weights; and (iii) 2PGER_Agr: the restart vector only considers the influence of consistency decision weights. We compare the performance of 2PGER with the above variations. The experimental results are shown in Figs. 16a and 16b .
It can be observed that among the four methods, 2PGER_Uni performs worst and 2PGER performs best, which indicates that the setting of weights of users and events in the restart vector is helpful in improving recommendation performance. And considering both consistency decision weight and historical influence weight will gain a better improvement in performance than considering only one of them. 2PGER_Agr outperforms 2PGER_Inf indicates that consistency decision weights contribute more to the performance. The reason is that due to the sparse data, mining influential users and events from users' historical behaviors has limited effect on improving recommendation performance.
(3) Influence of user weights and event weights To evaluate the influence of user weights and event weights on the recommendation performance, we construct two variations of 2PGER as follows: (i) 2PGER_U: only the user weights are considered in the restart vector, i.e., λ 1 = 1; and (ii) 2PGER_E: only the event weights are considered in the restart vector, i.e., λ 2 = 1. The experimental results are shown in Figs. 17a and 17b .
It can be observed that 2PGER (λ 1 = λ 2 = 0.5) performs best among the three methods, which indicates that user weights and event weights both have an impact on the performance of recommendation, and user weights have a greater impact than event weights. When the event weights are not taken into account, the recommendation performance suffers slightly, but when user weight is not taken into account, the recommendation performance decreases rapidly. Thus, the user weights plays a decisive role in the formation of group preferences.
(4) Influence of the type of user similarity RWR is carried out on the user-event heterogeneous graph, in which two user nodes are connected by the similarity relationship. The user similarity of 2PGER is calculated according to Definition 6, taking into account both users' joining online social groups and users' participation in offline events. As comparison methods, onlineSim and offlineSim are two variations of 2PGER. By using the Jaccard similarity method, they calculate the user similarity in the online network and the user similarity in the offline network respectively. The experimental results are shown in Figs. 18a and 18b .
We can see that 2PGER achieves the best results. The observation that 2PGER performs better than offlineSim indicates that users' behaviors of joining the online groups are helpful in identifying similar users. The reason is that users joining the same online social group usually have the same interest in the events published by the group. It can also be seen that offlineSim performs better than onlineSim. It indicates that users' offline behaviors are more reflective of users' interest in events than the users' online behaviors. In summary, computing user similarity based on both online and offline networks can further improve the recommendation accuracy. (5) Influence of user-user relationships and event-event relationships
The graph model of RWR in 2PGER consists of two types of implicit relationships: the relationships between users, and the relationships between events. We conduct experiments to investigate the effects of the above two types of relationships. Suppose the adjacency matrix corresponding to the graph model of RWR in 2PGER is defined as A as in (20) . When the relationships between users and between events are not considered, matrices X |U |×|U | and Y |E|×|E| in A become zero matrices O |U |×|U | and O |E|×|E| respectively, and the corresponding method is denoted as 2PGER_none. When the relationships between users is not considered, matrix X |U |×|U | becomes zero matrix O |U |×|U | and matrix Y remains unchanged. And the corresponding method is 2PGER_eventR. When the relationships between events is not considered, matrix Y |E|×|E| in A becomes zero matrix O |E|×|E| and matrix X keeps unchanged. And the corresponding method is 2PGER_userR. The experimental results are shown in Figs. 19a and 19b .
We observed that these methods are ranked in ascending order of performance as follows: 2PGER_none, 2PGER_userR, 2PGER_eventR, and 2PGER. The result shows that considering relationships between users and between events does help to improve the performance. And we also found that the relationships between events provide more useful information for group recommendation than do the relationships between users. There are two reasons: (i) the calculation of relationships between users is based on users' online and offline behaviors, but behavior data in EBSNs are sparse, and (ii) the calculation of relationships between events is based on matching the features between events, which are extracted from the events' descriptions, and such method can greatly alleviate the sparsity problem.
VII. CONCLUSION
In this paper, we studied the problem of group event recommendation considering unexperienced events in EBSNs. We propose a new model called 2PGER to handle this problem. Compared with existing works, the model distinguishes between unexperienced events and experienced events in the newly published events. To acquire members' potential preferences for the unexperienced events, a random walk method is used to simulate the process of group members' consultation with their friends. To solve the problem that existing group preference aggregation strategies do not consider the consistency of members' preferences and group preferences at decision-making time and do not utilize the opinions of friends outside the group, a group preference aggregation strategy based on RWR is proposed, in which the heterogeneous topology of EBSNs is made used of. Extensive experiments on Meetup datasets clearly corroborate the benefits of 2PGER on the recommendation of group events, particularly those unexperienced events.
For future work, as the interests of users and the composition of groups change over time, how to incorporate these dynamic changes in the recommendation process is an interesting problem to be studied. In addition, when recommending events to groups, different constraints on events should be considered, such as the number of participants that an event can accommodate or whether there are conflicts between events, etc.
