A well known result in the theory of linear positive systems is the existence of positive definite diagonal matrix (PDDM) solutions to some well known linear matrix inequalities (LMIs). In this paper, based on the positivity characterization, a novel bounded real lemma for continuous positive descriptor systems in terms of strict LMI is first established by the separating hyperplane theorem. The result developed here provides a necessary and sufficient condition for systems to possess H 1 norm less than γ and shows the existence of PDDM solution. Moreover, under certain condition, a simple model reduction method is introduced, which can preserve positivity, stability and H 1 norm of the original systems. An advantage of such method is that systems' matrices of the reduced order systems do not involve solving of LMIs conditions. Then, the obtained results are extended to discrete case. Finally, a numerical example is given to illustrate the effectiveness of the obtained results.
Introduction
Positive systems are dynamical systems whose state and output variables remain nonnegative for all future time whenever their initial conditions and inputs are nonnegative. Such systems can be found in different areas, such as economics [1] , biology [2, 33] physiology [3] , and epidemiology [4] . In general, the variables chosen in these systems can only take nonnegative feature of this obtained result is the existence of PPDM solution, which is one of the important properties of positive systems. Moreover, this result in terms of strict LMI can be solved directly by standard LMI solvers. At the same time, the exact value of H 1 norm can be calculated. On the other hand, under certain condition, a simple model reduction method is introduced, which can preserve positivity, stability and H 1 norm. Such method does not involve solving of LMIs conditions and therefore is easy to deal with. Then, the obtained results are extended to discrete case. This paper is organized as follows. In Section 2, some necessary preliminaries are introduced. Section 3 is devoted to bounded real lemma of continuous positive descriptor systems and positivity-H 1 norm-preserving model reduction. The obtained results in Section 3 are extended to discrete case in Section 4. A numerical example is provided to show the effectiveness of the theoretical results in Section 5. Section 6 concludes this paper.
Preliminaries
In this section, some necessary preliminaries and results are to be presented, which are helpful for the proofs of main results and understanding of subsequent sections.
At first, the following notations will be used throughout this paper. C is the set of complex number. R n is the space of column vectors of dimension n. R n þ is the nonnegative orthant of R n . S n is the space of all real symmetric matrices with dimension n Â n. . rankðAÞ represents the rank of A and tr(A) is the trace of A. ρðAÞ and μðAÞ denote the spectral radius and maximal real part of eigenvalues of A, respectively. λðE; AÞ is the set of all finite eigenvalues of matrix pair (E, A). Index of (E, A) is denoted by indðE; AÞ. μðE; AÞ and ρðE; AÞ represent the maximal real part and spectral radius of finite eigenvalues of (E, A), respectively. D(A) is the vector which is composed of the diagonal entries of A A R nÂn . 〈X; Y〉 ¼ trðXYÞ is the inner product on S n . For A A R nÂm , imðAÞ denotes the image space of A. We use I and 0 m;n refer to the identity matrix of appropriate dimensions and m Â n zero matrix, respectively. Sometimes, for simplicity, 0 is used to refer to zero matrix with appropriate dimensions.
As known, for matrices E; A A R nÂn , if there exists a scalar λ A C such that detðλE À AÞa 0, the matrix pair (E, A) is said to be regular. In this case, there exist two nonsingular matrices P; Q A R nÂn such that
where J and N are matrices in the Jordan canonical form, and specifically, N is a nilpotent matrix. This transformation is called the Weierstrass canonical form transformation. Index of the matrix pair ðE; AÞ is defined as the nilpotent index of matrix N in the Weierstrass canonical form [28] .In particular, indðE; AÞ¼0i fE is nonsingular, indðE; AÞ¼1 if rankðEÞ¼ron and N ¼ 0. 
Definition 1 (Ebihara [24] ). For a given matrix H A S n with H≽0,
Lemma 1 (Mason [22] , Ebihara [24] ). For a given Metzler matrix A A R nÂn and H A S n with H≽0, the following statements hold:
where h A R n þ is defined from H as in Definition 1.
This lemma is very useful in the proofs of the main results developed in this paper. We now recall the following lemma named separating hyperplane theorem which plays a key role in the proofs in the following sections.
Lemma 2 (Boyd [29] It should be noted that, in this paper, if Ω 1 and Ω 2 are two convex subsets in R nÂn , then a A R nÂn 0 and 〈a; x〉 ¼ trðaxÞ.
Bounded real lemma for continuous case

Analysis for bounded real lemma
In this subsection, basic characteristics of linear continuous positive descriptor systems are introduced at first. Then some lemmas needed for later analysis are given. Finally, a necessary and sufficient condition in terms of strict LMI to check H 1 norm less than γ is proposed.
Consider the following linear continuous descriptor system 
B c ; C c are partitioned accordingly,
Then by computation,
Definition 2 (Virnik [14] ). System (1) is said to be positive if xðtÞZ 0; yðtÞZ 0; t Z 0 for any admissible initial condition xð0ÞZ 0 and any input satisfying u ðiÞ ðτÞZ 0, 0 rτ r t; i ¼ 0; 1; …; vÀ 1. hi ;
Throughout this section, it is assumed that D c Z 0 unless explicitly stated otherwise. Obviously, such assumption does not spoil positivity since only nonnegative input is allowed.
The transfer function matrix of system (1) is given by 
As shown in [14] , matrix (3) can be decomposed as (1) is considered, ν ¼ 1is a desired condition.
For convenience, the following matrix expressions are introduced:
. It has been pointed out in [14] that all finite eigenvalues of ðE c ; A c Þ are also eigenvalues of M and the eigenvalue 1 of ðE c ; A c Þ is mapped to the eigenvalue À α of M . Therefore, it is natural to assume α40 such that M is a Metzler matrix due to the following two facts:
(ii) For any α40, M is Hurwitz stable if and only if system (1) is stable.
Throughout this section, it is always assumed that α40 such that M is a Metzler matrix unless otherwise stated.
Before stating the main result, two lemmas which is helpful for the proof of main result are to be presented. Proof. Since hA R nþm þ is defined from H as in Definition 1, then it follows from Lemma 1 that
where 
Proof. (i) Since system (1) is positive, so is system (4). Under feedback uðtÞ¼KC c xðtÞ, the following closed-loop system is obtained:
Since C c is nonnegative on the subspace χ c ,
Therefore, the corresponding closed-loop system is positive.
(ii) The proof is similar to that of Theorem 2 in [24] . □ It has been proved in [23] that there exists a PDDM solution to the existed condition for JG J 1 o1. In [14] , it has been pointed out that the existence of PDDM solution can be generalized to stability criterion for positive system (1). It is natural to ask whether a similar result is available for bounded real lemma of positive system (1). Next, we give a positive answer to this question. 
Proof. From the existed condition to check JG c J 1 oγ for linear general systems, (ii) ) (i) is immediately obtained. Now we will show that there exists X A D nÂn þ such that Eq. (5) holds in the case that C c is nonnegative on the subspace χ c . It is noted that J G c J 1 oγ is equivalent to Jð1=γÞG c J 1 o1. Set G c ðsÞ¼ð1=γÞG c ðsÞ, which is the transfer function matrix of the following system:
It is obvious that positivity and stability of system (6) is equivalent to these of system (1) . To the contrary, suppose that there does not exist any PDDM X such that LMI (5) holds, define the following two sets fPjP !0; P A S nþm g and
which are both convex and do not intersect each other, then from the separating hyperplane theorem, there exists a nonzero matrix H such that tr HP ðÞ r 0; 8 P !0;
Then we can conclude that there exists nonzero H≽0 such that
from which it follows that
Since M is a Metzler matrix and B c Z 0, it is easy to check that XM is also Metzler and XB c Z 0. Then, according to Lemmas 1 and 4, it follows from conditions (7) and (8) that T . The two above inequalities can be rewritten in the equivalent form as follows:
Note that system (1) is stable. Then matrix M is Hurwitz stable. Inasmuch as h is nonzero, the following three cases are considered:
that is to say, there does not exist any PDDM X such that M T X þ XM ! 0, which contradicts the fact that M is Hurwitz stable.
It is easy to check that ð1=γÞC c h 1 þð1=γÞD c h 2 a 0. Define
It can be easily seen that Δ Z 0, σðΔÞr 1 and h 2 ¼ðI À Δð1=γÞD c Þ À 1 Δð1=γÞC c h 1 Z 0 since C c is nonnegative on the subspace χ c . It follows from Eq. (9) that 
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According to Lemma 5, the above condition implies that M þ B c ðI À Δð1=γÞD c Þ À 1 Δð1=γÞC c is unstable which contradicts the fact that (5) in Theorem 1 is exactly LMI (6) presented in [23] . On the other hand, it has been pointed out in [24] that JG c J 1 ¼ JG c ð0ÞJ if system (1) with E ¼ I is positive and Hurwitz stable. We can obtain J G c J 1 ¼ JG c ð0ÞJ following the same method for Corollary 2 in [24] . Therefore, for system (1) with indðE c ; A c Þ¼1, based on the positivity and stability characteristics, the exact value of H 1 norm is given by JG c J 1 ¼ JG c ð0ÞJ .I ti s worthwhile to note that Theorem 1 can be extended to general descriptor systems. If PDDM in LMI (5) is substituted for positive definite matrix, then Theorem 1 is an H 1 criterion for system (1) without positivity restriction.
Remark 2.
It is important to mention that the magnitude of α has nothing to do with H 1 norm of positive system (1). It is easy to see from aforementioned discussion that the transfer function matrix G(s) is independent of α.
Remark 3. In general, whether a descriptor system is in normal operation largely depends on impulse. For a regular continuous descriptor system, the internal stability contains not only stability, but also impulse-free. Necessary and sufficient conditions for stability and impulse-free of positive system (1) have been established in [14, 20] . However, in practice, it is not possible to be stable or impulse-free for any continuous descriptor system. Therefore, it is necessary to develop stabilization problem for system (1) with positivity preserved, which has not been well studied in the literature and is the subject of ongoing work. The greatest difficulty of this problem is checking positivity of the closed-loop system which involves the computation of Drazin inverses of the closed-loop systems' matrices. 
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The following algorithm can be proposed to check H 1 norm of positive system (1).
Step 1: Check the regularity of matrix pair ðE c ; A c Þ. If it is regular, go to the next step, otherwise, go to end.
Step 2: Compute the index of matrix pair ðE c ; A c Þ. If indðE c ; A c Þ¼1, then continue, otherwise, stop.
Step 3: Compute matricesÊ Step 5: Choose a scalar α40 arbitrarily such that M is a Metzler matrix, then solve the LMI (5) in Theorem 1. If there exists a feasible solution, positive system (1) is stable and JG c J 1 oγ.
End.
Positivity-H 1 norm-preserving model reduction
In this subsection, a simple model reduction which can preserve the positivity, stability and H 1 norm of positive system (1) is to be introduced.
It has been pointed out in [10] that state equation (1a) and the following equation 
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Proof. Since condition (2) holds and system (1) (13) is a standard system. Then, it is easy to see that x cr ðtÞ Z 0, t Z 0. On the other hand, we obtain ðC c Þ ro x cr ðtÞ¼C c xðtÞ, this is due to the fact that ðC c Þ c1 ¼ 0 which implies that x 1 has no impact on output. Therefore, according to Lemma Thus, it can be easily verified from Lemma 3 that x cr ðtÞ Z 0, y cr ðtÞZ 0; t Z 0. Since system (1) is stable and impulse-free, from the aforementioned discussion, the number of finite eigenvalues and eigenvalue 1 of ðE c ; A c Þ are r and n À r, respectively, which means that A c has r finite eigenvalues with negative real parts and n À r eigenvalue 0, or equivalently, M has r finite eigenvalues with negative real parts and n À r eigenvalue À α.D e fine 
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Then expanding the determinant of sI À M by column, we have
from which one can observe that the reduced order matrix M ro preserves the finite eigenvalues of ðE c ; A c Þ, in other words, M ro has r finite eigenvalues with negative real parts and n À r À 1 eigenvalue À α. Therefore, the reduced order system (13) is stable. According to the aforementioned analysis, the transfer function matrix of system (13) is given by
On the other hand, since ðÊ D cÊ c Þ ro is a projector, then there exists a nonsingular matrix T such that
Matrix ðA c Þ ro is partitioned accordingly,
from which it follows that A 2 ¼ 0, 
Therefore,
. If the set Z has two or more than two elements, in the same way, we can conclude that the reduced order system (13)is positive, stable and JG cr J 1 oγ. □
Remark 4. If ðÊ
D cÊ c Þ ro is nonsingular, then the reduced order system (13) is a standard system, conversely, it is a descriptor system, although it is described in the form of a standard system. It is should be stressed here that this model reduction method can be applied to not only positive descriptor systems, but also general descriptor systems. However, for general descriptor systems, we cannot derive the result JG cr J 1 ¼ JG cr ð0ÞJ. On the other hand, this method cannot be applied to standard systems, although state variable x i has no impact on other state variables, it may exercise a great influence on output.
Remark 5. A class of descriptor systems with some zero rows and zero columns in matrix E can be found in many practical models, such as DC motor [32] , circuit network [10, 30, 31] , and biological complex systems [32] . It is easy to check by computation that if there exists ðE c Þ ci ¼ 0, then ðÊ D cÊ c Þ ci ¼ 0. In this case, the introduced model reduction above is available. When highorder positive descriptor models are concerned, such method can be reduced order easily and efficiently, which leads to simpler analysis.
Bounded real lemma for discrete case
In this section, the results presented in Section 3 will be extended to discrete case. Consider a linear discrete descriptor system of the form 
, and xð0Þ is an admissible initial condition. For system (14) , it is said to be stable if ρðE d ; A d Þo1; it is said to be causal if indðE d ; A d Þ¼1; it is said to be admissible if it is regular, causal and stable [30] .
It has been pointed out in [14] Definition 3 (Virnik [14] ). System (14) is said to be positive if xðkÞ Z0; yðkÞZ 0; k Z 0 for any admissible initial condition xð0ÞZ 0 and any input uðτÞZ 0; 0 r τ r k þ vÀ 1. 
Lemma 6 (Virnik [14]). Suppose that ðE
The transfer function matrix of system (14) is given by
and its H 1 norm is defined as 
Proof. The proof is similar to that of Theorem 1. To the contrary, suppose that Eq. (16) does not hold for any PPDM X. Then there exists a nonzero matrix H≽0 such that Partition h≔½h
þ , the two above conditions can be rewritten as follows: [27] and that in this paper, the numerical example in the next section also shows that under the assumption that the initial condition of the original system and the reduced order system are different and the input vector is the same, the output vector of reduced order system asymptotically approaches that of the original system. It should also be mentioned that using our proposed method, the norm of the transfer function matrix of the original system equals to that of the reduced order system, which means under the same input vector, the norms of the output vector of the two systems are equal. In the classical H 1 model reduction setting, an additional performance index J yðtÞÀy ro ðtÞ Joγ JuðtÞJ needs to be satisfied, while using our method, when Jyt ðÞJ o 
Numerical example
In this section, a numerical example is given to illustrate the effectiveness of the obtained results. Now consider a linear electrical circuit consisting of resistances, inductances and source voltages (see Fig. 1 ) which is introduced in [10] as an example of weakly positive descriptor systems. As pointed out in [10] , using the mesh method, the following equations can be derived:
The mesh currents Direct computation also shows that JG cr J 1 ¼ JG cr ð0ÞJ ¼ 0:8944. Fig. 2 shows the maximum singular values of G c ðjωÞ and G cr ðjωÞ, ω A ½À10; 10, from which we can see that all the maximum singular values are smaller than 0.8945 and plots of original system and the reduced order system overlap completely. This fact shows that this model reduction method can be used to simplify analysis for high-order positive descriptor systems with some zero columns in derivative matrix E. Suppose that the initial state vector of the original system and that of the reduced order system are x 0 ¼½0:50 :20 :57 0:57 T and x 0 ¼½0:60 :1 T respectively, the voltages u 1 ¼ u 2 ¼ 1, then simulation results are present in Figs. 3-7 . Among them, Figs. 3 and 4 show the state trajectory of the original system and that of the reduced order system, Figs. 5 and 6 depict the output trajectory of the original system and that of the reduced order system, the output error between the original system and the reduced order system is also provided in Fig. 7 .
Conclusion
In this paper, bounded real lemmas for linear continuous and discrete positive descriptor systems have been investigated. By using the separating hyperplane theorem, necessary and sufficient conditions to check JG c J 1 oγ have been presented, which show that under the assumption of positivity characteristics, there exist PDDM solutions to the obtained LMIs conditions. Moreover, a simple model reduction which can preserve positivity, stability and H 1 norm of original systems is proposed. Finally, an example is provided to demonstrate the effectiveness of the theoretical results. However, we have only restricted our attention to the analysis of H 1 norm in this paper, an open problem is the development of stabilization of positive descriptor systems with positivity preserved, which is left for future research.
