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Abstract
The aim of this article is to study the behavior of the multifractal packing
function Bµ(q) under projections in Euclidean space for q > 1. We show that
Bµ(q) is preserved under almost every orthogonal projection. As an applica-
tion, we study the multifractal analysis of the projections of a measure. In
particular, we obtain general results for the multifractal analysis of the orthog-
onal projections on m-dimensional linear subspaces of a measure µ satisfying
the multifractal formalism.
MSC-2010: 28A20, 28A80.
Keyword: Hausdorff dimension; Packing dimension; Projection; Multifractal analy-
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1 Introduction and statement of the results
The notion of singularity exponents or spectrum and generalized dimensions are the
major components of the multifractal analysis. They were introduced with a view
of characterizing the geometry of measure and to be linked with the multifractal
spectrum which is the map which affects the Hausdorff or packing dimension of the
iso-Ho¨lder set
Eµ(α) =
{
x ∈ supp µ; lim
r→0
log
(
µB(x, r)
)
log r
= α
}
for a given α ≥ 0 and suppµ is the topological support of probability measure µ
on Rn, B(x, r) is the closed ball of center x and radius r. It unifies the multifractal
spectra to the multifractal packing function Bµ(q) via the Legendre transform [5, 26],
i.e.,
dimH
(
Eµ(α)
)
= inf
q∈R
{
qα+Bµ(q)
}
.
There has been a great interest in understanding the fractal dimensions of projections
of the iso-Ho¨lder sets and measures. Recently, the projectional behavior of dimensions
and multifractal spectra of sets and measures have generated a large interest in the
mathematical literature [3, 7, 14, 15, 18, 19, 20, 29, 30]. The first significant work
in this area was the result of Marstrand [22] who showed who proved a well-known
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theorem according to which the Hausdorff dimension of a planar set is preserved
under orthogonal projections. This result was later generalized to higher dimensions
by Kaufman [21], Mattila [23] and Hu and Taylor [16] and they obtain similar results
for the Hausdorff dimension of a measure.
Let us mention that Falconer and Mattila [12] and Falconer and Howroyd [11] have
proved that the packing dimension of the projected set or measure will be the same for
almost all projections. However, despite these substantial advances for fractal sets,
only very little is known about the multifractal structure of projections of measures,
except a paper by O’Neil [28]. Later, in [2] Barral and Bhouri, studied the multifractal
analysis of the orthogonal projections on m-dimensional linear subspaces of singular
measures on Rn satisfying the multifractal formalism. The result of O’Neil was later
generalized by Selmi et al. in [7, 8, 9, 32, 33].
O’Neil [28] has compared the generalized Hausdorff and packing dimensions of
a set E of Rn with respect to a measure µ with those of their projections onto m-
dimensional subspaces. More specifically, given a compactly supported Borel prob-
ability measure µ on Rn and q ∈ R, let Bµ(q) the multifractal packing function of
supp µ. Then we have BµV (q) ≤ Bµ(q) for all q ≤ 1 and all m-dimensional linear
subspaces V . Then, what can be said about the multifractal packing function and
its projection onto a lower dimensional linear subspace for q > 1? The goal of this
work is giving an answer to this question. We are interested in knowing whether or
not this property is preserved after orthogonal projections on γn,m-almost every linear
m-dimensional subspaces for q > 1, where γn,m is the uniform measure on Gn,m, the
set of linear m-dimensional subspaces of Rn endowed with its natural structure of a
compact metric space (see [24]).
In the present paper we pursue those kinds of studies and we consider the mul-
tifractal formalism developed in [28]. The aims of this study are twofold. First, the
behavior of the packing dimensions Bµ(q) under projection. In particular, we show
that Bµ(q) is preserved under γn,m-almost every orthogonal projection for q > 1. We
have treated an unsolved case by O’Neil which is q > 1 and the result that we have
obtained is optimal. Secondly, to investigate a relationship between the multifrac-
tal spectrum and its projection onto a lower dimensional linear subspace. We also
obtain general results for the multifractal analysis of the orthogonal projections on
m-dimensional linear subspaces of a measure µ satisfying the multifractal formalism.
2 Preliminaries
We start by recalling the multifractal formalism introduced by O’Neil in [28]. Let µ
be a compactly supported probability measure on Rn. For q, s ∈ R, E ⊆ supp µ and
δ > 0, we define the multifractal packing pre-measure,
P
q,s
µ,δ(E) = sup
{∑
i
µ
(
B
(
xi,
ri
3
))q
rsi
}
,
where the supremum is taken over all δ-packings of E,
P
q,s
µ (E) = inf
δ>0
P
q,s
µ,δ(E).
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The function P
q,s
µ is increasing but not σ-subadditive. That is the reason why
O’Neil introduced the modification of the multifractal packing measure Pq,sµ :
P
q,s
µ (E) = inf
E⊆
⋃
i Ei
∑
i
P
q,s
µ (Ei).
In a similar way, we define the Hausdorff measure,
H
q,s
µ,δ (E) = inf
{∑
i
µ
(
B(xi, 3ri)
)q
rsi ;
(
B(xi, ri)
)
i
is a δ-covering of E
}
,
and
H
q,s
µ (E) = sup
δ>0
H
q,s
µ,δ (E).
The functions Pq,sµ and H
q,s
µ are metric outer measures and thus measures on
the family of Borel subsets of Rn. An important feature of the pre-packing, packing
and Hausdorff measure is that Pq,sµ ≤ P
q,s
µ and there is a constant c depending also
on the dimension of the ambient space, such that H q,sµ ≤ c P
q,s
µ (see [28]).
The functions P
q,s
µ , P
q,s
µ and H
q,s
µ assign, in the usual way, a dimension to each
subset E of suppµ. They are respectively denoted by Λqµ(E), B
q
µ(E) and b
q
µ(E).
1. There exists a unique number Λqµ(E) ∈ [−∞,+∞] such that
P
q,s
µ (E) =

∞ if s < Λqµ(E),
0 if Λqµ(E) < s.
2. There exists a unique number Bqµ(E) ∈ [−∞,+∞] such that
P
q,s
µ (E) =

∞ if s < Bqµ(E),
0 if Bqµ(E) < s.
3. There exists a unique number bqµ(E) ∈ [−∞,+∞] such that
H
q,s
µ (E) =

∞ if s < bqµ(E),
0 if bqµ(E) < s.
We note that for all q ∈ R
bqµ(∅) = B
q
µ(∅) = Λ
q
µ(∅) = −∞,
and if µ(E) = 0, then
bqµ(E) = B
q
µ(E) = Λ
q
µ(E) = −∞ for q > 0.
Next, we define the separator functions Λµ, Bµ and bµ : R→ [−∞,+∞] by,
3
Λµ(q) = Λ
q
µ(suppµ), Bµ(q) = B
q
µ(supp µ) and bµ(q) = b
q
µ(supp µ).
It is well known that the functions Λµ, Bµ and bµ are decreasing. The functions Λµ,
Bµ convex and satisfying bµ ≤ Bµ ≤ Λµ.
Proposition 2.1 [28] Let µ be compactly supported probability measure on Rn. Then,
we have
1. For q < 1, 0 ≤ bµ(q) ≤ Bµ(q) ≤ Λµ(q).
2. bµ(1) = Bµ(1) = Λµ(1) = 0.
3. For q > 1, bµ(q) ≤ Bµ(q) ≤ Λµ(q) ≤ 0.
Remark 2.1 The multifractal Hausdorff and packing measures introduced by O’Neil
are different from those developed by Olsen [26]. Although, when µ satisfies a doubling
condition, the multifractal measures are equivalent.
3 Main result
Let µ be a compactly supported probability measure on Rn and q ∈ R. In the
following, we require an alternative characterization of the generalized upper Lq-
spectrum of µ in terms of a potential obtained by convolving µ with a certain kernel.
For this purpose let us introduce some notations. For 1 ≤ s ≤ n and r > 0 we define
φsr : R
n −→ R
x 7−→ min
{
1, rs|x|−s
}
,
and
µ ∗ φsr(x) =
∫
min
{
1, rs|x− y|−s
}
dµ(y).
Let E be a compact subset of supp µ. For 1 ≤ s ≤ n and q > 1, write
N q,sµ,r(E) =
∫
E
(
µ ∗ φsr/3(x)
)q−1
dµ(x),
and
τ q,sµ (E) = lim sup
r→0
logN q,sµ,r(E)
− log r
and τ q,sµ (E) = lim inf
r→0
logN q,sµ,r(E)
− log r
.
The definition of these dimensions is, frankly, messy, indirect and unappealing. In
an attempt to make the concept more attractive, we present here an alternative ap-
proach to the dimension τ q,sµ and his application to projections in terms of a potential
obtained by convolving µ with a certain kernel. For E a compact subset of suppµ we
can try to decompose E into a countable number of pieces E1, E2, ... in such a way
that the largest piece has as small a dimension as possible. The present approach
was first used by Falconer in [10, Section 3.3] and further developed by O’Neil in [28,
Proposition 2.4]. This idea leads to the following modified dimension in terms of the
convolutions:
T
q,s
µ (E) = inf
{
sup
1≤i<∞
τ q,sµ (Ei), E ⊂
⋃
i
Ei with each Ei compact
}
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and
T
s
µ(q) = T
q,s
µ (supp µ) for all s ≥ 1.
Let m be an integer with 0 < m ≤ n and Gn,m the Grassmannian manifold
of all m-dimensional linear subspaces of Rn. Denote by γn,m the invariant Haar
measure on Gn,m such that γn,m(Gn,m) = 1. For V ∈ Gn,m, we define the projection
map piV : R
n −→ V as the usual orthogonal projection onto V . Then, the set
{piV , V ∈ Gn,m} is compact in the space of all linear maps from R
n to Rm and the
identification of V with piV induces a compact topology for Gn,m. Also, for a Borel
probability measure µ with compact support suppµ ⊂ Rn and for V ∈ Gn,m, we
denote by µV , the projection of µ onto V , i.e.,
µV (A) = µ(pi
−1
V (A)) ∀A ⊆ V.
Since µ is compactly supported and suppµV = piV (suppµ) for all V ∈ Gn,m, then,
for any continuous function f : V −→ R, we have∫
V
fdµV =
∫
f(piV (x))dµ(x),
whenever these integrals exist. Then for all V ∈ Gn,m, x ∈ R
n and 0 < r < 1, we
have
µ ∗ φmr (x) =
∫
µV (B(xV , r))dV =
∫
min
{
1, rm|x− y|−m
}
dµ(y).
In [28], O’Neil has compared the generalized Hausdorff and packing dimensions
of a set E of Rn with respect to a measure µ with those of their projections onto
m-dimensional subspaces. More specifically, he proved the following result:
Theorem 3.1 Let µ be a compactly supported probability measure on Rn and E ⊆
supp µ. For q ≤ 1 and all V ∈ Gn,m, we have
BqµV (piV (E)) ≤ B
q
µ(E).
In this paper, we show that Bqµ(E) is preserved under γn,m-almost every orthogonal
projection for q > 1. We have treated an unsolved case by O’Neil which is q > 1 and
the result that we have obtained is optimal. More precisely, we have the following
result.
Theorem 3.2 Let E be a compact subset of supp µ and q > 1.
1. If 1 < q ≤ 2, one has
BqµV (piV (E)) = T
q,m
µ (E) = max
(
m(1−q), Bqµ(E)
)
, for γn,m-almost every V ∈ Gn,m.
2. If q > 2 and (Ei)i is a cover of E by a countable collection of compact sets is
such that Λqµ(Ei) ≥ −m for all i, then
BqµV (piV (E)) = T
q,m
µ (E) = B
q
µ(E), for γn,m-almost every V ∈ Gn,m.
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As a consequence we have, the following corollary
Corollary 3.1 Let q > 1.
1. If 1 < q ≤ 2, one has
BµV (q) = T
m
µ (q) = max
(
m(1− q), Bµ(q)
)
, for γn,m-almost every V ∈ Gn,m.
2. If q > 2 and (Ei)i is a cover of supp µ by a countable collection of compact sets
is such that Λqµ(Ei) ≥ −m for all i, then
BqµV (q) = T
m
µ (q) = Bµ(q), for γn,m-almost every V ∈ Gn,m.
Remark 3.1 The hypothesis Λqµ(Ei ∩ E) ≥ −m for all i implies that Λ
q
µ(E) ≥ −m.
Nevertheless, we don’t know if the weaker condition Λqµ(E) ≥ −m is sufficient to
obtain the conclusion of Theorem 3.2.
4 Proof of the main result
4.1 Preliminary results
We present the tools, as well as the intermediate results, which will be used in the
proof of our main result. Let µ be a compactly supported probability measure on Rn
and q ∈ R. We define the upper and lower Lq- spectrum of a measure µ. For a subset
E ⊂ supp µ, write
N qµ,r(E) = sup
{∑
i
µ
(
B
(
xi,
r
3
))q
;
(
B(xi, r)
)
i
is a packing of E
}
.
The upper respectively lower Lq- spectrum τ qµ and τ
q
µ of E is defined by
τ qµ(E) = lim sup
r→0
logN qµ,r(E)
− log r
and τ qµ(E) = lim inf
r→0
logN qµ,r(E)
− log r
.
By convention, if r ∈ (0, 1): log 0
− log r
= −∞.
The following proposition is a consequence of the multifractal formalism developed
in [28].
Proposition 4.1 Let E be a compact subset of supp µ and q ∈ R. One has
Bqµ(E) = inf
{
sup
1≤i<∞
τ qµ(Ei), E ⊂
⋃
i
Ei with each Ei compact
}
.
Proposition 4.1 is a consequence from the following lemmas.
Lemma 4.1 Let E be a subset of supp µ and q ∈ R. Then we have
Bqµ(E) = inf
{
sup
1≤i<∞
τ qµ(Ei), E ⊂
⋃
i
Ei
}
= inf
{
sup
1≤i<∞
Λqµ(Ei), E ⊂
⋃
i
Ei
}
.
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Proof. The Lemma is Proposition 2.4 of [28].
Lemma 4.2
1. For q, s ∈ R, we have P
q,s
µ (E) = P
q,s
µ (E) and Λ
q
µ(E) = Λ
q
µ(E) for all E ⊂
supp µ.
2. Let E be a compact subset of suppµ and q ∈ R. If
Λqµ(E ∩ V ) = Λ
q
µ(E) for all open sets V with E ∩ V 6= ∅,
then,
Bqµ(E) = Λ
q
µ(E).
Proof. The first part is Lemma 5.4.1 in [25]. We will prove the second part. Let
E ⊂ ∪iEi. Since E ⊂ ∪iEi, Baire’s category theorem implies that there exists an
integer k ∈ N and an open set V such that ∅ 6= E ∩ V ⊂ Ek. Hence,
sup
i
Λqµ(Ei) ≥ Λ
q
µ(Ek) ≥ Λ
q
µ(E ∩ V ) = Λ
q
µ(E).
Since the covering (Ei)i of E was arbitrary, the previous lemma now implies that
Bqµ(E) = inf
{
sup
1≤i<∞
Λqµ(Ei), E ⊂
⋃
i
Ei
}
= inf
{
sup
1≤i<∞
Λqµ(Ei), E ⊂
⋃
i
Ei
}
≥ Λqµ(E).
The following straightforward estimates concern the behavior of µ∗φnr (x) as r → 0.
Lemma 4.3 [13] Let 1 ≤ m ≤ n and µ be a compactly supported probability measure
on Rn. For all x ∈ Rn, we have
crm ≤ µ ∗ φmr (x)
for all sufficiently small r, where c > 0 is independent of r.
Lemma 4.4 [13] Let µ be a compactly supported probability measure on Rn.
1. For all x ∈ Rn and r > 0
µ(B(x, r)) ≤ µ ∗ φnr (x).
2. Let ε > 0. We have that for µ-almost all x
r−εµ(B(x, r)) ≥ µ ∗ φnr (x),
if r is sufficiently small.
We use the properties of µ ∗ φnr (x) to have a relationship between the kernels and
projected measures.
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Lemma 4.5 [13] Let 1 ≤ m ≤ n, µ be a compactly supported probability measure on
R
n, ε > 0 and r is sufficiently small.
1. For all V ∈ Gn,m and for µ-almost all x ∈ R
n
rεµ ∗ φmr (x) ≤ µV (B(xV , r)).
2. For γn,m-almost all V ∈ Gn,m and all x ∈ R
n
rεµ ∗ φmr (x) ≥ µV (B(xV , r)).
The next result is essentially a restatement of [2, Proposition 4.2] and [6, Propo-
sition 5.1] (see also [13, Lemma 2.6 (a)] and [34]). We provide a proof for the reader’s
convenience.
Proposition 4.2 Let E be a compact subset of supp µ. For q > 1, we have
τ qµ(E) = lim inf
r→0
1
− log r
log
∫
E
(
µ(B(x, r/3))
)q−1
dµ(x)
and
τ qµ(E) = lim sup
r→0
1
− log r
log
∫
E
(
µ(B(x, r/3))
)q−1
dµ(x).
Proof. Let r > 0 and
(
B(xi, r/3)
)
i
be a family of disjoint balls centered on E. Since
q > 1, we have∫
E
(
µ(B(x, r/3))
)q−1
dµ(x) ≥
∫
⋃
i B(xi,r/9)
(
µ(B(x, r/3))
)q−1
dµ(x)
≥
∑
i
(
µ (B (xi, r/9))
)q
.
On the other hand, for every r > 0 we can apply Besicovitch’s covering theorem
to
(
B(x, r/3)
)
x∈E
, to get a positive integer ξ(n) depending on n only, as well as
B1 =
(
B(x1,j , r/3)
)
j
,...,Bξ(n) =
(
B(xξ(n),j , r/3)
)
j
, ξ(n) families of disjoint balls of
radius r/3, such that E ⊂
⋃ξ(n)
i=1
⋃
j B(xi,j, r/3) and∫
E
(
µ(B(x, r/9))
)q−1
dµ(x) ≤
ξ(n)∑
i=
∑
j
∫
B(xi,j ,r/3)
(
µ(B(x, r/9))
)q−1
dµ(x)
≤
ξ(n)∑
i=
∑
j
(
µ(B(xi,j, r/3))
)q
.
Taking the logarithms and letting r → 0 yields the result.
Remark 4.1 Let E be a compact subset of supp µ and q > 1. It is clear that from
Proposition 4.2 and Proposition 2.8 in [13],
τ qµ(E) = τ
q,n
µ (E) and τ
q
µ(E) = τ
q,n
µ (E).
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With these definitions we have the following corollaries.
Corollary 4.1 Let E be a compact subset of suppµ. For q > 1 and 1 ≤ m ≤ n, we
have
τ q,mµ (E) = inf
{
s ≥ 0; lim sup
r→0
rs
∫
E
(
µ ∗ φmr/3(x)
)q−1
dµ(x) = 0
}
and
τ q,mµ (E) = inf
{
s ≥ 0; lim inf
r→0
rs
∫
E
(
µ ∗ φmr/3(x)
)q−1
dµ(x) = 0
}
.
Corollary 4.2 Let E be a compact subset of suppµ. For q > 1, we have
τ qµ(E) = inf
{
s ≥ 0; lim sup
r→0
rs
∫
E
(
µ(B(x, r/3))
)q−1
dµ(x) = 0
}
and
τ qµ(E) = inf
{
s ≥ 0; lim inf
r→0
rs
∫
E
(
µ(B(x, r/3))
)q−1
dµ(x) = 0
}
.
Proposition 4.3 Let E be a compact subset of supp µ. For q > 1, we have
τ q,mµ (E) = max
(
m(1− q), τ qµ(E)
)
.
Proof. Recalling that, from Lemma 4.4
µ ∗ φmr/3(x) ≥ µ(B(x, r/3)),
it will be clear that for q > 1 we have∫
E
(
µ ∗ φmr/3(x)
)q−1
dµ(x) ≥
∫
E
(
µ(B(x, r/3))
)q−1
dµ(x).
Hence,
τ q,mµ (E) ≥ τ
q
µ(E) and τ
q,m
µ (E) ≥ τ
q
µ(E).
Without loss of generality, we may assume that µ(E) > 0. From Lemma 4.3, we get∫
E
(
µ ∗ φnr/3(x)
)q−1
dµ(x) ≥ c1r
m(q−1)µ(E).
Therefore, we obtain
τ q,mµ (E) ≥ m(1 − q).
Let t > τ qµ(E). Suppose that supp µ have diameter h. Then∫
E
(
µ(B(x, r/3))
)q−1
dµ(x) ≤ c1r
−t, ∀r ≤ 6h,
where c1 is independent of r, and∫
E
(
µ(B(x, r/3))
)q−1
dµ(x) = 1, ∀r ≥ 6h.
9
For ε > 0, p = q−1 and r is small enough, by using Proposition 2.5 in [13], we obtain∫
E
(
µ ∗ φmr/3(x)
)p
dµ(x) ≤ B (r/3)mp−ε
∫ +∞
r/3
u−mq−1
∫
E
(
µ(B(x, u))
)p
dµ(x)du
= B (r/3)mp−ε
∫ 6h
r/3
u−mq−1
∫
E
(
µ(B(x, u))
)p
dµ(x)du
+ B (r/3)mp−ε
∫ +∞
6h
u−mp−1
∫
E
(
µ(B(x, u))
)p
dµ(x)du
≤ C1(r/3)
mp−ε
∫ 6h
r/3
u−mp−1−tdu
+ C2(r/3)
mp−ε
∫ +∞
6h
u−mp−1du
≤

C3 (r/3)
−t−ε si t > −mp,
C4 (r/3)
mp−ε si t ≤ −mp,
where B and Ci (i = 1, ..., 4) are independent of r. This gives that
τ q,mµ (E) ≤ max(−mp, t), for all t > τ
q
µ(E).
Finally, we obtain
τ q,mµ (E) ≤ max
(
m(1− q), τ qµ(E)
)
.
The following results present alternative expressions of the Lq-spectrum in terms
of the convolutions as well as general relations between the Lq-spectrum of a measure
and that of its orthogonal projections.
Theorem 4.1 Let E be a compact subset of supp µ. Then, we have
1. for all q > 1 and V ∈ Gn,m,
τ qµV (piV (E)) ≥ τ
q,m
µ (E) and τ
q
µV
(piV (E)) ≥ τ
q,m
µ (E).
2. For all 1 < q ≤ 2 and γn,m-almost every V ∈ Gn,m,
τ qµV (piV (E)) = τ
q,m
µ (E) = max
(
m(1− q), τ qµ(E)
)
and
τ qµV (piV (E)) = τ
q,m
µ (E).
3. For all q > 2 and γn,m-almost every V ∈ Gn,m,
(a) If −m ≤ τ qµ(E) then τ
q
µV
(piV (E)) = τ
q,m
µ (E) = τ
q
µ(E).
(b) τ qµV (piV (E)) = max
(
m(1− q), τ q,mµ (E)
)
.
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Remark 4.2 The assertion (2) is essentially a restatement of the main result of Hunt
et al. in [17] and Falconer et al. in [13, Theorem 3.9]. The assertion (3) extends the
result of Hunt and Kaloshin (of Falconer and O’Neil) to the case q > 2 untreated in
their work.
Proof. The first and second parts follows from Proposition 4.3 and the following
lemma which is a consequence of Lemma 4.5.
Lemma 4.6 Let E be a compact subset of supp µ. Then, we have
1. for all q > 1 and V ∈ Gn,m,
lim sup
r−→0
1
− log r
log

∫
E
(
µ ∗ φnr/3(x)
)q−1
dµ(x)∫
piV (E)
(
µV (B(xV , r/3))
)q−1
dµV (xV )

 ≤ 0,
2. for 1 < q ≤ 2 and γn,m-almost every V ∈ Gn,m,
lim
r→0
1
− log r
log

∫
E
(
µ ∗ φnr/3(x)
)q−1
dµ(x)∫
piV (E)
(
µV (B(xV , r/3))
)q−1
dµV (xV )

 = 0.
See [1, Theorem 2.1], [6, Theorem 4.1] and [31] for the key ideas needed to prove the
third part of Theorem 4.1.
4.2 Proof of Theorem 3.2
Let us prove our main theorem. Let q > 1.
1. If s > Tq,mµ (E) we may cover E by a countable collection of sets Ei, which
we may take to be compact, such that τ q,mµ (Ei) < s. By using Theorem 4.1
(2.), we have τ qµV (piV (Ei)) ≤ s for γn,m-almost every V ∈ Gn,m. Proposition
4.1 implies that BqµV (piV (E)) ≤ s for γn,m-almost every V ∈ Gn,m and so,
BqµV (piV (E)) ≤ T
q,m
µ (E) for γn,m-almost every V ∈ Gn,m.
Now, if s < Tq,mµ (E). Fix V ∈ Gn,m and let (E˜i)i be a cover of the compact
set piV (E) by a countable collection of compact sets. Put for each i, Ei =
E ∩ pi−1V (E˜i), then supi τ
q,m
µ (Ei) > s. By using Theorem 4.1 (1.), we have
supi τ
q
µV
(piV (Ei)) ≥ s and supi τ
q
µV
(E˜i) ≥ s, this implies that B
q
µV
(piV (E)) ≥ s.
Therefore, we obtain BqµV (piV (E)) ≥ T
q,m
µ (E).
Thus, the part concerning the equality between max
(
m(1 − q), Bqµ(E)
)
and
Tq,mµ (E) is a consequence of Proposition 4.3.
2. Let (Ei)i be a cover of E by a countable collection of compact sets is such that
τ qµ(Ei) = Λ
q
µ(Ei) ≥ −m for all i. Then, by using Lemma 4.1 and Proposition
4.3, we have Tq,mµ (E) = B
q
µ(E).
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Now, if s > Tq,mµ (E) we may cover E by a countable collection of sets Ei, which
we may take to be compact, such that τ q,mµ (Ei) < s. By using Theorem 4.1 (2.)
and since −m ≤ τ qµ(Ei) = Λ
q
µ(Ei) for all i, we have τ
q
µV
(piV (Ei)) ≤ s for γn,m-
almost every V ∈ Gn,m. Proposition 4.1 implies that B
q
µV
(piV (E)) ≤ s for γn,m-
almost every V ∈ Gn,m and so, B
q
µV
(piV (E)) ≤ T
q,m
µ (E) for γn,m-almost every
V ∈ Gn,m. In similar way, we prove B
q
µV
(piV (E)) ≥ T
q,m
µ (E) for all V ∈ Gn,m.
We can improve substantially the O’Neil’s result [28, Corollary 5.12] in the fol-
lowing example:
Example 4.1 Fix 0 < m ≤ n and let µ be a self-similar measure on Rn with support
equal to K such that dimP (K) = s ≤ m. Let q ≥ 0 and (Ei)i be a cover of E by
a countable collection of compact sets is such that Λqµ(Ei) ≥ −m for all i. By using
Corollary 3.1 and Corollary 5.12 in [28], we have for γn,m-almost every V ∈ Gn,m
BµV (q) = bµV (q) = bµ(q) = Bµ(q).
5 Application
When µ obeys the multifractal formalism over some interval, we are interested in
knowing whether or not this property is preserved after orthogonal projections on
γn,m-almost every linear m-dimensional subspaces.
This section is devoted to study the behavior of projections of measures obeying to
the multifractal formalism. More precisely, we prove that for q > 1 if the multifractal
formalism holds for µ at α = −B′µ(q), it holds for µV for γn,m-almost every V ∈ Gn,m.
Before detailing our results let us recall the multifractal formalism introduced by
O’Neil. For α ≥ 0, let
Eµ(α) =
x ∈ supp µ; limr→0 log
(
µB(x, 3r)
)
log r
= α
 .
We mention that in the last decade there has been a great interest for the multifractal
analysis and positive results have been written in various situations (see for example
[4, 5, 26, 27]).
The function Bµ(q) is related to the multifractal spectrum of the measure µ. More
precisely, f ∗(α) = inf
β
(
αβ + f(β)
)
denotes the Legendre transform of the function f,
it has been proved in [4, 5, 26, 27] a lower and upper bound estimate of the singularity
spectrum using the Legendre transform of the function Bµ(q). The following theorem
is a consequence of the multifractal formalism developed in [5].
Theorem 5.1 Let µ be a compactly supported Borel probability measure on Rn and
q ∈ R. Suppose that
1. H
q,Bµ(q)
µ (supp µ) > 0,
2. Bµ is differentiable at q.
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Then,
dimH Eµ
(
− B′µ(q)
)
= dimP Eµ
(
−B′µ(q)
)
= B∗µ
(
− B′µ(q)
)
= b∗µ
(
− B′µ(q)
)
.
Here dimH and dimP denote, respectively, the Hausdorff and the packing dimension,
see [26] for precise definitions of this.
The following proposition is established in [28].
Proposition 5.1 Let µ be a compactly supported Borel probability measure on Rn.
For q ≥ 1 and all V ∈ Gn,m, we have
bµV (q) ≥ max
(
m(1− q), bµ(q)
)
.
In the following, we study the validity of the multifractal formalism under projec-
tion. More specifically, we obtain general result for the multifractal analysis of the
orthogonal projections on m-dimensional linear subspaces of measure µ satisfying the
multifractal formalism.
Theorem 5.2 Let µ be a compactly supported Borel probability measure on Rn and
q > 1. Suppose that
(H1) H
q,Bµ(q)
µ (suppµ) > 0,
(H2) Bµ is differentiable at q,
(H3) (Ei)i be a cover of suppµ by a countable collection of compact sets is such that
bqµ(Ei ∩ supp µ) ≥ max(−m,m(1− q)) for all i.
Then, for γn,m-almost every V ∈ Gn,m,
dimP EµV
(
− B′µ(q)
)
= dimH EµV
(
− B′µ(q)
)
= dimH Eµ
(
− B′µ(q)
)
= dimP Eµ
(
− B′µ(q)
)
= B∗µ
(
− B′µ(q)
)
= b∗µ
(
−B′µ(q)
)
.
Remark 5.1 The results of Theorem 5.2 hold if we replace the condition
H
q,Bµ(q)
µ (suppµ) > 0
by the existence of a nontrivial (Frostman) measure νq satisfying
νq(B(x, r)) ≤ µ(B(x, 3r))
q rBµ(q)
where x ∈ supp µ and 0 < r < 1.
For more details, the reader can see [28, Theorem 5.1].
Proof. By using Corollary 3.1, Proposition 5.1, (H1) and (H3) we have, for γn,m-
almost every V ∈ Gn,m,
bµ(q) = bµV (q) = BµV (q) = Bµ(q). (5.1)
(H1), (5.1) and the proof of Lemma 3.2 in [28] ensure that, there exists a positive
constant c such that
13
0 < H
q,Bµ(q)
µ (supp µ) ≤ c H
q,BµV (q)
µV (supp µV ), for γn,m-almost every V ∈ Gn,m.
So, the hypothesis (H2), Theorem 5.1 and the equalities (5.1) imply that
dimH EµV
(
− B′µ(q)
)
≥ −qB′µ(q) +Bµ(q), for γn,m-almost every V ∈ Gn,m. (5.2)
Hence, the assumption (5.1) give that
dimP EµV
(
−B′µ(q)
)
≤ B∗µV
(
−B′µ(q)
)
= B∗µ
(
− B′µ(q)
)
, (5.3)
for γn,m-almost every V ∈ Gn,m. Thus, the result is a consequence from (5.2) and
(5.3).
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