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4ABSTRACT
Optimization for Supervised Machine Learning:
Randomized Algorithms for Data and Parameters
Filip Hanzely
Many key problems in machine learning and data science are routinely modeled as
optimization problems and solved via optimization algorithms. With the increase of the
volume of data and the size and complexity of the statistical models used to formulate
these often ill-conditioned optimization tasks, there is a need for new efficient algorithms
able to cope with these challenges.
In this thesis, we deal with each of these sources of difficulty in a different way. To
efficiently address the big data issue, we develop new methods which in each iteration
examine a small random subset of the training data only. To handle the big model
issue, we develop methods which in each iteration update a random subset of the model
parameters only. Finally, to deal with ill-conditioned problems, we devise methods that
incorporate either higher-order information or Nesterov’s acceleration/momentum. In all
cases, randomness is viewed as a powerful algorithmic tool that we tune, both in theory
and in experiments, to achieve the best results.
Our algorithms have their primary application in training supervised machine learning
models via regularized empirical risk minimization, which is the dominant paradigm for
training such models. However, due to their generality, our methods can be applied
in many other fields, including but not limited to data science, engineering, scientific
computing, and statistics.
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Chapter 1
Introduction
Over the past several decades, optimization has become a key tool in the toolbox of mod-
ern technology, enabling a multitude of areas of engineering, computer science, physics,
economics, finance, chemistry, computational biology, as well as many other fields of
human endeavor.
In this thesis, we predominantly focus on continuous optimization problems arising in
the training of supervised machine learning models1. Informally, the training of such mod-
els can be described as the search for the parameters characterizing the model that best
fits the observed data. In particular, the dominant paradigm for solving supervised ma-
chine learning problems is to cast them as regularized empirical risk minimization (ERM)
problems, often also called finite-sum optimization problems, which take the form
min
x∈Rd

F (x)
def
=
1
n
n∑
i=1
fi(x)︸ ︷︷ ︸
def
=f(x)
+ψ(x)

. (1.1)
In the above problem, the vector x ∈ Rd represents the parameters describing the model
we wish to train (e.g., support vector machine, logistic regression or a neural network),
the function fi measures the misfit of model x with respect to the ith data point, and
function ψ : Rd → R∪{+∞} is a regularizer whose role is to incorporate prior information
or impart desirable properties onto the model. The objective function F measures the
(regularized) empirical loss of model x.
The training of machine learning models carries a multitude of challenges, with the
two most pronounced being the size of the training dataset (i.e., big n) and the size of
the model (i.e., big d). Big data and big model scenarios render standard determinis-
tic optimization methods, such as gradient descent and Newton’s method, inefficient at
solving (1.1). In the past decade, this led to a “Cambrian explosion” of new iterative
algorithms utilizing randomness in various ingenious ways aimed at addressing the big
data and big model problems. In order to identify a model of suitable (optimization or
generalization) properties, these new randomized methods typically rely on significantly
cheaper iterations than their deterministic counterparts at the cost of requiring many
more iterations. However, the benefits of such an approach often vastly outweigh the
1Our results are applicable beyond supervised machine learning (training of regression/classification
models), as we shall see. Supervised machine learning is, however, the primary application we have in
mind.
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costs, both in theory and in practice, which makes them the methods of choice in the big
data or big model regime. The per-iteration savings are due to the inclusion of suitable
randomization strategies such as subsampling the data, i.e., working with a small subset
of the functions fi in each iteration only, or subsampling the parameters, i.e., updating a
small subset of the parameters in each iteration only.
Informally speaking, the main goal of this thesis is to develop, under appropriate
assumptions on the properties of the regularized empirical loss function F , through its
constituents {fi}ni=1 and ψ, new state-of-the-art randomized optimization algorithms for
solving the ERM problem (1.1), both in theory (by establishing improved convergence and
complexity results) and in practice (by extensive experimental testing on synthetic and
real data). While the structure of F varies slightly among the individual chapters of this
thesis, we mostly assume that f is differentiable and convex, while ψ is convex, possibly
non-smooth, but assumed to be proximable2.
1.1 Technical preliminaries and basic algorithms
In this section, we introduce typical assumptions that we impose on the functions {fi}
and ψ appearing in (1.1) throughout the individual chapters, as well as introduce stan-
dard tricks and results in optimization which we build upon in this work. We describe
gradient descent—the cornerstone of first order optimization—followed by three stan-
dard tricks from the literature that gradient descent can be furnished with: Nesterov’s
acceleration [149], proximal operator [9] and randomness [179].
We shall first equip Rd with an inner product and a norm. The standard Euclidean
inner product of vectors x, y ∈ Rd is 〈x, y〉 def= ∑di=1 xi · yi and the (induced) Euclidean
norm is ‖x‖ def= 〈x, x〉1/2. For the reader’s convenience, we present a table of frequently
used notation in Appendix A.
1.1.1 Smoothness and convexity
We now introduce two key concepts which will be used in various places throughout this
text: convexity and smoothness. We will often assume that the objective F (or some part
of F ) is convex and smooth. The exact assumptions used differ from chapter to chapter,
and are described therein. Let us first start with (strong) convexity.
Definition 1.1.1 (Strong convexity and convexity). Let µ ≥ 0. Function h : Rd → R is
µ-strongly convex if for all x, y ∈ Rd, and all t ∈ [0, 1]:
h(tx+ (1− t)y) ≤ th(y) + (1− t)h(x)− µt(1− t)
2
‖x− y‖2.
In the special case where µ = 0, we say that h is convex.
The following standard result states that for a sufficiently smooth function h, strong
convexity provides a global quadratic (or linear in the µ = 0 case) lower bound on h and
a uniform lower bound on the eigenvalues of its Hessian.
2The well-known notion of “proximability” is formally introduced in Section 1.1.4.
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Proposition 1.1.2 (Nesterov [154]). Let h : Rd → R be differentiable. Then, h is
µ-strongly convex if and only if for all x, y ∈ Rd:
h(x) ≥ h(y) + 〈∇h(y), x− y〉+ µ
2
‖x− y‖2.
If h is further twice differentiable, it is µ-strongly convex if and only if for all x ∈ Rd we
have ∇2h(x)  µI, where I ∈ Rd×d is the identity matrix.
Next, we introduce a typical smoothness assumption we make throughout the thesis.
Definition 1.1.3 (L-smoothness). Differentiable function h : Rd → R is L-smooth if it
has L-Lipschitz gradient, namely for all x, y ∈ Rd:
‖∇h(x)−∇h(y)‖ ≤ L‖x− y‖.
Analogously to strong convexity, smoothness provides us with both an upper bound
on the function value as well as with an upper bound on the Hessian at each point in the
domain.
Proposition 1.1.4 (Nesterov [154]). A differentiable function h : Rd → R is L-smooth
if and only if for all x, y ∈ Rd:
h(y)+〈∇h(y), x− y〉−L
2
‖x−y‖2 ≤ h(x) ≤ h(y)+〈∇h(y), x− y〉+L
2
‖x−y‖2. (1.2)
If h is further twice differentiable, it is L-smooth if and only if for all x ∈ Rd we have
∇2h(x)  LI, where  designates the Lo¨wner ordering of matrices.
We are now ready to present the backbone of the world of first-order optimization
algorithms—gradient descent—along with a few basic and well known extensions.
1.1.2 Gradient descent
For the sake of expositional simplicity, consider optimization problem (1.1) in its simplest
form: ψ ≡ 0 and n = 1. That is, we consider the unregularized case and ignore the
finite-sum structure of f . In this case, F = f .
Note that if f is L-smooth, the second inequality in (1.2) provides us with a global
convex quadratic upper bound on f using zero and first-order information about f at
arbitrary point y:
f(x) ≤ f(y) + 〈∇f(y), x− y〉+ L
2
‖x− y‖2 . (1.3)
Minimizing this upper bound in the variable x gives
x = y − 1
L
∇f(y).
Doing this iteratively, we arrive at the famous gradient descent method (Algorithm 1),
which is a trivial baseline we build on throughout this thesis.
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Algorithm 1 Gradient descent (GD)
1: Input: Starting point x0 ∈ Rd, smoothness constant L > 0
2: for k = 0, 1, 2, . . . do
3: xk+1 = xk − 1
L
∇f(xk)
4: end for
Convergence properties of gradient descent are described in Proposition 1.1.5. This
standard result posits sublinear convergence for the class of smooth and convex functions
and linear convergence for the class of smooth and strongly convex functions.
Proposition 1.1.5 (Nesterov [154]). Let f ∗ def= minx∈Rd f(x) and x∗
def
= arg minx∈Rd F (x) =
arg minx∈Rd f(x). Suppose that the sequence of iterates {xk}∞k=0 is generated by Algo-
rithm 1. If f is L-smooth and convex, then
f
(
xk
)− f ∗ ≤ 2L ‖x0 − x∗‖2
k + 4
.
If we additionally assume that f is µ-strongly convex3, then
f
(
xk
)− f ∗ ≤ (L− µ
L+ µ
)2k
L ‖x0 − x∗‖2
2
.
Next, we introduce a handful of tricks that can be incorporated on top of gradient
descent: Nesterov’s acceleration, proximal operator, and stochasticity. As we shall see,
these tricks are mutually “orthogonal”, which means that, generally speaking, they can
be built on top of each other for a more pronounced additive benefit.
1.1.3 Nesterov’s acceleration
Notice that gradient descent is a greedy method. Indeed, the next iterate is constructed
to find a point with the smallest guaranteed function value given the information we
have about f : zero and first-order information about f at the current iterate, and the
smoothness parameter L. As a byproduct, gradient descent forgets all the past information
gathered throughout the optimization process. It turns out that in this case, greediness
as an algorithmic design tool is suboptimal since appropriate use of history can yield to a
significant improvement in iteration complexity. Nesterov’s accelerated gradient descent
method (stated as Algorithm 2) is an algorithm that achieves this.
The following proposition describes the convergence rate of Nesterov’s accelerated
gradient descent method.
Proposition 1.1.6 (Nesterov [154, 149]). Suppose that sequence {xk}∞k=0 was generated
3This implies that, necessarily, µ ≤ L.
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Algorithm 2 Nesterov’s accelerated gradient descent (AGD)
1: Input: Starting point x0 = y0 ∈ Rd, smoothness constant L > 0, strong convexity
µ ≥ 0
2: for k = 0, 1, 2, . . . do
3: xk+1 = yk − 1
L
∇F (yk)
4: if µ = 0 then
5: yk+1 = xk+1 + k
k+3
(
xk+1 − xk)
6: else
7: yk+1 = xk+1 +
√
L−√µ√
L+
√
µ
(
xk+1 − xk)
8: end if
9: end for
by Algorithm 2. If f is L-smooth and µ-strongly convex4, then
f
(
xk
)− f ∗ ≤ min{(1−√µ
L
)k
,
4
(2 + k)2
}(
f
(
x0
)− f ∗ + L
2
∥∥x0 − x∗∥∥2) .
Up to a constant factor, the method only requires a square root of the number of
iterations needed by gradient descent.
It is important to mention that Algorithm 2 is optimal in terms of oracle complexity
for both smooth convex and smooth strongly convex problems as it (up to a constant)
matches the corresponding lower bound [154].
1.1.4 Proximal operator and proximal gradient descent
In their simplest form, neither gradient descent nor Nesterov’s accelerated gradient descent
are applicable in the presence of a non-smooth regularizer ψ. In this section, we offer a
brief overview of the proximal gradient descent method, which is capable of solving (1.1)
for any convex closed5 provided that ψ is proximable, which means that the proximal
operator of ψ, defined as
proxαψ(x)
def
= arg min
y∈Rd
{
ψ(y) +
1
2α
‖y − x‖2
}
, (1.4)
where α > 0, is easily computable (e.g., in closed form).
Example 1. In the following two examples we give formulas for the proximal operators of
two commonly used regularizers.
• In some applications, ψ is used to represent a hard constraint on model x. In
particular, let Q ⊆ Rd be any nonempty closed convex set. It is easy to see that
the optimization problem
min
x∈Q
f(x)
4We allow for µ = 0.
5We say that a convex function h : Rd → R ∪ {+∞} is closed if for any c ∈ R the sublevel set
{x; | h(x) ≤ c} is a closed set.
30
can be equivalently written in the form (1.1) by setting ψ to be the “indicator”
function of Q:
min
x∈Rd
f(x) + ψ(x), ψ(x)
def
=
{
0 if x ∈ Q
∞ if x 6∈ Q .
Consequently, the proximal operator of ψ becomes the projection operator onto Q,
i.e.,
∀α > 0 : proxαψ(x) = arg min
y∈Q
‖x− y‖2.
• In applications where one prefers a sparse solution x∗, one can set ψ to be the
sparsity-inducing `1 norm: ψ(x) = ‖x‖1 def=
∑d
i=1 |xi|. In a such case, the proximal
operator of ψ is equivalent to applying elementwise soft-thresholding; i.e.,
∀α ≥ 0 : (proxαψ(x))i =
{
0 if |xi| ≤ α
sign(xi)(|xi| − α) if |xi| > α
for all i ∈ {1, 2, . . . , d}.
Clearly, in both these examples, its is not possible to apply gradient descent to minimize
F = f + ψ since F is not differentiable due to the presence of ψ. While it is possible
to replace gradient with subgradient6—resulting in the subgradient method—such an
approach suffers from inferior convergence guarantees [154, 69].
Alternatively, we might take advantage of the proximability of ψ and incorporate the
proximal operator into the optimization procedure. The most natural approach is to
alternate the gradient step with the proximal step, which results in the proximal gradient
descent method (PGD) [9, 8]. If the regularizers considered in the above example are used,
the method is often alternatively known under the name projected gradient descent and
ISTA, respectively.
Algorithm 3 Proximal gradient descent (PGD)
1: Input: Starting point x0 ∈ Rd, smoothness constant L > 0
2: for k = 0, 1, 2, . . . do
3: xk+1 = prox 1
L
ψ
(
xk − 1
L
∇f(xk))
4: end for
The following proposition describes the convergence rate of proximal gradient descent
(Algorithm 3). The method is, up to a small constant factor, as fast as gradient descent.
Consequently, incorporating the regularizer ψ into the optimization method does not hurt
the convergence rate. In some cases, the presence of ψ might make optimization easier;
we will elaborate on this soon.
6Informally speaking, subgradient is a generalization of the gradient for convex, possibly non-
differentiable functions.
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Proposition 1.1.7 (Beck [8]). Let F ∗ def= minx∈Rd F (x) and x∗
def
= arg minx∈Rd F (x).
Suppose that the sequence {xk}∞k=0 is generated by Algorithm 3. If f is L-smooth and
convex, we have
F (xk)− F ∗ ≤ L ‖x
0 − x∗‖2
2k
.
If further f is µ-strongly convex (with µ > 0), we have
‖xk − x∗‖2 ≤
(
1− µ
L
)k ∥∥x0 − x∗∥∥2 .
1.1.5 Incorporating randomness
All of the optimization algorithms introduced so far are agnostic to the finite-sum structure
of f . Consequently, if fi measures the misfit of the current model x at the ith datapoint,
both GD and AGD are passing through the entire dataset every iteration. The larger the
number of datapoints n is, the more expensive it is to perform an iteration of these
methods, which makes them impractical.
How can one effectively deal with big n then? The most natural approach is simply
to replace the expensive computation of the (full) gradient of f ,
∇f(x) = 1
n
n∑
i=1
∇fi(x),
via a cheap stochastic approximation thereof, resulting in the celebrated stochastic gra-
dient descent (SGD) method [179], which we state as Algorithm 4.
For simplicity of exposition, we have once again adopted the assumption that ψ ≡
0. However, as we shall show later, the same result holds in the regularized case by
incorporating the proximal operator into the algorithm.
Algorithm 4 Stochastic gradient descent (SGD)
1: Input: Starting point x0 ∈ Rd, stepsize α > 0
2: for k = 0, 1, 2, . . . do
3: Sample i ∈ {1, 2 . . . , n} uniformly at random
4: xk+1 = xk − α∇fi(xk)
5: end for
Convergence rate of SGD is presented in Proposition 1.1.8. In particular, under smooth-
ness and strong convexity assumptions, SGD enjoys a fast, linear rate to a specific neigh-
borhood of the optimum.
Proposition 1.1.8 (Nguyen et al [159], Gower et al [60]). Suppose that function fi is
L-smooth and convex for all i, while function f is µ-strongly convex with µ > 0. Then,
for any α ≤ 1
2L
we have
E
[‖xk − x∗‖2] ≤ (1− αµ)k ‖x0 − x∗‖2 + 2α∑ni=1 ‖∇fi(x∗)‖2
nµ
.
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Note that if the gradients ∇fi(x∗) are all zero, which typically happens for over-
parameterized models, the above result posits a linear convergence rate to the optimal
solution x∗. In general, the right hand side in the complexity guarantee can be made
arbitrarily small by choosing the stepsize α sufficiently small and k sufficiently large.
Alternatively, this can be achieved by choosing a suitable decreasing stepsize schedule.
However, such adjustments will lead to a worse convergence rate: we get a O˜(1/k) rate
towards the true optimum. It is possible to preserve the linear rate even if the gradients
at the optimum are not zero, but for this to happen, one needs to adjust SGD to employ
one of the many variance-reduction techniques proposed in the literature.
1.2 From finite sum to coordinate descent and back
Let us consider a very specific form of the objective (1.1): assume that for all i, function
fi corresponds to a loss of a linear model,
7 i.e., fi(x) = φi(〈ai, x〉) for some convex
φ : R→ R and ai ∈ Rd, while ψ ≡ 0. The considered objective thus becomes:
min
x∈Rd
{
F (x) = f(x) =
1
n
n∑
i=1
φi(〈ai, x〉)
}
.
Until very recently, such models were predominantly optimized using standard determin-
istic methods such as gradient descent, accelerated gradient/FISTA or Newton’s method.
As already mentioned, these classical methods require an evaluation of ∇f(xk) at every
iteration.8 Consequently, the deterministic methods have to evaluate the dot product
〈ai, x〉 for all i ∈ {1, 2, . . . , n} in each step, and thus are either very expensive and may
even be infeasible in the big data setting (i.e., when n, d are large).9 The demand for
solving such big data problems resulted in the development of algorithms working with a
small random subset of the training data in each iteration only.
The most natural approach is to use SGD (i.e., subsample the finite sum) as described
in Section 1.1.5. The main idea of SGD is to in each iteration pick a random index
j, 1 ≤ j ≤ n, and move the current iterate x in the direction of the stochastic gradient
∇fj(x) = ajφ′j(〈aj, x〉). (1.5)
While the cost of performing a simple SGD iteration is often O(d) only, SGD is slow in terms
of how many iterations are required to get to an -neighborhood to the optimum (where 
is relatively small). In particular, the stochastic gradient estimator (1.5) has a (non-zero)
variance at the optimum, causing SGD to be gradually slower over time. Consequently,
SGD either converges linearly to a neighborhood of the solution only (Proposition 1.1.8),
or converges sublinearly to the true optimum using a decreasing stepsize policy.
Fortunately, the issue of sublinear convergence of SGD has been resolved using a more
7Our results go beyond linear models. The assumption is made here in order to provide a simple
motivation for coordinate descent methods.
8Newton’s method requires the computation of ∇2f(xk) on top of that.
9In particular, the cost of performing a single iteration is O(nd) for (accelerated) gradient descent
and O(nd2 + d3) for Newton’s method.
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sophisticated stochastic gradient estimator whose variance progressively diminishes as
xk → x∗. Methods based on such sophisticated estimators are commonly known as
variance reduced algorithms; the most famous among them are SAG [182], SAGA [37],
SDCA [191], SVRG [88], S2GD [101], Finito [38], MISO [133], QUARTZ [169] and SARAH [160].
SAGA and SVRG achieve the variance reduction property by incorporating control vari-
ates [82] into the stochastic gradient – we will exploit this idea multiple times throughout
this text.
1.2.1 From finite sum to coordinate descent
An orthogonal approach to subsampling the finite sum is to subsample the domain (pa-
rameter space) and use (Randomized) Coordinate Descent (CD) [152]. In its most basic
form, CD samples a random index i (where 1 ≤ i ≤ d) and updates the ith coordinate of
the current iterate x in the direction of ∇if(x)ei, where ∇if(x) is the ith partial deriva-
tive of f at x and ei is ith standard basis vector. Unlike SGD, CD does not suffer from
the intrinsic variance at the optimum. At the same time, a single iteration of CD can10
be implemented in time O(n) and consequently, CD is a serious competition to variance
reduced SGD algorithms. To decide which approach is superior to solve a given problem
is rather complex [30]. However, the general rule of thumb suggests to use CD if d > n
and variance reduced SGD if n > d.
The above described, most straightforward version of CD, is still fairly inefficient.
Firstly, it is suboptimal in terms of iteration complexity;11 one shall combine it with
Nesterov’s acceleration as per [166, 7, 157]. Secondly, currently used hardware often
allows evaluating a subset of partial derivatives in parallel almost as fast as a single
partial derivative. This leads to the need to develop a tight theory of CD methods under
arbitrary sampling of the subsets12 to allow the user to tune CD for his/her own specific
hardware [166]. However, those two CD adjustments were never combined before and this
is where the story of this thesis starts. In particular, in a part of Chapter 2, we propose
an accelerated CD method with arbitrary sampling (ACD).
One of the main disadvantages of CD methods over SGD algorithms is that they do not
allow for a proximable regularizer ψ that is non-separable.13 In particular, non-separable
ψ prevents attainment of a linear convergence rate for CD as the corresponding stochastic
gradient estimator suffers from the inherent (non-zero) variance at the optimum, which
very much resembles the story of SGD. Since the mechanism of variance reduction has
already successfully “fixed” the issue for SGD, one might ask whether it is possible to
incorporate an analogous trick into CD methods. Fortunately, we were successful: in
Chapter 3, we propose a new randomized algorithm—SEGA—which accesses only a block
of partial derivatives of f each iteration and still converges linearly to the solution despite
the presence of a non-separable regularizer ψ. This is the first variance-reduced CD method
in the literature.
10The trick lies in the memorization of the dot products 〈ai, x〉, see [152] for details.
11Total number of iteration to reach ε-solution.
12I.e., we wish to give as tight rate as possible for any given probability distribution over all subsets of
{1, 2, . . . , d} and corresponding sampling strategy for CD.
13We say that a function h is separable if it can be written as h(x) =
∑d
i=1 hi(xi).
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1.2.2 From coordinate descent to finite sum: three approaches
The development of SEGA provided us with many insights and ideas for future research.
It brought us back to the finite-sum minimization in three somewhat independent ways,
which we describe next.
Distributed optimization and random sparsification
In many applications, the scale of the problem we are solving is so large that the dataset
does not fit into the memory of a single machine. Consequently, multiple machines need
to be employed to both store the data and train the model. In this thesis, we con-
sider a specific, centralized case of distributed optimization/learning, where the machines
are not allowed to communicate directly among themselves, but instead are allowed to
communicate with a central server/master, also known as parameter server.
Note that the optimization problem (1.1) provides convenient notation for the men-
tioned scenario: function fi might represent a loss of the model on data owned by ith
machine. In such a case, the value of n corresponds to the number of machines/workers
instead of the size of the dataset.
Distributed optimization brings up several new challenges that are not present in
standard optimization. Specifically, the communication between the workers and the
parameter server/master takes a non-trivial time, often much more than the computation
itself. There are several different ways to reduce communication complexity of gradient-
type methods, one of which is gradient sparsification. Specifically, in order to communicate
some non-sparse gradient ∇fi(x) ∈ Rd, one should send d real numbers (often this is
32d or 64d bits). In contrast, to communicate a randomly sparsified gradient ∇jifi(x)eji ,
where 1 ≤ ji ≤ d is selected uniformly at random, we only need to send a single real
number along with its position, which is at least d/2 times cheaper in practice.
The major drawback of random sparsification is that the estimator g(x) of ∇f(x)
constructed as a naive aggregation of sparsified gradients from the workers
g(x)
def
=
1
n
n∑
i=1
∇jifi(x)eji
is very noisy, and its variance does not diminish as the method progresses through its
iterations. Indeed, g(x) has a non-zero variance at the optimum. In Chapter 4, we incor-
porate control variates (similarly to SEGA) on top of the sparsified gradient, which enables
us to eliminate the adverse effect of the variance at the optimum on the convergence
rate. Consequently, we show that our method can reduce worker→server communication
by as much as the factor of n without hurting the convergence rate by more than a small
constant. To illustrate the scale of this effect, consider a setup with 100 workers. In
this case, we prove that only 1% of the usual worker→server communication is needed to
preserve the fast convergence rate.
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Unification of algorithms
Since the variance reduced methods in three different setups (classical finite sum, Chap-
ter 3, and Chapter 4) share certain intrinsic similarities, one may wonder whether it is
possible to unify them in a single algorithm, admitting a single analysis, so that one
would not have to keep developing novel variance reduced algorithms along with their
analyses from scratch. In Chapter 5, we propose a general method—GJS (Generalized Ja-
cobian Sketching)—which constructs a gradient estimator given that a randomized linear
transformation (a sketch) of the Jacobian matrix
G(x)
def
= [∇f1(x),∇f2(x), . . . ,∇fn(x)] ∈ Rd×n
is observed in each iteration. The sketch is allowed to follow an arbitrary fixed distribution,
and in special cases includes right matrix multiplication (in such a case we can recover
SAGA or SVRG), and left matrix multiplication (in such a case we can recover SEGA). many
more sketches are possible, which gives rise to novel method not considered in literature
before. This work is the first unification of stochastic optimization algorithms which
subsample the finite sum, such as SAGA, and algorithms which subsample the parameters,
such as SEGA. Our theory gives the currently best-known convergence rate in each special
case, and also allows for the development of importance sampling rates that exploit the
smoothness structure of the objective.
We did not stop here, the story of this thesis unfolds further.
Our findings made us realize that we can go one step further in terms of generality. In
particular, the analysis of variance reduced SGD algorithms and non-variance reduced SGD
shares a number of similar steps that can be abstracted to a unified analysis framework,
which is what we do in Chapter 6. We provide a convergence rate for SGD given that the
unbiased stochastic gradient gk at iteration k satisfies the novel general parametric bound
E
[∥∥gk −∇f(x∗)∥∥2 | xk, σ2k] ≤ 2A(f(xk)− f(x∗)) +Bσ2k +D1,
where A,B,D1 ∈ R are some nonegative constants, while the sequence of nonegative
random variables numbers σk satisfies
E
[
σ2k+1 | xk, σ2k
] ≤ (1− ρ)σ2k + 2CDf (xk, x∗) +D2
for some nonegative constants ρ ≤ 1, C,D2. Remarkably, the above inequalities enable
us to analyze SGD, variance reduced methods for both finite sum and subspace gradients
(i.e., SAGA and SEGA), quantized methods [136], and to develop and analyze several new
algorithms of intriguing properties. Specifically, we introduce quantized methods with
arbitrary sampling, partially variance reduced algorithms and an efficient, with-replacement
importance sampling for minibatch SGD.
Both of the above-mentioned frameworks have many different applications besides
recovering well-known algorithms. In particular, we have noticed an application in feder-
ated learning, which we describe in Chapter 8: Local SGD method (LSGD) with imperfect
aggregation can be seen as (non-uniform) SGD applied to a carefully constructed 2-sum
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objective that we introduce. The corresponding variance reduced algorithm we propose
(a special case of GJS) achieves a linear rate which does not rely on the assumption
of data homogeneity, and is favorable to classical variants of local SGD in terms of the
convergence speed and communication complexity. Besides the importance of the newly
proposed objective from the modeling perspective, our results suggest that the celebrated
LSGD method should better be seen as minimizing our objective than the classical finite
sum, which explains the difficulties in the standard analysis of LSGD, and reveals that the
method implicitly aims to find personalized models.
Product space objective
Having previously discovered variance reduced variants of CD methods, and their subspace
generalizations, we realized that there is a new deep connection between these methods
and modern variance reduced methods for finite sum minimization. Specifically, we found
that subspace VR algorithms are more general than finite sum VR algorithms: applying
subspace VR methods (SEGA) to minimize a particular product space (i.e., in the domain
of Rnd) objective is equivalent to applying SAGA to minimize arbitrary finite sum objective.
In order to obtain the best-known convergence rate of SAGA from SEGA, we had to tighten
SEGA theory to take advantage of the structure of the non-smooth function ψ. As a
by-product, we have improved upon the rate of GJS as well. More details are provided in
Chapter 7.
1.2.3 Towards better stochastic condition numbers
The iteration complexity of each proposed algorithm in this work is determined by the so-
called stochastic condition number, which is itself a function of the objective smoothness,
strong convexity, and randomness of the algorithm. Thus a natural question arises: what is
the best possible stochastic condition number, assuming that the source of stochasticity is
fixed (we want to have the freedom to develop arbitrary stochastic algorithm)? Intuitively
speaking, the stochastic condition number is non-decreasing in the smoothness and non-
increasing in the strong convexity parameters, and is minimized if these parameters are
equal. Such a setting corresponds to a quadratic objective, where both the smoothness
and strong convexity are measured with respect to the same Euclidean norm, given via
the Hessian of the objective.
Therefore, minimizing a general convex objective should not be simpler than mini-
mizing the corresponding quadratic. We can now ask the reverse question: is there an
algorithm which can minimize a non-quadratic convex objective with the same rate as if
the function was in fact quadratic, with its Hessian being the Hessian of the non-quadratic
function at the optimum? In Chapter 9, we provide an affirmative answer: we develop a
second-order14 subspace descent method—SSCN (Stochastic Subspace Cubic Newton)—
capable of achieving so. In particular, the local convergence rate of SSCN matches the
rate of stochastic subspace descent applied to the problem of minimizing the quadratic
14I.e., the method is allowed to access second derivatives of the objective.
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function
x 7→ 1
2
(x− x∗)>∇2f(x∗)(x− x∗),
where x∗ is the minimizer of f .
However, SSCN does not achieve the optimal stochastic convergence rate as it does
not incorporate Nesterov’s momentum or another acceleration mechanism. In Chapter 10,
we introduce an accelerated sketch-and-project15 method with a superior rate to its non-
accelerated counterpart developed by Gower and Richta´rik [61]. In particular, besides
direct applications we elaborate on in the text, the fast rate from Chapter 10 may also
serve as an ambitious goal for the local rates of stochastic higher-order methods.
1.3 Relationship among the chapters
Section 1.2 describes how the chapters of this thesis were developed historically, outlining
the chain of thought that led from one project to another.16 In this section, we elaborate
on some non-historical connections among the chapters.
High-level picture: A step towards the optimization utopia
In the utopian optimization universe, a complexity17 would be known for any algorithm
applied to solve any optimization problem. Such a knowledge would enable the practition-
ers to always apply an ideal algorithm given the problem to be solved and the complexity
of the interest. This thesis presents a multiple steps towards the optimization utopia:
• We fill the missing gaps in the current literature in terms of the tightening best-
known theory of well-established algorithms (Chapters 5, 7, 8), generalizing/extend-
ing the well-established algorithms (Chapters 2, 5, 6) and proposing a brand-new
methods (Chapters 3, 4, 5, 6, 7, 8, 9, 10).
• We establish novel and often surprising connections between various algo-
rithms, providing a better understanding of the optimization field (Chapters 5, 6, 7, 8).
• We unify and generalize both the known and the newly introduced algorithms,
allowing to tailor the randomized optimization strategy for a broad range of different
applications (Chapters 5, 6).
Next, we describe specific topics that the thesis chapters focus on.
15Sketch-and-project is a general stochastic method to minimize quadratic objective that recovers
subspace descent in a special case.
16With one exception – Chapter 10 was developed before everything else.
17A complexity in a broader sense, for example the number of gradient evaluations, number of com-
munication rounds, number of flops, or any other value of the interest.
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Self-variance reduced methods, sublinear rates and control variates
The algorithms proposed in this thesis can be categorized based on their relation to control
variates into three different classes:
• Fast stochastic algorithms that do not require the aid of control variates.
This category includes ACD (Chapter 2), SSCN (Chapter 9), accelerated sketch-and-
project (Chapter 10), and over-parameterized SGD (i.e., SGD applied to a finite-sum
problem where ∇fi(x∗) = 0 for all i; see Chapter 6 for the general method and rate
or Chapter 4 for an application to distributed optimization).
• Stochastic algorithms that do not use control variates despite the fact that
control variates would improve the rate. Such methods converge sublinearly
(or converge linearly to a certain neighborhood of the optimal solution) due to the
inherent variance of the gradient estimator at the optimum. This category includes
local SGD (Chapter 8), some variants of sparsified parallel algorithms (Chapter 4),
and a number of other SGD variants that can be analyzed using the framework of
Chapter 6.
• Linearly converging stochastic algorithms aided by control variates. Those
include SEGA (Chapter 3), sparsified VR algorithms ISEGA, ISAGA (Chapter 4),
as well as local SGD with variance reduction (Chapter 8). All of these algorithms
can also be obtained as a special case of the GJS framework (Chapter 5) – GJS
tightens the rate of SEGA and extends both ISEGA and ISAGA (and allows for their
combination). The rate of GJS is further improved in Chapter 7, which allows for
exploiting the specific structure of the regularizer ψ.
Randomization over the data or parameters
As already mentioned, there are two different ways in which randomization can enter an
optimization procedure – either subsampling the domain (parameters) or subsampling the
finite sum (data).
• Subsampling the space. Generally speaking, methods in this category in each
iteration compute the gradient over a randomly chosen subspace only. This cor-
responds to a subset of partial derivatives in the special case when the subspace
is spanned by a subset of the standard unit basis vectors. While some algorithms
update the current iterate along the selected random subspace only (ACD from Chap-
ter 2 and SSCN from Chapter 9), the others perform a full dimensional update due
to the presence of control variates (SEGA from Chapter 3, ISEGA from Chapter 4 or
SVRCD from Chapters 5, 7). We shall also mention that the methods aided by the
control variates are usually somewhat slower than the methods moving along the
subspace only.
• Subsampling the data. Various chapters of this thesis propose or improve upon
known methods that subsample the finite sum (1.1). As a special case of the GJS
framework (Chapter 5), we were able to introduce Loopless SVRG (LSVRG) [83, 106]
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with arbitrary sampling and proximal step (thus making it significantly faster). Next,
we introduce a linearly convergent variance reduced local SGD method in Chapter 8;
which is by an order of magnitude faster than other variants of local SGD in the
literature. Lastly, the unified SGD analysis we provide in Chapter 6 allowed us to both
analyze a new, with-replacement minibatch SGD method with importance sampling
which is cheaper to implement than the without-replacement variant, and improve
upon several quantized SGD algorithms (for example, we propose the first quantized
SGD method with arbitrary sampling).
• Subsampling both the domain and the space at the same time. Two chap-
ters of this work consider random linear measurements of the Jacobian as an oracle
model: GJS (Chapter 5) is a variance reduced algorithm for minimizing a general
finite-sum objective, while accelerated sketch-and-project (Chapter 10) is an algo-
rithm for minimizing quadratics. Our oracle model allows for sampling from both
the space and the finite sum at the same time. In a special case, this reduces to
the gradient sparsification approach we propose in Chapter 4, and thus recovers the
ISEGA, ISAGA or ISAEGA algorithms we which proposed previously. Needless to say,
the unified SGD analysis from Chapter 6 captures this level of generality as well.
To conclude this section, we shall mention that domain-subsampling algorithms are
often capable of performing finite sum subsampling, either through the product space
objective, which we introduce in Chapter 7, or via the duality trick from [191].
Distributed optimization
Two chapters of this work consider predominantly distributed optimization, where the
bottleneck of the optimization system is communication. Chapter 4 and Chapter 8 present
two orthogonal approaches in two different distributed setups. Specifically, Chapter 4
introduces a new method based on random sparsification of the gradient, which provably
reduces the worker→server communication by order of the number of the workers at
essentially no cost.18 On the other hand, Chapter 8 focuses on the federated learning
paradigm. In it, we introduce a novel personalization-encouraging objective which we
argue is more natural to be optimized by local gradient methods, and for the first time
prove communication complexity benefits of local gradient decent methods. We shall note
that all variance reduced algorithms introduced in these chapters are a special case of GJS
(Chapter 5), and at the same time, Chapter 5 extends the results of Chapter 4 allowing for
both subsampling the local objective and gradient sparsification while keeping linear rate.
Further, all convergence rates of Chapters 4, 8, as well as the rates of other quantized
algorithms for distributed optimization [136, 85] can be obtained as a special case of the
framework of Chapter 6.
18In some distributed computation systems, communication from the workers to the server, is 10-20
times more expensive than the communication from the server to workers [136].
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Importance sampling for minibatches
While minibatch variants of CD methods are very popular in practice, until now, there was
no importance sampling for CD that outperforms the standard uniform minibatch sampling
in terms of worst-case guarantees. In Chapter 2 we design new importance sampling for
minibatch CD and minibatch ACD which significantly outperforms previous state-of-the-
art minibatch ACD in practice. Surprisingly, the sampling strategy applies to stochastic
minibatch methods that subsample the finite sum objective – it can improve upon SGD,
SAGA, SVRG and others.19 Further, Chapter 6 presents a with-replacement variant of SGD,
where the importance minibatch sampling is particularly cheap to implement.
Proximal methods
Most of the algorithms proposed in this work support arbitrary proximable regularizer ψ
which is proper, closed, convex, and possibly non-smooth. This includes Chapters 3, 5, 6, 7
and 8 and a part of Chapter 4 (further generalized in Chapter 5). Next, Chapter 9 requires
ψ to be separable as it proposes a subspace descent method without control variates.
While the standard analysis of proximal methods provides a rate identical to the cor-
responding non-proximal variants, in Chapter 7 we show that the presence of ψ with a
specific structure might significantly simplify the problem and thus enable faster optimiza-
tion. As a consequence of this observation, we show that fast rates of variance reduced
algorithms that subsample the finite sum can be obtained from variance reduced methods
that subsample the space. This establishes a new and deep link between two strands of
optimization methods.
Accelerated algorithms
Many of the algorithms proposed in this work incorporate some form of Nesterov’s acceler-
ation [149]. In some chapters, the acceleration is the or one of the key contributions (i.e.,
ACD in Chapter 2, ASVRCD in Chapter 7, accelerated sketch-and-project in Chapter 10),
while some other chapters merely demonstrate that acceleration can be incorporated into
the loop (i.e., ASEGA in Chapter 3 or IASGD in Chapter 4).
Second order methods
While this thesis focuses predominantly on first-order optimization, Chapters 9 and 10
study second-order algorithms as well. Specifically, Chapter 9 introduces the Stochas-
tic Subspace Cubic Newton method (SSCN) – a new globally convergent second-order
subspace descent method. On the other hand, Chapter 10 introduces accelerated sketch-
and-project method for solving linear systems in Euclidean spaces, which can be seen as
a first-order and second-order method at the same time due to the quadratic nature of
the objective.
19It applies to all special cases covered by Chapters 5 and 6; see the corresponding appendices.
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Chapter Ref Alg VR Accel Subsp Prox Distrib Note
2 [78] ACD 7 3 3? 7 7
Minibatch
sampling
3 [77] SEGA 3 3 3† 3 7 Non-separable
regularizer
4 [137] ISEGA 3 3 3† 3 3 Reduced
communication
5 [79] GJS 3 7 3† 3 3 General VR
framework
6 [55] SGD 3 7 3† 3 3 General SGD
analysis
7 [76] ASVRCD 3 3 3† 3 7 Subspace ≥
finite sum
8 [80] LGD 3 7 7 3 3
Local SGD
with VR
9 [74] SSCN 7 7 3 3‡ 7 2
nd order +
cubic regularizer
10 [58] AMI 7 3 3 7 7
Quadratic
objective
Table 1.1: Summary of representative algorithms proposed in each chapter and topics
covered in each chapter. Columns (chapter topics): VR = variance reduced method,
Accel = Nesterov’s acceleration, Subsp = subspace descent, Prox = proximal setup,
Distrib = distributed setup. Further clarifications: ? ACD allows for subspaces spanned
by standard basis vectors only; † these methods consider a general subspace oracle, but
perform full dimensional updates; ‡ SSCN requires the regularizer ψ to be separable.
Summary of the links among the chapters
To conclude this section, we summarize both what the chapters are about, as well outline
several links among them.
First, Table 1.1 presents a representative algorithm for each chapter of this thesis, as
well as the covered topics. Next, Table 1.2 highlights which algorithms presented in this
thesis are novel and which are not. Lastly, Figure 1.1 summarizes the essential connections
among the chapters of this thesis that were outlined above.
1.4 Outline and individual contributions
Each chapter of this work consists of a single paper; some of them are already published
while the others are at various stages of the submission process. Let us now give a brief
overview of the contents of each chapter individually.
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# New # New # New # New # New # New # New
1 7 11 3 21 3 31 3 41 3 51 3 61 3
2 7 12 3 22 3 32 3 42 3 52 7 62 3
3 7 13 7 23 3 33 3 43 3 53 7 63 3
4 7 14 3 24 3 34 3 44 7 54 7 64 3
5 3 15 3 25 3 35 3 45 7 55 7
6 3 16 3 26 3 36 3 46 3 56 3
7 3 17 3 27 7 37 3 47 3 57 7
8 3 18 3 28 7 38 3 48 7 58 7
9 3 19 3 29 3 39 3 49 3 59 3
10 3 20 3 30 3 40 3 50 3 60 3
Table 1.2: List of all algorithms stated in this work. Marker 3 indicates that the algorithm
is new (i.e., proposed in this work) while marker 7 indicates that the algorithm is known.
GJS
Chapter 5
ACD
Chapter 2
SEGA
Chapter 3
99%
Chapter 4
SGD
Chapter 6
ASVRCD
Chapter 7
LGD
Chapter 8
SSCN
Chapter 9
AMI
Chapter 10
Figure 1.1: Graph depicting the relationships among the chapters of this thesis. Blue
dashed arrow indicates motivation among chapters, while green dotted arrow indicates a
significant insight that chapters shed on each other. As an example, let us explain the
edges of Chapter 3 (SEGA): the development of SEGA was enabled by our results on CD
(Chapter 2) and motivated us to develop the results contained in Chapters 4, 5 and 7.
Further, Chapter 5 recovers/improves upon the convergence rate of SEGA, Chapter 6
enables a partial variance reduction in SEGA and lastly, Chapter 5 shows that SAGA is a
special case of SEGA.
1.4.1 Accelerated coordinate descent with arbitrary sampling and
best rates for minibatches (Chapter 2)
Accelerated coordinate descent is a widely popular optimization algorithm due to its effi-
ciency in large-dimensional problems. It achieves state-of-the-art complexity on an impor-
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tant class of empirical risk minimization problems. In this work, we design and analyze an
accelerated coordinate descent (ACD) method, which in each iteration updates a random
subset of coordinates according to an arbitrary but fixed probability law, which is a pa-
rameter of the method. While minibatch variants of ACD are more popular and relevant in
practice, there is no importance sampling for ACD that outperforms the standard uniform
minibatch sampling. Through insights enabled by our general analysis, we design new
importance sampling for minibatch ACD, which significantly outperforms previous state-
of-the-art minibatch ACD in practice. We prove a rate that is at most O(√τ) times worse
than the rate of minibatch ACD with uniform sampling, but can be O(d/τ) times better,
where τ is the minibatch size. Since in modern supervised learning training systems, it
is standard practice to choose τ  d, and often τ = O(1), our method can lead to
dramatic speedups. We obtain similar results for minibatch non-accelerated CD as well,
achieving improvements on previous best rates. Further, the importance sampling for
non-accelerated CD can be incorporated into stochastic algorithms that decompose finite
sums such as SGD, SAGA, and others.
The chapter is based on the paper:
[78] Filip Hanzely and Peter Richta´rik. Accelerated coordinate descent with
arbitrary sampling and best rates for minibatches. In Proceedings of Machine
Learning Research, pages 304–312. PMLR, 16–18 Apr 2019.
1.4.2 SEGA: Variance reduction via gradient sketching (Chapter 3)
In Chapter 3, we propose a randomized first-order optimization method—SEGA (SkEtched
GrAdient)—which progressively throughout its iterations builds a variance-reduced esti-
mate of the gradient from random linear measurements (sketches) of the gradient ob-
tained from an oracle. In each iteration, SEGA updates the current estimate of the gradi-
ent through a sketch-and-project operation using the information provided by the latest
sketch, and this is subsequently used to compute an unbiased estimate of the true gradient
through a random relaxation procedure. This unbiased estimate is then used to perform
a gradient step. Unlike standard subspace descent methods, such as coordinate descent,
SEGA can be used for optimization problems with a non-separable proximal term. We
provide a general convergence analysis and prove linear convergence for strongly convex
objectives. In the special case of coordinate sketches, SEGA can be enhanced with various
techniques such as importance sampling, minibatching, and acceleration, and its rate is
up to a small constant factor identical to the best-known rate of coordinate descent from
Chapter 2.
The chapter is based on the paper:
[77] Filip Hanzely, Konstantin Mishchenko, and Peter Richta´rik. SEGA: Vari-
ance reduction via gradient sketching. In Advances in Neural Information
Processing Systems, pages 2083–2094, 2018.
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1.4.3 99% of Worker-Master Communication in Distributed Op-
timization is Not Needed (Chapter 4)
We improve upon algorithms that fit the following template: a local gradient estimate is
computed independently by each worker, then communicated to a master, which subse-
quently performs averaging. The average is broadcast back to the workers, which uses
it to perform a gradient-type step to update the local version of the model. We observe
that the above template is fundamentally inefficient in that too much data is unnecessarily
communicated from the workers to the server, which slows down the overall system. We
propose a fix based on a new update-sparsification method we develop in this work, which
we suggest be used on top of existing methods. Namely, we develop a new variant of
parallel block coordinate descent based on independent sparsification of the local gradi-
ent estimates before communication. We demonstrate that with only m/n blocks sent
by each of n workers, where m is the total number of parameter blocks, the theoretical
iteration complexity of the underlying distributed methods is essentially unaffected. As
an illustration, this means that when n = 100 parallel workers are used, the communica-
tion of 99% blocks is redundant, and hence a waste of time. Our theoretical claims are
supported through extensive numerical experiments that demonstrate an almost perfect
match with our theory on a number of synthetic and real datasets.
The chapter is based on the paper:
[137] Konstantin Mishchenko, Filip Hanzely, and Peter Richta´rik. 99% of
worker-master communication in distributed optimization is not needed. In
36th Conference on Uncertainty in Artificial Intelligence, (UAI 2020). AUAI,
2020.
1.4.4 One method to rule them all: Variance reduction for data,
parameters and many new methods (Chapter 5)
Next, in Chapter 3, we propose a remarkably general variance-reduced method suitable
for solving regularized empirical risk minimization problems with either a large number of
training examples, or a large model dimension, or both. In special cases, our method re-
duces to several known and previously thought to be unrelated methods, such as SAGA [37],
LSVRG [83, 106], JacSketch [65], SEGA [77] and ISEGA [137], and their arbitrary sam-
pling and proximal generalizations. However, we also highlight a large number of new
specific algorithms with interesting properties. We provide a single theorem establishing
linear convergence of the method under smoothness and quasi strong convexity assump-
tions. With this theorem, we recover best-known and sometimes improved rates for known
methods arising in special cases. As a by-product, we provide the first unified method and
theory for stochastic gradient and stochastic coordinate descent type methods.
The chapter is based on the paper:
[79] Filip Hanzely and Peter Richta´rik. One method to rule them all: Vari-
ance reduction for data, parameters and many new methods. arXiv preprint
arXiv:1905.11266, 2019.
45
1.4.5 A unified theory of SGD: Variance reduction, sampling, quan-
tization and coordinate descent (Chapter 6)
We introduce a unified analysis of a large family of variants of proximal stochastic gradient
descent (SGD), which so far have required different intuitions, convergence analyses, have
different applications, and which have been developed separately in various communities.
We show that our framework includes methods with and without the following tricks,
and their combinations: variance reduction, importance sampling, mini-batch sampling,
quantization, and coordinate sub-sampling. As a by-product, we obtain the first unified
theory of SGD and randomized coordinate descent (CD) methods, the first unified theory
of variance reduced and non-variance-reduced SGD methods, and the first unified theory
of quantized and non-quantized methods. A key to our approach is a parametric assump-
tion on the iterates and stochastic gradients. In a single theorem, we establish a linear
convergence result under this assumption and strong-quasi convexity of the loss function.
Whenever we recover an existing method as a special case, our theorem gives the best-
known complexity result. Our approach can be used to motivate the development of new
useful methods and offers pre-proved convergence guarantees. To illustrate the strength
of our approach, we develop five new variants of SGD, and through numerical experiments,
demonstrate some of their properties.
The chapter is based on the paper:
[55] Eduard Gorbunov, Filip Hanzely, and Peter Richta´rik. A unified theory
of SGD: Variance reduction, sampling, quantization and coordinate descent.
In The 23rd International Conference on Artificial Intelligence and Statistics,
2020.
1.4.6 Variance reduced coordinate descent with acceleration: New
method with a surprising application to finite-sum problems
(Chapter 7)
Further, in Chapter 7, we propose ASVRCD: an accelerated version of stochastic variance
reduced coordinate descent. As other variance reduced coordinate descent methods such
as SEGA or SVRCD, our method can deal with problems that include a non-separable and
non-smooth regularizer, while accessing a random block of partial derivatives in each iter-
ation only. However, ASVRCD incorporates Nesterov’s momentum, which offers favorable
iteration complexity guarantees over both SEGA and SVRCD. As a by-product of our theory,
we show that a variant of Katyusha [4] is a specific case of ASVRCD, recovering the optimal
oracle complexity for the finite sum objective.
The chapter is based on the paper:
[76] Filip Hanzely, Dmitry Kovalev, and Peter Richta´rik. Variance reduced
coordinate descent with acceleration: New method with a surprising applica-
tion to finite-sum problems. In International Conference on Machine Learning,
2020.
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1.4.7 Federated learning of a mixture of global and local models
(Chapter 8)
We propose a new optimization formulation for training federated learning models. The
standard formulation has the form of an empirical risk minimization problem constructed
to find a single global model trained from the private data stored across all participating
devices. In contrast, our formulation seeks an explicit trade-off between this traditional
global model and the local models, which can be learned by each device from its own
private data without any communication. Further, we develop several efficient variants of
SGD (with and without partial participation and with and without variance reduction) for
solving the new formulation and prove communication complexity guarantees. Notably,
our methods are similar but not identical to federated averaging / local SGD, thus shedding
some light on the essence of the elusive method. In particular, our methods do not perform
full averaging steps and instead merely take steps towards averaging. We argue for the
benefits of this new paradigm for federated learning.
The chapter is based on the paper:
[80] Filip Hanzely and Peter Richta´rik. Federated learning of a mixture of
global and local models. arXiv preprint arXiv:2002.05516, 2020.
1.4.8 Stochastic subspace cubic Newton (Chapter 9)
In Chapter 9, we propose a new randomized second-order optimization algorithm—Stochastic
Subspace Cubic Newton (SSCN)—for minimizing a high dimensional convex function f .
Our method can be seen both as a stochastic extension of the cubically-regularized New-
ton method [156], and a second-order enhancement of stochastic subspace descent [109].
We prove that as we vary the minibatch size, the global convergence rate of SSCN in-
terpolates between the rate of stochastic coordinate descent (CD) and the rate of cu-
bic regularized Newton, thus giving new insights into the connection between first and
second-order methods. Remarkably, the local convergence rate of SSCN matches the rate
of stochastic subspace descent applied to the problem of minimizing the quadratic func-
tion x 7→ 1
2
(x−x∗)>∇2f(x∗)(x−x∗), where x∗ is the minimizer of f , and hence depends
on the properties of f at the optimum only. Our numerical experiments show that SSCN
outperforms non-accelerated first-order CD algorithms while being competitive to their
accelerated variants.
The chapter is based on the paper:
[74] Filip Hanzely, Nikita Doikov, Peter Richta´rik, and Yurii Nesterov. Stochas-
tic subspace cubic Newton method. In International Conference on Machine
Learning, 2020.
1.4.9 Accelerated stochastic matrix inversion: General theory
and speeding up BFGS rules for faster second-order opti-
mization (Chapter 10)
In Chapter 10, we present the first accelerated randomized algorithm for solving linear
systems in Euclidean spaces. One essential problem of this type is the matrix inversion
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problem. In particular, our algorithm can be specialized to invert positive definite matrices
in such a way that all iterates (approximate solutions) generated by the algorithm are
positive definite matrices themselves. This opens the way for many applications in the
field of optimization and machine learning. As an application of our general theory, we
develop the first accelerated (deterministic and stochastic) quasi-Newton updates. Our
updates lead to provably more aggressive approximations of the inverse Hessian and lead
to speedups over classical non-accelerated rules in numerical experiments. Experiments
with empirical risk minimization show that our rules can accelerate the training of machine
learning models.
The chapter is based on the paper:
[58] Robert M Gower, Filip Hanzely, Peter Richta´rik, and Sebastian U Stich.
Accelerated stochastic matrix inversion: general theory and speeding up bfgs
rules for faster second-order optimization. In Advances in Neural Information
Processing Systems, pages 1619–1629, 2018.
1.4.10 Excluded papers
I had a chance to co-author four more papers during my studies, which are not included
in this work: one about an accelerated mirror descent method for relatively smooth op-
timization [81], two about robust principal component analysis [45, 44] and the last one
about optimal algorithms for personalized federated learning [75].
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Chapter 2
Accelerated Coordinate Descent with Arbitrary Sampling and
Best Rates for Minibatches
In this chapter we consider a particular instance of the general optimization problem (1.1)
with ψ ≡ 0 and f not necessarily having a finite-sum structure, i.e.,
min
x∈Rd
f(x). (2.1)
Specifically, we assume that f is a smooth and strongly convex function, and the main
difficulty comes from the dimension d being very large (e.g., millions or billions). In this
regime, coordinate descent (CD) variants of gradient methods are the state of the art.
The simplest variant of CD in each iteration updates a single variable of x by taking
a one dimensional gradient step along the direction of the ith unit basis vector ei ∈ Rd,
which leads to the update rule
xk+1 = xk − αi∇if(xk)ei, (2.2)
where ∇if(xk) def= e>i ∇f(xk) is the ith partial derivative and αi is a suitably chosen
stepsize. The classical smoothness assumption used in the analysis of CD methods [152]
is to require the existence of constants Li > 0 such that
f(x+ tei) ≤ f(x) + t∇if(x) + Li
2
t2 (2.3)
holds for all x ∈ Rd, t ∈ R and i ∈ [d] def= {1, 2, . . . , d}. In this setting, one can choose
the stepsizes to be αi = 1/Li.
There are several rules studied in the literature for choosing the coordinate i in iter-
ation k, including cyclic rules [130, 206, 183, 215, 72], Gauss-Southwell or other greedy
rules [161, 220, 201], random (stationary) rules [152, 173, 177, 192, 122, 49] and adap-
tive random rules [29, 202]. In this work we focus on stationary random rules, which are
popular by practitioners and well understood in theory.
Updating one coordinate at a time. The simplest randomized CD method of the
form (2.2) chooses coordinate i in each iteration uniformly at random. If f is µ-strongly
convex, then this method converges in (dmaxi Li/µ) log(1/) iterations in expectation.
If index i is chosen with probability pi ∝ Li, then the iteration complexity improves to
(
∑
i Li/µ) log(1/). The latter result is always better than the former, and can be up to
d times better. These results were established in a seminal paper by Nesterov [152]. The
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analysis was later generalized to arbitrary probabilities pi > 0 by Richta´rik and Taka´cˇ [173],
who obtained the complexity (
max
i
Li
piµ
)
log
1

. (2.4)
Clearly, (2.4) includes the previous two results as special cases. Note that the importance
sampling probabilities given by pi ∝ Li minimizes the complexity bound (2.4) and are
therefore in this sense optimal.
Minibatching: updating more coordinates at a time. In many situations it is ad-
vantageous to update a small subset (minibatch) of coordinates in each iteration, which
leads to the minibatch CD method which has the form
xk+1i =
{
xki − αi∇if(xk) i ∈ Sk,
xki i /∈ Sk.
(2.5)
For instance, it is often equally easy to fetch information about a small batch of
coordinates Sk from memory at the same or comparable time as it is to fetch information
about a single coordinate. If this memory access time is the bottleneck as opposed to
computing the actual updates to coordinates i ∈ Sk, then it is more efficient to update
all coordinates belonging to the minibatch Sk. Alternatively, in situations where parallel
processing is available, one is able to compute the updates to a small batch of coordinates
simultaneously, leading to speedups in wall clock time. With this application in mind,
minibatch CD methods are also often called parallel CD methods [177].
2.1 Arbitrary sampling and minibatching
Arbitrary sampling. The method (2.5) was analyzed in [177] for uniform samplings
Sk, i.e., assuming that P(i ∈ Sk) = P(j ∈ Sk) for all i, j. However, the ultimate
generalization is captured by the notion of arbitrary sampling [175]. A sampling refers to
a set-valued random mapping S with values being the subsets of [d]. The word arbitrary
refers to the fact that no additional assumptions on the sampling, such as uniformity, are
made. This result generalizes the results mentioned above.
M-smoothness. For minibatch CD methods it is useful to assume a more general notion
of smoothness parameterized by a positive semidefinite matrix M ∈ Rd×d. We say that
f is M-smooth if
f(x+ h) ≤ f(x) +∇f(x)>h+ 1
2
h>Mh (2.6)
for all x, h ∈ Rd. The standard L-smoothness condition is obtained in the special case
when M = LI, where I is the identity matrix in Rd. Note that if f is M-smooth, then
(2.3) holds for Li = Mii. Conversely, it is known that if (2.3) holds, then (2.6) holds for
M = dDiag (L1, L2, . . . , Ld) [152]. If h has at most ω nonzero entries, then this result
can be strengthened and (2.6) holds with M = ωDiag (L1, L2, . . . , Ld) [177, Theorem
8]. In many situations, M-smoothness is a very natural assumption. For instance, in
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the context of empirical risk minimization (ERM), which is a key problem in supervised
machine learning, f is of the form f(x) = 1
n
∑n
i=1 φi(Aix) +
µ
2
‖x‖2, where Ai ∈ Rm×d
are data matrices, φi : Rm → R are loss functions and µ ≥ 0 is a regularization constant.
If φi is convex and γi-smooth for all i, then f is µ-strongly convex and M-smooth with
M = ( 1
n
∑
i γiA
>
i Ai) + µI [167]. In these situations it is useful to design CD algorithms
making full use of the information contained in the data as captured in the smoothness
matrix M.
Given a sampling S and M-smooth function f , let v = (v1, . . . , vd) be positive con-
stants satisfying the ESO (expected separable overapproximation) inequality
P ◦M  Diag (p1v1, . . . , pdvd) , (2.7)
where P is the probability matrix associated with sampling S, defined by Pij
def
= P(i ∈
S & j ∈ S), pi def= Pii = P(i ∈ S) and ◦ denotes the Hadamard (i.e., elementwise)
product of matrices. From now on we define the probability vector as p
def
= (p1, . . . , pd) ∈
Rd and let v = (v1, . . . , vd) ∈ Rd be the vector of ESO parameters. With this notation,
(2.7) can be equivalently written as P ◦M  Diag (p ◦ v). We say that S is proper if
pi > 0 for all i.
It can be show by combining the results of [175] and [167] that under the above
assumptions, the minibatch CD method (2.5) with stepsizes αi = 1/vi enjoys the iteration
complexity (
max
i
vi
piµ
)
log
1

. (2.8)
Since in situations when |Sk| = 1 with probability 1 once can choose vi = Li, the com-
plexity result (2.8) generalizes (2.4). Inequality (2.7) is standard in minibatch coordinate
descent literature. It was studied extensively in [167], and has been used to analyze paral-
lel CD methods [177, 175, 49], distributed CD methods [174, 48], accelerated CD methods
[49, 48, 166, 21], and dual methods [169, 21].
Importance sampling for minibatches. It is easy to see, for instance, that if we do
not restrict the class of samplings over which we optimize, then the trivial full sampling
Sk = [d] with probability 1 is optimal. For this sampling, P is the matrix of all ones,
pi = 1 for all i, and (2.7) holds for vi = L
def
= λmax(M) for all i. The minibatch CD
method (2.5) reduces to gradient descent, and the complexity estimate (2.8) becomes
(L/µ) log(1/), which is the standard rate of gradient descent. However, typically we are
interested in finding the best sampling from the class of samplings which use a minibatch
of size τ , where τ  d. While we have seen that the importance sampling pi = Li/
∑
j Lj
is optimal for τ = 1, in the minibatch case τ > 1 the problem of determining a sampling
which minimizes the bound (2.8) is much more difficult. For instance, [175] consider a
certain parametric family of samplings where the problem of finding the best sampling
from this family reduces to a linear program.
Surprisingly, and in contrast to the situation in the τ = 1 case where an optimal
sampling is known and is in general non-uniform, there is no minibatch sampling that is
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CD ACD
τ = 1, pi > 0
(
max
i
Li
piµ
)
log
1

[173]
√
max
i
Li
p2iµ
log
1

(this work)
τ = 1, best pi
∑
i Li
µ
log
1

; pi ∝ Li
[152]
∑
i
√
Li√
µ
log
1

; pi ∝
√
Li
[7]
arbitrary
sampling S
(
max
i
vi
piµ
)
log
1

[175]
√
max
i
vi
p2iµ
log
1

(this work)
Table 2.1: Complexity results for non-accelerated (CD) and accelerated (ACD) coordinate
descent methods for µ-strongly convex functions and arbitrary sampling S. The last row
corresponds to the setup with arbitrary proper sampling S (i.e., a random subset of [d]
with the property that pi
def
= P(i ∈ S) > 0). We let τ def= E [|S|] be the expected
mini-batch size. We assume that f is M-smooth (see (2.6)). The positive constants
v1, v2, . . . , vd are the ESO parameters (depending on f and S), defined in (2.7). The first
row arises as a special of the third row in the non-minibatch (i.e., τ = 1) case. Here we
have vi = Li
def
= Mii. The second row is a special case of the first row for the optimal
choice of the probabilities p1, p2, . . . , pd.
guaranteed to outperform τ–nice sampling. We say that S is τ–nice if it samples uniformly
from among all subsets of [d] of cardinality τ . The probability matrix of this sampling is
given by P = τ
d
(
(1− β)I + βee>) , where β = τ−1
d−1 (assume d > 1) and e ∈ Rd is the
vector of all ones, and pi =
τ
d
[167]. It follows that the ESO inequality (2.7) holds for
vi = (1− β)Mii + βL. By plugging into (2.8), we get the iteration complexity
d
τ
(
(1− β) maxi Mii + βL
µ
)
log
1

. (2.9)
This rate interpolates between the rate of CD with uniform probabilities (for τ = 1)
and the rate of gradient descent (for τ = d).
2.2 Contributions
For accelerated coordinate descent (ACD) without minibatching (i.e., when τ = 1), the
currently best known iteration complexity result, due to [7], is
O
(∑
i
√
Li√
µ
log
1

)
. (2.10)
The probabilities used in the algorithm are proportional to the square roots of the coordinate-
wise Lipschitz constants: pi ∝
√
Li. This is the first CD method with a complexity guar-
antee which does not explicitly depend on the dimension n, and is an improvement on
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the now-classical result of [152] giving the complexity
O
(√
d
∑
i Li
µ
log
1

)
.
The rate (2.10) is always better than this, and can be up to
√
d times better if the
distribution of Li is extremely non-uniform. Unlike in the non-accelerated case described
in the previous section, there is no complexity result for ACD with general probabilities
such as (2.4), or with an arbitrary sampling such as (2.8). In fact, an ACD method was
not even designed in such settings, despite a significant recent development in accelerated
coordinate descent methods [152, 116, 122, 166, 7].
To summarize, our key contributions are:
• ACD with arbitrary sampling. We design an ACD method which is able to operate
with an arbitrary sampling of subsets of coordinates. We describe our method in
Section 2.3.
• Iteration complexity. We prove (see Theorem 2.3.2) that the iteration complexity
of ACD is
O
(√
max
i
vi
p2iµ
log
1

)
, (2.11)
where vi are ESO parameters given by (2.7) and pi > 0 is the probability that
coordinate i belongs to the sampled set Sk: pi
def
= P(i ∈ Sk). The result of Allen-
Zhu et al. (2.10) (NUACDM) can be recovered as a special case of (2.11) by focusing
on samplings defined by Sk = {i} with probability pi ∝
√
Li (recall that in this
case vi = Li). When S
k = [d] with probability 1, then our method reduces to
accelerated gradient descent (Algorithm 2, AGD), and since pi = 1 and vi = L (the
Lipschitz constant of ∇f) for all i, (2.11) reduces to the standard complexity of
AGD: O(√L/µ log(1/)).
• Weighted strong convexity. We prove a slightly more general result than (2.11)
in which we allow the strong convexity of f to be measured in a weighted Euclidean
norm with weights vi/p
2
i . In situations when f is naturally strongly convex with
respect to a weighted norm, this more general result will typically lead to a better
complexity result than (2.11), which is fine-tuned for standard strong convexity.
There are applications when f is naturally a strongly convex with respect to some
weighted norm [7].
• Minibatch methods. We design several new importance samplings for mini-
batches, calculate the associated complexity results, and show through experiments
that they significantly outperform the standard uniform samplings used in practice
and constitute the state of the art. Our importance sampling leads to rates which
are provably within a small factor from the best known rates, but can lead to an
improvement by a factor of O(d). We are the first to establish such a result, both
for CD (Appendix B.2) and ACD (Section 2.4). Further, the importance sampling
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we design for CD can be applied beyond coordinate descent algorithms: Chapters 5
and 6 discuss an application in stochastic algorithms that subsample the finite sum.
The key complexity results obtained in this chapter are summarized and compared to
prior results in Table 2.1.
2.3 The ACD algorithm
The accelerated coordinate descent method (ACD) we propose is formalized as Algorithm 5.
If we removed (4) and (7) from the method, and replaced yk+1 in (6) by xk+1, we would
recover the CD method. Acceleration is obtained by the inclusion of the extrapolation
steps (4) and (7). As mentioned before, we will analyze our method under a more general
strong convexity assumption.
Assumption 2.3.1. Function f is µw-strongly convex with respect to the ‖ · ‖w norm.
That is,
f(x+ h) ≥ f(x) + 〈∇f(x), h〉+ µw
2
‖h‖2w, (2.12)
for all x, h ∈ Rd, where µw > 0.
Note that if f is µ-strongly convex in the standard sense (i.e., for w = (1, . . . , 1)),
then f is µw-strongly convex for any w > 0 with µw = mini
µ
wi
. Considering a general
µw-strong convexity allows us to get a tighter convergence rate in some cases [7].
Algorithm 5 ACD (Accelerated coordinate descent with arbitrary sampling)
1: Parameters: i.i.d. proper samplings Sk ∼ D; v, w ∈ Rd++; µw > 0; stepsize param-
eters η, θ > 0.
2: Initial iterate y0 = z0 ∈ Rd
3: for k = 0, 1, 2, . . . do
4: xk+1 = (1− θ)yk + θzk
5: Get Sk ∼ D
6: yk+1 = xk+1 −∑i∈Sk 1vi∇if(xk+1)ei
7: zk+1 = 1
1+ηµw
(
zk + ηµwx
k+1 −∑i∈Sk ηpiwi∇if(xk+1)ei)
8: end for
Using the tricks developed in [116, 49, 122], Algorithm 5 can be implemented so
that only |Sk| coordinates are updated in each iteration. We are now ready derive a
convergence rate of ACD.
Theorem 2.3.2 (Convergence of ACD). Let Sk be i.i.d. proper (but otherwise arbitrary)
samplings. Let P be the associated probability matrix and pi
def
= P(i ∈ Sk). Assume f
is M-smooth (see (2.6)) and let v be ESO parameters satisfying (2.7). Further, assume
that f is µw- strong convex (with µw > 0) for
wi
def
=
vi
p2i
, i = 1, 2, . . . , d, (2.13)
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with respect to the weighted Euclidean norm ‖ · ‖w (i.e., we enforce Assumption 2.3.1).
Then
µw ≤ Miip
2
i
vi
≤ p2i ≤ 1, i = 1, 2, . . . d. (2.14)
In particular, if f is µ-strongly convex with respect to the standard Euclidean norm, then
we can choose
µw = min
i
p2iµ
vi
. (2.15)
Finally, if we choose
θ
def
=
√
µ2w + 4µw − µw
2
=
2µw√
µ2w + 4µw + µw
≥ 0.618√µω
and η
def
= 1
θ
, then the random iterates of ACD satisfy
E
[
P k
] ≤ (1− θ)kP 0, (2.16)
where P k
def
= 1
θ2
(
f(yk)− f(x∗)) + 1
2(1−θ)‖zk − x∗‖2w and x∗ is the optimal solution of
(2.1).
Noting that 1/0.618 ≤ 1.619, as an immediate consequence of (2.16) and (2.16) we
get bound
k ≥ 1.619√
µw
log
1

⇒ E [P k] ≤ P 0. (2.17)
If f is µ-strongly convex, then by plugging (2.15) into (2.17) we obtain the iteration
complexity bound
1.619 ·
√
max
i
vi
p2iµ
log
1

. (2.18)
Complexity (2.18) is our key result (also mentioned in (2.11) and Table 2.1).
2.4 Importance sampling for minibatches
Let τ
def
= E
[|Sk|] be the expected minibatch size. The next theorem provides an insightful
lower bound for the complexity of ACD we established, one independent of p and v.
Theorem 2.4.1 (Limits of minibatch performance). Let the assumptions of Theorem 2.3.2
be satisfied and let f be µ-strongly convex. Then the dominant term in the rate (2.18)
of ACD admits the lower bound√
max
i
vi
p2iµ
≥
∑
i
√
Mii
τ
√
µ
. (2.19)
Note that for τ = 1 we have Mii = vi = Li, and the lower bound is achieved by
using the importance sampling pi ∝
√
Li. Hence, this bound gives a limit on how much
speedup, compared to the best known complexity in the τ = 1 case, we can hope for as
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Lower bound S1 : pi =
τ
d
S2 :
p2i
Mii
∝ 1 S3 : p
2
i
Mii
∝ 1− pi
∑
i
√
Mii
τ
√
µ
d
√
(1− β) maxi Mii + βL
τ
√
µ
γ
∑
i
√
Mii
τ
√
µ
ω
d
√
(1− β) maxi Mii + βL
τ
√
µ
(2.19)
= uniform ACD for τ = 1
= AGD for τ = d
≤ √d× lower bound
• τ ≤
∑
j
√
Mjj
maxi Mii
• fastest in practice
• any τ allowed
Table 2.2: New complexity results for ACD with minibatch size τ = E
[|Sk|] and various
samplings (we suppress log(1/) factors in all expressions). Constants: µ = strong con-
vexity constant of f , L = λmax(M), β = (τ − 1)/(d− 1), 1 ≤ γ ≤
√
d, and ω ≤ O(√τ)
(ω can be as small as O(τ/d)).
we increase τ . The bound says we can not hope for better than linear speedup in the
minibatch size. An analogous result (obtained by removing all the squares and square
roots in (2.19)) was established in [175] for CD.
In what follows, it will be useful to write the complexity result (2.18) in a new form
by considering a specific choice of the ESO vector v.
Lemma 2.4.2. Choose any proper sampling S and let P be its probability matrix and
p its probability vector. Let c(S,M)
def
= λmax(P
′ ◦M′), where P′ def= D−1/2PD−1/2,
M′ def= D−1MD−1 and D def= Diag (p). Then the vector v defined by vi
def
= c(S,M)p2i
satisfies the ESO inequality (2.7) and the total complexity (2.18) becomes
1.619 ·
√
c(S,M)√
µ
log
1

. (2.20)
Let Tr (·) be a trace function. Since 1
d
Tr (P′ ◦M′) ≤ c(S,M) ≤ Tr (P′ ◦M′) and
Tr (P′ ◦M′) =
∑
i
P′iiM
′
ii =
∑
i
M′ii =
∑
i
Mii/p
2
i ,
we get the bounds:√
1
d
∑
i
Mii
p2iµ
log
1

≤
√
c(S,M)
µ
log
1

≤
√∑
i
Mii
p2iµ
log
1

. (2.21)
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2.4.1 Sampling 1: standard uniform minibatch sampling
Let S1 be the τ -nice sampling. It can be shown (see Lemma B.3.3) that c(S1,M) ≤
d2
τ2
((1− β) maxi Mii + βL), and hence the iteration complexity (2.18) becomes
O
(
d
τ
√
(1− β) maxi Mii + βL
µ
log
1

)
. (2.22)
This result interpolates between ACD with uniform probabilities (for τ = 1) and accelerated
gradient descent (for τ = d). Note that the rate (2.22) is a strict improvement on the
CD rate (2.9).
2.4.2 Sampling 2: importance sampling for minibatches
Consider now the sampling S2 which includes every i ∈ [d] in S2, independently, with
probability pi = τ
√
Mii∑
j
√
Mjj
. This sampling was not considered in the literature before.
Note that E [|S2|] =
∑
i pi = τ . For this sampling, bounds (2.21) become:∑
i
√
Mii
τ
√
µ
log
1

≤
√
c(S,M)
µ
log
1

≤
√
d
∑
i
√
Mii
τ
√
µ
log
1

. (2.23)
Clearly, with this sampling we obtain an ACD method with complexity within a
√
d
factor from the lower bound established in Theorem 2.4.1. For τ = 1 we have P′ = I
and hence
c(S,M) = λmax(I ◦M′) = λmax(Diag (M′))
= max
i
Mii/p
2
i =
(∑
j
√
Mjj
)2
.
Thus, the rate of ACD achieves the lower bound in (2.23) (see also (2.10)) and we re-
cover the best current rate of ACD in the τ = 1 case, established by Allen-Zhu et.
al. [7]. However, the sampling has an important limitation: it can be used for τ ≤∑
j
√
Mjj/maxi Mii only as otherwise the probabilities pi exceed 1.
2.4.3 Sampling 3: another importance sampling for minibatches
Now consider sampling S3 which includes each coordinate i within S3 independently, with
probability pi satisfying the relation p
2
i /Mii ∝ 1− pi. This is equivalent to setting
pi
def
=
2Mii√
M2ii + 2Miiδ + Mii
, (2.24)
where δ is a scalar for which
∑
i pi = τ . This sampling was not considered in the literature
before. Probability vector p was chosen as (2.24) for two reasons: i) pi ≤ 1 for all i,
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and therefore the sampling can be used for all τ in contrast to S1, and ii) we can prove
Theorem 2.4.3.
Let c1
def
= c(S1,M) and c3
def
= c(S3,M). In light of (2.20), Theorem 2.4.3 compares
S1 and S3 and says that ACD with S3 has at most O(
√
τ) times worse rate compared to
ACD with S1, but has the capacity to be O(d/τ) times better. We prove in Appendix B.2
a similar theorem for CD. We stress that, despite some advances in the development of
importance samplings for minibatch methods [175, 31], S1 was until now the state-of-
the-art in theory for CD. We are the first to give a provably better rate in the sense of
Theorem B.2.3. The numerical experiments show that S3 consistently outperforms S1,
and often dramatically so.
Theorem 2.4.3. The leading complexity terms c1 and c3 of ACD (Algorithm (2.5)) with
samplings S1, and S3, respectively, defined in Lemma 2.4.2, compare as follows:
c3 ≤ 2(2d− τ)(dτ + d− τ)
(d− τ)2 c1 = O(τ)c1. (2.25)
Moreover, there exists M where c3 ≤ O
(
τ2
d2
)
c1.
In real world applications, minibatch size τ is limited by hardware and in typical situ-
ations, one has τ  d, oftentimes τ = O(1). The importance of Theorem 2.4.3 is best
understood from this perspective.
2.5 Experiments
We perform extensive numerical experiments to justify that minibatch ACD with importance
sampling works well in practice.
We first present some synthetic examples in Section 2.5.1 in order to have better
understanding of both acceleration and importance sampling, and to see how it performs
on what type of data. We also study how minibatch size influences the convergence rate.
Then, in Section 2.5.2, we work with logistic regression problem on LibSVM [23] data.
For small datasets, we choose the parameters of ACD as theory suggests and for large
ones, we estimate them, as we describe in the main body of the chapter. Lastly, we tackle
dual of SVM problem with squared hinge loss, which we present in Section 2.5.3.1
In most of plots we compare of both accelerated and non-accelerated CD with all
samplings S1, S2, S3 introduced in Sections 2.4.1, 2.4.2 and 2.4.3 respectively. We refer
to ACD with sampling S3 as AN (Accelerated Nonuniform), ACD with sampling S1 as AU,
ACD with sampling S2 as AN2, CD with sampling S3 as NN, CD with sampling S1as NU
and CD with sampling S2 as NN2. As for Sampling 2, it might happen that probabilities
1Coordinate descent methods which allow for separable proximal operator were proven to be efficient
to solve ERM problem, when applied on dual [189, 191, 192, 223]. Although we do not develop proximal
methods in this chapter, we empirically demonstrate that ACD allows for this extension as well. As a
specific problem to solve, we choose dual of SVM with hinge loss. The results and a detailed description of
the experiment are presented in Section 2.5.3, and are indeed in favour of ACD with importance sampling.
Therefore, ACD is not only suitable for big dimensional problems, it can handle the big data setting as
well.
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Type M
1 A>A + I for A
d
2
×d; have independent entries from N(0, 1)
2 A>A + I for A2d×d; have independent entries from N(0, 1)
3 Diag (1, 2, . . . , d)
4 A + I, Ad,d = d, A1:(d−1),1:(d−1) = 1, A1:(d−1),d = Ad,1:(d−1) = 0
5 A>DA + I for A
d
2
×d; have independent entries from N(0, 1),
D = 1√
d
Diag (1, 2, . . . , d)
Table 2.3: Problem types for testing ACD.
become larger than one if τ is large (see Section 2.4.2), we set those probabilities to 1
while keeping the rest as it is.
All the experimental results clearly show that acceleration, importance sampling and
minibatching have a significant impact on practical performance of CD methods. Moreover,
the difference in the performance of samplings S2 and S3 is negligible, and therefore we
recommend using S3, as it is not limited by the bound on expected minibatch size τ .
2.5.1 Synthetic quadratics
As we mentioned, the goal of this section is to provide a better understanding of both
acceleration and importance sampling. For this purpose we consider as simple setting as
possible – minimizing quadratic
f(x) =
1
2
x>Mx− b>x, (2.26)
where b ∼ N(0, I) and M is chosen as one of the 5 types, as Table 2.3 suggests.
In the first example we perform (Figure 2.1), we compare the performance of both
accelerated and non-accelerated algorithm with both nonuniform and τ nice sampling on
problems as per Table 2.3. In all experiments, we set d = 1000 and we plot a various
choices of τ .
Comparison of methods on synthetic data
Figure 2.1 presents the numerical performance of ACD for various types of synthetic prob-
lems given by (2.26) and Table 2.3. It suggests what our theory shows: accelerated
algorithm is always faster than its non-accelerated counterpart, and on top of that, per-
formance of τ–nice sampling (S1) can be negligibly faster than importance sampling
(S2, S3), but is usually significantly slower. A significance of the importance sampling
is mainly demonstrated on problem type 4, which roughly coincides with Examples 12
and 13. Figure 2.1 presents Sampling 2 only for the cases when the bound on τ form
Section 2.4.2 is satisfied.
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Figure 2.1: Coordinate descent. Comparison of accelerated, nonaccelerated algorithm
with both importance and τ nice sampling for a various quadratic problems.
Speedup in τ
The next experiment shows an empirical speedup for the coordinate descent algorithms for
a various types of problems. For simplicity, we do not include Sampling 2. Figure 2.2 pro-
vides the results. Oftentimes, the empirical speedup (in terms of the number of iteration)
in τ is close to linear, which demonstrates the power and significance of minibatching.
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Figure 2.2: Coordinate descent. Comparison of speedup gained by both τ -nice sampling
and importance sampling with and without acceleration on various quadratic problems.
2.5.2 Logistic regression
In this section we apply ACD on the regularized logistic regression problem, i.e.
f(x) =
1
n
n∑
i=1
log (1 + exp (Ai,:x · b)) + λ
2
‖x‖2,
for b ∈ {−1, 1} and data matrix A comes from LibSVM. In each experiment in this
section, we have chosen regularization parameter λ to be the average diagonal element
of the smoothness matrix. We first apply the methods with the optimal parameters as
our theory suggests on smaller datasets. On larger ones (Section 2.5.2), we set them in
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a cheaper way, which is not guaranteed to work by theory we provide.
In our first experiment, we apply ACD on LibSVM data directly for various minibatch
sizes τ . Figure 2.3 shows the results. As expected, ACD is always better to CD, and
importance sampling is always better to uniform one.
Figure 2.3: Accelerated coordinate desent applied on the logistic regression problem, for
various LibSVM datasets and minibatch sizes τ
Note that, for some datasets and especially bigger minibatch sizes, the effect of im-
portance sampling is sometimes negligible. To demonstrate the power of importance
sampling, in the next experiment, we first corrupt the data – we multiply each row and
column of the data matrix A by random number from uniform distribution over [0, 1].
The results can be seen in Figure 2.4. As expected, the effect of importance sampling
becomes more significant.
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Figure 2.4: ACD applied on the logistic regression problem, for various rescaled LibSVM
datasets and minibatch sizes τ .
Practical method on larger dataset
In Figure 2.5, we report on a logistic regression problem with a few selected LibSVM [23]
datasets. For larger datasets, pre-computing both strong convexity parameter µ and v may
be expensive (however, recall that for v we need to tune only one scalar). Therefore, we
choose ESO parameters v from Lemma 2.4.2, while estimating the smoothness matrix as
10× its diagonal. An estimate of the strong convexity µ for acceleration was chosen to be
the minimal diagonal element of the smoothness matrix. We provide a formal formulation
of the logistic regression problem, along with more experiments applied to further datasets
in Appendix 2.5.2, where we choose v and µ in full accord with the theory.
We have chosen regularization parameter λ to be the average diagonal element of the
smoothness matrix and estimated v, µ as described in Section 2.5.
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Figure 2.5: Six variants of coordinate descent (AN, AU, NN, NU, AN2 and AU2) applied to
a logistic regression problem, with minibatch sizes τ = 1, 8, 64 and 512.
2.5.3 Support vector machines
In this section we apply ACD on the dual of SVM problem with squared hinge loss, i.e.,
f(x) =
1
λd2
n∑
j=1
(
d∑
i=1
biAjixi
)2
− 1
d
d∑
i=1
xi +
1
4d
d∑
i=1
x2i + I[0,∞](x),
where I[0,∞] stands for indicator function of set [0,∞], i.e. I[0,∞](x) = 0 if x ∈ Rd+,
otherwise I[0,∞](x) =∞. As for the data, we have rescaled each row and each column of
the data matrix coming frol LibSVM by random scalar generated from uniform distribution
over [0, 1]. We have chosen regularization parameter λ to be maximal diagonal element of
the smoothness matrix divided by 10 in each experiment below. We deal with nonsmooth
indicator function using proximal operator, which happens to be a projection in this case.
We choose ESO parameters v from Lemma 2.4.2, while estimating the smoothness matrix
as
√
d–times multiple of its diagonal. An estimate of the strong convexity µ for accelera-
tion was chosen to be minimal diagonal element of the smoothness matrix, therefore we
adapt a similar approach as in Section 2.5.2.
Recall that we did not provide a theory for the proximal steps. However, we make
the experiment to demonstrate that ACD can solve big data problems on top of large
dimensional problems. Although the results are presented in the main body, we restate
them here again (Figure 2.6) for the sake of readibility.
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Figure 2.6: Accelerated coordinate desent applied on the dual of of SVM with squared
hinge loss, for various LibSVM datasets.
2.6 Conclusion
In this chapter we have presented an minibatch version of accelerated coordinate descent
and provided best rates for arbitrary sampling. We have introduced the importance sam-
pling for minibatches, which can be arbitrarily better to uniform sampling, but can be at
most constant times worse to uniform sampling. This is the first result of the kind for
minibatch coordinate descent samplings.
As mentioned throughout the chapter, setting of Algorithm 5 has a limitation – it
does not allow a minimization with non-separable regularizer using proximal operator. In
particular, objective with non-separable proximal regularizer is not expected to have zero
gradient at optimum; and therefore coordinate descent methods can not be expected to
converge, unless a decreasing step size is used which leads to significantly slower method.
The next chapter solves the issue using variance reduction technique called SEGA.
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Chapter 3
SEGA: Variance Reduction via Gradient Sketching
In this chapter, we again consider a specific instance of the optimization problem (1.1). In
particular, f is not necessarily assumed to have a finite-sum structure. However, we allow
the presence of a closed convex regularizer ψ : Rd → R ∪ {+∞}, of which a proximal
operator (1.4) is available. In summary, we aim to solve the following optimization task:
min
x∈Rd
{
F (x)
def
= f(x) + ψ(x)
}
. (3.1)
3.1 Gradient sketching
The main goal of this chapter is to design provably fast proximal gradient-type methods
for solving (3.1) without assuming that the true gradient of f is available. Instead, we
assume that an oracle provides a random linear transformation (i.e., a sketch) of the
gradient, which is the information available to drive the iterative process. In particular,
given a fixed distribution D over matrices S ∈ Rd×τ (b ≥ 1 can but does not need to be
fixed), and a query point x ∈ Rd, our oracle provides us the random linear transformation
of the gradient given by
ζ(S, x)
def
= S>∇f(x) ∈ Rτ , S ∼ D. (3.2)
Information of this type is available/used in a variety of scenarios. For instance, ran-
domized coordinate descent (CD) methods use oracle (3.2) with D corresponding to a
distribution over standard basis vectors. Minibatch/parallel variants of CD methods utilize
oracle (3.2) with D corresponding to a distribution over random column submatrices of
the identity matrix. If one is prepared to use difference of function values to approximate
directional derivatives, then one can apply our oracle model to zeroth-order optimiza-
tion [27]. Indeed, the directional derivative of f in a random direction S = s ∈ Rd×1 can
be approximated by ζ(s, x) ≈ 1

(f(x+ s)− f(x)), where  > 0 is sufficiently small.
Example 2 (Sketches). We now illustrate this concept using two examples.
(i) Coordinate sketch. Let D be the uniform distribution over standard unit basis
vectors e1, e2, . . . , ed of Rd. Then ζ(ei, x) = e>i ∇f(x), i.e., the ith partial derivative
of f at x.
(ii) Gaussian sketch. Let D be the standard Gaussian distribution in Rd. Then for
s ∼ D we have ζ(s, x) = s>∇f(x), i.e., the directional derivative of f at x in
direction s.
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We describe SEGA in Section 3.3. Convergence results for general sketches are de-
scribed in Section 3.4. Refined results for coordinate sketches are presented in Section 3.5,
where we also describe and analyze an accelerated variant of SEGA. Experimental results
can be found in Section 3.6. We also include here experiments with a subspace vari-
ant of SEGA, which is described and analyzed in Appendix C.3. Conclusions are drawn
and potential extensions outlined in Section 3.7. A simplified analysis of SEGA in the
case of coordinate sketches and for ψ ≡ 0 is developed in Appendix C.4 (under standard
assumptions as in the main body).
We introduce notation when and where needed. For convenience, we provide a table
of frequently used notation in Appendix A.
3.1.1 Related work
In the last decade, stochastic gradient-type methods for solving problem (3.1) have re-
ceived unprecedented attention by theoreticians and practitioners alike. Specific examples
of such methods are stochastic gradient descent (SGD) [179], variance-reduced variants of
SGD such as SAG [182], SAGA [37], SVRG [88], and their accelerated counterparts [121, 4].
While these methods are specifically designed for objectives formulated as an expectation
or a finite sum, we do not assume such a structure. Moreover, these methods utilize a
fundamentally different stochastic gradient information: they have access to an unbiased
estimator of the gradient. In contrast, we do not assume that (3.2) is an unbiased estima-
tor of ∇f(x). In fact, ζ(S, x) ∈ Rτ and ∇f(x) ∈ Rd do not even necessarily belong to
the same space. Therefore, our algorithms and results should be seen as complementary
to the above line of research.
While the gradient sketch ζ(S, x) does not immediatey lead to an unbiased estimator
of the gradient, SEGA uses the information provided in the sketch to construct an unbiased
estimator of the gradient via a sketch-and-project process. Sketch-and-project iterations
were introduced in [61] in the contex of linear feasibility problems. A dual view uncovering
a direct relationship with stochastic subspace ascent methods was developed in [62]. The
latest and most in-depth treatment of sketch-and-project for linear feasibility is based on
the idea of stochastic reformulations [176]. Sketch-and-project can be combined with
Polyak [129, 128] and Nesterov momentum [58], extended to convex feasibility problems
[145], matrix inversion [64, 63, 58], and empirical risk minimization [57, 65]. Connections
to gossip algorithms for average consensus were made in [127, 126].
The line of work most closely related to our setup is that on randomized coordinate/-
subspace descent methods [152, 62]. Indeed, the information available to these methods
is compatible with our oracle for specific distributions D. However, the main disadvan-
tage of these methods is that they are not able to handle non-separable regularizers ψ.
In contrast, the algorithm we propose—SEGA—works for any regularizer ψ. In particular,
SEGA can handle non-separable constraints even with coordinate sketches, which is out of
range of current coordinate descent methods. Hence, our work could be understood as
extending the reach of coordinate and subspace descent methods from separable to arbi-
trary regularizers, which allows for a plethora of new applications. Our method is able to
work with an arbitrary regularizer due to its ability to build an unbiased variance-reduced
estimate of the gradient of f throughout the iterative process from the random linear
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measurements thereof provided by the oracle. Moreover, and unlike coordinate descent,
SEGA allows for general sketches from essentially any distribution D.
Another stream of work on designing gradient-type methods without assuming perfect
access to the gradient is represented by the inexact gradient descent methods [34, 40, 185].
However, these methods deal with deterministic estimates of the gradient and are not
based on linear transformations of the gradient. Therefore, this second line of research is
also significantly different from what we do here.
3.2 Contributions
We now list the main contributions of this chapter.
• Subspace oracle with non-separable regularizer. SEGA is the first iterative
proximal algorithm with a subspace gradient oracle that achieves linear convergence.
Unlike coordinate descent, SEGA does not require the regularizer to be separable and
thus has a much broader range of applications. It achieves by constructing control
variance to progressively reduce the variance of stochastic gradient estimator.
• Generality and Subspace SEGA . We provide the convergence rate of SEGA under
the full generality – we allow for arbitrary distribution of sketching matrices S. In
some scenarios, this might lead to a very fast convergence, especially when ∇f
always belongs to a particular subspace.
• Fast rates without ψ. Given that ψ ≡ 0, we show that SEGA is, up to a small
constant, as fast as the state-of-the-art coordinate descent. Specifically, we show
that SEGA with importance sampling and acceleration converges, up to a constant,
as fast as the analogous version of CD.
3.3 The SEGA algorithm
In this section we introduce a learning process for estimating the gradient from the
sketched information provided by (3.2); this will be used as a subroutine of SEGA.
Let xk be the current iterate, and let hk be the current estimate of the gradient of
f . We then query the oracle, and receive new gradient information in the form of the
sketched gradient (3.2). At this point, we would like to update hk based on this new
information. We do this using a sketch-and-project process [61, 62, 176]: we set hk+1 to
be the closest vector to hk satisfying (3.2):
hk+1 = arg min
h∈Rd
‖h− hk‖2
subject to S>k h = S
>
k∇f(xk). (3.3)
The closed-form solution of (3.3) is
hk+1 = hk − Zk(hk −∇f(xk)) = (I− Zk)hk + Zk∇f(xk), (3.4)
68
Figure 3.1: Iterates of SEGA and CD
where Zk
def
= Sk
(
S>k Sk
)†
S>k . Notice that h
k+1 is a biased estimator of ∇f(xk). In order
to obtain an unbiased gradient estimator, we introduce a random variable1 θk = θ(Sk)
for which
E [θkZk] = I. (3.5)
If θk satisfies (3.5), it is straightforward to see that the random vector
gk
def
= (1− θk)hk + θkhk+1 (3.4)= hk + θkZk(∇f(xk)− hk) (3.6)
is an unbiased estimator of the gradient:
E
[
gk
] (3.5)+(3.6)
= ∇f(xk). (3.7)
Finally, we use gk instead of the true gradient, and perform a proximal step with respect
to ψ. This leads to a new randomized optimization method, which we call SkEtched
Gradient Algorithm (SEGA). The method is formally described in Algorithm 6. We stress
again that the method does not need the access to the full gradient.
Algorithm 6 SEGA (SkEtched Gradient Algorithm)
1: Parameters: x0, h0 ∈ Rd; distribution D; stepsize α > 0
2: for k = 0, 1, 2, . . . do
3: Sample Sk ∼ D
4: gk = hk + θkZk(∇f(xk)− hk)
5: xk+1 = prox)αψ(x
k − αgk)
6: hk+1 = hk + Zk(∇f(xk)− hk)
7: end for
3.3.1 SEGA as a variance-reduced method
As we shall show, both hk and gk are becoming better at approximating ∇f(xk) as
the iterates xk approach the optimum. Hence, the variance of gk as an estimator of
1Such a random variable may not exist. Some sufficient conditions are provided later.
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the gradient tends to zero, which means that SEGA is a variance-reduced algorithm. The
structure of SEGA is inspired by the JackSketch algorithm introduced in [65]. However, as
JackSketch is aimed at solving a finite-sum optimization problem with many components,
it does not make much sense to apply it to (3.1). Indeed, when applied to (3.1) (with ψ ≡
0, since JackSketch was analyzed for smooth optimization only), JackSketch reduces
to gradient descent. While JackSketch performs Jacobian sketching (i.e., multiplying
the Jacobian by a random matrix from the right, effectively sampling a subset of the
gradients forming the finite sum), SEGA multiplies the Jacobian by a random matrix from
the left. In doing so, SEGA becomes oblivious to the finite-sum structure and transforms
into the gradient sketching mechanism described in (3.2).
3.3.2 SEGA versus coordinate descent
We now illustrate the above general setup on the simple example when D corresponds to
a distribution over standard unit basis vectors in Rd.
Example 3. Let D be defined as follows. We choose Sk = ei with probability pi > 0,
where e1, e2, . . . , ed are the unit basis vectors in Rd. Then
hk+1
(3.4)
= hk + e>i (∇f(xk)− hk)ei, (3.8)
which can equivalently be written as hk+1i = e
>
i ∇f(xk) and hk+1j = hkj for j 6= i. If we
choose θk = θ(Sk) = 1/pi, then
E [θkZk] =
d∑
i=1
pi
1
pi
ei(e
>
i ei)
−1e>i =
d∑
i=1
eie
>
i = I,
which means that θk is a bias-correcting random variable. We then get
gk
(3.6)
= hk +
1
pi
e>i (∇f(xk)− hk)ei. (3.9)
In the setup of Example 3, both SEGA and CD obtain new gradient information in
the form of a random partial derivative of f . However, the two methods process this
information differently, and perform a different update:
(i) While SEGA allows for arbitrary proximal term, CD allows for separable proximal term
only [190, 122, 49].
(ii) While SEGA updates all coordinates in every iteration, CD updates a single coordinate
only.
(iii) If we force hk = 0 in SEGA and use coordinate sketches, the method transforms into
CD.
Based on the above observations, we conclude that SEGA can be applied in more
general settings for the price of potentially more expensive iterations2. For intuition-
2Forming vector g and computing the prox.
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building illustration of how SEGA works, Figure 3.1 shows the evolution of iterates of
both SEGA and CD applied to minimizing a simple quadratic function in 2 dimensions.
For more figures of this type, including the composite case where CD does not work, see
Appendix 3.6.5.
In Section 3.5 we show that SEGA enjoys the same theoretical iteration complexity rates
as CD, up to a small constant factor. This remains true when comparing state-of-the-art
variants of CD utilizing importance-sampling, parallelism/mini-batching and acceleration
with the appropriate corresponding variants of SEGA.
Remark 1. Nontrivial sketches S might, in some applications, bring a substantial speedup
against the baseline choices mentioned in Example 3. Appendix C.3 provides one setting
where this can happen: there are problems where the gradient of f always lies in a
particular m-dimensional subspace of Rd. In such a case, suitable choice of S leads to
O ( d
m
)
–times faster convergence compared to the setup of Example 3. In Section 3.6.3
we numerically verify this claim.
3.4 Convergence of SEGA for general sketches
In this section we state a linear convergence result for SEGA (Algorithm 6) for general
sketch distributions D under smoothness and strong convexity assumptions.
3.4.1 Smoothness assumptions
We will use the following general version of smoothness.
Assumption 3.4.1 (Q-smoothness). Function f is Q-smooth for some Q  0, that is,
for all x, y ∈ Rd, the following inequality is satisfied:
f(x)− f(y)− 〈∇f(y), x− y〉 ≥ 1
2
‖∇f(x)−∇f(y)‖2Q. (3.10)
Assumption 3.4.1 is not standard in the literature. However, as Lemma C.1.1 states,
for twice differentiable f with Q = M−1, Assumption 3.4.1 is equivalent to M-smoothness
(see (2.6)), which is a common assumption in modern analysis of CD methods. As dis-
cussed in Chapter 2, M-smoothness appears naturally in various application such as em-
pirical risk minimization with linear predictors and is a baseline in the development of
minibatch CD methods [175, 166, 167, 168]. We will adopt this notion in Section 3.5,
when comparing SEGA to coordinate descent. Until then, let us consider the almost
equivalent Assumption 3.4.1.
3.4.2 Main result
We are now ready to present one of the key theorems of the chapter, which states that
the iterates of SEGA converge linearly to the optimal solution.
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Theorem 3.4.2. Assume that f is Q-smooth and µ-strongly convex. Choose stepsize
α > 0 and Lyapunov parameter σ > 0 so that
α (2(C− I) + σµI) ≤ σE [Z] , αC ≤ 1
2
(Q− σE [Z]) , (3.11)
where C
def
= E [θ2kZk]. Fix x0, h0 ∈ dom(F ) and let xk, hk be the random iterates produced
by SEGA. Then
E
[
Φk
] ≤ (1− αµ)kΦ0,
where Φk
def
= ‖xk−x∗‖2 +σα‖hk−∇f(x∗)‖2 is a Lyapunov function and x∗ is the solution
of (3.1).
Note that the convergence of the Lyapunov function Φk implies both xk → x∗ and
hk → ∇f(x∗). The latter means that SEGA is variance reduced, in contrast to CD in the
proximal setup with non-separable ψ, which does not converge to the solution.
To clarify on the assumptions, let us mention that if σ is small enough so that Q −
σE [Z]  0, one can always choose stepsize α satisfying
α ≤ min
{
λmin(E [Z])
λmax(2σ−1(C− I) + µI) ,
λmin(Q− σE [Z])
2λmax(C)
}
(3.12)
and inequalities (3.11) will hold. Therefore, we get the next corollary.
Corollary 3.4.3. If σ < λmin(Q)
λmax(E[Z]) , α satisfies (3.12) and k ≥ 1αµ log Φ
0

, then
E
[‖xk − x∗‖2] ≤ .
As Theorem 3.4.2 is rather general, we also provide a simplified version thereof, com-
plete with a simplified analysis (Theorem C.4.1 in Appendix C.4). In the simplified version
we remove the proximal setting (i.e., we set ψ ≡ 0), assume L-smoothness3, and only
consider coordinate sketches with uniform probabilities. The result is provided as Corol-
lary 3.4.4.
Corollary 3.4.4. Let D be the uniform distribution over the standard unit basis vectors
in Rd. If the stepsize satisfies
0 < α ≤ min
1− Lσd2Ld , 1n(µ+ 2(d−1)
σ
)
 ,
then
E
[
Φk
] ≤ (1− αµ)kΦ0.
Therefore, the iteration complexity is O˜(dL/µ).
3The standard L-smoothness assumption is a special case of M-smoothness for M = LI and special
case of Q-smoothness for Q = L−1I.
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CD SEGA
Nonaccelerated method
importance sampling, b = 1
Tr(M)
µ
log 1

[152] 8.55 · Tr(M)
µ
log 1

Nonaccelerated method
arbitrary sampling
(
maxi
vi
piµ
)
log 1

[175] 8.55 ·
(
maxi
vi
piµ
)
log 1

Accelerated method
importance sampling, b = 1
1.62 ·
∑
i
√
Mii√
µ
log 1

[7] 9.8 ·
∑
i
√
Mii√
µ
log 1

Accelerated method
arbitrary sampling
1.62 ·
√
maxi
vi
p2iµ
log 1

[78] 9.8 ·
√
maxi
vi
p2iµ
log 1

Table 3.1: Complexity results for coordinate descent (CD) and our sketched gradient
method (SEGA), specialized to coordinate sketching, for M-smooth and µ-strongly convex
functions.
Remark 2. In the fully general setting, one might choose α to be bigger than bound (3.12),
which depends on eigen properties of matrices E [Z] ,C,Q, leading to a better overall
complexity according to Corollary 3.4.3. However, in the simple case with Q = I and
Sk = eik with uniform probabilities, bound (3.12) is tight.
3.5 Convergence of SEGA for coordinate sketches
In this section we compare SEGA with coordinate descent. We demonstrate that, special-
ized to a particular choice of the distribution D (where S is a random column submatrix
of the identity matrix), which makes SEGA use the same random gradient information as
that used in modern state-of-the-art randomized CD methods, SEGA attains, up to a small
constant factor, the same convergence rate as CD methods.
Firstly, in Section 3.5.2 we develop SEGA with arbitrary “coordinate sketches” (Theo-
rem 3.5.2). Then, in Section 3.5.3 we develop an accelerated variant of SEGA in a very
general setup known as arbitrary sampling (see Theorem C.2.5) [175, 169, 166, 167].
Lastly, Corollary 3.5.3 and Corollary 3.5.4 provide us with importance sampling for both
nonaccelerated and accelerated method, which matches up to a constant factor cutting-
edge coordinate descent rates [175, 7] under the same oracle and assumptions4. Table 3.1
summarizes the results of this section. We provide a dedicated analysis for the methods
from this section in Appendix C.2.
We now describe the setup and technical assumptions for this section. In order to
facilitate a direct comparison with CD (which does not work with non-separable regularizer
ψ), for simplicity we consider problem (3.1) in the simplified setting with ψ ≡ 0. Further,
function f is assumed to be M-smooth (2.6) and µ-strongly convex.
4There was recently introduced a notion of importance minibatch sampling for coordinate descent [78].
We state, without a proof, that SEGA with block coordinate sketches allows for the same importance
sampling as developed in the mentioned chapter.
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3.5.1 Defining D: samplings
In order to draw a direct comparison with general variants of CD methods (i.e., with
those analyzed in the arbitrary sampling paradigm), we consider sketches in (3.3) that
are column submatrices of the identity matrix: S = IS, where S is a random subset (aka
sampling) of [d]
def
= {1, 2, . . . , d}. Note that the columns of IS are the standard basis
vectors ei for i ∈ S and hence
Range (S) = Range (ei : i ∈ S) .
So, distribution D from which we draw matrices is uniquely determined by the distribution
of sampling S. Given a sampling S, define p = (p1, . . . , pd) ∈ Rd to be the vector
satisfying pi = P (ei ∈ Range (S)) = P (i ∈ S), and P to be the matrix for which
Pij = P ({i, j} ⊆ S) .
Note that p and P are the probability vector and probability matrix of sampling S,
respectively [167]. We assume throughout the chapter that S is proper, i.e., we assume
that pi > 0 for all i. State-of-the-art minibatch CD methods (including the ones we
compare against [175, 78]) utilize large stepsizes related to the so-called ESO Expected
Separable Overapproximation (ESO) [167] parameters v = (v1, . . . , vd). ESO parameters
play a key role in SEGA as well, and are defined next.
Assumption 3.5.1 (ESO). There exists a vector v satisfying the following inequality
P ◦M  Diag(p) Diag(v), (3.13)
where ◦ denotes the Hadamard (i.e., element-wise) product of matrices.
In case of single coordinate sketches, parameters v are equal to coordinate-wise
smoothness constants of f . An extensive study on how to choose them in general was
performed in [167]. For notational brevity, let us set Pˆ
def
= Diag(p) and Vˆ
def
= Diag(v)
throughout this section.
3.5.2 Non-accelerated method
We now state the convergence rate of (non-accelerated) SEGA for coordinate sketches
with arbitrary sampling of subsets of coordinates. The corresponding CD method was
developed in [175].
Theorem 3.5.2. Assume that f is M-smooth and µ-strongly convex. Denote Ψk
def
=
f(xk)− f(x∗) + σ‖hk‖2
Pˆ−1 . Choose α, σ > 0 such that
σI− α2(VˆPˆ−1 −M)  γµσPˆ−1, (3.14)
where γ
def
= α− α2 maxi{ vipi} − σ. Then the iterates of SEGA satisfy
E
[
Ψk
] ≤ (1− γµ)kΨ0.
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We now give an importance sampling result for a coordinate version of SEGA. We
recover, up to a constant factor, the same convergence rate as standard CD [152]. The
probabilities we chose are optimal in our analysis and are proportional to the diagonal
elements of matrix M.
Corollary 3.5.3. Assume that f is M-smooth and µ-strongly convex. Suppose that D
is such that at each iteration standard unit basis vector ei is sampled with probability
pi ∝Mii. If we choose α = 0.232Tr(M) , σ = 0.061Tr(M) , then
E
[
Ψk
] ≤ (1− 0.117µ
Tr(M)
)k
Ψ0.
The iteration complexities provided in Theorem 3.5.2 and Corollary 3.5.3 are summa-
rized in Table 3.1. We also state that σ, α can be chosen so that (3.14) holds, and the
rate from Theorem 3.5.2 coincides with the rate from Table 3.1.
Remark 3. Theorem 3.5.2 and Corollary 3.5.3 hold even under a non-convex relaxation
of strong convexity – Polyak- Lojasiewicz inequality: µ(f(x) − f(x∗)) ≤ 1
2
‖∇f(x)‖22.
Therefore, SEGA also converges for a certain class of non-convex problems. For an overview
on different relaxations of strong convexity, see [91].
3.5.3 Accelerated method
In this section, we propose an accelerated (in the sense of Nesterov’s method [149, 154])
version of SEGA, which we call ASEGA. The analogous accelerated CD method, in which a
single coordinate is sampled in every iteration, was developed and analyzed in [7]. The
general variant utilizing arbitrary sampling was developed and analyzed in [78].
Algorithm 7 ASEGA: Accelerated SEGA
1: Parameters: x0 = y0 = z0 ∈ Rd; h0 ∈ Rd; S; parameters α, β, η, µ > 0
2: for k = 0, 1, 2, . . . do
3: xk = (1− η)yk−1 + ηzk−1
4: Sample Sk = ISk , where Sk ∼ S, and compute gk, hk+1 according to (3.4), (3.6)
5: yk = xk − αPˆ−1gk
6: zk = 1
1+βµ
(zk + βµxk − βgk)
7: end for
The method and analysis is inspired by [6]. Due to space limitations and technicality
of the content, we state the main theorem of this section in Appendix C.2.4. Here, we
provide Corollary 3.5.4, which shows that Algorithm 7 with single coordinate sampling
enjoys, up to a constant factor, the same convergence rate as state-of-the-art accelerated
coordinate descent method NUACDM of Allen-Zhu et al. [7].
Corollary 3.5.4. Let the sampling be defined as follows: S = {i} with probability pi ∝√
Mii, for i ∈ [d]. Then there exist acceleration parameters and a Lyapunov function Υk
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such that f(yk)− f(x∗) ≤ Υk and
E
[
Υk
] ≤ (1− η)kΥ0 = (1−O( √µ∑
i
√
Mii
))k
Υ0.
The iteration complexity guarantees provided by Theorem C.2.5 and Corollary 3.5.4
are summarized in Table 3.1.
3.6 Experiments
In this section we perform numerical experiments to illustrate the potential of SEGA. Firstly,
in Section 3.6.1, we compare it to projected gradient descent (PGD) algorithm. Then in
Section 3.6.2, we study the performance of zeroth-order SEGA (when sketched gradients
are being estimated through function value evaluations) and compare it to the analogous
zeroth-order method. Next, in Section 3.6.3 we verify the claim from Remark 2 that in
some applications, particular sketches might lead to a significantly faster convergence.
Lastly, Section 3.6.4 demonstrates that SEGA is competitive to CD methods when ψ ≡ 0
as the results from Section 3.5 predict.
In the all experiments where theory-supported stepsizes were used – we obtained them
by precomputing strong convexity and smoothness measures.
3.6.1 Comparison to projected gradient descent
In this experiment, we illustrate the potential superiority of our method to PGD. We
consider the `2 ball constrained problem (ψ is the indicator function of the unit ball)
with the oracle providing the sketched gradient in the random Gaussian direction. As we
mentioned in the introduction, a method moving in the gradient direction (analogue of
CD), will not converge due to the proximal nature of the problem. Therefore, we can only
compare against the projected gradient. However, in order to obtain the full gradient, one
needs to gather n sketched gradients and solve a linear system to recover the gradient.
To illustrate this, we choose 4 different quadratic problems of the form
f(x)
def
=
1
2
x>Mx− b>x,
where b is a random vector with independent entries from N (0, 1) and M def= UΣU>
according to Table 3.2 for U obtained from QR decomposition of random matrix with
independent entries from N (0, 1). For each problem, the starting point was chosen to
be a vector with independent entries from N (0, 1). We stress that these are synthetic
problems generated for the purpose of illustrating the potential of our method against a
natural baseline. Figure 3.2 compares SEGA and PGD under various relative cost scenarios
of solving the linear system compared to the cost of the oracle calls. The results show
that SEGA significantly outperforms PGD as soon as solving the linear system is expensive,
and is as fast as PGD even if solving the linear system comes for free.
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Type Σ
1 Diagonal matrix with first n/2 components equal to 1, the rest equal to n
2 Diagonal matrix with first n− 1 components equal to 1, the last one equal to n
3 Diagonal matrix with ith component equal to i
4 Diagonal matrix with components coming from uniform distribution over [0, 1]
Table 3.2: Spectrum of M.
Figure 3.2: Convergence of SEGA and PGD on synthetic problems with d = 500. The
indicator “Xd” in the label indicates the setting where the cost of solving linear system
is Xd times higher comparing to the cost ov=f evaluating a single directional derivative.
Recall that a linear system is solved after each d oracle calls. Stepsizes 1/λmax(M) and
1/(dλmax(M)) were used for PGD and SEGA, respectively.
3.6.2 Comparison to zeroth-order optimization methods
In this section, we compare SEGA to the random direct search (RDS) method [12] under a
zeroth-order oracle for unconstrained optimization. For SEGA, we estimate the sketched
gradient using finite differences. Note that RDS is a randomized version of the classical
direct search method [84, 99, 100]. At iteration k, RDS moves to
arg min
(
f(xk + αksk), f(xk − αksk), f(xk))
for a random direction sk ∼ D and a suitable stepszie αk. For illustration, we choose f
to be a quadratic problem based on Table 3.2 and compare both Gaussian and coordinate
directions. Figure 3.3 shows that SEGA outperforms RDS.
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Figure 3.3: Comparison of SEGA and randomized direct search for various problems.
Theory supported stepsizes were chosen for both methods. 500 dimensional problem.
3.6.3 Subspace SEGA
As mentioned in Remark 2, well designed sketches are capable of exploiting structure of
f and lead to a better rate. We address this in detail Appendix C.3 where we develop
and analyze a subspace variant of SEGA.
To illustrate this phenomenon in a simple setting, we perform experiments for problem
(3.1) with f(x) = ‖Ax − b‖2, where b ∈ Rm and A ∈ Rm×d has orthogonal rows, and
with ψ being the indicator function of the unit ball in Rd. That is, we solve the problem
min
‖x‖2≤1
‖Ax− b‖2.
We assume that d m. We compare two methods: naiveSEGA, which uses coordinate
sketches, and subspaceSEGA, where sketches are chosen as rows of A. Figure 3.4 indi-
cates that subspaceSEGA outperforms naiveSEGA roughly by the factor d
m
, as claimed
in Appendix C.3.
3.6.4 Comparison to randomized coordinate descent
In this section we numerically compare the results from Section 3.5 to analogous results for
coordinate descent (as indicated in Table 3.1). We consider the ridge regression problem
on LibSVM [23] data, for both primal and dual formulation. For all methods, we have
chosen parameters as suggested from theory Figure 3.5 shows the results. We can see
that in all cases, SEGA is slower to the corresponding coordinate descent method, but still
is competitive. We however observe only constant times difference in terms of the speed,
as suggested by Table 3.1.
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Figure 3.4: Comparison of SEGA with sketches from a correct subspace versus coordinate
sketches naiveSEGA. Stepsize chosen according to theory. 1000 dimensional problem.
3.6.5 Evolution of iterates: Extra plots
Here we show some additional plots similar to Figure 3.1, which we believe help to build
intuition about how the iterates of SEGA behave. We also include plots for biasSEGA,
which uses biased estimators of the gradient instead. We found that the iterates of
biasSEGA often behave in a more stable way, as could be expected given the fact that
they enjoy lower variance. However, we do not have any theory supporting the convergence
of biasSEGA; this is left for future research.
3.7 Conclusion
We proposed SEGA, a method for solving composite optimization problems under a novel
stochastic linear first-order oracle. SEGA is variance-reduced, and this is achieved via
sketch-and-project updates of gradient estimates. We provided an analysis for smooth
and strongly convex functions and general sketches, and a refined analysis for coordinate
sketches. For coordinate sketches we also proposed an accelerated variant of SEGA, and
our theory matches that of state-of-the-art CD methods. However, in contrast to CD,
SEGA can be used for optimization problems with a non-separable proximal term. We
develop a more aggressive subspace variant of the method—subspaceSEGA—which leads
to improvements in the d  m regime. In the Appendix we give several further re-
sults, including simplified and alternative analyses of SEGA in the coordinate setup from
Example 3. Our experiments are encouraging and substantiate our theoretical predictions.
Next, we point to several potential extensions of our work.
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Figure 3.5: Comparison of SEGA and ASEGA with corresponding coordinate descent meth-
ods for ψ ≡ 0.
Speeding up the general method. We believe that it should be possible to extend
ASEGA to the general setup from Theorem 3.4.2. In such a case, it might be possible a
distribution of sketchesD so as to outperform accelerated proximal gradient methods [150,
9].
Biased gradient estimator. Recall that SEGA uses unbiased gradient estimator gk for
updating the iterates xk in a similar way JacSketch [65] or SAGA [37] do this for the
stochastic finite sum optimization. Recently, a stochastic method for finite sum optimiza-
tion using biased gradient estimators was proven to be more efficient [160]. Therefore, it
might be possible to establish better properties for a biased variant of SEGA. To demon-
strate the potential of this approach, in Appendix 3.6.5 we plot the evolution of iterates
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Figure 3.6: Evolution of iter-
ates of SEGA, CD and biasSEGA
(updates made via hk+1 instead
of gk).
Figure 3.7: Iterates of SEGA, CD
and biasSEGA (updates made
via hk+1 instead of gk). Differ-
ent starting point.
Figure 3.8: Iterates of projected
SEGA, projected CD (which do
not converge) and projected
biasSEGA (updates made via
hk+1 instead of gk). The con-
straint set is represented by the
shaded region.
for the very simple biased method which uses hk as an update for line 3 in Algorithm 6.
Applications. We believe that SEGA might work well in applications where a zeroth-
order approach is inevitable, such as reinforcement learning. We therefore believe that
SEGA might be an efficient proximal method in some reinforcement learning applications.
We also believe that communication-efficient variants of SEGA can be used for distributed
training of machine learning models. This is because SEGA can be adapted to communicate
sparse model updates only.
In the next chapter we introduce a different scenario where SEGA can be superior to CD
even for problems without non-separable regularizer. The setups goes as follows: instead
of minimizing a single function, we aim to minimize a finite sum. The oracle provides
us with mutually independent random set of partial derivatives of each function from
the sum. In such case, the gradient in the optimum does not have to be zero for each
function, and thus SEGA trick might be necessary to keep fast convergence. However,
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the motivation for the mentioned setup does not come from SEGA, but rather that the
independent sampling of coordinates yields surprisingly fast convergence.
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Chapter 4
99% of Worker-Master Communication in Distributed
Optimization is Not Needed
In this work we are concerned with parallel/distributed algorithms for solving finite sum
minimization problems
min
x∈Rd
{
f(x)
def
=
1
n
n∑
i=1
fi(x)
}
, (4.1)
where each fi is convex and smooth. In particular, we are interested in methods which
employ n parallel units/workers/nodes/processors, each of which has access to a single
function fi and its gradients (or unbiased estimators thereof). Let x
∗ be an optimal
solution of (4.1). In many practical scenarios, fi is often of the form
fi(x) = Eξφi(x; ξ), (4.2)
where the expectation is with respect to a distribution of training examples stored locally
at machine i. More typically, however, each machine contains a very large but finite
number of examples (for simplicity, say there are l examples on each machine), and fi is
of the form
fi(x) =
1
l
l∑
j=1
fij(x). (4.3)
In the rest of this section we provide some basic motivation and intuitions in support of
our approach. To this purpose, assume, for simplicity of exposition, that fi is of the finite-
sum form (4.3). In typical modern machine learning workloads, the number of machines n
is much smaller than the number of data points on each machine l. In a large scale regime
(i.e., when the model size d, the number of data points nl, or both are large), problem (4.1)
needs to be solved by a combination of efficient methods and modern hardware. In recent
years there has been a lot of progress in designing new algorithms for solving this problem
using techniques such as stochastic approximation [179], variance reduction [182, 88, 37],
coordinate descent [152, 173, 215] and acceleration [149], resulting in excellent theoretical
and practical performance.
The computational power of the hardware is increasing as well. In recent years, a
very significant amount of such increase is due to parallelism. Since many methods, such
as minibatch Stochastic Gradient Descent (SGD), are embarrassingly parallel, it is very
simple to use them in big data applications. However, it has been observed in practice
that adding more resources beyond a certain limit does not improve iteration complexity
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significantly. Moreover, having more parallel units makes their synchronization harder
due to so-called communication bottleneck. Minibatch versions of most variance reduced
methods1 such as SAGA [37] or SVRG [88] scale even worse in parallel setting – they do not
guarantee, in the worst case, any speedup from using more than one function at a time.
Unfortunately, numerical experiments show that this is not a proof flaw, but rather a real
property of these methods [65]. A similar observation was made for SVRG by [224], where
it was shown that only a small number of partial derivatives are needed at each iteration.
Since there are too many possible situations, we choose to focus on black-box opti-
mization, although we admit that much can be achieved by assuming the sparsity struc-
ture. In fact, for any method there exists a toy situation where the method would scale
perfectly – one simply needs to assume that each function fi depends on its own subset
of coordinates and minimize each fi independently. This can be generalized assuming
sparsity patterns [114, 115] to get almost linear scaling if any coordinate appears in a
small number of functions. Our interest, however, is in explaining situations as in [65]
where the models almost do not scale.
In this chapter, we demonstrate that a simple trick of independent block sampling can
remedy the problem of scaling, to a substantial but limited extent. To illustrate one of
the key insights on a simple example, in what follows consider a thought experiment in
which GD is a baseline method we would want to improve on.
4.1 From gradient descent to block coordinate descent and back
A simple benchmark in the distributed setting is a parallel implementation of gradient
descent (GD). GD arises as a special case of the more general class of block coordinate
descent methods (BCD) [152]. The conventional way to run BCD for problem (4.1) is to
update a single or several blocks2 of x, chosen at random, on all n machines [152, 49],
followed by an update aggregation step. Such updates on each worker typically involve a
gradient step on a subspace corresponding to the selected blocks. Importantly, and this
is a key structural property of BCD methods, the same set of blocks is updated on each
machine. If communication is expensive, it often makes sense to do more work on each
machine, which in the context of BCD means updating more blocks. A particular special
case is to update all blocks, which leads to parallel implementation of GD for problem (4.1),
as mentioned above. Moreover, it is known that the theoretical iteration complexity of
BCD improves as the number of blocks updated increases [152, 166, 167]. For these and
similar reasons, GD (or one of its variants, such as GD with momentum), is often the
preferable method to BCD (in terms of iteration complexity). Having said that, we did not
choose to describe BCD only to discard it at this point; we shall soon return to it, albeit
with a twist.
1We shall mention that there are already a few variance reduced methods that scale, up to some
level, linearly in a parallel setup: Quartz for sparse data [169], Katyusha [4], or SAGA/SVRG/SARAH with
importance sampling for non-convex problems [87].
2Assume the entries of x are partitioned into several non-overlapping blocks.
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4.1.1 From gradient descent to independent block coordinate de-
scent
Because of what we have just said, iteration complexity of GD will not improve by any
variant running BCD; it can only get worse. Despite this, we propose to run BCD, but a
new variant which allows each worker to sample an independent subset of blocks instead.
This variant of BCD for (4.1) was not considered before. As we shall show, our indepen-
dent sampling approach leads to a better-behaved aggregated gradient estimator when
compared to that of BCD, which in turn leads to better overall iteration complexity. We
call our method independent block coordinate descent (IBCD).
We provide a unified analysis of our method, allowing for a random subset of τm out of
a total of m blocks to be sampled on each machine, independently from other machines.
GD arises as a special case of this method by setting τ = 1. However, as we show (see
Corollary 4.4.3), the same iteration complexity guarantee can be obtained by choosing τ
as low as τ = 1
n
. The immediate consequence of this result is that it is suboptimal to
run GD in terms of communication complexity. Indeed, GD needs to communicate all m
blocks per machine, while IBCD achieves the same rate with m
n
blocks per machine only.
Coming back to the abstract, consider an example with n = 100 machines. In this case,
when compared to GD, IBCD only communicates 1% of the data. Because the iteration
complexities of the two methods are the same, and if communication cost is dominant,
this means that the problem can be solved in just 1% of the time. In contrast, and when
compared to the potential of IBCD, parallel implementation of GD inevitably wastes 99%
of the time.
The intuition behind why our approach works lies in the law of large numbers. By
averaging independent noise we reduce the total variance of the resulting estimator by
the factor of n. If, however, the noise is already tiny, as, in non-accelerated variance
reduced methods, there is no improvement. On the other hand, (uniform) block coordinate
descent (CD) has variance proportional to 1
τ
[212], where τ < 1 is the ratio of used blocks.
Therefore, after the averaging step the variance is 1
τn
, which illustrates why setting any
τ > 1
n
should not yield a significant speedup when compared to the choice τ = 1
n
. It
also indicates that it should be possible to throw away a (1− 1
n
) fraction of blocks while
keeping the same convergence rate.
4.2 Contributions
The goal of the above discussion was to introduce one of the ideas of this chapter in a
gentle way. However, our independent sampling idea has immense consequences beyond
the realm of GD, as we show in the rest of the chapter. Let us summarize the contributions
here:
• We show that the independent sampling idea can be coupled with variance re-
duction/SAGA (see Section 4.5), SGD for problem (4.1)+(4.2) (see Section 4.6),
acceleration (under mild assumption on stochastic gradients; see Section 4.7) and
regularization/SEGA (see Section 4.8). We call the new methods ISAGA, ISGD,
IASGD and ISEGA, respectively. We also develop ISGD variant for asynchronous
distributed optimization – IASGD (Section D.2).
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• We present two versions of SAGA coupled with IBCD. The first one is for a distributed
setting, where each machine owns a subset of data and runs a SAGA iteration with
block sampling locally, followed by aggregation. The second version is in a shared
data setting, where each machine has access to all functions. This allows for linear
convergence even if ∇fi(x∗) 6= 0.
• We show that when combined with IBCD, the SEGA trick (Chapter 3) leads to a
method that enjoys a linear rate for problems where ∇fi(x∗) 6= 0 and allows for
more general objectives which may include a non-separable non-smooth regularizer.
A comprehensive summary of all algorithms proposed in this chapter is given in Ta-
ble 4.1.
# Name Origin
∇fi(x∗)
6= 0
Linear
rate
Stochastic
gradient
Note
8 IBCD I+ CD [152] 7 3 7 Simplest
13 ISEGA I + SEGA [152] 3 3 7 Allows prox
25 IBGD I + GD 7 3 7 Bernoulli
9 ISAGA + SAGA [37] 3 3 3 Shared memory
10 ISAGA I + SAGA [37] 7 3 3
11 ISGD I + SGD [179] 3 7 3 + Non-convex
12 IASGD I + ASGD [208] 3 7 3 Accelerated
26 IASGD I + ASGD [170] 3 7 3 Asynchronous
Table 4.1: Summary of all algorithms proposed in the chapter.
4.3 Practical implications and limitations
In this section, we outline some further limitations and practical implications of our frame-
work.
4.3.1 Main limitation
The main limitation of this work is that independent sampling does not generally result in
a sparse aggregated update. Indeed, since each machine might sample a different subset
of blocks, all these updates add up to a dense one, and this problem gets worse as n
increases, other things equal. For instance, if every parallel unit updates a single unique
block3, the total number of updated blocks is equal n. In contrast, standard BCD, one
that samples the same block on each worker, would update a single block only. For simple
linear problems, such as logistic regression, sparse updates allow for a fast implementation
of BCD via memorization of the residuals. However, this limitation is not crucial in common
settings where broadcast is much faster than reduce.
3Assume x is partitioned into several “blocks” of variables.
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4.3.2 Practical implications
The main body of this work focuses on theoretical analysis and on verifying our claims
via experiments. However, there are several straightforward and important applications of
our technique.
Distributed synchronous learning. A common way to run a distributed optimization
method is to perform a local update, communicate the result to a parameter server using
a reduce operation, and inform all workers using broadcast. Typically, if the number
of workers is significantly large, the bottleneck of such a system is communication. In
particular, the reduce operation takes much more time than broadcast as it requires
to add up different vectors computed locally, while broadcast informs the workers about
the same data (see [136] for a numerical validation that broadcast is 10-20 times faster
across a wide range of dimensions). Nevertheless, if every worker can instead send to the
parameter server only τ = 1
n
fraction of the d-dimensional update, essentially the server
node will receive just one full d-dimensional vector, and thus our approach can compete
against methods like QSGD [2], signSGD [13], TernGrad [213], DGC [123] or ATOMO [209].
In fact, our approach may completely remove the communication bottleneck.
Distributed asynchronous learning. The main difference with the synchronous case
is that only one-to-one communications will be used instead of highly efficient reduce
and broadcast. Clearly, the communication to the server will be much faster with
τ = 1
n
, so the main question is how to make the communication back fast as well.
Hopefully, the parameter server can copy the current vector and send it using non-blocking
communication, such as isend() in MPI4PY [33]. Then, the communication back will not
prevent the server from receiving the new updates. We combine the IBCD approach with
asynchronous updates, which leads to a new method: IASGD (Algorithm 26).
Distributed sparse learning. Large datasets, such as binary classification data from
LibSVM, often have sparse gradients. In this case, the reduce operation is not efficient
and one needs to communicate data by sending positions of nonzeros and their values.
Moreover, as we prove later, one can use independent sampling with `1-penalty, which
makes the problem solution sparse. In that case, only communication from a worker to
the parameter server is slow, so both synchronous and asynchronous methods gain in
performance.
Methods with local subproblems. One can also try to extend our analysis to methods
with exact block-coordinate minimization or primal-dual and proximal methods such as
Point-SAGA [36], PDHG [22], DANE [193], etc. There, by restricting ourselves to a subset of
coordinates, we may obtain a subproblem that is easier to solve by orders of magnitude.
Block-separable problems within machines. Given that the local problem on each
machine is block coordinate-wise separable, partial derivative blocks can be evaluated 1
τ
times cheaper than the gradients. Thus, independent sampling improves scalability at no
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cost. Such problems can be obtained considering the dual problem, as is done in [131],
for example.
For a comprehensive list of frequently used notation that is specific to this chapter,
see Table A.3 in the supplementary material.
4.4 Independent block coordinate descent
Before presenting the algorithm, we shall assume smoothness and convexity of the objec-
tive.
Assumption 4.4.1. For every i, function fi is convex, L-smooth while function f is
µ-strongly convex.
Let Rd be partitioned into m blocks, u1, . . . , um, of arbitrary sizes, so that the param-
eter space is R|u1| × · · ·R|um|. For any vector x ∈ Rd and a set of blocks U we denote
by xU the vector that has the same coordinate as x in the set of blocks U and zeros
elsewhere.
4.4.1 The IBCD algorithm
In order to provide a quick taste of our results, we first present the IBCD method described
in the introduction and formalized as Algorithm 8.
Algorithm 8 Independent Block Coordinate Descent (IBCD)
1: Input: x0 ∈ Rd, partition of Rd into m blocks u1, . . . , um, ratio of blocks to be
sampled τ , stepsize α, # of parallel units n
2: for k = 0, 1, 2, . . . do
3: for i = 1, . . . , n in parallel do
4: Sample independently and uniformly a subset of τm blocks Uki ⊆ {u1, . . . , um}
5: xk+1i = x
k − α(∇fi(xk))Uki
6: end for
7: xk+1 = 1
n
∑n
i=1 x
k+1
i
8: end for
A key parameter of the method is 1
m
≤ τ ≤ 1 (chosen so that τm is an integer),
representing a fraction of blocks to be sampled by each worker. At iteration k, each
machine independently samples a subset of τm blocks Uki ⊆ {u1, . . . , um}, uniformly
at random. The ith worker then performs a subspace gradient step of the form xk+1i =
xk−α(∇fi(xk))Uki , where α > 0 is a stepsize. Note that only coordinates of xk belonging
to Uki get updated. This is then followed by aggregating all n gradient updates: x
k+1 =
1
n
∑
i x
k+1
i .
4.4.2 Convergence of IBCD
Theorem 4.4.2 provides a convergence rate for Algorithm 8. Admittedly, the assump-
tions of Theorem 4.4.2 are somewhat restrictive; in particular, we require ∇fi(x∗) = 0
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for all i. However, this is necessary. Indeed, in general one can not expect to have∑n
i=1(∇fi(x∗))Ui = 0 (which would be required for the method to converge to x∗) for
independently sampled sets of blocks Ui unless ∇fi(x∗) = 0 for all i. As mentioned, the
issue is resolved in Section 4.8 using the SEGA trick from Chapter 3.
Theorem 4.4.2. Suppose that Assumptions 4.4.1 holds and ∇fi(x∗) = 0 for all i.4 For
Algorithm 8 with α = n
τn+2(1−τ)
1
2L
we have
E
[‖xk − x∗‖2] ≤ (1− µ
2L
τn
τn+ 2(1− τ)
)k
‖x0 − x∗‖2.
As a consequence of Theorem 4.4.2, we can choose τ as small as 1
n
and get, up to a
constant factor, the same convergence rate as gradient descent, as described next.
Corollary 4.4.3. If τ = 1
n
, the iteration complexity5 of Algorithm 8 is O
(
L
µ
log 1

)
.
4.4.3 Optimal block sizes
If we naively use coordinates as blocks, i.e. all blocks have size equal 1, the update will be
very sparse and the efficient way to send it is by providing positions of nonzeros and the
corresponding values. If, however, we partition Rd into blocks of size approximately equal
d/n, then on average only one block will be updated by each worker. This means that
it will be just enough for each worker to communicate the block number and its entries,
which is twice less data sent than when using coordinates as blocks.
4.5 Variance reduction
As the first extension of IBCD, we inject independent coordinate sampling into SAGA6 [37],
resulting in a new method we call ISAGA. We consider two different settings for ISAGA. The
first one is standard distributed setup (4.1), where each fi is of the fine-sum form (4.3).
The idea is to run SAGA with independent coordinate sampling locally on each worker,
followed by aggregating the updates. However, as for IBCD, we require ∇fi(x∗) = 0 for
all i. The second setting is a shared data/memory setup; i.e., we assume that all workers
have access to all functions from the finite sum.
4The requirement of ∇fi(x∗) = 0 is only necessary for the plainest results; which we present to better
explain the main idea of the chapter; and there are ways to go around it. In particular, in Section 4.5 we
show that it can be dropped once the memory is shared among the machines. Further, in Section 4.8
we show that ∇fi(x∗) = 0 can be dropped even in the fully distributed setup using the SEGA trick.
Lastly, ∇fi(x∗) = 0 is naturally satisfied in many applications. For example, in least squares setting
min ‖Ax − b‖2, it is equivalent to existence of x∗ such that Ax∗ = b. On the other hand, current
state-of-the-art deep learning models are often overparameterized so that they allow zero training loss,
which is again equivalent to ∇fi(x∗) = 0 for all i (however, such problems are typically non-convex).
5Number of iterations to reach  accurate solution.
6Independent coordinate sampling is not limited to SAGA and can be similarly applied to other variance
reduction techniques.
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4.5.1 Shared data ISAGA
We now present a different setup for ISAGA in which the requirement ∇fi(x∗) = 0 is not
needed. Instead of (4.1), we rather solve the problem
min
x∈Rd
{
f(x)
def
=
1
N
N∑
j=1
f ′j(x)
}
(4.4)
with n workers all of which have access to all data describing f . Therefore, all workers can
evaluate ∇f ′j(x) for any 1 ≤ j ≤ N . Similarly to plain SAGA, we remember the freshest
gradient information in table J, which we update as follows:
Jk+1
jki
= Jkjki
+ (∇f ′jki (x
k)− Jkjki )Uki , J
k+1
j′ = J
k
j′ , (4.5)
where jki is the index sampled at iteration k by machine i, and j
′ refers to all indices that
were not sampled at iteration k by any machine. The iterate updates within each machine
are taken only on a sampled set of coordinates, i.e., xk+1i = x
k−α(∇f ′
jki
(xk)−Jk
jki
+J
k
)Uki .
where J
k
stands for the average of all J, and thus it is a delayed estimate of ∇f(xk).
Lastly, we set the next iterate as the average of proposed iterates by each machine xk+1 =
1
n
∑n
i=1 x
k+1
i . The formal statement of the algorithm is given in the supplementary as
Algorithm 9.
Algorithm 9 ISAGA with shared data
1: Input: x0 ∈ Rd, J01, . . . ,J0N partition of Rd into m blocks u1, . . . , um, ratio of blocks
to be sampled τ , stepsize α, # parallel units n
2: Set J
0 def
= 1
N
∑n
i=1 J
0
i
3: for k = 0, 1, 2, . . . do
4: Sample uniformly set of indices {jk1 , . . . , jkn} ⊆ {1, . . . , N} without replacement
5: for i = 1, . . . , n in parallel do
6: Sample independently and uniformly a subset of τm blocks U it
7: xk+1i = x
k − α(∇f ′
jki
(xk)− Jk
jki
+ J
k
)Uki
8: (Jk+1
jki
)Uki = J
k
jki
+ (∇f ′
jki
(xk)− Jk
jki
)Uki
9: end for
10: For j 6∈ {jk1 , . . . , jkn} set (Jk+1j ) = Jki
11: xk+1 = 1
n
∑n
i=1 x
k+1
i
12: J
k+1
= 1
n
∑N
j=1 J
k+1
j
13: end for
Theorem 4.5.1. Suppose that function f is µ-strongly convex and each f ′i is L smooth
and convex. If α ≤ 1
L( 3n+τ)
, then for iterates of Algorithm 9 we have
E
[‖xk − x∗‖2] ≤ (1− ϑ)k (‖x0 − x∗‖2 + cα2Ψ0) ,
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where Ψ0
def
=
∑
j ‖J0j −∇f ′j(x∗)‖2, ϑ def= τ min
{
αµ, n
N
− 2
nNc
} ≥ 0 and c def= 1
n
( 1
αL
− 1
n
−
τ) > 0.
As in Section 4.5.2, the choice τ = 1
n
yields a convergence rate which is, up to a
constant factor, the same as the convergence rate of SAGA. Therefore, Algorithm 9 enjoys
the desired parallel linear scaling without extra assumptions. Corollary 4.5.2 formalizes
the claim.
Corollary 4.5.2. Consider the setting from Theorem 4.5.1. Set τ = 1
n
and α = n
5L
. Then
c = 3
n2
, ρ = min
{
µ
5L
, 1
3N
}
and the complexity of Algorithm 9 is O
(
max
{
L
µ
, N
}
log 1
ε
)
.
4.5.2 Distributed ISAGA
In this section we consider problem (4.1) with fi of the finite-sum structure (4.3). Just like
SAGA, every machine remembers the freshest gradient information of all local functions
(stored in arrays Jij), and updates them once a new gradient information is observed.
Given that index jki is sampled on ith machine at iteration k, the iterate update step
within each machine is taken only on a sampled set of coordinates:
xk+1i = x
k − α(∇fijki (xk)− Jkijki + J
k
i )Uki .
Above, J
k
i stands for the average of J variables on ith machine, i.e. it is a delayed estimate
of ∇fi(xk). Since the new gradient information is a set of partial derivatives of ∇fijki (xk),
we shall update
Jk+1ij =
{
Jkij + (∇fij(xk)− Jkij)Uki j = jki
Jkij j 6= jki
(4.6)
Lastly, the local results are aggregated. See Algorithm 10 for details.
The next result provides a convergence rate of distributed ISAGA.
Theorem 4.5.3. Suppose that Assumption 4.4.1 holds and ∇fi(x∗) = 0 for all i. If
α ≤ 1
L( 3n+τ)
, for iterates of distributed ISAGA we have
E‖xk − x∗‖2 ≤ (1− ϑ)k (‖x0 − x∗‖2 + cα2Ψ0) ,
where Ψ0
def
=
∑n
i=1
∑l
j=1 ‖Jkij − ∇fij(x∗)‖2, ϑ def= τ min
{
αµ, 1
l
− 2
n2lc
} ≥ 0 and c def=
1
n
( 1
αL
− 1
n
− τ) > 0.
The choice τ = n−1 yields a convergence rate which is, up to a constant factor, the
same as convergence rate of original SAGA. Thus, distributed ISAGA enjoys the desired
parallel linear scaling. Corollary 4.5.4 formalizes this claim.
Corollary 4.5.4. Consider the setting from Theorem 4.5.3. Set τ = 1
n
and α = n
5L
.
Then c = 3
n2
, ρ = min
{
µ
5L
, 1
3nl
}
and the complexity of distributed ISAGA is
O
(
max
{
L
µ
, nl
}
log
1
ε
)
.
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Algorithm 10 Distributed ISAGA
1: Input: x0 ∈ Rd, # parallel units n, ith unit owns l functions fi1, . . . , fil, partition
of Rd into m blocks u1, . . . , um, ratio of blocks to be sampled τ , stepsize α, initial
vectors J0ij ∈ Rd for 1 ≤ i ≤ n, 1 ≤ j ≤ l
2: Set J
0 def
= 1
N
∑n
i=1 J
0
i
3: for k = 0, 1, 2, . . . do
4: for i = 1, . . . , n in parallel do
5: Sample independently & uniformly jki ∈ [l]
6: Sample independently & uniformly a subset of τm blocks U it
7: xk+1i = x
k − α(∇fijki (xk)− Jkijki + J
k
i )Uki
8: Jk+1
ijk
= Jk
ijki
+ (∇fijki (xk)− Jkijki )Uki
9: For any j 6= jki set Jk+1ij = Jkij
10: J
k+1
= 1
l
∑l
j=1 J
k+1
ij
11: end for
12: xk+1 = 1
n
∑n
i=1 x
k+1
i
13: end for
4.6 SGD
In this section, we apply independent sampling in a setup with a stochastic objective. In
particular, we consider problem (4.1) where fi is given as an expectation; see (4.2). We
assume we have access to a stochastic gradient oracle which, when queried at xk, outputs
a random vector gki whose mean is ∇fi(xk): Egki = ∇fi(xk).
Our proposed algorithm—ISGD—evaluates a subset of stochastic partial derivatives
for the local objective and takes a step in the given direction for each machine. Next,
the results are averaged and followed by the next iteration. We stress that the coordinate
blocks have to be sampled independently within each machine.
Algorithm 11 ISGD
1: Input: x0 ∈ Rd, partition of Rd into m blocks u1, . . . , um, ratio of blocks to be
sampled τ , stepsize sequence {αk}∞k=1, # parallel units n
2: for k = 0, 1, 2, . . . do
3: for i = 1, . . . , n in parallel do
4: Sample independently and uniformly a subset of τm blocks Uki ⊆ {u1, . . . , um}
5: Sample blocks of stochastic gradient (gki )Uki such that E[g
k
i |xk] = ∇fi(xk)
6: xk+1i = x
k − αk(gki )Uki
7: end for
8: xk+1 = 1
n
∑n
i=1 x
k+1
i
9: end for
In order to establish a convergence rate of ISGD, we shall assume boundedness of
stochastic gradients for each worker.
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Assumption 4.6.1. Consider a sequence of iterates {xk}∞k=0 of Algorithm 11. Assume
that gki is an unbiased estimator of ∇fi(xk) satisfying E‖gki −∇fi(xk)‖2 ≤ σ2.
Assumption 4.6.2. Stochastic gradients of function fi have bounded variance at the
optimum of f : E‖gi − ∇fi(x∗)‖2 ≤ σ2, where gi is a random vector such that Egi =
∇fi(x∗).
Next, we present the convergence rate of Algorithm 11. Since SGD is not a variance
reduced algorithm, it does not enjoy a linear convergence rate and one shall use decreasing
step sizes. As a consequence, it is not required to assume that ∇fi(x∗) = 0 for all i since
there is no variance reduction property to be broken.
Theorem 4.6.3. Let Assumptions 4.4.1 and 4.6.1 hold. If αk = 1
a+ck
, where a =
2
(
τ + 2(1−τ)
n
)
L, c = 1
4
µτ , then for Algorithm 11 we can upper bound E[f(xˆk)− f(x∗)]
by
a2
(
1− τµ
a
) ‖x0 − x∗‖2
τ(k + 1)a+ cτ
2
k(k + 1)
+
σ2 + (1− τ) 2
n
∑n
i=1 ‖∇fi(x∗)‖2
n
(
1 + 1
k
)
a+ nc
2
(k + 1)
,
where xˆk
def
= 1
(k+1)a+ c
2
k(k+1)
∑k
t=0(α
t)−1xt.
Note that the residuals decrease as O(k−1), which is a behavior one expects from
standard SGD. Moreover, the leading complexity term scales linearly: if the number of
workers n is doubled, one can afford to halve τ to keep the same complexity.
Corollary 4.6.4. Consider the setting from Theorem 4.6.3. Then, iteration complexity
of Algorithm 11 is
O
(
σ2 + 1
n
∑n
i=1 ‖∇fi(x∗)‖2
nτµ
)
.
Although problem (4.1) explicitly assumes convex fi, we also consider a non-convex
extension, where smoothness of each individual fi is not required either. Theorem 4.6.5
provides the result.
Theorem 4.6.5 (Non-convex rate). Assume f is L smooth, Assumption 4.6.1 holds and
for all x ∈ Rd the difference between gradients of f and fi’s is bounded: 1n
∑n
i=1 ‖∇f(x)−
∇fi(x)‖2 ≤ ν2 for some constant ν ≥ 0. If xˆk is sampled uniformly from {x0, . . . , xk},
then for Algorithm 11 we have
E‖∇f(xˆk)‖2 ≤
f(x0)−f∗
kτα
+ αL
(1−τ)ν2+ 1
2
σ2
n
1− ατL
2
− αL (1− τ) 1
n
.
Again, the convergence rate from Theorem 4.6.5 scales almost linearly with τ : with
doubling the number of workers one can afford to halve τ to keep essentially the same
guarantees. Note that if n is sufficiently large, increasing τ beyond a certain threshold
does not improve convergence. This is a slightly weaker conclusion to the rest of our
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results where increasing τ beyond n−1 might still offer speedup. The main reason behind
this is the fact that SGD may be noisy enough on its own to still benefit from the averaging
step.
Corollary 4.6.6. Consider the setting from Theorem 4.6.5. i) Choose τ ≥ 1
n
and α =√
n
L
√
τk
≤ 1
2L(τ/2+(1−τ)/n) . Then
E‖∇f(xˆk)‖2 ≤ 2√
kτn
(
f(x0)− f ∗
L
+ (1− τ)ν2
)
= O
(
1√
k
)
.
ii) For any τ there is sufficiently large n such that choosing α = O ( 
τL2
)
yields complexity
O
(
L2
2
)
. The complexity does not improve significantly when τ is increased.
4.7 Acceleration
Here we describe an accelerated variant of IBCD in the sense of [149]. In fact, we will do
something more general and accelerate ISGD, obtaining the IASGD algorithm. We again
assume that machine i owns fi, which is itself a stochastic objective as in (4.2) with
an access to an unbiased stochastic gradient gk every iteration: Egki = ∇fi(xk). A key
assumption for the accelerated SGD used to derive the best known rates [208] is so the
called strong growth of the unbiased gradient estimator.
Definition 4.7.1. Function φ(x) = Eζφ(x, ζ) satisfies the strong growth condition with
parameters ρ, σ2, if for all x we have
Eζ‖∇φ(x, ζ)‖2 ≤ ρ‖∇φ(x)‖2 + σ2.
In order to derive a strong growth property of the gradient estimator coming from the
independent block coordinate sampling, we require a strong growth condition on f with
respect to f1, . . . , fn and also a variance bound on stochastic gradients of each individual
fi.
Assumption 4.7.2. Function f satisfies the strong growth condition with respect to
f1, . . . , fn :
1
n
n∑
i=1
‖∇fi(x)‖2 ≤ ρ˜‖∇f(x)‖2 + σ˜2. (4.7)
Similarly, given that gi = gi(x) provides an unbiased estimator of ∇fi(x), i.e. Egi =
∇fi(x), variance of gi is bounded as follows for all i:
V [gi] ≤ ρ¯‖∇fi(x)‖2 + σ¯2. (4.8)
Note that the variance bound (4.8) is weaker than the strong growth property as we
always have V [gi] ≤ E [‖gi‖2].
Given that Assumption 4.7.2 is satisfied, we derive a strong growth property for the
unbiased gradient estimator q
def
= 1
nτ
∑n
i=1(∇gi)Ui in Lemma 4.7.3. Next, IASGD is nothing
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but the scheme from [208] applied to stochastic gradients q. For completeness, we state
IASGD as Algorithm 12.
Algorithm 12 IASGD
1: Input: Starting point y0 = v0 ∈ Rd, partition of Rd into m blocks u1, . . . , um,
ratio of blocks to be sampled τ , stepsize α, number of parallel units n, acceleration
parameter sequences {a, b, η}∞k=0
2: for k = 0, 1, 2, . . . do
3: xk = akvk + (1− ak)yk
4: for i = 1, . . . , n in parallel do
5: Sample independently and uniformly a subset of τm blocks Uki ⊂ {u1, . . . , um}
6: Sample blocks of stochastic gradient (gki )Uki such that E[g
k
i |xk] = ∇fi(xk)
7: end for
8: qk = 1
nτ
∑n
i=1(g
k
i )Uki
9: yk+1 = xk − αqk
10: vk+1 = bkvk + (1− bk)xk − ηkγqk.
11: end for
Lemma 4.7.3. Suppose that Assumption 4.7.2 is satisfied. Then, we have E [‖q‖2] ≤
ρˆ‖∇f(x)‖2 + σˆ2 for
ρˆ
def
=
(
1 +
ρ˜
n
(
1
τ
− 1 + ρ¯
τ
))
, (4.9)
σˆ2
def
=
σ¯2
nτ
+
σ˜2
n
(
1
τ
− 1 + ρ¯
τ
)
. (4.10)
It remains to use the stochastic gradient q (with the strong growth bound from
Lemma 4.7.3) as a gradient estimate in [208][Theorem 6], which we restate as Theo-
rem 4.7.4 for completeness.
Theorem 4.7.4. Suppose that f is L smooth, µ strongly convex and Assumption 4.7.2
holds. Then, for a specific choice of parameter sequences {a, b, η}∞k=0 (See [208][Theorem
6] for details), iterates of IASGD admit an upper bound on E
[
f(xk+1)
] − f(x∗) of the
form (
1−
√
µ
Lρˆ2
)k (
f(x0)− f(x∗) + µ
2
‖x0 − x∗‖2
)
+
σˆ2
ρˆ
√
Lµ
.
The next corollary provides a complexity of Algorithm 12 in a simplified setting where
σ¯2 = σ˜2 = 0. Note that σ˜2 = 0 implies ∇fi(x∗) = 0 for all i. It again shows a desired
linear scaling: given that we double the number of workers, we can halve the number of
blocks to be evaluated on each machine and still keep the same convergence guarantees.
It also shows that increasing τ beyond ρ˜ρ¯
n
does not improve the convergence significantly.
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Corollary 4.7.5. Suppose that σ¯2 = σ˜2 = 0. Then, complexity of IASGD is
O
(
1
ρˆ
√
µ
L
log
1

)
= O
(
1
1 + ρ˜
τn
(1 + ρ¯)
√
µ
L
log
1

)
.
Theorem 4.7.4 shows an accelerated rate for strongly convex functions applying [208,
Theorem 6] to the bound. A non-strongly convex rate can be obtained analogously
from [208, Theorem 7].
4.8 Beyond interpolation without shared data and regularization
For this section only, let us consider a regularized objective of the form
min
x∈Rd
{
f(x)
def
=
1
n
n∑
i=1
fi(x) + ψ(x)
}
, (4.11)
where ψ is a closed convex regularizer such that its proximal operator,
proxαψ(x)
def
= arg min
y
{
ψ(y) +
1
2α
‖y − x‖2
}
,
is computable. In this section we propose ISEGA: an independent sampling variant of
SEGA. We do this in order to both i) avoid assuming ∇fi(x∗) = 0 (while keeping linear
convergence) and ii) allow for R. Original SEGA learns gradients ∇f(xk) from sketched
gradient information via the so called sketch-and-project process [61], constructing a
vector sequence hk. In ISEGA on each machine i we iteratively construct a sequence of
vectors hki which play the role of estimates of ∇fi(xk). This is done via the following
rule:
hk+1i = h
k
i + (∇fi(xk)− hki )Uki . (4.12)
The key idea is again that these vectors are created from random blocks independently
sampled on each machine. Next, using hk, SEGA builds an unbiased gradient estimator gki
of ∇fi(xk) as follows:
gki = h
k
i +
1
τ
(∇fi(xk)− hki )Uki . (4.13)
Then, we average the vectors gki and take a proximal step.
Unlike coordinate descent, SEGA (or ISEGA) is not limited to separable proximal op-
erators since, as follows from our analysis, hki → ∇fi(x∗). Therefore, ISEGA can be seen
as a variance reduced version of IBCD for problems with non-separable regularizers.
In order to be consistent with the rest of the chapter, we only develop a simple variant
of ISEGA (Algorithm 13) in which we consider block coordinate sketches with uniform
probabilities. While is possible to develop the theory in full generality (done in Chapter 5)
we avoid this for the sake of simplicity.
We next present the convergence rate of ISEGA (Algorithm 13).
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Algorithm 13 ISEGA
1: Input: x0 ∈ Rd, initial gradient estimates h01, . . . , h0n ∈ Rd, partition of Rd into m
blocks u1, . . . , im, ratio of blocks to be sampled τ , stepsize α, # parallel units n
2: for k = 0, 1, 2, . . . do
3: for i = 1, . . . , n in parallel do
4: Sample independently and uniformly a subset of τm blocks Uki
5: gki = h
k
i +
1
τ
(∇fi(xk)− hki )Ski
6: hk+1i = h
k
i + τ(g
k
i − hk)
7: end for
8: xk+1 = proxαψ
(
xk − α 1
n
∑n
i=1 g
t
i
)
9: end for
Theorem 4.8.1. Suppose Assumption 4.4.1 holds and choose stepsize
α = min
{
1
4L
(
1 + 1
nτ
) , 1µ
τ
+ 4L
nτ
}
.
Then Algorithm 13 satisfies
E[‖xk − x∗‖2] ≤ (1− αµ)kΦ0,
where the Lyapunov function is given by Φ0
def
= ‖x0 − x∗‖2 + α
2Lτn
n∑
i=1
‖h0 −∇f(x∗)‖2.
Note that if the condition number of the problem is not too small so that n = O (L/µ)
(which is usually the case in practice), ISEGA scales linearly in the parallel setting. In
particular, when doubling the number of workers, each worker can afford to evaluate only
half of the block partial derivatives while keeping the same convergence speed. Moreover,
setting τ = 1
n
, the rate corresponds, up to a constant factor, to the rate of gradient
descent. Corollary 4.8.2 states the result.
Corollary 4.8.2. Consider the setting from Theorem 4.8.1. Suppose that L
µ
≥ n and
choose τ = 1
n
. The complexity of Algorithm 13 is O
(
L
µ
log 1

)
.
Remark 4. Parallel implementation Algorithm 13 would be to always send (∇fi(xk))Uki
to the server; which keeps updating vector hk and takes the prox step.
4.9 Experiments
In this section, we numerically verify our theoretical claims. Recall that there are various
settings where it is possible to make practical experiments (see Section 4.3), however, we
do not restrain ourselves to any of them in order to deliver as clear a message as possible.
We present exhaustive numerical experiments to verify the theoretical claims of the
chapter. The experiments are performed in a simulated environment instead of the hon-
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estly distributed setup, as we only aim to verify the iteration complexity of proposed
methods.
First, in Section 4.9.1 provides the simplest setting in order to gain the best possible
insight – Algorithm 8 is tested on the artificial quadratic minimization problem. We
compare Algorithm 8 against both gradient descent (GD) and standard CD (in our setting:
when each machine samples the same subset of coordinates). We also study the effect of
changing τ on the convergence speed.
In the remaining parts, we consider a logistic regression problem on LibSVM data [23].
Recall that logistic regression problem is given as
f(x)
def
=
1
N
N∑
j=1
(
log (1 + exp (Aj,:x · bj)) + λ
2
‖x‖2
)
, (4.14)
where A is data matrix and b is vector of data labels: bj ∈ {−1, 1}7. In the distributed
scenario (everything except of Algorithm 9), we imitate that the data is evenly distributed
to n workers (i.e. each worker owns a subset of rows of A and corresponding labels, all
subsets have almost the same size).
As our experiments are not aimed to be practical at this point (we aim to properly
prove the conceptual idea), we consider multiple of rather smaller datasets: a1a (d =
123, n = 1605), mushrooms (d = 112, n = 8124), phishing (d = 68, n = 11055),
w1a (d = 300, n = 2477). The experiments are essentially of 2 types: one shows that
setting nτ = 1 does not significantly violate the convergence of the original method.
In the second type of experiments we study the behavior for varying τ , and show that
beyond certain threshold, increasing τ does not significantly improve the convergence.
The threshold is smaller as n increases, as predicted by theory.
4.9.1 Simple, well understood experiment
In this section we study the simplest possible setting – we test the behavior of Algorithm 8
on a quadratic minimization problem with artificial data. The considered quadratic ob-
jective is set as
fi(x)
def
=
1
2
x>Mix, Mi
def
= vv> +
(
I− vv>)AiA>i (I− vv>)
λmax
(
AiA>i
) , v = v′‖v′‖ , (4.15)
where entries of v′ ∈ Rd and Ai ∈ Rd×o are sampled independently from standard normal
distribution.
In the first experiment (Figure 4.1), we compare Algorithm 8 with nτ = 1 against
gradient descent (GD) and two versions of coordinate descent - a default version with
stepsize 1
L
, and a coordinate descent with importance sampling (sample proportionally to
coordinate-wise smoothness constants) and optimal step sizes (inverse of coordinate-wise
smoothness constants). In all experiments, gradient descent enjoys twice better iteration
complexity than Algorithm 8 which is caused by twice larger stepsize. However, in each
7The datapoints (rows of A) have been normalized so that each is of norm 1. Therefore, each fi is
1
4 smooth in all cases. We set regularization parameter as λ = 0.00025 in all cases.
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case, Algorithm 8 requires fewer iterations to CD with importance sampling, which is itself
significantly faster to plain CD.
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Figure 4.1: Comparison of gradient descent, (standard) coordinate descent, (standard)
coordinate descent with importance sampling and Algorithm 8 on artificial quadratic prob-
lem (4.15).
Next, we study the effect of changing τ on the iteration complexity of Algorithm 8.
Figure 4.2 provides the result. The behavior predicted from theory is observed – increasing
τ over n−1 does not significantly improve the convergence speed, while decreasing it below
n−1 slows the algorithm notably.
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Figure 4.2: Behavior of Algorithm 8 for different τ on a simple artificial quadratic prob-
lem (4.15).
4.9.2 ISGD
In this section we numerically test Algorithm 11 for logistic regression problem. As men-
tioned, fi consists of set of (uniformly distributed) rows of A from (4.14). We consider
the most natural unbiased stochastic oracle for the ∇fi: the gradient computed on a
subset of the data points from fi.
In all experiments of this section, we consider constant step sizes in order to keep the
setting as simple as possible and gain as much insight from the experiments as possible.
Therefore, one can not expect convergence to the exact optimum.
In the first experiment, we compare standard SGD (stochastic gradient is computed
on single, randomly chosen datapoint every iteration) against Algorithm 11 varying n and
choosing τ = 1
n
for each n. The results are presented by Figure 4.3. We see that, as our
theory suggests, SGD and Algorithm 11 have always very similar performance.
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Figure 4.3: Comparison of SGD (gradient evaluated on a single datapoint) and Algo-
rithm 11 with nτ = 1. Constant α = 1
5L
was used for each algorithm. Label “batch size”
indicates how big minibatch was chosen for stochastic gradient of each worker’s objective.
Next, we study the dependence of the convergence speed on τ for various values of
n. Figure 4.4 presents the results. In each case, τ influences the convergence rate (or the
region where the iterates oscillate) significantly, however, the effect is much weaker for
larger n. This is in correspondence with Corollary 4.6.4.
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Figure 4.4: Behavior of Algorithm 11 while varying τ . Label “SGD” corresponds to the
choice n = 1, τ = 1. Stepsize α = 1
3L
was used in every case.
4.9.3 IASGD
In this section we numerically test Algorithm 12 for logistic regression problem. As in
the last section, fi consists of set of (uniformly distributed) rows of A from (4.14). The
stochastic gradient is taken as a gradient on a subset data points from each fi. Note
that Algorithm 12 depends on a priori unknown strong growth parameter ρˆ of unbiased
stochastic gradient q8. Therefore, we first find empirically optimal ρˆ for each algorithm
run by grid search and report only the best performance for each algorithm.
The first experiment (Figure 4.5) verifies the linearity claim – we vary (n, τ) such
that nτ = 1. As predicted by theory, the behavior of presented algorithms is almost
indistinguishable.
8Formulas to obtain parameters of Algorithm 12 are given in [208].
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Figure 4.5: Comparison of Algorithm 12 for various (n, τ) such that nτ = 1. Label
“ASGD” corresponds to the choice n = 1, τ = 1. Label “batch size” indicates how big
minibatch was chosen for stochastic gradient of each worker’s objective. Parameter ρ was
chosen by grid search.
Now, we once again check how different values of τ affect the convergence speed for
several values of n. Figure 4.6 presents the results. In every case, τ slightly influences the
convergence rate (or the region where the iterates oscillate), although the effect is weaker
for larger n. Note that theory predicts diminishing effect of τ only above ρ¯ρ˜
n
, in contrast
to other sections, where the limit is 1
n
.
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Figure 4.6: Behavior of Algorithm 12 while varying τ . Label “ASGD” corresponds to the
choice n = 1, τ = 1. Parameter ρ was chosen by grid search.
4.9.4 ISAGA
In the next experiment, we compare SAGA against ISAGA in a shared data setup (Algo-
rithm 9) for various values of n with τ = 1
n
in order to demonstrate linear scaling. We
consider logistic regression problem on LibSVM data [23]. The results (Figure 4.7) corrob-
orate our theory: indeed, setting nτ = 1 does not lead to a decrease in the convergence
rate when compared to the original SAGA.
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Figure 4.7: Comparison of SAGA and Algorithm 9 for various values n and τ = n−1.
Stepsize α = 1
L(3n−1+τ) is chosen in each case.
The second experiment of this section shows the convergence behavior for varying τ
of Algorithm 9. The results (Figure 4.8) show that, for small n, the ratio of coordinates
τ affects the speed heavily. However, as n increases, the effect of τ is diminishing.
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Figure 4.8: Comparison of Algorithm 9 for different values of τ . Stepsize α = 1
L(3n−1+τ) is
chosen in each case. For this experiment, we choose smaller regularization; λ = 0.000025.
4.9.5 ISEGA
Lastly, we numerically test Algorithm 13, and its linear convergence. For simplicity, we
consider ψ ≡ 0 in (4.11).
In the first experiment (Figure 4.9), we compare Algorithm 13 for various (n, τ) such
that nτ = 1. For illustration, we also plot convergence of gradient descent with the
analogous stepsize. As theory predicts, the method has almost same convergence speed.9
9We have chosen stepsize α = 12L for GD, as this is the baseline to Algorithm 13 with zero variance.
One can in fact set α = 1L for GD and get 2 times faster convergence. However, this is still only a
constant factor.
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Figure 4.9: Comparison of Algorithm 13 for various (n, τ) such that nτ = 1 and GD.
Stepsize 1
L(1+ 1nτ )
was chosen for Algorithm 13 and 1
2L
for GD.
The second experiment of this section shows the convergence behavior for varying τ
of Algorithm 13. Again, the results (Figure 4.10) indicate that τ has a heavy impact on
the convergence speed for small n. However, as n increases, the effect of τ is diminishing.
In particular, for increasing τ beyond n−1 does not yield a significant speedup.
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Figure 4.10: Comparison of Algorithm 13 for different values of τ . Stepsize α = 1
L(1+ 1nτ )
is chosen in each case.
4.10 Conclusion
In this chapter, we have proposed a strategy for reducing the worker→server communica-
tion by O(n−1
n
)×100%, where n is the number of workers. The algorithms we introduced
are merely act as demonstrations of what can be achieved using our main insight, and
many further extensions are possible. Specifically, in the next chapter we propose GJS:
a new algorithm that obtains several further extensions of the methods developed in this
chapter in special cases:
• Distributed ISAGA requires ∇fi(x) = 0. GJS allows to develop SEGA approach on
top of it in order to drop this requirement.
• Standard coordinate descent is able to exploit a complex smoothness structure of
objective in order to sample coordinates non-uniformly [167, 31]. As a special case
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of GJS, we obtain importance sampling variants of multiple algorithms proposed
here.
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Chapter 5
One Method to Rule Them All: Variance Reduction for Data,
Parameters and Many New Methods
In this chapter we finally consider problem (1.1) in its fully general form; i.e., we aim to
solve the problem
min
x∈Rd
1
n
n∑
j=1
fj(x) + ψ(x). (5.1)
We assume that the functions fj : Rd → R are smooth and convex, and ψ : Rd →
R∪{+∞} is a proper, closed and convex regularizer, admitting a cheap proximal operator.
As usual, we write f
def
= 1
n
∑
j fj.
Proximal gradient descent. A baseline method for solving problem (5.1) is (proximal)
gradient descent, described in detail in Section 1.1.4 of the introduction. For the sake
of simplcity, let us call it PGD throughout this section. As already stressed, PGD performs
well when both n and d are not too large. However, in the big data (large n) and/or
big parameter (large d) case, the formation of the gradient becomes overly expensive,
rendering PGD inefficient in both theory and practice. A typical remedy is to replace the
gradient by a cheap-to-compute random approximation. Typically, one replaces ∇f(xk)
with a random vector gk whose mean is the gradient: E
[
gk
]
= ∇f(xk), i.e., with a
stochastic gradient. This results in the (proximal) stochastic gradient descent (SGD)
method:
xk+1 = proxαψ(x
k − αgk). (5.2)
Below we comment on the typical approaches to constructing gk in the big n and big
d regimes (this was, to some extend, mentioned in the introduction already).
Proximal SGD. In the big n regime, the simplest choice is to set
gk = ∇fj(xk) (5.3)
for an index j ∈ [n] def= {1, 2, . . . , n} chosen uniformly at random. By construction, it
is n times cheaper to compute this estimator than the gradient, which is a key driving
force behind the efficiency of this variant of SGD. However, there is an infinite array of
other possibilities of constructing an unbiased estimator [147, 60]. Depending on how gk
is formed, (5.2) specializes to one of the many existing variants of proximal SGD, each
with different convergence properties and proofs.
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Proximal RCD. In the big d regime (this is interesting even if n = 1), the simplest choice
is to set
gk = d〈∇f(xk), ei〉ei, (5.4)
where 〈x, y〉 = ∑i xiyi is the standard Euclidean inner product, ei is the ith standard unit
basis vector in Rd, and i is chosen uniformly at random from [d] def= {1, 2, . . . , d}. 1 With
this estimator, (5.2) specializes to (proximal) randomized coordinate decent (RCD). There
are situations where it is d times cheaper to compute the partial derivative ∇if(xk) def=
〈∇f(xk), ei〉 than the gradient, which is a key driving force behind the efficiency of RCD
[152]. However, there is an infinite array of other possibilities for constructing an unbiased
estimator of the gradient in a similar way [175, 152, 167].
Issues. For the sake of argument in the rest of this section, assume that f is a µ-strongly
convex function, and let x∗ be the (necessarily) unique solution of (5.1). It is well known
that in this case, method (5.2) with estimator gk defined as in (5.3) does not in general
converge to x∗. Instead, SGD converges linearly to a neighborhood of x∗ of size proportional
to the stepsize α, noise σ2
def
= 1
n
∑
j ‖∇fj(x∗)‖2, and inversely proportional to µ [143, 146].
In the generic regime with σ2 > 0, the neighbourhood is nonzero, causing issues with
convergence. This situation does not change even when tricks such as mini-batching or
importance sampling (or a combination of both) are applied [146, 147, 60]. While these
tricks affect both the (linear convergence) rate and the size of the neighbourhood, they
are incapable2 of ensuring convergence to the solution.
However, a remedy does exist: the situation with non-convergence can be resolved by
using one of the many variance-reduction strategies for constructing gk developed over
the last several years [182, 37, 88, 132, 191].
Further, while it is well known that method (5.2) with estimator gk defined as in (5.4)
(i.e., randomized coordinate descent) converges to x∗ for ψ ≡ 0 [152, 173, 175], it is also
known that it does not generally converge to x∗ unless the regularizer ψ is separable (e.g.,
ψ(x) = ‖x‖1 or ψ(x) = c1‖x‖1 + c2‖x‖22). In [77], an alternative estimator (known as
SEGA) was constructed from the same (random) partial derivative information ∇fi(xk),
one that does not suffer from this incompatibility with general regularizers ψ. This work
resolved a long standing open problem in the theory of RCD methods.
Notation. Let e (resp. e) be the vector of all ones in Rn (resp. Rd), and ej (resp. ei)
be the jth (resp. ith) unit basis vector in Rn (resp. Rd). By ‖ · ‖ we denote the standard
Euclidean norm in Rd and Rn. Matrices are denoted by upper-case bold letters. Given
X,Y ∈ Rd×n, let 〈X,Y〉 def= Tr (X>Y) and ‖X‖ def= 〈X,X〉1/2 be the Frobenius norm.
By X:j (resp. Xi:) we denote the jth column (resp. ith row) of matrix X. By In (resp. Id)
we denote the n× n (resp. d× d) identity matrices. Upper-case calligraphic letters, such
as S,U , I,M,R, are used to denote (deterministic or random) linear operators mapping
Rd×n to Rd×n. Most used notation is summarized in Table A.4 in Appendix A.
1The algorithm proposed in this chapter subsabples both the finite sum and the domain. For the
notational simplicity, we distinguish the two different spaces using color where necessary.
2Unless, of course, in the special case when one uses the full batch approximation gk = ∇f(xk).
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5.1 Contributions
Having experienced a “Cambrian explosion” in the last 10 years, the world of efficient SGD
methods is remarkably complex. There is a large and growing set of rules for constructing
the gradient estimators gk, with differing levels of sophistication and varying theoretical
and practical properties. It includes the classical estimator (5.3), as well as an infinite
array of mini-batch [118] and importance sampling [146, 223] variants, and a growing
list of variance-reduced variants [37]. Furthermore, there are estimators of the coordinate
descent variety, including the simplest one based on (5.4) [152], more elaborate variants
utilizing the arbitrary sampling paradigm [166], and variance reduced methods capable of
handling general non-separable regularizers [77].
• New general method and a single convergence theorem. In this chapter
we propose a general method—which we call GJS—which reduces to many of the
aforementioned classical and several recently developed SGD type methods in special
cases. We provide a single convergence theorem, establishing a linear convergence
rate for GJC, assuming f to be smooth and quasi strongly convex. In particu-
lar, we obtain the following methods in special cases, or their generalizations, al-
ways recovering the best-known convergence guarantees or improving upon them:
SAGA [37, 165, 52], JacSketch [65], LSVRG [83, 106], SEGA [77], and ISEGA [137]
(see Table 5.1, in which we list 17 special cases). This is the first time such a di-
rect connection is made between many of these methods, which previously required
different intuitions and dedicated analyses. Our general method, and hence also all
special cases we consider, can work with a regularizer. This provides novel (although
not hard) results for some methods, such as LSVRG.
• Unification of SGD and RCD. As a by-product of the generality of GJS, we obtain
the unification of variance-reduced SGD and variance reduced RCD methods. To the
best of our knowledge, there is no algorithm besides GJS, one whose complexity is
captured by a single theorem, which specializes to SGD and RCD type methods at
the same time and recovers best known rates in both cases.3
• Generalizations to arbitrary sampling. Many specialized methods we develop
are cast in a very general arbitrary sampling paradigm [175, 169, 166], which allows
for the estimator gk to be formed through information contained in a random subset
Rk ⊆ [n] (by computing ∇fj(xk) for j ∈ Rk) or a random subset Lk ⊆ [d] (by com-
puting ∇if(xk) for i ∈ Lk), where these subsets are allowed to follow an arbitrary
distribution. In particular, we extend SEGA [77], LSVRG [83, 106] or ISEGA [137]
to this setup. Likewise, GJS specializes to an arbitrary sampling extension of the
SGD-type method SAGA [37, 165], obtaining state-of-the-art rates. As a special case
of the arbitrary sampling paradigm, we obtain importance sampling versions of all
mentioned methods.
3A single theorem (not a single algorithm) to obtain rates for both variance-reduced SGD and variance
reduced RCD methods was done in the concurrent work [55]. However, [55] focuses in orthogonal direction
instead – it is a tool to analyze stochastic gradient algorithms which includes non-variance reduced
methods as well.
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• New methods. GJS can be specialized to many new specific methods. To illustrate
this, we construct 10 specific new methods in special cases, some with intriguing
structure and properties (see Section 5.5; Table 5.1; and Table E.1 for a summary
of the rates).
• Relation to JacSketch. Our method can be seen as a vast generalization of the
recently proposed Jacobian sketching method JacSketch [65] in several directions,
notably by enabling arbitrary randomized linear (i.e., sketching) operators, allowing
different linear operators to learning Jacobian and constructing control variates, ex-
tending the analysis to the proximal case, and replacing strong convexity assumption
by quasi strong convexity or strong growth (see Appendix E.13). In particular, from
all methods we recover, only variants of SAGA can be obtained from JacSketch [65]
(even in that case, rates obtained from [65] are suboptimal).
• Limitations. We focus on developing methods capable of enjoying a linear con-
vergence rate with a fixed stepsize α and do not consider the non-convex setting.
Although there exist several accelerated variance reduced algorithms [113, 4, 227,
226, 106, 110], we do not consider such methods here.
5.2 Sketching
A key object in this chapter is the Jacobian matrix G(x) = [∇f1(x), . . . ,∇fn(x)] ∈ Rd×n.
Note that
∇f(x) = 1
n
G(x)e. (5.5)
Extending the insights from [65], one of the key observations of this work is that random
linear transformations (sketches) of G can be used to construct unbiased estimators of
the gradient of f . For instance, G(xk)ej leads to the simple SGD estimator (5.3), and
d
n
eiei
>G(xk)e gives the simple RCD estimator (5.4). We will consider more elaborate
examples later on. It will be useful to embed these estimators into Rd×n. For instance,
instead of G(xk)ej we consider the matrix G(x
k)ejej
>. Note that all columns of this
matrix are zero, except for the jth column, which is equal to G(xk)ej. Similarly, instead
of d
n
eiei
>G(xk)e we will consider the matrix d
n
eiei
>G(xk). All rows of this matrix are
zero, except for the ith row, which consists of the ith partial derivatives of functions
fj(x
k) for j ∈ [n], scaled by d
n
.
Random projections. Generalizing from these examples, we consider a random linear
operator (“sketch”) A : Rd×n → Rd×n. By A∗ we denote the adjoint of A, i.e., linear
operator satisfying 〈AX,Y〉 = 〈X,A∗Y〉 for all X,Y ∈ Rd×n. Given A, we let PA be
the (random) projection operator onto Range (A∗). That is,
PA(X) = arg min
Y∈Range(A∗)
‖X−Y‖ = A∗(AA∗)†AX,
where † is the Moore-Penrose pseudoinverse. The identity operator is denoted by I.
We say that A is identity in expectation, or unbiased when E [A] = I; i.e., when if
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E [AX] = X for all X ∈ Rd×n.
Definition 5.2.1. We will often consider the following4 sketching operators A:
(i) Right sketch. Let R ∈ Rn×n be a random matrix. Define A by AX = XR
(“R-sketch”). Notice that A∗X = XR>. In particular, if R is random subset of
[n], we can define R =
∑
j∈R ejej
>. The resulting operator A (“R-sampling”)
satisfies: A = A∗ = A2 = PA. If we let pj def= P (j ∈ R), and instead define
R =
∑
j∈R
1
pj
ejej
>, then E [R] = In and hence A is unbiased.
(ii) Left sketch. Let L ∈ Rd×d be a random matrix. Define A by AX = LX
(“L-sketch”). Notice that A∗X = L>X. In particular, if L is random subset
of [d], we can define L =
∑
i∈L eiei
>. The resulting operator A (“L-sampling”)
satisfies: A = A∗ = A2 = PA. If we let pi def= P (i ∈ L), and instead define
L =
∑
i∈L
1
pi
eiei
>, then E [L] = Id and hence A us unbiased.
(iii) Scaling/Bernoulli. Let ξ be a Bernoulli random variable, i.e., ξ = 1 with proba-
bility ρ and ξ = 0 with probability 1− ρ, where ρ ∈ [0, 1]. Define A by AX = ξX
(“scaling”). Then A = A∗ = A2 = PA. If we instead define AX = 1ρξX, then A
is unbiased.
(iv) LR sketch. All the above operators can be combined. In particular, we can define
AX = ξLXR. All of the above arise as special cases of this: (i) arises for ξ ≡ 1
and L ≡ Id, (ii) for ξ ≡ 1 and R ≡ In, and (iii) for L ≡ Id and R ≡ In.
5.3 The GJS algorithm
We are now ready to describe our method (formalized as Algorithm 14). Let S be a
Algorithm 14 Generalized JacSketch (GJS)
1: Parameters: Stepsize α > 0, random projector S and unbiased sketch U
2: Initialization: Choose solution estimate x0 ∈ Rd and Jacobian estimate J0 ∈ Rd×n
3: for k = 0, 1, 2, . . . do
4: Sample realizations of S and U , and perform sketches SG(xk) and UG(xk)
5: Jk+1 = Jk − S(Jk −G(xk)) update the Jacobian estimate via (5.8)
6: gk = 1
n
Jke+ 1
n
U (G(xk)− Jk) e construct the gradient estimator via (5.6)
7: xk+1 = proxαψ(x
k − αgk) perform the proximal SGD step (5.2)
8: end for
random linear operator (e.g., right sketch, left sketch, or scaling) such that S = PS and
4The algorithm we develop is, however, not limited to such sketches.
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let U be an unbiased operator. We propose to construct the gradient estimator as
gk =
1
n
Jke+
1
n
U(G(xk)− Jk)e, (5.6)
where the matrices Jk ∈ Rd×n are constructed iteratively. Note that, taking expectation
in U , we get
E
[
gk
] (5.6)
=
1
n
Jke+
1
n
(G(xk)− Jk)e = 1
n
G(xk)e
(5.5)
= ∇f(xk), (5.7)
and hence gk is indeed unbiased. We will construct Jk so that Jk → G(x∗). By doing so,
the variance of gk decreases throughout the iterations, completely vanishing at x∗. The
sequence {Jk} is updated as follows:
Jk+1 = arg min
J
{‖J− Jk‖ : SJ = SG(xk)} = Jk − S(Jk −G(xk)). (5.8)
That is, we sketch the Jacobian G(xk), obtaining the sketch SG(xk), and seek to use
this information to construct a new matrix Jk+1 which is consistent with this sketch, and
as close to Jk as possible. The intuition here is as follows: if we repeated the sketch-and-
project process (5.8) for fixed xk, the matrices Jk would converge to G(xk), at a linear
rate [61, 64]. This process can be seen as SGD applied to a certain quadratic stochastic
optimization problem [176, 65]. Instead, we take just one step of this iterative process,
change xk, and repeat. Note that the unbiased sketch U in (5.6) also claims access to
G(xk). Specific variants of GJS are obtained by choosing specific operators S and U (see
Section 5.5).
5.4 Theory
We now describe the main result of this chapter, which depends on a relaxed strong
convexity assumption and a more precise smoothness assumption on f .
Assumption 5.4.1. Problem (5.1) has a unique minimizer x∗, and f is µ-quasi strongly
convex, i.e.,
f(x∗) ≥ f(y) + 〈∇f(y), x∗ − y〉+ µ
2
‖y − x∗‖2 , ∀y ∈ Rd, (5.9)
Functions fj are convex and Mj-smooth for some Mj  0, i.e.,
fj(y)+〈∇fj(y), x− y〉 ≤ fj(x) ≤ fj(y)+〈∇fj(y), x− y〉+ 1
2
‖y − x‖2Mj , ∀x, y ∈ Rd.
(5.10)
Assumption 5.10 generalizes classical L-smoothness, which is obtained in the special
case Mj = LId. The usefulness of this assumption comes from i) the fact that ERM
problems typically satisfy (5.10) in a non-trivial way [167, 60], ii) our method is able
to utilize the full information contained in these matrices for further acceleration (via
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increased stepsizes). Given matrices {Mj} from Assumption 5.4.1, let M be the linear
operator defined via (MX):j = MjX:j for j ∈ [n]. It is easy to check that this operator
is self-adjoint and positive semi-definite, and that its square root is given by(
M 12 X
)
:j
= M
1
2
j X:j.
The pseudoinverse M† of this operator plays an important role in our main result.
Theorem 5.4.2. Let Assumption 5.4.1 hold. Let B be any linear operator commuting
with S, and assume M† 12 commutes with S. Let R be any linear operator for which
R(Jk) = R(G(x∗)) for every k ≥ 0. Define the Lyapunov function
Ψk
def
=
∥∥xk − x∗∥∥2 + α ∥∥∥BM† 12 (Jk −G(x∗))∥∥∥2 , (5.11)
where {xk} and {Jk} are the random iterates produced by Algorithm 14 with stepsize
α > 0. Suppose that α and B are chosen so that
2α
n2
E
[‖UXe‖2]+ ∥∥∥(I − E [S]) 12 BM† 12 X∥∥∥2 ≤ (1− αµ)∥∥∥BM† 12 X∥∥∥2 (5.12)
whenever X ∈ Range (R)⊥ and
2α
n2
E
[‖UXe‖2]+ ∥∥∥(E [S]) 12 BM† 12 X∥∥∥2 ≤ 1
n
∥∥∥M† 12 X∥∥∥2 . (5.13)
for all X ∈ Rd×n. Then for all k ≥ 0, we have E [Ψk] ≤ (1− αµ)k Ψ0.
The above theorem is very general as it applies to essentially arbitrary random lin-
ear operators S and U . It postulates a linear convergence rate of a Lyapunov function
composed of two terms: distance of xk from x∗, and weighted distance of the Jacobian
Jk from G(x∗). Hence, we obtain convergence of both the iterates and the Jacobian to
x∗ and G(x∗), respectively. Inequalities (5.12) and (5.13) are mainly assumptions one
stepsize α, and are used to define suitable weight operator B. See Lemma E.2.1 for a
general statement on when these inequalities are satisfied. However, we give concrete and
simple answers in all special cases of GJS in the appendix. For a summary of how the
operator B is chosen in special cases, and the particular complexity results derived from
this theorem, we refer to Table E.1.
Remark 5. We use the trivial choice R ≡ 0 in almost all special cases. With this choice
of R, the condition R(Jk) = R(G(x∗)) is automatically satisfied, and inequality (5.13)
is requested to hold for all matrices X ∈ Rd×n. However, a non-trivial choice of R is
sometimes useful; e.g., in the analysis of a subspace variant of SEGA [77]. Further, the
results of Theorem 5.4.2 can be generalized from a quasi strong convexity to a strong
growth condition [91] on f (see Appendix E.13). While interesting, these are not the key
results of this work and we therefore suppress them to the appendix.
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Choice of random operators S and U defining Algorithm 14 Algorithm
SX UX # Name Comment Sec.
Xejej
> w.p. pj = 1n Xnejej
> w.p. pj = 1n 27 SAGA basic variant of SAGA [37] E.4.1
X
∑
j∈R
ejej
> w.p. pR X
∑
j∈R
1
pj
ejej
> w.p. pR 28 SAGA SAGA with AS [165] E.4.2
eiei
>X w.p. pi = 1d deiei
>X w.p. pi = 1d 29 SEGA basic variant of SEGA [77] E.5.1∑
i∈L
eiei
>X w.p. pL
∑
i∈L
1
pi
eiei
>X w.p. pL 30 SEGA SEGA [77] with AS and prox E.5.2
=
{
0 w.p. 1− ρ
X w.p. ρ
∑
i∈L
1
pi
eiei
>X w.p. pL 31 SVRCD NEW E.5.3
0 X
∑
j∈R
1
pj
ejej
> w.p. pR 32 SGD-star SGD-star [55] with AS E.6
=
{
0 w.p. 1− ρ
X w.p. ρ
X
∑
j∈R
1
pj
ejej
> w.p. pR 33 LSVRG LSVRG [106] with AS and prox E.7
=
{
0 w.p. 1− ρ
X w.p. ρ
=
{
0 w.p. 1− δ
1
δ
X w.p. δ
34 B2 NEW E.8.1
X
∑
j∈R
ejej
> w.p. pR =
{
0 w.p. 1− δ
1
δ
X w.p. δ
35 LSVRG-inv NEW E.8.2
∑
i∈L
eiei
>X w.p. pL =
{
0 w.p. 1− δ
1
δ
X w.p. δ
36 SVRCD-inv NEW E.8.3
X
∑
j∈R
ejej
> w.p. pR
∑
i∈L
1
pi
eiei
>X w.p. pL 37 RL NEW E.9.1∑
i∈L
eiei
>X w.p. pL X
∑
j∈R
1
pj
ejej
> w.p. pR 38 LR NEW E.9.2
IL:XI:R w.p. pLpR IL:
((
p−1
(
p−1
)>) ◦X) I:R w.p. pLpR 39 SAEGA NEW E.10.1
=
{
0 w.p. 1− ρ
X w.p. ρ
IL:
((
p−1
(
p−1
)>) ◦X) I:R w.p. pLpR 40 SVRCDG NEW E.10.2
T∑
t=1
ILt:X:Nt I:Rt
T∑
t=1
(
(pt)−1(pt)−1>
)
◦
(
ILt:X:Nt I:Rt
)
41 ISAEGA NEW (reminiscent of [137]) E.10.3
T∑
t=1
ILt:X:Nt
T∑
t=1
(
(pt)−1e>
)
◦
(
ILt:X:Nt
)
42 ISEGA ISEGA [137] with AS E.10.3
XR XRE [R]−1 43 JS JacSketch [65] with AS and prox E.11
Table 5.1: Selected special cases of GJS (Algorithm 14) arising by choosing operators
S and U in particular ways. R is a random subset of [n], L is a random subset of [d],
pi = P (i ∈ L), pj = P (j ∈ R).
5.5 Special cases
As outlined in the introduction, GJS (Algorithm 14) is a surprisingly versatile method. In
Table 5.1 we list 7 existing methods (in some cases, generalizations of existing methods),
and construct also 10 new variance reduced methods. We also provide a summary of all
specialized iteration complexity results, and a guide to the corollaries which state them
(see Table E.1 in the appendix).
• SGD-star. In order to illustrate why variance reduction is needed in the first place,
let us start by describing one of the methods—SGD-star (Algorithm 32)—which
happens to be particularly suitable to shed light on this issue. In SGD-star we
assume that the Jacobian at optimum, G(x∗), is known. While this is clearly an
unrealistic assumption, let us see where it leads us. If this is the case, we can choose
J0 = G(x∗), and let S ≡ 0. This implies that Jk = J0 for all k. We then choose
U to be the right unbiased sampling operator, i.e., UX = X∑j∈R 1pj ejej>, which
gives
gk =
1
n
n∑
j=1
∇fj(x∗) +
∑
j∈Rk
1
npj
(∇fj(xk)−∇fj(x∗)) .
This method does not need to learn the Jacobian at x∗ as it is known, and instead
moves in a direction of average gradient at the optimum, perturbed by a random
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estimator of the direction ∇f(xk) − ∇f(x∗) formed via sub-sampling j ∈ Rk ⊆
[n] . What is special about this perturbation? As the method converges, xk →
x∗ and the perturbations converge to zero, for any realization of the random set
Rk ⊆ [n]. So, gradient estimation stabilizes, we get gk → ∇f(x∗), and hence
the variance of gk converges to zero. In view of Corollary E.6.1 of our main result
(Theorem 5.4.2), the iteration complexity of SGD-star is maxj
vj
µnpj
log 1

, where µ
is the quasi strong convexity parameter of f , and the smoothness constants vj are
defined in Appendix E.6.
Since knowing G(x∗) is unrealistic, GJS is instead learning these perturbations on the
fly. Different variants of GJS do this differently, but ultimately all attempt to learn
the gradients ∇fj(x∗) and use this information to stabilize the gradient estimation.
Due to space restrictions, we do not describe all remaining 9 new methods in the
main body of the chapter, let alone the all 17 methods. We will briefly outline 2
more (not necessarily the most interesting) new methods:
• SVRCD. This method belongs to the RCD variety, and constructs the gradient esti-
mator via the rule
gk = hk +
∑
i∈Lk
1
pi
(∇if(xk)− hki )ei ,
where Lk ⊆ [d] is sampled afresh in each iteration. The auxiliary vector hk is
updated using a simple biased coin flip: hk+1 = hk with probability 1 − ρ, and
hk+1 = ∇f(xk) with probability ρ. So, a full pass over all coordinates is made
in each iteration with probability ρ, and a partial derivatives ∇if(xk) for i ∈ Lk
are computed in each iteration. This method has a similar structure to LSVRG,
which instead sub-sampling coordinates sub-samples functions fj for j ∈ Rk (see
Table 5.1). The iteration complexity of this method is
(
1
ρ
+ maxi
1
pi
4mi
µ
)
log 1

,
where mi is a smoothness parameter of f associated with coordinate i (see Table E.1
and Corollary E.5.3).
• ISAEGA. In Chapter 4, a strategy of running RCD on top of a parallel implementation
of optimization algorithms such as PGD, SGD or SAGA was proposed. Surprisingly,
it was shown that the runtime of the overall algorithm is unaffected whether one
computes and communicates all entries of the stochastic gradient on each worker,
or only a fraction of all entries of size inversely proportional to the number of
all workers. However, ISAGA [137] (distributed SAGA with RCD on top of it), as
proposed, requires the gradients with respect to the data owned by a given machine
to be zero at the optimum. On the other hand, ISEGA [137] does not have the issue,
but it requires a computation of the exact partial derivatives on each machine and
thus is expensive. As a special case of GJS we propose ISAEGA – a method which
cherry-picks the best properties from both ISAGA (allowing for stochastic partial
derivatives) and ISEGA (not requiring zero gradients at the optimum). Further, we
present the method in the arbitrary sampling paradigm. See Appendix E.10.3 for
more details.
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5.6 Experiments
We perform extensive numerical testing for various special cases of Algorithm 14. We first
start with perfectly understood example – minimizing artificial quadratics. After that, we
present experiments on logistic regression with real-world data.
5.6.1 SEGA and SVRCD with importance sampling
In Sections E.5.2 and E.5.3 we develop an arbitrary (and thus importance in special
case) sampling for SEGA, as well as new method SVRCD with arbitrary sampling. In this
experiment, we compare them to its natural competitors – basic SEGA from [77] and
proximal gradient descent.
Consider artificial quadratic minimization with regularizer ψ being an indicator of the
unit ball5:
f(x) = x>Mx− b>x, ψ(x) =
{
x 0 ≤ 1
∞ ‖x‖ > 1 .
Specific choices of M, b are given by by Table 5.2. As both SEGA and SVRCD (from
Section E.5.2 and E.5.3) require a diagonal smoothness matrix, we shall further consider
vector m such that the upped bound M  Diag(m) holds. As the choice of m is not
unique, we shall choose the one which minimizes
∑d
i=1mi for importance sampling and
m = λmax(M)e for uniform. Further, stepsize γ =
1
4
∑d
i=1 mi
was chosen in each case.
Figure 5.1 shows the results of this experiment. As theory suggests, importance sampling
for both SEGA and SVRCD outperform both plain SEGA and proximal gradient always. The
performance difference depends on the data; the closer M is to a diagonal matrix with
non-uniform elements, the larger stronger is the effect of importance sampling.
Type M b
1 Diag
(
1.3[d]
)
γu
2 Diag((d, 1, 1, . . . , 1)) γu
3 Diag
(
1.1[d]
)
+ NN> 1.1
d
1000d
, N ∼ N(0, I) γu
4 NN>, N ∼ N(0, I) γu
Table 5.2: Four types of quadratic problems. We choose u ∼ N(0, Id), and γ to be such
that ‖γM−1u‖ = 3
2
. Notation c[d] stands for a vector (c, c2, . . . cd).
5.6.2 SVRCD: effect of ρ
In this experiment we demonstrate very broad range of ρ can be chosen to still attain
almost best possible rate for SVRCD for problems from Table 5.2 and m, γ as described
in Section 5.6.1 Results can be found in Figure 5.2. They indeed show that in many
cases, varying ρ from 1
n
down to 2λmin(M)∑d
i=1mi
does not influences the complexity significantly.
5In such case, proixmal operator of ψ becomes a projection onto the unit ball.
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Figure 5.1: Comparison of SEGA-AS, SVRCD-AS, SEGA and proximal gradient on 4
quadratic problems given by Table 5.2. SEGA-AS, SVRCD-AS and SEGA compute sin-
gle partial derivative each iteration (SVRCD computes all of them with probability ρ),
SEGA-AS, SVRCD-AS with probabilities proportional to diagonal of M.
However, too small ρ leads to significantly slower convergence. Note that those findings
are in accord with Corollary E.5.3. Similar results were shown in [106] for LSVRG.
5.6.3 ISAEGA
In this section we test a simple version of ISAEGA (Algorithm 41)6. As mentioned, ISAEGA
is an algorithm for distributed optimization which, at each iteration, computes a subset of
partial derivatives of stochastic gradient on each machine, and constructs corresponding
Jacobian estimate and stochastic gradient.
For simplicity, we consider only the simple version which assumes Mj = mId for all j
(i.e. we do not do importance sampling), and we suppose that |Rt| = 1 always for all t
(i.e. each machine always looks at a single function from the local finite sum). Further, we
consider ψ(x) = 0. Corollary E.10.3 shows that, if the condition number of the problem is
not too small, ISAEGA with |Lt| ≈ 1T (where T is a number of parallel units) enjoys, up to
small constant factor, same rate as SAGA (which is, under a convenient smoothness, the
same rate as the convergence rate of gradient descent). Thus, ISAEGA scales linearly in
terms of partial derivative complexity in parallel setup. In other words, given that we have
twice more workers, each of them can afford to evaluate twice less partial derivatives7.
The experiments we propose aim to verify this claim.
6The full description of ISAEGA, together with convergence guarantees are provided in Section E.10.3
7Practical implications of the method are further explained in [137].
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Figure 5.2: The effect of ρ on convergence rate of SVRCD on quadratic problems from
Table 5.2. In every case, probabilities were chosen proportionally to the diagonal of M
and only a single partial derivative is evaluated in S.
We consider `2 regularized logistic regression (for the binary classification). In partic-
ular,
∀j : fj(x) def= log (1 + exp (Aj,:x · yi)) + λ
2
‖x‖2,
where A ∈ Rn×d is a data matrix, y ∈ {−1, 1}n is a vector of labels and λ ≥ 0 is the
regularization parameter. Both A, y are provided from LibSVM [23] datasets: a1a, a9a,
w1a, w8a, gisette, madelon, phishing and mushrooms. Further, A was normalized
such that ‖Aj,:‖2 = 1. Next, it is known that fj is (14 + λ)-smooth, convex, while f is
λ-strongly convex. Therefore, as a stepsize for all versions of ISAEGA, we set γ = 1
6λ+ 3
2
(this is an approximation of theoretical stepsize).
In each experiment, we compare 4 different setups for ISEAGA – given by 4 different
values of T . Given a value of T , we set |Lt| = 1T for all t. Further, we always sample Lt
uniformly. The results are presented in Figure 5.3. Indeed, we observe the almost perfect
parallel linear scaling.
For completeness, we provide dataset sized in Table 5.3.
5.6.4 LSVRG with importance sampling
As mentioned, one of the contributions of this work is LSVRG with arbitrary sampling.
In this section, we demonstrate that designing a good sampling can yield a significant
speedup in practice. We consider logistic regression problem on LibSVM [23] data, as
described in Section 5.6.3. However, since LibSVM data are normalized, we pre-multiply
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Name n d
a1a 1605 123
a9a 32561 123
w1a 2477 300
w8a 49749 300
gisette 6000 5000
madelon 2000 500
phishing 11055 68
mushrooms 8124 112
Table 5.3: Table of LibSVM data used for our experiments.
each row of the data matrix by a random scaling factor. In particular, the scaling factors
are proportional to l2 where l is sampled uniformly from [1000] such that the Frobenius
norm of the data matrix is n. For the sake of simplicity, consider case λ = 0.
Choice vector v. Note that since Mj = A>j:Aj:, the following claim must hold: Con-
sider fixed v. Then if (E.18) holds for any set of vector {hj}nj=1 such that hj is parallel to
Aj:, then (E.18) holds for any set of vector {hj}nj=1. Thus, we can set hj = cjA>j:/‖Aj:‖
without loss of generality. Thus, M
1
2
j hj = cjA
>
j:, and (E.18) becomes equivalent to
P ◦ (A>A)  Diag(p ◦ v) where Pjj′ = P (j ∈ R, j′ ∈ R). Note that this is exactly ex-
pected separable overapproximation (ESO) for coordinate descent [167]. Thus we choose
vector v to be proportional to p such that P ◦ (A>A)  Diag(p ◦ v) holds (as proposed
in Chapter 2). In order to compute the scaling constant, one needs to evaluate maximum
eigenvalue of PSD n × n matrix, which is of O(n2) cost. We do so in the experiments.
Note that there is a suboptimal, but cheeaper way to obtain v described in [165]. Lastly,
if λ > 0, we set v such that P ◦ (A>A + λI)  Diag(p ◦ v).
Choice of probabilities. In order to be fair, we only compare methods where E [|R|] =
τ . For the case τ = 1, we consider a sampling such that |R| = 1 according to a given
probability vector p. For uniform sampling, we have p = n−1e, while for importance
sampling, we set pj =
λmax(Mj)∑n
j′=1 λmax(Mj′ )
. In the case τ > 1, we consider independent
sampling from Chapter 2. In particular, P (j ∈ R) = pj with
∑
pj = τ and binary random
variables (j ∈ R) are jointly independent. For uniform sampling we have p = τn−1e. For
importance sampling, probability vector p is chosen such that pj =
λmax(Mj)
%+λmax(Mj
, where %
is such that
∑
pj = τ . The mentioned sampling was proven to be superior over uniform
minibatching in Chapter 2. Next, stepsize γ = 1
6
minj
npj
vj
was chosen for all methods.
Lastly, ρ = 1
2n
was chosen for LSVRG. The results are presented in Figures 5.4 and 5.5.
In all cases, LSVRG with importance sampling was the fastest method. As provided
theory suggests, it outperformed methods with importance sampling especially significantly
for small τ ; and the larger τ , the smaller the effect of importance sampling is. However,
our experiments indicate the superiority of LSVRG to SAGA in the importance sampling
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Figure 5.3: ISAEGA applied on LIBSVM [23] datasts with λ = 4 · 10−5. Axis y stands for
relative suboptimality, i.e. f(x
k)−f(x∗)
f(xk)−f(x0) .
setup. In particular, stepsize γ = 1
6
minj
npj
vj
is often too large for SAGA. Note that both
optimal stepsize and optimal probabilities require the prior knowledge of the quasi strong
convexity constant µ8 which is, in our case unknown (see the importance serial sampling
proposed in [65], and SAGA is more sensitive to that choice. One can still estimate it as
λ, however, this would yield suboptimal performance as well.
8Or more generally, strong growth constant, see Appendix E.13
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5.7 Conclusion
In this chapter we proposed a fairly general algorithm—GJS—capable of inserting the
variance reduction mechanism under arbitrary random first-order oracle. Each special
case either recovers a known algorithm with its tight rate, or improves a known algorithm
or is a new algorithm. In the next chapter we go even further: we introduce a general
technique to analyze unbiased stochastic gradient algorithms that are not necessarily
variance reduced.
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Figure 5.4: LSVRG applied on LIBSVM [23] datasets with λ = 10−5. Axis y stands for
relative suboptimality, i.e. f(x
k)−f(x∗)
f(xk)−f(x0) .
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Figure 5.5: LSVRG applied on LIBSVM [23] datasets. For a9a, λ = 0 and ρ = 1
n
was
chosen; for w8a, λ = 10−8 and ρ = 3
n
was chosen. Axis y stands for relative suboptimality,
i.e. f(x
k)−f(x∗)
f(xk)−f(x0) .
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Chapter 6
A Unified Theory of SGD: Variance Reduction, Sampling,
Quantization and Coordinate Descent
In Chapter 5, we have proposed a general variance-reduced algorithm applicable in many
different scenarios. In this chapter, we go a step further. In particular, we propose a
new generic analysis technique capable of providing complexity bounds for a significantly
broader class of stochastic gradient algorithms.
Stochastic optimization. In this chapter we are primarily concerned with regularized
stochastic optimization problems of the form
min
x∈Rd
Eξ∼D [fξ(x)] + ψ(x), (6.1)
and let
f(x) = Eξ∼D [fξ(x)] . (6.2)
As usual, function f is assumed to be convex, differentiable with Lipschitz gradient,
and ψ : Rd → R∪ {+∞} is a proximable (proper closed convex) regularizer. Specifically
for this section, we assume that ξ is a random variable, and fξ : Rd → R is smooth
function for all ξ.
Stochastic optimization problems are of key importance in statistical supervised learn-
ing theory. In this setup, x represents a machine learning model described by d parameters
(e.g., logistic regression or a deep neural network), D is an unknown distribution of labelled
examples, fξ(x) represents the loss of model x on datapoint ξ, and f is the generalization
error. Problem (6.1) seeks to find the model x minimizing the generalization error. In
statistical learning theory one assumes that while D is not known, samples ξ ∼ D are
available. In such a case, ∇f(x) is not computable, while ∇fξ(x), which is an unbiased
estimator of the gradient of f at x, is easily computable.
Finite-sum problems. Another prominent example, one of special interest in this work,
are functions f which arise as averages of a very large number of smooth functions:
f(x) =
1
n
n∑
i=1
fi(x). (6.3)
This problem often arises by approximation of the stochastic optimization loss function
(6.2) via Monte Carlo integration, and is in this context known as the empirical risk mini-
mization (ERM) problem. ERM is currently the dominant paradigm for solving supervised
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learning problems [188]. If index i is chosen uniformly at random from [n]
def
= {1, 2, . . . , n},
∇fi(x) is an unbiased estimator of ∇f(x). Typically, ∇f(x) is about n times more ex-
pensive to compute than ∇fi(x).
Distributed optimization. Lastly, in some applications, especially in distributed train-
ing of supervised models, one considers problem (6.3), with n being the number of ma-
chines, and each fi also having a finite sum structure, i.e.,
fi(x) =
1
m
m∑
j=1
fij(x), (6.4)
where m corresponds to the number of training examples stored on machine i.
6.1 The many faces of stochastic gradient descent
Stochastic gradient descent (SGD) [179, 148, 208] is a state-of-the-art algorithmic paradigm
for solving optimization problems (6.1) in situations when f is either of structure (6.2) or
(6.3). In its generic form, (proximal) SGD defines the new iterate by subtracting a multiple
of a stochastic gradient from the current iterate, and subsequently applying the proximal
operator of ψ:
xk+1 = proxαψ(x
k − αgk). (6.5)
Here, gk is an unbiased estimator of the gradient (i.e., a stochastic gradient),
E
[
gk | xk] = ∇f(xk), (6.6)
and proxαψ(x) = arg miny{αψ(y) + 12 ‖y − x‖2}. However, and this is the starting point
of our journey in this chapter, there are infinitely many ways of obtaining a random vector
gk satisfying (6.6). On the one hand, this gives algorithm designers the flexibility to
construct stochastic gradients in various ways in order to target desirable properties such
as convergence speed, iteration cost, parallelizability and generalization. On the other
hand, this poses considerable challenges in terms of convergence analysis. Indeed, if one
aims to, as one should, obtain the sharpest bounds possible, dedicated analyses are needed
to handle each of the particular variants of SGD.
Vanilla SGD. The flexibility in the design of efficient strategies for constructing gk has led
to a creative renaissance in the optimization and machine learning communities, yielding
a large number of immensely powerful new variants1 of SGD, such as those employing
importance sampling [223, 146], and mini-batching [102]. These efforts are subsumed
by the recently developed and remarkably sharp analysis of SGD under arbitrary sampling
paradigm [60], first introduced in the study of randomized coordinate descent methods
by [175]. The arbitrary sampling paradigm covers virtually all stationary mini-batch and
1In this chapter, by vanilla SGD we refer to SGD variants with or without importance sampling and
mini-batching, but excluding variance-reduced variants, such as SAGA [37] and SVRG [88].
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importance sampling strategies in a unified way, thus making headway towards theoretical
unification of two separate strategies for constructing stochastic gradients. For strongly
convex f , the SGD methods analyzed in [60] converge linearly to a neighbourhood of the
solution x∗ = arg minx f(x) for a fixed stepsize αk = α. The size of the neighbourhood
is proportional to the second moment of the stochastic gradient at the optimum (σ2
def
=
1
n
∑n
i=1 ‖∇fi(x∗)‖2), to the stepsize (α), and inversely proportional to the modulus of
strong convexity. The effect of various sampling strategies, such as importance sampling
and mini-batching, is twofold: i) improvement of the linear convergence rate by enabling
larger stepsizes, and ii) modification of σ2. However, none of these strategies2 is able to
completely eliminate the adverse effect of σ2. That is, SGD with a fixed stepsize does not
reach the optimum, unless one happens to be in the overparameterized case characterized
by the identity σ2 = 0.
Variance reduced SGD. While sampling strategies such as importance sampling and
mini-batching reduce the variance of the stochastic gradient, in the finite-sum case (6.3)
a new type of variance reduction strategies has been developed over the last few years
[182, 37, 88, 191, 169, 160, 106, 86] (see also Chapter 5). These variance-reduced SGD
methods differ from the sampling strategies discussed before in a significant way: they
can iteratively learn the stochastic gradients at the optimum, and in so doing are able
to eliminate the adverse effect of the gradient noise σ2 > 0 which, as mentioned above,
prevents the iterates of vanilla SGD from converging to the optimum. As a result, for
strongly convex f , these new variance-reduced SGD methods converge linearly to x∗, with
a fixed stepsize. At the moment, these variance-reduced variants require a markedly
different convergence theory from the vanilla variants of SGD. An exception to this is
the situation when σ2 = 0 as then variance reduction is not needed; indeed, vanilla SGD
already converges to the optimum, and with a fixed stepsize. We end the discussion here
by remarking that this hints at a possible existence of a more unified theory, one that
would include both vanilla and variance-reduced SGD.
Distributed SGD, quantization and variance reduction. When SGD is implemented
in a distributed fashion, the problem is often expressed in the form (6.3), where n is the
number of workers/nodes, and fi corresponds to the loss based on data stored on node
i. Depending on the number of data points stored on each node, it may or may not be
efficient to compute the gradient of fi in each iteration. In general, SGD is implemented
in this way: each node i first computes a stochastic gradient gki of fi at the current point
xk (maintained individually by each node). These gradients are then aggregated by a
master node [193, 105], in-network by a switch [184], or a different technique best suited
to the architecture used. To alleviate the communication bottleneck, various lossy update
compression strategies such as quantization [187, 71, 222], sparsification [105, 3, 212]
and dithering [2] were proposed. The basic idea is for each worker to apply a randomized
transformation Q : Rd → Rd to gki , resulting in a vector which is still an unbiased estimator
of the gradient, but one that can be communicated with fewer bits. Mathematically,
this amounts to injecting additional noise into the already noisy stochastic gradient gki .
2Except for the full batch strategy, which is prohibitively expensive.
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The field of quantized SGD is still young, and even some basic questions remained open
until recently. For instance, there was no distributed quantized SGD capable of provably
solving (6.1) until the DIANA algorithm [136] was introduced. DIANA applies quantization
to gradient differences, and in so doing is able to learn the gradients at the optimum,
which makes it able to work for any regularizer ψ. DIANA has some structural similarities
with SEGA [77]—the first coordinate descent type method which works for non-separable
regularizers—but a more precise relationship remains elusive. When the functions of fi
are of a finite-sum structure as in (6.4), one can apply variance reduction to reduce
the variance of the stochastic gradients gki together with quantization, resulting in the
VR-DIANA method [85]. This is the first distributed quantized SGD method which provably
converges to the solution of (6.1)+(6.4) with a fixed stepsize.
Randomized coordinate descent (RCD). Lastly, in a distinctly separate strain, there
are SGD methods for the coordinate/subspace descent variety [152]. While it is possible
to see some RCD methods as special cases of (6.5)+(6.6), most of them do not follow this
algorithmic template. First, standard RCD methods use different stepsizes for updating
different coordinates [166], and this seems to be crucial to their success. Second, until
the recent discovery of the SEGA method, RCD methods were not able to converge with
non-separable regularizers. Third, RCD methods are naturally variance-reduced in the
ψ ≡ 0 case as partial derivatives at the optimum are all zero. As a consequence, attempts
at creating variance-reduced RCD methods seem to be futile. Lastly, RCD methods are
typically analyzed using different techniques. While there are deep links between standard
SGD and RCD methods, these are often indirect and rely on duality [191, 30, 62].
6.2 Contributions
As outlined in the previous section, the world of SGD is vast and beautiful. It is formed
by many largely disconnected islands populated by elegant and efficient methods, with
their own applications, intuitions, and convergence analysis techniques. While some links
already exist (e.g., the unification of importance sampling and mini-batching variants
under the arbitrary sampling umbrella), there is no comprehensive general theory. It is
becoming increasingly difficult for the community to understand the relationships between
these variants, both in theory and practice. New variants are yet to be discovered, but it is
not clear what tangible principles one should adopt beyond intuition to aid the discovery.
This situation is exacerbated by the fact that a number of different assumptions on the
stochastic gradient, of various levels of strength, is being used in the literature.
The main contributions of this work include:
• Unified analysis. In this work we propose a unifying theoretical framework which
covers all of the variants of SGD outlined in Section 6.1. As a by-product, we ob-
tain the first unified analysis of vanilla and variance-reduced SGD methods. For in-
stance, our analysis covers as special cases vanilla SGD methods from [159] and [60],
variance-reduced SGD methods such as SAGA [37], LSVRG [83, 106] and JacSketch [65].
Another by-product is the unified analysis of SGD methods which include RCD. For
instance, our theory covers the subspace descent method SEGA [77] as a special case.
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Lastly, our framework is general enough to capture the phenomenon of quantization.
For instance, we obtain the DIANA and VR-DIANA methods in special cases.
• Generalization of existing methods. An important yet relatively minor contribu-
tion of our work is that it enables generalization of knowns methods. For instance,
some particular methods we consider, such as LSVRG (Algorithm 53) [106], were not
analyzed in the proximal (ψ 6= 0) case before. To illustrate how this can be done
within our framework, we do it here for LSVRG. Further, most of the methods we
analyze can be extended to the arbitrary sampling paradigm.
• Sharp rates. In all known special cases, the rates obtained from our general
theorem (Theorem 6.3.4) are the best known rates for these methods.
• New methods. Our general analysis provides estimates for a possibly infinite
array of new and yet-to-be-developed variants of SGD. One only needs to verify
that Assumption 6.3.1 holds, and a complexity estimate is readily furnished by
Theorem 6.3.4. Selected existing and new methods that fit our framework are
summarized in Table 6.1. This list is for illustration only, we believe that future
work by us and others will lead to its rapid expansion.
• Experiments. We show through extensive experimentation that some of the new
and generalized methods proposed here and analyzed via our framework have some
intriguing practical properties when compared against appropriately selected existing
methods.
6.3 Main result
We first introduce the key assumption on the stochastic gradients gk enabling our general
analysis (Assumption 6.3.1), then state our assumptions on f (Assumption 6.3.2), and
finally state and comment on our unified convergence result (Theorem 6.3.4).
Notation. Consistently with the rest of the thesis, we use the following notation:
〈x, y〉 def= ∑i xiyi is the standard Euclidean inner product, and ‖x‖ def= 〈x, x〉1/2 is
the induced `2 norm. For simplicity we assume that (6.1) has a unique minimizer,
which we denote x∗. Let Df (x, y) denote the Bregman divergence associated with f :
Df (x, y)
def
= f(x)− f(y)− 〈∇f(y), x− y〉. We often write [n] def= {1, 2, . . . , n}.
6.3.1 Key assumption
Our first assumption is of key importance. It is mainly an assumption on the sequence
of stochastic gradients {gk} generated by an arbitrary randomized algorithm. Besides
unbiasedness (see (6.7)), we require two recursions to hold for the iterates xk and the
stochastic gradients gk of a randomized method. We allow for flexibility by casting these
inequalities in a parametric manner.
131
Assumption 6.3.1. Let {xk} be the random iterates produced by proximal SGD (Algo-
rithm in Eq (6.5)). We first assume that the stochastic gradients gk are unbiased
E
[
gk | xk] = ∇f(xk), (6.7)
for all k ≥ 0. Further, we assume that there exist non-negative constants A,B,C,D1, D2, ρ
and a (possibly) random sequence {σ2k}k≥0 such that the following two relations hold3
E
[∥∥gk −∇f(x∗)∥∥2 | xk, σ2k] ≤ 2ADf (xk, x∗) +Bσ2k +D1, (6.8)
E
[
σ2k+1 | xk, σ2k
] ≤ (1− ρ)σ2k + 2CDf (xk, x∗) +D2, (6.9)
The expectation above is with respect to the randomness of the algorithm.
The unbiasedness assumption (6.7) is standard. The key innovation we bring is in-
equality (6.8) coupled with (6.9). We argue, and justify this statement by furnishing many
examples in Section 6.4, that these inequalities capture the essence of a wide array of ex-
isting and some new SGD methods, including vanilla, variance reduced, arbitrary sampling,
quantized and coordinate descent variants. Note that in the case when ∇f(x∗) = 0 (e.g.,
when ψ ≡ 0), the inequalities in Assumption 6.3.1 reduce to
E
[∥∥gk∥∥2 | xk, σ2k] ≤ 2A(f(xk)− f(x∗)) +Bσ2k +D1, (6.10)
E
[
σ2k+1 | xk, σ2k
] ≤ (1− ρ)σ2k + 2C(f(xk)− f(x∗)) +D2. (6.11)
Similar inequalities can be found in the analysis of stochastic first-order methods. However,
this is the first time that such inequalities are generalized, equipped with parameters, and
elevated to the status of an assumption that can be used on its own, independently from
any other details defining the underlying method that generated them.
To give a further intuition about inequalities (6.8) and (6.9), we shall note that se-
quence σk usually represents the portion of noise that can gradually decrease over the
course of optimization while constants D1, D2 represent a static noise. On the other
hand, constants A,C are usually related to some measure of smoothness of the objec-
tive. For instance, the parameters for (deterministic) gradient descent can be chosen as
A = L,B = C = D1 = D2 = σ
2
k = ρ = 0. For an overview of parameter choices for
specific instances of (6.5), see Table 6.2. Note also that the choice of parameters of (6.8)
and (6.9) is not unique, however this has no impact on convergence rates we provide.
6.3.2 Main theorem
For simplicity, we shall assume throughout that f is µ-strongly quasi-convex, which is a
generalization of µ-strong convexity. We leave an analysis under different assumptions on
f to future work.
3For convex and L-smooth f , one can show that ‖∇f(x)−∇f(y)‖2 ≤ 2LDf (x, y). Hence, Df can
be used as a measure of proximity for the gradients.
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Assumption 6.3.2 (µ-strong quasi-convexity). There exists µ > 0 such that f : Rd → R
is µ-strongly quasi-convex. That is, the following inequality holds for all x ∈ Rd:
f(x∗) ≥ f(x) + 〈∇f(x), x∗ − x〉+ µ
2
‖x∗ − x‖2 . (6.12)
We are now ready to present the key lemma of this chapter which states per iteration
recurrence to analyze (6.5). Due to space limitations, we present the proof in Section 6.3
of the Appendix.
Lemma 6.3.3. Let Assumptions 6.3.1 and 6.3.2 be satisfied. Then the following inequal-
ity holds for all k ≥ 0:
E
[∥∥xk+1 − x∗∥∥2]+Mα2E [σ2k+1]+ 2α (1− α(A+ CM))E [Df (xk, x∗)]
≤ (1− αµ)E
[∥∥xk − x∗∥∥2]+ (1− ρ)Mα2E [σ2k]+Bα2E [σ2k]+ (D1 +MD2)α2.
Using recursively Lemma 6.3.3, we obtain the convergence rate of proximal SGD,
which we state as Theorem 6.3.4.
Theorem 6.3.4. Let Assumptions 6.3.1 and 6.3.2 be satisfied. Choose constant M such
that M > B
ρ
. Choose a stepsize satisfying
0 < α ≤ min
{
1
µ
,
1
A+ CM
}
. (6.13)
Then the iterates {xk}k≥0 of proximal SGD (Algorithm (6.5)) satisfy
E
[
V k
] ≤max{(1− αµ)k,(1 + B
M
− ρ
)k}
V 0 +
(D1 +MD2)α
2
min
{
αµ, ρ− B
M
} , (6.14)
where the Lyapunov function V k is defined by V k
def
=
∥∥xk − x∗∥∥2 +Mα2σ2k.
This theorem establishes a linear rate for a wide range of proximal SGD methods up
to a certain oscillation radius, controlled by the additive term in (6.14), and namely, by
parameters D1 and D2. As we shall see in Section F.1 (refer to Table 6.2), the main
difference between the vanilla and variance-reduced SGD methods is that while the former
satisfy inequality (6.9) with D1 > 0 or D2 > 0, which in view of (6.14) prevents them from
reaching the optimum x∗ (using a fixed stepsize), the latter methods satisfy inequality
(6.9) with D1 = D2 = 0, which in view of (6.14) enables them to reach the optimum.
6.4 The classic, the recent and the brand new
In this section we deliver on the promise from the introduction and show how many existing
and some new variants of SGD fit our general framework (see Table 6.1).
133
Problem Method Alg Citation VR AS Quant RCD Sec Cor
(6.1)+(6.2) SGD 44 [159] 7 7 7 7 F.1.1 F.1.2
(6.1)+(6.3) SGD-SR 45 [60] 7 3 7 7 F.1.2 F.1.5
(6.1)+(6.3) SGD-MB 46 NEW 7 7 7 7 F.1.3 F.1.9
(6.1)+(6.3) SGD-star 47 NEW 3 3 7 7 F.1.4 F.1.11
(6.1)+(6.3) SAGA 48 [37] 3 7 7 7 F.1.5 F.1.13
(6.1)+(6.3) N-SAGA 49 NEW 7 7 7 7 F.1.6 F.1.15
(6.1) SEGA 50 [77] 3 7 7 3 F.1.7 F.1.17
(6.1) N-SEGA 51 NEW 7 7 7 3 F.1.8 F.1.19
(6.1)+(6.3) SVRGa 52 [88] 3 7 7 7 F.1.9 F.1.21
(6.1)+(6.3) LSVRG 53 [83] 3 7 7 7 F.1.10 F.1.23
(6.1)+(6.3) DIANA 54 [136] 7 7 3 7 F.1.11 F.1.26
(6.1)+(6.3) DIANAb 55 [136] 3 7 3 7 F.1.11 F.1.27
(6.1)+(6.3) Q-SGD-SR 56 NEW 7 3 3 7 F.1.12 F.1.29
(6.1)+(6.3)+(6.4) VR-DIANA 57 [85] 3 7 3 7 F.1.13 F.1.32
(6.1)+(6.3) JacSketch 58 [65] 3 3 7 7 7 F.1.14 F.1.34
Table 6.1: List of specific existing (in some cases generalized) and new methods which fit
our general analysis framework. VR = variance reduced method, AS = arbitrary sampling,
Quant = supports gradient quantization, RCD = randomized coordinate descent type
method. a Special case of SVRG with 1 outer loop only; b Special case of DIANA with 1
node and quantization of exact gradient.
An overview. As claimed, our framework is powerful enough to include vanilla methods
( 7 in the “VR” column) as well as variance-reduced methods ( 3 in the “VR” column),
methods which generalize to arbitrary sampling ( 3 in the “AS” column), methods
supporting gradient quantization ( 3 in the “Quant” column) and finally, also RCD type
methods ( 3 in the “RCD” column).
For existing methods we provide a citation; new methods developed in this chapter
are marked accordingly. Due to space restrictions, all algorithms are described (in detail)
in the Appendix; we provide a link to the appropriate section for easy navigation. While
these details are important, the main message of this chapter, i.e., the generality of
our approach, is captured by Table 6.1. The “Result” column of Table 6.1 points to a
corollary of Theorem 6.3.4; these corollaries state in detail the convergence statements for
the various methods. In all cases where known methods are recovered, these corollaries
of Theorem 6.3.4 recover the best known rates.
Parameters. From the point of view of Assumption 6.3.1, the methods listed in Ta-
ble 6.1 exhibit certain patterns. To shed some light on this, in Table 6.2 we summarize
the values of these parameters.
Note, for example, that for all methods the parameter A is non-zero. Typically, this
a multiple of an appropriately defined smoothness parameter (e.g., L is the Lipschitz
constant of the gradient of f , L and L1 in SGD-SR4, SGD-star and JacSketch are
4SGD-SR is first SGD method analyzed in the arbitrary sampling paradigm. It was developed using
the stochastic reformulation approach (whence the “SR”) pioneered in [176] in a numerical linear alge-
bra setting, and later extended to develop the JacSketch variance-reduction technique for finite-sum
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Table 6.2: The parameters for which the methods from Table 6.1 (special cases of (6.5))
satisfy Assumption 6.3.1. The meaning of the expressions appearing in the table, as well
as their justification is defined in detail in the Appendix (Section F.1).
Method A B ρ C D1 D2
SGD 2L 0 1 0 2σ2 0
SGD-SR 2L 0 1 0 2σ2 0
SGD-MB
A′+L(τ−1)
τ
0 1 0 D
′
τ
0
SGD-star 2L 0 1 0 0 0
SAGA 2L 2 1/n L/n 0 0
N-SAGA 2L 2 1/n L/n 2σ2 σ
2
n
SEGA 2dL 2d 1/d L/d 0 0
N-SEGA 2dL 2d 1/d L/d 2dσ2 σ
2
d
SVRGa 2L 2 0 0 0 0
LSVRG 2L 2 p Lp 0 0
DIANA
(
1 + 2ω
n
)
L 2ω
n
γ Lγ (1+ω)σ
2
n
γσ2
DIANAb (1 + 2ω)L 2ω γ Lγ 0 0
Q-SGD-SR 2(1 + ω)L 0 1 0 2(1 + ω)σ2 0
VR-DIANA
(
1 + 4ω+2
n
)
L 2(ω+1)
n
γ
(
1
m
+ 4γ
)
L 0 0
JacSketch 2L1 2λmaxn λmin L2n 0 0
expected smoothness parameters). In the three variants of the DIANA method, ω captures
the variance of the quantization operator Q. That is, one assumes that E [Q(x)] = x and
E
[‖Q(x)− x‖2] ≤ ω ‖x‖2 for all x ∈ Rd. In view of (6.13), large A means a smaller
stepsize, which slows down the rate. Likewise, the variance ω also affects the parameter
B, which in view of (6.14) also has an adverse effect on the rate. Further, as predicted by
Theorem 6.3.4, whenever either D1 > 0 or D2 > 0, the corresponding method converges
to an oscillation region only. These methods are not variance-reduced. All symbols used in
Table 6.2 are defined in the appendix, in the same place where the methods are described
and analyzed.
Five new methods. To illustrate the usefulness of our general framework, we develop
5 new variants of SGD never explicitly considered in the literature before (see Table 6.1).
Here we briefly motivate them; details can be found in the Appendix.
• SGD-MB (Algorithm 46). This method is specifically designed for functions of the
finite-sum structure (6.4). As we show through experiments, this is a powerful mini-
batch SGD method, with mini-batches formed with replacement as follows: in each
iteration, we repeatedly (τ times) and independently pick i ∈ [n] with probability
pi > 0. Stochastic gradient g
k is then formed by averaging the stochastic gradients
∇fi(xk) for all selected indices i (including each i as many times as this index
optimization [65].
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was selected). This allows for a more practical importance mini-batch sampling
implementation than what was until now possible (see Remark 29 in the Appendix
for more details and experiment in Figure 6.1).
• SGD-star (Algorithm 47). This new method forms a bridge between vanilla and
variance-reduced SGD methods. While not practical, it sheds light on the role of
variance reduction. Again, we consider functions of the finite-sum form (6.4). This
methods answers the following question: assuming that the gradients ∇fi(x∗),
i ∈ [n] are known, can they be used to design a more powerful SGD variant? The
answer is yes, and SGD-star is the method. In its most basic form, SGD-star
constructs the stochastic gradient via gk = ∇fi(xk) − ∇fi(x∗) + ∇f(x∗), where
i ∈ [n] is chosen uniformly at random. Inferring from Table 6.2, where D1 =
D2 = 0, this method converges to x
∗, and not merely to some oscillation region.
Variance-reduced methods essentially work by iteratively constructing increasingly
more accurate estimates of∇fi(x∗). Typically, the term σ2k in the Lyapunov function
of variance reduced methods will contain a term of the form
∑
i
∥∥hki −∇fi(x∗)∥∥2,
with hki being the estimators maintained by the method. Remarkably, SGD-star
was never explicitly considered in the literature before.
• N-SAGA (Algorithm 49). This is a novel variant of SAGA [37], one in which one does
not have access to the gradients of fi, but instead only has access to noisy stochastic
estimators thereof (with noise σ2). Like SAGA, N-SAGA is able to reduce the variance
inherent in the finite sum structure (6.4) of the problem. However, it necessarily
pays the price of noisy estimates of ∇fi, and hence, just like vanilla SGD methods,
is ultimately unable to converge to x∗. The oscillation region is governed by the
noise level σ2 (refer to D1 and D2 in Table 6.2). This method will be of practical
importance for problems where each fi is of the form (6.2), i.e., for problems of
the “average of expectations” structure. Batch versions of N-SAGA would be well
suited for distributed optimization, where each fi is owned by a different worker, as
in such a case one wants the workers to work in parallel.
• N-SEGA (Algorithm 51). This is a noisy extension of the RCD-type method SEGA,
in complete analogy with the relationship between SAGA and N-SAGA. Here we
assume that we only have noisy estimates of partial derivatives (with noise σ2). This
situation is common in derivative-free optimization, where such a noisy estimate can
be obtained by taking (a random) finite difference approximation [153]. Unlike SEGA,
N-SEGA only converges to an oscillation region the size of which is governed by σ2.
• Q-SGD-SR (Algorithm 56). This is a quantized version of SGD-SR, which is the first
SGD method analyzed in the arbitrary sampling paradigm. As such, Q-SGD-SR is a
vast generalization of the celebrated QSGD method [2].
6.5 Experiments
In this section we numerically verify the claims from the chapter. We perform three
differnent experiments: we verify the usefulness of SGD-MB alongside with testing both
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SGD-star and N-SEGA.
6.5.1 SGD-MB: remaining experiments and exact problem setup.
In Section F.1.3, we describe in detail the SGD-MB method already outlined before. The
main advantage of SGD-MB is that the sampling procedure it employs can be implemented
in just O(τ log n) time. In contrast, even the simplest without-replacement sampling
which selects each function into the minibatch with a prescribed probability independently
(we will refer to it as independent SGD) requires n calls of a uniform random generator.
We demonstrate numerically that SGD-MB has essentially identical iteration complexity to
independent SGD in practice. We consider logistic regression with Tikhonov regularization
of order λ:
1
n
n∑
i=1
log
(
1 + exp
(
a>i x · bi
))
+
λ
2
‖x‖2 , (6.15)
where ai ∈ Rn, bi ∈ {−1, 1} is ith data-label pair is a vector of labels and λ ≥ 0 is
the regularization parameter. The data and labels were obtained from LibSVM datasets
a1a, a9a, w1a, w8a, gisette, madelon, phishing and mushrooms. Further, the data
were rescaled by a random variable cu2i where ui is random integer from 1, 2, . . . , 1000
and c is such that the mean norm of ai is 1. Note that we have now an infinite array
of possibilities on how to write (6.15) as (6.3). For simplicity, distribute l2 term evenly
among the finite sum.
For a fixed expected sampling size τ , we consider two options for the probability of
sampling the ith function:
(i) τ
n
, or
(ii) ‖ai‖
2+λ
δ+‖ai‖2+λ , where δ is such that
5
∑n
i=1
‖ai‖2+λ
δ+‖ai‖2+λ = 1.
The results can be found in Figure 6.1, where we also report the choice of stepsize α and
the choice of τ in the legend and title of the plot, respectively.
Indeed, iteration complexity of SGD-MB and independent SGD is almost identical. Since
the cost of each iteration of SGD-MB is cheaper6, we conclude superiority of SGD-MB to
independent SGD.
6.5.2 Experiments on SGD-star
In this section, we study SGD-star and numerically verify claims from Section F.1.4. In
particular, Corollary F.1.11 shows that SGD-star enjoys linear convergence rate which
is constant times better to the rate of SAGA (given that problem condition number is
high enough). We compare 3 methods – SGD-star, SGD and SAGA. We consider simple
5An RCD version of this sampling was proposed in [78]; it was shown to be superior to uniform sampling
both in theory and practice.
6The relative difference between iteration costs of SGD-MB and independent SGD can be arbitrary,
especially for the case when cost of evaluating ∇fi(x) is cheap, n is huge and n τ . In such case, cost
of one iteration of SGD-MB is τCost(∇fi) + τ log(n) while the cost of one iteration of independent SGD
is τCost(∇fi) + n.
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Figure 6.1: SGD-MB and independent SGD applied on LIBSVM [23] datasets with regu-
larization parameter λ = 10−5. Axis y stands for relative suboptimality, i.e. f(x
k)−f(x∗)
f(xk)−f(x0) .
Title label “unif” corresponds to probabilities chosen by (i) while label “imp” corresponds
to probabilities chosen by (ii). Lastly, legend label “r” corresponds to “replacement” with
value “True” for SGD-MB and value “False” for independent SGD.
and well-understood least squares problem minx
1
2
‖Ax− b‖2 where elements of A, b were
generated (independently) from standard normal distribution. Further, rows of A were
normalized so that ‖Ai:‖ = 1. Thus, denoting fi(x) = 12(A>i:x − bi)2, fi is 1-smooth.
For simplicity, we consider SGD-star with uniform serial sampling, i.e. L = 1.
Next, for both SGD-star and SGD we use stepsize α = 1
2
(theory supported stepsize for
SGD-star), while for SAGA we set α = 1
5
(almost theory supported stepsize). Figure 6.2
shows the results.
Note that, as theory predicts, SGD-star is always faster to SAGA, although only con-
stant times. Further, in the cases where d ≥ n, performance of SGD seems identical to
the performance of SGD-shift. This is due to a simple reason: if d ≥ n, we must have
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Figure 6.2: Comparison of SGD-star, SGD and SAGA on least squares problem.
∇fi(x∗) = 0 for all i, and thus SGD and SGD-shift are in fact identical algorithms.
6.5.3 Experiments on N-SEGA
In this experiment we study the effect of noise on N-SEGA. We consider unit ball con-
strained least squares problem: min‖x‖≤1 f(x) where f(x) = ‖Ax− b‖2. and we suppose
that there is an oracle providing us with noised partial derivative gi(x, ζ) = ∇if(x) + ζ,
where ζ ∼ N(0, σ2). For each problem instance (i.e. pair A, b), we compare performance
of N-SEGA under various noise magnitudes σ2.
The specific problem instances are presented in Table 6.3. Figure 6.3 shows the results.
Type A b
1 Aij ∼ N(0, 1) (independently) vector of ones
2 Same as 1, but scaled so that λmax(A
>A) = 1 vector of ones
3 Aij = %ij$j ∀i, j : %ij, $j ∼ N(0, 1) (independently) vector of ones
4 Same as 3, but scaled so that λmax(A
>A) = 1 vector of ones
Table 6.3: Four types of least squares.
We shall mention that this experiment serves to support and give a better intuition
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about the results from Section F.1.8 and is by no means practical. The results show, as
predicted by theory, linear convergence to a specific neighborhood of the objective. The
effect of the noise varies, however, as a general rule, the larger strong convexity µ is (i.e.
problems 1,3 where scaling was not applied), the smaller the effect of noise is.
Figure 6.3: N-SEGA applied on constrained least squares problem with noised partial
derivative oracle. Legend labels stand for the magnitude σ2 of the oracle noise.
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6.6 Conclusion
In this chapter we have introduced a general scheme to analyze to analyze stochastic
gradient algorithms with many different applications. Although the presented approach is
rather general, we still see several possible directions for future extensions, including:
• We believe our results can be extended to weakly convex functions. However,
producing a comparable result in the nonconvex case remains a major open problem.
• It would be further interesting to unify our theory with biased gradient estimators.
If this was possible, one could recover methods as SAG [182] in special cases, or
obtain rates for the zero-order optimization. We have some preliminary results in
this direction already.
• Although our theory allows for non-uniform stochasticity, it does not recover the
best known rates for RCD type methods with importance sampling. It would be
thus interesting to provide a more refined analysis capable of capturing importance
sampling phenomena more accurately.
• An extension of Assumption 6.3.1 to iteration dependent parameters A,B,C,D1, D2, ρ
would enable an array of new methods, such as SGD with decreasing stepsizes. Such
an extension is rather very straightforward.
• It would be interesting to provide a unified analysis of stochastic methods with
acceleration and momentum. In fact, [110] provide (separately) a unification of
some methods with and without variance reduction. The next chapter provides
another step towards the unified accelerated analysis – we introduce an accelerated
SVRCD algorithm.
141
Chapter 7
Variance Reduced Coordinate Descent with Acceleration: New
Method With a Surprising Application to Finite-Sum Problems
In this chapter, we aim to solve the regularized optimization problem
min
x∈Rd
{F (x) = f(x) + ψ(x)} , (7.1)
where function f is convex and differentiable (not necessarily of a finite-sum structure),
while the regularizer ψ is convex and non-smooth. Furthermore, we assume that the
dimensionality d is large.
The most standard approach to deal with the huge d is to decompose the space, i.e.,
use coordinate descent, or, more generally, subspace descent methods [152, 215, 109].
Those methods are especially popular as they achieve a linear convergence rate on strongly
convex problems while enjoying a relatively cheap cost of performing each iteration.
However, coordinate descent methods are only feasible if the regularizer ψ is separa-
ble [173]. In contrast, if ψ is not separable, the corresponding stochastic gradient estimator
has an inherent (non-zero) variance at the optimum, and thus the linear convergence rate
is not achievable.
This phenomenon is, to some extent, similar when applying Stochastic Gradient De-
scent (SGD) [179, 148] on finite sum objective – the corresponding stochastic gradient
estimator has a (non-zero) variance at the optimum, which prevents SGD from converg-
ing linearly. Recently, the issue of sublinear convergence of SGD has been resolved using
the idea of control variates [82], resulting in famous variance reduced methods such as
SVRG [88] and SAGA [37].
Motivated by the massive success of variance reduced methods for finite sums, con-
trol variates have been proposed to “fix” coordinate descent methods to minimize prob-
lem (7.1) with non-separable ψ. To best of our knowledge, there are two such algorithms in
the literature—SEGA (proposed in Chapter 3) and SVRCD (proposed in Chapter 5)—which
we now quickly describe.1
Let xk be the current iterate of SEGA (or SVRCD) and suppose that the oracle reveals
∇if(xk) (for i chosen uniformly at random). The simplest unbiased gradient estimator of
∇f(xk) can be constructed as g˜k = d∇if(xk)ei (where ei ∈ Rd is the ith standard basis
vector). The idea behind these methods is to enrich g˜k using a control variate hk ∈ Rd,
resulting in a new (still unbiased) gradient estimator gk:
gk = d∇if(xk)ei − dhki ei + hk.
1VRSSD [109] is yet another stochastic subspace descent algorithm aided by control variates; however,
it was proposed to minimize f only (i.e., considers ψ ≡ 0).
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How to choose the sequence of control variates {hk}? Intuitively, we wish for both
sequences {hk} and {∇f(xk}) to have an identical limit point. In such case, we have
limk→∞Var(gk) = 0, and thus one shall expect faster convergence. There is no unique
way of setting {hk} to have the mentioned property satisfied – this is where SEGA and
SVRCD differ. See Algorithm 15 for details.
Algorithm 15 SEGA and SVRCD
Require: Stepsize α > 0, starting point x0 ∈ Rd, probability vector p: pi def= P (i ∈ S)
Set h0 = 0 ∈ Rd
for k = 0, 1, 2, . . . do
Sample random S ⊆ {1, 2, . . . , d}
gk =
∑
i∈S
1
pi
(∇if(xk)− hki )ei + hk
xk+1 = proxαψ(x
k − αgk)
hk+1 =

hk +
∑
i∈S
(∇if(xk)− hki )ei for SEGA{
∇f(xk) with probability ρ
hk with probability 1− ρ for SVRCD
end for
In this work, we continue the above research along the lines of variance reduced
coordinate descent algorithms, with surprising consequences.
7.1 Contributions
Here we list the main contributions of this chapter.
• Exploiting prox in SEGA/SVRCD. Assume that the regularizer ψ includes an indi-
cator function of some affine subspace of Rd. We show that both SEGA and SVRCD
might exploit this fact, resulting in a faster convergence rate. As a byproduct,
we establish the same result in the more general GJS framework from Chapter 5
(presented in the appendix).
• Accelerated SVRCD. We propose an accelerated version of SVRCD - ASVRCD. ASVRCD
is the first accelerated variance reduced coordinate descent to minimize objectives
with non-separable, proximable regularizer.2
• SEGA/SVRCD/ASCRVD generalizes SAGA/LSVRG/L-Katyusha. We show a surpris-
ing link between SEGA and SAGA. In particular, SAGA is a special case of SEGA; and
the new rate we obtain for SEGA recovers the tight complexity of SAGA [165, 52].
Similarly, we recover loopless SVRG (LSVRG) [83, 106] along with its best-known
rate [79, 164] using a result for SVRCD. Lastly, as a particular case of ASVRCD,
2We shall note that an accelerated version of SEGA was already proposed in [77] for ψ = 0 – this
was rather an impractical result demonstrating that SEGA can match state-of-the art convergence rate of
accelerated coordinate descent from [7, 158, 78]. In contrast, our results cover any convex ψ.
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we recover an algorithm which is marginally preferable to loopless Katyusha (L-
Katyusha) [164]: while we recover their iteration complexity result, our proof is
more straightforward, and at the same time, the stepsize for the proximal operator
is smaller.3
7.2 Preliminaries
As mentioned in Section 7.1, the new results we provide i are particularly interesting if
the regularizer ψ contains an indicator function of some affine subspace of Rd.
Assumption 7.2.1. Assume that W is a projection matrix such that
ψ(x) =
{
ψ′(x) if x ∈ {x0 + Range (W)}
∞ if x 6∈ {x0 + Range (W)} (7.2)
for some convex function ψ′(x). Furthermore, suppose that the proximal operator of ψ is
cheap to compute.
Remark 6. If ψ is convex, there is always some W such that (7.2) holds as one might
choose W = I.
Next, we require smoothness of the objective, as well as the strong convexity over the
affine subspace given by Range (W).
Assumption 7.2.2. Function f is M-smooth, i.e., for all x, y ∈ Rd:4
f(x) ≤ f(y) + 〈∇f(y), x− y〉+ 1
2
‖x− y‖2M.
Function f is µ-strongly convex over {x0 + Range (W)}, i.e., for all x, y ∈ {x0 +
Range (W)}:
f(x) ≥ f(y) + 〈∇f(y), x− y〉+ µ
2
‖x− y‖2. (7.3)
Remark 7. Smoothness with respect to matrix M arises naturally in various applications.
For example, if f(x) = f ′(Ax), where f ′ is L′-smooth (for scalar L′ > 0), we can derive
that f is M = L′A>A-smooth.
In order to stress the distinction between the finite sum setup and the setup from the
rest of the chapter, we are denoting the finite-sum variables that differ from the non-finite
sum case in red. We thus, recommend printing this chapter in color .
7.3 Better rates for SEGA and SVRCD
In this section, we show that a specific structure of nonsmooth function ψ might lead to
faster convergence of SEGA and SVRCD.
3This is preferable especially if the proximal operator has to be estimated numerically.
4We define ‖x‖2 def= 〈x, x〉 and ‖x‖2M def= 〈Mx, x〉.
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The next lemma is a direct consequence of Assumption 7.2.1 – it shows that proximal
operator of ψ is contractive under W-norm.
Lemma 7.3.1. Let {xk}k≥0 be a sequence of iterates of Algorithm 15 and let x∗ be
optimal solution of (7.1). Then
xk ∈ {x0 + Range (W)}, x∗ ∈ {x0 + Range (W))}. (7.4)
for all k. Furthermore, for any x, y ∈ Rd and α > 0 we have
‖ proxαψ(x)− proxαψ(y)‖2 ≤ ‖x− y‖2W. (7.5)
Next, we state the convergence rate of both SEGA and SVRCD under Assumption 7.2.1
as Theorem 7.3.2. We also generalize the main theorem from Chapter 5 (fairly general
algorithm which covers SAGA, SVRG, SEGA, SVRCD, and more as a special case; see Sec-
tion G.4 of the appendix); from which the convergence rate of SEGA/SVRCD follows as a
special case.
Theorem 7.3.2. Let Assumptions 7.2.1, 7.2.2 hold and denote pi
def
= P (i ∈ S). Consider
vector v =
∑d
i=1 eivi, vi ≥ 0 such that
M
1
2E
[∑
i∈S
1
pi
eie
>
i W
∑
i∈S
1
pi
eie
>
i
]
M
1
2  Diag(p−1 ◦ v), (7.6)
where Diag(·) is a diagonal operator.5 Then, iteration complexity of SEGA with α =
mini
pi
4vi+µ
is maxi
(
4vi+µ
piµ
)
log 1

. At the same time, iteration complexity of SVRCD with
α = mini
1
4vip
−1
i +µρ
−1 is
(
4 maxi(vip
−1
i )+µρ
−1
µ
)
log 1

.
Let us look closer to convergence rate of SVRCD from Theorem 7.3.2. The optimal
vector v is a solution to the following optimization problem
min
v∈Rd
(
4 maxi{vip−1i }+ µρ−1
µ
)
log
1

such that (7.6) holds.
Clearly, there exists a solution of the form v ∝ p; let us thus choose v def= Lp with L > 0.
In this case, to satisfy (7.6) we must have
L = λmax
(
M
1
2E
[∑
i∈S
1
pi
eie
>
i W
∑
i∈S
1
pi
eie
>
i
]
M
1
2
)
(7.7)
and the iteration complexity of SVRCD becomes
(
4L+µρ−1
µ
)
log 1

.6
5Returns matrix with the input on the diagonal, zeros everywhere else.
6We decided to not present this, simplified rate in Theorem 7.3.2 for the following two reasons: 1)
it would yields a slightly subpotimal rate of SEGA and 2) the connection of to the convergence rate of
SAGA from [165] is more direct via (7.6).
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How does W influence the rate? As mentioned, one can always consider W = I.
In such a case, we recover the convergence rate of SEGA and SVRCD from Chapter 5.
However, the smaller rank of W is, the faster rate is Theorem 7.3.2 providing. To see
this, it suffices to realize that if L is increasing in W (in terms of Loewner ordering).
Example 4. Let M = I and S = {i} with probability d−1 for all 1 ≤ i ≤ d. Given that
W = I, it is easy to see that L = d. In such case, the iteration complexity of SVRCD
is
(
4d+µρ−1
µ
)
log 1

. In the other extreme, if W = 1
d
ee>, we have L = 1, which yields
complexity (of SVRCD)
(
4+µρ−1
µ
)
log 1

. Therefore, given that µ = O(ρ), the low rank of
W caused the speedup of order Θ(d).
We shall also note that the tight rate of SAGA and LSVRG might be recovered from
Theorem 7.3.2 only using a non-trivial W (see Section 7.4), while the original theory of
SEGA and SVRCD only yield a suboptimal rate for both SAGA and LSVRG.
Connection with Subspace SEGA (from Section C.3). Assume that function f is
of structure f(x) = h(Ax). As a consequence, we have ∇f(x) = A>∇h(Ax) and thus
∇f(x) ∈ Range (A>). This fact was exploited by Subspace SEGA in order to achieve
a faster convergence rate. Our results can mimic Subspace SEGA by setting ψ to be an
indicator function of x0 + Range
(
A>
)
, given that there is no extra non-smooth term in
the objective.
Remark 8. Throughout all proofs of this section, we have used a weaker conditions
than Assumption 7.2.2. In particular, instead of-M-smoothness, it is sufficient to have7
Df (x, x
∗) ≥ 1
2
‖∇f(x)−∇f(x∗)‖2M−1 for all x ∈ Rd (Lemma G.4.3 shows that it is
indeed a consequence of M smoothness and convexity). At the same time, instead of
µ-strong convexity, it is sufficient to have µ-quasi strong convexity, i.e., for all x ∈
{x0 + Range (W)}: f(x∗) ≥ f(x) + 〈∇f(x), x∗ − x〉 + µ
2
‖x − x∗‖2. However, the
accelerated method (presented in Section 7.5) requires the fully general version of As-
sumption 7.2.2.
7.4 Connection between SEGA (SVRCD) and SAGA (LSVRG)
In this section, we show that SAGA and LSVRG are special cases of SEGA and SVRCD,
respectively. At the same time, the previously tightest convergence rate of SAGA [52, 165]
and LSVRG [79, 164] follow from Theorem 7.3.2 (convergence rate of SEGA and SVRCD).
7By Df (x, y) we denote Bregman distance between x, y, i.e., Df (x, y)
def
= f(x)− f(y)− 〈∇f(x)
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7.4.1 Convergence rate of SAGA and LSVRG
We quickly state the best-known convergence rate for both SAGA and LSVRG to minimize
the following objective:
min
x˜∈Rd˜

F˜ (x˜)
def
=
1
n
n∑
j=1
f˜ j(x˜)︸ ︷︷ ︸
def
= f˜(x˜)
+ψ˜(x˜)

. (7.8)
Assumption 7.4.1. Each f˜ j is convex, M˜j-smooth and f˜ is µ˜-strongly convex.
Assuming the oracle access to ∇f˜ i(x˜k) for i ∈ S˜ (where S˜ is a random subset of
{1, . . . , n}), the minibatch SGD [60] uses moves in the direction of the “plain” unbiased
stochastic gradient 1
n
∑
i∈S˜
1
p˜i
∇f˜ i(x˜k) (where p˜i def= P
(
i ∈ S˜
)
).
In contrast, variance reduced methods such as SAGA and LSVRG enrich the “plain”
unbiased stochastic gradient with control variates:
g˜k =
1
n
∑
i∈S˜
1
p˜i
(
∇f˜ i(x˜k)− Jk:,i
)
+
1
n
Jke˜. (7.9)
where Jk ∈ Rd˜×n is the control matrix and e˜ ∈ Rn is vector of ones. The difference
between SAGA and LSVRG lies in the procedure to update Jk; SAGA uses the freshest
gradient information to replace corresponding columns in Jk; i.e.
Jk+1:,i =
{
∇f˜ i(x˜k) if i ∈ S˜
Jk:,i if i 6∈ S˜.
(7.10)
On the other hand, LSVRG sets Jk to the true Jacobian of f upon a successful, unfair
coin toss:
Jk+1 =
{[
∇f˜ 1(x˜k), . . . ,∇f˜n(x˜k)
]
w. p. ρ
Jk w. p. 1− ρ.
(7.11)
The formal statement of SAGA and LSVRG is provided in as Algorithm 16, while Propo-
sition 7.4.2 states their convergence rate.
Proposition 7.4.2. ([79]) Suppose that Assumption 7.4.1 holds and let v˜ be a nonegative
vector such that for all h1, . . . , hn ∈ Rd˜ we have
E
∥∥∥∥∥∥
∑
j∈S˜
M˜
1
2
j hj
∥∥∥∥∥∥
2 ≤ n∑
j=1
p˜j v˜j ‖hj‖2 . (7.12)
Then the iteration complexity of SAGA with α˜ = minj
np˜j
4v˜j+nµ˜
is maxj
(
4v˜j+nµ˜
nµ˜p˜j
)
log 1

. At
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Algorithm 16 SAGA/LSVRG
Require: α > 0, ρ ∈ (0, 1)
x˜0 ∈ Rd˜,J0 = 0 ∈ Rd˜×n
for k = 0, 1, 2, . . . do
Sample random S˜ ⊆ {1, . . . , n}
g˜k = 1
n
Jke˜+ 1
n
∑
i∈S˜
1
p˜i
(∇f˜ i(x˜k)− Jk:,i)
x˜k+1 = proxα˜ψ(x˜
k − α˜g˜k)
Update Jk+1 according to (7.10) or (7.11)
end for
the same time, iteration complexity of LSVRG with α˜ = minj
n
4
v˜j
p˜j
+ µ˜n
ρ
is maxj
(
4
v˜j
nµ˜p˜j
+ 1
ρ
)
log 1

.
7.4.2 SAGA is a special case of SEGA
Consider setup from Section 7.4.1; i.e., problem (7.8) along with Assumption 7.4.1 and
v˜ defined according to (7.12). We will construct an instance of (7.1) (i.e., specific f , ψ),
which is equivalent to (7.8), such that applying SEGA on (7.1) is equivalent applying SAGA
on (7.8).
Let d
def
= d˜n.
For convenience, define Rj
def
= {d˜(j− 1) + 1, d˜(j− 1) + 1, . . . , d˜j} (i.e., |Rj| = d˜) and
lifting operator U (·) : Rd˜ → Rd defined as U (x˜) def=
x˜>, . . . , x˜>︸ ︷︷ ︸
n times
>.
Construction of f , ψ. Let I be indicator function of the set8 xR1 = · · · = xRn and
choose
f(x)
def
=
1
n
n∑
j=1
f˜ j(xRj), ψ(x)
def
= I(x) + ψ˜(xR1) (7.13)
Now, it is easy to see that problem (7.8) and problem (7.1) with the choice (7.13) are
equivalent; each x ∈ Rd such that F (x) < ∞ must be of the form x = U (x˜) for some
x˜ ∈ Rd˜. In such case, we have F (x) = F˜ (x˜). The next lemma goes further, and derives
the values M, µ,W and v based on M˜i (1 ≤ i ≤ n), µ˜, v˜.
Lemma 7.4.3. Consider f, ψ defined by (7.13). Function f satisfies Assumption 7.2.2
with µ
def
= µ˜
n
and M
def
= 1
n
BlockDiag(M˜1, . . . , M˜n). Function ψ and x
0 = U (x˜0) satisfy
Assumption with W
def
= 1
n
e˜e˜> ⊗ I. At the same time, given that v˜ satisfies (7.12),
inequality (7.6) holds with v = v˜n−1.
8Indicator function of a set returns 0 for each point inside of the set and ∞ for each point outside of
the set.
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Next, we show that running Algorithm 15 in this particular setup is equivalent to
running Algorithm 16 for the finite sum objective.
Lemma 7.4.4. Consider f, ψ from (7.13), S as described in the last paragraph and
x0 = U (x˜0). Running SEGA (SVRCD) on (7.1) with S
def
= ∪j∈S˜Rj and α def= nα˜ is
equivalent to running SAGA (LSVRG) on (7.8); i.e., we have for all k
xk = U
(
x˜k
)
. (7.14)
As a consequence of Lemmas 7.4.3 and 7.4.4, we get the next result.
Corollary 7.4.5. Let f, ψ, S be as described above. Convergence rate of SAGA (LSVRG)
given by Proposition 7.4.2 to solve (7.1) is identical to convergence rate of SEGA (SVRCD)
given by Theorem 7.3.2.
7.5 The ASVRCD algorithm
In this section we present SVRCD with Nesterov’s momentum [149] – ASVRCD. The devel-
opment of ASVRCD along with the theory (Theorem 7.5.1) was motivated by Katyusha [4],
ASVRG [194] and their loopless variants [106, 164]. In Section 7.6.2, we show that a vari-
ant of L-Katyusha (Algorithm 18) is a special case of ASVRCD, and argue that it is slightly
superior to the methods mentioned above.
The main component of ASVRCD is the gradient estimator gk constructed analogously
to SVRCD. In particular, gk is an unbiased estimator of ∇f(xk) controlled by ∇f(wk):9
gk = ∇f(wk) +
∑
i∈S
1
pi
(∇if(xk)−∇if(wk))ei. (7.15)
Next, ASVRCD requires two more sequences of iterates {yk}k≥0, {zk}k≥0 in order to
incorporate Nesterov’s momentum. The update rules of those sequences consist of sub-
tracting gk alongside with convex combinations or interpolations of the iterates. See
Algorithm 17 for specific formulas.
We are now ready to present ASVRCD along with its convergence guarantees.
Theorem 7.5.1. Let Assumption 7.2.1, 7.2.2 hold and denote L
def
= λmax
(
M
1
2 WM
1
2
)
.
Further, let L′ be such that for all k we have
E
[∥∥gk −∇f(xk)∥∥2
W
]
≤ 2L′Df (wk, xk). (7.16)
Define the following Lyapunov function:
Ψk
def
=
∥∥zk − x∗∥∥2 + 2γβ
θ1
[
F (yk)− F (x∗)]+ (2θ2 + θ1)γβ
θ1ρ
[
F (wk)− F (x∗)] ,
9This is efficient to implement as sequence of iterates {wk} is updated rarely.
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Algorithm 17 Accelerated SVRCD (ASVRCD)
Require: 0 < θ1, θ2 < 1, η, β, γ > 0, ρ ∈ (0, 1), y0 = z0 = x0 ∈ Rd
for k = 0, 1, 2, . . . do
xk = θ1z
k + θ2w
k + (1− θ1 − θ2)yk
Sample random S ⊆ {1, 2, . . . , d}
gk = ∇f(wk) + ∑
i∈S
1
pi
(∇if(xk)−∇if(wk))ei
yk+1 = proxηψ(x
k − ηgk)
zk+1 = βzk + (1− β)xk + γ
η
(yk+1 − xk)
wk+1 =
{
yk, with probability ρ
wk, with probability 1− ρ
end for
and let
η =
1
4
max{L′, L}−1,
θ2 =
L′
2 max{L,L′} ,
γ =
1
max{2µ, 4θ1/η} ,
β = 1− γµ and
θ1 = min
{
1
2
,
√
ηµmax
{
1
2
,
θ2
ρ
}}
.
Then the following inequality holds:
E
[
Ψk+1
] ≤
1− 1
4
min
ρ,
√
µ
2 max
{
L, L
′
ρ
}

Ψ0.
As a consequence, iteration complexity of Algorithm 17 isO
((
1
ρ
+
√
L
µ
+
√
L′
ρµ
)
log 1

)
.
Convergence rate of ASVRCD depends on constant L′ such that (7.16) holds. The next
lemma shows that L′ can be obtained indirectly from M-smoothness (via L), in which
case the convergence rate provided by Theorem 7.5.1 significantly simplifies.
Lemma 7.5.2. Inequality 7.16 holds for L′ = L (defined in (7.7)). Further, we have
L ≤ L. Therefore, setting ρ ≥√ µL yields the following complexity of ASVRCD:
O
(√
L
ρµ
log
1

)
. (7.17)
Setting L′ = L might be, however, loose in some cases. In particular, inequality (7.16)
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is slightly weaker than (7.6) and consequently, the bound bound from Theorem 7.5.1 is
slightly better than (7.17). To see this, notice that the proof of Lemma 7.5.2 bounds
variance of gk + ∇f(wk) by its second moment. Admittedly, this bound might not
worsen the rate by more than a constant factor when E[|S|]
d
is not close to 1. Therefore,
bound (7.17) is good in essentially all practical cases. The next reason why we keep
inequality (7.16) is that an analogous assumption was required for the analysis of L-
Katyusha in [164] (see Section 7.6.1) – and so we can now recover L-Katyusha results
directly.
Let us give a quick taste how the rate of ASVRCD behaves depending on W. In
particular, Lemma 7.5.3 shows that nontrivial W might lead to speedup of order Θ(
√
d)
for ASVRCD.
Lemma 7.5.3. Let S = i for each 1 ≤ i ≤ d with probability 1
d
and ρ = 1
d
. Then, if
W = I, iteration complexity of ASVRCD is O
(
d
√
λmaxM
µ
log 1

)
. If, however, W = 1
d
ee>,
iteration complexity of ASVRCD is O
(√
dλmaxM
µ
log 1

)
.
7.6 Connection between ASVRCD and L-Katyusha
Next, we show that L-Katyusha can be seen as a particular case of ASVRCD.
7.6.1 Convergence rate of L-Katyusha
In this section, we quickly introduce the loopless Katyusha (L-Katyusha) from [164] along
with its convergence guarantees. In the next section, we show that an improved version
of L-Katyusha can be seen as a special case of ASVRCD, and at the same time, the tight
convergence guarantees from [164] can be obtained as a special case of Theorem 7.5.1.
Consider problem (7.8) and suppose that f˜ is L˜-smooth and µ˜-strongly convex. Let
S˜ be a random subset of {1, . . . , n} (sampled from arbitrary fixed distribution) such that
p˜i
def
= P
(
i ∈ S˜
)
. For each k let g˜k be the following unbiased, variance reduced estimator
of ∇f˜(xk):
g˜k =
1
n
∑
i∈S˜
p˜−1i
(
∇f˜ i(x˜k)−∇f˜ i(w˜k)
)+∇f˜(w˜k).
Next, L-Katyusha requires the variance of g˜k to be bounded by Bregman distance
between w˜k and x˜k with constant L˜, as the next assumption states.
Assumption 7.6.1. For all k we have
E
[
‖g˜k −∇f˜(x˜k)‖2
]
≤ 2L˜Df (w˜k, x˜k). (7.18)
Proposition 7.6.2 provides a convergence rate of L-Katyusha.
Proposition 7.6.2. ([164]) Let f˜ be L˜-smooth and µ˜-strongly convex while Assump-
tion 7.6.1 holds. Iteration complexity of L-Katyusha is O
((
1
p˜
+
√
L˜
µ˜
+
√
L˜
µ˜p˜
)
log 1

)
.
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7.6.2 L-Katyusha is a special case of ASVRCD
In this section, we show that a modified version of L-Katyusha (Algorithm 18) is a special
case of ASVRCD. Furthermore, we show that the tight convergence rate of L-Katyusha [164]
follows from Theorem 7.5.1 (convergence rate of ASVRCD).
Consider again f, ψ chosen according to (7.13). With this choice, problem (7.1)
and (7.8) are equivalent. At the same time, Lemma 7.4.4 establishes that f satisfies
Assumption 7.2.2 with µ = µ˜
n
and M = 1
n
BlockDiag(M˜1, . . . , M˜n) while ψ and x
0 satisfy
Assumption with W
def
= 1
n
e˜e˜> ⊗ I.
Note that the update rule of sequences xk, zk, wk are identical for both algorithms;
we shall thus verify that the update rule on yk is identical as well. The last remaining
thing is to relate L′ and L˜. The next lemma establishes both results.
Lemma 7.6.3. Running ASVRCD on (7.1) with S
def
= ∪j∈S˜Rj and η def= nη˜, γ def= nγ˜ is
equivalent to running Algorithm 18 on (7.8). At the same time, inequality 7.16 holds with
L′ = n−1L˜, while we have L = n−1L˜.
As a direct consequence of Lemma 7.6.3 and Theorem 7.5.1, we obtain the next
corollary.
Corollary 7.6.4. Let f, ψ, S be as described above. Iteration complexity of Algorithm 18
is
O
1
p˜
+
√
L˜
µ˜
+
√
L˜
µ˜p˜
 log 1

 .
As promised, the convergence rate of Algorithm 18 matches the convergence rate
of L-Katyusha from Proposition 7.6.2 and thus matches the lower bound for finite sum
minimization by [214]. Let us now argue that Algorithm 18 is slightly superior to other
accelerated SVRG variants.
First, Algorithm 18 is loopless; thus has a simpler analysis and slightly better prop-
erties (as shown by [106]) over Katyusha [4] and ASVRG [194]. Next, the analysis is
simpler than [164] (i.e., we do not require one page of going through special cases). At
the same time, Algorithm 18 uses a smaller stepsize for the proximal operator than L-
Katyusha, which is useful if the proximal operator does is estimated numerically. However,
Algorithm 18 is almost indistinguishable from L-Katyusha if ψ˜ = 0.
Remark 9. The convergence rate of L-Katyusha from [164] allows exploiting the strong
convexity of regularizer ψ (given that it is strongly convex). While such a result is possible
to obtain in our case, we have omitted it for simplicity.
7.7 Experiments
In this section, we numerically verify the performance of ASVRCD, as well as the improved
performance of SVRCD under Assumption 7.2.1. In order to better understand and control
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Algorithm 18 Variant of L-Katyusha (special case of Algorithm 17)
Require: 0 < θ1, θ2 < 1, η˜, β, γ˜ > 0, ρ ∈ (0, 1)
y˜0 = z˜0 = x˜0 ∈ Rd˜
for k = 0, 1, 2, . . . do
x˜k = θ1z˜
k + θ2w˜
k + (1− θ1 − θ2)y˜k
Sample random S˜ ⊆ {1, 2, . . . , n}
gk = ∇f˜(w˜k) + ∑
i∈S˜
1
p˜i
(∇f˜ i(x˜k)−∇f˜ i(w˜k))
y˜k+1 = proxη˜ψ(x˜
k − η˜g˜k)
z˜k+1 = βz˜k + (1− β)x˜k + γ˜
η˜
(y˜k+1 − x˜k)
w˜k+1 =
{
y˜k, with probability ρ
w˜k, with probability 1− ρ
end for
the experimental setup, we consider a quadratic minimization (four different types) over
the unit ball intersected with a linear subspace.10
In all experiments, we have chosen
f(x) =
1
2
x>Mx− b>x,
where x ∈ R1000, while ψ is an indicator function of the unit ball intersected with
Range (W). First, matrix M was chosen according to Table 7.1. Next, vector b was
chosen as follows: first we generate x˜ ∈ Rd with independent normal entries, then com-
pute b˜ = M−1x˜ and set b = 3
2‖b˜‖ b˜. Lastly, for Figure 7.2, the projection matrix W of rank
r was chosen as a block diagonal matrix with r blocks, each of them being the matrix of
ones multiplied by r
d
.
Table 7.1: Choice of M. Odd is set of all odd positive integers smaller than d+ 1, while
matrix U was set as random orthonormal matrix (generated by QR decomposition from
a matrix with independent standard normal entries).
Type M Fig. 7.1: L Fig. 7.2: L
1 U
(
I + I:,Odd Diag
(
((L− 1) 1500 )(1:500)
)
IOdd,:
)
U> 100 1000
2 U
(
I +
∑100
i=1(L− 1)eie>i
)
U> 100 1000
3 U
(
κI−∑100i=1(L− 1)eie>i )U> 100 1000
4
(
I + L500I:,Odd Diag (1 : 500) IOdd,:
)
100 1000
10Note that the practicality of ASVRCD immediately follows as it recovers Algorithm 18 as a special
case, which is (especially for ψ ≡ 0) almost indistinguishable to L-Katyusha – state-of-the-art method
for smooth finite sum minimization. For this reason, we decided to focus on less practical, but better-
understood experiments.
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7.7.1 The effect of acceleration and importance sampling
In the first experiment we demonstrate the superiority of ASVRCD to SVRCD for problems
with W = I. We consider four different methods – ASVRCD and SVRCD, both with uniform
and importance sampling such that |S| = 1 with probability 1. The importance sampling
is the same as one from Chapter 5. In short, the goal is to have L from (7.7) as small
as possible. Using W = I, it is easy to see that L = λmax
(
Diag(p)−
1
2 M Diag(p)−
1
2
)
.
While the optimal p is still hard to find, we set pi ∝Mi,i (i.e., the effect of importance
sampling is the same as the effect of Jacobi preconditioner). Figure 7.1 shows the result.
As expected, accelerated SVRCD always outperforms non-accelerated variant, while at the
same time, the importance sampling improves the performance too.
Figure 7.1: Comparison of both ASVRCD and SVRCD with importance and uniform sampling.
7.7.2 The effect of W
The second experiment compares the performance of both ASVRCD and SVRCD for various
W. We only consider methods with importance sampling (pi ∝ Mi,iWi,i) and theory
supported stepsize. Figure 7.2 presents the result. We see that the smaller Range (W)
is, the faster the convergence is. This observation is well-aligned with our theory: L is
increasing as a function of W (in terms of Loewner ordering).
7.8 Conclusion
In this chapter we have introduced ASVRCD – an accelerated SVRCD algorithm. Besides
that, we have shown that SAGA/tt L-Katyusha are a special case of SEGA/ASVRCD, while
their convergence guarantees can be recovered. This rationale can be further generalized:
it is possible to show that essentially any finite-sum stochastic algorithm is a special case
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Figure 7.2: Comparison of ASVRCD and SVRCD for various W. Label ’r’ indicates the
dimension of Range (W).
of analogous method with partial derivative oracle (those are yet to be discovered/ana-
lyzed) in a given setting (i.e., strongly convex, convex, non-convex). Those include, but
are not limited to SGD [179, 148], over-parametrized SGD [208], SAG [182], SVRG [88],
S2GD [101], SARAH [160], incremental methods such as Finito [38], MISO [133] or accel-
erated algorithms such as point-SAGA [36], Katyusha [4], MiG [227], SAGA-SSNM [226],
Catalyst [121, 111], non-convex variance reduced algorithms [171, 5, 47] and others. In
particular, SGD can be seen as a special case of block coordinate descent, while SAG is a
special case of bias-SEGA from [77] (neither of CD with non-separable prox, nor bias-SEGA
were analyzed yet).
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Chapter 8
Federated Learning of a Mixture of Global and Local Models
With the proliferation of mobile phones, wearable devices, tablets, and smart home devices
comes an increase in the volume of data captured and stored on them. This data contains
a wealth of potentially useful information to the owners of these devices, and more so if
appropriate machine learning models could be trained on the heterogeneous data stored
across the network of such devices. The traditional approach involves moving the relevant
data to a data center where centralized machine learning techniques can be efficiently
applied [35, 172]. However, this approach is not without issues. First, many device users
are increasingly sensitive to privacy concerns and prefer their data to never leave their
devices. Second, moving data from their place of origin to a centralized location is very
inefficient in terms of energy and time.
8.1 Federated learning
Federated learning (FL) [134, 104, 103, 135] has emerged as an interdisciplinary field
focused on addressing these issues by training machine learning models directly on edge
devices. The currently prevalent paradigm [119, 90] casts supervised FL as an empirical
risk minimization problem of the form
min
x∈Rd
1
n
n∑
i=1
fi(x), (8.1)
where n is the number of devices participating in training, x ∈ Rd encodes the d pa-
rameters of a global model (e.g., weights of a neural network) and fi(x)
def
= Eξ∼Dif(x, ξ)
represents the aggregate loss of model x on the local data represented by distribution Di
stored on device i. One of the defining characteristics of FL is that the data distributions
Di may possess very different properties across the devices. Hence, any potential FL
method is explicitly required to be able to work under the heterogeneous data setting.
The most popular method for solving (8.1) in the context of FL is the FedAvg al-
gorithm [134]. In its most simple form, when one does not employ partial participation,
model compression, or stochastic approximation, FedAvg reduces to Local Gradient De-
scent (LGD) [95, 96], which is an extension of GD performing more than a single gradient
step on each device before aggregation. FedAvg has been shown to work well empirically,
particularly for non-convex problems, but comes without convergence guarantees and can
diverge in practical settings when data are heterogeneous.
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8.1.1 Some issues with current approaches to FL
The first motivation for our research comes from the appreciation that data heterogeneity
does not merely present challenges to the design of new provably efficient training methods
for solving (8.1), but also inevitably raises questions about the utility of such a global
solution to individual users. Indeed, a global model trained across all the data from
all devices might be so removed from the typical data and usage patterns experienced
by an individual user as to render it virtually useless. This issue has been observed
before, and various approaches have been proposed to address it. For instance, the
MOCHA [196] framework uses a multi-task learning approach to allow for personalization.
A generic online algorithm for gradient-based parameter-transfer meta-learning [97] was
demonstrated to improve practical performance over FedAvg [135]. Approaches based on
variational inference [28], cyclic patterns in practical FL data sampling [46] and transfer
learning [225] have been proposed.
The second motivation for our work is the realization that even very simple variants
of FedAvg, such as LGD, which should be easier to analyze, fail to provide theoretical
improvements in communication complexity over their non-local cousins, in this case, GD
[95, 96]. This observation is at odds with the practical success of local methods in FL.
This leads us to ask the question:
If LGD does not theoretically improve upon GD as a solver for the traditional
global problem (8.1), perhaps LGD should not be seen as a method for solv-
ing (8.1) at all. In such a case, what problem does LGD solve?
A good answer to this question would shed light on the workings of LGD, and by analogy,
on the role local steps play in more elaborate FL methods such as local SGD [198, 96] and
FedAvg.
8.2 Contributions
In our work we argue that the two motivations mentioned in the introduction point in
the same direction, i.e., we show that a single solution can be devised addressing both
problems at the same time.
Our main contributions are:
• New formulation of FL which seeks a mixture of global and local models.
We propose a new optimization formulation of FL. Instead of learning a single global
model by solving (8.1), we propose to learn a mixture of the global model and the
purely local models which can be trained by each device i on its own, using its data
Di only. Our formulation (see (8.2) in Section 8.3) lifts the problem from Rd to
Rnd, allowing each device i to learn a personalized model xi ∈ Rd. However, these
personalized models are explicitly encouraged to not depart too much from their
mean by the inclusion of a quadratic penalty Φ multiplied by a penalty parameter
λ ≥ 0.1
1The idea of softly-enforced similarity of the local models was already introduced in the domain of
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• Theoretical properties of the new formulation. We study the properties of
the optimal solution of our formulation, thus developing an algorithmic-free theory.
When the penalty parameter is set to zero, then obviously, each device is allowed to
train their own model without any dependence on the data stored on other devices.
Such purely local models are rarely useful. We prove that the optimal local models
converge to the traditional global model characterized by (8.1) at the rate O(1/λ).
We also show that the total loss evaluated at the local models is always not higher
than the total loss evaluated at the global model (see Theorem 8.3.2). Moreover, we
prove an insightful structural result for the optimal local models: the optimal model
learned by device i arises by subtracting the gradient of the loss function stored
on that device evaluated at the same point (i.e., a local model) from the average
of the optimal local models (see Theorem 8.3.3). As a byproduct, this theoretical
result sheds new light on the key update step in the model agnostic meta-learning
(MAML) method [50], which has a similar but subtly different structure. The
subtle difference is that the MAML update obtains the local model by subtracting
the gradient evaluated at the global model. While MAML is a heuristic, we provide
rigorous theoretical guarantees.
• Loopless LGD: non-uniform SGD applied to our formulation. We then propose a
randomized gradient-based method—Loopless Local Gradient Descent (L2GD)—for
solving our new formulation (Algorithm 19). This method is, in fact, a non-standard
application of SGD to our problem, and can be seen as an instance of SGD with non-
uniform sampling applied to the problem of minimizing the sum of two convex
functions [223, 60]: the average loss, and the penalty. When the loss function is
selected by the randomness in our SGD method, the resultant stochastic gradient
step can be interpreted as the execution of a single local GD step on each device.
Since we set the probability of the loss being sampled to be high, this step is typically
repeated multiple times, and this has the effect of taking multiple local GD steps.
In contrast to standard LGD, the number of local steps is not fixed, but random,
and follows a geometric distribution. This mechanism is similar in spirit to how the
recently proposed loopless variants of SVRG [83, 106] work in comparison with the
original SVRG [88, 217]. Once the penalty is sampled by our method, the resultant
SGD step can be interpreted as the execution of an aggregation step. In contrast
with standard aggregation, which performs full averaging of the local models, our
method is more sophisticated and merely takes a step towards averaging. However,
the step is relatively large. This suggests that perhaps full averaging in modern
FL methods such as FedAvg or LGD and LSGD is too aggressive, and should be
re-examined.
• Convergence theory. By adapting the general theory from [60] to our setting, we
obtain theoretical convergence guarantees assuming that each fi is L-smooth and
µ-strongly convex (see Theorem 8.4.3). Interestingly, by optimizing the sampling
decentralized optimization [112, 54]. However, their motivation is vastly different to ours (besides not
considering FL or local algorithms) – the mentioned methods still aim to find the global model by having
the penalty parameter inversely proportional to the target accuracy ε.
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probability (we get p∗ = λ
λ+L
) which is an indirect way of fixing the expected number
of local steps to 1 + L
λ
, we prove the communication complexity result (i.e., bound
on the expected number of communication rounds; see Corollary 8.4.4)
2λ
λ+ L
L
µ
log
1
ε
.
We believe that this is remarkable in several ways. By choosing λ small, we tilt
our goal towards pure local models, and the number of communication rounds is
very small, tending to 0 as λ → 0. If λ → ∞, our the solution to our formulation
converges to the optimal global model, and L2GD obtains the communication bound
O
(
L
µ
log 1
ε
)
, which matches the efficiency of GD. Our results can be extended to
convex and non-convex regimes, but we do not explore such generalizations here.
• Generalizations: partial participation, local SGD and variance reduction. We
further generalize and improve our method and convergence results by allowing for
(i) stochastic partial participation of devices in each communication round,
(ii) subsampling on each device which means we can perform local SGD steps
instead of local GD steps, and
(iii) total variance reduction mechanism to tackle the variance coming from three
sources: locality of the updates induced by non-uniform sampling (already
present in L2GD), partial participation and subsampling from local data.
Due to its level of generality, this method, which we call L2SGD++, is presented in
the Appendix only, alongside the associated complexity results. In the main body
of this chapter, we instead present a simplified version thereof, one that does not
include partial participation. We call this method L2SGD+ (Algorithm 20). The
convergence theory for it is presented in Theorem 8.5.2 and Corollary 8.5.3.
• Allowing for heterogeneous data. All our methods and convergence results
allow for fully heterogeneous data and do not depend on any assumptions on data
similarity across the devices.
• Superior empirical performance. We show through ample numerical experiments
that our theoretical predictions can be observed in practice.
8.3 New formulation of FL
We now introduce our new formulation for training supervised FL models:
min
x1,...,xn∈Rd
{
F (x)
def
= f(x) + λΦ(x)
}
f(x)
def
=
1
n
n∑
i=1
fi(xi), Φ(x)
def
=
1
2n
n∑
i=1
‖xi − x¯‖2 ,
(8.2)
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where λ ≥ 0 is a penalty parameter, x1, . . . , xn ∈ Rd are local models, x def= (x1, x2, . . . , xn) ∈
Rnd and x¯ def= 1
n
∑n
i=1 xi is the average of the local models.
Due to the assumptions on fi we will make in Section 8.3.1, F is strongly convex and
hence (8.2) has a unique solution, which we denote
x(λ)
def
= (x1(λ), . . . , xn(λ)) ∈ Rnd.
We further let
x¯(λ)
def
=
1
n
n∑
i=1
xi(λ).
We now comment on the rationale behind the new formulation.
Local models (λ = 0). Note that for each i, xi(0) solves the local problem
min
xi∈Rd
fi(xi).
That is, xi(0) is the local model based on data Di stored on device i only. This model can
be computed by device i without any communication whatsoever. Typically, Di is not rich
enough for this local model to be useful. In order to learn a better model, one has to take
into account the date from other clients as well. This, however, requires communication.
Mixed models (λ ∈ (0,∞)). As λ increases, the penalty λΦ(x) has an increasingly
more substantial effect, and communication is needed to ensure that the models are not
too dissimilar, as otherwise Φ would be too large.
Global model (λ = ∞). Let us now look at the limit case λ → ∞. Intuitively, this
limit case should force the optimal local models to be mutually identical, while minimizing
the loss f . In particular, this limit case will solve2
min
x1,...,xn∈Rd
{f(x) : x1 = x2 = · · · = xn} ,
which is equivalent to the global formulation (8.2). Because of this, let us defined xi(∞)
for each i to be the optimal global solution of (8.1), and let x(∞) def= (x1(∞), . . . , xn(∞)).
8.3.1 Technical preliminaries
Similarly to the rest of the thesis, we make the following assumption on the functions fi:
Assumption 8.3.1. For each i, the function fi : Rd → R is L-smooth and µ-strongly
convex.
2If λ = ∞ and x1 = x2 = · · · = xn does not hold, we have F (x) = ∞. Therefore, we can restrict
ourselves on set x1 = x2 = · · · = xn without loss of generality.
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Note that the separable structure of f implies that (∇f(x))i = 1n∇fi(xi), i.e.,
∇f(x) = 1
n
(∇f1(x1),∇f2(x2), . . . ,∇fn(xn)). (8.3)
Hence, the norm of ∇f(x) ∈ Rnd decomposes as ‖∇f(x)‖2 = 1
n
n∑
i=1
‖∇fi(xi)‖2 .
Note that Assumption 8.3.1 implies that f is Lf -smooth with Lf
def
= L
n
and µf -strongly
convex with µf
def
= µ
n
. Clearly, Φ is convex by construction. It can be shown that Φ is
LΦ-smooth with LΦ =
1
n
(see Appendix). We can also easily see that
(∇Φ(x))i =
1
n
(xi − x¯) (8.4)
(see Appendix), which implies
Φ(x)
(8.2)+(8.4)
=
n
2
n∑
i=1
‖(∇Φ(x))i‖2 = n
2
‖∇Φ(x)‖2 .
8.3.2 Characterization of optimal solutions
Our first result describes the behavior of f(x(λ)) and Φ(x(λ)) as a function of λ.
Theorem 8.3.2. The function λ→ Φ(x(λ)) is non-increasing, and for all λ > 0 we have
Φ(x(λ)) ≤ f(x(∞))− f(x(0))
λ
. (8.5)
Moreover, the function λ→ f(x(λ)) is non-decreasing, and for all λ ≥ 0 we have
f(x(λ)) ≤ f(x(∞)). (8.6)
Inequality (8.5) says that the penalty decreases to zero as λ grows, and hence the
optimal local models xi(λ) are increasingly similar as λ grows. The second statement
suggest that the loss f(x(λ)) increases with λ, but never exceeds the optimal global loss
f(x(∞)) of the standard FL formulation (8.1).
We now characterize the optimal local models which connect our model to the MAML
framework [50], as mentioned in the introduction.
Theorem 8.3.3. For each λ > 0 and 1 ≤ i ≤ n we have
xi(λ) = x(λ)− 1
λ
∇fi(xi(λ)). (8.7)
Further, we have
n∑
i=1
∇fi(xi(λ)) = 0 and Φ(x(λ)) = 12λ2 ‖∇f(x(λ))‖2.
The optimal local models (8.7) are obtained from the average model by subtracting a
multiple of the local gradient. Moreover, observe that the local gradients always sum up
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to zero at optimality. This is obviously true for λ = ∞, but it is a bit less obvious that
this holds for any λ > 0.
8.4 The L2GD algorithm
In this section we describe a new randomized gradient-type method for solving our new
formulation (8.2). Our method is a non-uniform SGD for (8.2) seen as a 2-sum problem,
sampling either ∇f or ∇Φ to estimate ∇F . Letting 0 < p < 1, we define a stochastic
gradient of F at x ∈ Rnd as follows
g(x)
def
=
{∇f(x)
1−p with probability 1− p
λ∇Φ(x)
p
with probability p
. (8.8)
Since
E [g(x)] = (1− p)∇f(x)
1− p + p
λ∇Φ(x)
p
= ∇F (x),
the vector g(x) is an unbiased estimator of ∇F (x). This leads to the following method
for minimizing F , which we call L2GD:
xk+1 = xk − αG(xk). (8.9)
Plugging formulas (8.3) and (8.4) for ∇f(x) and ∇Φ(x) into (8.8) and subsequently into
(8.9), and writing the resulting method in a distributed manner, we arrive at Algorithm 19.
In each iteration, a coin ξ is tossed and lands 1 with probability p and 0 with probability
1− p. If ξ = 0, all Devices perform one local GD step (8.10), and if ξ = 1, Master shifts
each local model towards the average via (8.11). As we shall see in Section 8.4.3, our
convergence theory limits the value of the stepsize α, which has the effect that the ratio
αλ
np
cannot exceed 1
2
. Hence, (8.11) is a convex combination of xki and x¯
k, which justifies
the statement we have made above: xk+1i shifts towards x¯
k along the line joining these
two points.
8.4.1 Understanding communication
Example 5. In order to better understand when communication takes place in Algo-
rithm 19, consider the following possible sequence of coin tosses: 0, 0, 1, 0, 1, 1, 1, 0. The
first two coin tosses lead to two local GD steps (8.10) on all devices. The third coin toss
lands 1, at which point all local models xki are communicated to the master, averaged to
form x¯k, and the step (8.11) towards averaging is taken. The fourth coin toss is 0, and
at this point, the master communicates the updated local models back to the devices,
which subsequently perform a single local GD step (8.10). Then come three consecutive
coin tosses landing 1, which means that the local models are again communicated to the
master, which performs three averaging steps (8.11). Finally, the eight coin toss lands
0, which makes the master send the updated local models back to the devices, which
subsequently perform a single local GD step.
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Algorithm 19 L2GD: Looples Local Gradient Descent
Input: x01 = · · · = x0n ∈ Rd, stepsize α, probability p
for k = 0, 1, 2, . . . do
ξ = 1 with probability p and 0 with probability 1− p
if ξ = 0 then
All Devices i = 1, . . . , n perform a local GD step:
xk+1i = x
k
i −
α
n(1− p)∇fi(x
k
i ) (8.10)
else
Master computes the average x¯k = 1
n
∑n
i=1 x
k
i
Master for each i computes step towards aggregation
xk+1i =
(
1− αλ
np
)
xki +
αλ
np
x¯k (8.11)
end if
end for
This example illustrates that communication needs to take place whenever two con-
secutive coin tosses land a different value. If 0 is followed by a 1, all devices communicate
to the master, and if 1 is followed by a 0, the master communicates back to the devices.
It is standard to count each pair of communications, Device→Master and the subsequent
Master→Device, as a single communication round.
Lemma 8.4.1. The expected number of communication rounds in k iterations of L2GD
is p(1− p)k.
8.4.2 The dynamics of local GD and averaging steps
Further, notice that the average of the local models does not change during an aggregation
step. Indeed, x¯k+1 is equal to
1
n
n∑
i=1
xk+1i
(8.11)
=
1
n
n∑
i=1
[(
1− αλ
np
)
xki +
αλ
np
x¯k
]
= x¯k.
If several averaging steps take place in a sequence, the point a = x¯k in (8.11) remains
unchanged, and each local model xki merely moves along the line joining the initial value
of the local model at the start of the sequence and a, with each step pushing xki closer
to the average a.
In summary, the more local GD steps are taken, the closer the local models get to the
pure local models, and the more averaging steps are taken, the closer the local models get
to their average value. The relative number of local GD vs. averaging steps is controlled
by the parameter p: the expected number of local GD steps is 1
p
, and the expected number
of consecutive aggregation steps is 1
1−p .
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8.4.3 Convergence theory
We fist show that our gradient estimator g(x) satisfies the expected smoothness property
[65, 60].
Lemma 8.4.2. Let L def= 1
n
max
{
L
1−p ,
λ
p
}
and
σ2
def
=
1
n2
n∑
i=1
(
1
1− p‖∇fi(xi(λ))‖
2 +
λ2
p
‖xi(λ)− x(λ)‖2
)
.
Then for all x ∈ Rd we have the inequalities
E
[‖g(x)−G(x(λ))‖2] ≤ 2L (F (x)− F (x(λ)))
and
E
[‖g(x)‖2] ≤ 4L(F (x)− F (x(λ))) + 2σ2.
We now present our convergence result for L2GD.
Theorem 8.4.3. Let Assumption 8.3.1 hold. If α ≤ 1
2L , then
E
[∥∥xk − x(λ)∥∥2] ≤ (1− αµ
n
)k ∥∥x0 − x(λ)∥∥2 + 2nασ2
µ
.
If we choose α = 1
2L , then
αµ
n
= µ
2 max{ L1−p ,λp} and
2nασ2
µ
=
n∑
i=1
(
1
1−p‖∇fi(xi(λ))‖2 + λ
2
p
‖xi(λ)− x(λ)‖2
)
max
{
L
1−p ,
λ
p
}
µ
.
Remark 10 (Full averaging not supported). Is a setup such that conditions of Theo-
rem 8.4.3 are satisfied and the aggregation update (8.11) is identical to full averag-
ing? This is equivalent requiring 0 < p < 1 such that αλ = np. However, we have
αλ ≤ λ
2L ≤ np, which means that full averaging is not supported by our theory.
8.4.4 Optimizing the rate and communication
Let us find the parameters p and α which lead to the fastest rate, in terms of either
iterations or communication rounds, to push the error within ε of the neighborhood3 from
Theorem 8.4.3, i.e., to achieve
E
[∥∥xk − x(λ)∥∥2] ≤ ε∥∥x0 − x(λ)∥∥2 + 2nασ2
µ
. (8.12)
3In Section 8.5 we propose a variance reduced algorithm which is able to get rid of the neighborhood
in the convergence result completely. In that setting, our goal will be to achieve E
[∥∥xk − x(λ)∥∥2] ≤
ε
∥∥x0 − x(λ)∥∥2.
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Figure 8.1: Distance of solution x(λ) of (8.2) to pure local solution x(0) and global
solution x(∞) as a function of λ. Logistic regression on a1a dataset. See Appendix for
experimental setup.
Corollary 8.4.4. The value p∗ = λ
L+λ
minimizes both the number of iterations and
the expected number of communications for achieving (8.12). In particular, the optimal
number of iterations is 2L+λ
µ
log 1
ε
, and the optimal expected number of communications
is 2λ
λ+L
L
µ
log 1
ε
.
If we choose p = p∗, then αλ
np
= 1
2
, and the aggregation rule (8.11) in Algorithm 19
becomes
xk+1i =
1
2
(
xki + x¯
k
)
(8.13)
while the local GD step (8.10) becomes xk+1i = x
k
i − 12L∇fi(xki ). Notice that while our
method does not support full averaging as that is too unstable, (8.13) suggests that one
should take a large step towards averaging.
As λ get smaller, the solution to the optimization problem (8.2) will increasingly favour
pure local models, i.e., xi(λ)→ xi(0) def= arg min fi for all i as λ→ 0. Pure local models
can be computed without any communication whatsoever and Corollary 8.4.4 confirms
this intuition: the optimal number of communication round decreases to zero as λ→ 0.
On the other hand, as λ→∞, the optimal number of communication rounds converges
to 2L
µ
log 1
ε
, which recovers the performance of GD for finding the globally optimal model
(see Figure 8.1).
In summary, we recover the communication efficiency of GD for finding the globally
optimal model as λ→∞. However, for other values of λ, the communication complexity
of L2GD is better and decreases to 0 as λ → 0. Hence, our communication complexity
result interpolates between the communication complexity of GD for finding the global
model and the zero communication complexity for finding the pure local models.
8.5 The L2SGD+ algorithm
As we have seen in Section 8.4.3, L2GD is a specific instance of SGD, thus only converges
linearly to the neighborhood of the optimum. In this section, we resolve the mentioned
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issue by incorporating control variates to the stochastic gradient [88, 37].
We also go further. We assume that each local objective has a finite-sum structure
and propose an algorithm—L2SGD+—which takes local stochastic gradient steps, while
maintaining (global) linear convergence rate. As a consequence, L2SGD+ is the first local
SGD with linear convergence.4 For the reader’s convenience, we present a variance reduced
local gradient descent (i.e., no subsampling) in the Appendix.
8.5.1 Setup
Consider fi(xi) =
1
m
∑m
j=1 f i,j(xi). Therefore, the objective function (8.2) becomes
F (x) =
1
n
n∑
i=1
(
1
m
m∑
j=1
f i,j(xi)
)
︸ ︷︷ ︸
=fi(x)
+λ
1
2n
n∑
i=1
‖xi − x¯‖2.︸ ︷︷ ︸
=Φ(x)
Assumption 8.5.1. Function f i,j is convex, L˜ smooth while fi is µ-strongly convex (for
each 1 ≤ j ≤ m, 1 ≤ i ≤ n).
Denote 1 ∈ Rm to be vector of ones. We are now ready to state L2SGD+ as Algo-
rithm 20.
Remark 11. L2SGD+ is the simplest local SGD method with variance reduction. In the
Appendix, we present general L2SGD++ which allows for 1) an arbitrary number of data
points per client and arbitrary local subsampling strategy, 2) partial participation of clients,
and 3) local SVRG-like updates of control variates (thus potentially better memory). Lastly,
L2SGD++ is able exploit the smoothness structure of the local objectives, resulting in tighter
rates.
L2SGD+ only communicates when a two consecutive coin tosses land a different value,
thus, on average p(1 − p)k times per k iterations. However, L2SGD+ requires communi-
cation of control variates Ji1,Ψi as well – each communication round is thus three times
more expensive. In the Appendix, we provide an implementation of L2SGD+ that does not
require the communication of Ji1,Ψi.
8.5.2 Theory
We are now ready to present a convergence rate of L2SGD+.
Theorem 8.5.2. Let Assumption 8.5.1 hold and choose α = nmin
{
(1−p)
4L˜+µm
, p
4λ+µ
}
.
Then the iteration complexity of Algorithm 20 is max
{
4L˜+µm
(1−p)µ ,
4λ+µ
pµ
}
log 1
ε
.
Next, we find a probability p that yields both the best iteration and communication
complexity.
4We are aware that a linearly converging local SGD (with λ = ∞) might be obtained as a particular
instance of the decoupling method from [139], although this was not stated in the mentioned paper. Other
variance reduced local SGD algorithms [120, 92, 216] are not capable of achieving linear convergence.
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Algorithm 20 L2SGD+: Loopless Local SGD with Variance Reduction
Input: x01 = · · · = x0n ∈ Rd, stepsize α, probability p
J0i = 0 ∈ Rd×m,Ψ0i = 0 ∈ Rd (for i = 1, . . . , n)
for k = 0, 1, 2, . . . do
ξ = 1 with probability p and 0 with probability 1− p
if ξ = 0 then
All Devices i = 1, . . . , n:
Sample j ∈ {1, . . . ,m} (uniformly at random)
gki =
1
n(1−p)
(
∇f i,j(xki )−
(
Jki
)
:,j
)
+
Jki 1
nm
+
Ψki
n
xk+1i = x
k
i − αgki
Set (Jk+1i ):,j = ∇f i,j(xki ), Ψk+1i = Ψki ,
(Jk+1i ):,l = (J
k+1
i ):,l for all l 6= j
else
Master computes the average x¯k = 1
n
∑n
i=1 x
k
i
Master does for all i = 1, . . . , n:
gki =
λ
np
(xki − x¯k)− p
−1−1
n
Ψki +
1
nm
Jki 1
Set xk+1i = x
k
i − αgki
Set Ψk+1i = λ(x
k
i − x¯k), Jk+1i = Jki
end if
end for
Corollary 8.5.3. Both communication and iteration complexity of L2SGD+ are minimized
for p = 4λ+µ
4λ+4L˜+(m+1)µ
. The resulting iteration complexity is
(
4λ
µ
+ 4 L˜
µ
+m+ 1
)
log 1
ε
,
while the communication complexity is 4λ+µ
4L˜+4λ+(m+1)µ
(
4 L˜
µ
+m
)
log 1
ε
.
Note that with λ→∞, the communication complexity of L2SGD+ tends to
(
4 L˜
µ
+m
)
log 1
ε
,
which is communication complexity of minibatch SAGA to find the globally optimal model
(see Chapter 5). On the other hand, in the pure local setting (λ = 0), the communication
complexity becomes log 1

– this is because the Lyapunov function involves a term that
measures the distance of local models, which requires communication to be estimated.
8.6 Experiments
In this section, we numerically verify the theoretical claims from this chapter. In all
experiments in this chapter, we consider a simple binary classification model – logistic
regression. In particular, suppose that device i owns data matrix Ai ∈ Rm×d along with
corresponding labels bi ∈ {−1, 1}m. The local objective for client i is then given as follows
fi(x)
def
=
1
m
m∑
j=1
f i,j(x) +
µ
2
‖x‖2, where f im+j(x) def= log (1 + exp ((Ai)j,:x · bi)) .
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Figure 8.2: Communication rounds to get F (x
k)−F (x∗)
F (x0)−F (x∗) ≤ 10−5 as a function of p with
p∗ ≈ 0.09 (for L2SGD+). Logistic regression on a1a dataset with λ = 0.1; details in the
Appendix.
The rows of data matrix A were normalized to have length 4 so that each f i,j is 1-smooth
for each j. At the same time, the local objective on each device is 10−4-strongly convex.
Next, datasets are from LibSVM [23].
In each case, we consider the simplest locally stochastic algorithm. In particular, each
dataset is evenly split among the clients, while the local stochastic method samples a
single data point each iteration.
We have chosen a different number of clients for each dataset – so that we cover
different possible scenarios. See Table 8.1 for details (it also includes sizes of the datasets).
Lastly, the stepsize was always chosen according to Theorem 8.5.2.
Table 8.1: Setup for the experiments.
Dataset
N
= nm
d n m µ L
p
8.6.1
λ
8.6.2
p
8.6.3
a1a 1 605 123 5 321 10−4 1 0.1 0.1 0.1
mushrooms 8 124 112 12 677 10−4 1 0.1 0.05 0.3
phishing 11 055 68 11 1 005 10−4 1 0.1 0.1 0.001
madelon 2 000 500 50 40 10−4 1 0.1 0.02 0.05
duke 44 7 129 4 11 10−4 1 0.1 0.4 0.1
gisette scale 6 000 5 000 100 60 10−4 1 0.1 0.2 0.003
a8a 22 696 123 8 109 10−4 1 0.1 0.1 0.1
8.6.1 Comparison of the methods
In our first experiment, we verify two phenomena:
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• Effect of variance reduction on the convergence speed of local methods. We compare
3 different methods: local SGD with full variance reduction (Algorithm 20), shifted
local SGD (Algorithm 64) and local SGD (Algorithm 63). Our theory predicts that
a fully variance reduced algorithm converges to the global optimum linearly, while
both shifted local SGD and local SGD converge to a neighborhood of the optimum.
At the same time, the neighborhood should be smaller for shifted local SGD.
• The claim that heterogeneity of the data does not influence the convergence rate.
We consider two splits of the data heterogeneous and homogenous. For the ho-
mogenous split, we first randomly reshuffle the data and then construct the local
objectives according to the current order (i.e., the first client owns the first m
indices, etc.). For heterogenous split, we first sort the data based on the labels
and then construct the local objectives accordingly (thus achieving the worst-case
heterogeneity). Note that the overall objective to solve is different in homogenous
and heterogenous case – we thus plot relative suboptimality of the objective (i.e.,
F (xk)−F (x∗)
F (x0)−F (x∗) ) to directly compare the convergence speed.
In all cases, we choose p = 0.1 and λ = 1
9
– such choice mean that p is very close
to optimal. The other parameters (i.e. number of clients) are provided in Table 8.1.
Figure 8.3 presents the result.
As expected, Figure 8.3 clearly demonstrates the following:
• Full variance reduction always converges to the global optima, methods with partial
variance reduction only converge to a neighborhood of the optimum.
• Partial variance reduction (i.e., shifting the local SGD) is better than not using
control variates at all. Although the improvement in the performance is rather
negligible.
• Data heterogeneity does not affect the convergence speed of the proposed methods.
Therefore, unlike standard local SGD, mixing the local and global models does not
suffer the problems with heterogeneity.
8.6.2 Effect of p
In the second experiment, we study the effect of p on the convergence rate of variance
reduced local SGD. Note that p immediately influences the number of communication
rounds – on average, the clients take (p−1 − 1) local steps in between two consecutive
rounds of communication (aggregation).
In Section 8.5, we argue that, it is optimal (in terms of the convergence rate) to
choose p of order p∗ def= λ
L˜+λ
. Figure 8.4 compares p = p∗ against other values of p and
confirms its optimality (in terms of optimizing the convergence rate).
While the slower convergence of Algorithm 20 with p < p∗ is expected (i.e., commu-
nicating more frequently yields a faster convergence), slower convergence for p > p∗ is
rather surprising; in fact, it means that communicating less frequently yields faster con-
vergence. This effect takes place due to the specific structure of problem (8.2); it would
be lost when enforcing x1 = · · · = xn (corresponding to λ =∞).
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Figure 8.3: Variance reduced local SGD (Algorithm 20), shifted local SGD (Algorithm 64)
and local SGD (Algorothm 63) applied on LibSVM problems for both homogenous split of
data and Heterogenous split of the data. Stepsize for non-variance reduced method was
chosen the same as for the analogous variance reduced method.
8.6.3 Effect of λ
In this experiment we study how different values of λ influence the convergence rate of
Algorithm 20, given that everything else (i.e. p) is fixed. Note that for each value of λ
we get a different instance of problem (8.2); thus the optimal solution is different as well.
Therefore, in order to make a fair comparison between convergence speeds, we plot the
relative suboptimality (i.e. F (x
k)−F (x∗)
F (x0)−F (x∗) ) against the data passes. Figure 8.5 presents the
results.
The complexity of Algorithm 20 is5 O
(
L˜
(1−p)µ
)
log 1
ε
as soon as λ < λ∗ def= Lp
(1−p) ;
otherwise the complexity is O
(
λ
pµ
)
log 1
ε
. This perfectly consistent with what Figure 8.5
shows – the choice λ < λ∗ resulted in comparable convergence speed than λ = λ∗; while
the choice λ > λ∗ yields noticeably worse rate than λ = λ∗.
5Given that µ is small.
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Figure 8.4: Effect of the aggregation probability p (legend of the plots) on the convergence
rate of Algorithm 20. Choice p = p∗ corresponds to red dotted line with triangle marker.
Parameter λ was chosen in each case as Table 8.1 indicates.
8.7 Conclusion
In this chapter we have proposed a new optimization formulation for federated learning.
The algorithms (i.e., L2GD) we propose to solve the new formulation are similar the
classical local SGD, however, the rates we have provided are superior to classical local SGD
analysis.
Our analysis of L2GD can be extended to cover smooth convex and non-convex loss
functions fi (we do not explore these directions). Further, our methods can be extended
to a decentralized regime where the devices correspond to devices of a connected network,
and communication is allowed along the edges of the graph only. This can be achieved by
introducing an additional randomization over the penalty Φ. Further, our approach can
be accelerated in the sense of Nesterov [154] by adapting the results from [4, 164] to our
setting, thus further reducing the number of communication rounds.
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Figure 8.5: Effect of parameter λ (legend of the plot) on the convergence rate of Algo-
rithm 20. The choice λ = λ∗ corresponds to borwn dash-dotted line with diamond marker
(the third one from the legend). Aggregation probability p was chosen in each case as
Table 8.1 indicates.
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Chapter 9
Stochastic Subspace Cubic Newton Method
In this chapter we consider a regularized not necessarily finite-sum optimization problem
min
x∈Rd
{
F (x)
def
= f(x) + ψ(x)
}
, (9.1)
where f : Rd → R is convex and twice differentiable and ψ : Rd → R ∪ {+∞} is a
proximable convex function. We are interested in the regime where the dimension d is very
large, which arises in many contexts, such as the training of modern over-parameterized
machine learning models. In this regime, coordinate descent (CD) methods, or more
generally subspace descent methods, are the methods of choice.
9.1 Subspace descent methods
Subspace descent methods rely on update rules of the form
x+ = x+ Sh, S ∈ Rd×τ(S), h ∈ Rτ(S), (9.2)
where S is a thin matrix, typically with a negligible number of columns compared to the
dimension (i.e., τ(S) d). That is, they move from x to x+ along the subspace spanned
by the columns of S.
In these methods, the subspace matrix S is typically chosen first, followed by the
determination of the parameters h which define the linear combination of the columns
determining the update direction. Several different rules have been proposed in the lit-
erature for choosing the matrix S, including greedy, cyclic and randomized rules. In this
work we consider a randomized rule. In particular, we assume that S is sampled from an
arbitrary but fixed distribution D restricted to requiring that S be of full column rank1
with probability one.
Once S ∼ D is sampled, a rule for deciding the stepsize h varies from algorithm to
algorithm, but is mostly determined by the underlying oracle model for information access
to function f . For instance, first-order methods require access to the subspace gradient
∇Sf(x) def= S>∇f(x), and are relatively well studied [152, 199, 173, 215, 109]. At the
other extreme are variants performing a full subspace minimization, i.e., f is minimized
over the affine subspace given by {x+ Sh |h ∈ Rτ(S)} [24]. In particular, in this chapter
1It is rather simple to extend our results to matrices S which are column-rank deficient. However,
this would introduce a rather heavy notation burden which we decided to avoid for the sake of clarity
and readability.
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we are interested in the second-order oracle model; i.e. we claim access both to the
subspace gradient ∇Sf(x) and the subspace Hessian ∇2Sf(x) def= S>∇2f(x)S.
9.2 Contributions
We now summarize our contributions:
• New 2nd order subspace method. We propose a new stochastic subspace
method—Stochastic Subspace Cubic Newton (SSCN)—constructed by minimizing
an oracle-consistent global upper bound on the objective f in each iteration (Sec-
tion 9.4). This bound is formed using both the subspace gradient and the subspace
Hessian at the current iterate and relies on Lipschitzness of the subspace Hessian.
• Interpolating global rate. We prove (Section 9.6) that SSCN enjoys a global
convergence rate that interpolates between the rate of stochastic CD and the rate
of cubic regularized Newton as one varies the expected dimension of the subspace,
E [τ(S)].
• Fast local rate. Remarkably, we establish a local convergence bound for SSCN
(Section 9.7) that matches the rate of stochastic subspace descent (SSD) [61] ap-
plied to solving the problem
min
x∈Rd
1
2
(x− x∗)>∇2f(x∗)(x− x∗), (9.3)
where x∗ is the solution of (9.1). Thus, SSCN behaves as if it had access to a per-
fect second-order model of f at the optimum, and was given the (intuitively much
simpler) task of minimizing this model instead. Furthermore, note that SSD [61] ap-
plied to minimize a convex quadratic can be interpreted as doing an exact subspace
search in each iteration, i.e., it minimizes the objective exactly along the active
subspace [176]. Therefore, the local rate of SSCN matches the rate of the greediest
strategy for choosing h in the active subspace, and as such, this rate is the best
one can hope for a method that does not incorporate some form of acceleration.
• Special cases. We discuss in Section 9.4.2 how SSCN reduces to several existing
stochastic second-order methods in special cases, either recovering the best known
rates, or improving upon them. This includes SDSA [62], CN [68, 156] and RBCN [43].
However, our method is more general and hence allows for more applications.
We discuss more remotely related literature in Section 9.5. We now give a simple
example of our setting.
Example 6 (Coordinate subspace setup). Let Id ∈ Rd×d be the identity and let S be a
random subset of {1, 2, . . . , d}. Given that S = Id(:,S) with probability 1, the oracle model
reveals (∇f(x))S and (∇2f(x))(S,S). Therefore, we have access to a random block of
partial derivatives of f and a block submatrix of its Hessian, both corresponding to the
subset of indices S. Furthermore, the rule (9.2) updates a subset S of coordinates only.
In this setting, our method is a new second-order coordinate subspace descent method.
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9.3 Preliminaries
Throughout the chapter, we assume that f is convex, twice differentiable, and sufficiently
smooth and that ψ is convex, albeit possibly non-differentiable, as the next assumption
states.2
Assumption 9.3.1. Function f : Rd → R is convex and twice differentiable with M -
Lipschitz continuous Hessian. Function ψ : Rd → R∪{+∞} is proper closed and convex.
We always assume that a minimum of F exists and by x∗ denote any of its minimizers.
We let F ∗ def= F (x∗).
Since our method always takes steps along random subspaces spanned by the columns
of S ∈ Rd×τ(S), it is reasonable to define the Lipschitzness of the Hessian over the range
of S:3
MS
def
= max
x∈Rd
max
h∈Rτ(S),
h6=0
|∇3f(x)[Sh]3|
‖Sh‖3 . (9.4)
As the next lemma shows, the maximal value of MS for any S of width τ can be up to
( d
τ
)
3
2 times smaller than M and this will lead to a tighter approximation of the objective.
Lemma 9.3.2. We have M ≥ maxτ(S)=τ MS. Moreover, there is a problem where
maxτ(S)=τ MS =
(
τ
d
) 3
2 M . Lastly, if Range (S) = Range (S′), then MS = MS′ .
The next lemma provides a direct motivation for our algorithm. It gives a global
upper bound on the objective over a random subspace, given the first and second-order
information at the current point.
Lemma 9.3.3. Let x ∈ Rd, S ∈ Rd×τ(S), h ∈ Rτ(S) and x+ be as in (9.2). Then∣∣∣∣f(x+)− f(x)− 〈∇Sf(x), h〉 − 12〈∇2Sf(x)h, h〉
∣∣∣∣ ≤ MS6 ‖Sh‖3. (9.5)
As a consequence, we have
F (x+) ≤ F (x) + TS(x, h), (9.6)
where TS(x, h)
def
= 〈∇Sf(x), h〉+ 12〈∇2Sf(x)h, h〉+ MS6 ‖Sh‖3 + ψ(x+ Sh).
We shall also note that for function ψ we require separability with respect to the
sampling distribution (see Definition 9.6.5 and the corresponding Assumption 9.6.6 in
Section 9.6.1).
For better orientation throughout the chapter, we provide a table of frequently used
notation in the Appendix.
2We will also require separability of ψ; see Section 9.6.1.
3By ‖x‖ def= 〈x, x〉1/2we denote the standard Euclidean norm.
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9.4 The SSCN algorithm
For a given S and current iterate xk, it is a natural idea to choose h as a minimizer of
the upper bound (9.6) in h for x = xk, and subsequently set xk+1 = x+ via (9.2). Note
that we are choosing S randomly according to a fixed distribution D (with a possibly
random number of columns). We have just described SSCN—Stochastic Subspace Cubic
Newton—formally stated as Algorithm 21.
Algorithm 21 SSCN: Stochastic Subspace Cubic Newton
1: Initialization: x0, distribution D of random matrices with d rows and full column
rank
2: for k = 0, 1, 2, . . . do
3: Sample S from distribution D
4: hk = arg minh∈Rτ(S) TS(x
k, h)
5: Set xk+1 = xk + Shk
6: end for
Remark 12. Inequality (9.6) becomes an equality with h = 0. As a consequence, we must
have F (xk+1) ≤ F (xk), and thus the sequence {F (xk)}k≥0 is non-increasing.
9.4.1 Solving the subproblem
Algorithm 21 requires TS to be minimized in h each iteration. As this operation does not
have a closed-form solution in general, it requires an optimization subroutine itself of a
possibly non-trivial complexity, which we discuss here.
The subproblem without ψ. Let us now consider the case when ψ(x) ≡ 0 in which
our problem (9.1) does not contain any nondifferentiable components. Various techniques
for minimizing regularized quadratic functions were developed during the development
of Trust-region methods (see [26]), and applied to Cubic regularization in [156]. The
classical approach consists in performing some diagonalization of the matrix ∇2Sf(x)
first, by computing the eigenvalue or tridiagonal decomposition, which costs O(τ(S)3)
arithmetical operations. Then, to find the minimizer, it merely remains to solve a one-
dimensional nonlinear equation (this part can be done by O˜(1) iterations of the one-
dimensional Newton method, with a linear cost per step). More details and analysis of
this procedure can be found in [56].
The next example gives a setting in which an explicit formula for the minimizer of TS
can be deduced.
Example 7. Let ei be the ith unit basis vector in Rd. If S ∈ {e1, . . . , ed} with probability
1 and ψ(x) = 0, the update rule can be written as xk+1 = xk − αki ei, with
αki =
2∇if(xk)
∇2i f(xk) +
√
(∇2iif(xk))2 + 2Mei |∇if(xk)|
,
thus the cost of solving the subproblem is O(1).
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Subproblem with simple ψ. In some scenarios, minimization of TS can be done using
a simple algorithm if ψ is simple enough. We now give an example of this.
Example 8. If S ∈ {e1, . . . , ed} with probability 1, the subproblem can be solved using a
binary search given that the evaluation of ψ is cheap. In particular, if we can evaluate
ψ(xk + Sh)− ψ(xk) in O˜(1), the cost of solving the subproblem will be O˜(1).
The subproblem with general ψ. In the case of general regularizers, recent line of
work [17] explores to the use of first-order optimization methods (Gradient Methods) for
computing an approximate minimizer of TS. We note that the backbone of such Gradient
Methods is an implementation of the following operation (for a any given vector b ∈ Rτ(S),
and positive scalars α, β):
arg min
h∈Rτ(S)
〈b, h〉+ α
2
‖Sh‖2 + β
3
‖Sh‖3 + ψ(xk + Sh).
To the best of our knowledge, the most efficient gradient method is the Fast Gradient
Method (FGM)[155], achieving an O(1/k6) convergence rate. However, FGM can deal
with any ψ as long as the above subproblem is cheap to solve. We shall also note that
gradient methods do not require a storage of ∇2Sf(x); but rather iteratively access partial
Hessian-vector products ∇2Sf(x)h.
Line search. Note that in Algorithm 21 we use the Lipschitz constants MS of the sub-
space Hessian (see Definition (9.4)) as the regularization parameters. In many application,
MS can be estimated cheaply (see Section 9.8). In general, however, MS might be un-
known or hard to estimate. In such a case, one might use a simple one-dimensional search
on each iteration: multiply the estimate of MS by the factor of two until the bound (9.6)
is satisfied, and divide it by two at the start of each iteration. Note that the average
number of such line search steps per iteration can be bounded by two (see [66] for the
details).
9.4.2 Special cases
There are several scenarios where SSCN becomes an already known algorithm. We list
them below.
Quadratic minimization. If M = 0 and ψ = 0, SSCN reduces to the stochastic
dual subspace ascent (SDSA) method [62], first analyzed in an equivalent primal form
as a sketch-and-project method in [61]. In such a case, SSCN performs both first-order,
second-order updates, and exact minimization over a subspace at the same time due to the
quadratic structure of the objective [176]. The convergence rate we provide in Section 9.7
exactly matches the rate of sketch-and-project as well. As a consequence, we recover a
subclass of matrix inversion algorithms [63] together with stochastic spectral (coordinate)
descent [108] along with their convergence theory.
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Full-space method. If S = Id with probability 1, SSCN reduces to cubically regularized
Newton (CN) [68, 156]. In this case, we recover both existing global convergence rates
and superlinear local convergence rates.
Separable non-quadratic part of f . The RBCN method [43] aims to minimize (9.1)
with f(x) = g(x) + φ(x), where g, φ are both convex, and φ is separable.4 They assume
that ∇2g(x)  A ∈ Rd×d,∀x ∈ Rd, while φ has Lipschitz continuous Hessian. In each
iteration, RBCN constructs an upper bound on the objective using first-order information
from g only. This is unlike SSCN, which uses second-order information from g. In a special
case when ∇2g(x) = A for all x, SSCN and RBCN are identical algorithms. However, RBCN
is less general: it requires separable φ, and thus does not cover some of our applications,
and takes directions along coordinates only. Further, the rates we provide are better even
in the setting where the two methods coincide (∇2g(x) = A). The simplest way to see
that is by looking at local convergence – RBCN does not achieve the local convergence
rate of block CD to minimize (9.3), which is the best one might hope for.
Besides these particular cases, for a general twice-differentiable f , SSCN is a new
second-order method.
9.5 Related literature
Several methods in the literature are related to SSCN. We briefly review them below.
• Cubic regularization of Newton method was proposed first in [68], and received
substantial attention after the work of Nesterov [156], where its global complexity
guarantees were established. During the last decade, there was a steady increase of
research in second-order methods, discovering Accelerated [151, 141], Adaptive [18,
19], and Universal [66, 67, 42] schemes (the latter ones are adjusting automatically
to the smoothness properties of the objective).
• There is a vast literature on first-order coordinate descent (CD) methods. While CD
with τ = 1 is consistently the same method within the literature [152, 173, 215],
there are several ways to deal with τ > 1. The first approach constructs a separable
upper bound on the objective (in expectation) in the direction of a random subset
of coordinates [166, 167], which is minimized to obtain the next iterate. The second
approach—SDNA [168]—works with a tighter non-separable upper bound. SDNA is,
therefore, more costly to implement but requires a smaller number of iterations
to converge. The literature on first-order subspace descent algorithms is slightly
less rich, the notable examples are random pursuit [199] or stochastic subspace
descent [109].
• Randomized subspace Newton (RSN) [59] is a method of the form
xk+1 = xk − Lˆ−1S (∇2Sf(xk))−1∇Sf(xk)
4Separability is defined in Section 9.6.1.
178
for some specific fixed Lˆ. In particular, it can be seen as a method minimizing the
following upper bound on the function, which follows from their assumption:
hk = arg min
h
〈∇Sf(xk), h〉+ Lˆ
2
〈∇2Sf(xk)h, h〉.
This is followed by an update over the subspace: xk+1 = xk + Shk. Since both RSN
and SSCN are analyzed under different assumptions, the global linear rates are not
directly comparable. However, the local rate of SSCN is superior to RSN. We shall
also note that RSN is a stochastic subspace version of a method from [94].
• Subsampled Newton (SN) methods [15, 25, 219, 181] and subsampled cubic regu-
larized Newton methods [98, 218, 211] and stochastic (cubic regularized) Newton
methods [205, 20, 107] are stochastic second-order algorithms to tackle finite sum
minimization. Their major disadvantage is a requirement of an immense sample
size, which makes them often impractical if used as theory prescribes. A notable
exception that does not require a large sample size was recently proposed in [107].
However, none of these methods are directly comparable to SSCN as they are not
subspace descent methods, but rather randomize over data points (or sketch the
Hessian from “inside” [163]).
9.6 Global complexity bounds
We first start presenting the global complexity results of SSCN.
9.6.1 Setup
Throughout this section, we require some kind of uniformity of the distribution D over
subspaces given by S. In particular, we require Z = Z(S)
def
= S
(
S>S
)−1
S>, the projection
matrix onto the range of S, to be a scalar multiple of identity matrix in expectation.
Assumption 9.6.1. ∃τ > 0 such that distribution D satisfies
E [Z] =
τ
d
Id. (9.7)
A direct consequence of Assumption 9.6.1 is that τ is an expected width of S, as the
next lemma states.
Lemma 9.6.2. If Assumption 9.6.1 holds, then E [τ(S)] = τ .
As mentioned before, the global complexity results are interpolating between conver-
gence rate of (first-order) CD and (global) convergence rate of Cubic Newton. However,
first-order CD requires Lipschitzness of gradients, and thus we will require it as well.
Assumption 9.6.3. Function f has L-Lipschitz continuous gradients, i.e. ∇2f(x)  LId
for all x ∈ Rd.
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We will also need an extra assumption on ψ. It is well known that proximal (first-
order) CD with fixed step size does not converge if ψ is not separable – in such case, even
if f(xk) = f(x∗) we might have f(xk+1) > f(x∗). Therefore, we might not hope that
SSCN will converge without additional assumptions on ψ. Informally speaking, separability
of ψ with respect to directions given by columns of S is required. To define it formally,
let us introduce first the notion of a separable set.
Definition 9.6.4. Set Q ⊆ Rd is called D-separable, if ∀x, y ∈ Q,S ∈ D:
Zx+ (Id − Z)y ∈ Q.
Let e ∈ Rd be the vector of all ones. Then, for arbitrary functions, we have
Definition 9.6.5. Function φ : Rd → R∪{+∞} is D-separable if domφ is D-separable,
and there is map φ′ : domφ→ Rd such that
1. ∀x ∈ domφ : φ(x) = 〈φ′(x), e〉,
2. ∀x, y ∈ domφ,S ∈ D : φ′(Zx+ (Id − Z)y) = Zφ′(x) + (Id − Z)φ′(y).
Example 9. If D is a set of matrices whose columns are standard basis vectors, D-
separability reduces to classical (coordinate-wise) separability.
Example 10. If D is set of matrices which are column-wise submatrices of orthogonal U,
D-separability of φ reduces to classical coordinate-wise separability of φ(U>x).
Example 11. φ(x) = 1
2
‖x‖2 is D-separable for any D.
Assumption 9.6.6. Function ψ is Range (D)-separable.
We are now ready to present the convergence rate of SSCN.
9.6.2 Theory
First, let us introduce the critical lemma from which the main global complexity results
are derived. Our first lemma gives a bound on the expected progress after a single step
of SSCN.
Lemma 9.6.7. Let Assumptions 9.3.1, 9.6.1, 9.6.3 and 9.6.6 hold. Then, for every k ≥ 0
and y ∈ Rd we have
E
[
F (xk+1) |xk] ≤ (1− τ
d
)
F (xk) +
τ
d
F (y) +
τ
d
(
d− τ
d
L
2
‖y − xk‖2 + M
3
‖y − xk‖3
)
.
(9.8)
Now we are ready to present global complexity results for the general class of convex
functions. The convergence rate is obtained by summing (9.8) over the different iterations
k, and with a specific choice of y.
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Theorem 9.6.8. Let Assumptions 9.3.1, 9.6.1, 9.6.3 and 9.6.6 hold. Denote
R
def
= sup
x∈Rd
{
‖x− x∗‖ : F (x) ≤ F (x0)
}
, (9.9)
and suppose that R < +∞. Then, for every k ≥ 1 we have
E
[
F (xk)
]− F ∗ ≤ d− τ
τ
· 4.5LR
2
k
+
(
d
τ
)2
· 9MR
3
k2
+
F (x0)− F ∗
1 + 1
4
(
τ
d
k
)3 . (9.10)
Note that convergence rate of the minibatch version5 of first-order CD is O( d
τ
LR2
k
)
.
At the same time, (global) convergence rate of cubically regularized Newton method is
O(MR3
k2
)
. Therefore, Theorem 9.6.8 shows that the global rate of SSCN well interpolates
between the two extremes, depending on the sample size τ we choose.
Remark 13. According to estimate (9.10), in order to have E
[
F (xk)
] − F ∗ ≤ ε, it is
enough to perform
k = O
(
d− τ
τ
LR2
ε
+
d
τ
√
MR3
ε
+
d
τ
(
F (x0)− F ∗
ε
)1/3)
iterations of SSCN.
Next, we move to the strongly convex case.
Assumption 9.6.9. Function f is µ-strongly convex, i.e. ∇2f(x)  µId for all x ∈ Rd.
Remark 14. Strong convexity of the objective (assumed for Theorem 9.6.10 later) im-
plies: R < +∞. Furthermore, due to monotonicity of the sequence {F (xk)}k≥0 (see
Remark 12), we have ‖xk − x∗‖ ≤ R for all k. Therefore, it is sufficient to require Lips-
chitzness of gradients over the sublevel set, which holds with L = λmax(∇2f(x∗)) +MR.
As both extremes cubic regularized Newton (where S = Id always) and (first-order)
CD (S = ei for randomly chosen i) enjoy (global) linear rate under strong convexity, linear
convergence of SSCN is expected as well. At the same time, the leading complexity term
should be in between the two extremes. Such a result is established as Theorem 9.6.10.
Theorem 9.6.10. Let Assumptions 9.3.1, 9.6.1, 9.6.6 and 9.6.9 hold. Then, E
[
F (xk)
]−
F ∗ ≤ ε, as long as the number of iterations of SSCN is
k = O
((
d− τ
τ
L
µ
+
d
τ
√
MR
µ
+
d
τ
)
· log F (x
0)− F ∗
ε
)
.
Indeed, if S = Id with probability 1 and MR ≥ µ, the leading complexity term
becomes
√
MR
µ
log 1
ε
which corresponds to the global complexity of cubically regularized
Newton for minimizing strongly convex functions [156]. On the other side of the spectrum
5Sampling τ coordinates at a time for objectives with L-Lipschitz gradients.
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if S = ei with probability
1
d
, the leading complexity term becomes dL
µ
log 1
ε
, which again
corresponds to convergence rate of CD [152]. Lastly, if 1 < τ < d, the global linear rate
interpolates the rates mentioned above.
Remark 15. Proof of Theorem 9.6.10 only uses the following consequence of strong con-
vexity:
µ
2
‖x− x∗‖2 ≤ F (x)− F ∗, x ∈ Rd (9.11)
and thus the conditions of Theorem 9.6.10 might be slightly relaxed.6 For detailed com-
parison of various relaxations of strong convexity, see [91].
9.7 Local convergence
Throughout this section, assume that ψ = 0. We first present the key descent lemma,
which will be used to obtain local rates. Let HS(x)
def
= ∇2Sf(x) +
√
MS
2
‖∇Sf(x)‖ 12 Iτ(S).
Lemma 9.7.1.
f(xk)− f(xk+1) ≥ 1
2
‖∇Sf(xk)‖2H−1(xk). (9.12)
Before stating the convergence theorem, it will be suitable to define the stochastic
condition number of H∗
def
= ∇2f(x∗):
ζ
def
= λmin
(
H
1
2∗E
[
S
(
S>H∗S
)−1
S>
]
H
1
2∗
)
, (9.13)
as it will drive the local convergence rate of SSCN.
Theorem 9.7.2 (Local Convergence). Let Assumptions 9.3.1, 9.6.9 hold, and suppose
that ψ = 0. For any ε > 0 there exists δ > 0 such that if F (x0)− F ∗ ≤ δ, we have
E
[
F (xk)− F ∗] ≤ (1− (1− ε)ζ)k (F (x0)− F ∗) (9.14)
and therefore the local complexity of SSCN is O (ζ−1 log 1
ε
)
. If further M = 0 (i.e. f is
quadratic), then ε = 0 and δ =∞, and thus the rate is global.
The proof of Theorem 9.7.2 along with the exact formulas for ε, δ can be found in
Section I.3 of the Appendix.
Theorem 9.7.2 provides a local linear convergence rate of SSCN. While one might
expect a superlinear rate to be achievable, this is not the case, and we argue that the rate
from Theorem 9.7.2 is the best one can hope for.
In particular, if M = 0, Algorithm 21 becomes subspace descent for minimizing positive
definite quadratic which is a specific instance of sketch-and-project [61]. However, sketch-
and-project only converges linearly – the iteration complexity of sketch-and-project to
minimize (x− x∗)>A(x− x∗) with A  0 is
O
((
A
1
2E
[
S
(
S>AS
)−1
S>
]
A
1
2
)−1
log
1
ε
)
.
6However, this relaxation is not sufficient to obtain the local convergence results.
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Notice that this rate is matched by Theorem 9.7.2 in this case.
Next, we compare the local rate of SSCN to the rate of SDNA [168]. To best of
our knowledge, SDNA requires the least oracle calls to minimize f among all first-order
non-accelerated methods.
Remark 16. SDNA is a first-order analogue to Algorithm 21 with S = Id(:,S). In particular,
given matrix L such that L  ∇2f(x)  0 for all x, the update rule of SDNA is
x+ = x− S (S>LS)−1∇Sf(x),
where S = Id(:,S) for a random subset of columns S. SDNA enjoys linear convergence rate
with leading complexity term
(
µλmin
(
E
[
S(S>LS)−1S>
]))−1
. The leading complexity
term of SSCN is ζ−1, and we can bound
ζ ≥ λmin (H∗)λmin
(
E
[
S
(
S>H∗S
)−1
S>
])
≥ µλmin
(
E
[
S
(
S>LS
)−1
S>
])
.
Hence, the local rate of SSCN is no worse than the rate of SDNA. Furthermore, both
of the above inequalities might be very loose in some cases (i.e., there are examples
where ζ
µλminE[S(LS)−1S>]
can be arbitrarily high). Therefore, local convergence rate of
SSCN might be arbitrarily better than the convergence rate of SDNA. As a consequence,
the local convergence of SSCN is better than convergence rate of any non-accelerated
first-order method.7.
Lastly, the local convergence rate provided by Theorem 9.7.2 recovers the superlinear
rate of cubic regularized Newton’s method, as the next remark states.
Remark 17. If S = Id with probability 1, Algorithm 21 becomes cubic regularized Newton
method [68, 156]. For H∗
def
= ∇2f(x∗) we have
ζ = λmin
(
H
1
2∗H−1∗ H
1
2∗
)
= λmin(I
d) = 1.
As a consequence of Theorem 9.7.2, for any ε > 0 there exists δ > 0 such that if
F (x)− F (x∗) ≤ δ, we have
F (x+)− F (x∗) ≤ ε(F (x)− F (x∗)).
Therefore, we obtain a superlinear convergence rate.
7The rate of SSCN and rate of accelerated subspace descent methods are not directly comparable
– while the (local) rate of SSCN might be better than rate of ACD, the reverse might happen as well.
However, both ACD and SSCN are faster than non-accelerated subspace descent.
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9.8 Applications
9.8.1 Linear models
Consider only S = Id(:,S) for simplicity. Let
F (x)
def
=
1
n
n∑
i=1
φi(〈ai, x〉) + ψ(x), (9.15)
and f(x)
def
= 1
n
∑n
i=1 φi(〈ai, x〉) and suppose that |∇3φi(y)| ≤ c. Then clearly, for any
h ∈ Rd, we have
∇3f(x)[h]3 = 1
n
n∑
i=1
∇3φi(〈ai, x〉)〈ai, h〉3.
While evaluating
E
def
= max
‖h‖=1,x
∇3f(x)[h]3
is infeasible, we might bound it instead via
E ≤ max
‖h‖=1
c
n
n∑
i=1
|〈ai, h〉|3 ≤ c
n
n∑
i=1
‖ai‖3, (9.16)
which means that M = c
n
∑n
i=1 ‖ai‖3 is a feasible choice. On the other hand, for S = {j}
we have
max
‖hj‖=1,x
∇3f(x)[hj]3 = max
x
∇3f(x)[ej]3 ≤ c
n
n∑
i=1
|aij|3
and thus we might set Mj =
c
n
∑n
i=1 |aij|3. The next lemma compares the above choices
of M and Mj.
Lemma 9.8.1. We have M ≥ maxjMj. At the same time, there exist vectors ai that
maxjMj =
M
d
3
2
.
Proof. The first part is trivial. For the second part, consider ai,j ∈ {−1, 1}.
Remark 18. One might avoid the last inequality from (9.16) using polynomial optimization;
however, this might be more expensive than solving the original optimization problem and
thus is not preferable. Another strategy would be to use a line search, see Section 9.4.1.
Both the formula for M and the formula for Mj require the prior knowledge of c ≥ 0
such that |∇3φi(y)| ≤ c for all i. The next Lemma shows how to compute such c for the
logistic regression (binary classification model).
Lemma 9.8.2. Let φi(y) = log(1 + e−biy), bi ∈ {−1, 1}. Then c = 16√3 .
Proof. ∇3φi(y) = − ex(ex−1)(1+ex)3 ⇒ |∇3φi(y)| ≤ 16√3 .
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Cost of performing a single iteration For the sake of simplicity, let τ(S) = 1,
ψ ≡ 0. Any CD method (i.e. method with update rule (9.2) with S ∈ {e1, . . . , ed})
can be efficiently implemented by memorizing the residuals 〈ai, xk〉, which is cheap to
track since xk+1 − xk is a sparse vector. The overall cost of updating the residuals is
O(n) while the cost of computing ∇if(x) and ∇2i,if(x) (given the residuals are stored) is
O(n). Therefore the overall cost of performing a single iteration is O(n). Generalizing to
τ(S) = τ ≥ 1, the overall cost of single iteration of SSCN can be estimated asO(nτ 2+τ 3),
where O(nτ 2) comes from evaluating subspace gradient and Hessian, while O(τ 3) comes
from solving the cubic subproblem.
9.8.2 Dual of linear models
So far, all results and applications for SSCN we mentioned were problems with large model
size d. In this section we describe how SSCN can be efficient to tackle big data problems
in some settings. Let A ∈ Rn×d is data matrix and consider a specific instance of (9.15)
where
min
x∈Rd
{
FP (x)
def
=
1
d
n∑
i=1
ρi(A(:,i)x) +
λ
2
‖x‖2
}
. (9.17)
where ρi is convex for all i. One can now formulate a dual problem of (9.17) as follows:
max
y∈Rn
{
FD(y)
def
= − 1
2λn2
∥∥A>y∥∥2 − 1
n
n∑
i=1
ρ∗i (e
>
i x)
}
. (9.18)
Note that (9.18) is of form (9.15), and therefore if ρ∗i has Lipschitz Hessian, we can
apply SSCN to efficiently solve it (same as Section 9.8.1). Given the solution of (9.18),
we can recover the solution of (9.17) (duality theory). Thus, SSCN can be used as a
data-stochastic method to solve finite-sum optimization problems.
The trick described in this section is rather well known. It was first used in [191],
where CD applied to the problem (9.18) (SDCA) was shown to be competitive with the
variance reduced methods like SAG [182], SVRG [88] or SAGA [37].
9.9 Experiments
We now numerically verify our theoretical claims. We consider two different objectives:
logistic regression (Section 9.9.1) and log-sum-exp (Section 9.9.2).
9.9.1 Logistic regression
Regularized logistic regression is a machine learning model for binary classification. Given
data matrix A ∈ Rn×d, labels b ∈ {−1, 1}n and regularization parameter λ ∈ R+, the
training corresponds to solving the following optimization problem
f(x) =
1
n
n∑
i=1
log (1 + exp (Ai,:x · bi)) + λ
2
‖x‖2.
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In the first experiment, we compare SSCN to first-order coordinate descent (CD) on
LIBSVM [23]. We consider three different instances of CD: CD with uniform sampling, CD
with importance sampling [152], and accelerated CD with importance sampling [7, 158].
In order to be comparable with the mentioned first-order methods, we consider S ∈
{e1, . . . , ed} with probability 1 – the complexity of performing each iteration is about the
same for each algorithm now. At the same time, computing Mei for all 1 ≤ i ≤ d is
of cost O(nd) – the same cost as computing coordinate-wise smoothness constants for
(accelerated) CD (see Section 9.8.1 for the details). Figure 9.1 shows the result for non-
normalized data, while Figure 9.2 shows the results for normalized data (thus importance
sampling is identical to uniform).
In all examples, SSCN outperformed CD with uniform sampling. Moreover, the per-
formance of SSCN was always either about the same or significantly better to CD with
importance sampling. Furthermore, SSCN was also competitive to accelerated CD with
importance sampling (in about half of the cases, SSCN was better, while in the other half,
ACD was better).
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Figure 9.1: Comparison of CD with uniform sampling, CD with importance sampling,
accelerated CD with importance sampling and SSCN (Algorithm 21) with uniform sampling
on LibSVM datasets.
In the second experiment, we compare methods with τ > 1: SSCN and SDNA [168]
(analogous first-order method). Again, we consider the logistic regression problem on
LIBSVM data. We consider τ ∈ {1, 5, 25}. In all cases, we sample uniformly – every
subset of size τ have equal chance to be chosen at every iteration (independent of the
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Figure 9.2: Comparison of coordinate descent, accelerated coordinate descent and SSCN
(all with uniform sampling) on LibSVM datasets. In each case we have normalized the
data matrix to have identical norms of all columns.
past).
There is, however, one tricky part in terms of implementation. While we can evaluate
and store Mei (i ≤ d) cheaply for linear models, this is not the case for evaluating/storing
MS (at least we do not know how to do it efficiently). Therefore, we use MS = M for
|S| > 1 for SSCN. Figure 9.3 shows the result. As expected, SSCN has outperformed SDNA.
9.9.2 Log-sum-exp
In this section, let us consider unconstrained minimization of the following Log-sum-exp
function
f(x) = σ log
(
m∑
i=1
exp
(〈ai, x〉 − bi
σ
))
, x ∈ Rd,
where σ > 0 is a smoothing parameter, while ai ∈ Rn, 1 ≤ i ≤ m and b ∈ Rm are given
data. This function has both Lipschitz continuous gradient and Lipschitz continuous
Hessian (see Example 1 in [42]).
In our experiments, we first generate randomly elements of {a˜i}mi=1 and b from uniform
187
0 20 40 60 80 100
Data passes
10 14
10 12
10 10
10 8
10 6
10 4
10 2
100
Re
la
tiv
e 
su
bo
pt
im
al
ity
Dataset: w1a
CD_1
SSCN_1
SDNA_5
SSCN_5
SDNA_25
SSCN_25
0 20 40 60 80 100 120
Data passes
10 4
10 3
10 2
10 1
100
Re
la
tiv
e 
su
bo
pt
im
al
ity
Dataset: a1a
CD_1
SSCN_1
SDNA_5
SSCN_5
SDNA_25
SSCN_25
0 20 40 60 80 100
Data passes
10 14
10 12
10 10
10 8
10 6
10 4
10 2
100
Re
la
tiv
e 
su
bo
pt
im
al
ity
Dataset: mushrooms
CD_1
SSCN_1
SDNA_5
SSCN_5
SDNA_25
SSCN_25
0 20 40 60 80 100
Data passes
10 14
10 12
10 10
10 8
10 6
10 4
10 2
100
Re
la
tiv
e 
su
bo
pt
im
al
ity
Dataset: phishing
CD_1
SSCN_1
SDNA_5
SSCN_5
SDNA_25
SSCN_25
0 20 40 60 80 100
Data passes
10 14
10 12
10 10
10 8
10 6
10 4
10 2
100
Re
la
tiv
e 
su
bo
pt
im
al
ity
Dataset: madelon
CD_1
SSCN_1
SDNA_5
SSCN_5
SDNA_25
SSCN_25
0 5 10 15 20 25
Data passes
10 14
10 12
10 10
10 8
10 6
10 4
10 2
100
Re
la
tiv
e 
su
bo
pt
im
al
ity
Dataset: duke
CD_1
SSCN_1
SDNA_5
SSCN_5
SDNA_25
SSCN_25
0 10 20 30 40 50
Data passes
10 14
10 12
10 10
10 8
10 6
10 4
10 2
100
Re
la
tiv
e 
su
bo
pt
im
al
ity
Dataset: gisette_scale
CD_1
SSCN_1
SDNA_5
SSCN_5
SDNA_25
SSCN_25
0 20 40 60 80 100 120
Data passes
10 4
10 3
10 2
10 1
100
Re
la
tiv
e 
su
bo
pt
im
al
ity
Dataset: a9a
CD_1
SSCN_1
SDNA_5
SSCN_5
SDNA_25
SSCN_25
0 20 40 60 80 100
Data passes
10 14
10 12
10 10
10 8
10 6
10 4
10 2
100
Re
la
tiv
e 
su
bo
pt
im
al
ity
Dataset: w8a
CD_1
SSCN_1
SDNA_5
SSCN_5
SDNA_25
SSCN_25
Figure 9.3: SSCN vs. SDNA on LibSVM datasets. All algorithms with uniform sampling.
distribution on [−1, 1]. Then, we form an auxiliary function
f˜(x)
def
= σ log
(
m∑
i=1
exp
(〈a˜i, x〉 − bi
σ
))
,
using these parameters, and set
ai
def
= a˜i −∇f˜(0), 1 ≤ i ≤ m.
Thus, we essentially obtain the optimum x∗ of f in the origin, since ∇f(0) = 0. We use
x0
def
= e (vector of all ones) as a starting point, and always set m
def
= 6d.
For this problem, we compare the performance of SSCN with the first-order Coordinate
Descent (CD), using uniform samples of coordinates S ⊆ [d] of a fixed size τ = |S|.
Note, that keeping scalar products {〈ai, xk〉}mi=1 precomputed for a current point xk,
we are able to compute the partial gradient ∇Sf(xk) in time O(τm) and the partial
Hessian ∇2Sf(xk) in time O(τ 2m). To find the next direction hk of SSCN (solving the
Cubic subproblem), we call Nonlinear Conjugate Gradient method, and use the following
condition as a stopping criterion:
‖∇hTS(xk;hk)‖ ≤ 10−4,
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where TS(x
k;h)
def
= 〈∇Sf(xk), h〉+ 12〈∇2Sf(xk)h, h〉+ Mk6 ‖Sh‖3 is the Cubic model, and
Mk ≥ 0 is a regularization constant.
For both methods, we use one-dimensional search at every iteration, to fit the corre-
sponding parameter:
1. For the Coordinate Descent, we find Lk such that f(x
k)−f(xk+1) ≥ 1
2Lk
‖∇Sf(xk)‖2,
where xk+1 is the next point of the method: xk+1 = xk + 1
Lk
S∇Sf(xk).
2. For SSCN, we find Mk such that (9.6) is satisfied, i.e. f(x
k)−f(xk+1) ≥ −TS(xk, hk).
Therefore, we need to evaluate the function value inside the procedure, which is not very
expensive.
The results are shown on Figures 9.4,9.5, for d = 500 and 1000 respectively8. We
see, that SSCN outperforms CD significantly in terms of the iteration rate. For SSCN
with a medium batchsize τ , we may obtain the best performance in terms of the total
computational time.
9.10 Conclusion
In this chapter, we have introduced SSCN, which is both a subspace version cubically-
regularized Newton method [156], and a second-order enhancement of stochastic subspace
descent [109]. The algorithm enjoys the global convergence to the optimum along with
the fast local rates. We believe our method opens up several new avenues for the future
research which we list next.
Acceleration. We believe it would be valuable to incorporate Nesterov’s momentum
into Algorithm 21. Ideally, one would like to get the global rate in between convergence
rate of accelerated cubic regularized Newton [151] and accelerated CD [7, 158]. On the
other hand, the local rate (for strongly convex objectives) should recover accelerated
sketch-and-project [207, 58]. If accelerated sketch-and-project is optimal (this is yet to
be established), then accelerated SSCN (again, given that it recovers accelerated sketch-
and-project) would be a locally optimal algorithm as well.
Non-separable ψ. As mentioned in Section 9.6.1, one should not hope for linear con-
vergence of SSCN if ψ is not separable, as the iterates can “jump” away from the optimum
in such case. This issue has been resolved for first-order methods using control variates in
Chapter 3 via SEGA algorithm. Therefore, the development of second-order SEGA remains
an interesting open problem.
Inexact method. SSCN is applicable in the setup, where function f is accessible via
zeroth-order oracle only. In such a case, for any S ∈ Rτ×d we can estimate ∇Sf(x)
and ∇2Sf(x) using O(τ 2) function value evaluations. However, since both ∇Sf(x) and
∇2Sf(x) are only evaluated inexactly, a slight modification of our theory is required.
8Clock time was evaluated using the machine with Intel Core i7-8700 CPU, 3.20GHz; 16 GB RAM.
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Figure 9.4: SSCN and Coordinate Descent (CD) methods, minimizing Log-Sum-Exp func-
tion, d = 500.
Non-uniform sampling. Note that our local theory allows for arbitrary non-uniform
distribution of S, which might be potentially exploited. While developing optimal and
implementable importance sampling for the local convergence is beyond the scope of this
work,9 we sketch several possible sampling strategies that might yield faster convergence.10
• Let P(S ∈ {e1, e2, . . . , ed}) = 1. If we evaluate the diagonal of the Hessian close to
optimum (cost O(nd) for linear models) and sample proportionally to it, we obtain
local linear rate with leading complexity term
Tr(∇2f(x∗))
λmin∇2f(x∗) .
• It is unclear how to design an efficient importance sampling for minibatch (i.e.
1 < E [τ(S)] < d) methods. Determinantal point processes (DPP) [180, 144] were
9As this is still an open problem even for sketch-and-project [61].
10This only applies to the local results as the global convergence requires some uniformity; see As-
sumption 9.6.1.
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Figure 9.5: SSCN and Coordinate Descent (CD) methods, minimizing Log-Sum-Exp func-
tion, d = 1000.
proposed to speed up SDNA from [168] (i.e., analogous CD with static matrix upper
bound) – we thus believe they might be applicable on our setting too. However,
in such a case, one would need to evaluate the whole Hessian close to optimum,
which is infeasible for applications where d is large.
• It is known that SDNA (see related literature) is faster than minibatch CD under
the ESO assumption [166, 167]. Therefore, we might instead apply minibatch im-
portance sampling for ESO assumption from [78] (which corresponds to optimizing
the upper bound on iteration complexity). Using the mentioned sampling, we only
require evaluating the diagonal of Hessian at some point close to optimum, which is
of the same cost as computing the full gradient for linear models – thus is feasible.
• It is a natural question to ask whether one can speed up the convergence using
greedy rule instead of random one. For standard CD, greedy rule was shown to have
a superior iteration complexity to any randomized rule [161, 93]. For simplicity,
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consider case where P(S ∈ {e1, e2, . . . , ed}) = 1. Far from the optimum, (ap-
proximate) greedy rule at iteration k chooses index i = arg maxj |∇jf(xk)| 32M−
1
2
ej .
Close to optimum, if a diagonal of a Hessian was evaluated, (approximate) greedy
index would be arg maxj |∇jf(xk)|2∇j,jf(x)−1. For linear models, both of the
mentioned cases are implementable using the efficient neirest neighbour search [41]
with sublinear complexity in terms of d.
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Chapter 10
Accelerated Stochastic Matrix Inversion: General Theory and
Speeding up BFGS Rules for Faster Second-Order Optimization
A new wave of second-order stochastic methods are being developed nowadays with the
aim of solving large scale optimization problems. In particular, many of these new methods
are often based on stochastic BFGS updates [186, 210, 140, 142, 16, 32, 11]. Another
approach to scaling up second-order methods is to use randomized sketching to reduce
the dimension, and hence the complexity of the Hessian and the updates involving the
Hessian [163, 219], or subsampled Hessian matrices when the objective function is a sum
of many loss functions [15, 10, 1, 218].
In this chapter we develop a new stochastic accelerated BFGS update that can form the
backbone of new stochastic quasi-Newton methods. Since the BFGS update mechanism
which we improve upon is as an optimization routine on its own, this chapter tackles
two different objectives in two different domains at the same time. For this reason, the
notation will be slightly inconsistent with respect to the rest of the thesis. Specifically,
our high-level goal is to minimize smooth function f in variable w:
min
w∈Rd
f(w), (10.1)
while the mentioned BFGS subroutine is (as we shall see) a quadratic objective in matrix
variable X (or x in the vectorized form). Given the (admittedly inconsitent) notation is
explained, let us properly motivate our work.
The starting point for developing second-order methods is arguably Newton’s method,
which performs the iterative process
wk+1 = wk − (∇2f(wk))−1∇f(wk), (10.2)
where ∇2f(wk) and ∇f(wk) are the Hessian and gradient of f , respectively. However, it
is inefficient for solving large scale problems as it requires the computation of the Hessian
and then solving a linear system at each iteration. Several methods have been developed
to address this issue, based on the idea of approximating the exact update.
Quasi-Newton methods, in particular BFGS [14, 51, 53, 195], have been the leading
optimization algorithm in various fields since the late 60’s until the rise of big data,
which brought a need for simpler first-order algorithms. It is well known that Nesterov’s
acceleration [149] is a reliable way to speed up first-order methods. However until now,
acceleration techniques have been applied exclusively to speeding up gradient updates. In
this chapter we present an accelerated BFGS algorithm, opening up new applications for
acceleration. The acceleration in fact comes from an accelerated algorithm for inverting
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the Hessian matrix.
To be more specific, recall that quasi-Newton rules aim to maintain an estimate of
the inverse Hessian Xk, adjusting it every iteration so that the inverse Hessian acts
appropriately in a particular direction, while enforcing symmetry:
Xk(∇f(wk)−∇f(wk−1)) = wk − wk−1, Xk = X>k . (10.3)
A notable research direction is the development of stochastic quasi-Newton meth-
ods [64], where the estimated inverse is equal to the true inverse over a subspace:
Xk∇2f(wk)Sk = Sk, Xk = X>k , (10.4)
where Sk ∈ Rd×τ is a randomly generated matrix.
In fact, (10.4) can be seen as the so called sketch-and-project iteration for inverting
∇2f(wk). In this chapter we first develop the accelerated algorithm for inverting positive
definite matrices. As a direct application, our algorithm can be used as a primitive in quasi-
Newton methods which results in a novel accelerated (stochastic) quasi-Newton method
of the type (10.4). In addition, our acceleration technique can also be incorporated
in the classical (non stochastic) BFGS method. This results in the accelerated BFGS
method. Whereas the matrix inversion contribution is accompanied by strong theoretical
justifications, this does not apply to the latter. Rather, we verify the effectiveness of this
new accelerated BFGS method through numerical experiments.
10.1 Sketch-and-project for linear systems
Our accelerated algorithm can be applied to more general tasks than only inverting ma-
trices. In its most general form, it can be seen as an accelerated version of a sketch-
and-project method in Euclidean spaces which we present now. Consider a linear system
Ax = b such that b ∈ Range (A). One step of the sketch-and-project algorithm reads
as:
xk+1 = arg min
x
‖xk − x‖2B subject to S>k Ax = S>k b, (10.5)
where ‖x‖2B = 〈Bx, x〉 for some B  0 and Sk is a random sketching matrix sampled
i.i.d at each iteration from a fixed distribution.
Randomized Kaczmarz [89, 203] was the first algorithm of this type. In [61], this
sketch-and-project algorithm was analyzed in its full generality. Note that the dual prob-
lem of (10.5) takes the form of a quadratic minimization problem [62], and randomized
methods such as coordinate descent [152, 215], random pursuit [197, 200] or stochastic
dual ascent [62] can thus also be captured as special instances of this method. Richta´rik
and Taka´cˇ [176] adopt a new point of view through a theory of stochastic reformulations
of linear systems. In addition, they consider the addition of a relaxation parameter, as well
as mini-batch and accelerated variants. Acceleration was only achieved for the expected
iterates, and not in the L2 sense as we do here. We refer to Richta´rik and Taka´cˇ [176] for
interpretation of sketch-and-project as stochastic gradient descent, stochastic Newton,
stochastic proximal point method, and stochastic fixed point method.
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Gower [64] observed that the procedure (10.5) can also be applied to find the inverse
of a matrix. Assume the optimization variable itself is a matrix, x = X, b = I, the
identity matrix, then sketch-and-project converges (under mild assumptions) to a solution
of AX = I. Even the symmetry constraint X = X> can be incorporated into the
sketch-and-project framework since it is a linear constraint.
There has been recent development in speeding up the sketch-and-project method us-
ing the idea of Nesterov’s acceleration [149]. In [125] an accelerated Kaczmarz algorithm
was presented for special sketches of rank one. Arbitrary sketches of rank one where
considered in [197], block sketches in [157] and recently, Tu and coathors [207] developed
acceleration for special sketching matrices, assuming the matrix A is square. This as-
sumption, along with any assumptions on A, was later dropped in [178]. Another notable
way to accelerate the sketch-and-project algorithm is by using momentum or stochastic
momentum [129].
We build on recent work of Richta´rik and Taka´cˇ [178] and further extend their analysis
by studying accelerated sketch-and-project in general Euclidean spaces. This allows us to
deduce the result for matrix inversion as a special case. However, there is one additional
caveat that has to be considered for the intended application in quasi-Newton methods:
ideally, all iterates of the algorithm should be symmetric positive definite matrices. This
is not the case in general, but we address this problem by constructing special sketch
operators that preserve symmetry and positive definiteness.
Our accelerated sketch-and-project algorithm for solving linear systems in Euclidean
spaces is developed and analyzed in Section 10.3, and is used later in Section 10.4 to
analyze an accelerated sketch-and-project algorithm for matrix inversion. The accelerated
sketch-and-project algorithm for matrix inversion is then used to accelerate the BFGS
update, which in turn leads to the development of an accelerated BFGS optimization
method. Lastly in Section 10.5, we perform numerical experiments to gain different
insights into the newly developed methods. Proofs of all results and additional insights
can be found in the appendix.
10.2 Contributions
We now present our main contributions.
• Accelerated Sketch and Project in Euclidean Spaces. We generalize the
analysis of an accelerated version of the sketch-and-project algorithm [178] to linear
operator systems in Euclidean spaces. We provide a self-contained convergence
analysis, recovering the original results in a more general setting.
• Faster Algorithms for Matrix Inversion. We develop an accelerated algorithm
for inverting positive definite matrices. This algorithm can be seen as a special
case of the accelerated sketch-and-project in Euclidean space, thus its convergence
follows from the main theorem. However, we also provide a different formulation of
the proof that is specialized to this setting. Similarly to [207], the performance of the
algorithm depends on two parameters θ and ν that capture spectral properties of the
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input matrix and the sketches that are used. Whilst for the non-accelerated sketch-
and-project algorithm for matrix inversion [64] the knowledge of these parameters
is not necessary, they need to be given as input to the accelerated scheme. When
employed with the correct choice of parameters, the accelerated algorithm is always
faster than the non-accelerated one. We also provide a theoretical rate for sub-
optimal parameters θ, ν, and we perform numerical experiments to argue the choice
of θ, ν in practice.
• Randomized Accelerated Quasi-Newton. The proposed iterative algorithm for
matrix inversion is designed in such a way that each iterate is a symmetric ma-
trix. This means, we can use the generated approximate solutions as estimators
for the inverse Hessian in quasi-Newton methods, which is a direct extension of
stochastic quasi-Newton methods. To the best of our knowledge, this yields the
first accelerated (stochastic) quasi-Newton method.
• Accelerated Quasi-Newton. In the standard BFGS method the updates to the
Hessian estimate are not chosen randomly, but deterministically. Based on the
intuition gained from the accelerated random method, we propose an accelerated
scheme for BFGS. The main idea is that we replace the random sketching of the Hes-
sian with a deterministic update. The theoretical convergence rates do not transfer
to this scheme, but we demonstrate by numerical experiments that it is possible to
choose a parameter combination which yields a slightly faster convergence. We be-
lieve that the novel idea of accelerating BFGS update is extremely valuable, as until
now, acceleration techniques were only considered to improve gradient updates.
10.3 Accelerated stochastic algorithm for matrix inversion
In this section we propose an accelerated randomized algorithm to solve linear systems
in Euclidean spaces. This is a very general problem class which comprises the matrix
inversion problem as well. Thus, we will use the result of this section later to analyze our
newly proposed matrix inversion algorithm, which we then use to estimate the inverse of
the Hessian within a quasi-Newton method.1
Let X and Y be finite dimensional Euclidean spaces and let A : X 7→ Y be a linear
operator. Let L(X ,Y) denote the space of linear operators that map from X to Y .
Consider the linear system
Ax = b, (10.6)
where x ∈ X and b ∈ Range (A) . Consequently there exists a solution to the equa-
tion (10.6). In particular, we aim to find the solution closest to a given initial point
x0 ∈ X :
x∗ def= arg min
x∈X
1
2
‖x− x0‖2 subject to Ax = b. (10.7)
1Quasi-Newton methods do not compute an exact matrix inverse, rather, they only compute an
incremental update. Thus, it suffices to apply one step of our proposed scheme per iteration. This will
be detailed in Section 10.4.
196
Using the pseudoinverse and Lemma J.8.8 item 6, the solution to (10.7) is given by
x∗ = x0 −A†(Ax0 − b) ∈ x0 + Range (A∗) , (10.8)
where A† and A∗ denote the pseudoinverse and the adjoint of A, respectively.
10.3.1 The algorithm
Let W be a Euclidean space and consider a random linear operator Sk ∈ L(Y ,W)
chosen from some distribution D over L(Y ,W) at iteration k. Our method is given
in Algorithm 22, where Zk ∈ L(X ) is a random linear operator given by the following
compositions
Zk = Z(Sk) def= A∗S∗k(SkAA∗S∗k)†SkA. (10.9)
The updates of variables gk and xk+1 on lines 8 and 9, respectively, correspond to what
is known as the sketch-and-project update:
xk+1 = arg min
x∈X
1
2
‖x− yk‖2 subject to SkAx = Skb, (10.10)
which can also be written as the following operation
xk+1 − x∗ = (I − Zk)(yk − x∗), (10.11)
where I is the identity operator. This follows from the fact that b ∈ Range (A), together
with item 1 of Lemma J.8.8. Furthermore, note that the adjoint A∗ and the pseudoinverse
in Algorithm 22 are taken with respect to the norm in (10.7).
Algorithm 22 Accelerated Sketch-and-Project for solving (10.10) [178]
1: Parameters: θ, ν > 0, D = distribution over random linear operators.
2: Choose x0 ∈ X and set v0 = x0, β = 1−
√
θ
ν
, γ =
√
1
θν
, η = 1
1+γν
.
3: for k = 0, 1, 2, . . . do
4: yk = ηvk + (1− η)xk
5: Sample an independent copy Sk ∼ D
6: gk = A∗S∗k(SkAA∗S∗k)†Sk(Ayk − b) = Zk(yk − x∗)
7: xk+1 = yk − gk
8: vk+1 = βvk + (1− β)yk − γgk
9: end for
Algorithm 22 was first proposed and analyzed by Richta´rik and Taka´cˇ [178] for the
special case when X = Rd and Y = Rm. Our contribution here is in extending the
algorithm and analysis to the more abstract setting of Euclidean spaces. In addition, we
provide some further extensions of this method in Sections J.3 and J.4, allowing for a
non-unit stepsize and variable η, respectively.
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10.3.2 Key assumptions and quantities
Denote Z = Z(S) for S ∼ D. Assume that the exactness property holds
Null (A) = Null (E [Z]) ; (10.12)
this is also equivalent to Range (A∗) = Range (E [Z]). The exactness assumption is
of key importance in the sketch-and-project framework, and indeed it is not very strong.
For example, it holds for the matrix inversion problem with every sketching strategy we
consider. We further assume that A 6= 0 and E [Z] is finite. First we collect a few
observation on the Z operator
Lemma 10.3.1. The Z operator (10.9) is a self-adjoint positive projection. Consequently
E [Z] is a self-adjoint positive operator.
The two parameters that govern the acceleration are
θ
def
= inf
x∈Range(A∗)
〈E [Z]x, x〉
〈x, x〉 , ν
def
= sup
x∈Range(A∗)
〈
E
[
ZE [Z]†Z
]
x, x
〉
〈E [Z]x, x〉 . (10.13)
The supremum in the definition of ν is well defined due to the exactness assumption
together with A 6= 0.
Lemma 10.3.2. We have
1 ≤ ν ≤ 1
θ
=
∥∥∥E [Z]†∥∥∥ . (10.14)
Moreover, if Range (A∗) = X , we have
Rank (A∗)
E [Rank (Z)] ≤ ν. (10.15)
10.3.3 Convergence and change of the norm
For a positive self-adjoint G ∈ L(X ) and x ∈ X let ‖x‖G def=
√〈x, x〉G def= √〈Gx, x〉. We
now informally state the convergence rate of Algorithm 22. Theorem 10.3.3 generalizes
the main theorem from [178] to linear systems in Euclidean spaces.
Theorem 10.3.3. Let xk, vk be the random iterates of Algorithm 22. Then
E
[
‖vk − x∗‖2E[Z]† +
1
θ
‖xk − x∗‖2
]
≤
(
1−
√
θ
ν
)k
E
[
‖v0 − x∗‖2E[Z]† +
1
θ
‖x0 − x∗‖2
]
.
This theorem shows the accelerated Sketch-and-Project algorithm converges linearly
with a rate of
(
1−
√
θ
ν
)
, which translates to a total of O(
√
ν/θ log (1/)) iterations to
bring the given error in Theorem 10.3.3 below  > 0. This is in contrast with the non-
accelerated Sketch-and-Project algorithm which requires O((1/θ) log (1/)) iterations, as
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shown in [61] for solving linear systems. From (10.14), we have the bounds 1/
√
θ ≤√
ν/θ ≤ 1/θ. On one extreme, this inequality shows that the iteration complexity of the
accelerated algorithm is at least as good as its non-accelerated counterpart. On the other
extreme, the accelerated algorithm might require as little as the square root of the number
of iterations of its non-accelerated counterpart. Since the cost of a single iteration of the
accelerated algorithm is of the same order as the non-accelerated algorithm, this theorem
shows that acceleration can offer a significant speed-up, which is verified numerically
in Section 10.5. It is also possible to get the convergence rate of accelerated sketch-
and-project where projections are taken with respect to a different weighted norm. For
technical details, see Section J.1.4 of the Appendix.
10.3.4 Coordinate sketches with convenient probabilities
Let us consider a simple example in the setting for Algorithm 22 where we can understand
parameters θ, ν. In particular, consider a linear system Ax = b in Rd where A is symmetric
positive definite.
Corollary 10.3.4. Choose B = A and S = ei with probability proportional to Ai,i. Then
θ =
λmin(A)
Tr (A)
=: θP and ν =
Tr (A)
mini Ai,i
=: νP (10.16)
and therefore the convergence rate given in Theorem 10.3.3 for the accelerated algorithm
is (
1−
√
θ
ν
)k
=
(
1−
√
λmin(A) mini Ai,i
Tr (A)
)k
. (10.17)
Rate (10.17) of our accelerated method is to be contrasted with the rate of the
non-accelerated method: (1 − θ)k = (1 − λmin(A)/Tr (A)))k. Clearly, we gain from
acceleration if the smallest diagonal element of A is significantly larger than the smallest
eigenvalue.
In fact, parameters θP , νP above are the correct choice for the matrix inversion algo-
rithm, when symmetry is not enforced, as we shall see later. Unfortunately, we are not able
to estimate the parameters while enforcing symmetry for different sketching strategies.
We dedicate a section in numerical experiments to test, if the parameter selection (10.16)
performs well under enforced symmetry and different sketching strategies, and also how
one might safely choose θ, ν in practice.
10.4 Accelerated stochastic BFGS update
The update of the inverse Hessian used in quasi-Newton methods (e.g., in BFGS) can be
seen as a sketch-and-project update applied to the linear system AX = I, while X = X>
is enforced, and where A denotes and approximation of the Hessian. In this section, we
present an accelerated version of these updates. We provide two different proofs: one
based on Theorem 10.3.3 and one based on vectorization. By mimicking the updates of
the accelerated stochastic BFGS method for inverting matrices, we determine a heuristic for
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accelerating the classic deterministic BFGS update. We then incorporate this acceleration
into the classic BFGS optimization method and show that the resulting algorithm can offer
a speed-up of the standard BFGS algorithm.
10.4.1 The AMI algorithm
Consider the symmetric positive definite matrix A ∈ Rd×d and the following projection
problem
A−1 = arg min
X
‖X‖2F (A) subject to AX = I, X = X>, (10.18)
where ‖X‖F (A) def= Tr
(
AX>AX
)
=
∥∥A1/2XA1/2∥∥2
F
. This projection problem can be
cast as an instantiation of the general projection problem (10.7). Indeed, we need only
note that the constraint in (10.18) is linear and equivalent to A(X)
def
=
(
AX
X−X>
)
= ( I0 ) .
The matrix inversion problem can be efficiently solved using sketch-and-project with a
symmetric sketch [64]. The symmetric sketch is given by SkA(X) =
(
S>k AX
X−X>
)
, where
Sk ∈ Rd×τ is a random matrix drawn from a distribution D and τ ∈ N. The resulting
sketch-and-project method is as follows
Xk+1 = arg min
X
‖X−Xk‖2F (A) subject to S>k AX = S>k , X = X>, (10.19)
the closed form solution of which is
Xk+1 = Sk(S
>
k ASk)
−1S>k +
(
I− Sk(S>k ASk)−1S>k A
)
Xk
(
I−ASk(S>k ASk)−1S>k
)
.
(10.20)
By observing that (10.20) is the sketch-and-project algorithm applied to a linear operator
equation, we have constructed an accelerated version in Algorithm 23. We can also apply
Theorem 10.3.3 to prove that Algorithm 23 is indeed accelerated.
Theorem 10.4.1. Let Lk
def
= ‖Vk −A−1‖2C + 1θ ‖Xk −A−1‖
2
F (A). The iterates of Algo-
rithm 23 satisfy
E [Lk+1] ≤
(
1−
√
θ
ν
)
E [Lk] , (10.21)
where ‖X‖2C = Tr
(
A1/2X>A1/2E [Z]†A1/2XA1/2
)
. Furthermore,
θ
def
= inf
X∈Rd×d
〈E [Z] X,X〉
〈X,X〉 = λmin(E [Z
′]), ν def= sup
X∈Rd×d
〈
E
[
ZE [Z]† Z
]
X,X
〉
〈E [Z] X,X〉 ,
(10.22)
where
Z′ def= I⊗ I− (I−P)⊗ (I−P), P def= A1/2S(S>AS)−1S>A1/2, (10.23)
and Z : X ∈ Rd×d → Rd×d is given by Z(X) = X− (I−P) X (I−P) = XP+PX(I−
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P). Moreover, 2λmin(E [P]) ≥ λmin(E [Z′]) ≥ λmin(E [P]).
Notice that preserving symmetry yields θ = λmin(E [Z′]) , which can be up to twice
as large as λmin(E [P]), which is the value of the θ parameter of the method without
preserving symmetry. This improved rate is new, and was not present in the algorithm’s
debut publication [64]. In terms of parameter estimation, once symmetry is not preserved,
we fall back onto the setting from Section 10.3.4. Unfortunately, we were not able to
quantify the effect of enforcing symmetry on the parameter ν.
Algorithm 23 AMI (Accelerated BFGS Matrix Inversion)
1: Parameters: θ, ν > 0, D = distribution over random linear operators.
2: Choose X0 ∈ X and set V0 = X0, β = 1−
√
θ
ν
, γ =
√
1
θν
, η = 1
1+γν
3: for k = 0, 1, 2, . . . do
4: Yk = ηVk + (1− η)Xk
5: Sample an independent copy S ∼ D
6: Xk+1 = Yk + (YkA− I)S(S>AS)−1S> − S(S>AS)−1S>AYk
7: +S(S>AS)−1S>AYkAS(S>AS)−1S>
8: Vk+1 = βVk + (1− β)Yk − γ(Yk −Xk+1)
9: end for
10.4.2 Vectorizing – a different insight
Define Vec : Rd×d → Rd2 to be a vectorization operator of column-wise stacking and
denote x
def
= Vec (X). It can be shown that the sketch-and-project operation for matrix
inversion (10.19) is equivalent to
xk+1 = arg min
x∈Rd2
‖x− xk‖2A⊗A
subject to (I⊗ S>k )(I⊗A)x = (I⊗ S>k )Vec (I) , Cx = 0,
where C is defined so that Cx = 0 if and only if X = X>. The above is a sketch-and-
project update for a linear system in Rd2 , which allows to obtain an alternative proof of
Theorem 10.4.1, without using our results from Euclidean spaces. The details are provided
in Section J.7.2 of the Appendix.
10.4.3 Accelerated BFGS as an optimization algorithm
As a tweak in the stochastic BFGS allows for a faster estimation of Hessian inverse and
therefore more accurate steps of the method, one might wonder if a equivalent tweak might
speed up the standard, deterministic BFGS algorithm for solving (10.1). The mentioned
tweaked version of standard BFGS is proposed as Algorithm 24. We do not state a
convergence theorem for this algorithm—due to the deterministic updates the analysis is
currently elusive—nor propose to use it as a default solver, but we rather introduce it as a
novel idea for accelerating optimization algorithms. We leave theoretical analysis for the
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future work. For now, we perform several numerical experiments, in order to understand
the potential and limitations of this new method.
Algorithm 24 BFGS method with accelerated BFGS update for solving (10.1)
1: Parameters: θ, ν > 0, stepsize α.
2: Choose X0 ∈ X , w0 and set V0 = X0, β = 1−
√
θ
ν
, γ =
√
1
θν
, η = 1
1+γν
.
3: for k = 0, 1, 2, . . . do
4: wk+1 = wk − αXk∇f(wk)
5: sk = wk+1 − wk, ζk = ∇f(wk+1)−∇f(wk)
6: Yk = ηVk + (1− η)Xk
7: Xk+1 =
δkδ
>
k
δ>k ζk
+
(
I− δkζ>k
δ>k ζk
)
Yk
(
I− ζkδ>k
δ>k ζk
)
8: Vk+1 = βVk + (1− β)Yk − γ(Yk −Xk+1)
9: end for
To better understand Algorithm 24, recall that the BFGS updates an estimate of the
inverse Hessian via
Xk+1 = arg min
X
‖X−Xk‖2F (A) subject to Xδk = ζk, X = X>, (10.24)
where δk = wk+1 − wk and ζk = ∇f(wk+1) − ∇f(wk). The above has the following
closed form solution Xk+1 =
δkδ
>
k
δ>k ζk
+
(
I− δkζ>k
δ>k ζk
)
Xk
(
I− ζkδ>k
δ>k ζk
)
. This update appears on
line 7 of Algorithm 24 with the difference being that it is applied to a matrix Yk.
10.5 Experiments
We perform extensive numerical experiments to bring additional insight to both the per-
formance of and to parameter selection for Algorithms 23 and 24. We first test our
accelerated matrix inversion algorithm, and subsequently perform experiments related to
Section 10.4.3.
10.5.1 Accelerated matrix inversion
We consider the problem of inverting a symmetric positive matrix A. We focus on a few
particular choices of matrices A (specified when describing each experiment), that differ
in their eigenvalue spectra. Three different sketching strategies are studied: Coordinate
sketches with convenient probabilities (S = ei with probability proportional to Ai,i),
coordinate sketches with uniform probabilities (S = ei with probability
1
n
) and Gaussian
sketches (S ∼ N (0, I)). As matrices to be inverted, we use both artificially generated
matrices with the access to the spectrum and also Hessians of ridge regression problems
from LibSVM.
We compare the speed of the accelerated method with pre-computed estimates of the
parameters θ, ν to the nonaccelerated method. The pre-computed estimates of θP , νP
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are set as per (10.16):
θP =
λmin(A)
Tr (A)
, νP =
Tr (A)
mini(Ai,i)
,
which is the optimal choice for coordinate sketches with convenient probabilities without
enforcing symmetry. In practice we might not have an access to λmin(A), thus we cannot
compute θP exactly. Therefore we also test sensitivity of the algorithm to the choice of
parameters, and we run some experiments where we only guess parameter θP .
Lastly, the tests are performed on both artificial examples and LibSVM [23] data.
We shall also explain the legend of plots: “a” indicates acceleration, “nsym” indicates
the algorithm without enforcing symmetry and “h” indicates the setting when νP is not
known, and a naive heuristic choice is casted.
The first experiment: synthetic and real-world data
Let us start with a simple experiment (Figure 10.1) to give a quick taste of the numerical
performance.
0 50 100
time (s)
10-20
10-15
10-10
10-5
100
r
e
s
id
ua
l
BFGS
nsymBFGS
BFGS-a
nsymBFGS-a
0 5 10 15 20
time (s)
10-20
10-15
10-10
10-5
100
r
e
s
id
ua
l
BFGS
nsymBFGS
BFGS-a
nsymBFGS-a
0 500 1000 1500 2000
time (s)
10-8
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
0 500 1000 1500 2000
time (s)
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
Figure 10.1: Accelerated matrix inversion on synthetic data. From left to right: (i) Eigen-
values of A ∈ R100×100 are 1, 103, 103, . . . , 103 and coordinate sketches with convenient
probabilities are used. (ii) Eigenvalues of A ∈ R100×100 are 1, 2, . . . , n and Gaussian
sketches are used. Label “nsym” indicates non-enforcing symmetry and “-a” indicates
acceleration. (iii) Epsilon dataset (n = 2000), coordinate sketches with uniform probabil-
ities. (iv) SVHN dataset (n = 3072), coordinate sketches with convenient probabilities.
Label “h” indicates that λmin was not precomputed, but θ was chosen as described in the
text.
The experiments suggest that once the parameters θ, ν are estimated exactly, we get
a speedup comparing to the nonaccelerated method; and the amount of speedup depends
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on the structure of A and the sketching strategy. We observe from Figure 10.1 that we
gain a great speedup for ill conditioned problems once the eigenvalues are concentrated
around the largest eigenvalue. We also observe from Figure 10.1 that enforcing symmetry
combines well with θ, ν computed by (10.16), which does not consider the symmetrya. On
top of that, choice of θ, ν per (10.16) seems to be robust to different sketching strategies,
and in worst case performs as fast as the nonaccelerated algorithm.
The second experiment: well understood artificial data
Let us consider inverting the matrix A = ηI + β11> for η > 0 and β ≥ − η
n
so as in this
case we have control over both θ and ν. This artificial example was considered in [207] for
solving linear systems. In particular, we show that for coordinate sketches with convenient
probabilities (which is indeed the same as uniform probabilities in this example), we have
θP
def
= λmin(E [P]) =
min (η, η + nβ)
n(η + β)
,
νP
def
= λmax
(
E
[
E [P]−
1
2 PE [P]−1 PE [P]−
1
2
])
= n.
Due to the fact that we do not have a theoretical justification of θ, ν for n > 2 when
enforcing symmetry, we set θ = θP and ν = νP for Gaussian sketches as well.
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Figure 10.2: Accelerated matrix inversion on synthetic data. Parameter choice: η =
1 + 10−1, β = −n−1, n = 100. From left to right we have: Coordinate sketch with
uniform (convenient) probabilities and Gaussian sketch respectively.
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Figure 10.3: Accelerated matrix inversion on synthetic data. Parameter choice: η =
1 + 10−3, β = −n−1, n = 100. From left to right we have: Coordinate sketch with
uniform (convenient) probabilities and Gaussian sketch respectively.
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Figure 10.4: Accelerated matrix inversion on synthetic data. Parameter choice: η =
1 + 10−5, β = −n−1, n = 100. From left to right we have: Coordinate sketch with
uniform (convenient) probabilities and Gaussian sketch, respectively.
As expected from the theory, as the matrix to be inverted becomes more ill conditioned,
the accelerated method performs significantly better compared to the nonaccelerated
method for coordinate sketches. In fact, an arbitrary speedup can be obtained by setting
β = −n−1 and η → 1 for the coordinate sketches setup. On the other hand, Gaussian
sketches report the slowing of the algorithm, most likely caused by the fact that the
theoretical parameters θ, ν for Gaussian sketches with enforced symmetry are different to
θP , νP , which are estimated for coordinate sketches without enforced symmetry. In the
case of coordinate sketches with symmetry enforced, we suspect a great speedup even
though the parameters θ, ν were set to θP , νP .
The third experiment: more complex artificial data
We randomly generate an orthonormal matrix U, choose diagonal matrix D, and set
A = UDU>. Clearly, diagonal elements of D are eigenvalues of A. We set them in the
following way:
• Uniform grid. The eigenvalues are set to 1, 2, . . . , n.
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• One small, the rest larger. The smallest eigenvalue is 1, remaining eigenvalues are
all 10 in the first example, all 100 in the second example and all 1000 in the third
example in this category.
• One large, the rest small. The largest eigenvalue is 104, the remaining eigenvalues
are all 1.
Firstly, consider coordinate sketches with convenient probabilities. Notice that we can
easily estimate νP , θP due to the results from Section 10.3.4 since we have control of
λmin(A) and therefore also of θ. Therefore, we set θ = θ
P = min Di,i and ν = ν
P
for Algorithm 23. Then, we consider coordinate sketches with uniform probabilities and
Gaussian sketches. In both cases, we set the parameters θ, ν as for coordinate sketches
with convenient probabilities.
0 2 4 6
time (s)
10-20
10-15
10-10
10-5
100
r
e
s
id
ua
l
BFGS
nsymBFGS
BFGS-a
nsymBFGS-a
0 2 4 6 8
time (s)
10-20
10-15
10-10
10-5
100
r
e
s
id
ua
l
BFGS
nsymBFGS
BFGS-a
nsymBFGS-a
0 5 10 15 20
time (s)
10-20
10-15
10-10
10-5
100
r
e
s
id
ua
l
BFGS
nsymBFGS
BFGS-a
nsymBFGS-a
Figure 10.5: Eigenvalues set to 1, 2, 3, . . . n. From left to right we have: Coordinate
sketch with convenient probabilities, coordinate sketch with uniform probabilities and
Gaussian sketch respectively.
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Figure 10.6: Eigenvalues set to 1, 10, 10, . . . 10. From left to right we have: Coordinate
sketch with convenient probabilities, coordinate sketch with uniform probabilities and
Gaussian sketch respectively.
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Figure 10.7: Accelerated matrix inversion on synthetic data. Eigenvalues set to
1, 100, 100, . . . 100. From left to right we have: Coordinate sketch with convenient prob-
abilities, coordinate sketch with uniform probabilities and Gaussian sketch respectively.
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Figure 10.8: Accelerated matrix inversion on synthetic data. Eigenvalues set to 1,
1000, 1000, . . . , 1000. From left to right we have: Coordinate sketch with convenient
probabilities, coordinate sketch with uniform probabilities and Gaussian sketch respectively.
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Figure 10.9: Accelerated matrix inversion on synthetic data. Eigenvalues set to 10000,
1,1, . . . , 1. From left to right we have: Coordinate sketch with convenient probabilities,
coordinate sketch with uniform probabilities and Gaussian sketch respectively.
The numerical experiments in this section indicate that one might choose θ, ν as per
Section 10.3.4. In other words, one might pretend to be in the setting when symmetry is
not enforced and coordinate sketches with convenient probabilities are used. In fact, the
practical speedup coming from the acceleration depends very strongly on the structure
of matrix A. Another message to be delivered is that both preserving symmetry and
acceleration yield a better convergence and they combine together well.
We also consider a problem where we pretend to not have access to λmin(A), therefore
we cannot choose θ = θP . Instead, we naively choose θ = 1
100ν
and θ = 1
10000ν
.
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Figure 10.10: Accelerated matrix inversion on synthetic data. Eigenvalues set to 1,
2, . . . , n. From left to right we have: Coordinate sketch with convenient probabilities,
coordinate sketch with uniform probabilities and Gaussian sketch respectively.
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Figure 10.11: Accelerated matrix inversion on synthetic data. Eigenvalues set to 1, 10, 10,
. . . , 10. Coordinate sketch with convenient probabilities, coordinate sketch with uniform
probabilities and Gaussian sketch respectively.
0 2 4 6 8
time (s)
10-20
10-15
10-10
10-5
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
0 2 4 6 8
time (s)
10-20
10-15
10-10
10-5
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
0 5 10 15 20
time (s)
10-20
10-15
10-10
10-5
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
Figure 10.12: Accelerated matrix inversion on synthetic data. Eigenvalues set to 1, 100,
100, . . . , 100. From left to right we have: Coordinate sketch with convenient probabilities,
coordinate sketch with uniform probabilities and Gaussian sketch respectively.
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Figure 10.13: Accelerated matrix inversion on synthetic data. Eigenvalues set to 1,
1000, 1000, . . . , 1000. From left to right we have: Coordinate sketch with convenient
probabilities, coordinate sketch with uniform probabilities and Gaussian sketch respectively.
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Figure 10.14: Accelerated matrix inversion on synthetic data. Eigenvalues set to 10000,
1, 1, . . . , 1. From left to right we have: Coordinate sketch with convenient probabilities,
coordinate sketch with uniform probabilities and Gaussian sketch respectively.
Notice that once the acceleration parameters are not set exactly (but they are still
reasonable), we observe that the performance of the accelerated algorithm is essentially
the same as the performance of the nonaccelerated algorithm. We have observed the
similar behavior when setting θ = θP for Gaussian sketches.
The fifth experiment: LibSVM data
Next we investigate if the accelerated BFGS update improves upon the standard BFGS
update when applied to the Hessian ∇2f(x) of ridge regression problems of the form
min
x∈Rd
f(x)
def
=
1
2
‖Ax− b‖22 +
λ
2
‖x‖22 , ∇2f(x) = A>A + λI, (10.25)
using data from LibSVM [23]. Datapoints (rows of A) were normalized such that ‖Ai:‖2 =
1 for all i and the regularization parameter was chosen as λ = 1
m
.
First, we run the experiments on smaller problems when parameters θ, ν are precom-
puted for coordinate sketches with convenient probabilities (10.16).
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Figure 10.15: Accelerated matrix inversion on real data. Dataset aloi: n = 128. From
left to right we have: Coordinate sketch with convenient probabilities, coordinate sketch
with uniform probabilities and Gaussian sketch respectively.
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Figure 10.16: Accelerated matrix inversion on real data. Dataset w1a: n = 300. From
left to right we have: Coordinate sketch with convenient probabilities, coordinate sketch
with uniform probabilities and Gaussian sketch respectively.
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Figure 10.17: Accelerated matrix inversion on real data. Dataset w2a: n = 300. From
left to right we have: Coordinate sketch with convenient probabilities, coordinate sketch
with uniform probabilities and Gaussian sketch respectively.
210
0 100 200 300 400
time (s)
10-8
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
nsymBFGS
BFGS-a
nsymBFGS-a
0 100 200 300 400
time (s)
10-8
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
nsymBFGS
BFGS-a
nsymBFGS-a
0 100 200 300 400
time (s)
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
nsymBFGS
BFGS-a
nsymBFGS-a
Figure 10.18: Accelerated matrix inversion on real data. Dataset mushrooms: n = 112.
From left to right we have: Coordinate sketch with convenient probabilities, coordinate
sketch with uniform probabilities and Gaussian sketch respectively.
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Figure 10.19: Accelerated matrix inversion on real data. Dataset protein: n = 357.
From left to right we have: Coordinate sketch with convenient probabilities, coordinate
sketch with uniform probabilities and Gaussian sketch respectively.
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Figure 10.20: Accelerated matrix inversion on real data. Dataset phishing: n = 68.
From left to right we have: Coordinate sketch with convenient probabilities, coordinate
sketch with uniform probabilities and Gaussian sketch respectively.
In the vast majority of examples, the accelerated method performed significantly bet-
ter than the nonaccelerated method for coordinate sketches (with both convenient and
uniform probabilities), however the methods were comparable for Gaussian sketches. We
believe that this is due to the fact that choice of parameters as per (10.16) is close to
the optimal parameters for coordinate sketches, and further for Gaussian sketches. How-
ever, the experiments on coordinate sketches indicates that for some classes of problems,
accelerated algorithms with finely tuned parameters bring a great speedup compared to
nonaccelerated ones.
We also consider a problem where we do not compute λmin(A), and therefore we
cannot choose θ = θP in (10.16). Instead, we choose θ = 1
100ν
and θ = 1
10000ν
.
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Figure 10.21: Accelerated matrix inversion on real data. Dataset madelon: n = 500.
From left to right we have: Coordinate sketch with convenient probabilities, coordinate
sketch with uniform probabilities and Gaussian sketch respectively.
0 500 1000 1500 2000
time (s)
10-8
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
0 500 1000 1500 2000
time (s)
10-8
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
0 500 1000 1500 2000
time (s)
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
Figure 10.22: Accelerated matrix inversion on real data. Dataset epsilon: n = 2000.
From left to right we have: Coordinate sketch with convenient probabilities, coordinate
sketch with uniform probabilities and Gaussian sketch respectively.
0 500 1000 1500 2000
time (s)
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
0 500 1000 1500 2000
time (s)
10-6
10-4
10-2
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
0 500 1000 1500 2000
time (s)
10-4
10-3
10-2
10-1
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
Figure 10.23: Accelerated matrix inversion on real data. Dataset svhn: n = 3072. From
left to right we have: Coordinate sketch with convenient probabilities, coordinate sketch
with uniform probabilities and Gaussian sketch respectively.
212
0 200 400 600 800
time (s)
10-3
10-2
10-1
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
0 200 400 600 800
time (s)
10-4
10-3
10-2
10-1
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
0 200 400 600 800
time (s)
10-3
10-2
10-1
100
r
e
s
id
ua
l
BFGS
hBFGS100
hBFGS10000
Figure 10.24: Accelerated matrix inversion on real data. Dataset gisette: n = 5000.
From left to right we have: Coordinate sketch with convenient probabilities, coordinate
sketch with uniform probabilities and Gaussian sketch respectively.
Notice that once the acceleration parameters are not set exactly (but they are still
reasonable), we observe that the performance of the accelerated algorithm is essentially
the same as the performance of the nonaccelerated algorithm, which is essentially the
same conclusion as for artificially generated examples.
The fourth experiment: sensitivity to the acceleration parameters
Here we investigate the sensitivity of the accelerated BFGS to the parameters θ and ν. First
we compute νP , θP and from this we extract the following exponential grids: θi = 2
i−4θ
and νi = 5
i−4ν for i = 1, 2, . . . 7. To gauge the gain is using acceleration with a particular
(θ, ν) pair, we run the accelerated algorithm for a fixed time then store the error of the
final iterate. We then compute average per iteration decrease and divide it by average
per iteration decrease of nonaccelerated algorithm. Thus if the resulting difference is less
than one, then the accelerated algorithm was faster to nonaccelerated.
In the plots below, n = 200 was chosen. We focused on 2 problems described in the
previous section—when the eigenvalues are uniformly distributed and when the the largest
eigenvalue have multiplicity n− 1.
213
0.9996
0.9998
4.2 10-7 32
1
1.0002
1.0004
12010-5
1.0006
1.0008
0.00025 490
19000.0059
0.9996
0.9998
1
1.0002
1.0004
1.0006
1.0008
0.9996
4.2 10-7
0.9998
30
1
1.0002
1.0004
10-5 120
1.0006
1.0008
4600.00025
18000.0059
0.9996
0.9998
1
1.0002
1.0004
1.0006
1.0008
0.9994
4.2 10-7 32
0.9996
0.9998
1
1.0002
12010-5
1.0004
0.00025 490
18000.0059
0.9994
0.9996
0.9998
1
1.0002
1.0004
Figure 10.25: Accelerated matrix inversion on synthetic data. Sensitivity to acceleration
parameters. Eigenvalues of A are set to 1, 2 . . . , n. From left to right we have: Coordinate
sketches with convenient probabilities, coordiante sketches with uniform probabilities and
Gaussian sketches. Choice of parameters as per (10.16) in the middle of plots. Each
instance was run for 5 seconds.
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Figure 10.26: Accelerated matrix inversion on synthetic data. Sensitivity to acceleration
parameters. Eigenvalues of A are set to 1, 10, 10, . . . , 10. From left to right we have:
Coordinate sketches with convenient probabilities, coordiante sketches with uniform prob-
abilities and Gaussian sketches. Choice of parameters as per (10.16) in the middle of
plots. Each instance was run for 2 seconds.
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Figure 10.27: Accelerated matrix inversion on synthetic data. Sensitivity to acceleration
parameters. Eigenvalues of A are set to 1, 1000, 1000, . . . , 1000. From left to right we
have: Coordinate sketches with convenient probabilities, coordiante sketches with uniform
probabilities and Gaussian sketches. Choice of parameters as per (10.16) in the middle of
plots. Each instance was run for 10 seconds.
The crucial aspect to make the accelerated algorithm to converge is to set ν large
enough. In fact, combination of both small ν and small θ leads almost always to non-
convergent algorithm. On the other hand, it seems that once ν is chosen correctly, big
enough θ leads to fast convergence. This indicates how to compute θ in practice (recall
that computing ν is feasible)—one needs just to choose it small enough (definitely smaller
than 1
ν
).
10.5.2 BFGS optimization method
We test Algorithm 24 on several logistic regression problems using data from LibSVM [23].
In all our tests we centered and normalized the data, included a bias term (a linear
intercept), and choose the regularization parameter as λ = 1/m, where m is the number
of data points. To keep things as simple as possible, we also used a fixed stepsize which
was determined using grid search. Since our theory regarding the choice for the parameters
θ and ν does not apply in this setting, we simply probed the space of parameters manually
and reported the best found result, see Figure 10.28. In the legend we use BFGS-a-θ-ν to
denote the accelerated BFGS method (Algorithm 24) with parameters θ and ν.
On all four datasets, our method outperforms the classic BFGS method, indicating that
replacing classic BFGS update rules for learning the inverse Hessian by our new accelerated
rules can be beneficial in practice.
Much like the phishing problem in Figure 10.28, the problems madelon, covtype
and a9a in Figure 10.29 did not benefit that much from acceleration.
Indeed, we found in our experiments that even when choosing extreme values of θ and
ν, the generated inverse Hessian would not significantly deviate from the estimate that
one would obtain using the standard BFGS update. Thus on these two problems there is
apparently little room for improvement by using acceleration.
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Figure 10.28: Algorithm 24 (BFGS with accelerated matrix inversion quasi-Newton update)
vs standard BFGS. Left column: time, right column: iteration. From top to bottom:
phishing, mushrooms, australian and splice dataset.
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Figure 10.29: Accelerated BFGS applied on real data. Left to right: madelon,covtype,a9a
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10.6 Conclusion
In this chapter, we developed an accelerated sketch-and-project method for solving linear
systems in Euclidean spaces. The method was applied to invert positive definite matrices,
while keeping their symmetric structure. Our accelerated matrix inversion algorithm was
then incorporated into an optimization framework to develop both accelerated stochastic
and deterministic BFGS, which to the best of our knowledge, are the first accelerated
quasi-Newton updates.
We show that under a careful choice of the parameters of the method, and depend-
ing on the problem structure and conditioning, acceleration might result into significant
speedups both for the matrix inversion problem and for the stochastic BFGS algorithm.
We confirm experimentally that our accelerated methods can lead to speed-ups when
compared to the classical BFGS algorithm.
As a future line of research, it might be interesting to study the accelerated BFGS
algorithm (either deterministic or stochastic) further, and provide a convergence analysis
on a suitable class of functions. Another interesting area of research might be to combine
accelerated BFGS with limited memory [124] or engineer the method so that it can effi-
ciently compete with first-order algorithms for some empirical risk minimization problems,
such as, for example [57].
As we show in this work, Nesterov’s acceleration can be applied to quasi-Newton
updates. We believe this is a surprising fact, as quasi-Newton updates have not been
understood as optimization algorithms, which prevented the idea of applying acceleration
in this context.
Since since second-order methods are becoming more and more ubiquitous in machine
learning and data science, we hope that our work will motivate further advances at the
frontiers of big data optimization.
Note that this whole chapter was devoted to accelerating and algorithm for solving
linear systems, and applying the obtained knowledge to obtain an algorithm to solve
general convex optimization (10.1). In the next chapter, we will tackle problem (10.1)
directly, developping a specific accelerated stochastic algorithm.
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Chapter 11
Concluding Remarks
11.1 Summary
In this work, we developed a number of stochastic iterative optimization algorithms with
primary focus on solving supervised machine learning problems cast in the form of regu-
larized empirical risk minimization problems of the form
min
x∈Rd

F (x)
def
=
1
n
n∑
i=1
fi(x)︸ ︷︷ ︸
def
=f(x)
+ψ(x)

. (11.1)
Each chapter of the thesis introduced a state-of-the-art approach for solving (11.1)
under further assumptions on both the problem structure and the oracle model.
In Chapter 2, we considered an instance of (11.1) in the regime where the dimension
d is very large, and in the simplified setting with n = 1 and ψ ≡ 0. In high-dimensional
optimization, variants of coordinate descent methods reign supreme. In this chapter, we
proposed an accelerated coordinate descent (ACD) method, explicitly allowing for arbitrary
sampling. This generalized previous results which considered sampling of a single coor-
dinate only. We further designed a novel non-uniform minibatch sampling strategy can
provably outperform uniform minibatch sampling, which is the first result of its kind in the
literature. The mentioned sampling can be applied in many contexts beyond coordinate
descent methods, as demonstrated in Chapters 5 and 6 where we applied this sampling in
the context of stochastic gradient descent methods.
In Chapter 3, we considered problem (11.1) in the n = 1 setting, also assuming that
d is very large. As mentioned above, in this regime, randomized CD methods are the
state of the art. However, as they may not converge otherwise, these methods are always
studied either in the nonregularized regime, or with a separable regularizer. With a goal to
lift this fundamental limitation, in this chapter we designed new variants of CD methods
which can provably work with any, even nonseparable, regularizer ψ. We further consider
a more general subspace gradient oracle: we allow our method access to gradients of f
over a random subspace of Rd with a very general notion of randomness going further
than that used in randomized CD methods. Our algorithm, SEGA, can be interpreted as a
variance-reduced CD method, with a novel variance reduction strategy aimed at removing
the adverse effect the (nonseparable) regularizer has on classical CD methods. SEGA is the
first CD-type method capable of converging even with nonseparable regularizers. Moreover,
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when specialized to random subspaces spanned coordinate vectors, our convergence results
for SEGA match the state-of-the-art convergence rates of CD methods, up to a small
constant factor (less than 10). For instance, SEGA can be coupled with both importance
sampling and Nesterov’s acceleration, achieving rates similar to those of the ACD method
developed in Chapter 2.
In Chapter 4, we considered a distributed optimization problem with n workers and
a centralized parameter server of the form (11.1), with fi interpreted as the loss of
model x on the data stored on the ith worker. We proposed a generic technique for
reducing worker→server communication in several popular iterative methods for solving
(11.1) by a factor up to n, without hurting the convergence rate by more than a small
constant. The key idea is based on combining the underlying iterative solver with a novel
independent coordinate descent / random sparsification mechanism. We demonstrated
that our approach can be incorporated on top of distributed implementations of various
algorithms such as GD, SGD, or SAGA.
In Chapter 5, we proposed and analyzed a remarkably general randomized algorithm
for solving (11.1)—Generalized Jacobian Sketching method (GJS)—capable of reducing
variance coming both from subsampling the data and parameters. GJS is the first variance
reduced method with this property. This was enabled by studying gradient estimators
arising from arbitrary sketching operators applied to the Jacobian matrix of the mapping
x 7→ (f1(x), . . . , fn(x)). GJS recovers many well-known and recently developed algorithms
as a special case, including SAGA [37, 165], LSVRG [83, 106], SEGA from Chapter 3 and
ISEGA from Chapter 4. Remarkably, our convergence theory for GJS either recovers the
best-known convergence rate in each special case, or improves upon the current best rates.
Besides the unification and improvement upon the well-established algorithms, GJS can
specialize to a large number of new specific methods with intriguing properties.
In Chapter 6, we go even one step further in our unification efforts. In particular,
we proposed a framework capable of analyzing both variance-reduced and non-variance
reduced variants of SGD at the same time. This is the first framework with this property.
Further, our framework is capable of accurate modeling standard, parallel and distributed
SGD methods, with gradient estimator formed through various mechanisms, including
subsampling (e.g., minibatching and importance sampling) and compression (e.g., spar-
sification and quantization) and their combination. The development of our framework
was motivated by the need establish a general theory capable of taming large swaths of
the almost impenetrable wilderness of SGD methods, while at the same time facilitating
faster development of new variants. Our framework includes GJS as a special case, as well
as many other methods.
In Chapter 7, we establish a novel and fundamental link between the novel variance
reduced CD methods first developed in this thesis, and the world of SGD methods for
finite-sum optimization. In particular, we were able to show that our SEGA (resp. SVRCD1)
method reduces to the well-known SAGA (resp. LSVRG) method when applied to a carefully
constructed problem with a special regularizer. Moreover, our general theory is able to
recover the best best-known oracle complexity for these methods. We have also tightened
the analysis of both SEGA and SVRCD, so that these methods are capable of exploiting the
1SVRCD is an algorithm similar to SEGA, proposed in Chapter 5.
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structure of the regularizer ψ for faster convergence. Further, we succeeded in incorporat-
ing Nesterov’s momentum into the SVRCD algorithm. The resulting method—ASVRCD—is
the first accelerated variance reduced coordinate descent method. Moreover, in a special
case, ASVRCD reduces to a (variant of) the celebrated Katyusha algorithm [4, 164], thus
achieving the optimal rate for finite-sum problems.
In Chapter 8, we introduced a novel optimization formulation of federated learning
aimed at allowing device-specific personalization. Unlike the standard federated learn-
ing formulation which seeks to find a single global model to be used on all devices, we
constructed a separate loss for each device, with an extra penalty that ensures the local
models do not deviate too much from each other. We first applied standard SGD to our
two-sum formulation, and observed that the resulting method is a novel variant of the
celebrated local gradient descent method. However, in sharp contrast with all preceding
formulations of federated learning, we showed that local methods need fewer communi-
cation rounds if more personalization is desired. This is the first result in the literature
suggesting that local GD methods can lead to communication complexity benefits. How-
ever, we went much beyond this in the chapter, proposing a number of new methods
capable of working with a regularizer, capable of achieving variance reduction and partial
participation.
In Chapter 9, we proposed a second-order subspace descent algorithm (SSCN) designed
to solve (11.1) with n = 1, separable ψ, and large d. We proved that SSCN enjoys a global
convergence rate and a fast local convergence rate. While our global result interpolates
between the rate of CD and the rate of the cubically regularized Newton method of
Polyak and Nesterov, the local rate is identical to the convergence of stochastic subspace
descent applied to minimizing quadratic function 1
2
(x− x∗)>∇2f(x∗)(x− x∗), which we
find remarkable.
In Chapter 10 we developed an accelerated stochastic algorithm for solving linear
systems in Euclidean spaces. Our method can be specialized to obtain a large class of
accelerated algorithms designed to invert a positive definite matrix. In particular, we were
able to accelerate the subroutine employed in stochastic quasi-Newton methods which
updates the inverse Hessian estimator. Despite more than half a century of research into
quasi-Newton methods, we have developed the first provably accelerated quasi-Newton
matrix update formula.
11.2 Future Research Work
In this section, we outline a few challenges that remain open problems to be addressed in
the future.
• Unified framework for accelerated stochastic algorithms. We believe that an
accelerated variant of the GJS algorithm and/or a general analysis of accelerated
stochastic algorithms analogous to Chapter 6 would be of immense value. Such
results would immediately lead to countless optimal algorithms in terms of oracle
complexity.
• Understanding Nesterov’s acceleration. Throughout this thesis, we incorpo-
rated some form of Nesterov’s acceleration into several algorithms. The effect of
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the acceleration mechanism, however, slightly varied from chapter to chapter.2 This
can be well demonstrated comparing the effect of the sampling on ACD and ASVRCD.
Specifically, the optimal sampling for SVRCD and ASVRCD are identical, while the op-
timal sampling for CD and ACD are vastly different. The effect of the acceleration on
the sketch-and-project algorithm studied in Chapter 10 is even more complex. We
are certain that a better understanding of randomized algorithms with acceleration
would enable the development of a broader range of methods, such as accelerated
SSCN, for example.
• SSCN with non-separable ψ. In Chapter 3, we discovered a mechanism allowing
CD algorithms to deal with a non-separable regularizer ψ. Can a similar result be
established for second-order algorithms? We believe that control variates—a tool
from statistics widely used throughout this work—might help to resolve the issue.
However, to prove a tight convergence rate of such a method is highly non-trivial,
especially since the literature on variance-reduced second-order methods is very
limited at the moment.
2This is consistent with the related literature.
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Appendix A
Table of Frequently Used Notation
For all chapters
Basic
E [·], P (·) Expectation / Probability
〈·, ·〉, ‖ · ‖ Standard inner product and norm in Rd: 〈x, y〉 = ∑di=1 xiyi; ‖x‖ = √〈x, x〉
〈·, ·〉B, ‖ · ‖B Weighted inner product and norm in Rd: 〈x, y〉 = x>By; ‖x‖ =
√〈x, x〉B
λmax(·), λmin(·) Maximal eigenvalue / minimal eigenvalue
∇h(x) Gradient of a differentiable function h
∇ih(x) ith partial derivative of a differentiable function h
∇2h(x) Hessian of a twice differentiable function h
Objective
d Dimensionality of space x ∈ Rd
F : Rd → R Objective function
f : Rd → R Smooth part of the objective, often of finite sum structure (= 1n
∑n
i=1 fi(x))
fj : Rd → R Differentiable convex function (1 ≤ j ≤ n)
ψ : Rd → R∪{+∞} Non-smooth part of the objective
x∗ Global optimum of (1.1)
F ∗ def= F (x∗), the optimum value of the objective
L, M Smoothness constant/smoothness matrix of f
µ Strong convexity of f
Linear operators Rd×n → Rd×n
A A generic linear operator
A∗ Adjoint of A: 〈AX,Y〉 ≡ 〈X,A∗Y〉 for all X,Y ∈ Rd×n
A† Moore Penrose pseudoinverse of A
Range (A) Image (range space) of A: Range (A) def= {AX : X ∈ Rd×n}
Range (A)⊥ Orthogonal complement of Range (A)
Null (A) Kernel (null space) of A: Null (A) def= {X ∈ Rd×n : AX = 0}
I Identity operator: IX ≡ X
Other
ei ith vector from the standard basis
I Identity matrix
proxαψ(x) Proximal operator of ψ: proxαψ(x)
def
= arg minu∈Rd{αψ(u) + 12‖u− x‖2}
〈X,Y〉 Trace inner product of matrices X and Y: 〈X,Y〉 def= Tr (X>Y)
‖X‖ Frobenius norm of matrix X: ‖X‖ = 〈X,X〉 12
X ◦Y Hadamard product: (X ◦Y)ij = XijYij
X⊗Y Kronecker product
Tr (·) Trace
Diag(x) Diagonal matrix with vector x on the diagonal
[n] Set {1, 2, . . . , n}
Dh(x, y) Bregamn distance Dh(x, y)
def
= h(x)− h(y)− 〈∇h(y), x− y〉
Table A.1: Summary of frequently used notation.
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Chapter 3
Basic
D Distribution over sketch matrices S
S Sketch matrix from (3.3)
b Random variable such that S ∈ Rn×b
ζ(S, x) Sketched gradient at x from (3.2)
Z S
(
S>S
)†
S>
θ Random variable for which E [θZ] = I from (3.5)
C E
[
θ2Z
]
from Theorem 3.4.2
h, g Biased and unbiased gradient estimators from (3.4), (3.6)
Φ Lyapunov function from Theorem 3.4.2,
σ Parameter for Lyapunov function from Theorems 3.4.2, 3.5.2
Extra Notation for Section 3.5
p, P Probability vector and matrix
v vector of ESO parameters from (3.13)
Pˆ, Vˆ Diag(p),Diag(v)
γ α− α2 maxi{ vipi } − σ from Theorem 3.5.2
y, z Extra sequences of iterates for ASEGA
τ, β Parameters for ASEGA
Ψ,Υ Lyapunov functions from Theorems 3.5.2, C.2.5
η(v, p) maxi
√
vi
pi
Table A.2: Summary of frequently used notation specific to Chapter 3.
Chapter 4
General
n Number of parallel workers/machines
τ Ratio of coordinate blocks to be sampled by each machine
m Number of coordinate blocks
fi Part of the objective owned by machine i from (4.1)
L Each fi is L smooth (Assumption 4.4.1)
U ti Subset of blocks sampled at iteration t and worker i
g Unbiased gradient estimator
ISAGA
Jj Delayed estimate of jth gradient from (4.6), (4.5)
N Finite sum size for shared data problem from (4.4)
l Number of datapoints per machine in distributed setup from (4.3)
Lt Lyapunov function from (D.7)
ISGD
gti Unbiased stochastic gradient; E[gti ] = ∇fi(xt)
σ2 An upper bound on the variance of stochastic gradients from Assumption 4.6.1
ISEGA
hti Sequence of biased estimators for ∇fi(xt) from (4.12)
gti Sequence of unbiased estimators for ∇fi(xt) from (4.13)
Φt Lyapunov function from Theorem 4.8.1
Table A.3: Summary of frequently used notation specific to Chapter 4.
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Chapter 5
Sets
R random subset (“sampling”) of [n]
Rk random subset (“sampling”) of [n] drawn at iteration k
L a random subset (“sampling”) of [d]
Lk random subset (“sampling”) of [d] drawn at iteration k
pj probability that j ∈ R
pi probability that i ∈ L
Spaces Rn and Rd
e ∈ Rn vector of all ones in Rn
e ∈ Rd vector of all ones in Rd
ej ∈ Rn jth standard unit basis vector in Rn
ei ∈ Rn ith standard unit basis vector in Rd
xk ∈ Rd the kth iterate produced by GJS
p ∈ Rd the vector (p1, . . . , pd)
pt ∈ Rd the vector (pt1, . . . , ptd)
p ∈ Rn the vector (p1, . . . , pn)
pt ∈ Rn the vector (pt1, . . . , ptn)
q ∈ Rn the vector (q1, . . . , qn)
qt ∈ Rn the vector (qt1, . . . , qtn)
v ∈ Rn any vector for which (E.18) holds
x−1 elementwise inverse of x
gk estimator of the gradient ∇f(xk) produced by GJS
Matrices in Rd×d, Rd×n and Rn×n
Id ∈ Rd×d d× d identity matrix
In ∈ Rn×n n× n identity matrix
G(x) ∈ Rd×n the Jacobian matrix, i.e., G(x) = [∇f1(x), . . . ,∇fn(x)]
Jk ∈ Rd×n estimator of the Jacobian produced by GJS
Mj ∈ Rd×d smoothness matrix of fj (if Mj = mjId, then this specializes to mj-smoothness)
R ∈ Rn×n a random matrix we use to multiply J or G from the right
RR ∈ Rn×n the random matrix RR def=
∑
j∈R ejej
>
L ∈ Rd×d a random matrix we use to multiply J or G from the left
LL ∈ Rd×d the random matrix LL def=
∑
i∈L eiei
>
P ∈ Rn×n Matrix defined by Pjj′ = Pj ∈ R, j′ ∈ R
Pt ∈ Rn×n Matrix defined by Ptjj′ = Pj ∈ Rt, j′ ∈ Rt
Linear operators Rd×n → Rd×n
U any unbiased operator: E [UX] ≡ X, i.e., E [U ] ≡ I
S any random projection operator
M operator defined via (MX):j = MjX:j
B (a technical) operator used to define the Lyapunov function (5.11)
R (a technical) operator such that Jk −G(x∗) ∈ Range (R)
Miscellaneous
Γ Random operator Γ : Rd×n → Rd defined by ΓX = UXe
Table A.4: Summary of frequently used notation specific to Chapter 5.
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Chapter 9
From main body of the chapter
S ∈ Rd,τ(S) Random matrix sampled from distribution D from (9.2)
S Random subset of {1, . . . , d} from (9.2)
MS Lipschitz constant of ∇2f(x) on the range of S from(9.4)
M Lipschitz constant of ∇2f(x) on Rd; M = MId
L Lipschitz constant of ∇f(x) on Rd
AS
def
= S>AS ∈ Rτ(S)×τ(S), for a given matrix A ∈ Rd×d
∇Sf(x) def= S>∇f(x)
∇2Sf(x) def= (∇2f(x))S = S>∇2f(x)S
HS(x)
def
= ∇2Sf(x) +
√
MS
2 ‖∇Sf(x)‖
1
2 Iτ(S) from Lemma 9.7.1
ζ
def
= λmin
((∇2f(x∗)) 12 E [S(∇2Sf(x∗))−1S>] (∇2f(x∗)) 12) from (9.13)
Z
def
= S
(
S>S
)−1
S>, the projection onto range of S from Section 9.6.1
R
def
= sup
x∈Rd
{
‖x− x∗‖ : F (x) ≤ F (x0)
}
from (9.9)
λf (x)
def
=
(
∇f(x)> (∇2f(x))−1∇f(x)) 12 , Newton decrement from (I.4)
χ0
def
= {x; f(x) ≤ f(x0)}, sublevel set
Table A.5: Summary of frequently used notation specific to Chapter 9.
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Appendix B
Appendix for Chapter 2
B.1 Proof of Theorem 2.3.2
Before starting the proof, we mention that the proof technique we use is inspired by the
work [6, 7], which takes the advantage of the coupling of gradient descent with mirror
descent, resulting in a relatively simple proof.
B.1.1 Proof of inequality (2.14)
By comparing (2.12) and (2.6) for h = ei, we get µwwi ≤ Mii, and the first inequality
in (2.14) follows. Using (2.7) it follows that e>i (P ◦M)ei  e>i Diag (p ◦ v) ei, which in
turn implies Mii ≤ vi and the second inequality in (2.14) follows.
B.1.2 Descent lemma
The following lemma is a consequence of M-smoothness of f , and ESO inequality (2.7).
Lemma B.1.1. Under the assumptions of Theorem 2.3.2, for all k ≥ 0 we have the
bound
f(xk+1)− E [f(yk+1) |xk+1] ≥ 1
2
‖∇f(xk+1)‖2v−1◦p. (B.1)
Proof. We have
E
[
f(yk+1) | xk+1]
(6)
= E
[
f
(
xk+1 −
∑
i∈Sk
1
vi
∇if(xk+1)ei
)
| xk+1
]
(2.6)
≤ f(xk+1)− ‖∇f(xk+1)‖2v−1◦p +
1
2
E
∥∥∥∥∥∑
i∈Sk
1
vi
∇if(xk+1)ei
∥∥∥∥∥
2
M
| xk+1

(2.7)
≤ f(xk+1)− ‖∇f(xk+1)‖2v−1◦p +
1
2
∥∥∇f(xk+1)∥∥2
v−1◦p .
B.1.3 Key technical inequality
We first establish a lemma which will play a key part in the analysis.
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Lemma B.1.2. For every u we have
η
∑
i∈Sk
〈
1
pi
∇if(xk+1)ei, zk+1 − u
〉
− ηµw
2
‖xk+1 − u‖2w
≤ −1
2
‖zk − zk+1‖2w +
1
2
‖zk − u‖2w −
1 + ηµw
2
‖zk+1 − u‖2w.
Proof. The proof is a direct generalization of the proof of analogous lemma of [7]. We
include it for completeness. Notice that (7) is equivalent to
zk+1 = arg min
z
hk(z)
def
= arg min
z
1
2
‖z−zk‖2w+η
∑
i∈Sk
〈 1
pi
∇if(xk+1)ei, z〉+ηµw
2
‖z−xk+1‖2w.
Therefore, we have for every u
0 = 〈∇hk(zk+1), zk+1 − u〉w
= 〈zk+1 − zk, zk+1 − u〉w + η
∑
i∈Sk
〈 1
pi
∇if(xk+1)ei, zk+1 − u〉
+ηµw〈zk+1 − xk+1, zk+1 − u〉w. (B.2)
Next, by generalized Pythagorean theorem we have
〈zk+1 − zk, zk+1 − u〉w = 1
2
‖zk − zk+1‖2w −
1
2
‖zk − u‖2w +
1
2
‖u− zk+1‖2w (B.3)
and
〈zk+1 − xk+1, zk+1 − u〉w = 1
2
‖xk+1 − zk+1‖2w −
1
2
‖xk+1 − u‖2w +
1
2
‖u− zk+1‖2w. (B.4)
It remains to put (B.3) and (B.4) into (B.2).
B.1.4 Proof of the theorem
To mitigate notational burden, consider all expectations in this proof to be taken with
respect to the choice of the random subset of coordinates Sk. Using Lemma B.1.2 we
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have
η
∑
i∈Sk
〈 1
pi
∇if(xk+1)ei, zk − u〉 − ηµw
2
‖xk+1 − u‖2w
≤ η
∑
i∈Sk
〈 1
pi
∇if(xk+1)ei, zk − zk+1〉 − 1
2
‖zk − zk+1‖2w +
1
2
‖zk − u‖2w
−1 + ηµw
2
‖zk+1 − u‖2w
≤ η
2
2
‖
∑
i∈Sk
1
pi
∇if(xk+1)ei‖2w−1 +
1
2
‖zk − u‖2w −
1 + ηµw
2
‖zk+1 − u‖2w
=
η2
2
‖
∑
i∈Sk
∇if(xk+1)ei‖2w−1◦p−2 +
1
2
‖zk − u‖2w −
1 + ηµw
2
‖zk+1 − u‖2w.
Taking the expectation over the choice of Sk, we get
η〈∇f(xk+1), zk − u〉 − ηµw
2
‖xk+1 − u‖2w
≤ η
2
2
‖∇f(xk+1)‖2w−1◦p−1 +
1
2
‖zk − u‖2w −
1 + ηµw
2
E
[‖zk+1 − u‖2w]
(2.13)
=
η2
2
‖∇f(xk+1)‖2v−1◦p +
1
2
‖zk − u‖2w −
1 + ηµw
2
E
[‖zk+1 − u‖2w]
(B.1)
≤ η2 (f(xk+1)− E [f(yk+1)])+ 1
2
‖zk − u‖2w −
1 + ηµw
2
E
[‖zk+1 − u‖2w] .
Next, we have the following bounds
η
(
f(xk+1)− f(x∗)) (2.12)≤ η〈∇f(xk+1), xk+1 − x∗〉 − ηµw
2
‖x∗ − xk+1‖2w
= η〈∇f(xk+1), xk+1 − zk〉+ η〈∇f(xk+1), zk − x∗〉
−ηµw
2
‖x∗ − xk+1‖2w
(4)
=
(1− θ)η
θ
〈∇f(xk+1), yk − xk+1〉+ η〈∇f(xk+1), zk − x∗〉
−ηµw
2
‖x∗ − xk+1‖2w
(B.5)
≤ (1− θ)η
θ
(
f(yk)− f(xk+1))+ η2 (f(xk+1)− E [f(yk+1)])
+
1
2
‖zk − x∗‖2w −
1 + ηµw
2
E
[‖zk+1 − x∗‖2w] .
Choosing η = 1
θ
and rearranging the above we obtain
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1
θ2
(
E
[
f(yk+1)
]− f(x∗))+ 1 + µwθ
2
E
[‖zk+1 − x∗‖2w]
≤ (1− θ)
θ2
(
f(yk)− f(x∗))+ 1
2
‖zk − x∗‖2w
Finally, setting θ such that 1 + µw
θ
= 1
1−θ , which coincides with (2.16), we get
E
[
P k+1
] ≤ (1− θ)P k,
as desired.
B.2 Better rates for minibatch CD (without acceleration)
In this section we establish better rates for minibatch CD method than the current state
of the art. Our starting point is the following complexity theorem.
Theorem B.2.1. Choose any proper sampling and let P be its probability matrix and p
its probability vector. Let
c(S,M)
def
= λmax(P
′′ ◦M),
where P′′ def= D−1PD−1 and D def= Diag (p). Then the vector v defined by vi = c(S,M)pi
satisfies the ESO inequality (2.7). Moreover, if we run the non-accelerated CD method
(2.5) with this sampling and stepsizes αi =
1
c(S,M)pi
, then the iteration complexity of the
method is
c(S,M)
µ
log
1

. (B.5)
Proof. Let vi = cpi for all i. The ESO inequality holds for this choice of v if P◦M  cD2.
This is equivalent to Since D−1(P◦M)D−1 = P′′ ◦M, the above inequality is equivalent
to P′′ ◦M  cI, which is equivalent to c ≥ λmax(P′′ ◦M). So, choosing c = c(S,M)
works. Plugging this choice of v into the complexity result (2.8) gives (B.5).
B.2.1 Two uniform samplings and one new importance sampling
In the next theorem we compute now consider several special samplings. All of them
choose in expectation a minibatch of size τ and are hence directly comparable.
Theorem B.2.2. The following statements hold:
(i) Let S1 be the τ–nice sampling. Then
c1
def
= c(S1,M) =
d
τ
λmax
(
τ − 1
d− 1M +
d− τ
d− 1Diag (M)
)
. (B.6)
(ii) Let S2 be the independent uniform sampling with minibatch size τ . That is, for all
i we independently decide whether i ∈ S, and do so by picking i with probability
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pi =
τ
d
. Then
c2
def
= c(S2,M) = λmax
(
M +
d− τ
τ
Diag (M)
)
. (B.7)
(iii) Let S3 be an independent sampling where we choose pi ∝ Miiδ+Mii where δ > 0 is
chosen so that
∑
i pi = τ . Then
c3
def
= c(S3,M) = λmax(M) + δ. (B.8)
Moreover,
δ ≤ Tr (M)
τ
. (B.9)
Proof. We will deal with each case separately:
(i) The probability matrix of S1 is P =
τ
d
(βE + (1− β)I) , where β = τ−1
d−1 , and
D = τ
d
I. Hence,
P′′ ◦M = (D−1PD−1) ◦M
=
τ
d
(
βD−1ED−1 + (1− β)D−2) ◦M
=
τ
d
(
τ − 1
d− 1E +
d− τ
d− 1I
)
◦M
=
τ
d
(
τ − 1
d− 1M +
d− τ
d− 1Diag (M)
)
.
(ii) The probability matrix of S2 is P =
τ
d
(
τ
d
E + (1− τ
d
)I
)
, and D = τ
d
I. Hence,
P′′ ◦M = (D−1PD−1) ◦M
=
τ
d
(τ
d
D−1ED−1 +
(
1− τ
d
)
D−2
)
◦M
=
(
E +
d− τ
τ
I
)
◦M
= M +
d− τ
τ
Diag (M) .
(iii) The probability matrix of S3 is P = pp
> + D−D2. Therefore,
P′′ ◦M = (D−1PD−1) ◦M
=
(
D−1pp>D−1 + D−1 − I) ◦M
=
(
E + D−1 − I) ◦M
=
(
E + δ(Diag (M))−1
) ◦M
= M + δI.
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To establish the bound on δ, it suffices to note that
τ =
∑
i
pi =
∑
i
Mii
δ + Mii
≤
∑
i
Mii
δ
=
Tr (M)
δ
.
B.2.2 Comparing the samplings
In the next result we show that sampling S3 is at most twice worse than S2, which is
at most twice worse than S1. Note that S1 is uniform; and it is the standard minibatch
sampling used in the literature and applications. Our novel sampling S3 is non-uniform,
and is at most four times worse than S1 in the worst case. However, it can be substantially
better, as we shall show later by giving an example.
Theorem B.2.3. The leading complexity terms c1, c2, and c3 of CD (Algorithm (2.5))
with samplings S1, S2, and S3, respectively, defined in Theorem B.2.2, compare as follows:
(i) c3 ≤ 2d−τd−τ c2
(ii) c2 ≤ (d−1)τd(τ−1)c1 ≤ 2c1
Proof. We have:
(i)
c3
(B.8)
= λmax(M) + δ
≤ λmax
(
M +
d− τ
τ
Diag (M)
)
+ δ
(B.7)
= c2 + δ
(B.9)
≤ c2 + Tr (M)
τ
≤ c2 + dmaxi Mii
τ
= c2 +
d
d− τ
d− τ
τ
max
i
Mii
= c2 +
d
d− τ λmax
(
d− τ
τ
Diag (M)
)
≤ c2 + d
d− τ λmax
(
M +
d− τ
τ
Diag (M)
)
(B.7)
=
2d− τ
d− τ c2.
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(ii)
c2
(B.7)
= λmax
(
M +
d− τ
τ
Diag (M)
)
= λmax
(
d(τ − 1)
τ(d− 1)M +
d− τ
τ
Diag (M) +
(
1− d(τ − 1)
τ(d− 1)
)
M
)
(†)
≤ λmax
(
d(τ − 1)
τ(d− 1)M +
d− τ
τ
Diag (M)
)
+ λmax
((
1− d(τ − 1)
τ(d− 1)
)
M
)
≤ λmax
(
d(τ − 1)
τ(d− 1)M +
d(d− τ)
τ(d− 1)Diag (M)
)
+
d− τ
(d− 1)τ λmax (M)
(B.6)
= c1 +
d− τ
(d− 1)τ λmax (M)
(B.7)
≤ c1 + d− τ
(d− 1)τ c2.
The statement follows by reshuffling the final inequality. In step (†) we have used
subadditivity of the function A 7→ λmax(A).
The next simple example shows that sampling S3 can be arbitrarily better than sam-
pling S1.
Example 12. Consider d 1, and choose any τ and
M
def
=
(
n 0>
0 I
)
for I ∈ R(d−1)×(d−1). Then, it is easy to verify that c1 (B.6)= d2τ and c3
(B.8)+(B.9)
≤ n+ 2n−1
τ
=
O( d
τ
). Thus, convergence rate of CD with S3 sampling can be up to O(d) times better
than convergence rate of CD with τ–nice sampling.
Remark 19. Looking only at diagonal elments of M, an intuition tells us that one should
sample a coordinate corresponding to larger diagonal entry of M with higher probability.
However, this might lead to worse convergence, comparing to τ–nice sampling. Therefore
the results we provide in this section cannot be qualitatively better, i.e. there are examples
of smoothness matrix, for which assigning bigger probability to bigger diagonal elements
leads to worse rate. It is an easy exercise to verify that for M ∈ R10×10 such that
M
def
=
(
2 0>
0 11>
)
,
and τ ≥ 2 we have c(Snice,M) ≤ c(S ′,M) for any S ′ satisfying p(S ′)i ≥ p(S ′)j if and
only if Mii ≥Mjj.
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B.3 Proofs for Section 2.4
B.3.1 Proof of Theorem 2.4.1
We start with a lemma which allows us to focus on ESO parameters vi which are propor-
tional to the squares of the probabilities pi.
Lemma B.3.1. Assume that the ESO inequality (2.7) holds. Let j = arg maxi
vi
p2i
, c =
vj
p2j
and v′ = cp2 (i.e., v′i = cp
2
i for all i). Then the following statements hold:
(i) v′ ≥ v.
(ii) ESO inequality (2.7) holds for v′ also.
(iii) Assuming f is µ–convex, Theorem 2.3.2 holds if we replace v by v′, and the rate
(2.19) is unchanged if we replace v by v′.
Proof. (i) v′i = cp
2
i =
vj
p2j
p2i =
(
vj
p2j
p2i
vi
)
vi ≥ vi.
(ii) This follows directly from (i).
(iii) Theorem 2.3.2 holds with v replaced by v′ because ESO holds. To show that the
rates are unchanged first note that maxi
vi
p2i
=
vj
p2j
= c. On the other hand, by
construction, we have c =
v′i
p2i
for all i. So, in particular, c = maxi
v′i
p2i
.
In view of the above lemma, we can assume without loss of generality that v = cp2.
Hence, the rate in (2.19) can be written in the form√
max
i
vi
p2iµ
=
√
c
µ
. (B.10)
In what follows, we will establish a lower bound on c, which will lead to the lower
bound on the rate expressed as inequality (2.19). As a starting point, note that directly
from (2.7) we get the bound
P ◦M  Diag (p ◦ v) = cDiag (p3) . (B.11)
Let D1 = Diag (p)
−1/2 and D2 = Diag (p)
−1. From (B.11) we get D1D2(P◦M)D2D1 
cI and hence
c ≥ c(S,M) def= λmax(D1D2(P ◦M)D2D1). (B.12)
At this point, the following identity will be useful.
Lemma B.3.2. Let A,B,D1,D2 ∈ Rd×d, with D1,D2 being diagonal. Then
D1(A ◦B)D2 = (D1AD2) ◦B = A ◦ (D1BD2). (B.13)
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Proof. The proof is straightforward, and hence we do not include it. The identity is
formulated as an exercise in [221].
Repeatedly applying Lemma B.3.2, we get
D1D2(P ◦M)D2D1 = (D1PD1)︸ ︷︷ ︸
P′
◦ (D2MD2)︸ ︷︷ ︸
M′
.
Plugging this back into (B.12), and since P′ii = 1 for all i, we get the bound
c ≥ c(S,M) = λmax(P′ ◦M′) ≥ max
i
(P′ ◦M′)ii = max
i
P′iiM
′
ii = max
i
M′ii
= max
i
Mii
p2i
≥
(∑d
i=1 M
1/2
ii
)2
τ 2
. (B.14)
The last inequality follows by observing that the optimal solution of the optimization
problem
min
p
{
max
i
Mii
p2i
| p1, . . . , pd > 0,
∑
i
pi = τ
}
is pi = τ
M
1/2
ii∑
j M
1/2
jj
. Inequality (2.19) now follows by substituting the lower bound on c
obtained in (B.14) into (B.10).
B.3.2 Proof of Lemma 2.4.2
Diag (p1v1, . . . , pdvd) = c(S,M)Diag
(
p31, . . . , p
3
d
)
= c(S,M)D3
= λmax
((
D−1/2PD−1/2
) ◦ (D−1MD−1))D3
 D 32 ((D−1/2PD−1/2) ◦ (D−1MD−1))D 32
(B.13)
= P ◦M.
The last inequality came from the fact that D is diagonal.
B.3.3 Bound on c(S1,M)
Lemma B.3.3. c(S1,M) ≤ d2τ2 ((1− β) maxi Mii + βL).
Proof. Recall that the probability matrix of S1 is P =
τ
d
((1− β)I + βE). Since pi = τd
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and M  LI, we have
c(S1,M) = λmax (P
′ ◦M′)
= λmax
(
(D−1/2PD−1/2) ◦ (D−1MD−1))
= λmax
(τ
d
(
(1− β)D−1 + βD−1/2ED−1/2) ◦D−1MD−1)
=
τ
d
λmax
((
(1− β)D−1 + βD−1/2ED−1/2) ◦D−1MD−1)
=
τ
d
λmax
(
(1− β)Diag (Mii/p3i )+ βD−3/2MD−3/2)
 τ
d
λmax
(
(1− β)Diag (Mii/p3i )+ βLD−3)
=
τ
d
λmax
(
(1− β)d
3
τ 3
max
i
Mii + βL
d3
τ 3
)
=
d2
τ 2
(
(1− β) max
i
Mii + βL
)
.
B.3.4 Proof of Theorem 2.4.3
For the purpose of this proof, let S2 be the independent uniform sampling with minibatch
size τ . That is, for all i we independently decide whether i ∈ S, and do so by picking i
with probability pi =
τ
d
. Recall that S3 is the independent importance sampling.
For simplicity, let Pi be the probability matrix of sampling Si, Di
def
= Diag (Pi), and
M′i
def
= D
−1/2
i MD
−1/2
i , for i = 1, 3. Next, we have
c(Si,M) = λmax
((
D
−1/2
i PiD
−1/2
i
)
◦ (D−1i MD−1i ))
(B.13)
= λmax
((
D−1i PiD
−1
i
) ◦ (D−1/2i MD−1/2i ))
= λmax
((
E + D−1i − I
) ◦M′i)
= λmax
(
M′i + Diag (M
′
i) ◦ (D−1i − I)
)
, (B.15)
where the third identity holds since both Si is an independent sampling, which means that(
D−1i PiD
−1
i
)
kl
= pkl
pkpl
, where p = Diag (Di).
Denote ci
def
= c(Si,M). Thus for S2 we have
c2 =
τ
d
λmax
(
M +
d− τ
τ
Diag (M)
)
. (B.16)
Let us now establish a technical lemma.
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Lemma B.3.4.
λmax
(
M′3 + Diag(M
′
3) ◦ (D−13 − I)
) ≤ 2d− τ
d− τ λmax
(
M′3 +
d− τ
τ
Diag (M′3)
)
.
(B.17)
Proof. The statement follows immediately repeating the steps of the proof of (i) from
Theorem B.2.3 using the fact that for sampling S3 we have pi/Mii ∝ p−1i − 1.
We can now proceed with comparing c2 to c3.
c3 = λmax
(
M′3 + Diag (M
′
3) ◦ (D−13 − I)
)
(B.17)
≤ 2d− τ
d− τ λmax
(
M′3 +
d− τ
τ
Diag (M′3)
)
(∗)
≤ 2d− τ
d− τ λmax
(
dDiag (M′3) +
d− τ
τ
Diag (M′3)
)
=
2d− τ
d− τ
dτ + d− τ
τ
λmax (Diag (M
′
3))
(∗∗)
≤ 2d− τ
d− τ
dτ + d− τ
τ
τ
d
λmax (Diag (M))
≤ 2d− τ
d− τ
dτ + d− τ
τ
τ
d
τ
d− τ λmax
(
M +
d− τ
τ
Diag (M)
)
(B.15)
=
2d− τ
d− τ
dτ + d− τ
τ
τ
d− τ c2. (B.18)
Above, inequality (∗) holds since for any d×d matrix Q  0 we have Q  dDiag (Q)
and inequality (∗∗) holds since (D3)ii ≥ (D3)jj if and only if Mii ≥Mjj due to choice
of p.
Let us now compare to c2 and c1. We have
c1 = λmax
((
D
−1/2
1 P1D
−1/2
1
)
◦ (D−11 MD−11 ))
(B.13)
= λmax
((
D−11 P1D
−1
1
) ◦ (D−1/21 MD−1/21 ))
= λmax
((
τ − 1
d− 1
d
τ
E +
d
τ
I− τ − 1
d− 1
d
τ
I
)
◦M′′1
)
=
d
τ
λmax
(
τ − 1
d− 1M
′′
1 +
d− τ
d− 1Diag (M
′′
1)
)
=
(
d
τ
)2
λmax
(
τ − 1
d− 1M +
d− τ
d− 1Diag (M)
)
. (B.19)
As (B.16) and (B.19) are established, following the proof of (ii) from Theorem B.2.3, we
arrive at
c2 ≤ (d− 1)τ
d(τ − 1)c1 ≤ 2c1. (B.20)
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It remains to combine (B.18) and (B.20) to establish (2.25).
An example with c3 ≈
(
τ
d
)2
c2 follows.
Example 13. Consider d ≥ 1, choose any d ≥ τ ≥ 1 and
M
def
=
(
N 0>
0 I
)
for I ∈ R(d−1)×(d−1). Then, it is easy to verify that c1 (B.19)=
(
d
τ
)2
N . Moreover, for large
enough N we have
p ≈
(
1,
τ − 1
d− 1 , . . . ,
τ − 1
d− 1
)>
⇒ M′3 ≈ Diag
(
N,
d− 1
τ − 1 , . . . ,
d− 1
τ − 1
)
.
Therefore, using (B.15) and again for large enough N , we get c3 ≈ N . Thus, c3 ≈
(
τ
d
)2
c2.
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Appendix C
Appendix for Chapter 3
C.1 Proofs for Section 3.4
Lemma C.1.1. Suppose that f is twice differentiable. Assumption 3.4.1 is equivalent
to (2.6) for Q = M−1.
Proof. We first establish that Assumption 3.4.1 implies (2.6). Summing up (3.10) for
(x, y) and (y, x) yields
〈∇f(x)−∇f(y), x− y〉 ≥ ‖∇f(x)−∇f(y)‖2Q.
Using Cauchy Schwartz inequality we obtain
‖x− y‖Q−1 ≥ ‖∇f(x)−∇f(y)‖Q.
By the mean value theorem, there is z ∈ [x, y] such that∇f(x)−∇f(y) = ∇2f(z)(x−y).
Thus
‖x− y‖Q−1 ≥ ‖x− y‖∇2f(z)Q∇2f(z).
The above is equivalent to(∇2f(z))− 12 Q−1 (∇2f(z))− 12  (∇2f(z)) 12 Q (∇2f(z)) 12
Note that for any M′  0 we have M′ M−1 if and only if M  I. Thus(∇2f(z))− 12 Q−1 (∇2f(z))− 12  I,
which is equivalent to Q−1  ∇2f(z). To establish the other direction, denote φ(y) =
f(y)− 〈∇f(x), y〉. Clearly, x is minimizer of φ and therefore we have
φ(x) ≤ φ(x−M−1∇f(y)) ≤ φ(y)− 1
2
‖∇f(y)‖2M−1 ,
which is exactly (3.10) for Q = M−1.
Lemma C.1.2. For Zk
def
= Sk(S
>
k Sk)
†S>k , then
Z>k Zk = Zk. (C.1)
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Proof. It is a property of pseudo-inverse that for any matrices A, I it holds ((AI)†)> =
(I>A>)†, so Z>k = Zk. Moreover, we also know for any A that A
†AA† = A† and, thus,
Z>k Zk = Sk(S
>
k Sk)
†S>k Sk(S
>
k Sk)
†S>k = Zk.
C.1.1 Proof of Theorem 3.4.2
We first state two lemmas which will be crucial for the analysis. They characterize
key properties of the gradient learning process (3.4), (3.6) and will be used later to
bound expected distances of both hk+1 and gk from ∇f(x∗). The proofs are provided in
Appendix C.1.2 and C.1.3 respectively
Lemma C.1.3. For all v ∈ Rd we have
E
[‖hk+1 − v‖2] = ‖hk − v‖2I−E[Z] + ‖∇f(xk)− v‖2E[Z]. (C.2)
Lemma C.1.4. Let C
def
= E [θ2Z]. Then for all v ∈ Rd we have
E
[‖gk − v‖2] ≤ 2‖∇f(xk)− v‖2C + 2‖hk − v‖2C−I.
For notational simplicity, it will be convenient to define Bregman divergence between
x and y:
Df (x, y)
def
= f(x)− f(y)− 〈∇f(y)), x− y〉
We can now proceed with the proof of Theorem 3.4.2. Let us start with bounding the
first term in the expression for Φk+1. From Lemma C.1.4 and strong convexity it follows
that
E
[‖xk+1 − x∗‖2] = E [‖ proxαψ(xk − αgk)− proxαψ(x∗ − α∇f(x∗))‖2]
≤ E [‖xk − αgk − (x∗ − α∇f(x∗))‖2]
= ‖xk − x∗‖2 − 2αE [(gk −∇f(x∗))>(xk − x∗)]
+α2E
[‖gk −∇f(x∗)‖2]
≤ ‖xk − x∗‖2 − 2α(∇f(xk)−∇f(x∗))>(xk − x∗)
+2α2‖∇f(xk)−∇f(x∗)‖2C + 2α2‖hk −∇f(x∗)‖2C−I
≤ ‖xk − x∗‖2 − αµ‖xk − x∗‖2 − 2αDf (xk, x∗)
+2α2‖∇f(xk)−∇f(x∗)‖2C + 2α2‖hk −∇f(x∗)‖2C−I.
Using Assumption 3.4.1 we get
−2αDf (xk, x∗) ≤ −α‖∇f(xk)−∇f(x∗)‖2Q.
As for the second term in Φk+1, we have by Lemma C.1.3
ασE
[‖hk+1 −∇f(x∗)‖2] = ασ‖hk −∇f(x∗)‖2I−E[Z] + ασ‖∇f(xk)−∇f(x∗)‖2E[Z].
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Combining it into Lyapunov function Φk,
Φk+1 ≤ (1− αµ)‖xk − x∗‖2 + ασ‖hk −∇f(x∗)‖2I−E[Z] + 2α2‖hk −∇f(x∗)‖2C−I
+ασ‖∇f(xk)−∇f(x∗)‖2E[Z] + 2α2‖∇f(xk)−∇f(x∗)‖2C − α‖∇f(xk)
−∇f(x∗)‖2Q.
To see that this gives us the theorem’s statement, consider first
ασE [Z] + 2α2C− αQ = 2α
(
αC− 1
2
(Q− σE [Z])
)
≤ 0,
so we can drop norms related to ∇f(xk)−∇f(x∗). Next, we have
ασ(I− E [Z]) + 2α2(C− I) = α (α(2(C− I) + σµI)− E [Z]) + σα(1− αµ)I
≤ σα(1− αµ)I,
which follows from our assumption on α.
C.1.2 Proof of Lemma C.1.3
Proof. Keeping in mind that Z>k = Zk, we first write
E
[‖hk+1 − v‖2] (3.8)= E [∥∥hk + Zk(∇f(xk)− hk)− v∥∥2]
= E
[∥∥(I− Zk) (hk − v) + Zk(∇f(xk)− v)∥∥2]
= E
[∥∥(I− Zk) (hk − v)∥∥2]+ E [∥∥Zk(∇f(xk)− v)∥∥2]
+2(hk − v)>E
[
(I− Zk)> Zk
]
(∇f(xk)− v)
= (hk − v)>E
[
(I− Zk)> (I− Zk)
]
(hk − v)
+(∇f(xk)− v)>E [ZkZk] (∇f(xk)− v)
+2(hk − v)>E [Zk − ZkZk] (∇f(xk)− v).
By Lemma C.1.2 we have ZkZk = Zk, so the last term in the expression above is equal
to 0. As for the other two, expanding the matrix factor in the first term leads to
E
[
(I− Zk)> (I− Zk)
]
= E [(I− Zk) (I− Zk)]
= E [I− ZkI− IZk + ZkZk]
= I− E [Zk] .
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We, thereby, have derived
E
[‖hk+1 − v‖2] = (hk − v)> (I− E [Zk]) (hk − v)
+(∇f(xk)− v)>E [ZkZk] (∇f(xk)− v)
= ‖hk − v‖2I−E[Z] + ‖∇f(xk)− v‖2E[Z].
C.1.3 Proof of Lemma C.1.4
Proof. Throughout this proof, we will use without any mention that Z>k = Zk.
Writing gk − v = a+ b, where a def= (I− θkZk)(hk − v) and b def= θkZk(∇f(xk)− v),
we get ‖gk‖2 ≤ 2(‖a‖2 + ‖b‖2). Using Lemma C.1.2 and the definition of θk yields
E
[‖a‖2] = E [‖ (I− θkZk) (hk − v)‖2]
= (hk − v)>E [(I− θkZk) (I− θkZk)] (hk − v)
= (hk − v)>E [(I− θkZk − θkZk + θ2kZkIZk)] (hk − v)
= (hk − v)>E [(I− 2I + θ2kZk)] (hk − v)
= ‖hk − v‖2E[θ2Z]−I.
Similarly, the second term in the upper bound on gk can be rewritten as
E
[‖b‖2] = E [‖θkZk(∇f(xk)− v)‖2]
= (∇f(xk)− v)>E [θ2kZkZk] (∇f(xk)− v)
= ‖∇f(xk)− v‖2C.
Combining the pieces, we get the claim.
C.2 Proofs for Section 3.5
C.2.1 Technical lemmas
We first start with an analogue of Lemma C.1.4 allowing for a norm different from ‖ · ‖.
We remark that matrix Q′ in the lemma is not to be confused with the smoothness matrix
Q from Assumption 3.4.1.
Lemma C.2.1. Let Q′  0. The variance of gk as an estimator of ∇f(xk) can be
bounded as follows:
1
2
E
[‖gk‖2Q′] ≤ ‖hk‖2Pˆ−1(P◦Q′)Pˆ−1−Q′ + ‖∇f(xk)‖2Pˆ−1(P◦Q′)Pˆ−1 . (C.3)
Proof. Denote Sk to be a matrix with columns ei for i ∈ Range (Sk). We first write
gk = hk − Pˆ−1SkS>k hk︸ ︷︷ ︸
a
+ Pˆ−1SkS>k∇f(xk)︸ ︷︷ ︸
b
.
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Let us bound the expectation of each term individually. The first term is equal to
E
[‖a‖2Q′] = E [∥∥∥(I− Pˆ−1SkS>k )hk∥∥∥2
Q′
]
= (hk)>E
[(
I− Pˆ−1SkS>k
)>
Q′
(
I− Pˆ−1SkS>k
)]
hk
= (hk)>E
[(
Q′ − Pˆ−1SkS>k Q′ −Q′SkS>k Pˆ−1
)]
hk
+(hk)>E
[(
Pˆ−1SkS>k Q
′SkS>k Pˆ
−1
)]
hk
= (hk)>
(
Pˆ−1(P ◦Q′)Pˆ−1 −Q′
)
hk.
The second term can be bounded as
E
[‖b‖2Q′] = E [∥∥∥Pˆ−1S>k∇f(xk)Sk∥∥∥2
Q′
]
= E
[
‖∇f(xk)‖2
Pˆ−1SkS>k Q′SkS
>
k Pˆ
−1
]
= ‖∇f(xk)‖2
Pˆ−1(P◦Q′)Pˆ−1 .
It remains to combine the two bounds.
We also state the analogue of Lemma C.1.3, which allows for a different norm as well.
Lemma C.2.2. For all diagonal D  0 we have
E
[‖hk+1‖2D] = ‖hk‖2D−PˆD + ‖∇f(xk)‖2PˆD. (C.4)
Proof. Denote Sk to be a matrix with columns ei for i ∈ Sk. We first write
hk+1 = hk − SkS>k hk + SkS>k∇f(xk).
Therefore
E
[‖hk+1‖2D] = E [∥∥(I− SkS>k )hk + SkS>k∇f(xk)∥∥2D]
= E
[∥∥(I− SkS>k )hk∥∥2D]+ E [∥∥SkS>k∇f(xk)∥∥2D]
+2E
[
hk
>
(I− SkS>k )DSkS>k∇f(xk)
]
= ‖hk‖2
D−PˆD + ‖∇f(xk)‖2PˆD.
C.2.2 Proof of Theorem 3.5.2
Proof. Throughout the proof, we will use the following Lyapunov function:
Ψk
def
= f(xk)− f(x∗) + σ‖hk‖2P−1 .
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Following similar steps to what we did before, we obtain
E
[
Ψk+1
] (2.6)≤ f(xk)− f(x∗) + αE [〈∇f(xk), gk〉]+ α2
2
E
[‖gk‖2M]+ σE [‖hk+1‖2Pˆ−1]
= f(xk)− f(x∗)− α‖∇f(xk)‖22 +
α2
2
E
[‖gk‖2M]+ σE [‖hk+1‖2Pˆ−1]
(C.3)
≤ f(xk)− f(x∗)− α‖∇f(xk)‖22 + α2‖∇f(xk)‖2Pˆ−1(P◦M)Pˆ−1
+α2‖hk‖2
Pˆ−1(P◦M)Pˆ−1−M + σE
[‖hk+1‖2
Pˆ−1
]
.
This is the place where the ESO assumption comes into play. By applying it to the
right-hand side of the bound above, we obtain
E
[
Ψk+1
] (3.13)≤ f(xk)− f(x∗)− α‖∇f(xk)‖22 + α2‖∇f(xk)‖2VˆPˆ−1 + α2‖hk‖2VˆPˆ−1−M
+σE
[‖hk+1‖2
Pˆ−1
]
(C.4)
= f(xk)− f(x∗)− α‖∇f(xk)‖22 + α2‖∇f(xk)‖2VˆPˆ−1 + α2‖hk‖2VˆPˆ−1−M
+σ‖∇f(xk)‖22 + σ‖hk‖2Pˆ−1−I
= f(xk)− f(x∗)−
(
α− α2 max
i
vi
pi
− σ
)
‖∇f(xk)‖22
+‖hk‖2
α2(VˆPˆ−1−M)+σ(Pˆ−1−I).
Due to Polyak- Lojasiewicz inequality, we can further upper bound the last expression by(
1−
(
α− α2 max
i
vi
pi
− σ
)
µ
)
(f(xk)− f(x∗)) + ‖hk‖2
α2(VˆP−1−M)+σ(P−1−I).
To finish the proof, it remains to use (3.14).
C.2.3 Proof of Corollary 3.5.3
The claim was obtained by choosing carefully α and σ using numerical grid search. Note
that by strong convexity we have I  µDiag(M)−1, so we can satisfy assumption (3.14).
Then, the claim follows immediately noticing that we can also set Vˆ = Diag(M) while
maintaining (
α− α2 max
i
Mii
pi
− σ
)
≥ 0.117
Tr(M)
.
C.2.4 Accelerated SEGA with arbitrary sampling
Before establishing the main theorem, we first state two technical lemmas which will
be crucial for the analysis. First one, Lemma C.2.3 provides a key inequality follow-
ing from (6). The second one, Lemma C.2.4, analyzes update (5) and was technically
established throughout the proof of Theorem 3.5.2. We include a proof of lemmas in
Appendix C.2.5 and C.2.6 respectively.
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Lemma C.2.3. For every u ∈ Rd we have
β〈∇f(xk+1), zk − u〉 − βµ
2
‖xk+1 − u‖22
≤ β2 1
2
E
[‖gk‖22]+ 12‖zk − u‖22 − 1 + βµ2 E [‖zk+1 − u‖22] (C.5)
Lemma C.2.4. Letting η(v, p)
def
= maxi
√
vi
pi
, we have
f(xk+1)− E [f(yk+1)]+ ‖hk‖2
α2(VˆPˆ−3−Pˆ−1MPˆ−1) ≥
(
α− α2η(v, p)2) ‖∇f(xk)‖2
Pˆ−1 .(C.6)
Now we state the main theorem of Section 3.5.3, providing a convergence rate of
ASEGA (Algorithm 7) for arbitrary minibatch sampling. As we mentioned, the convergence
rate is, up to a constant factor, same as state-of-the-art minibatch accelerated coordinate
descent [78].
Theorem C.2.5. Assume M-smoothness and µ-strong convexity and that v satisfies (3.13).
Denote
Υk
def
=
2
75
η(v, p)−2
τ 2
(
E
[
f(yk)
]− f(x∗))+ 1 + βµ
2
E
[‖zk − x∗‖22]+ σE [‖hk‖2Pˆ−2]
and choose
c1 = max
(
1, η(v, p)−1
√
µ
mini pi
)
, (C.7)
α =
1
5η(v, p)2
, (C.8)
β =
2
75τη(v, p)2
, (C.9)
σ = 5β2, (C.10)
τ =
√
4
9·54η(v, p)
−4µ2 + 8
75
η(v, p)−2µ− 2
75
η(v, p)−2µ
2
. (C.11)
Then, we have
E
[
Υk
] ≤ (1− c−11 τ)k Υ0.
Proof. The proof technique is inspired by Allen-Zhu and Orecchia [6]. First of all, let us
see what strong convexity of f gives us:
β
(
f(xk+1)− f(x∗)) ≤ β〈∇f(xk+1), xk+1 − x∗〉 − βµ
2
‖x∗ − xk+1‖22.
Thus, we are interested in finding an upper bound for the scalar product that appeared
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above. We have
β〈∇f(xk+1), zk − u〉 − βµ
2
‖xk+1 − u‖22 + σE
[‖hk+1‖2
Pˆ−2
]
(C.5)
≤ β2 1
2
E
[‖gk‖22]+ 12‖zk − u‖22 − 1 + βµ2 E [‖zk+1 − u‖22]+ σE [‖hk+1‖2Pˆ−2] .
Using the Lemmas introduced above, we can upper bound the norms of gk and hk+1 by
using norms of hk and ∇f(xk) to get the following:
β2
1
2
E
[‖gk‖22]+ σE [‖hk+1‖2Pˆ−2]
(C.4)
≤ β2 1
2
E
[‖gk‖22]+ σ‖hk‖2Pˆ−2−Pˆ−1 + σ‖∇f(xk)‖2Pˆ−1
(C.3)
≤ β2‖hk‖2
Pˆ−1−I + β
2‖∇f(xk)‖2
Pˆ−1 + σ‖hk‖2Pˆ−2−Pˆ−1 + σ‖∇f(xk)‖2Pˆ−1 .
Now, let us get rid of ∇f(xk) by using the gradients property from Lemma C.2.4:
β2
1
2
E
[‖gk‖22]+ σE [‖hk+1‖2Pˆ−2]
(C.6)
≤ β2‖hk‖2
Pˆ−1−I +
(
β2 + σ
) f(xk+1)− f(yk+1) + ‖hk‖2α2(VˆPˆ−3−Pˆ−1MPˆ−1)
α− α2η(v, p)2
+σ‖hk‖2
Pˆ−2−Pˆ−1
= ‖hk‖2
β2(Pˆ−1−I)+ (β2+σ)α2
α−α2η(v,p)2 (VˆPˆ
−3−Pˆ−1MPˆ−1)+σ(Pˆ−2−Pˆ−1)
+
β2 + σ
α− α2η(v, p)2 (f(x
k+1)− E [f(yk+1)])
≤ ‖hk‖2
β2Pˆ−1+ (β
2+σ)α2
α−α2η(v,p)2 VˆPˆ
−3+σ(Pˆ−2−Pˆ−1)
+
β2 + σ
α− α2η(v, p)2 (f(x
k+1)− E [f(yk+1)]).
Plugging this into the bound with which we started the proof, we deduce
β〈∇f(xk+1), zk − u〉 − βµ
2
‖xk+1 − u‖22 + σE
[‖hk+1‖2
Pˆ−2
]
≤ ‖hk‖2
β2Pˆ−1+ (β
2+σ)α2
α−α2η(v,p)2 VˆPˆ
−3+σ(Pˆ−2−Pˆ−1)
+
β2 + σ
α− α2η(v, p)2 (f(x
k+1)− E [f(yk+1)]) + 1
2
‖zk − u‖22
−1 + βµ
2
E
[‖zk+1 − u‖22] .
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Recalling our first step, we get with a few rearrangements
β
(
f(xk+1)− f(x∗))
≤ β〈∇f(xk+1), xk+1 − x∗〉 − βµ
2
‖x∗ − xk+1‖22
= β〈∇f(xk+1), xk+1 − zk〉+ β〈∇f(xk+1), zk − x∗〉 − βµ
2
‖x∗ − xk+1‖22
=
(1− τ)β
τ
〈∇f(xk+1), yk − xk+1〉+ β〈∇f(xk+1), zk − x∗〉 − βµ
2
‖x∗ − xk+1‖22
≤ (1− τ)β
τ
(
f(yk)− f(xk+1))+ ‖hk‖2
β2Pˆ−1+ (β
2+σ)α2
α−α2η(v,p)2 VˆPˆ
−3+σ(Pˆ−2−Pˆ−1)
+
β2 + σ
α− α2η(v, p)2 (f(x
k+1)− E [f(yk+1)]) + 1
2
‖zk − x∗‖22
−1 + βµ
2
E
[‖zk+1 − x∗‖22]− σE [‖hk+1‖2Pˆ−2] .
Let us choose σ, β such that for some constant c2 (which we choose at the end) we have
c2σ = β
2, β =
α− α2η(v, p)2
(1 + c−12 )τ
.
Consequently, we have
α− α2η(v, p)2
(1 + c−12 )τ 2
(
E
[
f(yk+1)
]− f(x∗))+ 1 + βµ
2
E
[‖zk+1 − x∗‖22]+ σE [‖hk+1‖2Pˆ−2]
≤ (1− τ)α− α
2η(v, p)2
(1 + c−12 )τ 2
(
f(yk)− f(x∗))+ 1
2
‖zk − x∗‖22
+‖hk‖2(
Pˆ−1−(1−c2)I+ (1+c2)α
2
α−α2η(v,p)2 VˆPˆ
−2
)
σPˆ−1
.
Let us make a particular choice of α, so that for some constant c3 (which we choose at
the end) we can obtain the equations below:
α =
1
c3η(v, p)2
⇒ α− α2η(v, p)2 = c3 − 1
c23
η(v, p)−2,
α2
α− α2η(v, p)2 =
1
(c3 − 1)η(v, p)2 .
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Thus
c3−1
c23
η(v, p)−2
(1 + c−12 )τ 2
(
E
[
f(yk+1)
]− f(x∗))+ 1 + βµ
2
E
[‖zk+1 − x∗‖22]+ σE [‖hk+1‖2Pˆ−2]
≤ (1− τ)
c3−1
c23
η(v, p)−2
(1 + c−12 )τ 2
(
f(yk)− f(x∗))+ 1
2
‖zk − x∗‖22
+‖hk‖2(
Pˆ−1−(1−c2)I+ (1+c2)
(c3−1)η(v,p)2
VˆPˆ−2
)
σPˆ−1
.
Using the definition of η(v, p), one can see that the above gives
c3−1
c23
η(v, p)−2
(1 + c−12 )τ 2
(
E
[
f(yk+1)
]− f(x∗))+ 1 + βµ
2
E
[‖zk+1 − x∗‖22]+ σE [‖hk+1‖2Pˆ−2]
≤ (1− τ)
c3−1
c23
η(v, p)−2
(1 + c−12 )τ 2
(
f(yk)− f(x∗))+ 1
2
‖zk − x∗‖22
+‖hk‖2(
Pˆ−1−(1−c2)I+ 1+c2c3−1 I
)
σPˆ−1
.
To get the convergence rate, we shall establish(
1− c2 − 1 + c2
c3 − 1
)
c1I  τPˆ−1 (C.12)
and
1 + βµ ≥ 1
1− τ . (C.13)
To this end, let us recall that
β =
c3 − 1
c22
η(v, p)−2τ−1
1
1 + c−12
.
Now we would like to set equality in (C.13), which yields
0 = τ 2 +
c3 − 1
c22
η(v, p)−2
1
1 + c−12
µτ − c3 − 1
c22
η(v, p)−2
1
1 + c−12
µ = 0.
This, in turn, implies
τ =
√(
c3−1
c22
)2
η(v, p)−4 1
(1+c−12 )
2µ2 + 4
c3−1
c22
η(v, p)−2 1
1+c−12
µ− c3−1
c22
η(v, p)−2 1
1+c−12
µ
2
= O
(√
c3 − 1
c22
1√
1 + c−12
η(v, p)−1
√
µ
)
.
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Notice that for any c ≤ 1 we have
√
c2+4c−c
2
≤ √c and therefore
τ ≤
√
c3 − 1
c22
η(v, p)−1
1√
1 + c−12
√
µ. (C.14)
Using this inequality and a particular choice of constants, we can upper bound P−1 by a
matrix proportional to identity as shown below:
τPˆ−1
(C.14)

√
c3 − 1
c22
η(v, p)−1
1√
1 + c−12
√
µPˆ−1

√
c3 − 1
c22
η(v, p)−1
1√
1 + c−12
√
µ
mini pi
I
(C.7)

√
c3 − 1
c22
1√
1 + c−12
c1I
(∗)

(
1− c2 − 1 + c2
c3 − 1
)
c1I,
which is exactly (C.12). Above, (∗) holds for choice c3 = 5 and c2 = 15 . It remains to
verify that (C.8), (C.9), (C.10) and (C.11) indeed correspond to our derivations.
We also mention, without a proof, that acceleration parameters can be chosen in
general such that c1 can be lower bounded by constant and therefore the rate from
Theorem C.2.5 coincides with the rate from Table 3.1. Corollary 3.5.4 is in fact a weaker
result of that type.
Proof of Corollary 3.5.4
It suffices to verify that one can choose v = Diag(M) in (3.13) and that due to pi ∝√
Mii we have c1 = 1.
C.2.5 Proof of Lemma C.2.3
Proof. Firstly (6), is equivalent to
zk+1 = arg min
z
ψk(z)
def
=
1
2
‖z − zk‖22 + β〈gk, z〉+
βµ
2
‖z − xk+1‖22.
Therefore, we have for every u
0 = 〈∇ψk(zk+1), zk+1 − u〉
= 〈zk+1 − zk, zk+1 − u〉+ β〈gk, zk+1 − u〉+ βµ〈zk+1 − xk+1, zk+1 − u〉. (C.15)
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Next, by generalized Pythagorean theorem we have
〈zk+1 − zk, zk+1 − u〉 = 1
2
‖zk − zk+1‖22 −
1
2
‖zk − u‖22 +
1
2
‖u− zk+1‖22 (C.16)
and
〈zk+1 − xk+1, zk+1 − u〉 = 1
2
‖xk+1 − zk+1‖22 −
1
2
‖xk+1 − u‖22 +
1
2
‖u− zk+1‖22. (C.17)
Plugging (C.16) and (C.17) into (C.15) we obtain
β〈gk, zk − u〉 − βµ
2
‖xk+1 − u‖22
≤ β〈gk, zk − zk+1〉 − 1
2
‖zk − zk+1‖22 +
1
2
‖zk − u‖22 −
1 + βµ
2
‖zk+1 − u‖22
(∗)
≤ β
2
2
‖gk‖22 +
1
2
‖zk − u‖22 −
1 + βµ
2
‖zk+1 − u‖22.
The step marked by (∗) holds due to Cauchy-Schwartz inequality. It remains to take the
expectation conditioned on xk+1 and use (3.7).
C.2.6 Proof of Lemma C.2.4
Proof. The shortest, although not the most intuitive, way to write the proof is to put
matrix factor into norms. Apart from this trick, the proof is quite simple consists of
applying smoothness followed by ESO:
E
[
f(yk+1)
]− f(xk+1) (2.6)≤ −αE [〈∇f(xk), Pˆ−1gk〉]+ α2
2
E
[
‖Pˆ−1gk‖2M
]
= −α‖∇f(xk)‖2
Pˆ−1 +
α2
2
E
[‖gk‖Pˆ−1MPˆ−1]
(C.3)
≤ −α‖∇f(xk)‖2
Pˆ−1 + α
2‖∇f(xk)‖2
Pˆ−1(P◦Pˆ−1MPˆ−1)Pˆ−1
+α2‖hk‖2
Pˆ−1(P◦Pˆ−1MPˆ−1)Pˆ−1−Pˆ−1MPˆ−1
= −α‖∇f(xk)‖2
Pˆ−1 + α
2‖∇f(xk)‖2
Pˆ−2(P◦M)Pˆ−2
+α2‖hk‖2
Pˆ−2(P◦M)Pˆ−2−Pˆ−1MPˆ−1
(3.13)
≤ −α‖∇f(xk)‖2
Pˆ−1 + α
2‖∇f(xk)‖2
VˆPˆ−3
+α2‖hk‖2
VˆPˆ−3−Pˆ−1MPˆ−1
≤ −
(
α− α2 max
i
vi
p2i
)
‖f(xk)‖2
Pˆ−1 + α
2‖hk‖2
VˆPˆ−3−Pˆ−1MPˆ−1 .
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C.3 Subspace SEGA: a more aggressive approach
In this section we describe a more aggressive variant of SEGA, one that exploits the fact
that the gradients of f lie in a lower dimensional subspace if this is indeed the case.
In particular, assume that F (x) = f(x) + ψ(x) and
f(x) = φ(Ax),
where A ∈ Rm×d.1 Note that ∇f(x) lies in Range (A>). There are situations where
the dimension of Range
(
A>
)
is much smaller than n. For instance, this happens when
m  d. However, standard coordinate descent methods still move around in directions
ei ∈ Rd for all i. We can modify the gradient sketch method to force our gradient estimate
to lie in Range
(
A>
)
, hoping that this will lead to faster convergence.
C.3.1 The algorithm
Let xk be the current iterate, and let hk be the current estimate of the gradient of f .
Assume that the sketch S>k∇f(xk) is available. We can now define hk+1 through the
following modified sketch-and-project process:
hk+1 = arg min
h∈Rd
‖h− hk‖2
subject to S>k h = S
>
k∇f(xk), (C.18)
h ∈ Range (A>) .
Standard arguments reveal that the closed-form solution of (C.18) is
hk+1 = H
(
hk − Sk(S>k HSk)†S>k (Hhk −∇f(xk))
)
, (C.19)
where
H
def
= A>(AA>)†A (C.20)
is the projector onto Range
(
A>
)
. A quick sanity check reveals that this gives the same
formula as (3.4) in the case where Range
(
A>
)
= Rd. We can also write
hk+1 = Hhk −HZk(Hhk −∇f(xk)) = (I−HZk) Hhk + HZk∇f(xk), (C.21)
where
Zk
def
= Sk(S
>
k HSk)
†S>k . (C.22)
1Strong convexity is not compatible with the assumption that A does not have full rank, so a different
type of analysis using Polyak- Lojasiewicz inequality is required to give a formal justification. However,
we proceed with the analysis anyway to build the intuition why this approach leads to better rates.
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Assume that θk is chosen in such a way that
E [θkZk] = I.
Then, the following estimate of ∇f(xk)
gk
def
= Hhk + θkHZk(∇f(xk)−Hhk) (C.23)
is unbiased, i.e. E
[
gk
]
= ∇f(xk). After evaluating gk, we perform the same step as in
SEGA:
xk+1 = proxαψ(x
k − αgk).
By inspecting (C.18), (C.20) and (C.23), we get the following simple observation.
Lemma C.3.1. If h0 ∈ Range (A>), then hk, gk ∈ Range (A>) for all k.
Consequently, if h0 ∈ Range (A>), (C.19) simplifies to
hk+1 = hk −HSk(S>k HSk)†S>k (hk −∇f(xk)) (C.24)
and (C.23) simplifies to
gk
def
= hk + θkHZk(∇f(xk)− hk). (C.25)
Example 14 (Coordinate sketch). Consider D given by S = ei with probability pi > 0.
Then we can choose the bias-correcting random variable as θ = θ(s) = wi
pi
, where wi
def
=
‖Hei‖22 = e>i Hei. Indeed, with this choice, (3.5) is satisfied. For simplicity, further
choose pi = 1/n for all i. We then have
hk+1 = hk − e
>
i h
k − e>i ∇f(xk)
wi
Hei =
(
I− Heie
>
i
wi
)
hk +
Heie
>
i
wi
∇f(xk) (C.26)
and (C.25) simplifies to
gk
def
= (1− θk)hk + θkhk+1 = hk + nHeie>i
(∇f(xk)− hk) . (C.27)
C.3.2 Lemmas
All theory provided in this subsection is, in fact, a straightforward generalization of our
non-subspace results. The reader can recognize similarities in both statements and proofs
with that of previous sections.
Lemma C.3.2. Define Zk and H as in equations (C.22) and (C.20). Then Zk is sym-
metric, ZkHZk = Zk, H
2 = H and H = H>.
Proof. The symmetry of Zk follows from its definition. The second statement is a corollary
of the equations ((A1A2)
†)> = (A>2 A
>
1 )
† and A†1A1A
†
1 = A
†
1, which are true for any
matrices A1,A2. Finally, the last two rules follow directly from the definition of H and
the property A†1A1A
†
1 = A
†
1.
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Lemma C.3.3. Assume hk ∈ Range (A>). Then
E
[‖hk+1 − v‖2] = ‖hk − v‖2I−E[Z] + ‖∇f(xk)− v‖2E[Z]
for any vector v ∈ Range (A>).
Proof. By Lemma C.3.2 we can rewrite H as H>, so
E
[‖hk+1 − v‖2] (C.21)= E [∥∥hk −HZk(hk −∇f(xk))− v∥∥2]
= E
[∥∥(I−HZk) (hk − v) + HZk(∇f(xk)− v)∥∥2]
= E
[∥∥(I−H>Zk) (hk − v) + HZk(∇f(xk)− v)∥∥2]
= E
[∥∥(I−H>Zk) (hk − v)∥∥2]+ E [∥∥HZk(∇f(xk)− v)∥∥2]
+2(hk − v)>E
[(
I−H>Zk
)>
HZk
]
(∇f(xk)− v)
= (hk − v)>E
[(
I−H>Zk
)>
(I−HZk)
]
(hk − v)
+(∇f(xk)− v)>E [ZkH>HZk] (∇f(xk)− v)
+2(hk − v)>E [HZk − ZkHHZk] (∇f(xk)− v). (C.28)
By Lemma C.3.2 we have
ZkHHZk = ZkHZk = Zk,
so the last term in (C.28) is equal to 0. As for the other two, expanding the matrix factor
in the first term leads to(
I−H>Zk
)>
(I−HZk) = (I− ZkH) (I−HZk)
= I− ZkH−H>Zk + ZkHHZk
= I− ZkH−H>Zk + Zk.
Let us mention that H(hk − v) = hk − v and (hk − v)>H> = (hk − v)> as both vectors
hk and v belong to Range
(
A>
)
. Therefore,
(hk − v)>E [I− ZkH−H>Zk + Zk] (hk − v) = (hk − v)> (I− E [Zk]) (hk − v).
It remains to consider
E
[
ZkH
>HZk
]
= E [ZkHHZk] = E [Zk] .
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We, thereby, have derived
E
[‖hk+1 − v‖2] = (hk − v)> (I− E [Zk]) (hk − v)
+(∇f(xk)− v)>E [ZkZk] (∇f(xk)− v)
= ‖hk − v‖2I−E[Zk] + ‖∇f(xk)− v‖2E[Z].
Lemma C.3.4. Suppose hk ∈ Range (A>) and gk is defined by (C.23). Then
E
[‖gk − v‖2] ≤ ‖hk − v‖2C−I + ‖∇f(xk)− v‖2C (C.29)
for any v ∈ Range (A>), where
C
def
= E
[
θ2Z
]
. (C.30)
Proof. Writing gk−v = a+b, where a def= (I−θkHZk)(hk−v) and b def= θkHZk(∇f(xk)−
v), we get ‖gk‖2 ≤ 2(‖a‖2 + ‖b‖2). By definition of θk,
E
[‖a‖2] = E [‖ (I− θkHZk) (hk − v)‖2]
= (hk − v)>E [(I− θkZkH) (I− θkHZk)] (hk − v)
= ‖hk − v‖2E[(I−θkZkHI−θkHZk+θ2kZkHIHZk)].
According to Lemma C.3.2, H = H and ZkHZk = Zk, so
E
[‖a‖2] = (hk − v)>E [(I− θkZkH− θkH>Zk + θ2kZk)] (hk − v)
= ‖hk − v‖2E[θ2Z]−I,
where in the last step we used the assumption that hk and v are from Range
(
A>
)
and
H is the projector operator onto Range
(
A>
)
.
Similarly, the second term in the upper bound on gk can be rewritten as
E
[‖b‖2] = E [‖θkHZk(∇f(xk)− v)‖2]
= (∇f(xk)− v)>E [θ2kZkH>HZk] (∇f(xk)− v)
= ‖∇f(xk)− v‖2E[θ2kZk].
Combining the pieces, we get the claim.
C.3.3 Main result
The main result of this section is:
Theorem C.3.5. Assume that f is Q-smooth, µ-strongly convex, and that α > 0 is such
that
α (2(C− I) + σµI) ≤ σE [Z] , αC ≤ 1
2
(Q− σE [Z]) . (C.31)
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If we define Φk
def
= ‖xk − x∗‖2 + σα‖hk −∇f(xk)‖2, then E [Φk] ≤ (1− αµ)kΦ0.
Proof. Having established Lemmas C.3.2, C.3.3 and C.3.4, the proof follows the same
steps as the proof of Theorem 3.4.2.
C.3.4 The conclusion of subspace SEGA
Let us recall that gk = hk + θkZk(∇f(xk)−hk). A careful examination shows that when
we reduce θk from O(n) to O(d), we put more trust in the value of hk with the benefit
of reducing the variance of gk. This insight points out that a practical implementation of
the algorithm may exploit the fact that hk learns the gradient of f by using smaller θk.
It is also worth noting that SEGA is a stationary point algorithm regardless of the value
of θk. Indeed, if one has x
k = x∗ and hk = ∇f(x∗), then gk = ∇f(x∗) for any θk.
Therefore, once we get a reasonable hk, it is well grounded to choose gk to be closer to
hk. This argument is also supported by our experiments.
Finally, the ability to take bigger stepsizes is also of high interest. One can think of
extending other methods in this direction, especially if interested in applications with a
small rank of matrix A.
C.4 Simplified analysis of SEGA
In this section we consider the setup from Example 3 with uniform probabilities: pi = 1/d
for all i. We now state the main complexity result.
Theorem C.4.1. Choose D to be the uniform distribution over unit basis vectors in Rd.
For any σ > 0 define
Φk
def
= ‖xk − x∗‖22 + σα‖hk‖22,
where {xk, hk}k≥0 are the iterates of the gradient sketch method. If the stepsize satisfies
0 < α ≤ min
1− Lσn2Ld , 1d(µ+ 2(d−1)
σ
)
 , (C.32)
then E
[
Φk+1
] ≤ (1− αµ)Φk. This means that
k ≥ 1
αµ
log
1

⇒ E [Φk] ≤ Φ0.
In particular, if we let σ = d
2L
, then α = 1
(4L+µ)d
satisfies (C.32), and we have the
iteration complexity
d
(
4 +
1
κ
)
κ log
1

= O˜(dκ),
where κ
def
= L
µ
is the condition number.
This is the same complexity as NSync [175] under the same assumptions on f . NSync
also needs just access to partial derivatives. However, NSync uses variable stepsizes, while
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SEGA can do the same with fixed stepsizes. This is because SEGA learns the direction gk
using past information.
C.4.1 Technical lemmas
Since f is L-smooth, we have
‖∇f(xk)‖22 ≤ 2L(f(xk)− f(x∗)). (C.33)
On the other hand, by µ-strong convexity of f we have
f(x∗) ≥ f(xk) + 〈∇f(xk), x∗ − xk〉+ µ
2
‖x∗ − xk‖22. (C.34)
Lemma C.4.2. The variance of gk as an estimator of ∇f(xk) can be bounded as follows:
E
[‖gk‖22] ≤ 4Ln(f(xk)− f(x∗)) + 2(d− 1)‖hk‖22. (C.35)
Proof. In view of (3.9), we first write
gk = hk − 1
pi
e>i h
kei︸ ︷︷ ︸
a
+
1
pi
e>i ∇f(xk)ei︸ ︷︷ ︸
b
,
and note that pi = 1/n for all i. Let us bound the expectation of each term individually.
The first term is equal to
E
[‖a‖22] = E [∥∥hk − de>i hkei∥∥22]
= E
[∥∥(I− deie>i )hk∥∥22]
= (hk)>E
[(
I− deie>i
)> (
I− deie>i
)]
hk
= (d− 1)‖hk‖22.
The second term can be bounded as
E
[‖b‖22] = E [∥∥de>i ∇f(xk)ei∥∥22]
= d2
d∑
i=1
1
d
(e>i ∇f(xk))2
= d‖∇f(xk)‖22
= d‖∇f(xk)−∇f(x∗)‖22
(C.33)
≤ 2Ld(f(xk)− f(x∗)),
where in the last step we used L-smoothness of f . It remains to combine the two bounds.
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Lemma C.4.3. For all v ∈ Rd we have
E
[‖hk+1‖22] = (1− 1d
)
‖hk‖22 +
1
d
‖∇f(xk)− v‖22. (C.36)
Proof. We have
E
[‖hk+1‖22] (3.8)= E [∥∥hk + e>ik(∇f(xk)− hk)eik∥∥22]
= E
[∥∥(I− eike>ik)hk + eike>ik∇f(xk)∥∥22]
= E
[∥∥(I− eike>ik)hk∥∥22]+ E [∥∥eike>ik∇f(xk)∥∥22]
= (hk)>E
[(
I− eike>ik
)> (
I− eike>ik
)]
hk
+(∇f(xk))>E [(eike>ik)>eike>ik]∇f(xk)
= (hk)>E
[
I− eike>ik
]
hk + (∇f(xk))>E [eike>ik]∇f(xk)
=
(
1− 1
d
)
‖hk‖22 +
1
d
‖∇f(xk)‖22.
C.4.2 Proof of Theorem C.4.1
We can now write
E
[‖xk+1 − x∗‖22] = E [‖xk − αgk − x∗‖22]
= ‖xk − x∗‖22 + α2E
[‖gk‖22]− 2α〈E [gk] , xk − x∗〉
(3.7)
= ‖xk − x∗‖22 + α2E
[‖gk‖22]− 2α〈∇f(xk), xk − x∗〉
(C.34)
≤ (1− αµ)‖xk − x∗‖22 + α2E
[‖gk‖22]− 2α(f(xk)− f(x∗)).
Using Lemma C.4.2, we can further estimate
E
[‖xk+1 − x∗‖22] ≤ (1− αµ)‖xk − x∗‖22
+2α(2Ldα− 1)(f(xk)− f(x∗)) + 2(d− 1)α2‖hk‖22.
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Let us now add σαE
[‖hk+1‖22] to both sides of the last inequality. Recalling the definition
of the Lyapunov function, and applying Lemma C.1.3, we get
E
[
Φk+1
] ≤ (1− αµ)‖xk − x∗‖22 + 2α(2Ldα− 1)(f(xk)− f(x∗))
+2(d− 1)α2‖hk‖22 + σα
(
1− 1
d
)
‖hk‖22 +
σα
d
‖∇f(xk)‖22
(C.33)
≤ (1− αµ)‖xk − x∗‖22 + 2α
(
2Ldα +
Lσ
d
− 1
)
︸ ︷︷ ︸
I
(f(xk)− f(x∗))
+
(
1− 1
d
+
2(d− 1)α
σ
)
︸ ︷︷ ︸
II
σα‖hk‖22.
Let us choose α so that I ≤ 0 and II ≤ 1 − αµ. This leads to the bound (C.32). For
any α > 0 satisfying this bound we therefore have E
[
Φk+1
] ≤ (1 − αµ)Φk, as desired.
Lastly, as we have freedom to choose σ, let us pick it so as to maximize the upper bound
on the stepsize.
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Appendix D
Appendix for Chapter 4
D.1 IBGD: Bernoulli alternative to IBCD
As an alternative to computing a random block of partial derivatives of size τm, it is
possible to compute the whole gradient with probability τ , and attain the same complexity
result. While this can be inserted in all algorithms we propose, we only present an
alternative to IBCD, which we call IBGD.
Algorithm 25 Independent Bernoulli Gradient Descent (IBGD)
1: Input: x0 ∈ Rd, probability of computing the whole gradient τ , stepsize α, # of
parallel units n
2: for k = 0, 1, 2, . . . do
3: for i = 1, . . . , n in parallel do
4: Set gki =
{
∇fi(xk) with probability τ
0 with probability 1− τ independently
5: xk+1i = x
k − αgki
6: end for
7: xk+1 = 1
n
∑n
i=1 x
k+1
i
8: end for
Theorem D.1.1. Suppose that Assumptions 4.4.1 holds and ∇fi(x∗) = 0 for all i. For
Algorithm 25 with α = n
τn+2(1−τ)
1
2L
we have
E
[‖xk − x∗‖2] ≤ (1− µ
2L
τn
τn+ 2(1− τ)
)k
‖x0 − x∗‖2.
Note that IBGD does not perform sparse updates to the server; it is either full (dense),
or none. This resembles the most naive asynchronous setup – where each iteration,
a random subset of machines communicates with the server1. Our findings thus show
that we can expect perfect linear scaling for such unreal asynchronous setup. In the
honest asynchronous setup, we shall still expect good parallel scaling once the sequence of
machines that communicate with server somewhat resembles a fixed uniform distribution.
1In reality, there subset is not drawn from a fixed distribution
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D.2 Asynchronous ISGD
In this section we extend ISGD algorithm to the asynchronous setup. In particular, we
revisit the method that was considered by [70], extend its convergence to stochastic oracle
and show better dependency on quantization noise.
Algorithm 26 Asynchronous ISGD
1: Input: x0 ∈ Rd, partition of Rd into m blocks u1, . . . , um, ratio of blocks to be
sampled τ , stepsize α, # parallel units n
2: for k = 0, 1, 2, . . . do
3: Worker i = it is making update
4: wt−d
k
i = 1
n
∑n
j=1 x
t−dki
j
5: zk+1i = proxαψ(w
t−dki )
6: Sample independently and uniformly a subset of τm blocks Uki ⊆ {u1, . . . , um}
7: Sample blocks of stochastic gradient (gki )Uki such that E[g
k
i |xk] = ∇fi(zk+1i )
8: xki = · · · = xt−d
k
i
i
9: xk+1i = x
k
i +
1
τ+ 1
n
(zk+1i − α(gki )− xki )Uki
10: Send xk+1i − xki and receive wk+1 = wk + (xk+1i − xti)
11: end for
12: Output: xk = proxαψ(w
k)
Let us denote the delay of worker i at moment t by dki .
Theorem D.2.1. Assume f1, . . . , fn are L-smooth and µ-strongly convex and let As-
sumption 4.6.2 be satisfied. Let us run Algorithm 26 for t iterations and assume that
delays are bounded: dki ≤M for any i and t. If α ≤ 12L(τ+ 2
n
)
, then
E‖xk − x∗‖2 ≤ (1− ταµ)bt/McC + 4ασ
2
n
,
where C
def
= maxi=1,...,n ‖x0 − x∗i ‖2, x∗i def= x∗ − τα∇fi(x∗) and b·c is the floor operator.
Plugging α = 1
2L(τ+ 2
n
)
gives complexity that will be significantly improving from in-
creasing τ until τ = 1
n
, and then only if τ jumps from 1
n
to 1. In contrast, doubling τ
from 2
n
to 4
n
would make little difference.
We note that if `1 penalty is used, in practice z
k
i should be rather computed on the
parameter server side because it will sparsify the vector for communication back.
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D.3 Proofs for Section 4.4
D.3.1 Key techniques
The most important equality used many times to prove the results of this chapter is a
simple decomposition of expected distances into the distance of expectation and variance:
E‖X − a‖2 = ‖EX − a‖2 + E‖X − EX‖2, (D.1)
where X is any random vector with finite variance and a is an arbitrary vector from Rd.
As almost every algorithm we propose average all updates coming from workers, it
will be useful to bound the expected distance of mean of n random variables from the
optimum. Lemma D.3.1 provides the result.
Lemma D.3.1. Suppose that xk+1 = 1
n
∑n
i=1 x
k
i . Then, we have
E‖xk+1 − x∗‖2 ≤
∥∥∥∥∥ 1n
n∑
i=1
Exk+1i − x∗
∥∥∥∥∥
2
+
1
n2
n∑
i=1
E‖xk+1i − Exk+1i ‖2.
Proof. First of all, we have
‖xt+1 − x∗‖ =
∥∥∥∥∥ 1n
n∑
i=1
xki − (x∗ − α∇f(x∗))
∥∥∥∥∥ .
Now let us proceed to expectations. Note that for any random vector X we have
E‖X‖2 = ‖EX‖2 + E‖X − EX‖2.
Applying this to random vector X
def
= 1
n
∑n
i=1 x
k
i − x∗, we get
E
∥∥∥∥∥ 1n
n∑
i=1
xki − x∗
∥∥∥∥∥
2
=
∥∥∥∥∥E 1n
n∑
i=1
xki − x∗
∥∥∥∥∥
2
+ E
∥∥∥∥∥ 1n
n∑
i=1
xki − E
1
n
n∑
i=1
xki
∥∥∥∥∥
2
.
In addition, in all minibatching schemes xk+1i are conditionally independent given x
k.
Therefore, for the variance term we get
E
∥∥∥∥∥ 1n
n∑
i=1
xki − E
1
n
n∑
i=1
xki
∥∥∥∥∥
2
=
1
n2
n∑
i=1
E‖xk+1i − Exk+1i ‖2. (D.2)
Plugging it into our previous bounds concludes the proof.
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D.3.2 Proof of Theorem 4.4.2
Proof. From Lemma D.5.4, using σ = 0 and ∇fi(x∗) = 0, we immediately obtain
E
[‖xk+1 − x∗‖2 ‖xk] ≤ (1− µατ)‖xk − x∗‖2 = (1− µ
2L
τn
τn+ 2(1− τ)
)
‖xk − x∗‖2.
It remains to apply the above inequality recursively.
D.3.3 Proof of Theorem D.1.1
Proof. Clearly,
Exk+1i = xk − ατ∇fi(xk).
Let us now elaborate on the second moments.
Thus,
E‖xk+1i − Exk+1i ‖2 = α2E
[‖gki − τ∇fi(xk)‖2] = τ(1− τ)‖∇fi(x)‖2.
Therefore, the conditional variance of xk+1 variance is equal to
E‖xk+1 − Exk+1‖2 = 1
n2
n∑
i=1
E‖xk+1i − xk+1i ‖2 =
τ(1− τ)
n2
n∑
i=1
‖∇fi(x)‖2.
Note that the above equality is exactly (D.10) with σ = 0. Thus, one can use Lemma D.5.4
(with using σ = 0 and ∇fi(x∗) = 0) obtaining
E
[‖xk+1 − x∗‖2 ‖xk] ≤ (1− µατ)‖xk − x∗‖2 = (1− µ
2L
τn
τn+ 2(1− τ)
)
‖xk − x∗‖2.
It remains to apply the above inequality recursively.
D.4 Missing parts from Sections 4.5 and 4.5.2
D.4.1 Useful lemmata
Let us start with a variance bound, which will be useful for both Algorithm 10 and
Algorithm 9. Define Φ(x) = 1
t
∑t
i=1 φi(x), and define x
+ = x−α(∇fj(x)−Jj + J¯)U for
(uniformly) randomly chosen index 1 ≤ j ≤ t and subset of blocks U of size τm. Define
also J¯ = 1
t
∑t
i=1 Ji.
Lemma D.4.1 (Variance bound). Assume φ is µ-strongly convex and φj is L-smooth
and convex for all j. Suppose that x∗ = arg min Φ(x). Then, for any x we have
E‖x+ − Ex+‖2 ≤ 2α2τ
(
2L(φ(x)− φ(x∗) + 1
t
t∑
j=1
‖Jj −∇φj(x∗)‖2
)
. (D.3)
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Proof. Since x+ = x− α(∇φj(x)− Jj + J)U and Ex+ = x− ατ∇φ(x), we get
E‖x+ − Ex+‖2
= α2E
∥∥τ∇φ(x)− (∇φj(x)− Jj + J)U∥∥2
= α2E‖(τ∇φ(x)− (∇φj(x)− Jj + J))U‖2 + α2E‖τ∇φ(x)− (τ∇φ(x))U‖2
= α2τE‖τ∇φ(x)− (∇φj(x)− Jj + J)‖2 + α2(1− τ)τ 2‖∇φ(x)‖2.
We will leave the second term as is for now and obtain a bound for the first one. Note
that the expression inside the norm is now biased: E[τ∇φ(x) − (∇φj(x) − Jj + J)] =
(τ − 1)∇φ(x). Therefore,
E‖τ∇φ(x)− (∇φj(x)− Jj + J)‖2 = (1− τ)2‖∇φ(x)‖2 + E‖∇φ(x)− (∇φj(x)− Jj + J)‖2.
Now, since ∇φj(x) and Jj are not independent, we shall decouple them using inequality
‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2. In particular,
E‖∇φ(x)− (∇φj(x)− Jj + J)‖2
= E‖∇φ(x)−∇φj(x) +∇φj(x∗)−∇φj(x∗) + Jj − J‖2
≤ 2E‖∇φ(x)−∇φj(x) +∇φj(x∗)‖2 + 2E‖Jj −∇φj(x∗)− J‖2.
Both terms can be simplified by expanding the squares. For the first one we have:
E‖∇φ(x)−∇φj(x) +∇φj(x∗)‖2 = ‖∇φ(x)‖2 − 2 〈∇φ(x),E [∇φj(x)−∇φj(x∗)]〉
+ E‖∇φj(x)−∇φj(x∗)‖2
= −‖∇φ(x)‖2 + 1
t
t∑
j=1
‖∇φj(x)−∇φj(x∗)‖2.
Similarly,
E‖Jj −∇φj(x∗)− J‖2 = 1
t
t∑
j=1
‖Jj −∇φj(x∗)‖2 − 2E
〈
Jj −∇φj(x∗),J
〉
+ ‖J‖2
=
1
t
t∑
j=1
‖Jj −∇φj(x∗)‖2 − ‖J‖2
≤ 1
t
t∑
j=1
‖Jj −∇φj(x∗)‖2.
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Coming back to the first bound that we obtained for this lemma, we deduce
E‖x+ − Ex+‖2
≤ α2τ
(
(1− τ)2‖∇φ(x)‖2 − 2‖∇φ(x)‖2 + 2
k
t∑
j=1
‖∇φj(x)−∇φj(x∗)‖2
)
+ α2τ
2
k
t∑
j=1
‖Jj −∇φj(x∗)‖2 + α2(1− τ)τ 2‖∇φ(x)‖2.
The coefficient before ‖∇φ(x)‖2 is equal to α2τ((1−τ)2−2+(1−τ)τ) = α2τ(1−τ−2) <
0, so we can drop this term. By smoothness of each φj,
1
t
t∑
j=1
‖∇φj(x)−∇φ(x∗)‖2 ≤ 2L
t
t∑
j=1
(φj(x)− φ(x∗)− 〈∇φj(x∗), x− x∗〉)
= 2L(φ(x)− φ(x∗)), (D.4)
where in the last step we used 1
t
∑t
j=1∇φj(x∗) = 0.
Lemma D.4.2. For ISAGA with shared data we have (given the setting from Theo-
rem 4.5.1)
E
[
N∑
j=1
‖Jk+1j −∇fj(x∗)‖2
∣∣∣xk] ≤ 2τLn(f(xk)− f(x∗)) + (1− τn
N
) N∑
j=1
‖Jkj −∇fj(x∗)‖2.
On the other hand, for distributed ISAGA we have for all i (given the setting from Theo-
rem 4.5.3):
E
[
l∑
j=1
‖Jk+1ij −∇fij(x∗)‖2
∣∣∣xk] ≤ 2τL(fi(xk)− fi(x∗)) + (1− τ
l
) l∑
j=1
‖Jkij −∇fij(x∗)‖2.
Proof. Consider all expectations throughout this proof to be conditioned on xk. Let jk be
the function index used to obtain xk+1i from x
k. Then we have (Jk+1
jk
)Uki = (∇fjk(xk))Uki .
In the rest of the blocks, Jk+1
jk
coincides with its previous value. This implies
E
[
‖Jk+1
jk
−∇fjk(x∗)‖2 | jk
]
= τ‖∇fjk(xk)−∇fjk(x∗)‖2 + (1− τ)‖Jkjk −∇fjk(x∗)‖2.
(D.5)
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Taking expectation with respect to sampling of jk we obtain for shared data setup:
E
[
N∑
j=1
‖Jk+1j −∇fj(x∗)‖2
]
=
N∑
j=1
E
[‖Jk+1j −∇fj(x∗)‖2]
(D.5)
=
N∑
j=1
n
N
(
τ‖∇fj(xk)−∇fj(x∗)‖2 + (1− τ) ‖Jkj −∇fj(x∗)‖2
)
+
N∑
j=1
(
1− n
N
) (
(1− τ) ‖Jkj −∇fj(x∗)‖2
)
= τ
n
N
N∑
j=1
‖∇fj(xk)−∇fj(x∗)‖2 +
(
1− τn
N
) N∑
j=1
‖Jkj −∇fj(x∗)‖2.
Similarly, for distributed setup we get
E
 l∑
j=1
‖Jk+1ij −∇fij(x∗)‖2
 ≤ τ 1
l
l∑
j=1
‖∇fij(xk)−∇fij(x∗)‖2 +
(
1− τ
l
) l∑
j=1
‖Jkij −∇fij(x∗)‖2
Using (D.4), the first sum of right hand side can be bounded by 2LN(f(xk)− f(x∗)) or
2Ll(f(xk)− f(x∗)).
D.4.2 Proof of Theorem 4.5.3
Proof. First of all, let us verify that it indeed holds c > 0 and ρ ≥ 0. As α ≤ 1
L( 3n+τ)
, we
have c = 1
n
(
1
αL
− 1
n
− τ) ≥ 1
n
(
3
n
+ τ − 1
n
− τ) > 0. Furthermore, αµ ≥ 0, so to show
ρ ≥ 0, it is enough to mention that
1
l
− 2
n2lc
=
1
l
− 2
n2l
(
1
αL
− 1
n
− τ) ≥ 1l − 2n2l ( 3
n
+ τ − 1
n
− τ) = 0.
Now we proceed to the proof of convergence. We are going to decompose the expected
distance from xk+1 to x∗ into its variance and the distance of expected iterates, so let us
analyze them separately. The variance can be bounded as follows:
E
[‖xk+1 − E[xk+1 | xk]‖2 | xk]
(D.2)+(D.3)
≤ 2α
2τ
n
(
2L(f(x)− f(x∗) + 1
ln
n∑
j=1
l∑
j=1
‖Jij −∇fij(x∗)‖2
)
. (D.6)
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For the distance of the expected iterates we write
‖E[xk+1 | xk]− x∗‖2 = ‖xk − ατ∇f(xk)− x∗‖2
≤ (1− ατµ)‖xk − x∗‖2 − 2ατ(f(xk)− f(x∗))
+ 2α2τ 2L(f(xk)− f(x∗)).
As is usually done for SAGA, we are going to prove convergence using a Lyapunov function.
Namely, let us define
Lk def= E
[
‖xk − x∗‖2 + cα2
n∑
i=1
l∑
j=1
‖Jkij −∇fij(x∗)‖2
]
, (D.7)
where c = 1
n
(
1
αL
− 1
n
− τ). Using Lemma D.4.2 together with the bounds above, we get
Lk+1 ≤ E
[
(1− ατµ)‖xk − x∗‖2 +
(
2α2τ
n2l
+ cα2
(
1− τ
l
)) n∑
i=1
l∑
j=1
‖Jkij −∇fij(x∗)‖2
]
+ 2ατE
[(
ατL+
αL
n
+ cαLn− 1︸ ︷︷ ︸
=0 by our choice of c
)
(f(xk)− f(x∗))
]
.
In fact, we chose c exactly to make the last expression equal to zero. After dropping it,
we reduce the bound to
Lk+1 ≤ (1− ρ)E
[
‖xk − x∗‖2 + cα2
n∑
i=1
l∑
j=1
‖Jkij −∇fij(x∗)‖2
]
= (1− ρ)Lk,
where ρ = min
{
ατµ, τ
l
− 2τ
n2lc
}
. Note that E‖xk−x∗‖2 ≤ Lk ≤ (1−ρ)kL0 by induction,
so we have the stated linear rate.
D.4.3 Proof of Theorem 4.5.1
Proof. First of all, let us verify that it indeed holds c > 0 and ρ ≥ 0. As α ≤ 1
L( 3n+τ)
, we
have c = 1
n
(
1
αL
− 1
n
− τ) ≥ 1
n
(
3
n
+ τ − 1
n
− τ) > 0. Furthermore, αµ ≥ 0, so to show
ρ ≥ 0, it is enough to mention that
n
N
− 2
nNc
=
n
N
− 2
N
(
1
αL
− 1
n
− τ) ≥ nN − 2N ( 3
n
+ τ − 1
n
− τ) = 0.
Now we proceed to the proof of convergence. We are going to decompose the expected
distance from xk+1 to x∗ into its variance and the distance of expected iterates, so let us
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analyze them separately. The variance term can be bounded as follows
E
[‖xk+1 − E[xk+1 | xk]‖2 | xk]
(D.2)+(D.3)
≤ 2α
2τ
n
(
2L(f(xk)− f(x∗) + 1
N
N∑
j=1
‖Jkj −∇fj(x∗)‖2
)
(D.8)
For the distance of the expected iterates we write
‖E[xk+1 | xk]− x∗‖2 = ‖xk − ατ∇f(xk)− x∗‖2
≤ (1− ατµ)‖xk − x∗‖2 − 2ατ(f(xk)− f(x∗)) + 2α2τ2L(f(xk)− f(x∗)).
As is usually done for SAGA, we are going to prove convergence using a Lyapunov function.
Namely, let us define
Lk def= E
[
‖xk − x∗‖2 + cα2
N∑
j=1
‖Jkj −∇fj(x∗)‖2
]
,
where c = 1
n
(
1
αL
− 1
n
− τ). Using Lemma D.4.2 together with the bounds above, we get
Lk+1 ≤ E
[
(1− ατµ)‖xk − x∗‖2 +
(
2α2τ
nN
+ cα2
(
1− τn
N
)) N∑
j=1
‖Jkj −∇fj(x∗)‖2
]
+ 2ατE
[(
ατL+
αL
n
+ cαLn− 1︸ ︷︷ ︸
=0 by our choice of c
)
(f(xk)− f(x∗))
]
.
In fact, we chose c exactly to make the last expression equal to zero. After dropping it,
we reduce the bound to
Lk+1 ≤ (1− ρ)E
[
‖xk − x∗‖2 + cα2
N∑
j=1
‖Jkj −∇fj(x∗)‖2
]
= (1− ρ)Lk,
where ρ = min
{
ατµ, τn
N
− 2τ
nNc
}
. Note that E‖xk − x∗‖2 ≤ Lk ≤ (1 − ρ)kL0 by
induction, so we have the stated linear rate.
D.5 Proofs for Section 4.6
D.5.1 Useful lemmas
The next lemma is a key technical tool to analyze Algorithm 11. It provides a better
expression for first and second moments of algorithm iterates.
Lemma D.5.1 (SGD moments). Consider the randomness of the update of Algorithm 11
at moment t. The first moments of the generated iterates are simply Exk+1i = xk −
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ατ∇fi(xk) and Exk+1 = xk − ατ∇f(xk), while their second moments are:
E
[‖xk+1i − Exk+1i ‖2 |xk] = α2τ( (1− τ) ‖∇fi(xk)‖2 + E‖gki −∇fi(xk)‖2), (D.9)
E
[‖xk+1 − Exk+1‖2 |xk] = α2 τ
n2
n∑
i=1
(
(1− τ)‖∇fi(xk)‖2 + E‖gki −∇fi(xk)‖2
)
.
(D.10)
Proof. Clearly,
Exk+1i = xk − αE
[
(gki )Uki
]
= xk − αE
[(∇fi(xk))Uki ] = xk − ατ∇fi(xk)
and, therefore, Exk+1 = xk − ατ∇f(xk). Let us now elaborate on the second moments.
Using the obtained formula for Exk+1i , we get (x
k+1
i −Exk+1i )Uki = −α(gki −τ∇fi(xk))Uki
and (xk+1i − Exk+1i )U¯ki = ατ
(∇fi(xk))U¯ki where U¯ki is a set of blocks not contained in
Uki . Thus,
E‖xk+1i − Exk+1i ‖2 = α2E
[
‖(gki − τ∇fi(xk))Uki ‖2 + τ 2‖
(∇fi(xk))U¯ki ‖2]
= α2
(
τE‖gki − τ∇fi(xk)‖2 + τ 2 (1− τ) ‖∇fi(xk)‖2
)
.
Note that Egki − τ∇fi(xk) = (1 − τ)∇fi(xk), so we can use decomposition (D.1) to
write E‖gki − τ∇fi(xk)‖2 = (1− τ)2‖∇fi(xk)‖2 +E‖gki −∇fi(xk)‖2. This develops our
previous statement into
E‖xk+1i − Exk+1i ‖2 = α2
(
τ
(
(1− τ)2‖∇fi(xk)‖2 + E‖gki −∇fi(xk)‖2
)
+ τ2 (1− τ) ‖∇fi(xk)‖2
)
= α2τ
(
(1− τ)‖∇fi(xk)‖2 + E‖gki −∇fi(xk)‖2
)
,
which coincides with what we wanted to prove for xk+1i . As for x
k+1, it is merely the
average of independent random variables conditioned on xk. Therefore, its variance is
equal to
E‖xk+1 − Exk+1‖2 = 1
n2
n∑
i=1
E‖xk+1i − xk+1i ‖2.
This concludes the proof.
Lemma D.5.2. Let fi be L-smooth and convex for all i. Then,
1
n
n∑
i=1
‖∇fi(xk)‖2 ≤ 4L(f(xk)− f(x∗)) + 2
n
n∑
i=1
‖∇fi(x∗)‖2. (D.11)
Proof. If∇fi(x∗) = 0 for all i, we can simply write ‖∇fi(xk)‖2 = ‖∇fi(xk)−∇fi(x∗)‖2 ≤
2L(f(xk) − f(x∗) − 〈∇fi(x∗), xk − x∗〉) = 2L(f(xk) − f(x∗)). Otherwise, we have to
use inequality ‖a+ b‖2 ≤ 2‖a‖2 + 2‖b‖2 with a = ∇fi(xk)−∇fi(x∗) and b = ∇fi(x∗).
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We get
n∑
i=1
‖∇fi(xk)‖2 ≤ 2
n∑
i=1
‖∇fi(xk)−∇fi(x∗)‖2 + 2
n∑
i=1
‖∇fi(x∗)‖2
≤ 4L
n∑
i=1
(fi(x
k)− fi(x∗)−
〈∇fi(x∗), xk − x∗〉) + 2 n∑
i=1
‖∇fi(x∗)‖2
= 4Ln(f(xk)− f(x∗)) + 2
n∑
i=1
‖∇fi(x∗)‖2.
Lemma D.5.3. Let f = Ef(·; ξ) be µ-strongly and f(·; ξ) be L-smooth and convex
almost surely. Then, for any x and y
E‖∇f(x; ξ)‖2 ≤ 4L(f(x)− f(y)− 〈∇f(y), x− y〉) + 2E‖∇f(y; ξ)‖2.
Proof. The proof proceeds exactly the same way as that of Lemma D.5.2.
Lemma D.5.4. Suppose that Assumption 4.4.1 holds. Then, if we have
2ατ
(
1− ατL− 2αL(1− τ)
n
)
E[f(xk)− f(x∗)]
≤ (1− ατµ)E‖xk − x∗‖2 − E‖xk+1 − x∗‖2 + α2 τ
n
(
σ2 + 2
1− τ
n
n∑
i=1
‖∇fi(x∗)‖2
)
.
Proof. Substituting Assumption 4.6.1 into (D.10), we obtain
E
[‖xk+1 − E[xk+1 | xk]‖2 | xk] ≤ α2 τ
n2
n∑
i=1
(
(1− τ)‖∇fi(xk)‖2 + σ2
)
. (D.12)
We use it together with decomposition (D.1) to write
E
[‖xk+1 − x∗‖2 | xk]
= ‖E[xk+1 | xk]− x∗‖2 + E [‖xk+1 − E[xk+1 | xk]‖2]
(D.12)
≤ ‖xk − ατ∇f(xk)− x∗‖2 + α2 τ
n2
n∑
i=1
(
(1− τ)‖∇fi(xk)‖2 + σ2
)
(D.11)
≤ ‖xk − ατ∇f(xk)− x∗‖2
+ α2
τ
n
(
(1− τ)
(
4L(f(xk)− f(x∗)) + 2
n
n∑
i=1
‖∇fi(x∗)‖2
)
+ σ2
)
.
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Let us expand the first square:
‖xk − ατ∇f(xk)− x∗‖2
= ‖xk − x∗‖2 − 2ατ 〈xk − x∗,∇f(xk)〉+ α2τ 2‖∇f(xk)‖2
≤ ‖xk − x∗‖2 − 2ατ 〈xk − x∗,∇f(xk)〉+ α2τ2L(f(xk)− f(x∗)).
The scalar product gives〈∇f(xk), xk − x∗〉 ≥ f(xk)− f(x∗) + µ
2
‖xk − x∗‖2.
Combining the produced bounds, we show that
E
[‖xk+1 − x∗‖2 | xk]
≤ (1− ατµ) ‖xk − x∗‖2 +
(
2α2τL− 2ατ + α2(1− τ)4τL
n
)
(f(xk)− f(x∗))
+ α2
τ
n
(
2(1− τ) 1
n
n∑
i=1
‖∇fi(x∗)‖2 + σ2
)
.
This is equivalent to our claim.
D.5.2 Proof of Theorem 4.6.3
Proof. Only for the purpose of this proof, denote αk
def
= αk in order to not confuse super-
script with power. From the choice of αk we deduce that 2αkτ
(
1− αkτL− 2αkL(1−τ)n
)
≥
αkτ . Therefore, the result of Lemma D.5.4 simplifies to
E[f(xt)− f(x∗)] ≤ 1
αkτ
(1− αkτµ)E‖xt − x∗‖2 − 1
αkτ
E‖xt+1 − x∗‖2 + αkE
n
, (D.13)
where E
def
= σ2 + (1− τ) 2
n
∑n
i=1 ‖∇fi(x∗)‖2. Dividing (D.13) by αk and summing it for
k = 0, . . . , t we obtain
t∑
k=0
1
αk
E[f(xt)− f(x∗)] ≤ 1
α20τ
(1− α0τµ)‖x0 − x∗‖2 − 1
α2kτ
E‖xk+1 − x∗‖2 + tE
n
+
1
τ
t−1∑
k=1
(
1
α2k
(1− αkτµ)− 1
α2k−1
)
E‖xt − x∗‖2.
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Next, notice that
1
α2k
− 1
α2k+1
(1− αk+1τµ) = 1
α2k
(
1− α
2
k
α2k+1
(1− αk+1τµ)
)
=
1
α2k
(
1−
(
1 +
c
a+ ck
)2(
1− τµ
a+ c(k + 1)
))
(∗)
≥ 1
α2k
(
1−
(
1 +
2.125 c
a+ ck
)(
1− τµ
a+ c(k + 1)
))
=
1
α2k
(
1−
(
1 +
2.125
4
1
a
τµ
+ 1
4
k
)(
1− 1a
τµ
+ 1
4
k + 1
4
))
(∗∗)
≥ 0.
Above (∗) holds since c
a+ck
≤ 1
8
and (1 + )2 ≤ (1 + 2.125) for  ≤ 1
8
. Next, inequality
(∗∗) holds since function ϕ(y) = (1 + 2.125
4y
)
(
1− 1
y+ 1
4
)
is upper bounded by 1 on [0,∞).
Thus, we have
k∑
t=0
1
αk
E[f(xt)− f(x∗)] ≤ a
2
τ
(
1− τµ
a
)
‖x0 − x∗‖2 + tE
n
.
All that remains is to mention that by Jensen’s inequality Ef(xˆk) ≤ 1
(k+1)a+ c
2
k(k+1)
∑k
k=0(a+
ck)Ef(xt) = 1∑k
k=0 α
−1
k
∑k
t=0 α
−1
k Ef(xt).
D.5.3 Proof of Theorem 4.6.5
It will be useful to establish a technical lemma first.
Lemma D.5.5. Let f be L-smooth and assume that 1
n
∑n
i=1 ‖∇fi(x)−∇f(x)‖2 ≤ ν2
for all x. Then, considering only randomness from iteration t of Algorithm 11,
Ef(xk+1) ≤ f(xk)− ατ
(
1− ατL
2
− αL (1− τ) 1
n
)
‖∇f(xk)‖2 + α2Lτ (1− τ) ν
2 + 1
2
σ2
n
.
Proof. Using smoothness of f and assuming xk is fixed, we write
Ef(xk+1) ≤ f(xk) + 〈∇f(xk),E xk+1 − xk〉+ L
2
E‖xk+1 − xk‖2
= f(xk)− ατ‖∇f(xk)‖2 + L
2
E‖xk+1 − xk‖2.
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It holds
E‖xk+1 − xk‖2
=
∥∥Exk+1 − xk∥∥2 + E∥∥xk+1 − E [xk+1 | xk]∥∥2
(D.10)
= α2τ 2
∥∥∇f(xk)∥∥2 + α2τ 1
n2
n∑
i=1
(
(1− τ)‖∇fi(xk)‖2 + E‖gki −∇fi(xk)‖2
)
As. 4.6.1≤ α2τ 2 ∥∥∇f(xk)∥∥2 + α2τ 1
n2
n∑
i=1
(
(1− τ)‖∇fi(xk)‖2 + σ2
)
.
Using inequality ‖a + b‖2 ≤ ‖a‖2 + ‖b‖2 with a = ∇fi(xk) −∇f(xk) and b = ∇f(xk)
yields
1
n
n∑
i=1
‖∇fi(xk)‖2 ≤ 2
n
n∑
i=1
‖∇fi(xk)−∇f(xk)‖2 + 2‖∇f(xk)‖2 ≤ 2ν2 + 2‖∇f(xk)‖2.
Putting the pieces together, we prove the claim.
We now proceed with Proof of Theorem 4.6.5.
Proof. Taking full expectation in Lemma D.5.5 and telescoping this inequality from 0 to
t, we obtain
0 ≤ Ef(xk+1)− f ∗
≤ f(x0)− f ∗ − ατ
(
1− ατL
2
− αL (1− τ) 1
n
) k∑
k=0
‖∇f(xt)‖2
+ tα2Lτ
(1− τ) ν2 + 1
2
σ2
n
.
Rearranging the gradients and dividing by the coefficient before it, we get the result.
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D.6 Missing parts from Section 4.7
D.6.1 Proof of Lemma 4.7.3
Proof. Let us first bound a variance of 1
τ
(gi)Ui – an unbiased estimate of ∇fi(x), as it
will appear later in the derivations:
E
[∥∥∥∥1τ (gi)Ui −∇fi(x)
∥∥∥∥2
]
(D.14)
= Eg
[
EU
[∥∥∥∥1τ (gi)Ui −∇fi(x)
∥∥∥∥2
]]
= Eg
[
(1− τ)‖∇fi(x)‖2 + τ
∥∥∥∥1τ gi −∇fi(x)
∥∥∥∥2
]
(D.1)
= (1− τ)‖∇fi(x)‖2 + τ
∥∥∥∥(1τ − 1
)
∇fi(x)
∥∥∥∥2 + τEg
[∥∥∥∥1τ (gi −∇fi(x))
∥∥∥∥2
]
= (1− τ)‖∇fi(x)‖2 + τ
(
1
τ
− 1
)2
‖∇fi(x)‖2 + 1
τ
‖gi −∇fi(x)‖2
(4.8)
≤ (1− τ)‖∇fi(x)‖2 + τ
(
1
τ
− 1
)2
‖∇fi(x)‖2 + ρ¯
τ
‖∇fi(x)‖2 + σ¯
2
τ
=
(
1
τ
− 1 + ρ¯
τ
)
‖∇fi(x)‖2 + σ¯
2
τ
. (D.15)
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Next we proceed with bounding the second moment of gradient estimator:
E
[‖q‖2] = E
∥∥∥∥∥ 1nτ
n∑
i=1
(gi)Ui
∥∥∥∥∥
2

(D.1)
= ‖∇f(x)‖2 + E
∥∥∥∥∥ 1nτ
n∑
i=1
((gi)Ui −∇fi(x))
∥∥∥∥∥
2

(∗)
= ‖∇f(x)‖2 + 1
n2
n∑
i=1
E
[∥∥∥∥1τ (gi)Ui −∇fi(x)
∥∥∥∥2
]
(D.15)
≤ ‖∇f(x)‖2 + 1
n2
n∑
i=1
((
1
τ
− 1 + ρ¯
τ
)
‖∇fi(x)‖2 + σ¯
2
τ
)
= ‖∇f(x)‖2 + σ¯
2
nτ
+
(
1
τ
− 1 + ρ¯
τ
)
1
n2
n∑
i=1
‖∇fi(x)‖2
(4.7)
≤ ‖∇f(x)‖2 + σ¯
2
nτ
+
(
1
τ
− 1 + ρ¯
τ
)
1
n
(
ρ˜‖∇f(x)‖2 + σ˜2)
=
(
1 +
ρ˜
n
(
1
τ
− 1 + ρ¯
τ
))
‖∇f(x)‖2 + σ¯
2
nτ
+
σ˜2
n
(
1
τ
− 1 + ρ¯
τ
)
(4.9)+(4.10)
= ρˆ‖∇f(x)‖2 + σ¯
2
nτ
+ σˆ2.
Above, (∗) holds since 1
τ
(gi)Ui −∇fi(x) is zero mean for all i and Ui, Uj are independent
for i 6= j.
D.7 Proofs for Section 4.8
D.7.1 Useful lemmata
First, we mention a basic property of the proximal operator.
Proposition D.7.1. Let R be a closed and convex function. Then for any x, y ∈ Rd
‖ proxαψ(x)− proxαψ(y)‖ ≤ ‖x− y‖. (D.16)
The next lemma, taken from [77, Lemma B.3], gives a basic recurrence for the sequence
{hki }∞t=1 from ISEGA.
Lemma D.7.2. If hk+1i
def
= hki + τ(g
k
i − hk), where gki def= hki + 1τ (∇fi(xk)− hki )Uki , then
E
[‖hk+1i −∇fi(x∗)‖2] = (1− τ)‖hki −∇fi(x∗)‖2 + τ‖∇fi(xk)−∇fi(x∗)‖2. (D.17)
We will also require a recurrent bound on sequence {gk}∞t=1 from ISEGA.
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Lemma D.7.3. Consider any vectors vi and set v
def
= 1
n
∑n
i=1 vi. Then, we have
E
[‖gk − v‖2] ≤ 2
n2
n∑
i=1
((
1
τ
+ (n− 1)
)
‖∇fi(xk)− vi‖2 +
(
1
τ
− 1
)
‖hki − vi‖2
)
.
(D.18)
Proof. Writing gk − v = a+ b, where
a
def
=
1
n
n∑
i=1
(
hki − vi − τ−1(hki − vi)Uki
)
and
b
def
=
1
n
n∑
i=1
τ−1(∇fi(xk)− vi)Uki
we get ‖gk − v‖2 = ‖a+ b‖2 =≤ 2(‖a‖2 + ‖b‖2).
Let us bound E [‖b‖2] using Young’s inequality 2 〈x, y〉 ≤ ‖x‖2 + ‖y‖2:
E
[‖b‖2]
=
1
n2
E
[〈
n∑
i=1
τ−1(∇fi(xk)− vi)Uki ,
n∑
i=1
τ−1(∇fi(xk)− vi)Uki
〉]
=
1
τ2n2
E
[
n∑
i=1
∥∥∥(∇fi(xk)− vi)Uki ∥∥∥2
]
+
2
τ2n2
E
∑
i 6=j
〈
(∇fi(xk)− vi)Uki , (∇fj(x
k)− vj)Uki
〉
=
1
τn2
n∑
i=1
∥∥∇fi(xk)− vi∥∥2 + 2
n2
∑
i 6=j
〈∇fi(xk)− vi,∇fj(xk)− vj〉
≤ 1
τn2
n∑
i=1
∥∥∇fi(xk)− vi∥∥2 + 1
n2
∑
i 6=j
(‖∇fi(xk)− vi‖2 + ‖∇fj(xk)− vj‖2)
=
1
n2
(
1
τ
+ n− 1
) n∑
i=1
‖∇fi(xk)− vi‖2.
Similarly we bound E [‖a‖2]:
E
[‖a‖2] = 1
n2
E
[〈
n∑
i=1
(
hki − vi − τ−1(hki − vi)Uki
)
,
n∑
i=1
(
hki − vi − τ−1(hki − vi)Uki
)〉]
=
1
n2
E
[
n∑
i=1
〈(
hki − vi − τ−1(hki − vi)Uki
)
,
(
hki − vi − τ−1(hki − vi)Uki
)〉]
+
2
n2
E
∑
i6=j
〈(
hki − vi − τ−1(hki − vi)Uki
)
,
(
hkj − vj − τ−1(hkj − vj)Uki
)〉
=
τ−1 − 1
n2
n∑
i=1
‖hki − vi‖2.
It remains to combine the above results.
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D.7.2 Proof of Theorem 4.8.1
Proof. For convenience, denote gk
def
= 1
n
∑n
i=1 g
k
i . It holds
E[‖xk+1 − x∗‖2]
= E
[‖ proxαψ(xk − αgk)− proxαψ(x∗ − α∇f(x∗))‖2]
(D.16)
≤ E [‖xk − αgk − (x∗ − α∇f(x∗))‖2]
= ‖xk − x∗‖2 − 2α 〈∇f(xk)−∇f(x∗), xk − x∗〉+ α2E [‖gk −∇f(x∗)‖2]
(D.18)
≤ ‖xk − x∗‖2 − 2α 〈∇f(xk)−∇f(x∗), xk − x∗〉
+α2
2
n2
n∑
i=1
((
1
τ
+ (n− 1)
)
‖∇fi(xk)−∇fi(x∗)‖2 +
(
1
τ
− 1
)
‖hki −∇fi(x∗)‖2
)
≤ ‖xk − x∗‖2 − αµ‖xk − x∗‖2 − 2αDf (xk, x∗)
+
2
n2
n∑
i=1
((
1
τ
+ (n− 1)
)
‖∇fi(xk)−∇fi(x∗)‖2 +
(
1
τ
− 1
)
‖hki −∇fi(x∗)‖2
)
.(D.19)
Moreover, we have from smoothness and convexity of fi
− 2Dfi(xk, x∗) ≤ −
1
L
‖∇fi(xk)−∇fi(x∗)‖2. (D.20)
Combining the above, for any ω ≥ 0 (which we choose later) we get
E[‖xk+1 − x∗‖2] + αω 1
n
n∑
i=1
E
[‖hk+1i −∇fi(x∗)‖2]
(D.19)+(D.17)
≤ ‖xk − x∗‖2 − αµ‖xk − x∗‖2 − 2αDf (xk, x∗)
+α2
2
n2
n∑
i=1
((
1
τ
+ (n− 1)
)
‖∇fi(xk)−∇fi(x∗)‖2 +
(
1
τ
− 1
)
‖hki −∇fi(x∗)‖2
)
+αω
1
n
n∑
i=1
(
(1− τ)‖hki −∇fi(x∗)‖2 + τ‖∇fi(xk)−∇fi(x∗)‖2
)
(D.20)
≤ ‖xk − x∗‖2 − αµ‖xk − x∗‖2 − α
nL
n∑
i=1
‖∇fi(xk)−∇fi(x∗)‖2
+α2
2
n2
n∑
i=1
((
1
τ
+ (n− 1)
)
‖∇fi(xk)−∇fi(x∗)‖2 +
(
1
τ
− 1
)
‖hki −∇fi(x∗)‖2
)
+αω
1
n
n∑
i=1
(
(1− τ)‖hki −∇fi(x∗)‖2 + τ‖∇fi(xk)−∇fi(x∗)‖2
)
= (1− αµ)‖xk − x∗‖2 +
(
ωτ +
2α
n
(
1
τ
+ n− 1
)
− 1
L
)
α
n
n∑
i=1
‖∇fi(xk)−∇fi(x∗)‖2
+
(
2α
n
(
1
τ
− 1
)
+ ω(1− τ)
)
α
n
n∑
i=1
‖hki −∇fi(x∗)‖2.
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To get rid of gradient differences in this bound, we want to obtain 1
L
≥ 2α
n
( 1
τ
+n−1)+ωτ ,
which, in turn, is satisfied if
α = O
(
1 + τn
L
)
,
ω = O
(
1
Lτ
)
.
Next, we want to prove contraction with factor (1 − αµ) in terms of ‖hki − ∇fi(x∗)‖2,
so we require
(1− αµ)ν ≥ ω(1− τ) + 2α
n
(
1
τ
− 1
)
we shall choose α such that the following two properties hold:
α = O
(
τ
µ
)
,
α = O
(
nτ 2ω
1− τ
)
= O
(
nτ
(1− τ)L
)
≥ O
(nτ
L
)
.
In particular, the choice ω = 1
2Lτ
and α = min
(
1
4L(1+ 1nτ )
, 1µ
τ
+ 4L
nτ
)
works.
D.8 Proofs for Section D.2
One way to analyze a delayed algorithm is to define sequence of epoch start moments
T0, T1, . . . such that T0 = 0 and Tk+1 = min{t : t−maxi=1,...,n dki ≥ Tk}. In case delays
are bounded uniformly, i.e. for some number M it holds dki ≤ M for all i and t, one can
show by induction [138] that Tk ≤Mk.
In addition, we define for every i sequence
zki = x
t−dki .
For notational simplicity, we will assume that if worker i does not perform an update at
iteration t, then all related vectors increase their counter without changing their value, i.e.
gk+1i = g
k
i , U
k+1
i = U
k
i , z
k+1
i = z
k
i and x
k+1
i = x
k
i . Then, we can write a simple identity
for xki that holds for any i and k,
xki = x
t−dki − α(gki )Uki = zki − α(gki )Uki . (D.21)
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D.8.1 Useful lemmata
Lemma D.8.1. Let Assumption 4.6.2 be satisfied and assume without loss of generality
that dk1 < . . . < d
k
n. Then, for any i
E‖xki − E[xki | zki , xki+1, . . . , xkn]‖2 ≤ 4α2τE
[
σ2 + 2L(fi(z
k
i )− fi(x∗)−
〈∇fi(x∗), zki − x∗〉)] .
(D.22)
Proof. Denote by Fki the sigma-algebra generated by zki , xki+1, . . . , xkn. Then,
E
[· | zki , xki+1, . . . , xkn] = E [· | Fki ] .
Since dk1 < . . . < d
k
n, x
k
i is independent of the randomness in x
k
1, . . . , x
k
i−1 as those
vectors were obtained after xki . Recall that
xki
(D.21)
= zki − α(gki )Uki
and denote x˜ki
def
= zki −∇fi(zki ). Clearly, by uniform sampling of the blocks E[xki | Fki ] =
zki − ταE[gki | Fki ] = zki − ατ∇fi(zki ). Thus,
E‖xki − E[xki | Fki ]‖2
= α2E‖(gki )Uki − τ∇fi(zki )‖2
= (1− τ)α2E‖τ∇fi(zki )‖2 + τα2E‖gki − τ∇fi(zki )‖2
= (1− τ)α2τ 2E‖∇fi(zki )‖2 + τα2E
[‖∇fi(zki )− τ∇fi(zki )‖2 + ‖gki −∇fi(zki )‖2]
≤ τα2E [‖∇fi(zki )‖2 + ‖gki −∇fi(zki )‖2]
≤ τα2E [‖∇fi(zki )‖2 + 2σ2 + 4L(fi(zki )− fi(x∗)− 〈∇fi(x∗), zki − x∗〉)] .
In addition,
‖∇fi(zki )‖2 ≤ 2‖∇fi(zki )−∇fi(x∗)‖2 + 2‖∇fi(x∗)‖2
≤ 4L(fi(zki )− fi(x∗)−
〈∇fi(x∗), zki − x∗〉) + 2σ2.
We will use in the proof of Theorem D.2.1 Jensen’s inequality for a set of vectors
a1, . . . , an ∈ Rd in the form ∥∥∥∥∥ 1n
n∑
i=1
ai
∥∥∥∥∥
2
≤ 1
n
n∑
i=1
‖ai‖2.
Lemma D.8.2. Assume that fi is L-smooth and µ-strongly convex. If x˜ki
def
= zki −
τα∇fi(zki ) and x∗i def= x∗ − τα∇fi(x∗), we have
‖x˜ki − x∗i ‖2 ≤ (1− ταµ)‖zki − x∗‖2 − 2ατ(1− ταL)(fi(zki )− fi(x∗)−
〈∇fi(zki ), zki − x∗〉).
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Proof. It holds
‖x˜ki − x∗i ‖2 = ‖zki − x∗‖2 − 2ατ
〈∇fi(zki )−∇fi(x∗), zki − x∗〉+ α2τ 2‖∇fi(zki )−∇fi(x∗)‖2.
Moreover, by strong convexity and smoothness of fi (see e.g. [154])
2
〈∇fi(zki )−∇fi(x∗), zki − x∗〉 ≥ µ‖zki − x∗‖2 + 2(fi(zki )− fi(x∗)− 〈∇fi(zki ), zki − x∗〉).
On the other hand, convexity and smoothness of fi together imply
‖∇fi(zki )−∇fi(x∗)‖2 ≤ 2L(fi(zki )− fi(x∗)−
〈∇fi(zki ), zki − x∗〉).
Consequently,
‖x˜ki − x∗i ‖2 ≤ (1− ταµ)‖zki − x∗‖2 − 2τα(1− ταL)(fi(zki )− fi(x∗)−
〈∇fi(zki ), zki − x∗〉).
D.8.2 Proof of Theorem D.2.1
We are going to prove a more general result that does not need uniform boundedness of
delays over time. Theorem D.2.1 will follow as a special case of the more general theorem.
Theorem D.8.3. Assume that every fi is L-smooth and µ-strongly convex and also
that the gradients noise has bounded variance at x∗ as in Assumption 4.6.2. If also
α ≤ 1
2L(τ+ 2
n
)
, then for any t ∈ [Tk, Tk+1)
E‖xk − x∗‖2 ≤ (1− ταµ)t max
i=1,...,n
‖x0 − x∗i ‖2 + 4α
σ2
µn
.
Proof. Recall that we use in the Algorithm wk = 1
n
∑n
i=1 x
k
i and that x
k = proxαψ(w
k).
Next, by non-expansiveness of the proximal operator it holds for all t
‖xk − x∗‖2 = ‖ proxαψ(wk)− proxαψ(x∗ − α∇f(x∗)‖2
≤ ‖wk − (x∗ − α∇f(x∗))‖2.
Denote for simplicity w∗ def= x∗−α∇f(x∗). Then, we have shown ‖xk−x∗‖2 ≤ ‖wk−w∗‖2.
Fix any t and assume without loss of generality that dk1 < d
k
2 < · · · < dkn. Then, using
the tower property of expectation
E‖wk − w∗‖2 = E [E [‖wk − w∗‖2 | xk2, . . . , xkn]] .
At the same time, conditioned on zk1 , x
k
2, . . . , x
k
n the only randomness in w
k is from xk1,
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so
E
[‖wk − w∗‖2 | zk1 , xk2, . . . , xkn] = ‖E [wk − w∗ | zk1 , xk2, . . . , xkn] ‖2
+
1
n2
E‖xk1 − E[xk1 | zk1 , xk2, . . . , xkn]‖2.
By continuing unrolling the first term in the right-hand side we arrive at
E‖wk − w∗‖2 ≤ ‖Ewk − w∗‖2 + 1
n2
n∑
i=1
E‖xki − E[xki | zki , xki+1, . . . , xkn]‖2
= ‖Ewk − w∗‖2 + 1
n2
n∑
i=1
E‖xki − E[xki | zki , xki+1, . . . , xkn]‖2
(D.22)
≤ ‖Ewk − w∗‖2 + 4τα2σ
2
n
+
8τα2L
n2
n∑
i=1
(fi(z
k
i )− fi(x∗)−
〈∇fi(x∗), zki − x∗〉).
Moreover, by Jensen’s inequality
‖Ewk − w∗‖2 =
∥∥∥∥∥ 1n
n∑
i=1
E[xki − x∗i ]
∥∥∥∥∥
2
≤ 1
n
n∑
i=1
∥∥E[xki − x∗i ]∥∥2
=
1
n
n∑
i=1
∥∥E[E[xki − x∗i | Fki ]∥∥2
≤ 1
n
n∑
i=1
E
∥∥E[xki − x∗i | Fki ]∥∥2 .
Combining it with our older results, we get
E‖wk − w∗‖2 ≤ 1
n
n∑
i=1
E
∥∥x˜ki − x∗i ∥∥2 + 4τα2σ2n + 8τα2Ln2
n∑
i=1
(fi(z
k
i )− fi(x∗)−
〈∇fi(x∗), zki − x∗〉).
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Let us apply Lemma D.8.2 to verify that
1
n
n∑
i=1
‖x˜ki − x∗i ‖2 +
8τα2L
n2
n∑
i=1
(fi(z
k
i )− fi(x∗)−
〈∇fi(x∗), zki − x∗〉)
≤ (1− ταµ) 1
n
n∑
i=1
‖zki − x∗‖2
− 2τα
(
1− 2ταL− 4αL
n
)
︸ ︷︷ ︸
≥0
1
n
n∑
i=1
(fi(z
k
i )− fi(x∗)−
〈∇fi(x∗), zki − x∗〉)
≤ (1− ταµ) 1
n
n∑
i=1
‖zki − x∗‖2.
Since zki = x
t−dki , we have proved
E‖xk − x∗‖2 ≤ (1− ταµ) 1
n
n∑
i=1
E‖zki − x∗‖2 + 4τα2
σ2
n
= (1− ταµ) 1
n
n∑
i=1
E‖xt−dki − x∗‖2 + 4τα2σ
2
n
≤ (1− ταµ) max
i
E‖xt−dki − x∗‖2 + 4τα2σ
2
n
.
If we define sequences
υk
def
= max
i=1,...,n
E‖xt−dki − x∗‖2
and
Ψt
def
= max
t∈[Tk,Tk+1)
{
max{0, υk − 4α σ
2
µn
}
}
,
it follows from the above that
E‖xk − x∗‖2 − 4α σ
2
µn
≤ (1− ταµ)(max
i
E‖xt−dki − x∗‖2 − 4α σ
2
µn
).
Therefore, if Ψk0 = 0 for some k0 then Ψ
t = 0 for all k ≥ k0. Otherwise, Ψt+1 ≤
(1− ταµ)Ψt and for any t ∈ [Tk, Tk+1)
E‖xk − x∗‖2 ≤ ψk ≤ Ψt + 4α σ
2
µn
≤ (1− ταµ)t‖x0 − x∗‖2 + 4α σ
2
µn
.
Proposition D.8.4 ([138]). If delays are uniformly bounded over time, i.e. dki ≤ M for
any i and t, then Tk ≤Mk.
Combining Theorem D.8.3 and Proposition D.8.4 gives a lower bound on k and implies
Theorem D.2.1.
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Appendix E
Appendix for Chapter 5
E.1 Summary of complexity results
We provide a comprehensive table for faster navigation through special cases and their
iteration complexities. In particular, for each special case of GJS, we provide the leading
complexity term (i.e., a log 1
ε
factor is omitted in all results) and a reference to the
corresponding corollary where this result is established. We also indicate how the operator
B appearing in the Lyapunov function is picked (this is not needed to run the method; it
is only used in the analysis). All details can be found later in the Appendix.
E.2 Several lemmas
E.2.1 Existence lemma
Lemma E.2.1. Suppose that X ∈ Range (M). Denote Γ(X) def= UXe. Suppose that
E
[(
ΓM 12
)∗
ΓM 12
]
exists and λmin (E [S]) > 0. Then, there are α > 0 and B such
that (5.12) and (5.13) hold. Moreover, inequalities (5.12), (5.13) hold for α = 0,B = 0
without any extra assumptions.
Proof. Consider only α,B such that that α < λmin (E [S])µ−1, λmin (B∗B) > 0, λmax (B∗B) <
∞. Let Y =M† 12 X. Thus we have E [‖UXe‖2] ≤ ‖Y‖2λmaxE [(ΓM 12)∗ ΓM 12].
Thus
(1− αµ) ‖BY‖2 −
∥∥∥(I − E [S]) 12 BY∥∥∥2 = 〈(BY)>, (E [S]− αµI)BY〉
≥ (λmin (E [S])− αµI) ‖BY‖2
≥ (λmin (E [S])− αµI)λmin (B∗B) ‖Y‖2 .
Therefore, to have (5.12), it suffices to set
α ≤ λmin (E [S])λmin (B
∗B)
µλmin (B∗B) + 2n2λmax
[
E
[(
ΓM 12
)∗
ΓM 12
]] .
Similarly, to satisfy (5.13), it suffices to have
2α
n
λmax
(
E
[(
ΓM 12
)∗
ΓM 12
])
+ nλmin (E [S])λmax (B∗B) ≤ 1.
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Algorithm Theory
# Name Cor. of Thm 5.4.2 BX Leading complexity term (i.e., log 1ε factor omitted)
27 SAGA Corollary E.4.1 βX n+ 4mµ
28 SAGA Corollary E.4.3 X Diag(b) max
j
(
1
pj
+ 1pj
4vj
µn
)
29 SEGA Corollary E.5.1 βX d+ d 4mµ
30 SEGA Corollary E.5.2 Diag(b)X max
i
(
1
pi
+ 1pi
4mi
µ
)
31 SVRCD Corollary E.5.3 βX 1ρ + maxi
1
pi
4mi
µ
32 SGD-star Corollary E.6.1 0 max
j
1
pj
vj
µn
33 LSVRG Corollary E.7.1 βX 1ρ + maxj
1
pj
4vj
µn
34 B2 Corollary E.8.1 βX 1ρ +
1
δ
4m
µ
35 LSVRG-inv Corollary E.8.2 X Diag(b) max
j
1
pj
+ 1δ
4m
µ
36 SVRCD-inv Corollary E.8.3 Diag(b)X max
i
1
pi
+ 1δ
4m
µ
37 RL Corollary E.9.1 X Diag(b) max
i,j
(
1
pj
+ 1pi
4mji
µ
)
38 LR Corollary E.9.2 Diag(b) X max
i,j
(
1
pi
+ 1pj
4vj
µ
)
39 SAEGA Corollary E.10.1 B ◦X max
i,j
(
1
piqj
+ 1piqj
4mji
µn
)
40 SVRCDG Corollary E.10.2 βX 1ρ + maxi,j
1
piqj
4mji
µn
41 ISAEGA Corollary E.10.3 B ◦X max
j∈Nt,i,t
(
1
pitqtj
+
(
1 + 1
npitqtj
)
4mji
µ
)
42 ISEGA Corollary E.10.4 B ◦X max
j∈Nt,i,t
(
1
pit|Nt| +
(
1 + 1npit|Nt|
)
4mji
µ
)
43 JS Corollary E.11.1 βXB
4n−1ηµ−1λmax(B>E[R]B)+λmax(B>B)
λmin(B>E[R]B)
Table E.1: Iteration complexity of selected special cases of GJS (Algorithm 14). Whenever
m appears in a result, we assume that Mj = mId for all j (i.e., fj is m-smooth). Whenever
mi appears in a result, we assume that f is M-smooth with M = Diag(m1, . . . ,md).
Whenever mji appears in a result, we assume that Mj = Diag(m
j
1, . . . ,m
j
d). Quantities
pi for i ∈ [d], pj for j ∈ [n], ρ and δ are probabilities defining the algorithms.
A valid choice to satisfy the above is for example α,B such that
λmax (B∗B) ≤ 1
2nλmin (E [S]) , α ≤
1
1
n
λmax
(
E
[
Γ
(
M 12
)∗
ΓM 12
]) .
E.2.2 Smoothness lemmas
Let h : Rd → R be a differentiable and convex function. The Bregman distance of x and
y with respect to h is defined by
Dh(x, y)
def
= h(x)− h(y)− 〈∇h(y), x− y〉 . (E.1)
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Lemma E.2.2 (Lemma C.1.1 from the appendix of Chapter 3). Suppose that function
h : Rd → R is convex and M-smooth, where M  0. Then
Dh(x, y) ≥ 1
2
‖∇h(y)−∇h(x)‖2M† , ∀x, y ∈ Rd. (E.2)
Further,
〈∇h(x)−∇h(y), x− y〉 ≥ ‖∇h(x)−∇h(y)‖2M† . (E.3)
Proof. Fix y and consider the function φ(x)
def
= h(x)−〈∇h(y), x〉. Clearly, φ is M-smooth,
and hence
φ(x+ d) ≤ φ(x) + 〈∇φ(x), d〉+ 1
2
‖d‖2M, ∀x, d ∈ Rd. (E.4)
Moreover, since h is convex, φ is convex, non-negative and is minimized at y. Letting
t = ∇h(x)−∇h(y), this implies that
φ(y) ≤ φ (x−M†t)
(E.4)
≤ φ(x)− 〈∇φ(x),M†t〉+ 1
2
‖M†t‖2M
= φ(x)− 〈t,M†t〉+ 1
2
‖M†t‖2M
= φ(x)− 1
2
‖t‖2M† ,
which is equivalent to (E.2). In the last step we have used the identities (M†)> =(
M>
)†
= M† and M†MM† = M†.
To show (E.3), it suffices to sum inequality E.2 applied on vector pairs (x, y) and
(y, x).
Lemma E.2.3. Let (5.10) hold. That is, assume that function fj are convex and Mj-
smooth. Then
Dfj(x, y) ≥
1
2
‖∇fj(x)−∇fj(y)‖2M†j , ∀x, y ∈ R
d. (E.5)
If x− y ∈ Null (Mj), then
(i)
fj(x) = fj(y) + 〈∇fj(y), x− y〉, (E.6)
(ii)
∇fj(x)−∇fj(y) ∈ Null (Mj) , (E.7)
(iii)
〈∇fj(x)−∇fj(y), x− y〉 = 0. (E.8)
If, in addition, fj is bounded below, then ∇fj(x) ∈ Range (Mj) for all x.
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Proof. Inequality (E.5) follows by applying Lemma E.2.2 for h = fj and M = Mj.
Identity (E.6) is a direct consequence of (5.10). Combining (E.5) and (E.6), we get
0 ≥ 1
2
‖∇fj(x)−∇fj(y)‖2M†j , which implies that
∇fj(x)−∇fj(y) ∈ Null
(
M†j
)
= Null
(
M>j
)
= Null (Mj) , (E.9)
recovering (E.7). By adding two copies of (E.6) (with the roles of x and y exchanged),
we get (E.8). Finally, if fj is bounded below, then in view of (E.6) there exists c ∈ R
such that,
c ≤ inf
x∈y+Null(Mj)
fj(x)
(E.6)
= inf
x∈y+Null(Mj)
fj(y) + 〈∇fj(y), x− y〉.
This implies that ∇fj(y) ∈ Range
(
M>j
)
= Range (Mj).
Lemma E.2.4. Assume f is twice continuously differentiable. Then G(x) − G(y) ∈
Range (M) for all x, y ∈ Rd.
Proof. For G(x) − G(y) ∈ Range (M), it suffices to show that ∇fj(x) − ∇fj(y) ∈
Range (Mj). Without loss of generality, suppose that f(z, w) (for x = [z, w]) is such
that f(z, ·) is linear (for fixed z; from (E.6)) and f(·, w) is M′ smooth for full rank M′.
Note that
0  ∇2f(x) =
(∇2wwf(w, z) ∇2wzf(w, z)
∇2zwf(w, z) ∇2zzf(w, z)
)
=
(∇2wwf(w, z) ∇2wzf(w, z)
∇2zwf(w, z) 0
)
.
Since every submatrix of the above must be positive definite, it is easy to see that we
must have both ∇2wzf(w, z) = 0, ∇2zwf(w, z) = 0. This, however, means that f(w, z) is
separable in z, w. Therefore indeed ∇fj(x) − ∇fj(y) ∈ Range (Mj) for all x, y ∈ Rd
and all j ∈ [n].
E.2.3 Projection lemma
In the next lemma, we establish some basic properties of the interaction of the random
projection matrices S and I − S with various matrices, operators, and norms.
Lemma E.2.5. Let S be a random projection operator and A any deterministic linear
operator commuting with S, i.e., AS = SA. Further, let X,Y ∈ Rd×n and define
Z = (I − S)X + SY. Then
(i) AZ = (I − S)AX + SAY,
(ii) ‖AZ‖2 = ‖(I − S)AX‖2 + ‖SAY‖2,
307
(iii) E
[‖AZ‖2] = ∥∥(I − E [S])1/2AX∥∥2 + ∥∥∥E [S]1/2AY∥∥∥2, where the expectation is
with respect to S.
Proof. Part (i) follows by noting that A commutes with I − S. Part (ii) follows from
(i) by expanding the square, and noticing that (I − S)S = 0. Part (iii) follows from (ii)
after using the definition of the Frobenius norm, i.e., ‖M‖2 = Tr (M>M), the identities
(I − S)2 = I − S, S2 = S, and taking expectation on both sides.
E.2.4 Decomposition lemma
In the next lemma, we give a bound on the expected squared distance of the gradient
estimator gk from ∇f(x∗).
Lemma E.2.6. For all k ≥ 0 we have
E
[∥∥gk −∇f(x∗)∥∥2] ≤ 2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2]+ 2
n2
E
[∥∥U (Jk −G(x∗)) e∥∥2] .
(E.10)
Proof. In view of (5.6) and since ∇f(x∗) = 1
n
G(x∗)e, we have
gk −∇f(x∗) = 1
n
U (G(xk)−G(x∗)) e︸ ︷︷ ︸
a
+
1
n
(
Jk −G(x∗)) e− 1
n
U (Jk −G(x∗)) e︸ ︷︷ ︸
b
.
(E.11)
Applying the bound ‖a+ b‖2 ≤ 2 ‖a‖2 + 2 ‖b‖2 to (E.11) and taking expectations, we
get
E
[∥∥gk −∇f(x∗)∥∥2] ≤ E [ 2
n2
∥∥U (G(xk)−G(x∗)) e∥∥2]
+E
[
2
n2
∥∥(Jk −G(x∗)) e− U (Jk −G(x∗)) e∥∥2]
=
2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2]
+
2
n2
E
[∥∥(I − U) (Jk −G(x∗)) e∥∥2] .
It remains to note that
E
[∥∥(I − U)(Jk −G(x∗)) e∥∥2] = E [∥∥U (Jk −G(x∗)) e∥∥2]− ∥∥(Jk −G(x∗)) e∥∥2
≤ E
[∥∥U (Jk −G(x∗)) e∥∥2] .
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E.3 Proof of Theorem 5.4.2
For simplicity of notation, in this proof, all expectations are conditional on xk, i.e., the
expectation is taken with respect to the randomness of gk.
Since
x∗ = proxαψ(x
∗ − α∇f(x∗)), (E.12)
and since the prox operator is non-expansive, we have
E
[∥∥xk+1 − x∗∥∥2] (E.12)= E [∥∥proxαψ(xk − αgk)− proxαψ(x∗ − α∇f(x∗))∥∥2]
≤ E
[∥∥xk − x∗ − α(gk −∇f(x∗))∥∥2]
(5.7)
=
∥∥xk − x∗∥∥2 − 2α 〈∇f(xk)−∇f(x∗), xk − x∗〉
+α2E
[∥∥gk −∇f(x∗)∥∥2]
(5.9)+(E.1)
≤ (1− αµ)∥∥xk − x∗∥∥2 + α2E [∥∥gk −∇f(x∗)∥∥2]
−2αDf (xk, x∗). (E.13)
Since f(x) = 1
n
∑n
j=1 fj(x), in view of (E.1) and (E.5) we have
Df (x
k, x∗)
(E.1)
=
1
n
n∑
j=1
Dfj(x
k, x∗)
(E.5)
≥ 1
2n
n∑
j=1
∥∥∇fj(xk)−∇fj(x∗)∥∥2M†j
=
1
2n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2 .(E.14)
By combining (E.13) and (E.14), we get
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− αµ)∥∥xk − x∗∥∥2 + α2E [∥∥gk −∇f(x∗)∥∥2]
−α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2 .
Next, applying Lemma E.2.6 leads to the estimate
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− αµ)∥∥xk − x∗∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
+
2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2]
+
2α2
n2
E
[∥∥U (Jk −G(x∗)) e∥∥2] . (E.15)
In view of (5.8), we have Jk+1 = (I − S)Jk + SG(xk), whence
Jk+1 −G(x∗)︸ ︷︷ ︸
Z
= (I − S) (Jk −G(x∗))︸ ︷︷ ︸
X
+S (G(xk)−G(x∗))︸ ︷︷ ︸
Y
. (E.16)
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Since, by assumption, both B and M† 12 commute with S, so does their composition
A def= BM† 12 . Applying Lemma E.2.5, we get
E
[∥∥∥BM† 12 (Jk+1 −G(x∗))∥∥∥2] = ∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2
+
∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2 .(E.17)
Adding α-multiple of (E.17) to (E.15) yields
E
[∥∥xk+1 − x∗∥∥2]+ αE [∥∥∥BM† 12 (Jk+1 −G(x∗))∥∥∥2]
≤ (1− αµ)∥∥xk − x∗∥∥2 + 2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2]
+
2α2
n2
E
[∥∥U (Jk −G(x∗)) e∥∥2]+ α ∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2
+α
∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
(5.12)
≤ (1− αµ)∥∥xk − x∗∥∥2 + (1− αµ)α ∥∥∥BM† 12 (Jk −G(x∗))∥∥∥2
+
2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2]+ α ∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2
−α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
(5.13)
≤ (1− αµ)
(∥∥xk − x∗∥∥2 + α ∥∥∥BM† 12 (Jk −G(x∗))∥∥∥2) .
Above, we have used (5.12) with X = Jk−G(x∗) and (5.13) with X = G(xk)−G(x∗).
E.4 Special cases: SAGA-like methods
E.4.1 Basic variant of SAGA [37]
Suppose that for all j, fj is m-smooth (i.e., Mj = mId). To recover basic SAGA [37],
consider the following choice of random operators S,U :
(∀j) with probability 1
n
: SX = Xejej> and UX = Xnejej>.
The resulting algorithm is stated as Algorithm 27. Further, as a direct consequence of
Theorem 5.4.2, convergence rate of SAGA (Algorithm 27) is presented in Corollary E.4.1.
Corollary E.4.1 (Convergence rate of SAGA). Let α = 1
4m+µn
. Then, iteration complexity
of Algorithm 27 (proximal SAGA) is
(
4m
µ
+ n
)
log 1

.
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Algorithm 27 SAGA [37]
Require: learning rate α > 0, starting point x0 ∈ Rd
Set ψ0j = x
0 for each j ∈ {1, 2, . . . , n}
for k = 0, 1, 2, . . . do
Sample j ∈ [n] uniformly at random
Set φk+1j = x
k and φk+1i = φ
k
i for i 6= j
gk = ∇fj(φk+1j )−∇fj(φkj ) + 1n
n∑
i=1
∇fi(φki )
xk+1 = proxαψ(x
k − αgk)
end for
E.4.2 SAGA with arbitrary sampling
In contrast to Section E.4.1, here we use the general matrix smoothness assumption, i.e.,
that fj is Mj smooth. We recover results from [165]. Denote p to be probability vector,
i.e., pi = P (i ∈ R) where R is a random subset of [n].
We shall consider the following choice of random operators S,U :
(∀R) with probability pR : SX = X
∑
j∈R
ejej
> and UX = X
∑
j∈R
1
pj
ejej
>.
The resulting algorithm is stated as Algorithm 28.
Algorithm 28 SAGA with arbitrary sampling (a variant of [165])
Require: learning rate α > 0, starting point x0 ∈ Rd, random sampling R ⊆
{1, 2, . . . , n}
Set φ0j = x
0 for each j ∈ [n]
for k = 0, 1, 2, . . . do
Sample random Rk ⊆ {1, 2, . . . , n}
Set φk+1j =
{
xk j ∈ Rk
φkj j 6∈ Rk
gk = 1
n
n∑
j=1
∇fj(φkj ) +
∑
j∈Rk
1
npj
(∇fj(φk+1j )−∇fj(φkj ))
xk+1 = proxαψ(x
k − αgk)
end for
In order to give tight rates under M-smoothness, we need to do a bit more work.
First, let v ∈ Rn be a vector for which the following inequality expected separable over-
approximation inequality holds
E
∥∥∥∥∥∑
j∈R
M
1
2
j hj
∥∥∥∥∥
2
 ≤ n∑
j=1
pjvj ‖hj‖2 , ∀h1, . . . , hn ∈ Rd. (E.18)
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Since the function on the left is a quadratic in h = (h1, . . . , hn) ∈ Rnd, this inequality is
satisfied for large enough values of vj. A variant of (E.18) was used to obtain the best
known rates for coordinate descent with arbitrary sampling [166, 167].
Further, we shall consider the following assumption:
Assumption E.4.2. Suppose that for all k
G(xk)−G(x∗) =M†M (G(xk)−G(x∗)) (E.19)
and
Jk −G(x∗) =M†M (Jk −G(x∗)) . (E.20)
The assumption, although in a slightly less general form, was demonstrated to obtain
tightest complexity results for SAGA [165]. Note that if for each j, fj corresponds to loss
function of a linear model, then (E.19) and (E.20) follow for free. Further, Lemmas E.2.3
and E.2.4 give some easy-to-interpret sufficient sufficient conditions, such as lower bound-
edness of all functions fj (which happens for any loss function), or twice differentiability
of all functions fj.
Corollary E.4.3 (Convergence rate of SAGA). Let α = minj
npj
4vj+nµ
. Then the iteration
complexity of Algorithm 28 is maxj
(
4vj+nµ
nµpj
)
log 1

.
Remark 20. Corollary E.4.3 is slightly more general than Theorem 4.6 from [165] does
not explicitly require linear models and M smoothness implied by the linearity.
E.5 Special cases: SEGA-like methods
Let n = 1. Note that now operators S and U act on d × n matrices, i.e., on vectors in
Rd. To simplify notation, instead of X ∈ Rd×n we will write x = (x1, . . . , xd) ∈ Rd.
E.5.1 Basic variant of SEGA [77]
Suppose that f is m-smooth (i.e., M1 = mId) with m > 0. To recover basic SEGA
from [77], consider the following choice of random operators S and U :
(∀i) with probability 1
d
: Sx = eiei>x = xiei and Ux = deiei>x = dxiei.
The resulting algorithm is stated as Algorithm 29.
Corollary E.5.1 (Convergence rate of SEGA). Let α = 1
4md+µd
. Then the iteration
complexity of Algorithm 29 is
(
4md
µ
+ d
)
log 1

.
E.5.2 SEGA with arbitrary sampling
Consider a more general setup to that in Section E.5.1 and let us allow the smoothness
matrix to be an arbitrary diagonal (positive semidefinite) matrix: M = Diag(m1, . . . ,md)
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Algorithm 29 SEGA [77]
Require: Stepsize α > 0, starting point x0 ∈ Rd
Set h0 = 0
for k = 0, 1, 2, . . . do
Sample i ∈ {1, 2, . . . d} uniformly at random
Set hk+1 = hk + (∇if(xk)− hki )ei
gk = hk + d(∇if(xk)− hki )ei
xk+1 = proxαψ(x
k − αgk)
end for
with m1, . . . ,md > 0. In this regime, we will establish a convergence rate for an arbitrary
sampling strategy, and then use this to develop importance sampling.
Let p ∈ Rd be a probability vector with entries pi = P (i ∈ L). Consider the following
choice of random operators S and U :
(∀L) with prob. pL : Sx =
∑
i∈L
eiei
>x =
∑
i∈L
xiei and Ux =
∑
i∈L
1
pi
eiei
>x =
∑
i∈L
xi
pi
ei.
(E.21)
The resulting algorithm is stated as Algorithm 30.
Algorithm 30 SEGA with arbitrary sampling
Require: Stepsize α > 0, starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}
Set h0 = 0
for k = 0, 1, 2, . . . do
Sample random Lk ⊆ {1, 2, . . . , d}
Set hk+1 = hk +
∑
i∈Lk
(∇if(xk)− hki )ei
gk = hk +
∑
i∈Lk
1
pi
(∇if(xk)− hki )ei
xk+1 = proxαψ(x
k − αgk)
end for
Corollary E.5.2 (Convergence rate of SEGA). Iteration complexity of Algorithm 30 with
α = mini
pi
4mi+µ
is maxi
(
4mi+µ
piµ
)
log 1

.
Corollary E.5.2 indicates an up to constant factor optimal choice pi ∝ mi, which
yields, up to a constant factor,
∑d
i=1mi
µ
log 1

complexity. In the applications where m is
not unique1, it is the best to choose one which minimizes m>e.
Remark 21. Note that if pi = 1 for all i (i.e., if U = I), we recover proximal gradient
descent as a special case.
1For example when a general matrix smoothness holds; one has to upper bound it by a diagonal
matrix in order to comply with the assumptions of the section. In such case, there is an infinite array of
possible choices of m.
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E.5.3 SVRCD with arbitrary sampling
As as a particular special case of Algorithm 14 we get a new method, which we call
Stochastic Variance Reduced Coordinate Descent (SVRCD). The algorithm is similar to
SEGA. The main difference is that SVRCD does not update a subset L of coordinates of
vector hk each iteration. Instead, with probability ρ, it sets hk to ∇f(xk).
We choose S and U via
SX =
{
0 w.p. 1− ρ
X w.p. ρ
and (∀L) w.p. pL : UX =
∑
i∈L
1
pi
eiei
>X,
where again pi = P (i ∈ L). The randomness of S is independent from the randomness
of U (which comes from the randomness of L). The resulting algorithm is stated as
Algorithm 31.
Algorithm 31 SVRCD [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, probability ρ,
stepsize α > 0
Set h0 = 0
for k = 0, 1, 2, . . . do
Sample random Lk ⊆ {1, 2, . . . , d}
gk = hk +
∑
i∈Lk
1
pi
(∇if(xk)− hki )ei
xk+1 = proxαψ(x
k − αgk)
Set hk+1 =
{
hk with probability 1− ρ
∇f(xk) with probability ρ
end for
As in Section E.5.2, we shall assume that f is M = Diag(m1, . . . ,md)- smooth.
Corollary E.5.3. The iteration complexity of Algorithm 31 with α = mini
1
4mi/pi+µ/ρ
is(
1
ρ
+ max
i
4mi
piµ
)
log
1

.
Corollary E.5.3 indicates optimal choice p ∝ m.
Remark 22. If pi = 1 for all i and ρ = 1, we recover proximal gradient descent as a special
case.
E.6 Special cases: SGD-star
Suppose that G(x∗) is known. We will show that shifted a version of SGD-AS converges
with linear rate in such case. Let J0 = G(x∗). Consider the following choice of random
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operators S, U :
SX = 0 and (∀R) with probability pR : UX = X
∑
j∈R
1
pj
ejej
>.
The resulting algorithm is stated as Algorithm 32, which is in fact arbitrary sampling
version of SGD-star from [55].
Algorithm 32 SGD-star [55]
Require: learning rate α > 0, starting point x0 ∈ Rd, random sampling R ⊆
{1, 2, . . . , n}
for k = 0, 1, 2, . . . do
Sample random Rk ⊆ {1, 2, . . . , n}
gk = 1
n
G(x∗)e+
∑
j∈Rk
1
npj
(∇fj(xk)−∇fj(x∗))
xk+1 = proxαψ(x
k − αgk)
end for
Corollary E.6.1 (Convergence rate of SGD-AS-star). Suppose that fj is Mj-smooth
for all j and suppose that v satisfies (E.18). Let α = nminj
pj
vj
. Then, the iteration
complexity of Algorithm 32 is
max
j
(
vj
npjµ
)
log
1

.
Remark 23. In overparameterized models, one has G(x∗) = 0. In such a case, Algo-
rithm 32 becomes SGD-AS [60], and we recover its tight convergence rate.
E.7 Special cases: loopless SVRG with arbitrary sampling (LSVRG)
In this section we extend Loopless SVRG (i.e., LSVRG) from [83, 106] to arbitrary sampling.
The main difference to SAGA is that LSVRG does not update Jk at all with probability 1−ρ.
However, with probability 1− ρ, it sets Jk to G(xk). Define S and U as follows:
SX =
{
0 w.p. 1− ρ
X w.p. ρ
and (∀R) with probability pR : UX = X
∑
i∈R
1
pj
ejej
>,
where pj = P (j ∈ R).
The resulting algorithm is stated as Algorithm 33.
In order to give tight rates under M-smoothness, we shall consider ESO assump-
tion (E.18) and Assumption E.4.2 (same as for SAGA-AS).
The next corollary shows the convergence result.
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Algorithm 33 LSVRG (LSVRG [83, 106] with arbitrary sampling) [NEW METHOD]
Require: learning rate α > 0, starting point x0 ∈ Rd, random sampling R ⊆
{1, 2, . . . , n}
Set φ = x0
for k = 0, 1, 2, . . . do
Sample a random subset Rk ⊆ {1, 2, . . . n}
gk = 1
n
n∑
j=1
∇fj(φk) +
∑
j∈Rk
1
npj
(∇fj(xk)−∇fj(φk))
xk+1 = proxαψ(x
k − αgk)
Set φk+1 =
{
xk with probability ρ
φk with probability 1− ρ
end for
Corollary E.7.1 (Convergence rate of LSVRG). Let α = minj
n
4
vj
pj
+µn
ρ
. Then, the iteration
complexity of Algorithm 33 is
max
j
(
4
vj
nµpj
+
1
ρ
)
log
1

.
Remark 24. One can consider a slightly more general setting with
SX =
{
0 w.p. 1− ρ
X
∑
i∈R′ ejej
> w.p. ρ
,
where distribution of R′ ⊆ [n] is arbitrary. Clearly, such methods is a special case of
Algorithm 14, and setting R′ = [n] with probability 1, LSVRG is obtained. However, in a
general form, such algorithm resembles SCSG [117]. However, unlike SCSG, the described
method converges linearly, thus is superior to SCSG.
E.8 Special cases: methods with Bernoulli U
Throughout this section, we will suppose that Mj = mId for all j. This is sufficient
to establish strong results. Indeed, Bernoulli U does not allow for an efficient impor-
tance sampling and hence one can’t develop arbitrary sampling results similar to those in
Section E.4.2 or Section E.5.2.
E.8.1 B2 (Bernoulli S)
Let n = 1. Note that now operators S and U act on d × n matrices, i.e., on vectors
in Rd. To simplify notation, instead of X ∈ Rd×n we will write x = (x1, . . . , xd) ∈ Rd.
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Given probabilities 0 < ρ, δ ≤ 1, let both S and U be Bernoulli (i.e., scaling) sketches:
Sx =
{
0 w.p. 1− ρ
x w.p. ρ
and Ux =
{
0 w.p. 1− δ
1
δ
x w.p. δ
.
The resulting algorithm is stated as Algorithm 34.
Algorithm 34 B2 [NEW METHOD]
Require: learning rate α > 0, starting point x0 ∈ Rd, probabilities δ ∈ (0, 1] and
ρ ∈ (0, 1]
Set φ = x0
for k = 0, 1, 2, . . . do
gk =
{
∇f(φk) with probability 1− δ
1
δ
∇f(xk)− (1
δ
− 1)∇f(φk) with probability δ
xk+1 = proxαψ(x
k − αgk)
Set φk+1 =
{
xk with probability ρ
φk with probability 1− ρ
end for
Corollary E.8.1 (Convergence rate B2). Suppose that f is m-smooth. Let α = 1
4m
δ
+µ
ρ
.
Then, the iteration complexity of Algorithm 34 is(
4
m
µδ
+
1
ρ
)
log
1

.
Remark 25. It is possible to choose correlated S and U without any sacrifice in the rate.
E.8.2 LSVRG-inv (right S)
Given a probability scalar 0 < δ ≤ 1, consider choosing operators S and U as follows:
SX = X
∑
j∈R
ejej
> w.p. pR and UX =
{
0 w.p. 1− δ
1
δ
X w.p. δ.
The resulting algorithm is stated as Algorithm 35.
Corollary E.8.2 (Convergence rate of LSVRG-inv). Suppose that each fi is m-smooth.
Let α = minj
1
4m
δ
+ µ
pj
. Then, the iteration complexity of Algorithm 35 is
max
j
(
4
m
µδ
+
1
pj
)
log
1

.
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Algorithm 35 LSVRG-inv [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling R ⊆ {1, 2, . . . , n}, probability δ ∈
(0, 1] , learning rate α > 0
Set φ0j = x
0 for j = 1, 2, . . . , n
for k = 0, 1, 2, . . . do
gk =

1
n
n∑
j=1
∇fj(φkj ) with probability 1− δ
1
δ
∇f(xk)− (1
δ
− 1) 1
n
n∑
j=1
∇fj(φkj ) with probability δ
xk+1 = proxαψ(x
k − αgk)
Sample a random subset Rk ⊆ {1, 2, . . . n}
Set φk+1j =
{
xk j ∈ Rk
φkj j /∈ Rk
end for
E.8.3 SVRCD-inv (left S)
Let n = 1. Note that now operators S and U act on d × n matrices, i.e., on vectors in
Rd. To simplify notation, instead of X ∈ Rd×n we will write x = (x1, . . . , xd) ∈ Rd.
Consider again setup where n = 1. Choose operators S and U as follows:
Sx =
∑
i∈L
eiei
>x w.p. pL and Ux =
{
0 w.p. 1− δ
1
δ
x w.p. δ .
For convenience, let p be the probability vector defined as: pi = P (i ∈ L).
The resulting algorithm is stated as Algorithm 36.
Algorithm 36 SVRCD-inv [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, probability δ ∈
(0, 1], learning rate α > 0
Choose h0 ∈ Rd
for k = 0, 1, 2, . . . do
gk =
{
hk with probability 1− δ
1
δ
∇f(xk)− (1
δ
− 1)hk with probability δ
xk+1 = proxαψ(x
k − αgk)
Sample a random subset Lk ⊆ {1, 2, . . . d}
Set hk+1 = hk +
∑
i∈Lk
(∇if(xk)− hki )ei
end for
Corollary E.8.3 (Convergence rate of SVRCD-inv). Suppose that each fj is m-smooth.
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Let α = mini
1
4m
δ
+ µ
pi
. Then, the iteration complexity of Algorithm 36 is
max
i
(
4
m
µδ
+
1
pi
)
log
1

.
E.9 Special cases: combination of left and right sketches
E.9.1 RL (right sampling S, left unbiased sampling U)
Consider choosing S and U as follows:
SX = X
∑
j∈R
ejej
> w.p. pR and UX =
∑
i∈L
1
pi
eiei
>X w.p. pL .
The resulting algorithm is stated as Algorithm 37.
Algorithm 37 RL [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, random sampling
R ⊆ {1, 2, . . . , n}, learning rate α > 0
Set φ0j = x
0 for each j
for k = 0, 1, 2, . . . do
Sample random Rk ⊆ {1, 2, . . . , n}
Set φk+1j =
{
xk j ∈ Rk
φkj j 6∈ Rk
Sample random Lk ⊆ {1, 2, . . . , d}
gk = 1
n
n∑
j=1
∇fj(φkj ) +
∑
i∈Lk
1
pi
(
∇if(xk)− 1n
n∑
j=1
∇ifj(φkj )
)
ei
xk+1 = proxαψ(x
k − αgk)
end for
Corollary E.9.1 (Convergence rate of RL). Suppose that each fj is Diag(mj)-smooth,
where mj ∈ Rd and Diag(mj)  0. Let α = mini,j
(
4
mji
pi
+ µ
pj
)−1
. Then, the iteration
complexity of Algorithm 37 is
max
i,j
(
4
mji
µpi
+
1
pj
)
log
1

.
E.9.2 LR (left sampling S, right unbiased sampling U)
Consider choosing S and U as follows:
SX =
∑
i∈L
eiei
>X w.p. pL and UX = X
∑
j∈R
1
pj
ejej
> w.p. pR .
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The resulting algorithm is stated as Algorithm 38.
Algorithm 38 LR [NEW METHOD]
Require: starting point x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, random sampling
R ⊆ {1, 2, . . . , n}, learning rate α > 0
Set h0 = x0 for each j
for k = 0, 1, 2, . . . do
Sample random Lk ⊆ {1, 2, . . . , d}
Set hk+1 = hk +
∑
i∈Lk
(∇if(xk)− hki )ei
Sample random Rk ⊆ {1, 2, . . . , n}
gk = ∇f(hk) + ∑
j∈Rk
1
npj
(∇fj(xk)−∇fj(hk))
xk+1 = proxαψ(x
k − αgk)
end for
Corollary E.9.2 (Convergence rate of LR). Suppose that each fj is Mj-smooth, and
suppose that v ∈ Rn is such that (E.18) holds. Let α = mini,j 14vjpj−1+µpi−1 . Then, the
iteration complexity of Algorithm 38 is
max
i,j
(
4
vi
µpj
+
1
pi
)
log
1

.
E.10 Special cases: joint left and right sketches
E.10.1 SAEGA
Another new special case of Algorithm 14 we propose is SAEGA (the name comes from
the combination of names SAGA and SEGA). In SAEGA, both S and U are fully correlated
and consist of right and left sketch. However, the mentioned right and left sketches are
independent. In particular, we have
SX = XLR =
(∑
i∈L
eiei
>
)
X
(∑
j∈R
ejej
>
)
,
where L ⊂ [d], and R ⊂ [n] are independent random sets. Next, U is chosen as
UX = S
((
p−1
(
p−1
)>) ◦X) ,
where pi = P (i ∈ L) and pj = P (j ∈ R). The resulting algorithm is stated as Algo-
rithm 39.
Suppose that for all j ∈ [n], Mj = Diag(mj)  0 is diagonal matrix2. Let P ∈ Rn×n
be the probability matrix with respect to R-sampling , i.e., Pjj′ = P (j ∈ R, j′ ∈ R).
2A block diagonal matrix Mj with blocks such that MPS = PSM would work as well
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Algorithm 39 SAEGA [NEW METHOD]
Input: x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, random sampling R ⊆
{1, 2, . . . , n}, stepsize α
J0 = 0
for k = 0, 1, 2, . . . do
Sample random Lk ⊆ {1, 2, . . . , d} and Rk ⊆ {1, 2, . . . , n}
Compute ∇ifj(xk) for all i ∈ Lk and j ∈ Rk
Jk+1ij =
{
∇ifj(xk) i ∈ Lk and j ∈ Rk
Jkij otherwise
gk =
(
Jk +
(
p−1 (p−1)>
)
◦ (Jk+1 − Jk)
)
e
xk+1 = proxαψ(x
k − αgk)
end for
Corollary E.10.1. Consider any (elementwise) positive vector q such that
Diag(p)−1P Diag(p)−1  Diag(q)−1.
Let α = mini,j
npiqj
4mji+nµ
. Then, the iteration complexity of Algorithm 39 is
max
i,j
(
4
mji
µnpiqj
+
1
pi
1
qj
)
log
1

.
E.10.2 SVRCDG
Next new special case of Algorithm 14 we propose is SVRCDG. SVRCDG uses the same
random operator U as SAEGA. The difference to SAEGA lies in operator S which is Bernoulli
random variable:
SX =
{
0 w.p. 1− ρ
X w.p. ρ
, UX = IL:
((
p−1
(
p−1
)>) ◦X) I:R,
where L ⊆ [d], and R ⊆ [n] are independent random sets and pi = P (i ∈ L) and
pj = P (j ∈ R).
The resulting algorithm is stated as Algorithm 40.
Suppose that for all j, Mj = Diag(m
j) is diagonal matrix3. For notational simplicity,
denote M′ ∈ Rd×n to be the matrix with jth column equal to mj. Let P ∈ Rn×n be the
probability matrix with respect to R - sampling , i.e., Pjj′ = P (j ∈ R, j′ ∈ R).
Corollary E.10.2. Consider any (elementwise) positive vector q such that
Diag(p)−1P Diag(p)−1  Diag(q)−1.
3Block diagonal Mj with blocks such that MS = SM would work as well
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Algorithm 40 SVRCDG [NEW METHOD]
Input: x0 ∈ Rd, random sampling L ⊆ {1, 2, . . . , d}, random sampling R ⊆
{1, 2, . . . , n}, stepsize α, probability ρ
J0 = 0
for k = 0, 1, 2, . . . do
Sample random Lk ⊆ {1, 2, . . . , d} and Rk ⊆ {1, 2, . . . , n}
Observe ∇ifj(xk) for all i ∈ Lk and j ∈ Rk
gk =
(
Jk +
(
p−1 (p−1)>
)
◦ (ILk: (G(xk)− Jk) I:Rk)) e
xk+1 = proxαψ(x
k − αgk)
Jk+1 =
{
G(xk) with probability ρ
Jk with probability 1− ρ
end for
Let α = mini,j
1
4
m
j
i
piqjn
+ 1
ρ
µ
. Then, the iteration complexity of Algorithm 40 is
max
i,j
(
4
mji
µnpiqj
+
1
ρ
)
log
1

.
E.10.3 ISAEGA (with distributed data)
In this section, we consider a distributed setting from [137]. In particular, [137] proposed
a strategy of running coordinate descent on top of various optimization algorithms such as
GD, SGD or SAGA, while keeping the convergence rate of the original method. This allows
for sparse communication from workers to master.
However, ISAGA (distributed SAGA with RCD on top of it), as proposed, assumes zero
gradients at the optimum which only holds for overparameterized models. It was stated
as an open question whether it is possible to derive SEGA on top of it such that the men-
tioned assumption can be dropped. We answer this question positively, proposing ISAEGA
(Algorithm 41). Next, algorithms proposed in [137] only allow for uniform sampling under
simple smoothness. In contrast, we develop an arbitrary sampling strategy for general
matrix smoothness4.
Assume that we have T parallel units, each owning set of indices Nt (for 1 ≤ t ≤ T ).
Next, consider distributions Dt over subsets of Nt and distributions Dt over subsets
coordinates [d] for each machine. Each iteration we sample Rt ∼ Dt, Lt ∼ Dt (for 1 ≤
t ≤ T ) and observe the corresponding part of Jacobian Jk∩t(Lt,Rt). Thus the corresponding
random Jacobian sketch becomes
SX = X∩t(Lt,Rt) =
T∑
t=1
(∑
i∈Lt
eiei
>
)
X:Nt
(∑
j∈Rt
ejej
>
)
.
4We do so only for ISAEGA. However, our framework allows obtaining arbitrary sampling results for
ISAGA, ISEGA and ISGD (with no variance at optimum) as well. We omit it for space limitations
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Next, for each 1 ≤ t ≤ T consider vector pt ∈ Rd, pt ∈ R|Nt| such that P (i ∈ Lt) =
pi
t and P (j ∈ Rt) = ptj. Given the notation, random operator U is chosen as
UX =
T∑
t=1
((
pt
)−1 ((
pt
)−1)>) ◦((∑
i∈Lt
eiei
>
)
X:Nt
(∑
j∈Rt
ejej
>
))
.
The resulting algorithm is stated as Algorithm 41.
Algorithm 41 ISAEGA [NEW METHOD]
Input: x0 ∈ Rd, # parallel units T , each owning set of indices Nt (for 1 ≤ t ≤
T ), distributions Dt over subsets of Nt, distributions Dt over subsets coordinates [d],
stepsize α
J0 = 0
for k = 0, 1, 2, . . . do
for t = 1, . . . , T in parallel do
Sample Rt ∼ Dt; Rt ⊆ Nt (independently on each machine)
Sample Lt ∼ Dt; Lt ⊆ [d] (independently on each machine)
Observe ∇Ltfj(xk) for j ∈ Rt
For i ∈ [d], j ∈ Nt set Jk+1i,j =
{
∇ifj(xk) if i ∈ [d], j ∈ Rt, i ∈ Lt
Jki,j otherwise
Send Jk+1:Nt − Jk:Nt to master . Sparse; low communication
end for
gk =
(
Jk +
T∑
t=1
(
pt
−1
pt
−1>
)
◦
((∑
i∈Lt eiei
>) (Jk+1 − Jk)
:Nt
(∑
j∈Rt ejej
>
)))
e
xk+1 = proxαψ(x
k − αgk)
end for
Suppose that for all 1 ≤ j ≤ n, Mj = Diag(mj) is diagonal matrix5. Let Pt ∈
R‖Nt‖×‖Nt‖ be the probability matrix with respect to Rt - sampling , i.e., Ptjj′ = P (j ∈ Rt, j′ ∈ Rt).
Corollary E.10.3. For all t consider any (elementwise) positive vector qt such that
Diag(pt)−1Pt Diag(pt)−1  Diag(qt)−1. Let α = minj∈Nt,i,t 1
4mji
(
1+ 1
npi
tqt
j
)
+ µ
pi
t q
t
j
. Then,
iteration complexity of Algorithm 41 is maxj∈Nt,i,t
(
4
mji
µ
(
1 + 1
npitqtj
)
+ 1
pitqtj
)
log 1

.
Thus, for all j, it does not make sense to increase sampling size beyond point where
pi
tqtj ≥ 1nas the convergence speed would not increase significantly6 .
Remark 26. In special case when Rt = Nt always, ISAEGA becomes ISEGA from [137].
However [137] assumes that |Nt| is constant in t and Lt = ei with probability 1d . Thus,
even special case of Corollary E.10.3 generalizes results on ISEGA from [137]. For com-
pleteness, we state ISEGA as Algorithm 42 and Corollary E.10.4 provides its iteration
complexity.
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Algorithm 42 ISEGA (ISEGA [137] with arbitrary sampling) [NEW METHOD]
Input: x0 ∈ Rd, # parallel units T , each owning set of indices Nt (for 1 ≤ t ≤ T ),
distributions Dt over subsets coordinates [d], stepsize α
J0 = 0
for k = 0, 1, 2, . . . do
for t = 1, . . . , T in parallel do
Sample Lt ∼ Dt; Lt ⊆ [d] (independently on each machine)
Observe ∇Ltfj(xk) for j ∈ Nt
For i ∈ [d], j ∈ Nt set Jk+1i,j =
{
∇ifj(xk) if i ∈ [d], j ∈ Nt, i ∈ Lt
Jki,j otherwise
Send Jk+1:Nt − Jk:Nt to master . Sparse; low communication
end for
gk =
(
Jk +
∑T
t=1
(
pt
−1
e>
)
◦
((∑
i∈Lt eiei
>) (Jk+1 − Jk)
:Nt
))
e
xk+1 = proxαψ(x
k − αgk)
end for
Corollary E.10.4. Let α = minj∈Nt,i,t
1
4mji
(
1+ 1
npi
t|Nt|
)
+ µ
pi
t |Nt|
. Then, iteration complexity
of Algorithm 41 is maxj∈Nt,i,t
(
4
mji
µ
(
1 + 1
npit|Nt|
)
+ 1
pit|Nt|
)
log 1

.
E.11 Special cases: JacSketch
As next special case of GJS (Algorithm 14) we present JacSketch (JS) motivated by [65].
The algorithm observes every iteration a single right sketch of the Jacobian and constructs
operators S,U in the following fashion:
SX = XR and UX = XRE [R]−1
where R ∈ Rn×n is random projection matrix.
Algorithm 43 JS (JacSketch)
1: Parameters: Stepsize α > 0, Distribution D over random projector matrices R ∈
Rn×n
2: Initialization: Choose solution estimate x0 ∈ Rd and Jacobian estimate J0 ∈ Rd×n
3: for k = 0, 1, 2, . . . do
4: Sample realization of R ∼ D perform sketches G(xk)R
5: Jk+1 = Jk − (Jk −G(xk)R)
6: gk = 1
n
Jke+ 1
n
(
G(xk)− Jk)RE [R]−1 e
7: xk+1 = proxαψ(x
k − αgk)
8: end for
5block diagonal Mj with blocks such that MS = SM would work as well
6For indices i, j, t which maximize the rate from Corollary E.10.3.
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Note that Algorithm 43 differs to what was proposed in [65] in the following points.
• Approach from [65] uses a scalar random variable θR to set UX = θRXR. Instead,
we set E [U ] = XRE [R]−1. This tweak allows Algorithm 14 to recover the tightest
known analysis of SAGA as a special case. Note that the approach from [65] only
recovers tight rates for SAGA under uniform sampling.
• Unlike [65], our setup allows for proximable regularizer, thus is more general.
• Approach from [65] allows projections under a general weighted norm. Algorithm 14
only allows for non-weighted norm; which is only done for the sake of simplicity as
the chapter is already very notation-heavy. However, GJS (Algorithm 14) is general
enough to alow for an arbitrary weighted norm.
The next corollary shows the convergence result.
Corollary E.11.1 (Convergence rate of JacSketch). Suppose that operator M is com-
mutative with right multiplication by R always. Consider any B ∈ Rn×n which commutes
with R always. Denote
M
1
2
def
=
M
1
2
1
. . .
M
1
2
n

and
η
def
= λmax
(
M
1
2
> (
E
[
RE [R]−1 ee>E [R]−1 R
]⊗ Id)M 12) ,
and let
α =
λmin
(
B>E [R] B
)
4n−1ηλmax (B>E [R] B) + µλmax (B>B)
.
Then, the iteration complexity of Algorithm 43 is
4n−1ηµ−1λmax
(
B>E [R] B
)
+ λmax
(
B>B
)
λmin (B>E [R] B)
log
1

.
E.12 Special cases: proofs
In this section, we provide the proofs of all corollaries listed in previous sections. For
simplicity, we will use the following notation throughout this section: Γ(X) = U(X)e.
E.12.1 SAGA methods: proofs
Setup for Corollary E.4.1
Note first that the choice of S,U yields
E [S(X)] = 1
n
X,
E
[‖Γ(X)‖2] = n2E [〈X>, ejej>ee>ejej>X>〉] = n‖X‖2.
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Next, as we have no prior knowledge about G(x∗), let R ≡ I; i.e. Range (R) =
Rd×n. Lastly, consider B operator to be a multiplication with constant β: B(X) = βX.
Thus, for (5.12) we should have
2α
n
m+ β2
(
1− 1
n
)
≤ (1− αµ)β2
and for (5.13) we should have
2α
n
m+
β2
n
≤ 1
n
.
It remains to notice that choices α = 1
4m+µn
and β2 = 1
2
are valid to satisfy the above
bounds.
Setup for Corollary E.4.3
First note that E [S(X)] = X Diag(p). Next, due to (E.20), (E.19), inequalities (5.12)
and (5.13) with choice Y =M† 12 X become respectively:
2α
n2
E
∥∥∥∥∥∑
j∈R
pj
−1M
1
2
j Y:j
∥∥∥∥∥
2
+ ∥∥∥(I − E [S]) 12 B(Y)∥∥∥2 ≤ (1− αµ)‖B(Y)‖2 (E.22)
2α
n2
E
∥∥∥∥∥∑
j∈R
pj
−1M
1
2
i Y:i
∥∥∥∥∥
2
+ ∥∥∥(E [S]) 12 B(Y)∥∥∥2 ≤ 1
n
‖Y‖2 (E.23)
Note that
E
∥∥∥∥∥∑
j∈R
pj
−1M
1
2
j Y:j
∥∥∥∥∥
2
 = E
∥∥∥∥∥∑
j∈R
M
1
2
j (pj
−1Y:j)
∥∥∥∥∥
2
 ≤ n∑
j=1
pj
−1vj‖Y:j‖2,
where we used ESO assumption (E.18) in the last bound above. Next, choose B to be
right multiplication with Diag(b). Thus, for (E.22) it suffices to have for all j ∈ [n]
2α
n2
vjpj
−1 + b2j(1− pj) ≤ b2j(1− αµ) ⇒
2α
n2
vjpj
−1 + b2jαµ ≤ b2jpj
For (E.23) it suffices to have for all j ∈ [n]
2α
n2
vjpj
−1 + b2jpj ≤
1
n
It remains to notice that the choice b2j =
1
2npj
and α = minj
npj
4vj+nµ
is valid.
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E.12.2 SEGA methods: proofs
Setup for Corollary E.5.1
Note that
E [Sx] = 1
d
x,
E
[‖Γ(x)‖2] = d2E [〈x, eiei>eiei>x〉] = d‖x‖2.
Next, choose operator B to be constant; in particular Bx = βx. Thus to satisfy (5.12)
it suffices to have
2αdm+ β2
(
1− 1
d
)
≤ β2(1− αµ) ⇒ 2αdm+ αµβ2 ≤ β
2
d
.
To satisfy (5.13), it suffices to have
2αdm+
β2
d
≤ 1.
It remains to notice that β2 = d
2
and α = 1
4md+µd
satisfies the above conditions.
Setup for Corollary E.5.2
Note that E [S(x)] = Diag(p)x and
E
[‖Γ(x)‖2] = ‖x‖2
E
[∑
i∈L
1
pi
eiei>
∑
i∈L
1
pi
eiei>
] = ‖x‖2p−1 .
Let us consider B to be the operator corresponding to left multiplication with matrix
Diag(b): B(x) = Diag(b)x. Thus, for (5.12) it suffices to have for all i
2αmipi
−1 + b2i (1− pi) ≤ b2i (1− αµ) ⇒ 2αmipi−1 + b2iαµ ≤ b2i pi.
For (5.13) it suffices to have for all i
2αmipi
−1 + b2i pi ≤ 1
It remains to notice that choice b2i =
1
2pi
and α = mini
pi
4mi+µ
is valid.
Setup for Corollary E.5.3
Note that E [S(x)] = ρx and
E
[‖Γ(x)‖2] = ‖x‖2
E
[∑
i∈L
1
pi
eiei>
∑
i∈L
1
pi
eiei>
] = ‖x‖2p−1 .
Let us consider B to be the operator corresponding to scalar multiplication with β.
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Thus, for (5.12) it suffices to have for all i
2αwipi
−1 + β2(1− ρ) ≤ β2(1− αµ) ⇒ 2αwipi−1 + β2αµ ≤ β2ρ.
For (5.13) it suffices to have for all i,
2αwipi
−1 + β2ρ ≤ 1.
It remains to notice that choice β2 = 1
2ρ
and α = mini
1
4wipi−1+µρ−1
is valid.
E.12.3 Setup for Corollary E.6.1
Choose B to be operator which maps everything into 0. On top of that, by construction
we have R = 0 and thus (5.12) is satisfied for free. Moreover, from (E.18) we have
(following the steps from Section E.12.1):
E
[
‖Γ(M 12 (X))‖2
]
≤
n∑
j=1
p−1j vj‖X:j‖2.
Further, due to (E.19) and (E.20), to satisfy (5.13) we shall have
2α
n2
n∑
j=1
p−1j vj‖Y:j‖2 ≤
1
n
‖Y‖2,
which simplifies to
2α
n
vj
pj
≤ 1
and thus it suffices to choose α = n
2
minj
pj
vj
.
Remark 27. Factor 2 can be omitted since for Lemma E.2.6, the second factor is 0 and
thus we no longer need the Jensen’s inequality.
E.12.4 Setup for Corollary E.7.1
First note that E [S(X)] = ρX. Next, due to (E.20), (E.19), inequalities (5.12) and
(5.13) with choice Y =M† 12 X become respectively:
2α
n2
E
∥∥∥∥∥∑
j∈R
pj
−1M
1
2
j Y:j
∥∥∥∥∥
2
+ ∥∥∥(I − E [S]) 12 B(Y)∥∥∥2 ≤ (1− αµ)‖B(Y)‖2, (E.24)
and
2α
n2
E
∥∥∥∥∥∑
j∈R
pj
−1M
1
2
i Y:i
∥∥∥∥∥
2
+ ∥∥∥(E [S]) 12 B(Y)∥∥∥2 ≤ 1
n
‖Y‖2. (E.25)
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Note next that
E
∥∥∥∥∥∑
j∈R
pj
−1M
1
2
j Y:j
∥∥∥∥∥
2
 = E
∥∥∥∥∥∑
j∈R
M
1
2
j (pj
−1Y:j)
∥∥∥∥∥
2
 ≤ n∑
j=1
pj
−1vj‖Y:j‖2,
where we used ESO assumption (E.18) in the last bound above. Next, choose B to be
multiplication with scalar β. Thus, for (E.24) it suffices to have for all j ∈ [n]
2α
n2
vjpj
−1 + β2(1− ρ) ≤ β2(1− αµ) ⇒ 2α
n2
vjpj
−1 + β2αµ ≤ β2ρ
For (E.25) it suffices to have for all j ∈ [n]
2α
n2
vjpj
−1 + β2ρ ≤ 1
n
It remains to notice that choice β2 = 1
2nρ
and α = minj
n
4vjpj−1+nµρ−1
is valid.
E.12.5 Methods with Bernoulli U : proofs
Setup for Corollary E.8.1
Note first that the choice of S,U yield
E [S(x)] = ρx,
E
[‖Γ(x)‖2] = E [‖Ux‖2] = δ−1‖x‖2.
Next, consider B operator to be a multiplication with a constant b.
Thus for (5.12) we should have
2αδ−1L+ b2 (1− ρ) ≤ (1− αµ)b2
and for (5.13) we should have
2αδ−1L+ ρb2 ≤ 1.
It remains to notice that choices α = 1
4δ−1L+µρ−1 and b
2 = 1
2ρ
are valid to satisfy the
above bounds.
Setup for Corollary E.8.2
Note first that the choice of S,U yields
E [S(X)] = X Diag(p)
E
[‖Γ(X)‖2] = E [‖U(X)e‖2] = δ−1‖Xe‖2 ≤ δ−1n‖X‖2
Next, as we have no prior knowledge about G(x∗), consider R to be identity operator;
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i.e. Range (R) = Rd×n. Lastly, consider B operator to be a right multiplication with
Diag(b).
Thus for (5.12) we should have
∀j : 2α
n
δ−1m+ αµb2j ≤ b2jpj
and for (5.13) we should have
∀j : 2α
n
δ−1m+ pjb2j ≤
1
n
It remains to notice that choices α = minj
1
4δ−1m+µpj−1
and b2j =
1
2npj
are valid to
satisfy the above bounds.
Setup for Corollary E.8.3
Note first that the choice of S,U yields
E [S(x)] = p ◦ x,
E
[‖Γ(x)‖2] = E [‖U(x)‖2] = δ−1‖x‖2.
Next, as we have no prior knowledge about G(x∗), consider R to be identity operator;
i.e. Range (R) = Rd×n. Lastly, consider B operator to be left multiplication with matrix
Diag(b).
Thus, for (5.12) we should have 2αδ−1m + b2iαµ ≤ b2i pi for all i, and for (5.13), we
should have 2αδ−1m+ pib2i ≤ 1.
It remains to notice that the choices α = mini
1
4δ−1m+µpi−1
and b2i =
1
2pi−1
are valid
to satisfy the above bounds.
E.12.6 Combination of left and right sketches: proofs
Setup for Corollary E.9.1
Note first that the choice of S,U yields E [S(X)] = X Diag(p) and
E
[‖Γ(X)‖2] = ‖M 12 (X)e‖2Diag(p−1) ≤ n n∑
j=1
‖MjX:j‖2Diag(p−1) = n
n∑
j=1
‖X:j‖2Diag(mj◦p−1).
Let B be right multiplication by Diag(b). Thus for (5.12) we should have
∀i, j : 2α
n
mi
jpi
−1 + b2jαµ ≤ b2jpj
and for (5.13) we should have
∀i, j : 2α
n
mi
jpi
−1 + pjb2j ≤
1
n
.
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It remains to notice that choices α = mini,j
1
4mijpi−1+µpj−1
and b2j =
1
2pjn
are valid to
satisfy the above bounds.
Setup for Corollary E.9.2
Note first that the choice of S,U yields
E [S(X)] = Diag(p)X
E
[‖Γ(X)‖2] ≤ n∑
j=1
pj
−1vj‖X:j‖2
The second inequality is a direct consequence of ESO (which is shown is Section E.12.1).
Let B be left multiplication by Diag(b). Thus for (5.12) we should have
∀i, j : 2α
n
vjpj
−1 + b2iαµ ≤ b2i pi
and for (5.13) we should have
∀i, j : 2α
n
vjpj
−1 + pib2i ≤
1
n
.
It remains to notice that choices α = mini,j
1
4vjpj−1+µpi−1
and b2i =
1
2pin
are valid to
satisfy the above bounds.
E.12.7 Joint sketches: proofs
Setup for Corollary E.10.1
For notational simplicity, denote M′
1
2 ∈ Rd×n to be the matrix with jth column equal to
(elementwise) square root of mj. We have
E [S(X)] = (pp>) ◦X
and
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E
[
‖Γ(M 12 X)‖2
]
= E
∥∥∥∥∥
((
p−1p−1
>) ◦((∑
i∈L
eiei
>
)
(M
′ 1
2 ◦X)
(∑
j∈R
ejej
>
)))
e
∥∥∥∥∥
2

= E
∥∥∥∥∥
(( ∑
i∈L,j∈R
eiej
>
)
◦
(
p−1p−1
>) ◦M′ 12 ◦X) e∥∥∥∥∥
2

= E
∥∥∥∥∥
(∑
i∈L
eiei
>
)((
p−1p−1
>) ◦M′ 12 ◦X) eR
∥∥∥∥∥
2

= E
[∥∥∥((p− 12p−1>) ◦M′ 12 ◦X) eR∥∥∥2]
= E
[
Tr
(((
p−
1
2p−1
>) ◦M′ 12 ◦X) IR,R((p− 12p−1>)> ◦M′ 12> ◦X>))]
= Tr
(((
p−
1
2p−1
>) ◦M′ 12 ◦X)P((p− 12p−1>)> ◦M′ 12> ◦X>))
= Tr
(((
p−
1
2 e>
)
◦M′ 12 ◦X
)
Diag(p)−1P Diag(p)−1
((
p−
1
2 e>
)>
◦M′ 12> ◦X>
))
≤ Tr
(((
p−
1
2 e>
)
◦M′ 12 ◦X
)
Diag(q)−1
((
p−
1
2 e>
)>
◦M′ 12> ◦X>
))
=
∥∥∥X ◦M′ 12 ◦ (p− 12 q− 12>)∥∥∥2 . (E.26)
Next, choose operator B to be such that B(X) def= B ◦ X for B ∈ Rd×n. Thus,
for (5.12) and (5.13) we shall have respectively
∀i, j : 2α
n2
(
mji
piqj
)
+ B2i,jαµ ≤ B2ijpiqj
and
∀i, j : 2α
n2
(
mji
piqj
)
+ B2ijpiqj ≤
1
n
.
It remains to choose B2i,j =
1
2npiqj
and α = mini,j
npiqj
4mji+nµ
.
Setup for Corollary E.10.2
We have
E [S(X)] = ρX.
Next, choose operator B to be such that B(X) def= β ◦ X for scalar β which would
332
be specified soon. Proceeding with bound (E.26), for (5.12) and (5.13) we shall have
respectively
∀i, j : 2α
n2
(
mji
piqj
)
+ β2αµ ≤ β2ρ
and
∀i, j : 2α
n2
(
mji
piqj
)
+ β2ρ ≤ 1
n
.
It remains to choose β2 = 1
2nρ
and α = mini,j
1
4
m
j
i
npiqj
+ρ−1µ
.
Setup for Corollary E.10.3
For notational simplicity, denote M′ ∈ Rd×n to be a matrix with jth column equal to mj.
Let Γt(X:Nt) =
(
pt
−1
pt
−1>
)
◦
((∑
i∈Lt eiei
>)X:Nt (∑j∈Rt ejej>)) eNt . Thus
E [S(X)] =
T∑
t=1
(
ptpt
>) ◦X:Nt
and
E
[‖Γ(X)‖2] = E
∥∥∥∥∥
T∑
t=1
Γt(X:Nt)
∥∥∥∥∥
2
 (E.27)
= E
∥∥∥∥∥
T∑
t=1
Γt(X:Nt)− E
[
T∑
t=1
Γt(X:Nt)
]∥∥∥∥∥
2
+ ∥∥∥∥∥E
[
T∑
t=1
Γt(X:Nt)
]∥∥∥∥∥
2
= E
∥∥∥∥∥
T∑
t=1
(Γt(X:Nt)−X:NteNt)
∥∥∥∥∥
2
+ ‖Xe‖2
=
T∑
t=1
E
[‖Γt(X:Nt)−X:NteNt‖2]+ ‖Xe‖2
≤
T∑
t=1
E
[‖Γt(X:Nt)‖2]+ ‖Xe‖2
≤
T∑
t=1
E
[‖Γt(X:Nt)‖2]+ n ‖X‖2 . (E.28)
Using the bounds from Section E.12.7 we further get
E
[
‖Γ(M 12 X)‖2
] (E.28)+(E.26)
≤
T∑
t=1
∥∥∥∥X:Nt ◦ (pt− 12 qt− 12>) ◦M′:Nt∥∥∥∥2 + n ‖M′ ◦X‖2 .
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Next, choose operator B to be such that for any X: B(X) def= B◦X where B ∈ Rd×n.
Thus, for (5.12) and (5.13) we shall have respectively
∀i, t, j ∈ Nt : 2α
n2
mji
(
1
pitqtj
+ n
)
+ B2i,jαµ ≤ B2i,jpitqtj
and
∀i, t, j ∈ Nt : 2α
n2
mji
(
1
pitqtj
+ n
)
+ B2i,jpi
tqtj ≤
1
n
.
It remains to choose B2i,j =
1
2nptqtj
and α = minj∈Nt,i,t
1
4mji
(
1+ 1
nptqt
j
)
+ µ
ptqt
j
.
E.12.8 Setup for Corollary E.11.1
Let x be column-wise vectorization of X. Note that
Γ(M 12 (X)) =M 12 (X)RE [R]−1 e = (e>E [R]−1 R⊗ Id)
M
1
2
1
. . .
M
1
2
n
x.
Thus, E
[∥∥∥Γ(M 12 (X))∥∥∥2] ≤ ‖X‖2η. Let B(X) = βXB. Thus, we have
(1− αµ) ‖BX‖2 −
∥∥∥(I − E [S]) 12 BY∥∥∥2
= β2Tr
(
XB>(E [R]− αµI)BX>)
≤ β2λmin
(
B>(E [R]− αµI)B) ‖X‖2
≤ β2 (λmin (B>E [R] B)− αµλmax (B>B)) ‖X‖2.
Further,∥∥∥(E [S]) 12 BM† 12 X∥∥∥2 = β2Tr (XB>E [R] BX>) ≤ β2‖X‖2λmax (B>E [R] B) .
Using the derived bounds together with (E.20), (E.19), for conditions (5.12) and (5.13)
it suffices to have:
2α
n2
η + β2αµλmax
(
B>B
) ≤ β2λmin (B>E [R] B) , (E.29)
and
2α
n2
η + β2λmax
(
B>E [R] B
) ≤ 1
n
. (E.30)
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It remains to notice that choices β2 = 1
2nλmax(B>E[R]B)
and
α =
λmin
(
B>E [R] B
)
4n−1ηλmax (B>E [R] B) + µλmax (B>B)
are valid.
E.13 Convergence under strong growth condition
In this section, we extend the result of Algorithm 14 to the case when F
def
= f +ψ satisfies
a strong growth condition instead of quasi strong convexity. Note that strong growth is
weaker (more general) than quasi strong convexity [91].
Suppose that X ∗ is a set of minimizers of convex function F . Clearly, X ∗ must be
convex. Define [x]∗ to be a projection of x onto X ∗.
Assumption E.13.1. Suppose that F satisfies strong growth, i.e. for every x:
F (x)− F ([x]∗) ≥ µ
2
‖x− [x]∗‖2. (E.31)
E.13.1 Technical proposition and lemma
In order to establish the convergence results, it will be useful to establish Proposition E.13.2
and Lemma E.13.3.
Proposition E.13.2. ([217, 165]) Let f be M-smooth and suppose that (E.31) holds.
Suppose that xk+1 = xk − αgk where E [gk] = ∇f(xk) and α ≤ 1
3λmax(M)
. Then
Ek
[∥∥∥xk+1 − [xk+1]∗∥∥∥2] ≤ 1
1 + µα
Ek
[∥∥∥xk − [xk]∗∥∥∥2]+ 2α2
1 + µα
Ek
[∥∥gk −∇f (xk)∥∥2] .
Lemma E.13.3. For any x∗ ∈ X ∗ we have
E
[‖gk −∇f(xk)‖2] ≤ 2
n2
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ 2
n2
E
[∥∥U(G(xk)−G(x∗))e∥∥2] .
(E.32)
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Proof.
E
[‖gk −∇f(xk)‖2]
= E
[∥∥∥∥ 1nJke− 1nU(G(xk)− Jk)e− 1nG(xk)e
∥∥∥∥2
]
=
1
n2
E
[∥∥(Jk −G(x∗))e− U(G(x∗)− Jk)e+ U(G(xk)−G(x∗))e+ (G(x∗)−G(xk))e∥∥2]
≤ 2
n2
E
[∥∥(Jk −G(x∗))e− U(G(x∗)− Jk)e∥∥2]
+
2
n2
E
[∥∥U(G(xk)−G(x∗))e+ (G(x∗)−G(xk))e∥∥2]
≤ 2
n2
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ 2
n2
E
[∥∥U(G(xk)−G(x∗))e∥∥2] .
Lastly, it is necessary to assume the null space consistency of solution set X ∗ under
M smothness. A similar assumption was considered in [165].
Assumption E.13.4. For any x∗, y∗ ∈ X we have
M†
1
2 G(x∗) =M†
1
2 G(y∗). (E.33)
E.13.2 Convergence proof
We next state the convergence result of Algorithm 14 under strong growth condition.
Theorem E.13.5. Suppose that (E.31) holds. Let B be any linear operator commuting
with S, and assume M† 12 commutes with S. Let R be any linear operator for which
R(Jk) = R(G(x∗)) for every k ≥ 0. Define the Lyapunov function Ψk as per (5.11) for
any x∗ ∈ X ∗. Suppose that α ≤ 1
λmax(M)
and B are chosen so that
2α
n2
(
3 + µα
1 + µα
)
E
[‖UXe‖2]+ ∥∥∥(I − E [S]) 12 BM† 12 X∥∥∥2
≤
(
1− αµ
2 + 2αµ
)∥∥∥BM† 12 X∥∥∥2 (E.34)
whenever X ∈ Range (R)⊥ and
2α
n2
(
3 + µα
1 + µα
)
E
[‖UXe‖2]+ ∥∥∥(E [S]) 12 BM† 12 X∥∥∥2 ≤ 1
n
∥∥∥M† 12 X∥∥∥2 (E.35)
for all X ∈ Rd×n. Then for all k ≥ 0, we have
E
[
Ψk
] ≤ (1− αµ
2 + 2αµ
)k
Ψ0.
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Proof. Consider any x∗ ∈ X ∗. Due to non-expansiveness of the prox operator we have
E
[∥∥xk+1 − [xk+1]∗∥∥2
2
]
≤ E
[∥∥xk+1 − [xk]∗∥∥2
2
]
(E.12)
= E
[∥∥proxαψ(xk − αgk)− proxαψ([xk]∗ − α∇f([xk]∗))∥∥22]
≤ E
[∥∥xk − αgk − ([xk]∗ − α∇f([xk]∗))∥∥2
2
]
=
∥∥xk − [xk]∗∥∥2
2
− 2α 〈∇f(xk)−∇f([xk]∗), xk − [xk]∗〉
+α2E
[∥∥gk −∇f([xk]∗)∥∥2
2
]
(E.3)
≤ ∥∥xk − [xk]∗∥∥2
2
− 2α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+α2E
[∥∥gk −∇f([xk]∗)∥∥2
2
]
.
Combining the above bound with Proposition E.13.2 yields
E
[∥∥xk+1 − [xk+1]∗∥∥2
2
]
≤
(
1
2 + 2αµ
+
1
2
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+
1
2
α2E
[∥∥∥gk −∇f ([xk]∗)∥∥∥2]+ α2
1 + µα
E
[∥∥gk −∇f (xk)∥∥2]
≤
(
αµ+ 2
2 + 2αµ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+
1
2
α2E
[∥∥∥gk −∇f ([xk]∗)∥∥∥2]+ α2
1 + µα
E
[∥∥gk −∇f (xk)∥∥2]
(E.32)
≤
(
αµ+ 2
2 + 2αµ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+
2α2
n2(1 + µα)
(
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ E [∥∥U(G(xk)−G(x∗))e∥∥2])
+
1
2
α2E
[∥∥∥gk −∇f ([xk]∗)∥∥∥2]
(E.10)
≤
(
αµ+ 2
2 + 2αµ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G([xk]∗))∥∥∥2
+
α2
n2
(
2
1 + µα
+ 1
)(
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ E [∥∥U(G(xk)−G(x∗))e∥∥2])
(E.33)
≤
(
αµ+ 2
2 + 2αµ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
+
α2
n2
(
2
1 + µα
+ 1
)(
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ E [∥∥U(G(xk)−G(x∗))e∥∥2]) .
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Since, by assumption, both B and M† 12 commute with S, so does their composition
A def= BM† 12 . Applying Lemma E.2.5, we get
E
[∥∥∥BM† 12 (Jk+1 −G(x∗))∥∥∥2] = ∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2
+
∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2 .(E.36)
Adding α multiple of (E.36) to the previous bounds yields
E
[∥∥xk+1 − [xk+1]∗∥∥2
2
]
+ αE
[∥∥∥BM† 12 (Jk+1 −G(x∗))∥∥∥2]
≤
(
1− αµ
2 + 2αµ
)∥∥∥xk − [xk]∗∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
+
α2
n2
(
3 + µα
1 + µα
)(
E
[∥∥U(G(x∗)− Jk)e∥∥2]+ E [∥∥U(G(xk)−G(x∗))e∥∥2])
+α
∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2 + α ∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2
(E.35)
≤
(
1− αµ
2 + 2αµ
)∥∥∥xk − [xk]∗∥∥∥2 + α2
n2
(
3 + µα
1 + µα
)
E
[∥∥U(G(x∗)− Jk)e∥∥2]
+α
∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2
(E.34)
≤
(
1− αµ
2 + 2αµ
)(∥∥∥xk − [xk]∗∥∥∥2 + α ∥∥∥BM† 12 (Jk −G(x∗))∥∥∥2) .
Remark 28. Since 2 + 2αµ = O(1) and 3µα
1+µα
= O(1) the convergence rate under strong
growth provided by Theorem E.13.5 is of the same order as the convergence rate under
quasi strong convexity (Theorem 5.4.2).
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Appendix F
Appendix for Chapter 6
F.1 Special cases
F.1.1 Proximal SGD for stochastic optimization
Algorithm 44 SGD
Require: learning rate α > 0, starting point x0 ∈ Rd, distribution D over ξ
for k = 0, 1, 2, . . . do
Sample ξ ∼ D
gk = ∇fξ(xk)
xk+1 = proxαψ(x
k − αgk)
end for
We start with stating the problem, the assumptions on the objective and on the
stochastic gradients for SGD [159]. Consider the expectation minimization problem
min
x∈Rd
f(x) + ψ(x), f(x)
def
= E [fξ(x)] (F.1)
where ξ ∼ D, fξ(x) is differentiable and L-smooth almost surely in ξ.
Lemma F.1.1 shows that the stochastic gradient gk = ∇fξ(xk) satisfies Assump-
tion 6.3.1. The corresponding choice of parameters can be found in Table 6.2.
Lemma F.1.1 (Generalization of Lemmas 1,2 from [159]). Assume that fξ(x) is convex
in x for every ξ. Then for every x ∈ Rd
E
[‖∇fξ(x)−∇f(x∗)‖2] ≤ 4L(Df (x, x∗)) + 2σ2, (F.2)
where σ2
def
= Eξ
[‖∇fξ(x∗)‖2]. If further f(x) is µ-strongly convex with possibly non-
convex fξ, then for every x ∈ Rd
E
[‖∇fξ(x)−∇f(x∗)‖2] ≤ 4Lκ(Df (x, x∗)) + 2σ2, (F.3)
where κ = L
µ
.
Corollary F.1.2. Assume that fξ(x) is convex in x for every ξ and f is µ-strongly quasi-
convex. Then SGD with α ≤ 1
2L
satisfies
E
[∥∥xk − x∗∥∥2] ≤ (1− αµ)k ∥∥x0 − x∗∥∥2 + 2ασ2
µ
. (F.4)
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If we further assume that f(x) is µ-strongly convex with possibly non-convex fξ(x), SGD
with α ≤ 1
2Lκ
satisfies (F.4) as well.
Proof. It suffices to plug parameters from Table 6.2 into Theorem 6.3.4.
Proof of Lemma F.1.1
The proof is a direct generalization to the one from [159]. Note that
1
2
E
[‖∇fξ(x)−∇f(x∗)‖2]− E [‖∇fξ(x∗)−∇f(x∗)‖2]
=
1
2
E
[‖∇fξ(x)−∇f(x∗)‖2 − ‖∇fξ(x∗)−∇f(x∗)‖2]
(F.62)
≤ E [‖∇fξ(x)−∇fξ(x∗)‖2]
≤ 2LDf (x, x∗).
It remains to rearrange the above to get (F.2). To obtain (F.3), we shall proceed similarly:
1
2
E
[‖∇fξ(x)−∇f(x∗)‖2]− E [‖∇fξ(x∗)−∇f(x∗)‖2]
=
1
2
E
[‖∇fξ(x)−∇f(x∗)‖2 − ‖∇fξ(x∗)−∇f(x∗)‖2]
(F.62)
≤ E [‖∇fξ(x)−∇fξ(x∗)‖2]
≤ L2 ‖x− x∗‖2
≤ 2L
2
µ
Df (x, x
∗).
Again, it remains to rearrange the terms.
F.1.2 SGD-SR
In this section, we recover convergence result of SGD under expected smoothness property
from [60]. This setup allows obtaining tight convergence rates of SGD under arbitrary
stochastic reformulation of finite sum minimization1.
The stochastic reformulation is a special instance of (F.1):
min
x∈Rd
f(x) + ψ(x), f(x) = E [fξ(x)] , fξ(x)
def
=
1
n
n∑
i=1
ξifi(x) (F.5)
where ξ is a random vector from distribution D such that for all i: E [ξi] = 1 and fi (for
all i) is smooth, possibly non-convex function. We next state the expextes smoothness
assumption. A specific instances of this assumption allows to get tight convergence rates
of SGD, which we recover in this section.
1For technical details on how to exploit expected smoothness for specific reformulations, see [60]
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Algorithm 45 SGD-SR
Require: learning rate α > 0, starting point x0 ∈ Rd, distribution D over ξ ∈ Rn such
that E [ξ] is vector of ones
for k = 0, 1, 2, . . . do
Sample ξ ∼ D
gk = ∇fξ(xk)
xk+1 = proxαψ(x
k − αgk)
end for
Assumption F.1.3 (Expected smoothness). We say that f is L-smooth in expectation
with respect to distribution D if there exists L = L(f,D) > 0 such that
E
[‖∇fξ(x)−∇fξ(x∗)‖2] ≤ 2LDf (x, x∗), (F.6)
for all x ∈ Rd. For simplicity, we will write (f,D) ∼ ES(L) to say that (F.6) holds.
Next, we present Lemma F.1.4 which shows that choice of constants for Assump-
tion 6.3.1 from Table 6.2 is valid.
Lemma F.1.4 (Generalization of Lemma 2.4, [60]). If (f,D) ∼ ES(L), then
E
[‖∇fξ(x)−∇f(x∗)‖2] ≤ 4LDf (x, x∗) + 2σ2. (F.7)
where σ2
def
= E
[‖∇fξ(x∗)−∇f(x∗)‖2].
A direct consequence of Theorem 6.3.4 in this setup is Corollary F.1.5.
Corollary F.1.5. Assume that f(x) is µ-strongly quasi-convex and (f,D) ∼ ES(L).
Then SGD-SR with αk ≡ α ≤ 1
2L satisfies
E
[∥∥xk − x∗∥∥2] ≤ (1− αµ)k ∥∥x0 − x∗∥∥2 + 2ασ2
µ
. (F.8)
Proof of Lemma F.1.4
Here we present the generalization of the proof of Lemma 2.4 from [60] for the case when
∇f(x∗) 6= 0. In this proof all expectations are conditioned on xk.
E
[‖∇fξ(x)−∇f(x∗)‖2] = E [‖∇fξ(x)−∇fξ(x∗) +∇fξ(x∗)−∇f(x∗)‖2]
(F.61)
≤ 2E [‖∇fξ(x)−∇fξ(x∗)‖2]+ 2E [‖∇fξ(x∗)−∇f(x∗)‖2]
(F.6)
≤ 4LDf (x, x∗) + 2σ2.
F.1.3 SGD-MB
In this section, we present a specific practical formulation of (F.5) which was not consid-
ered in [60]. The resulting algorithm (Algorithm 46) is novel; it was not considered in [60]
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as a specific instance of SGD-SR. The key idea behind SGD-MB is constructing unbiased
gradient estimate via with-replacement sampling.
Consider random variable ν ∼ D such that
P(ν = i) = pi;
n∑
i=1
pi = 1. (F.9)
Notice that if we define
f ′i(x)
def
=
1
npi
fi(x), i = 1, 2, . . . , n, (F.10)
then
f(x) =
1
n
n∑
i=1
fi(x)
(F.10)
=
n∑
i=1
pif
′
i(x)
(F.9)
= E [f ′ν(x)] . (F.11)
So, we have rewritten the finite sum problem (6.3) into the equivalent stochastic opti-
mization problem
min
x∈Rd
E [f ′ν(x)] . (F.12)
We are now ready to describe our method. At each iteration k we sample νki , . . . , ν
k
τ ∼
D independently (1 ≤ τ ≤ n), and define gk def= 1
τ
∑τ
i=1∇f ′νki (x
k). Further, we use gk as
a stochastic gradient, resulting in Algorithm 46.
Algorithm 46 SGD-MB
Require: learning rate α > 0, starting point x0 ∈ Rd, distribution D over ν such
that (F.9) holds.
for k = 0, 1, 2, . . . do
Sample νki , . . . , ν
k
τ ∼ D independently
gk = 1
τ
∑τ
i=1∇f ′νki (x
k)
xk+1 = xk − αgk
end for
To remain in full generality, consider the following Assumption.
Assumption F.1.6. There exists constants A′ > 0 and D′ ≥ 0 such that
E
[
‖∇f ′ν(x)‖2
]
≤ 2A′(f(x)− f(x∗)) +D′ (F.13)
for all x ∈ Rd.
Note that it is sufficient to have convex and smooth fi in order to satisfy Assump-
tion F.1.6, as Lemma F.1.7 states.
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Lemma F.1.7. Let σ2
def
= E
[‖∇f ′ν(x∗)‖2]. If fi are convex and Li-smooth, then As-
sumption F.1.6 holds for A′ = 2L and D′ = 2σ2, where
L ≤ max
i
Li
npi
. (F.14)
If moreover ∇fi(x∗) = 0 for all i, then Assumption F.1.6 holds for A′ = L and D′ = 0.
Next, Lemma F.1.8 states that Algorithm 46 indeed satisfies Assumption 6.3.1.
Lemma F.1.8. Suppose that Assumption F.1.6 holds. Then gk is unbiased; i.e. E
[
gk
]
=
∇f(xk). Further,
E
[∥∥gk∥∥2] ≤ 2A′ + 2L(τ − 1)
τ
(f(xk)− f(x∗)) + D
′
τ
.
Thus, parameters from Table 6.2 are validated. As a direct consequence of Theo-
rem 6.3.4 we get Corollary F.1.9.
Corollary F.1.9. As long as 0 < α ≤ τ
A′+L(τ−1) , we have
E
∥∥xk − x∗∥∥2 ≤ (1− αµ)k ∥∥x0 − x∗∥∥2 + αD′
µτ
. (F.15)
Remark 29. For τ = 1, SGD-MB is a special of the method from [60], Section 3.2. How-
ever, for τ > 1, this is a different method; the difference lies in the with-replacement
sampling. Note that with-replacement trick allows for efficient and implementation of
independent importance sampling 2 with complexity O(τ log(n)). In contrast, implemen-
tation of without-replacement importance sampling has complexity O(n), which can be
significantly more expensive to the cost of evaluating
∑
i∈S∇fi(x).
Proof of Lemma F.1.8
Notice first that
E
[
gk
] (F.10)
=
1
τ
τ∑
i=1
E
[
1
npνki
∇fνki (xk)
]
= E
[
1
npν
∇fν(xk)
]
(F.9)
=
n∑
i=1
pi
1
npi
∇fi(xk)
= ∇f(xk).
2Distribution of random sets S for which random variables i ∈ S and j ∈ S are independent for j 6= i.
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So, gk is an unbiased estimator of the gradient ∇f(xk). Next,
E
[∥∥gk∥∥2] = E
∥∥∥∥∥1τ
τ∑
i=1
∇f ′νki (x
k)
∥∥∥∥∥
2

=
1
τ 2
E
[
τ∑
i=1
∥∥∥∇f ′νki (xk)∥∥∥2 + 2∑
i<j
〈
∇f ′νki (x
k),∇f ′νkj (x
k)
〉]
=
1
τ
E
[∥∥∇f ′ν(xk)∥∥2]+ 2τ 2 ∑
i<j
〈
E
[
∇f ′νki (x
k)
]
,E
[
∇f ′νkj (x
k)
]〉
=
1
τ
E
[∥∥∇f ′ν(xk)∥∥2]+ τ − 1τ ∥∥∇f(xk)∥∥2
(F.13)
≤ 2A
′(f(xk)− f(x∗)) +D′ + 2L(τ − 1)(f(xk)− f(x∗))
τ
.
Proof of Lemma F.1.7
Let L = L(f,D) > 0 be any constant for which
Eξ∼D ‖∇φξ(x)−∇φξ(x∗)‖2 ≤ 2L(f(x)− f(x∗)) (F.16)
holds for all x ∈ Rd. This is the expected smoothness property (for a single item sampling)
from [60]. It was shown in [60, Proposition 3.7] that (F.16) holds, and that L satisfies
(F.14). The claim now follows by applying [60, Lemma 2.4].
F.1.4 SGD-star
Consider problem (F.5). Suppose that ∇fi(x∗) is known for all i. In this section we
present a novel algorithm — SGD-star — which is SGD-SR shifted by the stochastic
gradient in the optimum. The method is presented under Expected Smoothness Assump-
tion (F.6), obtaining general rates under arbitrary sampling. The algorithm is presented
as Algorithm 47.
Algorithm 47 SGD-star
Require: learning rate α > 0, starting point x0 ∈ Rd, distribution D over ξ ∈ Rn such
that E [ξ] is vector of ones
for k = 0, 1, 2, . . . do
Sample ξ ∼ D
gk = ∇fξ(xk)−∇fξ(x∗) +∇f(x∗)
xk+1 = proxαψ(x
k − αgk)
end for
Suppose that (f,D) ∼ ES(L). Note next that SGD-star is just SGD-SR applied
on objective Df (x, x
∗) instead of f(x) when ∇f(x∗) = 0. This careful design of the
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objective yields (Df (·, x∗),D) ∼ ES(L) and E
[∥∥∇xDfξ(x, x∗)∥∥2 | x = x∗] = 0, and
thus Lemma (F.1.4) becomes
Lemma F.1.10 (Lemma 2.4, [60]). If (f,D) ∼ ES(L), then
E
[∥∥gk −∇f(x∗)∥∥2] ≤ 4LDf (xk, x∗). (F.17)
A direct consequence of Corollary (thus also a direct consequence of Theorem 6.3.4)
in this setup is Corollary F.1.11.
Corollary F.1.11. Suppose that (f,D) ∼ ES(L). Then SGD-star with α = 1
2L satisfies
E
[∥∥xk − x∗∥∥2] ≤ (1− µ
2L
)k ∥∥x0 − x∗∥∥2 . (F.18)
Remark 30. Note that results from this section are obtained by applying results from F.1.2.
Since Section F.1.3 presets a specific sampling algorithm for SGD-SR, the results can be
thus extended to SGD-star as well.
Proof of Lemma F.1.10
In this proof all expectations are conditioned on xk.
E
[∥∥gk −∇f(x∗)∥∥2] = E [∥∥∇fξ(xk)−∇fξ(x∗)∥∥2]
(F.6)
≤ 4LDf (xk, x∗).
F.1.5 SAGA
In this section we show that our approach is suitable for SAGA [37] (see Algorithm 48).
Consider the finite-sum minimization problem
f(x) =
1
n
n∑
i=1
fi(x) + ψ(x), (F.19)
where fi is convex, L-smooth for each i and f is µ-strongly convex.
Lemma F.1.12. We have
E
[∥∥gk −∇f(x∗)∥∥2 | xk] ≤ 4LDf (xk, x∗) + 2σ2k (F.20)
and
E
[
σ2k+1 | xk
] ≤ (1− 1
n
)
σ2k +
2L
n
Df (x
k, x∗), (F.21)
where σ2k =
1
n
n∑
i=1
∥∥∇fi(φki )−∇fi(x∗)∥∥2.
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Algorithm 48 SAGA [37]
Require: learning rate α > 0, starting point x0 ∈ Rd
Set φ0j = x
0 for each j ∈ [n]
for k = 0, 1, 2, . . . do
Sample j ∈ [n] uniformly at random
Set φk+1j = x
k and φk+1i = φ
k
i for i 6= j
gk = ∇fj(φk+1j )−∇fj(φkj ) + 1n
n∑
i=1
∇fi(φki )
xk+1 = proxαψ
(
xk − αgk)
end for
Clearly, Lemma F.1.12 shows that Algorithm 48 satisfies Assumption 6.3.1; the corre-
sponding parameter choice can be found in Table 6.2. Thus, as a direct consequence of
Theorem 6.3.4 with M = 4n we obtain the next corollary.
Corollary F.1.13. SAGA with α = 1
6L
satisfies
EV k ≤
(
1−min
{
µ
6L
,
1
2n
})k
V 0. (F.22)
Proof of Lemma F.1.12
Note that Lemma F.1.12 is a special case of Lemmas 3,4 from [137] without prox term.
We reprove it with prox for completeness.
Let all expectations be conditioned on xk in this proof. Note that L-smoothness and
convexity of fi implies
1
2L
‖∇fi(x)−∇fi(y)‖2 ≤ fi(x)− fi(y)− 〈∇fi(y), x− y〉 , ∀x, y ∈ Rd, i ∈ [n].
(F.23)
346
By definition of gk we have
E
[∥∥gk −∇f(x∗)∥∥2]
= E
∥∥∥∥∥∇fj(φk+1j )−∇fj(φkj ) + 1n
n∑
i=1
∇fi(φki )−∇f(x∗)
∥∥∥∥∥
2

= E
∥∥∥∥∥∇fj(xk)−∇fj(x∗) +∇fj(x∗)−∇fj(φkj ) + 1n
n∑
i=1
∇fi(φki )−∇f(x∗)
∥∥∥∥∥
2

(F.61)
≤ 2E
[∥∥∇fj(xk)−∇fj(x∗)∥∥2 | xk]
+2E
[∥∥∇fj(x∗)−∇fj(φkj )− E [∇fj(x∗)−∇fj(φkj )]∥∥2]
(F.63)+(F.23)
≤ 4L
n
n∑
i=1
Dfi(x
k, x∗) + 2E
[∥∥∇fj(x∗)−∇fj(φkj )∥∥2 | xk]
= 4LDf (x
k, x∗) + 2
1
n
n∑
i=1
∥∥∇fi(φki )−∇fi(x∗)∥∥2︸ ︷︷ ︸
σ2k
.
To proceed with (F.21), we have
E
[
σ2k+1
]
=
1
n
n∑
i=1
E
[∥∥∇fi(φk+1i )−∇fi(x∗)∥∥2]
=
1
n
n∑
i=1
(
n− 1
n
∥∥∇fi(φki )−∇fi(x∗)∥∥2 + 1n ∥∥∇fi(xk)−∇fi(x∗)∥∥2
)
(F.23)
≤
(
1− 1
n
)
1
n
n∑
i=1
∥∥∇fi(φki )−∇fi(x∗)∥∥2
+
2L
n2
n∑
i=1
Dfi(x
k, x∗)
=
(
1− 1
n
)
σ2k +
2L
n
Df (x
k, x∗).
F.1.6 N-SAGA
Note that it can in practice happen that instead of ∇fi(x) one can query gi(x, ζ) such
that Eξgi(·, ξ) = ∇fi(·) and Eξ ‖gi(·, ξ)‖2 ≤ σ2. This leads to a variant of SAGA which
only uses noisy estimates of the stochastic gradients ∇i(·). We call this variant N-SAGA
(see Algorithm 49).
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Algorithm 49 Noisy SAGA (N-SAGA)
Require: learning rate α > 0, starting point x0 ∈ Rd
Set ψ0j = x
0 for each j ∈ [0]
for k = 0, 1, 2, . . . do
Sample j ∈ [n] uniformly at random and ζ
Set gk+1j = gj(x
k, ξ) and gk+1i = g
k
i for i 6= j
gk = gj(x
k, ξ)− gkj + 1n
n∑
i=1
gki
xk+1 = proxαψ(x
k − αgk)
end for
Lemma F.1.14. We have
E
[∥∥gk −∇f(x∗)∥∥2 | xk] ≤ 4LDf (xk, x∗) + 2σ2k + 2σ2, (F.24)
and
E
[
σ2k+1 | xk
] ≤ (1− 1
n
)
σ2k +
2L
n
Df (x
k, x∗) +
σ2
n
, (F.25)
where σ2k
def
= 1
n
n∑
i=1
∥∥gki −∇fi(x∗)∥∥2.
Corollary F.1.15. Let α = 1
6L
. Then, iterates of Algorithm 49 satisfy
EV k ≤
(
1−min
(
µ
6L
,
1
2n
))k
V 0 +
σ2
Lmin(µ, 3L
n
)
.
Analogous results can be obtained for LSVRG.
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Proof of Lemma F.1.14
Let all expectations be conditioned on xk. By definition of gk we have
E
[∥∥gk −∇f(x∗)∥∥2]
≤ E
∥∥∥∥∥gj(xk, ζ)− gkj + 1n
n∑
i=1
gki −∇f(x∗)
∥∥∥∥∥
2

= E
∥∥∥∥∥gj(xk, ζ)−∇fj(x∗) +∇fj(x∗)− gkj + 1n
n∑
i=1
gki −∇f(x∗)
∥∥∥∥∥
2

(F.61)
≤ 2E
[∥∥gj(xk, ζ)−∇fj(x∗)∥∥2]
+2E
[∥∥∇fj(x∗)− gkj − E [∇fj(x∗)− gkj ]∥∥2]
(F.63)
≤ 2E
[∥∥gj(xk, ζ)−∇fj(x∗)∥∥2]+ 2E [∥∥∇fj(x∗)− gkj ∥∥2]
= 2E
[∥∥gj(xk, ζ)−∇fj(x∗)∥∥2]+ 2 1
n
n∑
i=1
∥∥gki −∇fi(x∗)∥∥2︸ ︷︷ ︸
σ2k
(F.63)
≤ 2E
[∥∥∇fj(xk)−∇fj(x∗)∥∥2]+ 2σ2 + 2σ2k
(F.23)
≤ 4LDf (xk, x∗) + 2σ2k + 2σ2
For the second inequality, we have
E
[
σ2k+1
]
=
1
n
n∑
i=1
E
[∥∥gk+1i −∇fi(x∗)∥∥2]
=
1
n
n∑
i=1
(
n− 1
n
∥∥gki −∇fi(x∗)∥∥2 + 1nE [∥∥gi(xk, ζ)−∇fi(x∗)∥∥2]
)
≤ 1
n
n∑
i=1
(
n− 1
n
∥∥gki −∇fi(x∗)∥∥2 + 1n ∥∥∇fi(xk)−∇fi(x∗)∥∥2 + σ2n
)
(F.23)
≤
(
1− 1
n
)
σ2k +
2L
n
Df (x
k, x∗) +
σ2
n
.
F.1.7 SEGA
We show that the framework recovers the simplest version of SEGA (i.e., setup from
Theorem D1 from [77]) in the proximal setting3.
3General version for arbitrary gradient sketches instead of partial derivatives can be recovered as well,
however, we omit it for simplicity
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Algorithm 50 SEGA [77]
Require: learning rate α > 0, starting point x0 ∈ Rd
Set h0 = 0
for k = 0, 1, 2, . . . do
Sample j ∈ [d] uniformly at random
Set hk+1 = hk + ei(∇if(xk)− hki )
gk = dei(∇if(xk)− hki ) + hk
xk+1 = proxαψ(x
k − αgk)
end for
Lemma F.1.16. (Consequence of Lemmas A.3., A.4. from [77]) We have
E
[∥∥gk −∇f(x∗) | xk∥∥2] ≤ 2d∥∥∇f (xk)−∇f(x∗)∥∥2 + 2dσ2k
and
E
[
σ2k+1 | xk
]
=
(
1− 1
d
)
σ2k +
1
d
∥∥∇f (xk)−∇f(x∗)∥∥2 ,
where σ2k
def
=
∥∥hk −∇f(x∗)∥∥2.
Given that we have from convexity and smoothness
∥∥∇f(xk)−∇f(x∗)∥∥2 ≤ 2LDf (xk, x∗),
Assumption 6.3.1 holds the parameter choice as per Table 6.2. Setting further M = 4d2,
we get the next corollary.
Corollary F.1.17. SEGA with α = 1
6dL
satisfies
EV k ≤
(
1− µ
6dL
)k
V 0.
F.1.8 N-SEGA
Algorithm 51 Noisy SEGA (N-SEGA)
Require: learning rate α > 0, starting point x0 ∈ Rd
Set h0 = 0
for k = 0, 1, 2, . . . do
Sample i ∈ [d] uniformly at random and sample ξ
Set hk+1 = hk + ei(gi(x, ξ)− hki )
gk = dei(gi(x, ξ)− hki ) + hk
xk+1 = xk − αgk
end for
Here we assume that gi(x, ζ) is a noisy estimate of the partial derivative ∇if(x) such
that Eζgi(x, ζ) = ∇if(x) and Eζ |gi(x, ζ)−∇if(x)|2 ≤ σ2d .
350
Lemma F.1.18. The following inequalities hold:
E
[∥∥gk −∇f(x∗)∥∥2] ≤ 4dLDf (xk, x∗) + 2dσ2k + 2dσ2,
E
[
σ2k+1
] ≤ (1− 1
d
)
σ2k +
2L
d
Df (x
k, x∗) +
σ2
d
,
where σ2k =
∥∥hk −∇f(x∗)∥∥2.
Corollary F.1.19. Let α = 1
6Ld
. Applying Theorem 6.3.4 with M = 4d2, iterates of
Algorithm 51 satisfy
EV k ≤
(
1− µ
6dL
)k
V 0 +
σ2
Lµ
.
Proof of Lemma F.1.18
Let all expectations be conditioned on xk. For the first bound, we write
gk −∇f(x∗) = hk −∇f(x∗)− dhki ei + d∇if(x∗)ei︸ ︷︷ ︸
a
+ dgi(x
k, ξ)ei − d∇if(x∗)ei︸ ︷︷ ︸
b
.
Let us bound the expectation of each term individually. The first term can be bounded
as
E‖a‖2 = E∥∥(I− deie>i ) (hk −∇f(x∗))∥∥22
= (d− 1)∥∥hk −∇f(x∗)∥∥2
≤ d∥∥hk −∇f(x∗)∥∥2 .
The second term can be bounded as
E‖b‖2 = EiEξ‖dgi(x, ξ)ei − d∇fi(x∗)ei‖2
= EiEξ
∥∥dgi(xk, ξ)ei − d∇if(xk)ei∥∥2 + Ei ∥∥d∇if(xk)ei − d∇fi(x∗)ei∥∥2
≤ dσ2 + d∥∥∇f(xk)−∇f(x∗)∥∥2
≤ dσ2 + 2LdDf (xk, x∗),
where in the last step we used L-smoothness of f . It remains to combine the two bounds.
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For the second bound, we have
E
∥∥hk+1 −∇f(x∗)∥∥2 = E∥∥hk + gi(xk, ξ)ei − hki −∇f(x∗)∥∥2
= E
∥∥(I− eie>i )hk + gi(xk, ξ)ei −∇f(x∗)∥∥2
= E
∥∥(I− eie>i ) (hk −∇f(x∗))∥∥2 + E∥∥gi(xk, ξ)ei −∇if(x∗)ei∥∥2
=
(
1− 1
d
)∥∥hk −∇f(x∗)∥∥2 + E∥∥gi(xk, ξ)ei −∇if(xk)ei∥∥2
+E
∥∥∇if(xk)ei −∇if(x∗)ei∥∥2
=
(
1− 1
d
)∥∥hk −∇f(x∗)∥∥2 + σ2
d
+
1
d
∥∥∇f(xk)−∇f(x∗)∥∥2
≤
(
1− 1
d
)∥∥hk −∇f(x∗)∥∥2 + σ2
d
+
2L
d
Df (x
k, x∗).
F.1.9 SVRG
Algorithm 52 SVRG [88]
Require: learning rate α > 0, epoch length m, starting point x0 ∈ Rd
φ = x0
for s = 0, 1, 2, . . . do
for k = 0, 1, 2, . . . ,m− 1 do
Sample i ∈ {1, . . . , n} uniformly at random
gk = ∇fi(xk)−∇fi(φ) +∇f(φ)
xk+1 = proxαψ(x
k − αgk)
end for
φ = x0 = 1
m
∑m
k=1 x
k
end for
Let σ2k
def
= 1
n
n∑
i=1
‖∇fi(φ)−∇fi(x∗)‖2. We will show that Lemma 6.3.3 recovers per-
epoch analysis of SVRG in a special case.
Lemma F.1.20. For k mod m 6= 0 we have
E
[∥∥gk −∇f(x∗)∥∥2 | xk] ≤ 4LDf (xk, x∗) + 2σ2k (F.26)
and
E
[
σ2k+1 | xk
]
= σ2k+1 = σ
2
k. (F.27)
Proof. The proof of (F.26) is identical to the proof of (F.20). Next, (F.27) holds since
σk does not depend on k.
Thus, Assumption 6.3.1 holds with parameter choice as per Table 6.2 and Lemma 6.3.3
implies the next corollary.
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Corollary F.1.21.
E
∥∥xk+1 − x∗∥∥2 + α(1− 2αL)EDf (xk, x∗) ≤ (1− αµ)E∥∥xk − x∗∥∥2 + 2α2Eσ2k. (F.28)
Recovering SVRG rate
Summing (F.28) for k = 0, . . . ,m− 1 using σk = σ0 we arrive at
E ‖xm − x∗‖2 +
m∑
k=1
α(1− 2αL)EDf (xk, x∗) ≤ (1− αµ)E
∥∥x0 − x∗∥∥2 + 2mα2Eσ20
≤ 2 (µ−1 + 2mα2L)Df (x0, x∗) .
Since Df is convex in the first argument, we have
mα(1− 2αL)Df
(
1
m
m∑
k=1
xk, x∗
)
≤ ‖xm − x∗‖2 +
m∑
k=1
α(1− 2αL)Df (xk, x∗)
and thus
Df
(
1
m
m∑
k=1
xk, x∗
)
≤ 2 (µ
−1 + 2mα2L)
mα(1− 2αL) Df (x
0, x∗),
which recovers rate from Theorem 1 in [88].
F.1.10 LSVRG
In this section we show that our approach also covers LSVRG analysis from [83, 106] (see
Algorithm 53) with a minor extension – it allows for proximable regularizer ψ. Consider
the finite-sum minimization problem
f(x) =
1
n
n∑
i=1
fi(x) + ψ(x), (F.29)
where each fi convex and L-smooth for each i and f is µ-strongly convex.
Algorithm 53 LSVRG ([83, 106])
Require: learning rate α > 0, probability p ∈ (0, 1], starting point x0 ∈ Rd
w0 = x0
for k = 0, 1, 2, . . . do
Sample i ∈ {1, . . . , n} uniformly at random
gk = ∇fi(xk)−∇fi(wk) +∇f(wk)
xk+1 = xk − αgk
wk+1 =
{
xk with probability p
wk with probability 1− p
end for
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Note that the gradient estimator is again unbiased, i.e. E
[
gk | xk] = ∇f(xk). Next,
Lemma F.1.22 provides with the remaining constants for Assumption 6.3.1. The corre-
sponding choice is stated in Table 6.2.
Lemma F.1.22 (Lemma 4.2 and Lemma 4.3 from [106] extended to prox setup). We
have
E
[∥∥gk −∇f(x∗)∥∥2 | xk] ≤ 4LDf (xk, x∗) + 2σ2k (F.30)
and
E
[
σ2k+1 | xk
] ≤ (1− p)σ2k + 2LpDf (xk, x∗), (F.31)
where σ2k
def
= 1
n
n∑
i=1
∥∥∇fi(wk)−∇fi(x∗)∥∥2.
Next, applying Theorem 6.3.4 on Algorithm 53 with M = 4
p
we get Corollary F.1.23.
Corollary F.1.23. LSVRG with α = 1
6L
satisfies
EV k ≤
(
1−min
{ µ
6L
,
p
2
})k
V 0. (F.32)
Proof of Lemma F.1.22
Let all expectations be conditioned on xk. Using definition of gk
E
[∥∥gk −∇f(x∗)∥∥2]
Alg. 53
= E
[∥∥∇fi(xk)−∇fi(x∗) +∇fi(x∗)−∇fi(wk) +∇f(wk)−∇f(x∗)∥∥2]
(F.61)
≤ 2E
[∥∥∇fi(xk)−∇fi(x∗)∥∥2]
+2E
[∥∥∇fi(x∗)−∇fi(wk)− E [∇fi(x∗)−∇fi(wk) | xk]∥∥2]
(F.23),(F.63)
≤ 4LDf (xk, x∗) + 2E
[∥∥∇fi(wk)−∇fi(x∗)∥∥2]
= 4LDf (x
k, x∗) + 2σ2k.
For the second bound, we shall have
E
[
σ2k+1
] Alg. 53
= (1− p)σ2k +
p
n
n∑
i=1
∥∥∇fi(xk)−∇fi(x∗)∥∥2
(F.23)
≤ (1− p)σ2k + 2LpDf (xk, x∗).
F.1.11 DIANA
In this section we consider a distributed setup where each function fi from (6.3) is owned
by ith machine (thus, we have all together n machines).
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Algorithm 54 DIANA [136, 85]
Require: learning rates γ > 0 and α > 0, initial vectors x0, h01, . . . , h
0
n ∈ Rd and h0 =
1
n
∑n
i=1 h
0
i
1: for k = 0, 1, 2, . . . do
2: Broadcast xk to all workers
3: for i = 1, . . . , n in parallel do
4: Sample gki such that E[gki | xk] = ∇fi(xk)
5: ∆ki = g
k
i − hki
6: Sample ∆ˆki ∼ Q(∆ki )
7: hk+1i = h
k
i + γ∆ˆ
k
i
8: gˆki = h
k
i + ∆ˆ
k
i
9: end for
10: ∆ˆk = 1
n
∑n
i=1 ∆ˆ
k
i
11: gk = 1
n
∑n
i=1 gˆ
k
i = h
k + ∆ˆk
12: xk+1 = proxαψ
(
xk − αgk)
13: hk+1 = 1
n
∑n
i=1 h
k+1
i = h
k + γ∆ˆk
14: end for
We show that our approach covers the analysis of DIANA from [136, 85]. DIANA is a
specific algorithm for distributed optimization with quantization – lossy compression of
gradient updates, which reduces the communication between the server and workers4.
In particular, DIANA quantizes gradient differences instead of the actual gradients.
This trick allows for the linear convergence to the optimum once the full gradients are
evaluated on each machine, unlike other popular quantization methods such as QSGD [2]
or TernGrad [213]. In this case, DIANA behaves as variance reduced method – it reduces
a variance that was injected due to the quantization. However, DIANA also allows for
evaluation of stochastic gradients on each machine, as we shall further see.
First of all, we introduce the notion of quantization operator.
Definition F.1.24 (Quantization). We say that ∆ˆ is a quantization of vector ∆ ∈ Rd
and write ∆ˆ ∼ Q(∆) if
E∆ˆ = ∆, E
∥∥∥∆ˆ−∆∥∥∥2 ≤ ω ‖∆‖2 (F.33)
for some ω > 0.
The aforementioned method is applied to solve problem (6.1)+(6.3) where each fi is
convex and L-smooth and f is µ-strongly convex.
Lemma F.1.25 (Lemma 1 and consequence of Lemma 2 from [85]). Suppose that γ ≤
4It is a well-known problem in distributed optimization that the communication between machines
often takes more time than actual computation.
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1
1+ω
. For all iterations k ≥ 0 of Algorithm 54 it holds
E
[
gk | xk] = ∇f(xk), (F.34)
E
[∥∥gk −∇f(x∗)∥∥2 | xk] ≤ (1 + 2ω
n
)
1
n
n∑
i=1
∥∥∇fi(xk)−∇fi(x∗)∥∥2
+
2ωσ2k
n
+
(1 + ω)σ2
n
, (F.35)
E
[
σ2k+1 | xk
] ≤ (1− γ)σ2k + γn
n∑
i=1
∥∥∇fi(xk)−∇fi(x∗)∥∥2 + γσ2. (F.36)
where σ2k =
1
n
n∑
i=1
∥∥hki −∇fi(x∗)∥∥2 and σ2 is such that 1n n∑
i=1
E
[∥∥gki −∇fi(xk)∥∥2 | xk] ≤
σ2.
Bounding further 1
n
∑n
i=1
∥∥∇fi(xk)−∇fi(x∗)∥∥2 ≤ 2LDf (xk, x∗) in the above Lemma,
we see that Assumption 6.3.1 as per Table 6.2 is valid. Thus, as a special case of Theo-
rem 6.3.4, we obtain the following corollary.
Corollary F.1.26. Assume that fi is convex and L-smooth for all i ∈ [n] and f is µ
strongly convex, γ ≤ 1
ω+1
, α ≤ 1
(1+ 2ωn )L+MLγ
where M > 2ω
nγ
. Then the iterates of DIANA
satisfy
E
[
V k
] ≤ max{(1− αµ)k,(1 + 2ω
nM
− γ
)k}
V 0 +
(
1+ω
n
+Mγ
)
σ2α2
min
{
αµ, γ − 2ω
nM
} , (F.37)
where the Lyapunov function V k is defined by V k
def
=
∥∥xk − x∗∥∥2 + Mα2σ2k. For the
particular choice γ = 1
ω+1
, M = 4ω(ω+1)
n
, α = 1
(1+ 6ωn )L
, then DIANA converges to a
solution neighborhood and the leading iteration complexity term is
max
{
1
αµ
,
1
γ − 2ω
nM
}
= max
{
κ+ κ
6ω
n
, 2(ω + 1)
}
, (F.38)
where κ = L
µ
.
As mentioned, once the full (deterministic) gradients are evaluated on each machine,
DIANA converges linearly to the exact optimum. In particular, in such case we have σ2 = 0.
Corollary F.1.27 states the result in the case when n = 1, i.e. there is only a single node 5.
For completeness, we present the mentioned simple case of DIANA as Algorithm 55.
Corollary F.1.27. Assume that fi is µ-strongly convex and L-smooth for all i ∈ [n],
γ ≤ 1
ω+1
, α ≤ 1
(1+2ω)L+MLγ
where M > 2ω
γ
. Then the stochastic gradient gˆk and
the objective function f satisfy Assumption 6.3.1 with A = (1 + 2ω)L,B = 2ω, σ2k =
5node = machine
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Algorithm 55 DIANA: 1 node & exact gradients [136, 85]
Require: learning rates γ > 0 and α > 0, initial vectors x0, h0 ∈ Rd
1: for k = 0, 1, 2, . . . do
2: ∆k = ∇f(xk)− hk
3: Sample ∆ˆk ∼ Q(∆k)
4: hk+1 = hk + γ∆ˆk
5: gk = hk + ∆ˆk
6: xk+1 = proxαψ
(
xk − αgk)
7: end for
∥∥hk − h∗∥∥2 , ρ = γ, C = Lγ,D1 = 0, D2 = 0 and
E
[
V k
] ≤ max{(1− αµ)k,(1 + 2ω
M
− γ
)k}
V 0, (F.39)
where the Lyapunov function V k is defined by V k
def
=
∥∥xk − x∗∥∥2 + Mα2σ2k. For the
particular choice γ = 1
ω+1
, M = 4ω(ω+ 1), α = 1
(1+6ω)L
the leading term in the iteration
complexity bound is
max
{
1
αµ
,
1
γ − 2ω
M
}
= max {κ+ 6κω, 2(ω + 1)} , (F.40)
where κ = L
µ
.
F.1.12 Q-SGD-SR
In this section, we consider a quantized version of SGD-SR.
Algorithm 56 Q-SGD-SR
Require: learning rate α > 0, starting point x0 ∈ Rd, distribution D over ξ ∈ Rn such
that E [ξ] is vector of ones
for k = 0, 1, 2, . . . do
Sample ξ ∼ D
gk ∼ Q(∇fξ(xk))
xk+1 = proxαψ(x
k − αgk)
end for
Lemma F.1.28 (Generalization of Lemma 2.4, [60]). If (f,D) ∼ ES(L), then
E
[∥∥gk −∇f(x∗)∥∥2] ≤ 4L(1 + ω)Df (xk, x∗) + 2σ2(1 + ω). (F.41)
where σ2
def
= E
[‖∇fξ(x∗)‖2].
A direct consequence of Theorem 6.3.4 in this setup is Corollary F.1.29.
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Corollary F.1.29. Assume that f(x) is µ-strongly quasi-convex and (f,D) ∼ ES(L).
Then Q-SGD-SR with αk ≡ α ≤ 1
2(1+ω)L satisfies
E
[∥∥xk − x∗∥∥2] ≤ (1− αµ)k ∥∥x0 − x∗∥∥2 + 2α(1 + ω)σ2
µ
. (F.42)
Proof of Lemma F.1.28
In this proof all expectations are conditioned on xk. First of all, from Lemma F.1.4 we
have
E
[∥∥∇fξ(xk)−∇f(x∗)∥∥2] ≤ 4LDf (xk, x∗) + 2σ2.
The remaining step is to understand how quantization of ∇fξ(xk) changes the above
inequality if we put gk ∼ Q(∇fξ(xk)) instead of ∇fξ(xk). Let us denote mathematical
expectation with respect randomness coming from quantization by EQ [·]. Using tower
property of mathematical expectation we get
E
[‖gk −∇f(x∗)‖2] = ED [EQ‖gk −∇f(x∗)‖2]
(F.63)
= E
[‖gk −∇fξ(xk)‖2]+ E [‖∇fξ(xk)−∇f(x∗)‖2]
(F.41)
≤ E [‖gk −∇fξ(xk)‖2]+ 4LDf (xk, x∗) + 2σ2.
Next, we estimate the first term in the last row of the previous inequality
E
[‖gk −∇fξ(xk)‖2] (F.33)≤ ωE [‖∇fξ(xk)‖2]
(F.61)
≤ 2ωE [‖∇fξ(xk)−∇fξ(x∗)‖2]+ 2ωE [‖∇fξ(x∗)‖2]
≤ 4ωLDf (xk, x∗) + 2ωσ2.
Putting all together we get the result.
F.1.13 VR-DIANA
Corollary F.1.26 shows that once each machine evaluates a stochastic gradient instead of
the full gradient, DIANA converges linearly only to a certain neighborhood. In contrast,
VR-DIANA [85] uses a variance reduction trick within each machine, which enables linear
convergence to the exact solution. In this section, we show that our approach recovers
VR-DIANA as well.
The aforementioned method is applied to solve problem (6.1)+(6.3) where each fi
is also of a finite sum structure, as in (6.4), with each fij(x) being convex and L-
smooth, and fi(x) being µ-strongly convex. Note that ∇f(x∗) = 0 and, in particular,
Df (x, x
∗) = f(x)− f(x∗) since the problem is considered without regularization.
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Algorithm 57 VR-DIANA based on LSVRG (Variant 1), SAGA (Variant 2), [85]
Require: learning rates γ > 0 and α > 0, initial vectors x0, h01, . . . , h
0
n, h
0 = 1
n
∑n
i=1 h
0
i
1: for k = 0, 1, 2, . . . do
2: Sample random uk =
{
1, with probability 1
m
0, with probability 1− 1
m
. only for Variant 1
3: Broadcast xk, uk to all workers
4: for i = 1, . . . , n in parallel do . Worker side
5: Pick random jki ∼u.a.r. [m]
6: µki =
1
m
m∑
j=1
∇fij(wkij)
7: gki = ∇fijki (xk)−∇fijki (wkijki ) + µ
k
i
8: ∆ˆki = Q(g
k
i − hki )
9: hk+1i = h
k
i + γ∆ˆ
k
i
10: for j = 1, . . . ,m do
11: wk+1ij =
{
xk, if uk = 1
wkij, if u
k = 0
. Variant 1 (LSVRG): update epoch gradient if
uk = 1
12: wk+1ij =
{
xk, j = jki
wkij, j 6= jki
. Variant 2 (SAGA): update gradient table
13: end for
14: end for
15: hk+1 =hk+ γ
n
n∑
i=1
∆ˆki . Gather quantized updates
16: gk = 1
n
n∑
i=1
(∆ˆki + h
k
i )
17: xk+1 = xk − αgk
18: end for
Lemma F.1.30 (Lemmas 3, 5, 6 and 7 from [85]). Let γ ≤ 1
ω+1
. Then for all iterates
k ≥ 0 of Algorithm 57 the following inequalities hold:
E
[
gk | xk] = ∇f(xk), (F.43)
E
[
Hk+1 | xk] ≤ (1− γ)Hk + 2γ
m
Dk + 8γLn
(
f(xk)− f(x∗)) , (F.44)
E
[
Dk+1 | xk] ≤ (1− 1
m
)
Dk + 2Ln
(
f(xk)− f(x∗)) , (F.45)
E
[∥∥gk∥∥2 | xk] ≤ 2L(1 + 4ω + 2
n
)(
f(xk)− f(x∗))+ 2ω
n2
Dk
m
+
2(ω + 1)
n2
Hk, (F.46)
where Hk =
n∑
i=1
∥∥hki −∇fi(x∗)∥∥2 and Dk = n∑
i=1
m∑
j=1
∥∥∇fij(wkij)−∇fij(x∗)∥∥2.
Corollary F.1.31. Let γ ≤ min{ 1
3m
, 1
ω+1
}
. Then stochastic gradient gˆk (Algorithm 57)
and the objective function f satisfy Assumption 6.3.1 with A =
(
1 + 4ω+2
n
)
L,B =
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2(ω+1)
n
, ρ = γ, C = L
(
1
m
+ 4γ
)
, D1 = 0, D2 = 0 and
σ2k =
Hk
n
+
Dk
nm
=
1
n
n∑
i=1
∥∥hki −∇fi(x∗)∥∥2 + 1nm
n∑
i=1
m∑
j=1
∥∥∇fij(wkij)−∇fij(x∗)∥∥2 .
Proof. Indeed, (6.7) holds due to (F.43). Inequality (6.8) follows from (F.46) with A =(
1 + 4ω+2
n
)
L,B = 2(ω+1)
n
, D1 = 0, σ
2
k =
Hk
n
+ D
k
nm
if we take into account that 2ω
n2
Dk
m
+
2(ω+1)
n2
Hk ≤ 2(ω+1)
n
(
Dk
nm
+ H
k
n
)
. Finally, summing inequalities (F.44) and (F.45) and
using γ ≤ 1
3m
E
[
σ2k | xk
]
=
1
n
E
[
Hk+1 | xk]+ 1
nm
E
[
Dk+1 | xk]
(F.44)+(F.45)
≤ (1− γ) H
k
n
+
(
1 + 2γ − 1
m
)
Dk
nm
+ 2L
(
1
m
+ 4γ
)(
f(xk)− f(x∗))
≤ (1− γ)σ2k + 2L
(
1
m
+ 4γ
)(
f(xk)− f(x∗))
we get (6.9) with ρ = γ, C = L
(
1
m
+ 4γ
)
, D2 = 0.
Corollary F.1.32. Assume that fi is µ-strongly convex and fij is convex and L-smooth for
all i ∈ [n], j ∈ [m], γ ≤ min{ 1
3m
, 1
ω+1
}
, α ≤ 1
(1+ 4ω+2n )L+ML(
1
m
+4γ)
where M > 2(ω+1)
nγ
.
Then the iterates of VR-DIANA satisfy
E
[
V k
] ≤ max{(1− αµ)k,(1 + 2(ω + 1)
nM
− γ
)k}
V 0, (F.47)
where the Lyapunov function V k is defined by V k
def
=
∥∥xk − x∗∥∥2 + Mα2σ2k. Further, if
we set γ = min
{
1
3m
, 1
ω+1
}
, M = 4(ω+1)
nγ
, α = 1
(1+ 20ω+18n +
4ω+4
nγm )L
, then to achieve precision
E
[∥∥xk − x∗∥∥2] ≤ εV 0 VR-DIANA needs
O
(
max
{
κ+ κ
ω + 1
n
+ κ
(ω + 1) max {m,ω + 1}
nm
,m, ω + 1
}
log
1
ε
)
iterations, where κ = L
µ
.
Proof. Using Corollary F.1.31 we apply Theorem 6.3.4 and get the result.
Remark 31. VR-DIANA can be easily extended to the proximal setup in our framework.
F.1.14 JacSketch
In this section, we show that our approach covers the analysis of JacSketch from [65].
JacSketch is a generalization of SAGA in the following manner. SAGA observes every
iteration ∇fi(x) for random index i and uses it to build both stochastic gradient as
well as the control variates on the stochastic gradient in order to progressively decrease
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variance. In contrast, JacSketch observes every iteration the random sketch of the
Jacobian, which is again used to build both stochastic gradient as well as the control
variates on the stochastic gradient.
For simplicity, we do not consider proximal setup, since [65] does not either.
We first introduce the necessary notation (same as in [65]). Denote first the Jacobian
the objective
∇F(x) def= [∇f1(x), . . . ,∇fn(x)] ∈ Rd×n. (F.48)
Every iteration of the method, a random sketch of Jacobian ∇F (xk)S (where S ∼ D) is
observed. Then, the method builds a variable Jk, which is the current Jacobian estimate,
updated using so-called sketch and project iteration [61]:
Jk+1 = Jk(I−ΠSk) +∇F(xk)ΠSk ,
where ΠS is a projection under W norm
6 (W ∈ Rn×n is some positive definite weight
matrix) defined as ΠS
def
= S(S>WS)†S>W7.
Further, in order to construct unbiased stochastic gradient, an access to the random
scalar θS such that
E [θSΠS] e = e, (F.49)
where e is the vector of all ones.
Next, the simplest option for the choice of the stochastic gradient is ∇fS(x) – an
unbiased estimate of ∇f directly constructed using S, θS:
∇fS(x) = θS
n
∇F(x)ΠSe. (F.50)
However, one can build a smarter estimate ∇fS,J(x) via control variates constructed
from J:
∇fS,J(x) = θS
n
(∇F(x)− J)ΠSe+ 1
n
Je. (F.51)
The resulting algorithm is stated as Algorithm 58.
Algorithm 58 JacSketch [65]
Require: (D,W, θS), x0 ∈ Rd, Jacobian estimate J0 ∈ Rd×n, stepsize α > 0
1: for k = 0, 1, 2, . . . do
2: Sample a fresh copy Sk ∼ D
3: Jk+1 = Jk(I−ΠSk) +∇F(xk)ΠSk
4: gk = ∇fSk,Jk(xk)
5: xk+1 = xk − αgk
6: end for
Next we present Lemma F.1.33 which directly justifies the parameter choice from
6Weighted Frobenius norm of matrix X ∈ Rn×n with a positive definite weight matrix W ∈ Rn×n is
defined as ‖X‖W−1 def=
√
Tr (XW−1X>).
7Symbol † stands for Moore-Penrose pseudoinverse.
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Table 6.1.
Lemma F.1.33 (Lemmas 2.5, 3.9 and 3.10 from [65]). Suppose that there are constants
L1,L2 > 0 such that
E
[‖∇fS(x)−∇fS(x∗)‖22] ≤ 2L1(f(x)− f(x∗)), ∀x ∈ Rd
E
[‖(∇F(x)−∇F(x∗))ΠS‖2W−1] ≤ 2L2(f(x)− f(x∗)), ∀x ∈ Rd,
Then
E
[∥∥Jk+1 −∇F(x∗)∥∥2
W−1
]
≤ (1− λmin)
∥∥Jk −∇F(x∗)∥∥2
W−1 + 2L2(f(xk)− f(x∗)),
(F.52)
E
[∥∥gk∥∥2
2
]
≤ 4L1(f(xk)− f(x∗)) + 2λmax
n2
∥∥Jk −∇F(x∗)∥∥2
W−1 , (F.53)
where λmin = λmin (E [ΠS]) and λmax = λmax
(
W1/2
(
E
[
θ2SΠSee
>ΠS
]− ee>)W1/2).
Further, E [∇fS,J(x)] = ∇f(x).
Thus, as a direct consequence of Theorem 6.3.4, we obtain the next corollary.
Corollary F.1.34. Consider the setup from Lemma F.1.33. Suppose that f is µ-strongly
convex and choose α ≤ min
{
1
µ
, 1
2L1+M L2n
}
where M > 2λmax
nλmin
. Then the iterates of
JacSketch satisfy
E
[
V k
] ≤ max{(1− αµ)k,(1 + 2λmax
nM
− λmin
)k}
V 0. (F.54)
F.1.15 Interpolation between methods
Given that a set of stochastic gradients satisfy Assumption 6.3.1, we show that an any
convex combination of the mentioned stochastic gradients satisfy Assumption 6.3.1 as
well.
Lemma F.1.35. Assume that sequences of stochastic gradients {gk1}k≥0, . . . , {gkm}k≥0
at the common iterates {xk}k≥0 satisfy the Assumption 6.3.1 with parameters
A(j), B(j), {σ2k(j)}k≥0, C(j), ρ(j), D1(j), D2(j), j ∈ [m]
respectively. Then for any vector τ = (τ1, . . . , τm)
> such as
m∑
j=1
τj = 1 and τj ≥ 0, j ∈ [m]
stochastic gradient gkτ =
m∑
j=1
τjg
k
j satisfies the Assumption 6.3.1 with parameters:
Aτ =
m∑
j=1
τjA(j), Bτ = 1, σ
2
τ,k =
m∑
j=1
B(j)τjσ
2
k(j), ρτ = min
j∈[m]
ρ(j),
Cτ =
m∑
j=1
τjC(j)B(j), Dτ,1 =
m∑
j=1
τjD1(j), Dτ,2 =
m∑
j=1
τjD2(j)B(j). (F.55)
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Furthermore, if stochastic gradients gk1 , . . . , g
k
m are independent for all k, Assumption 6.3.1
is satisfied with parameters
Aτ = L+
m∑
j=1
τ 2j A(j), Bτ = 1, σ
2
τ,k =
m∑
j=1
B(j)τ 2j σ
2
k(j), ρτ = min
j∈[m]
ρ(j),
Cτ =
m∑
j=1
τ 2j C(j)B(j), Dτ,1 =
m∑
j=1
τ 2jD1(j), Dτ,2 =
m∑
j=1
τ 2jD2(j)B(j). (F.56)
What is more, instead of taking convex combination one can choose stochastic gradient
at random. Lemma F.1.36 provides the result.
Lemma F.1.36. Assume that sequences of stochastic gradients {gk1}k≥0, . . . , {gkm}k≥0
at the common iterates {xk}k≥0 satisfy the Assumption 6.3.1 with parameters
A(j), B(j), {σ2k(j)}k≥0, C(j), ρ(j), D1(j), D2(j), j ∈ [m],
respectively. Then for any vector τ = (τ1, . . . , τm)
> such as
m∑
j=1
τj = 1 and τj ≥ 0, j ∈ [m]
stochastic gradient gkτ which equals g
k
j with probability τj satisfies the Assumption 6.3.1
with parameters:
Aτ =
m∑
j=1
τjA(j), Bτ = 1, σ
2
τ,k =
m∑
j=1
τjB(j)σ
2
k(j), ρτ = min
j∈[m]
ρ(j),
Cτ =
m∑
j=1
τjB(j)C(j), Dτ,1 =
m∑
j=1
τjD1(j), Dτ,2 =
m∑
j=1
B(j)τjD2(j). (F.57)
Furthermore, if stochastic gradients gk1 , . . . , g
k
m are independent for all k, Assumption 6.3.1
is satisfied with parameters
Aτ = L+
m∑
j=1
τ 2j A(j), Bτ = 1, σ
2
τ,k =
m∑
j=1
B(j)τ 2j σ
2
k(j), ρτ = min
j∈[m]
ρ(j),
Cτ =
m∑
j=1
τ 2j C(j)B(j), Dτ,1 =
m∑
j=1
τ 2jD1(j), Dτ,2 =
m∑
j=1
τ 2jD2(j)B(j). (F.58)
Example 15 (τ-L-SVRG). Consider the following method — τ-L-SVRG — which interpo-
lates between vanilla SGD and LSVRG. When τ = 0 the Algorithm 59 becomes LSVRG and
when τ = 1 it is just SGD with uniform sampling. Notice that Lemmas F.1.22 and F.1.4
still hold as they does not depend on the update rule for xk+1.
Thus, sequences {gkSGD}k≥0 and {gkL−SV RG}k≥0 satisfy the conditions of Lemma F.1.35
and, as a consequence, stochastic gradient gk from τ-L-SVRG meets the Assumption 6.3.1
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Algorithm 59 τ-L-SVRG
Require: learning rate α > 0, probability p ∈ (0, 1], starting point x0 ∈ Rd, convex
combination parameter τ ∈ [0, 1]
w0 = x0
for k = 0, 1, 2, . . . do
Sample i ∈ {1, . . . , n} uniformly at random
gkLSVRG = ∇fi(xk)−∇fi(wk) +∇f(wk)
Sample j ∈ {1, . . . , n} uniformly at random
gkSGD = ∇fj(xk)
gk = τgkSGD + (1− τ)gkLSVRG
xk+1 = xk − αgk
wk+1 =
{
xk with probability p
wk with probability 1− p
end for
with the following parameters:
Aτ = L+ 2τ
2L+ 2(1− τ)2L, Bτ = 1, σ2τ,k = 2
(1− τ)2
n
n∑
i=1
∥∥∇fi(wk)−∇fi(x∗)∥∥2 ,
ρτ = p, Cτ = 2(1− τ)2Lp, Dτ,1 = 2τ 2σ2, Dτ,2 = 0.
Remark 32. Similar interpolation with the analogous analysis can be considered between
SGD and SAGA, or SGD and SVRG.
Proof of Lemma F.1.35
Indeed, (6.7) holds due to linearity of mathematical expectation. Next, summing inequal-
ities (6.8) for gk1 , . . . , g
k
m and using convexity of ‖·‖2 we get
E
[∥∥gkτ −∇f(x∗)∥∥2 | xk] ≤ m∑
j=1
τjE
[∥∥gkj −∇f(x∗)∥∥2 | xk]
(6.8)
≤ 2
m∑
j=1
τjA(j)Df (x
k, x∗) +
m∑
j=1
B(j)τjσ
2
k(j) +
m∑
j=1
τjD1(j),
which implies (6.8) for gkτ with Aτ =
m∑
j=1
τjA(j), Bτ = 1, σ
2
τ,k =
m∑
j=1
τjB(j)σ
2
k(j), Dτ,1 =
m∑
j=1
τjD1(j). Finally, summing (6.9) for g
k
1 , . . . , g
k
m gives us
E
[
σ2τ,k+1 | σ2τ,k
] (6.9)≤ (1− min
j∈[m]
ρ(j)
)
σ2τ,k+2
m∑
j=1
τjB(j)C(j)Df (x
k, x∗)+
m∑
j=1
τjB(j)D2(j),
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which is exactly (6.9) for σ2τ,k with ρ = min
j∈[m]
ρ(j), Cτ =
m∑
j=1
τjC(j), Dτ,2 =
m∑
j=1
τjD2(j).
Next, for independent gradients we have
E
[∥∥gkτ −∇f(x∗)∥∥2 | xk]
=
m∑
j=1
τ 2j E
[∥∥gkj −∇f(x∗)∥∥2 | xk]+ 2∑
i<j
τiτjE
〈
gkj −∇f(x∗), gki −∇f(x∗)
〉
=
m∑
j=1
τ 2j E
[∥∥gkj −∇f(x∗)∥∥2 | xk]+ 2∑
i<j
τiτj
∥∥∇f(xk)−∇f(x∗)∥∥2
≤
m∑
j=1
τ 2j E
[∥∥gkj −∇f(x∗)∥∥2 | xk]+
(
m∑
j=1
τj
)2 ∥∥∇f(xk)−∇f(x∗)∥∥2
=
m∑
j=1
τ 2j E
[∥∥gkj −∇f(x∗)∥∥2 | xk]+ ∥∥∇f(xk)−∇f(x∗)∥∥2
≤
m∑
j=1
τ 2j E
[∥∥gkj −∇f(x∗)∥∥2 | xk]+ 2LDf (xk, x∗). (F.59)
and further the bounds follow.
Proof of Lemma F.1.36
Indeed, (6.7) holds due to linearity and tower property of mathematical expectation. Next,
using tower property of mathematical expectation and inequalities (6.8) for gk1 , . . . , g
k
m we
get
E
[∥∥gkτ −∇f(x∗)∥∥2 | xk] = E [Eτ [∥∥gkτ −∇f(x∗)∥∥2] | xk] = m∑
j=1
τjE
[∥∥gkj −∇f(x∗)∥∥2 | xk]
(6.8)
≤ 2
m∑
j=1
τjA(j)Df (x
k, x∗) +
m∑
j=1
B(j)τjσ
2
k(j) +
m∑
j=1
τjD1(j),
which implies (6.8) for gkτ with Aτ =
m∑
j=1
τjA(j), Bτ = 1, σ
2
τ,k =
m∑
j=1
τjB(j)σ
2
k(j), Dτ,1 =
m∑
j=1
τjD1(j). Finally, summing (6.9) for g
k
1 , . . . , g
k
m gives us
E
[
σ2τ,k+1 | σ2τ,k
] (6.9)≤ (1− min
j∈[m]
ρ(j)
)
σ2τ,k+2
m∑
j=1
τjB(j)C(j)Df (x
k, x∗)+
m∑
j=1
τjB(j)D2(j),
which is exactly (6.9) for σ2τ,k with ρ = min
j∈[m]
ρ(j), Cτ =
m∑
j=1
τjB(j)C(j), Dτ,2 =
m∑
j=1
τjB(j)D2(j).
To show (F.58), it suffices to combine above bounds with the trick (F.59).
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Remark 33. Recently, [204] demonstrated in that the convex combination of SGD and
SARAH [160] performs very well on non-convex problems.
F.2 Proofs for Section 6.3
F.2.1 Basic facts and inequalities
For all a, b ∈ Rd and ξ > 0 the following inequalities holds:
〈a, b〉 ≤ ‖a‖
2
2ξ
+
ξ ‖b‖2
2
, (F.60)
‖a+ b‖2 ≤ 2 ‖a‖2 + 2 ‖b‖2 , (F.61)
and
1
2
‖a‖2 − ‖b‖2 ≤ ‖a+ b‖2 . (F.62)
For a random vector ξ ∈ Rd and any x ∈ Rd the variance can be decomposed as
E
[‖ξ − Eξ‖2] = E [‖ξ − x‖2]− ‖Eξ − x‖2 . (F.63)
F.2.2 Proof of Lemma 6.3.3
We start with estimating the first term of the Lyapunov function. Let rk = xk−x∗. Then∥∥rk+1∥∥2 = ∥∥proxαψ(xk − αgk)− proxαψ(x∗ − α∇f(x∗))∥∥2
≤ ∥∥xk − x∗ − α(gk −∇f(x∗))∥∥2
=
∥∥rk∥∥2 − 2α〈rk, gk −∇f(x∗)〉+ α2 ∥∥gk −∇f(x∗)∥∥2 .
Taking expectation conditioned on xk we get
E
[∥∥rk+1∥∥2 | xk] = ∥∥rk∥∥2 − 2α〈rk,∇f(xk)−∇f(x∗)〉+ α2E [∥∥gk −∇f(x∗)∥∥2 | xk]
(6.12)
≤ (1− αµ)∥∥rk∥∥2 − 2αDf (xk, x∗) + α2E [∥∥gk −∇f(x∗)∥∥2 | xk]
(6.7)+(6.8)
≤ (1− αµ)∥∥rk∥∥2 + 2α (Aα− 1)Df (xk, x∗) +Bα2σ2k + α2D1.
Using this we estimate the full expectation of V k+1 in the following way:
E
∥∥xk+1 − x∗∥∥2 +Mα2Eσ2k+1
(6.9)
≤ (1− αµ)E∥∥xk − x∗∥∥2 + 2α (Aα− 1)Df (xk, x∗) +Bα2Eσ2k
+(1− ρ)Mα2Eσ2k + 2CMα2E
[
Df (x
k, x∗)
]
+ (D1 +MD2)α
2
= (1− αµ)E∥∥xk − x∗∥∥2 + (1 + B
M
− ρ
)
Mα2Eσ2k
+2α (α(A+ CM)− 1)E [Df (xk, x∗)]+ (D1 +MD2)α2 .
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It remains to rearrange the terms.
F.2.3 Proof of Theorem 6.3.4
Note first that due to (6.13) we have 2α (1− α(A+ CM))EDf (xk, x∗) > 0, thus we
can omit the term.
Unrolling the recurrence from Lemma 6.3.3 and using the Lyapunov function notation
gives us
EV k ≤ max
{
(1− αµ)k,
(
1 +
B
M
− ρ
)k}
V 0
+(D1 +MD2)α
2
k−1∑
l=0
max
{
(1− αµ)l,
(
1 +
B
M
− ρ
)l}
≤ max
{
(1− αµ)k,
(
1 +
B
M
− ρ
)k}
V 0
+(D1 +MD2)α
2
∞∑
l=0
max
{
(1− αµ)l,
(
1 +
B
M
− ρ
)l}
≤ max
{
(1− αµ)k,
(
1 +
B
M
− ρ
)k}
V 0 +
(D1 +MD2)α
2
min
{
αµ, ρ− B
M
} .
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Appendix G
Appendix for Chapter 7
G.1 Missing lemmas and proofs: SAGA/LSVRG is a special case of
SEGA/SVRCD
G.1.1 Proof of Lemma 7.4.3
Let W′ def= 1
n
e˜e˜>⊗ I and denote DB(M˜) def= BlockDiag(M˜1, . . . , M˜n) for simplicity. Now
clearly x0 ∈ Range (W′), while W′ is a projection matrix such that I(x) <∞ if and only
if W′x = x. Consequently, W = W′. Next, if x, y ∈ Range (W), there is x˜, y˜ ∈ Rd˜
such that x = U (x˜) , y = U (y˜). Therefore we can write
f(x) = f(W(x)) =
1
n
n∑
j=1
f˜ j(x˜)
≥ 1
n
n∑
j=1
f˜ j(y˜) +
〈
∇
(
1
n
n∑
j=1
f˜ j(y˜)
)
, x˜− y˜
〉
+
µ˜
2
‖x˜− y˜‖2
= f(y) + 〈∇f(y), x− y〉+ µ˜
2n
‖x− y‖2.
Similarly,
f(x) =
1
n
n∑
j=1
f˜ j(x˜)
≤ 1
n
n∑
j=1
f˜ j(y˜) +
〈
∇
(
1
n
n∑
j=1
f˜ j(y˜)
)
, x˜− y˜
〉
+
n∑
j=1
1
2n
‖x˜− y˜‖2
M˜j
= f(y) + 〈∇f(y), x− y〉+ 1
2n
‖x− y‖2
DB(M˜)
.
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Thus we conclude µ = µ˜
n
and M = 1
n
DB(M˜). Further, for any h ∈ Rd, we have:
h>M
1
2E
[∑
i∈S
pi
−1eiei>W
∑
i∈S
pi
−1eiei>
]
M
1
2h
=
1
n
‖DB(M˜) 12h‖2E[(∑i∈S˜ p˜−1i (∑j∈Ri eje>j ))W(∑i∈S˜ p˜−1i (∑j∈Ri eje>j ))]
=
1
n
E
∥∥∥∥∥∥
∑
i∈S˜
M˜
1
2
i p˜
−1
i hRi
∥∥∥∥∥∥
2
(7.12)
≤ 1
n
n∑
i=1
p˜iv˜i ‖hRi‖2
and thus (7.6) holds with v = 1
n
v˜ as desired.
G.1.2 Proof of Lemma 7.4.4
Denote Vec (·) to be the vectorization operator, i.e., operator which takes a matrix as an
input, and returns a vector constructed by a column-wise stacking of the matrix columns.
We will show both
hk =
1
n
Vec
(
Jk
)
(G.1)
and (7.14) using mathematical induction. Clearly, if k = 0 both (G.1) and (7.14) hold.
Now, let us proceed with the second induction step.
xk+1 = proxαψ(x
k − αgk) = arg min
x∈Rd
αI(x) + αψ˜(xR1) + ‖x− (xk − αgk)‖2
= arg min
x∈Rd
αI(x) + αψ˜(xR1) +
∥∥∥∥∥x− xk + α
(
hk +
∑
i∈S
1
pi
(∇if(xk)− hki )ei
)∥∥∥∥∥
2
= arg min
x=Wx
αψ˜(xR1) +
∥∥∥∥∥x− xk + α
(
hk +
∑
i∈S
1
pi
(∇if(xk)− hki )ei
)∥∥∥∥∥
2
= arg min
x=Wx
αψ˜(xR1) +
∥∥∥∥∥x− xk + α
(
hk +
∑
i∈S
1
pi
(∇if(xk)− hki )ei
)∥∥∥∥∥
2
W
(7.14)
= U
arg min
x˜∈Rd˜
αψ˜(x˜) +
1
n
∥∥∥∥∥∥nx˜− nx˜k + α
 n∑
i=1
hkRi +
∑
i∈S˜
1
p˜i
(
1
n
∇f˜ i(x˜k)− hkRi
)∥∥∥∥∥∥
2

(G.1)
= U
arg min
x˜∈Rd˜
αψ˜(x˜) +
1
n
∥∥∥∥∥∥nx˜− nx˜k + α
 1
n
Jke˜+
1
n
∑
i∈S˜
1
p˜i
(
(∇f˜ i(x˜k)− Jk:,i)
)∥∥∥∥∥∥
2

= U
arg min
x˜∈Rd˜
α˜ψ˜(x˜) +
∥∥∥∥∥∥x˜− x˜k + α˜
 1
n
Jke˜+
1
n
∑
i∈S˜
1
p˜i
(
(∇f˜ i(x˜k)− Jk:,i)
)∥∥∥∥∥∥
2

= U
(
x˜k+1
)
. (G.2)
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It remains to notice that since xk+1 = U
(
x˜k
)
, we have hk+1 = 1
n
Vec
(
Jk+1
)
as
desired.
G.2 Missing lemmas and proofs: ASVRCD
G.2.1 Technical lemmas
We first start with two key technical lemmas.
Lemma G.2.1. Suppose that
η ≤ 1
2L
. (G.3)
Then, for all x ∈ Range (W) the following inequality holds:
1
η
E
[〈
x− xk, xk − yk+1〉]
≤ E
[
F (x)− F (yk+1)− 1
4η
∥∥yk+1 − xk∥∥2 + η
2
∥∥gk −∇f(xk)∥∥2
W
]
−Df (x, xk). (G.4)
Proof. From the definition of yk+1 we get
yk+1 = xk − ηgk − η∆,
where ∆ ∈ ∂ψ(yk+1). Therefore,
E
[
1
η
〈
x− xk, xk − yk+1〉]
= E
[〈
x− xk, gk + ∆〉]
=
〈
x− xk,∇f(xk)〉+ E [〈x− yk+1,∆〉+ 〈yk+1 − xk,∆〉]
≤ f(x)− f(xk)−Df (x, xk) + E
[
ψ(x)− ψ(yk+1)]+ E [〈yk+1 − xk,∆〉] (G.5)
Now, we use the fact that f is L-smooth over the set where iterates live (i.e., over
{x0 + Range (W)}):
f(yk+1) ≤ f(xk) + 〈∇f(xk), yk+1 − xk〉+ L
2
∥∥yk+1 − xk∥∥2
= f(xk) +
〈
W∇f(xk), yk+1 − xk〉+ L
2
∥∥yk+1 − xk∥∥2 . (G.6)
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Thus, we have
E
[
1
η
〈
x− xk, xk − yk+1〉]
(G.5)+(G.6)
≤ E
[
F (x)− F (yk+1) + 〈yk+1 − xk,W(∆ +∇f(xk))〉+ L
2
∥∥yk+1 − xk∥∥2]
−Df (x, xk)
= E
[
F (x)− F (yk+1) + 〈yk+1 − xk,W(∇f(xk)− gk)〉− 1
η
∥∥yk+1 − xk∥∥2]
+E
[
L
2
∥∥yk+1 − xk∥∥2]−Df (x, xk)
≤ E
[
F (x)− F (yk+1) + η
2
∥∥∇f(xk)− gk∥∥2
W
− 1
2η
∥∥yk+1 − xk∥∥2 + L
2
∥∥yk+1 − xk∥∥]
−Df (x, xk)
(G.3)
≤ E
[
F (x)− F (yk+1)− 1
4η
∥∥yk+1 − xk∥∥2 + η
2
∥∥∇f(xk)− gk∥∥2
W
]
−Df (x, xk),
which concludes the proof.
Lemma G.2.2. Suppose, the following choice of parameters is used:
η =
1
4
max{L′, L}−1, γ = 1
max{2µ, 4θ1/η} , β = 1− γµ, θ2 =
L′
2 max{L,L′} .
Then the following inequality holds:
E
[∥∥zk+1 − x∗∥∥2 + 2γβ
θ1
[
F (yk+1)− F (x∗)]]
≤ β ∥∥zk − x∗∥∥2 + 2γβθ2
θ1
[
F (wk)− F (x∗)]+ 2γβ(1− θ1 − θ2)
θ1
[
F (yk)− F (x∗)] .
(G.7)
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Proof.
E
[∥∥zk+1 − x∗∥∥2]
= E
[∥∥∥∥βzk + (1− β)xk − x∗ + γη (yk+1 − xk)
∥∥∥∥2
]
≤ β ∥∥zk − x∗∥∥2 + (1− β)∥∥xk − x∗∥∥2 + γ2
η2
E
[∥∥yk+1 − xk∥∥2]
+
2γ
η
E
[〈
yk+1 − xk, βzk + (1− β)xk − x∗〉]
= β
∥∥zk − x∗∥∥2 + (1− β)∥∥xk − x∗∥∥2 + γ2
η2
E
[∥∥yk+1 − xk∥∥2]
+
2γ
η
E
[〈
yk+1 − xk, xk − x∗〉]+ 2γβ
η
E
[〈
yk+1 − xk, zk − xk〉]
= β
∥∥zk − x∗∥∥2 + (1− β)∥∥xk − x∗∥∥2 + γ2
η2
E
[∥∥yk+1 − xk∥∥2]+ 2γ
η
E
[〈
xk − yk+1, x∗ − xk〉]
+
2γβθ2
ηθ1
E
[〈
xk − yk+1, wk − xk〉]+ 2γβ(1− θ1 − θ2)
ηθ1
E
[〈
xk − yk+1, yk − xk〉]
(G.4)
≤ β ∥∥zk − x∗∥∥2 + (1− β)∥∥xk − x∗∥∥2 + γ2
η2
E
[∥∥yk+1 − xk∥∥2]
+ 2γE
[
F (x∗)− F (yk+1)− 1
4η
∥∥yk+1 − xk∥∥2 −Df (x∗, xk) + η
2
∥∥gk −∇f(xk)∥∥2
W
]
+
2γβθ2
θ1
E
[
F (wk)− F (yk+1)− 1
4η
∥∥yk+1 − xk∥∥2 −Df (wk, xk) + η
2
∥∥gk −∇f(xk)∥∥2
W
]
+
2γβ(1− θ1 − θ2)
θ1
E
[
F (yk)− F (yk+1)− 1
4η
∥∥yk+1 − xk∥∥2 + η
2
∥∥gk −∇f(xk)∥∥2
W
]
(7.3)
≤ β ∥∥zk − x∗∥∥2 + (1− β − γµ)∥∥xk − x∗∥∥2 + γ2
η2
E
[∥∥yk+1 − xk∥∥2]
+ 2γβE
[
F (x∗)− F (yk+1)− 1
4η
∥∥yk+1 − xk∥∥2]+ ηγE [∥∥gk −∇f(xk)∥∥2
W
]
+
2γβθ2
θ1
E
[
F (wk)− F (yk+1)− 1
4η
∥∥yk+1 − xk∥∥2 −Df (wk, xk) + η
2
∥∥gk −∇f(xk)∥∥2
W
]
+
2γβ(1− θ1 − θ2)
θ1
E
[
F (yk)− F (yk+1)− 1
4η
∥∥yk+1 − xk∥∥2 + η
2
∥∥gk −∇f(xk)∥∥2
W
]
.
Using β = 1− γµ we get
E
[∥∥zk+1 − x∗∥∥2] ≤ β ∥∥zk − x∗∥∥2 + [γ2
η2
− γβ
2ηθ1
]
E
[∥∥yk+1 − xk∥∥2]+ ηγ
θ1
E
[∥∥gk −∇f(xk)∥∥2
W
]
− 2γβθ2
θ1
Df (w
k, xk) + 2γβE
[
F (x∗)− F (yk+1)]
+
2γβθ2
θ1
E
[
F (wk)− F (yk+1)]+ 2γβ(1− θ1 − θ2)
θ1
E
[
F (yk)− F (yk+1)] .
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Using stepsize γ ≤ βη
2θ1
we get
E
[∥∥zk+1 − x∗∥∥2] ≤ β ∥∥zk − x∗∥∥2 + ηγ
θ1
E
[∥∥gk −∇f(xk)∥∥2
W
]
− 2γβθ2
θ1
Df (w
k, xk)
+ 2γβE
[
F (x∗)− F (yk+1)]+ 2γβθ2
θ1
E
[
F (wk)− F (yk+1)]+
2γβ(1− θ1 − θ2)
θ1
E
[
F (yk)− F (yk+1)] .
Now, using the expected smoothness from inequality (7.16):
E
[∥∥gk −∇f(xk)∥∥2
W
]
≤ 2L′Df (wk, xk) (G.8)
and stepsize η ≤ βθ2L′ we get
E
[∥∥zk+1 − x∗∥∥2] ≤ β ∥∥zk − x∗∥∥2 + 2L′ηγ
θ1
Df (w
k, xk)− 2γβθ2
θ1
Df (w
k, xk) + 2γβE
[
F (x∗)− F (yk+1)]
+
2γβθ2
θ1
E
[
F (wk)− F (yk+1)]+ 2γβ(1− θ1 − θ2)
θ1
E
[
F (yk)− F (yk+1)]
≤ β ∥∥zk − x∗∥∥2 + 2γβE [F (x∗)− F (yk+1)]+ 2γβθ2
θ1
E
[
F (wk)− F (yk+1)]
+
2γβ(1− θ1 − θ2)
θ1
E
[
F (yk)− F (yk+1)]
= β
∥∥zk − x∗∥∥2 − 2γβ
θ1
E
[
F (yk+1)− F (x∗)]+ 2γβθ2
θ1
[
F (wk)− F (x∗)]
+
2γβ(1− θ1 − θ2)
θ1
[
F (yk)− F (x∗)] .
It remains to rearrange the terms.
G.2.2 Proof of Theorem 7.5.1
One can easily show that
E
[
F (wk+1)
]
= ρF (yk) + (1− ρ)F (wk). (G.9)
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Using that, we obtain
E
[
Ψk+1
] (G.7)+(G.9)≤ β ∥∥zk − x∗∥∥2 + 2γβθ2
θ1
[
F (wk)− F (x∗)]+ 2γβ(1− θ1 − θ2)
θ1
[
F (yk)− F (x∗)]
+
(2θ2 + θ1)γβ
θ1ρ
[
ρF (yk) + (1− ρ)F (wk)− F (x∗)]
= β
∥∥zk − x∗∥∥2 + 2γβ(1− θ1/2)
θ1
[
F (yk)− F (x∗)]
+
(2θ2 + θ1)γβ
θ1ρ
[
1− ρ+ 2ρθ2
2θ2 + θ1
] [
F (wk)− F (x∗)]
≤ max
{
1− 1
max{2, 4θ1/(ηµ)} , 1−
θ1
2
, 1− ρθ1
2 max{2θ2, θ1}
}
Ψk
=
[
1−max
{
2
ρ
,
4
θ1
max
{
1
2
,
θ2
ρ
}
,
4θ1
ηµ
}−1]
Ψk.
Using θ1 = min
{
1
2
,
√
ηµmax
{
1
2
, θ2
ρ
}}
we get
E
[
Ψk+1
] ≤
1−max

2
ρ
, 8 max
{
1
2
,
θ2
ρ
}
, 4
√√√√max{12 , θ2ρ }
ηµ

−1Ψk
≤
1− 14 max

1
ρ
,
√√√√2 max{L, L′ρ }
µ

−1Ψk,
as desired.
G.2.3 Proof of Lemma 7.5.2
To establish that that we can choose L′ = L, it suffices to see
E
[∥∥∥gk −∇f(xk)∥∥∥2
W
]
= E
∥∥∥∥∥∑
i∈S
1
pi
(∇if(xk)−∇if(wk))ei +∇f(wk)−∇f(xk)
∥∥∥∥∥
2
W

≤ E
∥∥∥∥∥∑
i∈S
1
pi
(∇if(xk)−∇if(wk))ei
∥∥∥∥∥
2
W

(7.7)
≤ L
∥∥∥∇f(xk)−∇f(wk)∥∥∥2
M−1
(G.17)
≤ 2LDf (wk, xk).
Next, to establish L ≥ L, let Q def= ∑i∈S 1pi eiei>W. Consequently, we get
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L (7.7)= λmax
(
M
1
2E
[∑
i∈S
1
pi
eiei
>W
∑
i∈S
1
pi
eiei
>
]
M
1
2
)
= λmax
(
M
1
2E
[∑
i∈S
1
pi
eiei
>W2
∑
i∈S
1
pi
eiei
>
]
M
1
2
)
= λmax
(
M
1
2E
[
QQ>
]
M
1
2
)
≥ λmax
(
M
1
2E [Q]E
[
Q>
]
M
1
2
)
= λmax
(
M
1
2 W2M
1
2
)
= λmax
(
M
1
2 WM
1
2
)
= L,
as desired.
G.2.4 Proof of Lemma 7.5.3
Let us look first at W = I. In such case, it is easy to see that
E
[∥∥gk −∇f(xk)∥∥2
W
]
= E
[∥∥gk −∇f(xk)∥∥2]
≤ E
[∥∥d(∇if(xk)−∇if(wk))ei∥∥2]
= d
∥∥∇f(xk)−∇f(wk)∥∥2
≤ 2dλmaxMDf (wk, xk),
i.e., we can choose L′ = dλmaxM. Noting that λmaxM ≥ L, the iteration complexity of
Algorithm 17 is O
(
d
√
L
µ
log 1

)
. On the other hand, if W = 1
d
e˜>, we have
E
[∥∥gk −∇f(xk)∥∥2
W
]
=E
[∥∥gk −∇f(xk)∥∥21
d
ee>
]
≤ E
[∥∥d(∇if(xk)−∇if(wk))ei∥∥21
d
ee>
]
=
∥∥∇f(xk)−∇f(wk)∥∥2
≤ 2λmaxMDf (wk, xk),
and therefore L′ = λmaxM, which yields O
(√
dλmaxM
µ
log 1

)
convergence rate.
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G.3 Missing lemmas and proofs: L-Katyusha as a particular case
of ASVRCD
G.3.1 Proof of Lemma 7.6.3
Let us proceed by induction. We will show the following for all k ≥ 0 we have
x˜k = xkR1 = · · · = xkRn , y˜k = ykR1 = · · · = ykRn ,
z˜k = zkR1 = · · · = zkRn and w˜k = wkR1 = · · · = wkRn . (G.10)
Clearly, for k = 0, the above claim holds. Let us proceed with the second induction
step and assume that (G.10) holds for some k ≥ 0. First, the update rule on {xk} for
ASVRCD together with the update rule on {x˜k} yields
x˜k+1 = xk+1R1 = · · · = xk+1Rn . (G.11)
To show
y˜k+1 = yk+1R1 = · · · = yk+1Rn , (G.12)
we essentially repeat the proof of Lemma 7.4.4. In particular, it is sufficient to repeat
the sequence of inequalities (G.2) where variables
(xk+1, x˜k+1, hk,Jkα, α˜)
are replaced by
(yk+1, y˜k+1,∇f(wk), [∇f˜ 1(w˜k), . . . ,∇f˜n(w˜k)], η, η˜),
respectively.
Next, z˜k+1 = zk+1R1 = · · · = zk+1Rn follows from (G.10), (G.11) and (G.12) together
with the update rule (on {zk} and {z˜k}) of both algorithms and the fact that γ
η
= γ˜
η˜
.
To finish the proof of the algorithms equivalence, we shall notice that w˜k+1 = wk+1R1 =
· · · = wk+1Rn follows from (G.10), (G.12) together with the update rule (on {wk} and{w˜k}) of both algorithms.
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To show L′ = L˜
n
it is sufficient to see
E
[∥∥∥gk −∇f(xk)∥∥∥2
W
]
= E
∥∥∥∥∥∥
∑
i∈S˜
p−1i
∑
j∈Ri
(
∇jf(xk)−∇jf(wk)
)
ej
− (∇f(xk)−∇f(wk))
∥∥∥∥∥∥
2
W

= E
∥∥∥∥∥∥W
∑
i∈S˜
p−1i
∑
j∈Ri
(
∇jf(xk)−∇jf(wk)
)
ej
−W (∇f(xk)−∇f(wk))
∥∥∥∥∥∥
2
=
1
n
E
∥∥∥∥∥∥
 1
n
∑
i∈S˜
p˜−1i
(
∇f˜ i(x˜k)−∇f˜ i(w˜k)
)− (∇f˜(x˜k)−∇f˜(w˜k))
∥∥∥∥∥∥
2
=
1
n
E
[∥∥∥g˜k −∇f˜(w˜k)∥∥∥2]
≤ 2 L˜
n
Df˜ (w˜
k, x˜k)
= 2
L˜
n
(
1
n
n∑
i=1
Df˜ i(w
k
Ri , x
k
Ri)
)
= 2
L˜
n
Df (w
k, xk).
Lastly, if x, y ∈ Range (W), there is x˜, y˜ ∈ Rd˜ such that x = U (x˜) , y = U (y˜).
Therefore we can write
f(x) = f(W(x)) =
1
n
n∑
j=1
f˜ j(x˜)
≤ 1
n
n∑
j=1
f˜ j(y˜) +
〈
∇
(
1
n
n∑
j=1
f˜ j(y˜)
)
, x˜− y˜
〉
+
L
2
‖x˜− y˜‖2
= f(y) + 〈∇f(y), x− y〉+ L
2n
‖x− y‖2,
and thus L = λmax
(
M
1
2 WM
1
2
)
≤ n−1L.
G.4 Tighter rates for GJS by exploiting prox and proof of Theo-
rem 7.3.2
In this section, we show that specific nonsmooth function ψ might lead to faster con-
vergence of variance reduced methods. We exploit the well-known fact that under some
circumstances, a proximal operator might change the smoothness structure of the objec-
tive [73]. In particular, we consider GJS from Chapter 5. We generalize Theorem 5.4.2
therein, which allows for a tighter rate if ψ has a specific structure.
377
Theorem G.4.1 (Extension of Theorem 5.4.2 from Chapter 5). Define f(x)
def
= 1
n
∑n
i=1 fi(x).
Let Assumption 7.2.1 hold and suppose that M† 12 commutes with S. Next, let α and B
are such that for every X ∈ Rd×n we have
2α
n2
E
[‖UXe‖2W]+ ∥∥∥(I − E [S]) 12 BM†X∥∥∥2 ≤ (1− ασ′)∥∥BM†X∥∥2 , (G.13)
2α
n2
E
[‖UXe‖2W]+ ∥∥∥(E [S]) 12 BM†X∥∥∥2 ≤ 1n ∥∥M†X∥∥2 (G.14)
and B commutes with S. Then for all k ≥ 0, we have
E
[
Ψk
] ≤ (1− ασ′)k Ψ0,
where
Ψk
def
=
∥∥xk − x∗∥∥2 + α ∥∥∥BM† 12 (Jk −G(x∗))∥∥∥2 .
G.4.1 Towards the proof of Theorem G.4.1
Lemma G.4.2. (Slight extension of Lemma E.2.6) Let U be random linear operator which
is identity in expectation. Let G(x) be Jacobian at x and gk = 1
n
U(G(x)−Jk)e− 1
n
Jke.
Then for any Q ∈ Rd×d,Q  0 and all k ≥ 0 we have
E
[∥∥gk −∇f(x∗)∥∥2
Q
]
≤ 2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2
Q
]
+
2
n2
E
[∥∥U (Jk −G(x∗)) e∥∥2
Q
]
.
(G.15)
Proof. Since ∇f(x∗) = 1
n
G(x∗)e, we have
gk −∇f(x∗) = 1
n
U (G(xk)−G(x∗)) e︸ ︷︷ ︸
a
+
1
n
(
Jk −G(x∗)) e− 1
n
U (Jk −G(x∗)) e︸ ︷︷ ︸
b
.
(G.16)
Applying the bound ‖a+ b‖2Q ≤ 2 ‖a‖2Q + 2 ‖b‖2Q to (G.16) and taking expectations, we
get
E
[∥∥gk −∇f(x∗)∥∥2
Q
]
≤ E
[
2
n2
∥∥U (G(xk)−G(x∗)) e∥∥2
Q
]
+E
[
2
n2
∥∥(Jk −G(x∗)) e− U (Jk −G(x∗)) e∥∥2
Q
]
=
2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2
Q
]
+
2
n2
E
[∥∥(I − U) (Jk −G(x∗)) e∥∥2
Q
]
.
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It remains to note that
E
[∥∥(I − U)(Jk −G(x∗)) e∥∥2
Q
]
= E
[∥∥U (Jk −G(x∗)) e∥∥2
Q
]
− ∥∥(Jk −G(x∗)) e∥∥2
Q
≤ E
[∥∥U (Jk −G(x∗)) e∥∥2
Q
]
.
Next, we restate two lemmas from the appendix of Chapter 5 which we need to show
the convergence.
Lemma G.4.3. (Chapter E, Lemma E.2.3) Assume that function fj are convex and
Mj-smooth. Then
Dfj(x, y) ≥
1
2
‖∇fj(x)−∇fj(y)‖2M†j , ∀x, y ∈ R
d, 1 ≤ j ≤ n. (G.17)
If x− y ∈ Null (Mj), then
(i)
fj(x) = fj(y) + 〈∇fj(y), x− y〉, (G.18)
(ii)
∇fj(x)−∇fj(y) ∈ Null (Mj) , (G.19)
(iii)
〈∇fj(x)−∇fj(y), x− y〉 = 0. (G.20)
If, in addition, fj is bounded below, then ∇fj(x) ∈ Range (Mj) for all x.
Lemma G.4.4. (Chapter E, Lemma E.2.5) Let S be a random projection operator and
A any deterministic linear operator commuting with S, i.e., AS = SA. Further, let
X,Y ∈ Rd×n and define Z = (I − S)X + SY. Then
(i) AZ = (I − S)AX + SAY,
(ii) ‖AZ‖2 = ‖(I − S)AX‖2 + ‖SAY‖2,
(iii) E
[‖AZ‖2] = ∥∥(I − E [S])1/2AX∥∥2 + ∥∥∥E [S]1/2AY∥∥∥2, where the expectation is
with respect to S.
Proof of Theorem G.4.1 For simplicity of notation, in this proof, all expectations are
conditional on xk, i.e., the expectation is taken with respect to the randomness of gk.
First notice that
E
[
gk
]
= ∇f(xk). (G.21)
For any differentiable function h let Dh(x, y) to be Bregman distance with kernel h,
i.e., Dh(x, y)
def
= h(x)− h(y)− 〈∇h(y), x− y〉. Since
x∗ = proxαψ(x
∗ − α∇f(x∗)), (G.22)
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and since the prox operator is non-expansive, we have
E
[∥∥xk+1 − x∗∥∥2] (G.22)= E [∥∥proxαψ(xk − αgk)− proxαψ(x∗ − α∇f(x∗))∥∥2]
(7.5)+(7.4)
≤ E
[∥∥xk − x∗ − αW(gk −∇f(x∗))∥∥2]
(G.21)
=
∥∥xk − x∗∥∥2 − 2α 〈∇f(xk)−∇f(x∗), xk − x∗〉
+α2E
[∥∥gk −∇f(x∗)∥∥2
W
]
≤ (1− ασ′)∥∥xk − x∗∥∥2 + α2E [∥∥gk −∇f(x∗)∥∥2
W
]
−2αDf (xk, x∗). (G.23)
Since f(x) = 1
n
∑n
i=1 fi(x), in view of (G.17) we have
Df (x
k, x∗) =
1
n
n∑
i=1
Dfi(x
k, x∗)
(G.17)
≥ 1
2n
n∑
i=1
∥∥∇fi(xk)−∇fi(x∗)∥∥2M†i
=
1
2n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2 .(G.24)
By combining (G.23) and (G.24), we get
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− ασ′)∥∥xk − x∗∥∥2 + α2E [∥∥gk −∇f(x∗)∥∥2
W
]
−α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2 .
Next, applying Lemma G.4.2 with Q = W leads to the estimate
E
[∥∥xk+1 − x∗∥∥2] ≤ (1− ασ′)∥∥xk − x∗∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
+
2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2
W
]
+
2α2
n2
E
[∥∥U (Jk −G(x∗)) e∥∥2
W
]
. (G.25)
Since, by assumption, both B and M† 12 commute with S, so does their composition
A def= BM† 12 . Applying Lemma G.4.4, we get
E
[∥∥∥BM† 12 (Jk+1 −G(x∗))∥∥∥2] = ∥∥∥(I − E [S]) 12BM† 12 (Jk −G(x∗))∥∥∥2
+
∥∥∥E [S] 12 BM† 12 (G(xk)−G(x∗))∥∥∥2 .(G.26)
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Adding α-multiple of (G.26) for C =M† 12 to (G.25) yields
E
[∥∥xk+1 − x∗∥∥2]+ αE [∥∥∥B (M† 12 (Jk+1 −G(x∗)))∥∥∥2]
≤ (1− ασ′)∥∥xk − x∗∥∥2 + 2α2
n2
E
[∥∥U (G(xk)−G(x∗)) e∥∥2
W
]
+
2α2
n2
E
[‖U(Jk −G(x∗))e‖2W]+ α ∥∥∥(I − E [S]) 12 (B (M† 12 (Jk −G(x∗))))∥∥∥2
+α
∥∥∥E [S] 12 (B (M† 12 (G(xk)−G(x∗))))∥∥∥2 − α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
(G.13)
≤ (1− ασ′)∥∥xk − x∗∥∥2 + (1− ασ′)αE [∥∥∥B (M† 12 (Jk −G(x∗)))∥∥∥2]
+
2α2
n2
E
[‖U(G(xk)−G(x∗))e‖2W]+ α ∥∥∥E [S] 12 (B (M† 12 (G(xk)−G(x∗))))∥∥∥2
−α
n
∥∥∥M† 12 (G(xk)−G(x∗))∥∥∥2
(G.14)
≤ (1− ασ′)
(∥∥xk − x∗∥∥2 + αE [∥∥∥B (M† 12 (Jk −G(x∗)))∥∥∥2]) .
Above, we have used (G.13) with X = Jk−G(x∗) and (G.14) with X = G(xk)−G(x∗).
G.4.2 Proof of Theorem 7.3.2
First, due to our choice of S we have E [S(x)] = Diag(p)x and at the same time S and
M† 12 commute. Next, (7.6) implies
E
[∥∥∥U(M 12x)∥∥∥2
W
]
= ‖x‖2
M
1
2 E[
∑
i∈S pi−1eiei>W
∑
i∈S pi−1eiei>]M
1
2
≤ ‖x‖2p−1◦w.
In order to satisfy (G.13) and (G.14) it remains to have (we substituted y = M†
1
2x):
2α‖y‖2p−1◦w +
∥∥∥(I − E [S]) 12 B(y)∥∥∥2 ≤ (1− ασ)‖B(y)‖2, (G.27)
2α‖y‖2p−1◦w +
∥∥∥(E [S]) 12 B(y)∥∥∥2 ≤ ‖y‖2. (G.28)
Let us consider B to be the operator corresponding to the left multiplication with
matrix Diag(b). Thus for satisfy (G.13) it suffices to have for all i ∈ [d]:
2αmipi
−1 + b2i (1− pi) ≤ b2i (1− ασ) ⇒ 2αmipi−1 + b2iασ ≤ b2i pi.
For (G.14) it suffices to have for all i ∈ [d]
2αmipi
−1 + b2i pi ≤ 1.
It remains to notice that choice b2i =
1
2pi
and α = mini
pi
4mi+σ
is valid.
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Appendix H
Appendix for Chapter 8
H.1 Remaining algorithms
H.1.1 Local GD with variance reduction
In this section, we present variance reduced local gradient descent with partial aggrega-
tion. In particular, the proposed algorithm (Algorithm 60) incorporates control variates
to Algorithm 19. Therefore, the proposed method can be seen as a special case of Algo-
rithm 20 with m = 1. We thus present it for pedagogical purposes only, as it might shed
additional insights into our approach. In particular, the update rule of proposed method
will be
xk+1 = xk − αgk,
where
gk
def
=
{
p−1(λ∇Φ(xk)− n−1Ψk) + n−1Jk + n−1Ψk with probability p
(1− p)−1(∇f(xk)− n−1Jk) + n−1Jk + n−1Ψk with probability 1− p
for some control variates vectors Jk,Ψk ∈ Rnd. A quick check gives
E
[
gk |xk] = ∇f(xk) + λ∇Φ(xk) = ∇F (xk),
thus the direction we are taking is unbiased regardless of the value of control variates
Jk,Ψk. The goal is to make control variates Jk,Ψk correlated1 with n∇f(xk) and
nλ∇Φ(xk). One possible solution to the problem is for Jk,Ψk to track most recently
observed values of n∇f(·) and nλ∇Φ(·), which corresponds to the following update rule
(
Ψk+1,Jk+1
)
=
{(
nλ∇Φ(xk),Jk) with probability p(
Ψk, n∇f(xk)) with probability 1− p.
A specific, distributed implementation of the described method is presented as Algo-
rithm 60. The only communication between the devices takes place when the average
model x¯k is being computed (with probability p), which is analogous to standard local
SGD. Therefore we aim to set p rather small.
Note that Algorithm 60 is a particular special case of SAGA with importance sam-
pling [165]; thus, we obtain convergence rate of the method for free. We state it as
Theorem H.1.1.
1Specifically we aim to have Corr
[
Jk, n∇f(xk)]→ 1 and Corr [n−1Ψk, λ∇Φ(xk)]→ 1 as xk → x∗.
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Algorithm 60 Variance reduced local gradient descent
Input: x01 = · · · = x0n ∈ Rd, stepsize α, probability p
J01 = · · · = J0n = Ψ01 = · · · = Ψ0n = 0 ∈ Rd
for k = 0, 1, 2, . . . do
ξ = 1 with probability p and 0 with probability 1− p
if ξ then
All Devices i = 1, . . . , n:
Compute ∇fn(xkn)
xk+1n = x
k
t − α
(
n−1(1− p)−1∇fn(xkn)− n−1 p1−pJkn + n−1Ψkn
)
Set Jk+1n = ∇fn(xkn), Ψk+1n = Ψkn
else
Master computes the average x¯k = 1
n
∑n
i=1 x
k
i
Master does for all i = 1, . . . , n:
Set xk+1n = x
k
n − α
(
λ
np
(xkn − x¯k)− (p−1 − 1)n−1Ψkn + n−1Jkn
)
Set Ψk+1n = λ(x
k
n − x¯k), Jk+1n = Jkn
end if
end for
Theorem H.1.1. Let Assumption 8.3.1 hold. Set α = nmin
{
P (1−p)
4L+µ
, p
4λ+µ
}
. Then,
iteration complexity of Algorithm 60 is
max
{
4L+ µ
µ(1− p) ,
4λ+ µ
µp
}
log
1
ε
.
Proof. Clearly,
F (x) = f(x) + λΦ(x) =
1
2
2f(x)︸ ︷︷ ︸
def
=f(x)
+ 2λΦ(x)︸ ︷︷ ︸
def
=ψ(x)
 .
Note that ψ is 2λ
n
-smooth and f is 2L
n
-smooth. At the same time, F is µ
n
-strongly convex.
Using convergence theorem of SAGA with importance sampling from [165, 52], we get
E
[
F (xk) +
α
2
Υ(Jk,Ψk)
]
≤
(
1− αµ
n
)k (
F (x0) +
α
2
Υ(J0,Ψ0)
)
,
where
Υ(Jk,Ψk)
def
=
4
n2
n∑
n=1
(‖Ψkn − λ(x∗n − x¯∗)‖2 + ‖Jkn −∇fn(x∗n)‖2)
and
α = nmin
{
(1− p)
4L+ µ
,
p
4λ+ µ
}
,
as desired.
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Corollary H.1.2. Iteration complexity of Algorithm 60 is minimized for p = 4λ+µ
4λ+4L+2µ
,
which yields complexity 4
(
λ
µ
+ L
µ
+ 1
2
)
log 1
ε
. The communication complexity is mini-
mized for any p ≤ 4λ+µ
4λ+4L+2µ
, in which case the total number of communication rounds to
reach ε-solution is
(
4λ
µ
+ 1
)
log 1
ε
.
As a direct consequence of Corollary H.1.2 we see that the optimal choice of p that
minimizes both communication and number of iterations to reach ε solution of prob-
lem (8.2) is p = 4λ+µ
4λ+4L+2µ
.
Remark 34. While both Algorithm 60 and Algorithm 20 are a special case of SAGA, the
practical version of variance reduced local SGD (presented in Section H.1.3) is not. In
particular, we wish to run the SVRG-like method locally in order to avoid storing the
full gradient table.2 Therefore, variance reduced local SGD that will be proposed in Sec-
tion H.1.3 is neither a special case of SAGA nor a special case of SVRG (or a variant of
SVRG). However, it is still a special case of a GJS from Chapter 5.
As mentioned, Algorithm 20 is a generalization of Algorithm 60 when the local sub-
problem is a finite sum. Note that Algorithm 60 constructs a control variates for both
local subproblem and aggregation function Φ and constructs corresponding unbiased gra-
dient estimator. In contrast, Algorithm 20 constructs extra control variates within the
local subproblem in order to reduce the variance of gradient estimator coming from the
local subsampling.
H.1.2 Efficient implementation of L2SGD+
Here we present an efficient implementation of L2SGD+ as Algorithm 61 so that we do
not have to communicate control variates. As a consequence, Algorithm 61 needs to
communicate on average p(1 − p)k times per k iterations, while each communication
consists of sending only local models to the master and back.
H.1.3 Local SGD with variance reduction – general method
In this section, we present a fully general variance reduced local SGD. We consider a
more general instance of (8.2) where each local objective includes a possibly nonsmooth
regularizer, which admits a cheap evaluation of proximal operator. In particular, the
objective becomes
min
x∈Rdn
F (x)
def
=
1
N
n∑
i=1
(
mi∑
j=1
f i,j(xi)
)
︸ ︷︷ ︸
=N
n
fn(x)︸ ︷︷ ︸
=f(x)
+λ
1
2n
n∑
i=1
‖xi − x¯‖2︸ ︷︷ ︸
=Φ(x)
+
n∑
i=1
ψi(xi)︸ ︷︷ ︸
def
=ψ(x)
, (H.1)
2SAGA does not require storing a full gradient table for problems with linear models by memorizing
the residuals. However, in full generality, SVRG-like methods are preferable.
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Algorithm 61 L2SGD+: Loopless Local SGD with Variance Reduction (communication-
efficient implementation)
Input: x01 = · · · = x0n = x˜ ∈ Rd, stepsize α, probability p
Initialize control variates J0n = 0 ∈ Rd×m,Ψ0n = 0 ∈ Rd (for n = 1, . . . , n), initial coin
toss ξ−1 = 0
for k = 0, 1, 2, . . . do
ξk = 1 with probability p and 0 with probability 1− p
if ξk = 0 then
All Devices i = 1, . . . , n:
if ξk−1 = 1 then
Receive xki , c from Master
Reconstruct x¯k = x¯k−c using xki , x
k−c
i , c
Set xk = xk − cα 1
nm
Jkn1, J
k
n = J
k−c
n , Ψ
k
n = λ(x
k−c
i − x¯k),
end if
Sample j ∈ {1, . . . ,m} (uniformly at random)
gkn =
1
n(1−p)
(
∇f i,j(xkn)−
(
Jkn
)
:,j
)
+ J
k
n1
nm
+ Ψ
k
n
n
xk+1n = x
k
n − αgkn
Set (Jk+1i ):,j = ∇f i,j(xkn), Ψk+1n = Ψkn,
(Jk+1i ):,l = (J
k+1
i ):,l for all l 6= j
else
Master does for all i = 1, . . . , n:
if ξk−1 = 0 then
Set c = 0
Receive xki from Device and set x¯ =
1
n
∑n
i=1 x
k
i , x
k
i = x
k
i
end if
Set xk+1n = x
k
n − α
(
λ
np
(xkn − x¯)− p
−1−1
n
λ(x˜− x¯)
)
Set x˜ = xki
Set c = c+ 1
end if
end for
where mi is the number of data points owned by client i and N =
∑n
i=1 mi.
In order to squeeze a faster convergence rate from minibatch samplings, we will assume
that f i,j is smooth with respect to a matrix Mi,j (instead of scalar L˜i,j = λmaxMi,j).
Assumption H.1.3. Suppose that f i,j is Mi,j smooth (Mi,j ∈ Rd×d,Mi,j  0) and
convex for 1 ≤ j ≤ mi, 1 ≤ i ≤ n, i.e., for all x, y ∈ Rd we have
f i,j(y) + 〈∇f i,j(y), x− y〉 ≤ f i,j(x) ≤ f i,j(y) + 〈∇f i,j(y), x− y〉+ 1
2
‖y − x‖2Mi,j .
(H.2)
Furthermore, assume that ψi is convex for 1 ≤ i ≤ n.
Our method (Algotihm 62) allows for arbitrary aggregation probability (same as Algo-
rithms 60, 20), arbitrary sampling of clients (to model the inactive clients) and arbitrary
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structure/sampling of the local objectives (i.e., arbitrary size of local datasets, arbitrary
smoothness structure of each local objective and arbitrary subsampling strategy of each
client). Moreover, it allows for the SVRG-like update rule of local control variates Jk,
which requires less storage given an efficient implementation.
To be specific, each device owns a distribution Di over subsets of mi. When the
aggregation is not performed (with probability 1 − p), a subset of active devices S is
selected (S follows arbitrary fixed distribution D). Each of the active clients (i ∈ S)
samples a subset of local indices Si ∼ Di and observe the corresponding part of local
Jacobian Gi(x
k)(:,Si) (where Gi(x
k)
def
= [∇f i,1(xk),∇f i,2(xk), . . .∇f i,mi(xk)). When
the aggregation is performed (with probability p) we evaluate x¯k and distribute it to
each device; using which each device computes a corresponding component of λ∇Φ(xk).
Those are the key components in constructing the unbiased gradient estimator (without
control variates).
It remains to construct control variates and unbiased gradient estimator. If the ag-
gregation is done, we just simply replace the last column of the gradient table. If the
aggregation is not done, we have two options – either keep replacing the columns of the
Jacobian table (in such case, we obtain a particular case of SAGA [37]) or do LSVRG-
like replacement [83, 106] (in such case, the algorithm is a particular case of GJS from
Chapter 5, but is not a special case of neither SAGA nor LSVRG. Note that LSVRG-like
replacement is preferrable in practice due to a better memory efficiency (one does not
need to store the whole gradient table) for the models other than linear.
In order to keep the gradient estimate unbiased, it will be convenient to define vector
pi ∈ Rmi such that for each j ∈ {1, . . . ,mi} we have P (j ∈ Si) = pi,j.
Next, to give a tight rate for any given pair of smoothness structure and sampling
strategy, we use a rather standard tool called Expected Separable Overapproximation
(ESO) assumption – it provides us with smoothness parameters of the objective which
“account” for the given sampling strategy.
Assumption H.1.4. Suppose that there is vi ∈ Rmi such for each client we have:
E
∥∥∥∥∥∑
j∈Si
M
1
2
i,jhi,j
∥∥∥∥∥
2
 ≤ mi∑
j=1
pi,jvi,j ‖hi,j‖2 , (H.3)
for all 1 ≤ i ≤ n, hi,j ∈ Rmi , and j ∈ {1, . . . ,mi}.
Lastly, denote pi to be the probability that worker i is active and 1
(Nt) ∈ Rmi to be
the vector of ones.
The resulting algorithm is stated as Algorithm 62.
Next, Theorems H.1.5 and H.1.6 present convergence rate of Algorithm 62 (SAGA and
SVRG variant, respectively).
Theorem H.1.5. Suppose that Assumptions H.1.3 and H.1.4 hold. Let
α = min
{
min
j∈{1,...,mi},1≤i≤n
N(1− p)pi,jpi
4vj +N
µ
n
,
np
4λ+ µ
}
.
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Algorithm 62 L2SGD++: Loopless Local SGD with Variance Reduction and Partial Par-
ticipation
Input: x01, . . . x
0
n ∈ Rd, # parallel units n, each of them owns mi data points (for
1 ≤ i ≤ n), distributions Dt over subsets of {1, . . . ,mi}, distribution D over subsets
of {1, 2, . . . n}, aggregation probability p, stepsize α
J0i = 0 ∈ Rd×mi ,Ψ0i = 0 ∈ Rd (for i = 1, . . . , n)
for k = 0, 1, 2, . . . do
ξ = 1 with probability p and 0 with probability 1− p
if ξ = 0 then
Sample S ∼ D
All Devices i ∈ S:
Sample Si ∼ Di; Si ⊆ {1, . . . ,mi} (independently on each machine)
Observe ∇f i,j(xki ) for all j ∈ Si
gki =
1
N(1−p)pi
(∑
j∈Si p
−1
i,j
(
∇f i,j(xki )−
(
Jki
)
:,j
))
+ 1
N
Jki 1
(Nt) + i−1Ψki
xk+1i = proxαψi(x
k
i − αgki )
For all j ∈ {1, . . . ,mi} set Jk+1:,j =

{
∇f i,j(xki ) if j ∈ Si
Jk:,j otherwise
if SAGA{
∇f i,j(xki ); w. p. pi
Jk:,j otherwise
if L− SVRG
Set Ψk+1i = Ψ
k
i
All Devices i 6∈ S:
gki =
1
N
Jki 1
(Nt) + i−1Ψki
xk+1i = proxαψi(x
k
i − αgki )
Set Jk+1i = J
k
i ,Ψ
k+1
i = Ψ
k
i
else
Master computes the average x¯k = 1
n
∑n
i=1 x
k
i
Master does for all i = 1, . . . , n:
gki = p
−1λ(xki − x¯k)− (p−1 − 1)i−1Ψki + 1NJki 1(Nt)
Set xk+1i = proxαψi
(
xki − αgki
)
Set Ψk+1i = λ(x
k
i − x¯k), Jk+1i = Jki
end if
end for
Then the iteration complexity of Algorithm 62 (SAGA option) is
max
{
max
j∈{1,...,mi},1≤i≤n
(
4vj
n
N
+ µ
µ(1− p)pi,jpi
)
,
4λ+ µ
pµ
}
log
1
ε
.
Theorem H.1.6. Suppose that Assumptions H.1.3 and H.1.4 hold. Let
α = min
{
min
j∈{1,...,mi},1≤i≤n
N(1− p)pi
4
vj
pi,j
+N µ
n
p−1i
,
pn
4λ+ µ
}
.
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Then the iteration complexity of Algorithm 62 (LSVRG option) is
max
{
max
j∈{1,...,mi},1≤i≤n
(
4vj
n
Npi,j
+ µp−1i
piµ(1− p)
)
,
4λ+ µ
pµ
}
log
1
ε
.
Remark 35. Algotihm 60 is a special case of Algorithm 20 which is in turn special case
of Algorithm 62. Similarly, Theorem 60 is a special case of Theorem 8.5.2 which is again
special case of Theorem H.1.5.
H.1.4 Local stochastic algorithms
In this section, we present two more algorithms – Local SGD with partial variance reduc-
tion (Algorithm 64) and Local SGD without variance reduction (Algorithm 63). While
Algorithm 63 uses no control variates at all (thus is essentially Algorithm 19 where lo-
cal gradient descent steps are replaced with local SGD steps), Algorithm 64 constructs
control variates for Φ only, resulting in locally drifted SGD algorithm (with the constant
drift between each consecutive rounds of communication). While we do not present the
convergence rates of the methods here, we shall notice they can be easily obtained using
the framework from [55].
Algorithm 63 Loopless Local SGD (L2SGD)
Input: x01 = · · · = x0n ∈ Rd, stepsize α, probability p
for k = 0, 1, 2, . . . do
ξ = 1 with probability p and 0 with probability 1− p
if ξ = 0 then
All Devices i = 1, . . . , n:
Sample j ∈ {1, . . . ,m} (uniformly at random)
gki =
1
n(1−p)
(∇f i,j(xki ))
xk+1i = x
k
i − αgki
else
Master computes the average x¯k = 1
n
∑n
i=1 x
k
i
Master does for all i = 1, . . . , n:
gki =
λ
np
(xki − x¯k)
Set xk+1i = x
k
i − αgki
end if
end for
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Algorithm 64 Loopless Local SGD with partial variance reduction (L2SGD2)
Input: x01 = · · · = x0n ∈ Rd, stepsize α, probability p
Ψ0i = 0 ∈ Rd (for i = 1, . . . , n)
for k = 0, 1, 2, . . . do
ξ = 1 with probability p and 0 with probability 1− p
if ξ = 0 then
All Devices i = 1, . . . , n:
Sample j ∈ {1, . . . ,m} (uniformly at random)
gki =
1
n(1−p)
(∇f i,j(xki ))+ 1nΨki
xk+1i = x
k
i − αgki
Set Ψk+1i = Ψ
k
i
else
Master computes the average x¯k = 1
n
∑n
i=1 x
k
i
Master does for all i = 1, . . . , n:
gki =
λ
np
(xki − x¯k)− p
−1−1
n
Ψki
Set xk+1i = x
k
i − αgki
Set Ψk+1i = λ(x
k
i − x¯k)
end if
end for
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H.2 Missing lemmas and proofs
H.2.1 Gradient and Hessian of Φ
Lemma H.2.1. Let I be the d×d identity matrix and In be n×n identity matrix. Then,
we have
∇2Φ(x) = 1
n
(
In − 1
n
ee>
)
⊗ I and ∇Φ(x) = 1
n

x−

x¯
...
x¯
x¯
x¯
...
x¯


.
Furthermore, LΦ =
1
n
.
Proof. Let O the d× d zero matrix and let
Qi
def
= [O, . . . ,O︸ ︷︷ ︸
i−1
, I,O, . . . ,O︸ ︷︷ ︸
n−i
] ∈ Rd×dn
and Q
def
= [I, . . . , I] ∈ Rd×dn. Note that xi = Qix, and x¯ = 1nQx. So,
Φ(x) =
1
2n
n∑
i=1
∥∥∥∥Qix− 1nQx
∥∥∥∥2 = 12n
n∑
i=1
∥∥∥∥(Qi − 1nQ
)
x
∥∥∥∥2 .
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The Hessian of Φ is
∇2Φ(x) = 1
n
n∑
i=1
(
Qi − 1
n
Q
)>(
Qi − 1
n
Q
)
=
1
n
n∑
i=1
(
Q>i Qi −
1
n
Q>i Q−
1
n
Q>Qi +
1
n2
Q>Q
)
=
1
n
n∑
i=1
Q>i Qi −
1
n
n∑
i=1
1
n
Q>i Q−
1
n
n∑
i=1
1
n
Q>Qi +
1
n
n∑
i=1
1
n2
Q>Q
=
1
n
n∑
i=1
Q>i Qi −
1
n2
Q>Q
=
1
n

(
1− 1
n
)
I − 1
n
I − 1
n
I · · · − 1
n
I
− 1
n
I
(
1− 1
n
)
I − 1
n
I · · · − 1
n
I
− 1
n
I − 1
n
I
(
1− 1
n
)
I · · · − 1
n
I
...
...
...
...
− 1
n
I − 1
n
I − 1
n
I · · · (1− 1
n
)
I

=
1
n

(
1− 1
n
) − 1
n
− 1
n
· · · − 1
n
− 1
n
(
1− 1
n
) − 1
n
· · · − 1
n
− 1
n
− 1
n
(
1− 1
n
) · · · − 1
n
...
...
...
...
− 1
n
− 1
n
− 1
n
· · · (1− 1
n
)
⊗ I
=
1
n
(
In − 1
n
ee>
)
⊗ I.
Notice that In − 1nee> is a circulant matrix, with eigenvalues 1 (multiplicity n − 1) and
0 (multiplicity 1). Since the eigenvalues of a Kronecker product of two matrices are the
products of pairs of eigenvalues of the these matrices, we have
λmax(∇2Φ(x)) = λmax
(
1
n
(
In − 1
n
ee>
)
⊗ I
)
=
1
n
λmax
(
In − 1
n
ee>
)
=
1
n
.
So, LΦ =
1
n
.
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The gradient of Φ is given by
∇Φ(x) = 1
n
n∑
i=1
(
Qi − 1
n
Q
)>(
Qi − 1
n
Q
)
x
=
1
n
n∑
i=1
(
Q>i Qi −
1
n
Q>i Q−
1
n
Q>Qi +
1
n2
Q>Q
)
x
=
1
n
n∑
i=1


0
...
0
xi
0
...
0

−

0
...
0
x¯
0
...
0

−

xi/n
...
xi/n
xi/n
xi/n
...
xi/n

+

x¯/n
...
x¯/n
x¯/n
x¯/n
...
x¯/n


=
1
n

n∑
i=1

0
...
0
xi
0
...
0

−
n∑
i=1

0
...
0
x¯
0
...
0

−
n∑
i=1

xi/n
...
xi/n
xi/n
xi/n
...
xi/n

+
n∑
i=1

x¯/n
...
x¯/n
x¯/n
x¯/n
...
x¯/n


=
1
n

x−

x¯
...
x¯
x¯
x¯
...
x¯

−

x¯
...
x¯
x¯
x¯
...
x¯

+

x¯
...
x¯
x¯
x¯
...
x¯


=
1
n

x−

x¯
...
x¯
x¯
x¯
...
x¯


.
H.2.2 Proof of Theorem 8.3.2
For any λ, θ ≥ 0 we have
f(x(λ)) + λΦ(x(λ)) ≤ f(x(θ)) + λΦ(x(θ)) (H.4)
f(x(θ)) + θΦ(x(θ)) ≤ f(x(λ)) + θΦ(x(λ)). (H.5)
392
By adding inequalities (H.4) and (H.5), we get
(θ − λ)(Φ(x(λ))− Φ(x(θ))) ≥ 0,
which means that Φ(x(λ)) is decreasing in λ. Assume λ ≥ θ. From the (H.5) we get
f(x(λ)) ≥ f(x(θ)) + θ(Φ(x(θ))− Φ(x(λ))) ≥ f(x(θ)),
where the last inequality follows since θ ≥ 0 and since Φ(x(θ)) ≥ Φ(x(λ)). So, f(x(λ))
is increasing.
Notice that since Φ is a non-negative function and since x(λ) minimizes F and
Φ(x(∞)) = 0, we have
f(x(0)) ≤ f(x(λ)) ≤ f(x(λ)) + λΦ(x(λ)) ≤ f(x(∞)),
which implies (8.5) and (8.6).
H.2.3 Proof of Theorem 8.3.3
The equation ∇F (x∗(λ)) = 0 can be equivalently written as
∇fi(x∗i (λ)) + λ(x∗i (λ)− x∗(λ)) = 0, i = 1, 2, . . . , n,
which is identical to (8.7). Averaging these identities over i, we get x∗(λ) = x∗(λ) −
1
λ
1
n
∑n
i=1∇fi(x∗i (λ)), which implies
n∑
i=1
∇fi(x∗i (λ)) = 0.
Further, we have
Φ(x∗(λ)) =
1
2n
n∑
i=1
‖x∗i (λ)− x∗(λ)‖2 =
1
2nλ2
n∑
i=1
‖∇fi(x∗i (λ))‖2 =
1
2λ2
‖∇f(x∗(λ))‖2 ,
as desired.
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H.2.4 Proof of Lemma 8.4.2
We first have
E
[‖g(x)−G(x∗)‖2] = (1− p)∥∥∥∥∇f(x)1− p − ∇f(x∗)1− p
∥∥∥∥2 + p ∥∥∥∥λ∇Φ(x)p − λ∇Φ(x∗)p
∥∥∥∥2
=
1
1− p ‖∇f(x)−∇f(x
∗)‖2 + λ
2
p
‖∇Φ(x)−∇Φ(x∗)‖2
≤ 2Lf
1− pDf (x, x
∗) +
2λ2LΦ
p
DΦ(x, x
∗)
=
2L
n(1− p)Df (x, x
∗) +
2λ2
np
DΦ(x, x
∗).
Since Df + λDΦ = DF and ∇F (x∗) = 0, we can continue:
E
[‖g(x)−G(x∗)‖2] ≤ 2
n
max
{
L
1− p,
λ
p
}
DF (x, x
∗)
=
2
n
max
{
L
1− p,
λ
p
}
(F (x)− F (x∗)) .
Next, note that
σ2 =
1
n2
n∑
i=1
(
1
1− p‖∇fi(x
∗
i )‖2 +
λ2
p
‖x∗i − x∗‖2
)
=
1
1− p ‖∇f(x
∗)‖2 + λ
2
p
‖∇Φ(x∗)‖2
= (1− p)
∥∥∥∥∇f(x∗)1− p
∥∥∥∥2 + p ∥∥∥∥λ∇Φ(x∗)p )
∥∥∥∥2
= E
[‖G(x∗)‖2] . (H.6)
Therefore, we have
E
[
‖g(x)‖2
]
≤ E
[
‖g(x)−G(x∗)‖2
]
+ 2E
[
‖G(x∗)‖2
]
Lemma 8.4.2+(H.6)
≤ 4L(F (x)− F (x∗)) + 2σ2
as desired.
H.2.5 Proof of Theorem 8.4.3
Follows from Lemma 8.4.2 by applying Theorem 3.1 from [60].
H.2.6 Proof of Corollary 8.4.4
Firstly, to minimize the total number of iterations, it suffices to minimize L which is
achieved with p∗ = λ
L+λ
. Let us look at the communication. Fix ε > 0, choose α = 1
2L
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and let k = 2nL
µ
log 1
ε
, so that (
1− µ
2nL
)k
≤ ε.
The expected number of communications to achieve this goal is equal to
Commp
def
= p(1− p)k
= p(1− p)
2 max
{
L
1−p ,
λ
p
}
µ
log
1
ε
=
2 max {pL, (1− p)λ}
µ
log
1
ε
.
The quantity Commp is minimized by choosing any p such that pL = (1−p)λ, i.e., for
p = λ
λ+L
= p∗, as desired. The optimal expected number of communications is therefore
equal to
Commp∗ =
2λ
λ+ L
L
µ
log
1
ε
.
H.2.7 Proof of Corollary 8.5.3
Firstly, to minimize the total number of iterations, it suffices to solve
min
p
max
{
4L˜+ µm
(1− p)µ ,
4λ+ µ
pµ
}
,
which is achieved with p = p∗ = 4λ+µ
4L˜+4λ+(m+1)µ
. The expected number of communications
to reach ε-solution is
Commp = p(1− p) max
{
4L˜+ µm
(1− p)µ ,
4λ+ µ
pµ
}
log
1
ε
=
max
{
p(4L˜+ µm), (1− p)(4λ+ µ)
}
µ
log
1
ε
.
Minimizing the above in p yield p = p∗ = 4λ+µ
4L˜+4λ+(m+1)µ
, as desired. The optimal
expected number of communications is therefore equal to
Commp∗ =
4λ+ µ
4L˜+ 4λ+ (m+ 1)µ
(
4
L˜
µ
+m
)
log
1
ε
.
H.2.8 Proof of Theorems 8.5.2, H.1.5, and H.1.6
Note first that Algorithm 20 is a special case of Algorithm 62, and Theorem 8.5.2 im-
mediately follows from Theorem H.1.5. Therefore it suffices to show Theorems H.1.5,
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and H.1.6. In order to do so, we will cast Algorithm 62 as a special case of GJS (Algo-
rithm 14). As a consequence, Theorem H.1.5 will be a special cases of Theorem 5.4.2.
Variance reduced local SGD as special case of GJS
Let Ω(i, j)
def
= j +
∑i−1
l=1 mi In order to case problem (H.1) as (5.1), denote n
def
= N + 1,
fΩ(i,j)(x)
def
= N+1
N
f i,j(xi) and fn
def
= (N + 1)Φ. Therefore the objective (H.1) becomes
min
x∈RNd
Υ(x)
def
=
1
n
n∑
j=1
f j(x) + ψ(x). (H.7)
Let v ∈ Rn−1 be such that vΩ(i,j) = N+1N vi,j and as a consequence of (H.3) we have
E
∥∥∥∥∥∑
j∈Si
M
1
2
i,jhi,j
∥∥∥∥∥
2
 ≤ mi∑
j=1
pi,jvΩ(i,j) ‖hi,j‖2 , ∀ 1 ≤ i ≤ n, ∀hi,j ∈ Rd, j ∈ {1, . . . ,mi}
(H.8)
At the same time, Υ is µ
def
= µ
n
strongly convex.
Proof of Theorem H.1.5 and Theorem H.1.6
Let e ∈ Rd be a vector of ones and pi ∈ RN is such that pij = pi,j if j ∈ {1, . . . ,mi},
otherwise pij = 0. Given the notation, random operator U is chosen as
UX =
(1− p)−1
∑n
i=1
(
p−1i e
(
(pi)
−1)>) ◦ (X:mi (∑j∈Si ejej>)) w.p. (1− p)
p−1X:,n w.p. p
We next give two options on how to update Jacobian – first one is SAGA-like, second
one is SVRG like.
SAGA-like: (SX):,mi =
{
X:,Si = X:mi
(∑
j∈Si ejej
>
)
, w.p. (1− p)pi,
0 w.p. (1− p)(1− pi) + p
(SX):,n =
{
X:,n w.p. p
0 w.p. 1− p
SVRG-like: (SX):,mi =
X:mibi; bi =
{
1 w.p. pi
0 w.p. 1− pi
w.p. (1− p)pi
0 w.p. (1− p)(1− pi) + p
(SX):,n =
{
X:,n w.p. p
0 w.p. 1− p .
We can now proceed with the proof of Theorem H.1.5 and Theorem H.1.6. As
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∇fi(x)−∇fi(y) ∈ Range (Mi), we must have
G(xk)−G(x∗) =M†M (G(xk)−G(x∗)) (H.9)
and
Jk −G(x∗) =M†M (Jk −G(x∗)) . (H.10)
Due to (H.10), (H.9), inequalities (5.12) and (5.13) with choice Y = M† 12 X become
respectively:
2α
n2
p−1‖M 12nY:,n‖2 + 2α
2
n2
(1− p)−1
n∑
i=1
E

∥∥∥∥∥∥p−1i
∑
j∈Si
p−1i,j M
1
2
i,jY:j
∥∥∥∥∥∥
2
+ ∥∥∥(I − E [S]) 12 B(Y)∥∥∥2
≤ (1− αµ)‖B(Y)‖2 (H.11)
2α
n2
p−1‖M 12nY:,n‖2 + 2α
2
n2
(1− p)−1
n∑
i=1
E

∥∥∥∥∥∥p−1i
∑
j∈Si
p−1i,j M
1
2
i,jY:j
∥∥∥∥∥∥
2
+ ∥∥∥(E [S]) 12 B(Y)∥∥∥2 ≤ 1
n
‖Y‖2
(H.12)
Above, we have used
E
[‖UXe‖2] = E [‖UM 12Ye‖2] = p−1‖M 12nY:,n‖2 + (1− p)−1 n∑
i=1
E

∥∥∥∥∥∥p−1i
∑
j∈Si
p−1i,j M
1
2
i,jY:j
∥∥∥∥∥∥
2
 .
Note that E [S(X)] = X ·Diag ((1− p)(p ◦ p), p) where p ∈ Rn−1 such that pΩ(i,j) =
pi,j. Using (H.8), setting B to be right multiplication with Diag(b) and noticing that
λmaxMn = nλ it suffices to have
2α
n
p−1λ+ (1− p)b2n ≤ (1− αµ)b2n
2α
n2
(1−p)−1p−1i,j p−1i vΩ(i,j) +(1−(1−p)pi,jpi)b2j ≤ (1−αµ)b2j ∀j ∈ {1, . . . ,mi}, i ≤ n
2α
n
p−1λ+ pb2n ≤
1
n
2α
n2
(1− p)−1p−1i,j p−1i vΩ(i,j) + (1− p)pi,jpib2j ≤
1
n
∀j ∈ {1, . . . ,mi}, i ≤ n
for SAGA case and
2α
n
p−1λ+ (1− p)b2n ≤ (1− αµ)b2n
2α
n2
(1−p)−1p−1i,j p−1i vΩ(i,j) +(1− (1−p)pipi)b2j ≤ (1−αµ)b2j ∀j ∈ {1, . . . ,mi}, i ≤ n
2α
n
p−1λ+ pb2n ≤
1
n
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2α
n2
(1− p)−1p−1i,j p−1i vΩ(i,j) + (1− p)pipib2j ≤
1
n
∀j ∈ {1, . . . ,mi}, i ≤ n
for LSVRG case.
It remains to notice that to satisfy the SAGA case, it suffices to set b2n =
1
2np
, b2Ω(i,j) =
1
2n(1−p)pi,jpi (for j ∈ {1, . . . ,mi}, i ≤ n) and α = min
{
minj∈{1,...,mi},1≤i≤n
n(1−p)pi,jpi
4vΩ(i,j)+nµ
, p
4λ+µ
}
.
To satisfy LSVRG case, it remains to set b2n =
1
2np
, b2Ω(i,j) =
1
2n(1−p)pipi (for j ∈
{1, . . . ,mi}, i ≤ n) and α = min
{
minj∈{1,...,mi},1≤i≤n
n(1−p)pi
4
vΩ(i,j)
pi,j
+nµp−1i
, p
4λ+µ
}
.
The last step to establish is to recall that n = N + 1, vΩ(i,j) =
N+1
N
vi,j and µ =
µ
n
and note that the iteration complexity is 1
αµ
log 1
ε
= n
αµ
log 1
ε
.
Proof of Theorem 8.5.2
To obtain convergence rate of Theorem 8.5.2, it remains to use Theorem H.1.5 with
pi = 1,mi = m (∀i ≤ n), where each machine samples (when the aggregation is not
performed) individual data points with probability 1
m
and thus pj =
1
m
(for all j ≤ N).
The last remaining thing is to realize that vj = L˜ for all j ≤ N .
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Appendix I
Appendix for Chapter 9
I.1 Missing lemmas and proofs from Section 9.3
I.1.1 Explicit update
Lemma I.1.1. Let x+ = arg miny〈g′, y−x〉+H′2 ‖x−y‖2+M
′
6
‖x−y‖3, where H ′,M ′ > 0.
Then we have
x+ = x− 2g
′
H ′ +
√
H ′2 + 2M ′‖g′‖
(I.1)
Proof. By first-order optimality conditions we have g′+H ′(x+−x)+M ′
2
‖x+−x‖(x+−x) =
0 which immediately yields
x+ = x− g
′
H ′ + M
′
2
‖x+ − x‖ . (I.2)
Rearranging the terms and taking the norm we have M
′
2
‖x+−x‖2+H ′‖x+−x‖+‖g′‖ = 0.
Solving the quadratic equation we arrive at
‖x+ − x‖ =
√
H ′2 + 2M ′‖g′‖ −H ′
M ′
.
Plugging it back to (I.2), we get (I.1).
I.1.2 Proof of Lemma 9.3.3
First, note that
Df (x
+, x)− 1
2
(x+ − x)>∇2f(x)(x+ − x)
=
∫ 1
0
〈∇f(x+ t(x+ − x))− f(x), x+ − x〉 dt− 1
2
(x+ − x)>∇2f(x)(x+ − x)
=
∫ 1
0
∫ 1
0
〈t∇2f(x+ st(x+ − x)), x+ − x, x+ − x〉 ds dt− 1
2
(x+ − x)>∇2f(x)(x+ − x)
=
∫ 1
0
∫ 1
0
〈t∇2f(x+ st(x+ − x))−∇2f(x), x+ − x, x+ − x〉 ds dt
=
∫ 1
0
∫ 1
0
∫ 1
0
〈t2s∇3f(x+ rst(x+ − x)), x+ − x, x+ − x, x+ − x〉 dr ds dt.
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Using (9.2) we get
|f(x+)− f(x) + 〈∇f(x),Sh〉+ 1
2
h>∇2Sf(x)h|
(9.2)
=
∣∣∣∣∫ 1
0
∫ 1
0
∫ 1
0
〈t2s∇3f(x+ rstSh),Sh,Sh,Sh〉 dr ds dt
∣∣∣∣
(9.4)
≤
∫ 1
0
∫ 1
0
∫ 1
0
t2sMS‖hS‖3 dr ds dt
=
MS
6
‖hS‖3.
I.1.3 Proof of Lemma 9.3.2
First, M ≥MS is trivial. At the same time M = MS if ∇3f(x) is identity tensor always
(which is clearly feasible) – thus the inequality is tight.
To show sharpness of MS ≥
(
τ
d
) 3
2 M , consider f(x) = 1
6
(x>e)3. In this case, we
have1 ∇3f(x) = [e]3 and S = ei. In such case, M = d 32 and MS = τ 32 . Note that f
is non-convex in this example. However, f is convex on a set where xe ≥ 0, hwere the
argument follows through.
I.2 Proofs for Section 9.6
I.2.1 Proof of Lemma 9.6.2
Let Tr (A) be a trace of square matrix A. We have
E [τ(S)] = E
[
Tr
(
Iτ(S)
)]
= E
[
Tr
(
S>S
(
S>S
)−1)]
= E
[
Tr
(
S
(
S>S
)−1
S>
)]
= Tr
(
E
[
S
(
S>S
)−1
S>
])
(9.7)
= Tr
(τ
d
Id
)
= τ.
I.2.2 Proof of Lemma 9.6.7
For any h′ ∈ Rd denote
ΩS(x;h
′) def= f(x) + 〈∇f(x),Zh′〉+ 1
2
〈∇2f(x)Zh′,Zh′〉+ H
6
‖Zh′‖3 + ψ(x+ Zh′)
and
TS(x
k)
def
= arg min
h′∈Rd
ΩS(x;h
′).
Then, for any fixed y ∈ Rd we have
F (xk+1)
(9.5)
≤ ΩS(xk;TS(xk)) ≤ ΩS(xk; y − xk).
1By [e] ∈ Rd×d×d we mean third order product of vector e.
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Therefore,
E
[
F (xk+1) |xk] ≤ E [ΩS(xk; y − xk)]
= f(xk) +
τ
d
〈∇f(xk), y − xk〉+ E
[
1
2
〈Z∇2f(xk)Z(y − xk), y − xk〉
]
+
M
6
E
[‖Z(y − xk)‖3]+ E [ψ(x+ Z(y − xk))] .
Let us get rid of the expectations above. Firstly, we have
E
[
ψ(x+ Z(y − xk))] = E [〈ψ′ ((Id − Z)xk + Zy) , e〉]
= E
[〈(
Id − Z)ψ′ (xk) , e〉]+ E [〈Zψ′ (y) , e〉]
=
(
1− τ
d
)
ψ(xk) +
τ
d
ψ(y).
For the cubed norm it can be estimated as follows
E
[‖Zh′‖3] ≤ ‖h′‖ · E [‖Zh′‖2] = τ
d
‖h′‖3, ∀h′ ∈ Rd.
Lastly, note that
E
[
Z∇2f(xk)Z]
= E
[
Z
(∇2f(xk)) 12 ]E [(∇2f(xk)) 12 Z]
+E
[(
Z
(∇2f(xk)) 12 − E [Z (∇2f(xk)) 12 ])(Z (∇2f(xk)) 12 − E [Z (∇2f(xk)) 12 ])>]
=
τ2
d2
∇2f(xk) + E
[(
Z− τ
d
Id
)
∇2f(xk)
(
Z− τ
d
Id
)]
≤ τ
2
d2
∇2f(xk) + LE
[(
Z− τ
d
Id
)2]
=
τ2
d2
∇2f(xk) + τ(d− τ)
d2
LId.
Therefore, we conclude
E
[
F (xk+1) |xk] ≤ f(xk) + τ
d
〈∇f(xk), y − xk〉+ τ(d− τ)
d2
· L
2
‖y − xk‖2
+
τ 2
d2
· 1
2
〈∇2f(xk)(y − xk), y − xk〉+ τ
d
· M
6
‖y − xk‖3
+
τ
d
ψ(y) +
(
1− τ
d
)
ψ(xk).
Finally, by convexity and from Lipschitz continuity of the Hessian (9.5), we have the
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following upper estimate:
〈∇f(xk), y − xk〉+ τ
d
· 1
2
〈∇2f(xk)(y − xk), y − xk〉
= d−τ
d
〈∇f(xk), y − xk〉
+ τ
d
(
〈∇f(xk), y − xk〉+ 1
2
〈∇2f(xk)(y − xk), y − xk〉
)
≤ d−τ
d
(
f(y)− f(xk)
)
+ τ
d
(
f(y)− f(xk) + M
6
‖y − xk‖3
)
≤ f(y)− f(xk) + M
6
‖y − xk‖3.
which completes the proof.
I.2.3 Proof of Theorem 9.6.8
Let us denote the following auxiliary sequences:
ak
def
= k2, Ak
def
= A0 +
k∑
i=1
ai, k ≥ 1,
and
A0
def
=
4
3
(
d
τ
)3
.
Then, we have an estimate
Ak = A0 +
k∑
i=1
i2 ≥ A0 +
k∫
0
x2dx = A0 +
k3
3
. (I.3)
Now, let us fix iteration counter k ≥ 0 and set
αk
def
=
d
τ
ak+1
Ak+1
⇔ 1− τ
d
αk =
Ak
Ak+1
.
Note that we have αk ≤ 1 by the choice of A0, since it holds
max
τ≥0
τ 2
A0 +
τ3
3
=
τ
d
.
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Let us plug y ≡ αkx∗ + (1− αk)xk into (9.8). By convexity we obtain
E
[
F (xk+1) |xk]
≤
(
1− τ
d
)
F (xk) +
τ
d
αkF
∗ +
τ
d
(1− αk)F (xk)
+
τ
d
(
d− τ
d
L‖xk − x∗‖2
2
α2k +
M‖xk − x∗‖3
3
α3k
)
=
Ak
Ak+1
F (xk) +
ak+1
Ak+1
F ∗ +
d
τ
d− τ
d
L‖xk − x∗‖2
2
(
ak+1
Ak+1
)2
+
(
d
τ
)2
M‖xk − x∗‖3
3
(
ak+1
Ak+1
)3
≤ Ak
Ak+1
F (xk) +
ak+1
Ak+1
F ∗ +
d− τ
2τ
LR2
(
ak+1
Ak+1
)2
+
(
d
τ
)2
MR3
3
(
ak+1
Ak+1
)3
.
Therefore, for the residual δk
def
= E
[
F (xk)
]− F ∗ we have the following bound
Ak+1δk+1 ≤ Akδk + d− τ
2τ
LR2
a2k+1
Ak+1
+
(
d
τ
)2
MR3
3
a3k+1
A2k+1
, k ≥ 0.
Summing up these inequalities for different k, we obtain
Akδk ≤ A0δ0 + d− τ
2τ
LR2
k∑
i=1
a2i
Ai
+
(
d
τ
)2
MR3
3
k∑
i=1
a3i
A2i
, k ≥ 1.
To finish the proof it remains to notice that
k∑
i=1
a2i
Ai
(I.3)
≤
k∑
i=1
i4
A0 +
1
3
i3
≤ 3
k∑
i=1
i ≤ 3k2,
and
k∑
i=1
a3i
A2i
(I.3)
≤
k∑
i=1
i6
(A0 +
1
3
i3)2
≤ 9k.
I.2.4 Proof of Theorem 9.6.10
Given that Assumption 9.6.9 (strong convexity) is satisfied, the following inequality holds
µ
2
‖x− x∗‖2 ≤ F (x)− F ∗, ∀xRd,
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and thus we have a bound for the radius of level sets (9.9):
R2 ≤ 2
µ
(F (x0)− F ∗).
Combining the above with (9.10) we obtain the following convergence estimate for k ≥ 1:
E
[
F (xk)− F ∗] ≤ (d− τ
τ
· 18L
µk
+
(d
τ
)2 · 18MR
µk2
+
1
1 + 1
4
(
τ
d
k
)3
)
· (F (x0)− F ∗).
Therefore, we get the linear decrease of the expected residual
E
[
F (xk)− F ∗] ≤ 1
2
(
F (x0)− F ∗),
as soon as the following three bounds for k are all reached:
1. d−τ
τ
· 18L
µk
≤ 1
6
⇔ k ≥ 108d−τ
τ
· L
µ
.
2.
(
d
τ
)2 · 18MR
µk2
≤ 1
6
⇔ k ≥ d
τ
√
108MR
µ
.
3. 1
1+ 1
4
(
τ
d
k3
)3 ≤ 16 ⇔ k ≥ dτ 201/3.
I.3 Proofs for Section 9.7
I.3.1 Several technical lemmas
It will be convenient to denote the Newton decrement as follows:
λf (x)
def
=
(
∇f(x)> (∇2f(x))−1∇f(x)) 12 (I.4)
and a sublevel set of x0 as χ0; i.e. χ0
def
= {x; f(x) ≤ f(x0)}.
Lemma I.3.1. (Local bounds) Suppose that x0 is such that
f(x0)− f(x∗) ≤ %4 2 (minx∈χ0 λmin∇
2
Sf(x))
4
LM2S‖S‖2
for some % > 0. Then, we have√
MS
2
‖S>∇f(xk)‖ 12 I  %∇2Sf(xk). (I.5)
Suppose further that f(x0)− f(x∗) ≤ ϕ2 µ(λmin∇
2
Sf(x
∗))
2
2M2S
for some ϕ > 0. Then we have
(1 + ϕ)−1∇2Sf(x∗)  ∇2Sf(xk)  (1 + ϕ)∇2Sf(x∗). (I.6)
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Lastly, if f(x0)− f(x∗) ≤ ω−1
(
2µ
3
2
(1+γ−1)M
)
where ω(y)
def
= y − log(1 + y) and γ > 0, we
have
f(xk)− f(x∗) ≤ 1
2
(1 + γ)λf (x
k)2. (I.7)
Proof. For the sake of simplicity, let x = xk and S = Sk throughout this proof. For the
first part, we have√
MS
2
‖S>∇f(x)‖ 12 Iτ(S) ≤
√
MS
2
‖S‖ 12‖∇f(x)‖ 12 Iτ(S)
≤
√
MS
2
‖S‖ 12 2 14L 14 (f(x0)− f(x∗)) 14 Iτ(S)
≤ %min
x∈χ0
λmin∇2Sf(x)Iτ(S)
≤ %∇2Sf(x).
For the second part, we have
∇2Sf(xk)−∇2Sf(x∗)  MS‖xk − x∗‖Iτ(S)
 MS
√
2(f(xk)− f(x∗))
µ
Iτ(S)
 MS
√
2(f(x0)− f(x∗))
µ
Iτ(S)
 ϕ∇2Sf(x∗).
Therefore, we can conclude that ∇2Sf(x)  (1 + ϕ)∇2Sf(x∗). Analogously we can show
∇2Sf(x∗)  (1 + ϕ)∇2Sf(x) and thus (I.6) follows.
Lastly, if f(x0)− f(x∗) ≤ ω
(
2µ
3
2
(1+γ−1)M
)
, then due to [154] we have
ω
(
λf (x
k)
) ≤ f(xk)− f(x∗) ≤ f(x0)− f(x∗) ≤ ω( 2µ 32
(1 + γ−1)M
)
and thus λf (x
k) ≤ 2µ
3
2
(1+γ−1)M . Now (I.7) follows from Lemma I.3.2 and Lemma I.3.3.
Lemma I.3.2. Function f is M
µ
3
2
self-concordant.
Proof.
M
µ
3
2
‖u‖3∇2f(x) ≥M‖u‖3 ≥ ∇3f(x)[u, u, u]
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Lemma I.3.3. Consider any γ ∈ R+ and suppose that f is ς self-concordant. Then if
λf (x) <
2
(1+γ−1)ς we have
f(x)− f(x∗) ≤ 1
2
(1 + γ)λf (x)
2 (I.8)
Proof. Define ω∗(z)
def
= −z − ln(1− z). Note first that, h(x) def= ς2
4
f(x) is 2 self concor-
dant [154]. As a consequence, if λh(x) < 1 we have [154]
h(x)− h(x∗) ≤ ω∗(λh(x)).
If further λh(x) ≤ 11+γ−1 due to Lemma I.3.4, we get
ω∗(λh(x)) ≤ (1 + γ) λh(x)
2
2
.
As λh(x) =
ς
2
λf (x), we get (I.8).
Lemma I.3.4. Let c ∈ R+ and 0 ≤ y ≤ 1
1+c
. Then we have ω∗(y) ≤
(
1 + 1
c
)
y2
2
.
Proof. Clearly ω∗(y) =
∑∞
i=2
yi
i
and thus function
(
1 + 1
c
)
y2
2
− ω∗(y) is non-increasing
for y ≥ 0. Therefore, it suffices to check verify (1 + 1
c
)
1
2(1+c)2
− ω∗( 11+c) ≥ 0, which is
easy task for Mathematica, see Figure I.1.
Figure I.1: Proof of
(
1 + 1
c
)
1
2(1+c)2
− ω∗( 11+c) ≥ 0 for all c > 0.
I.3.2 Proof of Lemma 9.7.1
Note that the update rule of SSCN yields immediately (using first-order optimality condi-
tions)
− S>∇f(x) =
(
∇2Sf(x) +
1
2
MS‖x+ − x‖Iτ(S)
)(
x+ − x) (I.9)
and therefore
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∥∥S>∇f(x)∥∥ 12 = ((x+ − x)>(∇2Sf(x) + 12MS‖x+ − x‖I
)2 (
x+ − x)) 14
≥
((
x+ − x)>(1
2
MS‖x+ − x‖I
)2 (
x+ − x)) 14
=
√
MS
2
‖x+ − x‖. (I.10)
Furthermore, taking dot product of (I.9) with (x+ − x) yields〈
S>∇f(x), x+ − x〉+ 〈∇2Sf(x) (x+ − x) , x+ − x〉+ 12MS‖x+ − x‖3 = 0
and thus
f(x)− f(x+)
(9.5)
≥ 〈S>∇f(x), x− x+〉− 1
2
〈∇2Sf(x)(x+ − x), x+ − x〉− MS6 ‖x+ − x‖3
=
1
2
〈∇2Sf(x)(x+ − x), x+ − x〉+ MS3 ‖x+ − x‖3
(∗)
≥ 1
2
(
x+ − x)>(∇2Sf(x) + 12MS‖x+ − x‖I
)(
x+ − x)
(I.9)
=
1
2
∇f(x)>S
(
∇2Sf(x) +
1
2
MS‖x+ − x‖I
)−1
S>∇f(x)
(I.10)
≥ 1
2
∇f(x)>S
(
∇2Sf(x) +
√
MS
2
‖S>∇f(x)‖ 12 I
)−1
S>∇f(x).
Above, in inequality (∗) we have used the fact that matrix (∇2Sf(x) + 12MS‖x+ − x‖Iτ(S))
is invertible since f is strongly convex and thus ∇2Sf(x)  0.
I.3.3 Proof of Theorem 9.7.2
First, suppose that f(x0) − f(x∗) ≤ %4 2(minx∈χ0 λmin∇
2
Sf(x))
4
LM2S‖S‖2
for some % > 0. Using the
fact that ∇2Sf(x) is invertible (S has full column rank and ∇2f(x)  0) we have
E
[
1
2
‖S>∇f(xk)‖2
(H(xk))−1
]
(I.5)
≥ E
[
1
2
∇f(x)>S ((1 + %)∇2Sf(x))−1 S>∇f(x)]
=
1
2(1 + %)
∇f(x)>E
[
S
(∇2Sf(x))−1 S>]∇f(x). (I.11)
If further f(x0)− f(x∗) ≤ ϕ2 µ(λmin∇
2
Sf(x
∗))
2
2M2S
for some ϕ > 0 we get
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E
[
1
2
‖S>∇f(xk)‖2
(H(xk))
−1
]
(I.11)
≥
∇f(x)>E
[
S (∇2Sf(x))−1 S>
]
∇f(x)
2(1 + %)
(I.6)
≥
∇f(x)>E
[
S (∇2Sf(x∗))−1 S>
]
∇f(x)
2(1 + %)(1 + ϕ)
(9.13)
≥
∇f(x)>
(
ζ (∇2f(x∗))−1
)
∇f(x)
2(1 + %)(1 + ϕ)
(I.6)
≥ ζλf (x)
2
2(1 + %)(1 + ϕ)2
(I.12)
Lastly, if if f(x0)−f(x∗) ≤ ω−1
(
2µ
3
2
(1+γ−1)M
)
where ω(y)
def
= y− log(1+y) and γ > 0,
we get
E
[
1
2
‖S>∇f(xk)‖2
(H(xk))
−1
]
(I.12)
≥ ζλf (x)
2
2(1 + %)(1 + ϕ)2
(I.7)
≥ ζ(f(x)− f(x
∗))
(1 + %)(1 + ϕ)2(1 + γ)
and thus (9.14) follows. In particular for any %, ϕ, γ > 0, we can choose
δ = min
{
%4
2 (minx∈χ0 λmin∇2Sf(x))4
LM2S
, ϕ2
µ (λmin∇2Sf(x∗))2
2M2S
, ω−1
(
2µ
3
2
(1 + γ−1)M
)}
and
ε = 1− 1
(1 + %)(1 + ϕ)2(1 + γ)
.
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Appendix J
Appendix for Chapter 10
J.1 Proofs for Section 10.3
J.1.1 Proof of Lemma 10.3.2
First note that Z is a self-adjoint positive operator and thus so is E [Z] . Consequently.
θ
(10.13)
= inf
x∈Range(A∗)
〈E [Z]x, x〉
〈x, x〉
(10.12)
= inf
x∈Range(E[Z])
〈E [Z]x, x〉
〈x, x〉
Lemma J.8.8 item 2
= inf
x∈X
〈
E [Z]E [Z]† x,E [Z]† x
〉
〈
E [Z]† x,E [Z]† x
〉
Lemma J.8.8 item 1
= inf
x∈X
〈
E [Z]† x, x
〉
〈
E [Z]† x,E [Z]† x
〉
Lemma J.8.4
= inf
z∈Range((E[Z]†)1/2)
〈z, z〉〈
E [Z]† z, z
〉 (set z = (E [Z]†)1/2x)
(J.48)
=
1∥∥∥E [Z]†∥∥∥ . (J.1)
For the bounds (10.14) we have that
ν
(10.13)
= sup
x∈Range(A∗)
E
[〈
E [Z]† Zx,Zx
〉]
〈E [Z]x, x〉
≤ sup
x∈Range(A∗)
∥∥∥E [Z]†∥∥∥E [‖Zx‖22]
〈E [Z]x, x〉
=
∥∥∥E [Z]†∥∥∥
(J.1)
≤ 1
θ
.
To bound ν from below we use that E [Z]† is self adjoint together with that the map
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X 7→
〈
XE [Z]†Xx, x
〉
is convex over the space of self-adjoint operators X ∈ L(X ) and
for a fixed x ∈ X . Consequently by Jensen’s inequality
E
[〈
ZE [Z]† Zx, x
〉]
≥
〈
E [Z]E [Z]† E [Z]x, x
〉
Lemma J.8.8 item 1
= 〈E [Z]x, x〉 .
(J.2)
Finally
ν
(J.2)
≥ sup
x∈Range(A∗)
〈E [Z]x, x〉
〈E [Z]x, x〉 = 1.
Lastly, to show (10.15) we have
Rank (A∗) (10.12)= Rank (E [Z])
Lemma J.8.3+ Lemma J.8.8 (5)
= Tr
(
E [Z]E [Z]†
)
= E
[
Tr
(
ZE [Z]†
)]
= E
[
Tr
(
ZE [Z]† Z
)]
≤ νE [Tr (Z)] Lemma J.8.3= νE [Rank (Z)] ,
where we used that
〈
E
[
ZE [Z]† Z
]
u, u
〉
≤ ν 〈E [Z]u, u〉 for every u ∈ Range (E [Z]) =
Range (A∗) = X .
Proof that X 7→
〈
XE [Z]†Xx, x
〉
= ‖Xx‖2E[Z]† is convex: Let G = E [Z]† then
‖(λX + (1− λ)Y)x‖2G = λ2 ‖Xx‖2G + (1− λ)2 ‖Yx‖2G + 2λ(1− λ) 〈xXGY, x〉
= −λ(1− λ) ‖(X−Y)x‖2G
+λ ‖Xx‖2G + (1− λ) ‖Yx‖2G
≤ λ ‖Xx‖2G + (1− λ) ‖Yx‖2G .
J.1.2 Technical lemmas to prove Theorem 10.3.3
Lemma J.1.1. For all k ≥ 0, the vectors yk − x∗, xk − x∗ and vk − x∗ belong to
Range (A∗) .
Proof. Note that x0 = y0 = x0 and in view of (10.8) we have x∗ ∈ x0 + Range (A∗) .
So y0−x∗ ∈ Range (A∗) , v0−x∗ ∈ Range (A∗) and x0−x∗ ∈ Range (A∗) . Assume
by induction that yk − x∗ ∈ Range (A∗) , vk − x∗ ∈ Range (A∗) and xk − x∗ ∈
Range (A∗) . Since gk ∈ Range (A∗) and xk+1 = yk − gk we have
xk+1 − x∗ = (yk − x∗)− gk ∈ Range (A∗) .
Moreover,
vk+1 − x∗ = β(vk − x∗) + (1− β)(yk − x∗)− γgk ∈ Range (A∗) .
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Finally
yk+1−x∗ = ηvk+1 +(1−η)xk+1−x∗ = η(vk+1−x∗)+(1−η)(xk+1−x∗) ∈ Range (A∗) .
Lemma J.1.2.
E
[
‖Zk(yk − x∗)‖2E[Z]† | yk
]
≤ ν ‖yk − x∗‖2E[Z] (J.3)
Proof. Since yk − x∗ ∈ Range (A∗) we have that
E
[
‖Zk(yk − x∗)‖2E[Z]† | yk
]
=
〈
E
[
ZkE [Z]†Zk
]
(yk − x∗), (yk − x∗)
〉
(10.13)
≤ ν 〈E [Z] (yk − x∗), (yk − x∗)〉
= ν ‖yk − x∗‖2E[Z] .
Lemma J.1.3.
‖yk − x∗‖2E[Z] = ‖yk − x∗‖2 − E
[‖xk+1 − x∗‖2 | yk] (J.4)
Proof.
E
[‖xk+1 − x∗‖2 | yk] = E [‖(I − Zk)(yk − x∗)‖2 | yk]
= 〈(I − E [Z])(yk − x∗), yk − x∗〉
= ‖yk − x∗‖2 − ‖yk − x∗‖2E[Z] .
J.1.3 Proof of Theorem 10.3.3
Let rk
def
= ‖vk − x∗‖2E[Z]† . It follows that
r2k+1 = ‖vk+1 − x∗‖2E[Z]†
= ‖βvk + (1− β)yk − x∗ − γZk(yk − x∗)‖2E[Z]†
= ‖βvk + (1− β)yk − x∗‖2E[Z]†︸ ︷︷ ︸
I
+γ2 ‖Zk(yk − x∗)‖2E[Z]†︸ ︷︷ ︸
II
−2γ
〈
β(vk − x∗) + (1− β)(yk − x∗),E [Z]†Zk(yk − x∗)
〉
︸ ︷︷ ︸
III
= I + γ2II − 2γIII. (J.5)
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The first term can be upper bounded as follows
I = ‖β(vk − x∗) + (1− β)(yk − x∗)‖2E[Z]†
= β2 ‖vk − x∗‖2E[Z]† + (1− β)2 ‖yk − x∗‖2E[Z]† + 2β(1− β) 〈vk − x∗, yk − x∗〉E[Z]†
(J.7)
= β ‖vk − x∗‖2E[Z]† + (1− β) ‖yk − x∗‖2E[Z]† − β(1− β) ‖vk − yk‖2E[Z]†
≤ βr2k + (1− β) ‖yk − x∗‖2E[Z]† , (J.6)
where in the third equality we used a form of the parallelogram identity
2 〈u, v〉 = ‖u‖2 + ‖v‖2 − ‖u− v‖2 , (J.7)
with u = vk − x∗ and v = yk − x∗.
Taking expectation with to Sk in the third term in (J.5) gives
E [III | yk, vk, xk] =
〈
βvk + (1− β)yk − x∗,E [Z]† E [Z] (yk − x∗)
〉
= 〈βvk + (1− β)yk − x∗, yk − x∗〉 (J.8)
=
〈
β
[
1
η
yk − 1− η
η
xk
]
+ (1− β)yk − x∗, yk − x∗
〉
=
〈
yk − x∗ + β 1− η
η
(yk − xk), yk − x∗
〉
= ‖yk − x∗‖2 + β 1− η
η
〈yk − xk, yk − x∗〉
= ‖yk − x∗‖2
−β 1− η
2η
(‖xk − x∗‖2 − ‖yk − xk‖2 − ‖yk − x∗‖2) (J.9)
where in the second equality (J.8) we used that yk−x∗ ∈ Range (A∗) (10.12)= Range (E [Z])
together with a defining property of pseudoinverse operators E [Z]† E [Z]w = w for all
w ∈ Range (E [Z]) . In the last equality (J.9) we used yet again the identity (J.7) with
u = yk − xk and v = yk − x∗.
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Plugging (J.6) and (J.9) into (J.5) and taking conditional expectation gives
E
[
r2k+1 | yk, vk, xk
]
= I + γ2E [II | yk]− 2γE [III | yk, vk, xk]
(J.6)+(J.9)+(J.3)
= βr2k + (1− β) ‖yk − x∗‖2E[Z]† + γ2ν ‖yk − x∗‖2E[Z]
−2γ ‖yk − x∗‖2
+γβ
1− η
η
(‖xk − x∗‖2 − ‖yk − xk‖2 − ‖yk − x∗‖2)
(J.4)+(10.14)
≤ βr2k +
1− β
θ
‖yk − x∗‖2 + γ2ν ‖yk − x∗‖2
−γ2νE [‖xk+1 − x∗‖2 | yk]− 2γ ‖yk − x∗‖2
+
(
β
1− η
2η
(‖xk − x∗‖2 − ‖yk − x∗‖2)) . (J.10)
Therefore we have that
E
[
r2k+1 + γ
2ν ‖xk+1 − x∗‖2 | yk, vk, xk
]
(J.11)
≤ β
r2k + γ 1− ηη︸ ︷︷ ︸
P1
‖xk − x∗‖2

+
1− βθ − 2γ + γ2ν − βγ 1− ηη︸ ︷︷ ︸
P2
 ‖yk − x∗‖2 .
To establish a recurrence, we need to choose the free parameters γ, η and β so that
P1 = γ
2ν and P2 = 0. Furthermore we should try to set β as small as possible so as
to have a fast rate of convergence. Choosing β = 1 −
√
θ
ν
, γ =
√
1
θν
, η = 1
1+γν
gives
P2 = 0, γ
2ν = 1/θ and
E
[
r2k+1 +
1
θ
‖xk+1 − x∗‖2 | yk, vk, xk
]
≤
(
1−
√
θ
ν
)(
r2k +
1
θ
‖xk − x∗‖2
)
.
Taking expectation and using the tower rules gives the result.
J.1.4 Changing norm
Given an invertible positive self-adjoint B ∈ L(X ), suppose we want to find the least
norm solution of (10.7) under the norm defined by ‖x‖B def=
√〈Bx, x〉 as the metric in
X . That is, we want to solve
x∗ def= arg min
x∈X
1
2
‖x− x0‖2B , subject to Ax = b. (J.12)
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By changing variables x = B−1/2z we have that the above is equivalent to solving
z∗ def= arg min
z∈X
1
2
‖z − z0‖2 , subject to AB−1/2z = b, (J.13)
with x∗ = B−1/2z∗, and B1/2 is the unique symmetric square root of B (see Lemma J.8.4).
We can now apply Algorithm 22 to solve (J.13) where AB−1/2 is the system matrix. Let
xk and vk be the resulting iterates of applying Algorithm 22. To make explicit this change
in the system matrix we define the matrix
ZB def= B−1/2A∗S∗k(SkAB−1A∗S∗k)†SkAB−1/2,
and the constants
θB
def
= inf
x∈Range(B−1/2A∗)
〈E [ZB]x, x〉
〈x, x〉 (J.14)
and
νB
def
= sup
x∈Range(B−1/2A∗)
〈
E
[
ZBE [ZB]†ZB
]
x, x
〉
〈E [ZB]x, x〉 . (J.15)
Theorem 10.3.3 then guarantees that
E
[
‖vk+1 − z∗‖2E[ZB]† +
1
θB
‖xk+1 − z∗‖2
]
≤
(
1−
√
θB
νB
)
E
[
‖vk − z∗‖2E[ZB]† +
1
θB
‖xk − z∗‖2
]
.
Reversing our change of variables x¯k = B−1/2xk and v¯k = B−1/2vk in the above displayed
equation gives
E
[
‖v¯k+1 − x∗‖2B1/2E[ZB]†B1/2 +
1
θB
‖x¯k+1 − x∗‖2B
]
≤
(
1−
√
θB
νB
)
E
[
‖v¯k − x∗‖2B1/2E[ZB]†B1/2 +
1
θB
‖x¯k − x∗‖2B
]
. (J.16)
Thus we recover the same exact from the main theorem in [178], but in a much more
general setting.
J.2 Proof of Corollary 10.3.4
Clearly, Z = 1
Ai,i
A
1
2 SS>A
1
2 , and hence E [Z] = A
Tr(A)
and θP = λmin(A)
Tr(A)
. After simple
algebraic manipulations we get
E
[
E [Z]−
1
2 ZE [Z]−1 ZE [Z]−
1
2
]
= Tr (A)2 E
[
1
A2i,i
SS>SS>
]
= Tr (A) Diag A−1i,i ,
and therefore νP = λmaxE
[
E [Z]−
1
2 ZE [Z]−1 ZE [Z]−
1
2
]
= Tr(A)
mini Ai,i
.
414
J.3 Adding a stepsize
In this section we enrich Algorithm 22 with several additional parameters and study their
effect on convergence of the resulting method.
First, we consider an extension of Algorithm 22 to a variant which uses a stepsize
parameter 0 < ω < 2. That is, instead of performing the update
xk+1 = yk − gk, (J.17)
we perform the update
xk+1 = yk − ωgk. (J.18)
Parameters η, β, γ are adjusted accordingly. The resulting method enjoys the rate
O
((
1−
√
ν
θ
ω(2− ω)
)k)
,
recovering the rate from Theorem 10.3.3 as a special case for ω = 1. The formal statement
follows.
Theorem J.3.1. Let 0 < ω < 2 be an arbitrary stepsize and define
α
def
= 2ω − ω2 ≥ 0 . (J.19)
Consider a modification of Algorithm 22 where instead of (J.17) we perform the update
(J.18). If we use the parameters
η =
1
1 + γν
β = 1−
√
θα
ν
γ =
√
α
θν
, (J.20)
then the iterates {vk, xk}k≥0 of Algorithm 22 satisfy
E
[
‖vk − x∗‖2E[Z]† +
1
θ
‖xk − x∗‖2
]
≤
(
1−
√
θα
ν
)k
E
[
‖v0 − x∗‖2E[Z]† +
1
θ
‖x0 − x∗‖2
]
.
Proof. See Appendix J.5.
J.4 Allowing for different η
In this section we study how the choice of the key parameter η affects the convergence
rate.
This parameter determines how much the sequence yk = ηvk + (1 − η)xk resembles
the sequence given by xk or by vk. For instance, when η = 0, yk ≡ xk, i.e., we recover
the steps of the non-accelerated method, and thus one would expect to obtain the same
convergence rate as the non-accelerated method. Similar considerations hold in the other
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extreme, when η → 1. We investigate this hypothesis, and especially discuss how β and
γ must be chosen as a function of η to ensure convergence.
The following statement is a generalization of Theorem 10.3.3. For simplicity, we
assume that the optional stepsize that was introduced in Theorem J.3.1 is set to one
again, ω ≡ 1.
Theorem J.4.1. Let 0 < η < 1 be fixed. Then the iterates {vk, xk}k≥0 of Algorithm 22
with parameters
β(s) =
1 + s− s
√
ν+4θs−2νs+νs2
νs2
2s
, γ(s) =
1
(1− sβ(s))ν . (J.21)
where τ
def
= 1−η
η
and s
def
= τ
βγ
, satisfy
E
[
‖vk − x∗‖2E[Z]† + γτ ‖xk − x∗‖2
]
≤ ρkE
[
‖v0 − x∗‖2E[Z]† + γτ ‖x0 − x∗‖2
]
.
(or put differently):
E
[
‖vk − x∗‖2E[Z]† + (1− η)γ ‖xk − x∗‖2
]
≤ ρkE
[
‖v0 − x∗‖2E[Z]† + (1− η)γ ‖x0 − x∗‖2
]
.
where ρ = max{β(s), sβ(s)} ≤ 1.
We can now exemplify a few special parameter settings.
Example 16. For η = 1, i.e., if s→ 0, we get the rate ρ = 1− θ
ν
with β = 1− θ
ν
, γ = 1
ν
.
Example 17. For η → 0, i.e., in the limit s→∞, we get the rate ρ = 1− θ
ν
.
Example 18. The rate ρ is minimized for s = 1, i.e., β = 1 − √ν
θ
and γ =
√
1
θν
;
recovering Theorem 10.3.3.
The best case, in terms of convergence rate for both non-unit stepsize and a variable
parameter choice happened to be the default parameter setup. The non-optimal parameter
choice was studied in order to have theoretical guarantees for a wider class of parameters,
as in practice one might be forced to rely on sub-optimal / inexact parameter choices.
J.5 Proof of Theorem J.3.1
The proof follows by slight modifications of the proof of Theorem 10.3.3.
First we adapt Lemma J.1.3. As we have xk+1−x∗ = (I−ωZk)(yk−x∗) the following
statement follows by the same arguments as in the proof of Lemma J.1.3.
Lemma J.5.1 (Lemma J.1.3’).
α ‖yk − x∗‖2E[Z] = ‖yk − x∗‖2 − E
[‖xk+1 − x∗‖2 | yk] (J.22)
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Proof.
E
[‖xk+1 − x∗‖2 | yk] = E [‖(I − Zk)(yk − x∗)‖2 | yk]
= E [〈(I − ωZk)(yk − x∗), (I − ωZk)yk − x∗〉]
= ‖yk − x∗‖2 − α ‖yk − x∗‖2E[Z] .
We now follow the same steps as in proof of Theorem 10.3.3 in Section J.1.3. We ob-
serve, that the first time Lemma J.1.3 is applied is in equation (J.10). Using Lemma J.5.1
instead, gives
E
[
r2k+1 | yk, vk, xk
]
(J.23)
≤ βr2k +
1− β
θ
‖yk − x∗‖2 + γ
2ν
α
(‖yk − x∗‖2 − E [‖xk+1 − x∗‖2 | yk])
+2γ
(
−‖yk − x∗‖2 + β 1− η
2η
(‖xk − x∗‖2 − ‖yk − x∗‖2)) . (J.24)
Therefore we have that
E
[
r2k+1 + γ
2ν ‖xk+1 − x∗‖2 | yk, vk, xk
]
(J.25)
≤ β
r2k + γ 1− ηη︸ ︷︷ ︸
P ′1
‖xk − x∗‖2

+
1− βθ − 2γ + γ2να − βγ 1− ηη︸ ︷︷ ︸
P ′2
 ‖yk − x∗‖2 .
Noting that 1−η
η
= γν and γ
2ν
α
= γ(1−η)
αη
= 1
θ
, we observe P ′2 = 0 and deduce the
statement of Theorem J.3.1.
J.6 Proof of Theorem J.4.1
It suffices to study equation (J.10). We observe that for convergence the big bracket, P2,
should be negative,
(1− β)1
θ
+ γ2ν − 2γ − γβ 1− η
η
≤ 0 (J.26)
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The convergence rate is then
ρ
def
= max
{
β,
(1− η)β
ηγν
}
. (J.27)
or in the notation of Theorem J.4.1, ρ = max{β, sβ}.
This means, that in order to obtain the best convergence rate, we should therefore
choose parameters β and γ such that β is as small as possible. This observation is true
regardless of the value of s (which itself depends on γ).
With the notation τ = sγβ, we reformulate (J.26) to obtain
1
θ
+ γ2ν − 2γ ≤ β
(
1
θ
+ sγ2ν
)
(J.28)
Thus we see, that β cannot be chosen smaller than
β∗(s, γ) =
1 + θγ2ν − 2θγ
1 + sθγ2ν
(J.29)
Minimizing this expression in γ gives
β∗(s) =
1 + s− s
√
ν+4θs−2νs+νs2
νs2
2s
(J.30)
with γ∗(s) = 1
(1−sβ∗(s))ν .
We further observe that this parameter setting indeed guarantees convergence, i.e.
ρ ≤ 1. From (J.30) we observe (ν > 0, s ≥ 0, θ ≥ 0):
β∗(s) ≤
1 + s−
√
ν−2νs+νs2
ν
2s
=
1 + s− (s− 1)
2s
=
1
s
(J.31)
Hence sβ∗(s) ≤ 1. On the other hand, (1− s) ≤
√
(1− s)2 + 4θs
ν
and hence (1 + s)−√
(1− s)2 + 4θs
ν
≤ 2s, which shows β∗(s) ≤ 1.
J.7 Proofs and further comments on Section 10.4
J.7.1 Proof of Theorem 10.4.1
We perform a change of coordinates since it is easier to work with the standard Frobenius
norm as opposed to the weighted Frobenius norm. Let Xˆ = A1/2XA1/2 so that (10.18)
and (10.20) become
Xˆ∗
def
= arg min
∥∥∥Xˆ∥∥∥2
F
subject to Xˆ = I, Xˆ = Xˆ>, (J.32)
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and
Xˆk+1 = P + (I−P) Xˆk (I−P) , (J.33)
respectively, where P = A1/2S(S>AS)−1S>A1/2. The linear operator that encodes
the constaint in (10.19) is given by Aˆ(X) = (X, X−X>) the adjoint of which is
given by Aˆ∗(Y1,Y2) = Y1 + Y2 − Y>2 . Since Aˆ∗ is clearly surjective, it follows that
Range
(
Aˆ∗
)
= Rd×d.
Subtracting the identity matrix from both sides of (J.33) and using that P is a pro-
jection matrix, we have that
Xˆk+1 − I = (I−P) (Xˆk − I) (I−P) . (J.34)
To determine the Z operator (10.9), from (10.11) and (J.34) we know that
(I−P) (Xˆk − I) (I−P) = (I− Z)(Xˆk − I).
Thus for every matrix X ∈ Rd×d we have that
Z(X) = X− (I−P) X (I−P) = XP + PX(I−P). (J.35)
Denote column-wise vectorization of X as x: x
def
= Vec (X). To calculate a useful lower
bound on θ, note that
Tr
(
X>Z(X)
)
= Tr
(
X>XP
)
+ Tr
(
X>PX(I−P))
= x>Vec (XP) + x>Vec (PX(I−P))
= x>(P⊗ I)x+ x>((I−P)⊗P)x
(10.23)
= x>Z′x, (J.36)
where we used that Tr
(
A>B
)
= Vec (A)>Vec (B) and Vec (AXB) = (B>⊗A)Vec (x)
holds for any A,B,X.
Consequently, θ is equal to
θ
(10.22)
= inf
X∈Rn×n
〈E [Z] X,X〉F
‖X‖2F
(J.36)
= inf
x∈Rn2×n2
x>E [Z′]x
x>x
= λmin(E [Z′]).
Notice that we have 2λmin(E [P]) ≥ λmin(E [Z′]) ≥ λmin(E [P]) since (P⊗I)+(I⊗P) ≥
Z′ ≥ (P⊗ I).
In light of Algorithm 22, the iterates of the accelerated version of (J.33) are given by
Yˆk = ηVˆk + (1− η)Xˆk
Gˆk = Zk(Yˆk − I)
Xˆk+1 = Yˆk − Gˆk
Vˆk+1 = βVˆk + (1− β)Yˆk − γGˆk (J.37)
where Yˆk, Vˆk, Gˆ ∈ Rn×n. From Theorem 10.3.3 we have that Vˆk and Xˆk converge to
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the identity matrix according to
E
[∥∥∥Vˆk+1 − I∥∥∥2
E[Z]†
+
1
θ
∥∥∥Xˆk+1 − I∥∥∥2
F
]
≤
(
1−
√
θ
ν
)
E
[∥∥∥Vˆk − I∥∥∥2
E[Z]†
+
1
θ
∥∥∥Xˆk − I∥∥∥2
F
]
,
(J.38)
where ‖X‖2E[Z]† =
〈
E [Z]†X,X
〉
F
. Changing coordinates back to Xˆk = A
1/2XkA
1/2
and defining Yk
def
= A−1/2YˆkA−1/2, Vk
def
= A−1/2VˆkA−1/2 and Gk
def
= A−1/2GˆkA−1/2,
we have that (J.38) gives (10.21). Furthermore, using the same coordinate change applied
to the iterates (J.37) gives Algorithm 23.
J.7.2 Matrix inversion as linear system
Denote x = Vec (X), i.e. x is d2 dimensional vector such that x(n(i−1)+1):ni = X:,i.
Similarly, denote e = Vec (I). System (10.6) can be thus rewritten as
(I⊗A)x = e. (J.39)
Notice that all linear sketches of the original system AX = I can be written as
S0
>(I⊗A)x = S0>e (J.40)
for a suitable d2 × d2 matrix S0, therefore the setting is fairly general.
Alternative proof of Theorem 10.4.1
Let us now, for a purpose of this proof, consider sketch matrix S0 to capture only sketching
the original matrix system AX = I by left multiplying by S, i.e. S0 = (I⊗ S), as those
are the considered sketches in the setting of Section 10.4.
As we have
Tr
(
BX>BX
)
= Vec (BXB)> x = x>(B⊗B)x,
weighted Frobenius norm of matrices is equivalent to a special weighted euclidean norm
of vectors. Define also C to be a matrix such that Cx = 0 if and only if X = X>.
Therefore, (10.19) is equivalent to
xk+1 = arg min ‖x− xk‖2A⊗A subject to (I⊗ S>)(I⊗A)x = (I⊗ S>)e, Cx = 0,
(J.41)
which is a sketch-and-project method applied on the linear system, with update as per
(10.20):
xk+1 = xk− (H⊗ I)((I⊗A)x− e)− (I⊗H)((I⊗A)x− e) + (HA⊗H)((I⊗A)x− e)
for H
def
= S
(
S>AS
)−1
S>. Using substitution xˆ = (A
1
2 ⊗A 12 )x; Sˆ = A 12 S and comparing
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to (10.11), we get
Z = I⊗ I− (I−P)⊗ (I−P)
for P as defined inside the statement of Theorem 10.4.1. Therefore, we have all necessary
information to apply the results from [178], recovering Theorem 10.4.1.
J.8 Linear operators in Euclidean spaces
Here we provide some technical lemmas and results for linear operators in Euclidean
space, that we used in the main body of the chapter. Most of these results can be found
in standard textbooks of analysis, such as [162]. We give them here for completion.
Let X ,Y ,Z be Euclidean spaces, equipped with inner products. Formally, we should
use a notation that distinguishes the inner product in each space. But instead we use 〈·, ·〉
to denote the inner product on all spaces, as it will be easy to determine from which space
the elements are in. That is, for x1, x2 ∈ X , we denote by 〈x1, x2〉 the inner product
between x1 and x2 in X .
Let
‖T‖ def= sup
‖x‖≤1
‖Tx‖ ,
denote the operator norm of T . Let 0 ∈ L(X ,Y) denote the zero operator and I ∈
L(X ,Y) the identity map.
The adjoint. Let T ∗ ∈ L(Y ,X ) denote the unique operator that satisfies
〈Tx, y〉 = 〈x, T ∗y〉 ,
for all x ∈ X and y ∈ Y . We say that T ∗ is the adjoint of T . We say T is self-adjoint if
T = T ∗. Since for all x ∈ X and s ∈ S,
〈x, (ST )∗s〉 = 〈STx, s〉S = 〈Tx, S∗s〉Y = 〈x, T ∗S∗s〉,
we have
(ST )∗ = T ∗S∗.
Lemma J.8.1. For T ∈ L(X ,Y) we have that Range (T ∗)⊥ = Null (T ) . Thus
X = Range (T ∗)⊕Null (T ) (J.42)
Y = Range (T )⊕Null (T ∗) (J.43)
Proof. See 3.2.6 in [162].
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J.8.1 Positive operators
We say that G ∈ L(X ) is positive if it is self-adjoint and if 〈x,Gx〉 ≥ 0 for all x ∈ X .
Let (ej)
∞
j=1 ∈ X be an orthonormal basis. The trace of G is defined as
Tr (G)
def
=
∞∑
j=1
〈Gej, ej〉 . (J.44)
The definition of trace is independent of the choice of basis due to the following lemma.
Lemma J.8.2. If U is unitary and G ≥ 0 then Tr (UGU∗) = Tr (G) .
Proof. See 3.4.3 and 3.4.4 in [162].
Lemma J.8.3. If P ∈ L(X ) is a projection matrix then Tr (P ) = dim(Range (P )) =
Rank (P ) .
Proof. Let d = dim(Range (P )) which is possibly infinite. Given that P is a projection
we have that Range (P ) is a closed subspace and thus there exists orthonormal basis
(ej)
d
j=1 of Range (P ). Consequently, Tr (P )
(J.44)
=
∑d
j=1 1 = d = dim(Range (P )).
A square root of an operator G ∈ L(X ) is an operator R ∈ L(X ) such that R2 = G.
Lemma J.8.4. If G : X → X is positive, then there exists a unique positive square root
of G which we denote by G1/2.
Proof. See 3.2.11 in [162].
Lemma J.8.5. For any T ∈ L(X ,Y) and any G ∈ L(Y ,Y) that is positive and injective,
Null (T ) = Null (T ∗GT ) , (J.45)
and
Range (T ∗) = Range (T ∗GT ). (J.46)
Proof. The inclusion Null (T ) ⊂ Null (T ∗GT ) is immediate. For the opposite inclusion,
let x ∈ Null (T ∗GT ) . Since G is positive we have by Lemma J.8.4 that there exists
a square root with G1/2G1/2 = G. Therefore, 〈x, T ∗GTx〉 = 〈G1/2Tx,G1/2Tx〉 = 0,
which implies that G1/2Tx = 0. Since G is injective, it follows that G1/2 is injective and
thus x ∈ Null (T ). Finally (J.46) follows by taking the orthogonal complements of (J.45)
and observing Lemma J.8.1.
As an immediate consequence of (J.45) and (J.46) we have the following lemma.
Corollary J.8.6. For G : X → X positive we have that
Null
(
G1/2
)
= Null (G) (J.47)
Range (G1/2) = Range (G) (J.48)
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J.8.2 Pseudoinverse
For a bounded linear operator T define the pseudoinverse of T as follows.
Definition J.8.7. Let T ∈ L(X ,Y) such that Range (T ) is closed. T † : Y → X is said
to be the pseudoinverse if
1. T †Tx = x for all x ∈ Range (T ∗) .
2. T †x = 0 for all x ∈ Null (T ∗) .
3. If x ∈ Null (T ) and y ∈ Range (T ∗) then T †(x+ y) = T †x+ T †y.
It follows directly from the definition (see [39] for details) that T † is a unique bounded
linear operator. The following properties of pseudoinverse will be important.
Lemma J.8.8 (Properties of pseudoinverse). Let T ∈ L(X ,Y) such that Range (T ) is
closed. It follows that
1. TT †T = T
2. Range
(
T †
)
= Range (T ∗) and Null
(
T †
)
= Null (T ∗)
3. (T ∗)† = (T †)∗
4. If T is self-adjoint and positive then T † is self-adjoint and positive.
5. T †TT ∗ = T ∗, that is, T †T projects orthogonally onto Range (T ∗) and along
Null (T ) .
6. Consider the linear system Tx = d where d ∈ Range (T ). It follows that
T †d = arg minx∈X 12 ‖x‖2 subject to Tx = d. (J.49)
7. T † = T ∗(TT ∗)†
Proof. The proof of first five items can be found in [39]. The proof of (6) is alter-
native characterization of the pseudoinverse and it can be established by using that
d ∈ Range (T ) together with item 1 thus TT †d = d. The proof then follows by us-
ing the orthogonal decomposition Range (T ∗) ⊕ Null (T ) to show that T †d is indeed
the minimum of (J.49). Finally item (7) is a direct consequence of the previous items.
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