We describe a novel method for node localization in a sensor network where there are a fraction of reference nodes with known locations. For application-specific sensor networks, we argue that it makes sense to treat localization through online distributed learning and integrate it with an application task such as target tracking. We propose distributed online algorithm in which sensor nodes use geometric constraints induced by both radio connectivity and sensing to decrease the uncertainty of their position. The sensing constraints, which are caused by a commonly sensed moving target, are usually tighter than connectivity based constraints and lead to a decrease in average localization error over time. Different sensing models, such as radial binary detection and distance-bound estimation, are considered. First, we demonstrate our approach by studying a simple scenario in which a moving beacon broadcasts its own coordinates to the nodes in its vicinity. We then generalize this to the case when instead of a beacon, there is a moving target with a-priori unknown coordinates. The algorithms presented are fully distributed and assume only local information exchange between neighboring nodes. Our results indicate that the proposed method can be used to significantly enhance the accuracy in position estimation, even when the fraction of reference nodes is small. We compare the efficiency of the distributed algorithms to the case when node positions are estimated using centralized (convex) programming. Finally, simulations using the TinyOSNido platform are used to study the performance in more realistic scenarios.
INTRODUCTION
Wireless sensor networks (WSN) hold a promise to "dwarf previous revolutions in the information revolution" [1] . Future WSN are envisioned to consist of hundreds to thousands of sensor nodes communicating over a wireless channel, performing distributed sensing and collaborative data processing tasks for a variety of vital military and civilian applications. Such ubiquitous sensor networks will improve the safety of our buildings and highways, enhance the viability of wildlife habitats, dramatically shorten disaster response times, reduce commute times, and contribute to many other vital functions as part of the "embedded, everywhere" vision.
Node localization is a fundamental problem in sensor networks. Both at the application layers as well as for the underlying routing infrastructure, it is often useful to know the locations of the constituent nodes with high accuracy. There have been a number of recent efforts to develop localization algorithms for wireless sensor networks, most of which are based on using static reference beacons, signalstrength estimation or acoustic ranging. Common characteristics in these efforts have been (i) a view of localization as a one-step process to be performed at deployment time and (ii) the separation of localization from the application tasks being performed.
For application-specific sensor networks, we argue that it makes sense to treat localization as an online distributed problem and integrate it with the application. Our approach exploits additional information gathered by the network over the course of running an application to significantly improve localization performance. The application we consider in this paper is the single-target tracking problem. Target tracking is a canonical application for wireless sensor networks, not only because of its relevance to intelligence gathering and environmental monitoring, but also because it combines the basic challenges of sensor networks: distributed sensing in power constrained, dynamic environments with likely node failures. In order to achieve good accuracy in target localization task, the nodes themselves have to be well localized. Moreover, the localization algorithm should be efficient and scalable. The main contribution of this paper is a simple distributed online scheme for simultaneous target and node localization in networks with a small fraction of reference nodes (e.g., nodes whose exact positions are known a priori either through planned placement or through a Global Positioning Systems (GPS) receiver). In the algorithm we propose, sensor nodes use online observations of a moving target to simultaneously improve the estimates of both the target's and their own positions. Each observation adds a geometric constraint on the position of sensor nodes and over time leads to a dramatic improvement in their position estimates. The approach is generalizable to different sensing models.
First we consider a simplified version of the localization task in which a friendly "beacon" broadcasts its coordinates as it moves through the network. We show that this scenario leads to quick convergence to good position estimates. Next, we extend the approach to the more interesting situation in which the target's position is not known a priori. In this case, a bootstrapping mechanism provides for the iterative improvement of estimates of both the target's location and that of the sensor nodes. The sensor network is able to track the target more accurately over time by learning better estimates of both node and target positions through sensor observations. In addition to using constraints imposed by target observation, we describe how a node can also exploit information about a target in its vicinity that it did not observe to set tighter bounds on its own position. The algorithms we propose are designed to be completely distributed, and require the exchange of information only between neighboring nodes. To our knowledge, this is the first proposed distributed online localization method that exploits a sensing application to improve its performance over time.
We undertake a thorough set of numeric experiments to analyze the performance of the proposed localization techniques. The important parameters that we consider include the size of the network, the fraction of known nodes, the radio range and the sensing modality/range. The performance of this learning-based localization scheme is shown as a function of time, showing how the location errors decrease with additional observations. We compare this distributed localization technique with a centralized semi-definite programming which yields a globally optimal solution. Finally, we present results from simulations using the TinyOS-Nido platform to study the perforance in the presence of packet losses and anisotropy in communication and sensing.
CONSTRAINT-BASED LOCALIZATION
Doherty et al. [5] introduce an approach to position estimation in a sensor network using convex optimization. If a node can communicate with another node, its position is restricted by the connectivity constraints to be in some region relative to the other nodes. Many such connectivity or proximity constraints define the set of feasible node positions in a network. These constraints can be encoded as a Linear Matrix Inequalities (LMI-s) and solved using convex optimization techniques to obtain position estimates. Doherty et al. considered a centralized method where each node relays its connection statistics to a centralized authority which then computes the global solution. However, a centralized approach scales poorly with the size of the network.
Simić and Sastry [7] present a distributed version of the localization algorithm based on connectivity constraints. They consider a discrete network model and derive probabilistic error and complexity bounds. The distributed algorithm has much better scaling properties than a centralized solution and a lower communication cost, because the nodes are not required to relay information; therefore, distributed solutions are more attractive for large networks containing thousands of nodes.
We propose an online distributed algorithm in which nodes improve their location estimates by incorporating connectivity constraints as well as constraints imposed by a moving target. Nodes arrive at an initial estimate of their position using connectivity constraints. Nodes then use detection (or non-detection) of a moving target to update their position estimates. Because the sensing range is usually smaller than the communication range, the tighter constraints imposed by the target help localize nodes more accurately. Moreover, repeated observations of a target by different subsets of the network cause the mean network localization error to decrease over time.
DISTRIBUTED ONLINE LOCALIZATION
Consider an ad hoc wireless sensor network of N nodes randomly deployed in an L × L square area, communicating over an RF channel. We make the simplifying assumption of a rotationally symmetric communication range whereby each node communicates with neighboring nodes that fall within the disk of radius r centered on the node. The communication range, r, is assumed to be the same for all nodes; therefore, connectivity via RF channel is symmetric. Although the radial communication model may not be a realistic description of wireless sensor networks in physical environments, it is a valid starting point for modeling purposes, and has been studied by various groups in the past. A fraction f of nodes know their positions, for example, because of an on-board GPS device or because they are affixed to known landmarks in the environment.
Let (xi, yi) be the actual position of the i th node. For each node the uncertainty in its location is given by a bounding
The estimated position of the node is given by the centroid of the bounding box. The error is the difference between the actual and estimated positions.
Sensing Models
Our approach is general and directly applicable to two different distance sensing models: radial binary detection and distance-bound estimation. In the radial binary detection sensor modal, each sensor can detect whether or not there is a target within range s of the sensor. In the distancebound estimation model, each sensor can estimate a bound on the distance within which the target must be present. This model implicitly allows the possibility of sensor noise -in particular, if a signal-strength estimate is noisy, then it may be easier to provide an upper bound on the distance estimate. Our approach also works in the special case where exact distance information is available.
Localization Using a Moving Beacon
First we consider a simple scenario where a moving beacon whose position is known is used to dynamically self-configure a network. As the beacon moves through the network, it broadcasts its coordinates to the nodes which are at most a sensing distance s away from it. Note that since communication between the nodes is not relevant, the problem reduces to studying the behavior of a single node. Every time a node senses the beacon, it generates a new quadratic constraint that it uses to further reduce the uncertainty in its position. This is illustrated in Fig. 1 . After the first observation of the beacon ( Fig. 1(a) ), an unknown node's position is limited to the circle of radius s around the beacon. The second observation of a moving beacon (Fig. 1(b) ) further constrains possible node positions, reducing the uncertainty of its position (shaded region). Repeated observations of a moving beacon improve node localization over time. When the node detects a beacon the second time, the uncertainty is collapsed by the observation event. We approximate the sensing regions by squares to simplify computation.
We approximate the sensing region by a rectangular bounding box, thereby replacing the quadratic constraint by a weaker but simpler linearized constraint (see Fig. 1(b) ). Although this approximation overestimates the uncertainty of the node's position, it guarantees that the actual position of the node is always within the bounding box and considerably simplifies the computation of the bounding box.
1 More precisely, let Q be the bounding box for a node. Then, the node will update its bounding box using the constraint imposed by the beacon at position (x b , y b ) according to the following rule: Fig. 2 , this simple iteration scheme leads to an accurate localization of the node for both models of sensing.
The time-evolution of localization error can be calculated by means of order statistics. Indeed, consider, for instance, the one-dimensional localization problem with binary sensing. Let {x1, x2, ...xt} be the set of beacon locations sensed up to time t by a node located at x = 0, and let xmax and xmin me the rightmost and leftmost positions in the set respectively . The localization error A(t) = 2S−(xmax−xmin) is then a random variable with probability density function
1 Note that we can find a tighter rectangle that bounds the region of intersection of the two circles; however, the extra computational effort does not buy us much better final localization ability.
where 0 ≤ A ≤ 2S, and the average localization error goes to zero as A(t) = 4S/(t + 1). The two-dimensional case can be treated similarly, although the calculation are involved and we do not present the results here due to space limitations. One can instead use simple geometrical arguments to deduce that the asymptotic behavior of the average localization is A(t) ∝ 1/t 2/3 for binary sensing, and A(t) ∝ 1/t 2 for the distance bound model. Average over 500 runs has been taken.
Localization Using a Moving Target
Now let us assume that instead of a beacon with known coordinates a target with a-priori unknown coordinates is observed. The single-node approach of the previous section does not work. However, if there are enough nodes with known positions (or that are relatively well localized) in the vicinity of a given node, then the target can be localized and this information can be used to impose new constraints on the position of the node.
A number of techniques exist for target localization, triangulation being the most popular. However, triangulation requires that the target be observed by three sensors with known locations (in 2D), something which cannot be guaranteed in a mixed sensor network with a small enough f . Here we describe an alternative approach to target localization. Let QT be a bounding rectangle for the target (initialized to
, and let K be the set of nodes that sense the target. Then the bounding box for the target is established as follows: give the coordinates of the bounding box for the position of the k th node. For the radial binary sensing model, S k = s k is the sensing range (assumed to be the same for all nodes), whereas for the distance estimation model, S k = d k is the estimated upper bound on the distance between the k th node and target. Note that this approach guarantees that the actual target position is always inside the bounding box and that the uncertainty region remains convex after the update.
The node can use constraints imposed by the target in two ways. It can use the corners of the bounding box QT to impose constraints on its own position (Eq. 3). Alternatively, we can neglect the uncertainty in the target position, and assume that it is located at the center of QT (Eq. 4). These update rules are specified below. Si is the sensing range for the radial binary sensing model, whereas for the distancebound model, it is the estimated distance between the i th node and target.
The "centroid" constraint, Eq. 4, is much stronger. We find that despite loosing the guarantee that the unknown nodes remain inside their bounding boxes, for some regimes we can significantly reduce the total network localization error by using this scheme. This is especially useful for the radial binary sensing model
"Negative" Information
In some cases if a node does not detect a target whereas its neighbor-nodes do, it may be able to use this information to reduce its position uncertainty. This situation is depicted in Fig. 4(a) where, for illustrative purposes, we assume that the target's exact position is known. If the node's actual position was in the shaded region within the circle, it would have detected the target. Hence, the region Qneg can be excluded from the node's bounding box. Note, that we use this "negative" information constraint (i.e. a constraint that is obtained by the act of not sensing a target) only when Q−Qneg is convex, where Q is the bounding rectangle for the node. Again, we prefer working with rectangles rather than calculate the exact intersection points. This simplification is shown in Fig. 4(b) where we approximate the circle by an inner square of side Rneg =
. Then the updating rule can be written as follows:
We also studied the case when the circle is approximated by a (larger) square of side Rneg = 2Sγ, where Fig. 4(c) ). Although in this case there is a probability the excluded region may in fact contain the node, this approach has an advantage that now the convexity condition on (Q − Qneg) is more likely to hold. In fact, as we will show below, the model with γ = 0.9 produces the best results.
Note also, that if the node keeps track of the "negative" regions for different target positions, these constraints can be combined. Hence, even though each of the constraints individually were not initially useful due to the convexity condition, the combination of both can be used, as illustrated in Fig. 4(d) , where the shaded region is the combined Qneg. Although we did not employ this approach in the present paper, we believe that its use can greatly improve the quality of localization.
The generalization of the "negative" constraint rule to the case when the target is within a rectangle [x 
Algorithm
Each node uses an algorithm outlined in Fig. 5 to improve its position estimate. There are three distinct procedures a node uses to update its bounding box Qi: (i) using constraints imposed by connectivity requirements (Eq. 6), as well as using sensing constraints imposed by the target both when (ii) the node detects a target (Eq. 3-4) and when (iii) no target is detected by a node whose neighbor detects the target (using negative information constraints, see Sec. 3.4). For completeness, we specify the update rule that uses connectivity based constraints: 
RESULTS
We carried out extensive numerical simulations of our models described in Sec. 3.3. In all the cases the nodes were distributed randomly and uniformly in an L × L square area. All the lengths are given in units of L so that we can set L = 1. We studied scenarios outlined above for a range of parameters s, r, f and N . For each set of parameters we generated 10-20 different networks, and averaged the results. In all simulations we used only one target that randomly changes its position. Each time a target moves to a new location, τ iterations are performed to allow the constraint imposed by the target to propagate to the nodes. We choose τ = 5 for the results presented here. The total time (counted in number of iterations) of the simulations was T = 10000 (hence, 2000 target locations). Of course, real target movements are not random and nodes may be able to learn correlation in target movement and exploit them to arrive at even better position estimates. In this paper, however, we limit the study to the worst case scenario of uncorrelated target movement.
We use two metrics to evaluate the accuracy of localization. Mean error E is the root mean square (rms) of the distance between the nodes actual and estimated (center of the bounding box) positions, averaged over all unknown nodes. The second metric we use is the average size of the bounding rectangle A. Note that these two metrics are related through a constant coefficient for the case when the node's actual position always stays inside the bounding box. This is guaranteed when the nodes use constraints imposed by the bounding box QT (though it is not guaranteed when centroid-based constraints are used). We should point out that the existence of such a relationship between average size of the bounding box and position error is useful for online sensor network operation, because the nodes can use the size of the bounding box to estimate their position error at any instant (to our knowledge this connection has not been indicated in any prior work).
Radial Binary Sensing Model
We assume a homogeneous and uniform system in which all nodes have the same sensing range s. For a given density of nodes, the communication range r was chosen so as to ensure that the network is fully connected. Initially, connectivity based constraints are used to establish bounding boxes for the nodes, then constraints imposed by the target are used to improve node localization. Figure 6 shows the error E and average size A of the bounding box (averaged over all unknown nodes) versus time for different numbers of the fraction of unknown nodes f . The plot is obtained by averaging results of 20 independent trials to suppress fluctuations. In the results shown, we used s = 0.12 and r = 0.3. One can see that there is a fast decrease in error, followed by saturation. Note also that the curves shift down as the the number of known nodes increases (lower f ). Although we don't show results here, we also found that the localization error decreases with increasing density; this is because at higher node densities, there are more nodes (including known ones) in the vicinity of a target, which helps to better localize the target, and hence, impose stricter constraints on the unknown nodes that sense it.
The results in Fig. 6 , which were obtained by using the constraints imposed by the target's bounding box, are rather modest: the average uncertainty in the nodes position can be larger than the sensing range s. The poor performance can be explained by the relatively weak constraints imposed by the bounding box QT . This is more pronounced at higher fractions of unknown nodes. However, we can significantly improve node localization results by using constraints imposed by the centroid of QT (see Sec. 3.3). In some parameter range, this tradeoff results in an improved performance. Figure 7 shows the average localization error for nodes using the exact (bounding box) approach and using the approximate (centroid) approach as a function of both time and f . Note that the approximate approach reduces the final error by a factor of two as compared to the exact approach. Figure 8 shows the dependence of the localization error on the communication and sensing range when the nodes use constraints imposed by the bounding box ( Fig. 8(a) ) and when the nodes use the centroid approach ( Fig. 8(b) ). The bounding box approach seems to achieve better localization for smaller values of r and s. We believe this is because the localization error is largely determined by the connectivity-imposed constraints, which become less effective as r increases. In the limiting case where each node is connected to all other nodes, the uncertainty in nodes' positions is simply the size of the region L. Therefore, for a high fraction of unknown nodes, the target-imposed constraints are weak due to the initially large uncertainty. For the centroid-based scenario, on the other hand, the situation is different. Even though the uncertainty in the target position can be large, its estimated position will be more accurate as more nodes are sensing it. For larger connectivity 
Distance-Bound Sensing Model
As we explained above, the poor performance of the binary sensing model is explained by the relatively weak constraints imposed by target detection on the node position. For the distance-bound model, however, the situation is different. Every time a target is at a close distance d from a known node, the uncertainty in the estimated target position will be at most d. Moreover, the constraints imposed by such a target on a given node will be stronger since the distance to the target will be generally smaller than the maximum sensing range s. Hence, we expect the distance-bound sensing model to outperform the radial binary sensing model. In Fig. 9 we plot the average error E versus time for s = 0.2, r = 0.3, and for various values of the fraction of unknown nodes f . The nodes use constraints imposed by the target's bounding box to update the uncertainty in their own position. After about 100 target observations, the rms localization error is an order of magnitude smaller than using connectivity-based constraints alone. Remarkably, excellent localization can be achieved even for values of f (fraction of unknown nodes) as high as f = 0.8. We attribute this dramatic improvement in performance to the strong constraints imposed by target detection in this sensing model. Next, we studied the impact of using "negative" information as was described in the Sec. 3.4. Intuitively, its effect is to "push" the nodes away, especially ones that are located at the boundary and tend to have a bounding rectangle biased towards the center. In Fig. 10 we compare the performance of localization algorithm with γ = 0 ("negative" information is not used), γ = √ 2/2 (the inner rectangle is used), and γ = 0.9. Clearly, introducing "negative" constraints significantly improves the accuracy of localization. Generally speaking, this improvement depends on the other parameters of the model. Note that for γ = 0.9 the property that the the node is always inside the box does not hold in general; however, the average error (expressed by the metric d) in this case decreases even further compared to the other two "safer" approaches.
In Fig.11 we show the dependence of the localization error on the radio connectivity range r and maximum sensing range s. As one would expect, the best localization is achieved for the larger values of r and s.
Finally, at the end of this section we reflect on how the target localization itself is improved with time. Because of Figure 8 : Dependence of the final rms localization error (E(t → ∞)) on the sensing and radio connectivity ranges using (a) the bounding box approach and (b) using the centroid approach the noise, we had to take an average over for 100 realizations. The result is shown in Fig.12 . The error in target localization drops as nodes become better localized themselves and saturates at about a tenth of the maximum sensing range value. 
Comparison to a Centralized Solution
To estimate the quality of our algorithms, we compared our results with a baseline solution using centralized, semidefinite programming, the approach used for node localization using connectivity based constraints [5] . To account for the constraints imposed by the target, we used an alternative approach to the one considered in the previous sections. Namely, instead of estimating the target's position and then constraining the node, we introduce pair-wise constraints between the nodes that sense the same target. Specifically, let us assume that the target is sensed by i th and k th nodes. Then their positions are constrained via the inequality |xi − x k | ≤ si + s k , where si = s k = s for the binary sensing model, and si = di, s k = d k for the distancebound model.
We compared the results of our and centralized algorithms for different values of the fraction of unknown nodes f . The results are presented in Fig. 13 . For the binary-detection model, the centralized solution is better than the distributed one for smaller fraction of unknown nodes, and two algorithms perform more or less the same as f is increases. For the distance-bound sensing model, the centralized solution is better when γ = 0, i.e., when negative constraints are not used. Our distributed algorithm with γ = 0.9, on the other hand, greatly outperforms the centralized solution.
SIMULATIONS USING THE TINYOS -NIDO PLATFORM
In order to validate our algorithms under a more practical setting, we implemented it to work with TinyOS, the operating system used by Berkely motes. We then simulated the performance of the algorithms using the Nido (TOSSIM) network simulator [11] . Nido works by replacing a small number of TinyOS components and providing additional components like an extensible radio model, ADC and spatial models which together allow users to execute programs that can run on the actual motes. In our simulations, we used one of the Nido nodes as a mobile target. Since Nido cannot simulate a sensing modality, we simulate sensing through communication packets from the target node. To achieve Binary Sensing: At each target position, the target sends out packets with its unique nodeID number. All nodes within a sensing radius receive this packet and communicate to their neighbors that they have sensed the target (using a flag) and also the coordinates of their bounding box. Once a node gets this information from all nodes that have sensed the target, it can compute the target bounding box locally and update its own bounding box.
Distance Bound Sensing: At each target position, the target sends out packets with its exact location and unique nodeID number. All nodes within a sensing radius receive this packet, compute their distance from the target and use this to update the local target bounding box. All neighbors exchange this information and make the final updates to their bounding box as in the binary case.
After all updates, the spatial model allows for changing target node position and recomputing the connectivity matrix. Fig. 14 shows the behavior of the localization error for both models using Nido simulations. It shows that increasing the communication range results in more connectivity constraints but also weaker constraints. Hence, increasing r after a certain value actually results in higher localization error. And we also find here that the performance of the algorithms improves as the fraction f of nodes with unknown positions decreases.
In order to study the performance of the algorithm in more realistic scenarios, we simulated packet loss due to bit errors and anisotropy in the communication range. Bit errors were introduced by manipulating the transmit function for our new spatial model. Anisotropy in communication range can be modelled by using an additive zero mean Gaussian while computing the connectivity matrix.
Since each packet provides a constraint, we can expect that losing packets leads to a slower rate of convergence. is observed that the performance is not affected very much with up to 20% packet drops. Fig. 16 (a) shows the effect of anisotropy in communication range for distance bound sensing. Using r = 2 + N (0, 1), some nodes that are separated by distance more than r = 2 away are also connected and hence provide stronger constraints(since distance between the nodes is known). In binary sensing, all connected nodes are assumed to be within r = 2. It can be seen from Fig. 16 (b) that while the bounding box area A decreases rapidly, the nodes are no longer within the bounding box resulting in an increase in the localization error E.
These results illustrate both the robustness of the proposed algorithms, as well as the feasibility of implementing these lightweight algorithms on a practical sensor network platform such as Motes running TinyOS.
RELATED WORK
Providing GPS or precise location information to all nodes may not be feasible in large scale wireless sensor networks due to considerations of cost, or adverse deployment environment (such as indoors or under foliage). A survey of alternative localization techniques for a range of applications is provided in [10] . In particular, prior work for sensor has examined the possibility of providing localization when a few reference or beacon nodes are available [8] , [9] , [6] , [2] , [5] , [7] .
If accurate ranging is available, i.e. the distance to the reference nodes can be measured perfectly through signalstrength based measurements, then multilateration techniques may be used for accurate localization [8] , [9] , though there may be significant challenges in such an approach when fading and noise are taken into account, as discussed in [6] . Bulusu et al. [3] showed that a simpler centroid-based approach can be used with the reference beacons. Doherty et al. [5] formalized the localization problem as a convex non-linear program to be solved centrally, using only radio connectivity between the sensor nodes as constraints. Simić and Sastry [7] present a distributed version of the localization algorithm based on connectivity constraints. They consider a discrete network model and derive probabilistic error and complexity bounds.
Savvides, Han and Srivasta in [8] have presented a distributed, iterative technique for multilateration when signalstrength measurements are available. This is improved using a more computationally intensive approach for collaborative multilateration by Savvides, Park and Srivastava in [9] .
Common features to these prior efforts is that they separate the localization problem from the application and that the localization is performed in a one-shot manner. Our work significantly extends these prior approaches because our distributed approach permits the nodes in the network to incorporate additional constraints over time through sensor measurements of an unknown target. 2 We exploit the application-specific nature of sensor networks to further optimize for localization.
Paper [4] is closest in spirit to our work, because it too utilizes target tracking to improve node localization using DOA-based techniques. However, there are still significant differences in detail. In [4] it is assumed that the target follows a simple linear trajectory with constant velocity. Further, [4] addresses the localization of nodes in a small-scale sensor array (not a network of sensors) and also use a computationally intensive, centralized extended Kalman filter for the localization, which is not a scalable solution to the problem we consider in this paper.
The related problem of placing reference nodes/beacons adaptively to provide good coverage of the operational region is discussed in [3] . Our work is complementary and can be used with such a beacon placement technique.
DISCUSSION
We have described an approach that treats localization in sensor networks as an online learning problem and presented a distributed algorithm for it. One novel aspect of our approach is that we allow nodes to use application-specific information, in this case online observations of a target, to improve estimate of both their own as well as a target's position over time. The nodes can use target information in one of two ways: (i) observation of a target imposes constraints on the node's position, and (ii) if a target is in the vicinity of the node but not detected, the node is also able to use such "negative" information to impose tighter constraints on its own position. The mechanism for using "negative" information is the second novel aspect of our work.
We performed extensive numeric and network level(Nido) simulations of the networks for different number of nodes with known positions, different radio connectivity and sensing ranges, packet drops and anisotropic communication range. Starting from an initial configuration with a small fraction of nodes whose positions are known, the nodes iteratively refined their position estimates, achieving dramatically improved localization for the network as a whole as well as for the target. For the distance-bound sensing model, localization was observed to be an order of magnitude better than using radio connectivity constraints alone, even for relatively large fractions of unknown nodes, while for the binary sensing model we found more modest, though still significant, improvement. "Negative" information also substantially helped on the localization task.
Localization gains depend on the type of constraints being used, especially for the binary sensing model. Interestingly, we found that by sacrificing the guarantee that the target's actual position remain within the bounding box and using constraints imposed by the target's estimated position resulted in significantly better network localization. However, this tradeoff may not always be beneficial, because using the more precise constraints imposed by the bounding box also guarantees a simple relationship between the area of the bounding box and mean position error. Such a relationship is useful for online network operations, where nodes can estimate the (unknown) position error using the (known) area of the bounding box.
A more general sensing model than those considered here is one in which the sensor nodes can measure the distance to a target, using signal strength-based estimation, but the measurement is corrupted by noise. Geometrically, such a sensing model can be represented by an annulus of some radius and width: i.e., the target is at least a distance smin away from the node and at most a distance smax from it. The methodology presented here is no longer directly applicable, because the approach no longer guarantees the bounding box remains convex -in fact, observations could split the bounding box into disjoint regions. However, we believe that it is possible to extend our methodology to this more general sensing model.
