Numerical analysis and applications of Fokker-Planck equations for
  stochastic dynamical systems with multiplicative $\alpha$-stable noises by Zhang, Yanjie et al.
ar
X
iv
:1
81
1.
05
61
0v
4 
 [m
ath
.D
S]
  1
9 J
ul 
20
19
Numerical analysis and applications of Fokker-Planck equations
with multiplicative Le´vy noises
Yanjie Zhanga,1, Xiao Wangb,∗2, Qiao Huangc,3, Jinqiao Duand,4 and Tingting Lib,5
a School of Mathematics,
South China University of Technology, Guangzhou 510641, China
b School of Mathematics and Statistics,
Henan University, Kaifeng 475001, China
c Center for Mathematical Sciences & School of Mathematics and Statistics,
Huazhong University of Sciences and Technology, Wuhan 430074, China
d Department of Applied Mathematics,
Illinois Institute of Technology, Chicago, IL 60616, USA
Abstract
The Fokker-Planck equations (FPEs) for stochastic systems driven by additive symmetric α-stable
Le´vy noise may not adequately describe the time evolution for the probability density of solution
paths in practical applications, such as hydrodynamical systems, porous media, and composite
materials. As a continuation of previous works on additive case, the FPEs with multiplicative
symmetric α-stable Le´vy noises are derived by the adjoint operator method in the present paper.
A new numerical scheme for solving nonlocal FPEs is constructed, which is shown to satisfy a
discrete maximum principle and to be convergent. Moreover, some examples are given to illustrate
this method. For asymmetric case, general finite difference schemes are proposed. Furthermore,
the corresponding result is successfully applied to the nonlinear filtering problem.
Keywords: Symmetric α-stable process, asymmetric α-stable process, nonlocal Fokker-Planck
equation, maximum principle, Zakai equation.
1. Introduction
The random fluctuations in nonlinear dynamical systems are usually non-Gaussian, such as in
geosciences [1] and biosciences [2, 3]. There are experimental demonstrations of Le´vy fluctuations in
optimal search theory and option pricing problem. Humphries et al. [4] used maximum-likelihood
methods to test for Le´vy patterns in relation to environmental gradients in the largest animal
movement data set. They found Le´vy behaviour to be associated with less productive waters
(sparser prey) and Brownian movements to be associated with productive shelf or convergence-
front habitats (abundant prey). Jackson et al. [5] presented a new efficient transform approach
for regime-switching Le´vy models which was applicable to a wide class of path-dependent options
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and options on multiple assets, such as Bermudan, barrier, and shout options. Le´vy noises are
appropriate models for a class of important non-Gaussian processes with jumps or bursts.
The effects of non-Gaussian fluctuations have been investigated by studying the associated
FPEs in many dynamics, such as subatomic particle tracks [6], movements in the ionosphere [7],
and chemical reactions [8]. The Fokker-Planck equation (FPE) is an important tool to quantify
macroscopic dynamical behaviors of a stochastic dynamical system, as it is the evolutionary equa-
tion for the probability density of the solution paths, and describes the change of probability of a
random function in space and time.
For the stochastic differential equations (SDEs) with Gaussian noises such as Brownian motion,
the Fokker-Planck equations are well established, see [9, 10]. However, for SDEs with non-Gaussian
noises, only the expressions for the Fokker-Planck equations in case of some special Le´vy noise are
obtained, see [11, 12]. The numerical schemes were also developed for some special additive Le´vy
noises, see [13, 14, 15]. It is worth emphasizing that D. Schertzer et al. [16] derived a fractional
Fokker-Planck equation in case of stable Le´vy noises by the methods of first and second character-
istic functions. Liu et al. [17] considered a space fractional Fokker-Planck equation (SFFPE) with
instantaneous source. An numerical scheme for solving SFFPE was presented, which could model
the heavy-tailed motion.
However, the FPEs for stochastic systems driven by additive symmetric α-stable Le´vy noise
may not adequately describe the time evolution for the probability density of solution paths in
practical applications, such as hydrodynamical systems, porous media, and composite materials
[18, 19]. The difficulty lies in obtaining the adjoint operators of generators for SDEs driven by
multiplicative stable Le´vy noise. Therefore examing the explicit expression and numerical analysis
of PFEs become more important in practical applications.
As a continuation of previous works on additive case, in this paper, we will derive the FPEs
for SDEs with multiplicative α-stable noises by the method of adjoint operators, and develop an
accurate numerical scheme with stability and convergence analysis for one-dimensional case. We
also illustrate the scheme with some numerical experiments. Moreover, we extend these results to
the asymmetric case and then apply to the nonlinear filtering problem.
The rest of this paper is organized as follows. After some preliminaries in Section 2, we derive
the nonlocal FPE for SDE with multiplicative symmetric α-stable Le´vy noise in Section 3. An
accurate numerical scheme is proposed to simulate the nonlocal FPE in bounded and unbounded
domain. Moreover, some examples are given to illustrate our main results. In section 4, we extend
the above results to the asymmetric case. In Section 5, we apply the above results to the nonlinear
filtering problem. The paper is concluded in Section 6.
2. Preliminaries
We recall some basic facts about α-stable Le´vy noise.
Definition 1. A real-valued stochastic process L = {Lt}t≥0 is called an one-dimensional Le´vy
process if
(i) L0=0, (a.s);
(ii) Lt has independent increments and stationary increments;
(iii) Lt has stochastically continuous sample paths.
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An one-dimensional Le´vy process L is characterized by a drift coefficient b ∈ R, a non-negative
constant Q and a Borel measure ν defined on R\{0}. And we call (b,Q, ν) the generating triplet
of the Le´vy process L. Moreover, we have the Le´vy-Itoˆ decomposition for L as follows:
Lt = bt+
√
QB(t) +
∫
|y|<1
yN˜(t, dy) +
∫
|y|≥1
yN(t, dy),
where N : [0,∞) × B(R \ {0}) → N is the Poisson random measure with jump measure ν, i.e.,
ν(S) = EN(1, S) for all S ∈ B(R \ {0}), the measure ν is called the Le´vy measure satisfying∫
R\{0}(x
2 ∧ 1)ν(dx) < ∞, N˜(ds, dy) = N(ds, dy) − ν(dx)ds is the compensated Poisson random
measure, and Bt is a standard one-dimensional Brownian motion independent with N .
The characteristic function of L is given by
E[exp(iuLt)] = exp(tψ(u)), u ∈ R,
where the function ψ : R → C is called the characteristic exponent of L and has the following
representation
ψ(u) = iub− Q
2
u2 +
∫
R\{0}
(
eiuz − 1− iuzI{|z|<1}
)
ν(dz).
Definition 2. For α ∈ (0, 2), an one-dimensional symmetric α-stable process Lα = {Lαt }t≥0 is a
Le´vy process such that its characteristic exponent ψ is given by
ψ(u) = −|u|α, for u ∈ R.
Therefore, for one-dimensional symmetric α-stable Le´vy process, the diffusion matrix Q = 0,
the drift vector b = 0, and the Le´vy measure is given by
ν(du) =
c(1, α)
|u|1+α du =: ν
α(du), (2.1)
where c(1, α) := αΓ((1 + α)/2)/(21−αpi1/2Γ(1− α/2)) and Γ is the Gamma function.
For every measurable function ϕ ∈ C20(R), the generator for the one-dimensional symmetric
α-stable Le´vy process is
Aϕ(x) = P.V.
∫
R\{0}
[ϕ(x+ u)− ϕ(x)] να(du).
It is known in [12] that A extends uniquely to a self-adjoint operator in the domain. By Fourier
inverse transform, we have
Aϕ = (−∆)α/2ϕ.
3. FPE for symmetric case
Let us consider the following stochastic differential equation
dXt = f(Xt)dt+ g(Xt)dBt + σ(Xt−)dLαt , X0 = x0, (3.1)
where x0 ∈ R, f is a given deterministic vector field, g is the diffusion coefficient, σ is called the
noise intensity, B = {Bt}t≥0 is a standard Brownian motion, Lα = {Lα}t≥0 is an one-dimensional
symmetric α-stable Le´vy process with generating triplet (0, 0, να), which is independent of B.
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We make the following assumptions on the drift and diffusion coefficients.
Hypothesis H1. The nonlinear terms f, g satisfy the Lipschitz conditions, i.e., there exists
a positive constant γ such that for all x1, x2 ∈ R,
|f(x1)− f(x2)|2 + |g(x1)− g(x2)|2 +
∫
|y|<1
|σ(x1)y − σ(x2)y|2να(dy)
≤ γ [|x1 − x2|2] .
Hypothesis H2. There exists K > 0 such that for all x ∈ R,
2xf(x) + |g(x)|2 +
∫
|y|<1
|σ(x)y|2να(dy) ≤ K(1 + x2).
Hypothesis H3. The function |σ(·)|α ∈ C1(R) and σ(x) 6= 0 for all x.
Remark 1. Under Hypotheses H1 and H2, the stochastic differential equation (3.1) has a unique
global solution [20, Theorem 3.1].
3.1. Framework
The generator for the SDE (3.1) in the case of symmetric α-stable process is
Aϕ(x) = f(x)ϕ
′
(x) +
1
2
g2(x)ϕ
′′
(x)
+
∫
R\{0}
[
ϕ (x+ σ(x)y) − ϕ(x)− σ(x)yϕ′(x)I{|y|<1}(y)
]
να(dy).
Under Hypothesis H3, we have
Aϕ(x) = f(x)ϕ
′
(x) +
1
2
g2(x)ϕ
′′
(x) +
∫
R\{0}
[
ϕ (x+ σ(x)y)− ϕ(x)− σ(x)yϕ′(x)I{|y|<1}(y)
]
να(dy)
= f(x)ϕ
′
(x) +
1
2
g2(x)ϕ
′′
(x) + |σ(x)|α
∫
R\{0}
[
ϕ (x+ z)− ϕ(x)− zϕ′(x)I{|z|<1}(z)
]
να(dz)
+ |σ(x)|α
∫
R\{0}
zϕ
′
(x)
[
I{|z|<1}(z)− I{|z|<|σ(x)|}(z)
]
να(dz)
=: I1 + I2 + I3 + I4.
Remark 2. Since να in (2.1) is symmetric, we have I4 = 0 in the sense of the Cauchy principle
value.
Let us try to find the adjoint operator A∗ in the Hilbert space L2(R). The adjoint parts for
the first two terms I1 and I2 in A are easy to find via integration by parts: −(f(x)ϕ(x))′ and
1
2(g
2(x)ϕ)
′′
. For the third term I3, denoted by A˜ϕ, we have the following lemma.
Lemma 1. Under Hypotheses H1-H3, the adjoint operator of A˜ in the sense of the Cauchy prin-
ciple value is
A˜∗ϕ(x) =
∫
R\{0}
[|σ(x+ z)|αv(x+ z)− |σ(x)|αv(x)] να(dz).
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Proof. By the definition of adjoint operator, for v in the domain of A˜∗, we have∫
R
A˜ϕ(x)v(x)dx
=
∫
R
|σ(x)|α
∫
R\{0}
[
ϕ (x+ z)− ϕ(x) − zϕ′(x)I{|z|<1}(z)
]
να(dz)v(x)dx
=
∫
R\{0}
{∫
R
[
ϕ (x+ z)− ϕ(x)− zϕ′(x)I{|z|<1}(z)
]
|σ(x)|αv(x)dx
}
να(dz)
= −
∫
R
ϕ(x)
{∫
R\{0}
[
|σ(x)|αv(x)− |σ(x− z)|αv(x− z)− I{|z|<1}(z)z (|σ(x)|αv(x))
′
]
να(dz)
}
dx.
Therefore, the adjoint operator of A˜ is
A˜∗v(x) = −
∫
R\{0}
[
|σ(x)|αv(x) − |σ(x− z)|αv(x− z)− I{|z|<1}(z)z (|σ(x)|αv(x))
′
]
να(dz)
= P.V.
∫
R\{0}
[|σ(x+ z)|αv(x+ z)− |σ(x)|αv(x)] να(dz).
By Lemma 1, we obtain the following FPE in the case of multiplicative α-stable Le´vy noise.
Theorem 1. Under Hypotheses H1-H3, the Fokker-Planck equation for SDE (3.1) is
∂p
∂t
= A∗p, p(x, 0) = δ(x− x0), (3.2)
where
A∗p(x, t) = −∂x (f(x)p(x, t)) + 1
2
∂xx
(
g2(x)p(x, t)
)
+ A˜∗p(x, t).
Remark 3. In case of g ≡ 0, the existence of the solution of (3.2) can be found in [21, Theorem
2.2].
3.2. Numerical method
In this subsection, we need to make a modification for Hypothesis H3. Precisely, we require
|σ(·)|α ∈ C2(R) and σ(x) 6= 0 for all x ∈ R. First, we present the numerical schemes for the
absorbing boundary condition, that is, p(x, t) = 0 for all t ≥ 0, when x /∈ (−1, 1).
Set u(x, t) = |σ(x)|αp(x, t), then we have
ut(x, t) = − |σ(x)|α∂x
(
f(x)
|σ(x)|α u(x, t)
)
+
1
2
|σ(x)|α∂xx
(
g2(x)
|σ(x)|α u(x, t)
)
+ |σ(x)|α
∫
R\{0}
[
u(x+ z, t)− u(x, t)
]
να(dz)
=
1
2
g2(x)∂xx (u(x, t)) +M(x)∂x(u(x, t))(x, t) +N(x)u(x, t)
+ |σ(x)|α
∫
R\{0}
[
u(x+ z, t)− u(x, t)
]
να(dz),
(3.3)
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where 
M(x) = |σ(x)|α
(
g2(x)
|σ(x)|α
)′
− f(x),
N(x) =
1
2
|σ(x)|α
(
g2(x)
|σ(x)|α
)′′
− |σ(x)|α
(
f(x)
|σ(x)|α
)′
.
Due to the absorbing boundary condition, the above equation (3.3) becomes
ut(x, t) =
1
2
g2(x)∂xx(u(x, t)) +M(x)∂x(u(x, t)) + N˜(x)u(x, t)
+c(1, α)|σ(x)|α
∫ 1−x
−1−x
u(x+ z, t)− u(x, t)
|z|1+α dz,
where
N˜(x) = N(x)− c(1, α)|σ(x)|
α
α
[
1
(1 + x)α
+
1
(1− x)α
]
.
Let us divide the interval [−2, 2] into 4J subintervals and define xj = jh for −2J ≤ j ≤ 2J ,
where h = 1J . We denote Uj as the numerical solution for u at (xj , t). Denoting
δuUj =
{
Uj−Uj−1
h , if M(xj) < 0,
Uj+1−Uj
h , if M(xj) > 0.
Using a modified trapezoidal rule for the singular integral, we have the following semi-discrete
scheme
dUj
dt
= Ch
Uj−1−2Uj+Uj+1
h2 +M(xj)δuUj + N˜(xj)Uj
+c(1, α)h|σ(xj)|α
J−j∑
k=−J−j,k 6=0
Uj+k−Uj
|xk|1+α , (3.4)
where the summation symbol
∑
means the terms of both end indices are multiplied by 12 , and
Ch =
g(xj)
2
2
− c(1, α)ζ(α − 1)|σ(xj)|αh2−α.
Proposition 1 (Maximum principle for the absorbing condition). For the absorbing boundary
condition and forward Euler for time derivative, the scheme satisfies the discrete maximum principle
with f = g = 0, if |σ(x)| ≤ M˜(M˜ is a constant), and the △t and h satisfy the following condition,
△t
hα
≤ 1
2M˜αc(1, α)[1 + 1α − ζ(α− 1)]
. (3.5)
Proof. For 0 < Pnj ≤ M , where M is the maximum value of the initial probability density. As
0 < α < 2, we have ζ(α − 1) ≤ 0. Applying the explicit Euler for (3.4), and taking c(x) =
6
c(1, α)|σ(x)|α ≥ 0, we get
Un+1j = U
n
j −△tc(xj)ζ(α− 1)h−α(Unj+1 − 2Unj + Unj−1)
− c(xj)△ t
α
[
1
(1 + xj)α
+
1
(1− xj)α
]
Unj + c(xj)△ th
J−j∑
k=−J−j,k 6=0
Unj+k − Unj
|xk|1+α
=
{
1 + 2△ tc(xj)ζ(α− 1)h−α − c(xj)△ t
α
[
1
(1 + xj)α
+
1
(1− xj)α
]
− c(xj)△ th
J−j∑
k=−J−j,k 6=0
1
|xk|1+α
}
Unj
− c(xj)△ tζ(α− 1)h−α(Unj−1 + Unj+1) + c(xj)△ th
J−j∑
k=−J−j,k 6=0
Unj+k
|xk|1+α .
(3.6)
Denote
L˜ : =
c(xj)△ t
α
[
1
(1 + xj)α
+
1
(1− xj)α
]
+ c(xj)△ th
J−j∑
k=−J−j,k 6=0
1
|xk|1+α ,
then by the inequality (3.5), we have
L˜ ≤ c(xj)△ t
[∫ −1−xj
−∞
dy
|y|1+α +
∫ ∞
1−xj
dy
|y|1+α +
2h
h1+α
+
∫
(−1−xj+h2 ,1−xj−h2 )\(−h,h)
dy
|y|1+α
]
≤ c(1, α)|σ(xj)|α △ t
[
2
hα
+ 2
∫ ∞
h
dy
|y|1+α
]
≤ 2c(1, α)|σ(xj )|
α △ t
hα
(
1 +
1
α
)
≤ 1 + 2△ tc(xj)ζ(α− 1)h−α,
(3.7)
where xj = jh.
Combining (3.7) with (3.6), we have
Un+1j ≤
{
1− c(xj)△ t
α
[
1
(1 + xj)α
+
1
(1− xj)α
]}
M
≤M.
Remark 4. The stability and convergence of the numerical scheme can be deduced by the the
discrete maximum principle, Lax equivalence theorem.
Remark 5. The semi-discrete scheme for the natural condition becomes
dUj
dt
= Ch
Uj−1 − 2Uj + Uj+1
h2
+M(xj)δuUj +N(xj)Uj
+c(1, α)h|σ(xj )|α
J−j∑
k=−J−j,k 6=0
Uj+k − Uj
|xk|1+α ,
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where J = L˜/h and L˜ ≫ 1. The domain (−L˜, L˜) is required to be large enough so as to make the
semi-discrete scheme convergence.
3.3. Numerical experiments
In this section, we present two examples to illustrate this method.
Example 1. Consider the following stochastic dynamical system
dXt =
1
1 +X2t−
dLαt , X0 = 0,
where σ(x) = 1
1+x2
, it is easy to justify that σ(x) satisfies Hypotheses H.1-H.3. Using Theorem 1,
the Fokker-Planck equation for the SDE (4.8) is
∂p(x, t)
∂t
=
∫
R\{0}
[
p(x+ z, t)
(1 + (x+ z)2)α
− p(x, t)
(1 + x2)α
]
να(dz). (3.8)
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Figure 1: The FPE driven by multiplicative α-stable Le´vy motions with σ(x) = 1
1+x2
, f(x) = g(x) = 0 and D =
(−1, 1). The initial condition is p(x, 0) =
√
40
pi
e−40x
2
. (a) The different α = 0.2, 0.8, 1.2, 1.8 for t = 0.2. (b) The
different t = 0.2, 0.4, 0.8 for α = 1.
Firstly, we examine the dependence of the solution of Eq. (3.8) for absorbing condition. Fig. 1
shows the different effects of index parameter α and time t, where we take σ(x) = 11+x2 , f(x) =
g(x) = 0,D = (−1, 1) and the Gaussian initial condition p(x, 0) =
√
40
pi e
−40x2 with absorbing
boundary condition. As the value of α becomes larger, the solution p(x, 0.2) is smaller near the
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origin, but the solution is larger near the boundary in Fig. 1 (a). The Fig. 1 (b) shows the evolution
of the probability density functions. As time goes on, the solutions becomes flatter.
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Figure 2: The FPE driven by additive and multiplicative α-stable Le´vy motions with different α (α = 0.5, 1.5), σ(x)
(σ(x) = 1, 1
1+x2
) and f(x) = g(x) = 0, D = (−5, 5) for natural condition.
Secondly, we investigate the effects of additive noises (σ(x) = 1) and multiplicative noises
(σ(x) = 1
1+x2
) with f(x) = g(x) = 0,D = (−5, 5) for natural condition. To avoid the singular of
delta function, we take the initial condition p(x, 0.01) =
√
40
pi e
−40x2 . Fig. 2 shows the probability
density functions for multiplicative α-stable Le´vy motions are larger than the additive cases near
the origin, but vice versa when away from the origin.
Example 2. Consider the following stochastic dynamical system
dXt =
(
Xt −X3t
)
dt+ (2 + sin(Xt−)) dLαt , X0 = 0, (3.9)
where f(x) = x− x3, σ(x) = 2 + sin(x), it is easy to verify that f(x) and σ(x) satisfy Hypotheses
H1-H3. By Theorem 1, the Fokker-Planck equation for the SDE (3.9) is
∂p(x, t)
∂t
= − ∂
(
(x− x3)p(x, t))
∂x
+
∫
R\{0}
[p(x+ z, t) |2 + sin(x+ z)|α − p(x, t) |2 + sin(x)|α] να(dz).
Here we consider the FPE driven by multiplicative α-stable Le´vy motions with natural condition.
We take the initial condition p(x, 0.01) =
√
40
pi e
−40(x+1)2 , and take α = 1, g(x) = 0 andD = (−5, 5).
Then Fig. 3 shows the solutions of the Eq. (2) for different t. We find that the ‘particles’ mainly
concentrate in the stable state x = −1. It is more likely to stay near these two stable states x = ±1
over time.
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Figure 3: The FPE driven by multiplicative α-stable Le´vy motions with f(x) = x − x3, σ(x) = 2 + sin(x) and
α = 1, g(x) = 0, D = (−5, 5) for t = 0.25, 0.5, 1. The initial condition is p(x, 0.01) =
√
40
pi
e−40(x+1)
2
.
4. Extending FPE to asymmetric case
4.1. Framework
Asymmetric α-stable Le´vy motions are widely applied in economy and physics, see [23] and
reference therein. In contrast to the Gaussian distribution, the general stable Le´vy distribution can
be asymmetric, the asymmetry is measured by a ‘skewness’ parameter β. Strongly asymmetric Le´vy
flights were observed in cracking of heterogeneous materials [24]. The authors in [25, 26] proved the
existence and uniqueness of the fundamental solution (also called heat kernel) of the nonsymmetric
Le´vy-type operator and constructed its sharp two-sided estimates. The numerical methods for the
asymmetric additive case have been discussed in [27]. In this section, we consider the SDEs driven
by multiplicative asymmetric one-dimensional Le´vy motions and derive the corresponding FPEs.
Moreover, an efficient numerical scheme for the probability density function is developed.
For an asymmetric α-stable one-dimensional Le´vy motion, the Le´vy measure να,β is given in
[30] as follow,
να,β(dy) =
Cp(β)1{0<y<∞}(y) + Cn(β)1{−∞<y<0}(y)
|y|1+α dy,
where the parameter β ∈ (−1, 1) represents the non-symmetry of να,β, and
Cp(β) = Cα
1 + β
2
, Cn(β) = Cα
1− β
2
,
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with
Cα =
{
α(1−α)
Γ(2−α) cos (piα
2
) , α 6= 1,
2
pi , α = 1.
Here we introduce the notation f(x) ↑+ x, which represents the function f(x) is positive and strictly
monotonically increasing in x. Similarly, the notation f(x) ↓− x represents the function f(x) is
negative and strictly monotonically decreasing in x.
The generator for the SDE (3.1) driven by asymmetric α-stable Le´vy motion is
Bϕ(x) = f(x)ϕ
′
(x) +
1
2
g2(x)ϕ
′′
(x) +
∫
R\{0}
[
ϕ (x+ σ(x)y)− ϕ(x)− σ(x)yϕ′(x)I{|y|<1}(y)
]
να,β(dy)
:= K1 +K2 +K3.
In the following, we aim at finding the adjoint operator B∗ in the Hilbert space L2(R). Here we
need an additional hypothesis.
Hypothesis H4. (Condition for noise intensity) The function σ is strict monotone.
Remark 6. In fact, Hypothesis H4 can be weakened. We only need the inverse function of σ(x)
exists.
Also, the adjoint parts for the first two terms K1 and K2 in B are easy to find via integration
by parts: − (f(x)ϕ(x))′ and 12
(
g2(x)ϕ
)′′
. For the third term K3, we denote it by Q˜ϕ, i.e.,
Q˜ϕ(x) =
∫
R\{0}
[
ϕ (x+ σ(x)y)− ϕ(x) − σ(x)yϕ′(x)I{|y|<1}(y)
]
να,β(dy).
We have the following lemma.
Lemma 2. Under Hypotheses H1-H4, the adjoint operator of Q˜ is
Q˜∗v(x) =
∫
R\{0}
[
|σ(x+ z)|αv(x+ z)− |σ(x)|αv(x) − [|σ(x)|αv(x)]′ zI{|z|<|σ(x)|}(z)
]
ν˜α,β(dz)
+ βCαv(x)σ
′
(x),
where
ν˜α,β(dz) =
{
να,−β(dz), if σ(x) ↑+ x,
να,β(dz), if σ(x) ↓− x.
Proof. We assume σ(x) ↑+ x. By the definition of adjoint operator and the change of variable
11
z = σ(x)y, we have∫
R
{∫
R\{0}
[
ϕ (x+ σ(x)y) − ϕ(x) − σ(x)yϕ′(x)I{|y|<1}(y)
]
να,β(dy)
}
v(x)dx
=
∫
R
{∫
R\{0}
[
ϕ (x+ z)− ϕ(x)− zϕ′(x)I{|z|<σ(x)}(z)
]
να,β(dz)
}
(σ(x))αv(x)dx
=
∫
R\{0}
{∫ ∞
−∞
ϕ (x) (σ(x− z))αv(x− z)dx−
∫ ∞
−∞
ϕ(x)(σ(x))αv(x)dx
−z
∫ ∞
−∞
ϕ
′
(x)I{|z|<σ(x)}(z)(σ(x))αv(x)dx
}
να,β(dz)
=
〈
ϕ(x),
∫
R\{0}
[
(σ(x− z))αv(x− z)− (σ(x))αv(x) + [(σ(x))αv(x)]′ zI{|z|<σ(x)}(z)
]
να,β(dz)
〉
+ βCα
〈
ϕ(x), v(x)σ
′
(x)
〉
,
then the adjoint operator of Q˜ is
Q˜∗v(x) = βCαv(x)σ
′
(x)
+
∫
R\{0}
[
(σ(x− z))αv(x− z)− (σ(x))αv(x) + [(σ(x))αv(x)]′ zI{|z|<σ(x)}(z)
]
να,β(dz)
= βCαv(x)σ
′
(x)
+
∫
R\{0}
[
(σ(x+ z))αv(x+ z)− (σ(x))αv(x)− [(σ(x))αv(x)]′ zI{|z|<σ(x)}(z)
]
να,−β(dz).
(4.1)
Similarly, when σ(x) ↓− x , we have∫
R
{∫
R\{0}
[
ϕ (x+ σ(x)y)− ϕ(x) − σ(x)yϕ′(x)I{|y|<1}(y)
]
να,β(dy)
}
v(x)dx
=
∫ ∞
−∞
{∫
R\{0}
[
ϕ (x+ z)− ϕ(x) − zϕ′(x)I{|z|<−σ(x)}(z)
]
να,−β(dz)
}
(−σ(x))αv(x)dx
=
∫
R\{0}
{∫ ∞
−∞
ϕ (x) (−σ(x− z))αv(x− z)dx−
∫ ∞
−∞
ϕ(x)(−σ(x))αv(x)dx
+
∫ ∞
−∞
zϕ(x)I{|z|<−σ(x)}(z) [(−σ(x))αv(x)]
′
dx
}
να,−β(dz)
+
∫
R\{0}
z|z|αϕ (σ−1(−|z|)) v (σ−1(−|z|)) να,−β(dz)
=
〈
ϕ(x),
∫
R\{0}
[
(−σ(x− z))αv(x− z)− (−σ(x))αv(x) + [(−σ(x))αv(x)]′ zI{|z|<−σ(x)}(z)
]
να,−β(dz)
〉
+ βCα
〈
ϕ(x), v(x)σ
′
(x)
〉
,
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then the adjoint operator of Q˜ is
Q˜∗v(x) = βCαv(x)σ
′
(x)
+
∫
R\{0}
[
(−σ(x− z))αv(x− z)− (−σ(x))αv(x) + [(−σ(x))αv(x)]′ zI{|z|<−σ(x)}(z)
]
να,−β(dz)
= βCαv(x)σ
′
(x)
+
∫
R\{0}
[
(−σ(x+ z))αv(x+ z)− (−σ(x))αv(x)− [(−σ(x))αv(x)]′ zI{|z|<−σ(x)}(z)
]
να,β(dz).
(4.2)
Combining (4.1) with (4.2), we have
Q˜∗v(x) =
∫
R\{0}
[
|σ(x+ z)|αv(x+ z)− |σ(x)|αv(x)− [|σ(x)|αv(x)]′ zI{|z|<|σ(x)|}(z)
]
ν˜α,β(dz)
+ βCαv(x)σ
′
(x).
By Lemma 2, we can derive the FPE in case of multiplicative asymmetric α-stable noise.
Theorem 2. Under Hypotheses H1-H4, the Fokker-Planck equation for the SDE (3.1) in the case
that L is an asymmetric one-dimensional α-stable process is
pt = B
∗p, p(x, 0) = δ(x − x0), (4.3)
where
B∗p(x, t) = −∂x(f(x)p(x, t)) + 1
2
∂xx(g
2(x)p(x, t)) + Q˜∗p(x, t).
4.2. Numerical method
Here, we present the numerical schemes for the absorbing boundary condition.
Let u(x, t) = |σ(x)|αp(x, t), then we have∫
R\{0}
[|σ(x+ z)|αp(x+ z, t)− |σ(x)|αp(x, t)− ∂x [|σ(x)|αp(x, t)] zI{|z|<|σ(x)|}(z)] ν˜α,β(dz)
=
∫
R\{0}
[
u(x+ z, t)− u(x, t)− ∂x(u(x, t))zI{|z|<|σ(x)|}(z)
]
ν˜α,β(dz)
=: I.
(4.4)
In the sequel, we will discuss (4.4) in four cases.
Case 1: σ(x) > 0 and σ(x) > 1− x. We have
I = Cp(β)
{∫ 1−x
−1−x
u(x+ z, t)− u(x, t)
|z|1+α dz −
u(x, t)
α
[
(1− x)−α + (1 + x)−α]}
− βCα
{∫ 1−x
0
[
u(x+ z, t)− u(x, t)− z∂x(u(x, t))
] 1
z1+α
dz − u(x, t)
α
(1− x)−α
−∂x(u(x, t))
1− α
[
(σ(x))1−α − (1− x)1−α]} .
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Case 2: σ(x) > 0 and σ(x) < 1− x. We have
I = Cp(β)
{∫ 1−x
−1−x
u(x+ z, t)− u(x, t)
|z|1+α dz −
u(x, t)
α
[
(1− x)−α + (1 + x)−α]}
− βCα
{∫ σ(x)
0
[
u(x+ z, t)− u(x, t)− z∂x(u(x, t))
] 1
z1+α
dz − u(x, t)
α
(1− x)−α
+
∫ 1−x
σ(x)
[u(x+ z, t)− u(x, t)] 1
z1+α
dz
}
.
Case 3: σ(x) < 0 and −σ(x) > 1− x. We have
I = Cn(β)
{∫ 1−x
−1−x
u(x+ z, t)− u(x, t)
|z|1+α dz −
u(x, t)
α
[
(1− x)−α + (1 + x)−α]}
+ βCα
{∫ 1−x
0
[
u(x+ z, t)− u(x, t)− z∂x(u(x, t))
] 1
z1+α
dz − u(x, t)
α
(1− x)−α
−∂x(u(x, t))
1− α
[
(−σ(x))1−α − (1− x)1−α]} .
Case 4: σ(x) < 0 and −σ(x) < 1− x. We have
I = Cn(β)
{∫ 1−x
−1−x
u(x+ z, t)− u(x, t)
|z|1+α dz −
u(x, t)
α
[
(1− x)−α + (1 + x)−α]}
+ βCα
{∫ −σ(x)
0
[
u(x+ z, t)− u(x, t)− z∂x(u(x, t))
] 1
z1+α
dz − u(x, t)
α
(1− x)−α
+
∫ 1−x
−σ(x)
[u(x+ z, t)− u(x, t)] 1
z1+α
dz
}
.
Let
C1,β(x) = Cp(β)1{σ(x)>0}(x) + Cn(β)1{σ(x)<0}(x),
C2,β(x) = βCα1{σ(x)<0}(x)− βCα1{σ(x)>0}(x),
then C1,β(x) + C2,β(x) = C1,−β(x).
Therefore, for |σ(x)| > 1− x, we get
I = C1,β(x)
∫ 1−x
−1−x
u(x+ z, t)− u(x, t)
|z|1+α dz + C2,β(x)
∫ 1−x
0
u(x+ z, t)− u(x, t)− z∂x(u(x, t))
z1+α
dz
−C1,−β(x)u(x, t)
α
(1− x)−α − C1,β(x)u(x, t)
α
(1 + x)−α
−C2,β(x)∂x(u(x, t))
1− α
[|σ(x)|1−α − (1− x)1−α],
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and for |σ(x)| < 1− x, we have
I = C1,β(x)
∫ 1−x
−1−x
u(x+ z, t)− u(x, t)
|z|1+α dz +C2,β(x)
{∫ |σ(x)|
0
u(x+ z, t)− u(x, t)− ∂x(u(x, t))z
z1+α
dz
+
∫ 1−x
|σ(x)|
u(x+ z, t) − u(x, t)
z1+α
dz
}
− C1,−β(x)u(x, t)
α
(1− x)−α − C1,β(x)u(x, t)
α
(1 + x)−α .
Then Eq. (4.3) becomes
ut = −|σ(x)|α∂x
(
f(x)
|σ(x)|α u(x, t)
)
+
1
2
|σ(x)|α∂xx
(
g2(x)
|σ(x)|α u(x, t)
)
+ |σ(x)|αI + βCασ′(x)u(x, t)
=
1
2
g2(x)∂xx(u(x, t)) +M(x)∂x(u(x, t)) +
(
N(x) + βCασ
′(x)
)
u(x, t) + |σ(x)|αI.
By the absorbing boundary condition, for |σ(x)| > 1− x, we have
ut =
1
2
g2(x)∂xx(u(x, t)) + Mˆ(x)∂x(u(x, t)) + Nˆ(x)u(x, t)
+|σ(x)|αC1,β(x)
∫ 1−x
−1−x
u(x+ z, t)− u(x, t)
|z|1+α dz (4.5)
+|σ(x)|αC2,β(x)
∫ 1−x
0
u(x+ z, t)− u(x, t)− ∂x(u(x, t))z
z1+α
dz,
and for |σ(x)| < 1− x, we have
ut =
1
2
g2(x)∂xx(u(x, t)) + Mˆ(x)∂x(u(x, t)) + Nˆ(x)u(x, t)
+ |σ(x)|αC1,β(x)
∫ 1−x
−1−x
u(x+ z, t)− u(x, t)
|z|1+α dz
+ |σ(x)|αC2,β(x)
{∫ |σ(x)|
0
u(x+ z, t)− u(x, t)− ∂x(u(x, t))z
z1+α
dz
+
∫ 1−x
|σ(x)|
u(x+ z, t)− u(x, t)
z1+α
dz
}
,
(4.6)
where
Mˆ(x) =
{
M(x)− |σ(x)|α C2,β(x)1−α
[|σ(x)|1−α − (1− x)1−α], |σ(x)| > 1− x,
M(x), |σ(x)| < 1− x,
and
Nˆ(x) = N(x) + βCασ
′(x)− |σ(x)|αC1,−β(x)
α
(1− x)−α − |σ(x)|αC1,β(x)
α
(1 + x)−α.
4.3. Discretization
Firstly, we denote Uj as the numerical solution of u for Eq. (4.5) and (4.6) at (xj, t), where xj =
jh for −J < j < J and h = 1J . Denote the unknowns vector by U := (U−J+1, U−J+2, · · · , UJ−1)T .
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Secondly, we approximate the diffusion term by the second-order central differencing and the
first-order derivatives by the first-order upwind scheme. Then we can discretize the non-integral
terms in the RHS of Eqs. (4.5) and (4.6) as
(AU)j := Ch
Uj+1 − 2Uj + Uj−1
h2
+ Mˆ(xj)δuUj + NˆUj ,
where
Ch =
g2(x)
2
− Cα|σ(x)|
α
2
ζ(α− 1)h2−α.
In fact, the second term in Ch is the leading-order correction term for the trapezoidal rules of the
singular integrals in Eqs. (4.5) and (4.6), and ζ is the Riemann zeta function.
Thirdly, the integrals in Eqs. (4.5) and (4.6) are approximated by the trapezoidal rule
(BU)j :=

|σ(xj)|α C1,β(xj)h
∑J−1
k=1−J,k 6=j
Uk−Uj
|xk−xj |1+α
+ |σ(xj)|α C2,β(xj)h
∑′J
k=j+1
Uk−Uj−(xk−xj)
Uj−Uj−1
h
|xk−xj |α+1 , for |σ(xj)|+ xj > 1,
|σ(xj)|α C1,β(xj)h
∑J−1
k=1−J,k 6=j
Uk−Uj
|xk−xj |1+α + |σ(xj)|
αC2,β(xj)h[∑′j+m
k=j+1
Uk−Uj−(xk−xj)
Uj−Uj−1
h
|xk−sj |α+1 +
∑J
k=j+m
Uk−Uj
|xk−xj |1+α
]
, for |σ(xj)|+ xj < 1,
where m =
[ |σ(xj)|
h
]
means the integer portion of the value
|σ(xj)|
h , the summation symbol
∑
means
the terms of both end indices are multiplied by 12 ,
∑′ means that only the term of the top index
is multiplied by 12 .
Set R˜ = A+B, then the semi-discrete scheme for Eqs. (4.5) and (4.6) becomes
dUj
dt
= (R˜U)j , (4.7)
for −J + 1 ≤ j ≤ J − 1.
In the next, we will show the semi-discrete scheme (4.7) satisfies discrete maximal principle for
the absorbing condition. Let
Ih = {j ∈ Z : |jh| < 1},
Ih,T = Ih × (0, T ],
∂Ih,T = Z× [0, T ] \ Ih,T ,
where T > 0 is the final time.
Proposition 2 (Maximum principle for the absorbing condition). Assume Nˆ ≤ 0 for x ∈ (−1, 1).
(i) If
dUj
dt
− (R˜U)j ≤ 0, for (j, t) ∈ Ih,T ,
and
Uj = 0, for |j| ≥ J,
then we have
max
(j,t)∈Z×[0,T ]
Uj(t) = max
(j,t)∈∂Ih,T
Uj(t).
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(ii) If
dUj
dt
− (R˜U)j ≥ 0, for (j, t) ∈ Ih,T ,
and
Uj = 0, for |j| ≥ J,
then we have
min
(j,t)∈Z×[0,T ]
Uj(t) = min
(j,t)∈∂Ih,T
Uj(t).
Proof. The proof is similar to the reference [28].
Remark 7. The theoretical analysis of the weak and strong maximum principles for nonlocal
Waldenfels operator has been studied [29]. The stability and convergence of the schemes follows
from the maximum principle and the Lax equivalence theorem due to the linearity of the equations
(4.5) and (4.6).
4.4. Numerical experiment
Finally, we present an example to illustrate this numerical scheme for asymmetric FPE.
Example 3. Consider the following stochastic differential equation
dXt = (pi + arctan(Xt−)) dL
α,β
t , X0 = 0, (4.8)
where σ(x) = pi + arctan x, we can justify that σ(x) satisfies Hypotheses H1-H4, Using Theorem
2, the Fokker-Planck equatio for the SDE (4.8) is
∂p(x, t)
∂t
=
∫
R\{0}
[(pi + arctan(x+ z))α p(x+ z, t)− (pi + arctan(x))αp(x, t)
−∂x ((pi + arctan(x))αp(x, t)) zI{|z|<(pi+arctan(x))}(z)
]
να,−β(dz)
+
βCα
1 + x2
p(x, t).
(4.9)
Here we use the backward Euler scheme for the time integration, which satisfies the maximum
principle. We take the initial condition p(x, 0) =
√
40
pi e
−40x2 , σ(x) = pi + arctan x, f(x) = g(x) = 0
and D = (−1, 1). The Fig. 4 shows the solution of Eq. (4.9) with absorbing condition at time
T = 0.2. We find that the solution of FPE is asymmetric. For α = 0.5, it is skew to right when
β = −0.5, but it is opposite when β = 0.5, which is also different for α = 1.5. It is interesting to
see that the the solution of FPE is asymmetric for multiplicative Le´vy noise, while it is symmetric
for additive case (see [28]).
5. Application to nonlinear filtering problem
5.1. Analysis of nonlinear filtering problem
Nonlinear filtering problems are very important in many practical applications, such as the
inertial guidance of aircrafts and spacecrafts, the weather and climate prediction. Some authors
have studied the nonlinear filtering problems with signal processes or observation processes of jump-
diffusion type, see [31, 32, 33]. In those papers, the authors derived the Kushner equations and
Zakai equations. A much cleaner approach, but just as lengthy, is to recast the Zakai equation in
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Figure 4: The FPE driven by asymmetric multiplicative α-stable Le´vy noises with σ(x) = pi+arctan x, f(x) = g(x) = 0
and D = (−1, 1) at time T = 0.2. The initial condition is p(x, 0) =
√
40
pi
e−40x
2
.
its strong form. It is also worth mentioning that the paper [35] presented the strong form of Zakai
equation under additive α-stable noise.
Here we derive the strong form of Zakai equation under multiplicative α-stable noise. We further
illustrate the method with a specific example.
Consider the following signal-observation systems on R2:
dXt = f(Xt)dt+ σ(Xt)dL
α
t ,
dYt = f2(t,Xt)dt+
∫
R
γ(t,Xt−, z)N˜ (dt, dz),
(5.1)
where f and f2 are given deterministic vector fields, and σ is called the noise intensity. The
one-dimensional Le´vy process Lα has generating triplet (0, 0, να). The predictable compensator
of the Poisson random measure N is given by dt ⊗ ν(du), where ν is a Le´vy measure. Moreover,
N˜ ((0, t], du) = N((0, t], du) − tν(du).
We need to add two new assumptions on the drift and diffusion coefficients.
Hypothesis H5. The nonlinear term f2 is bounded and Lipschitz, i.e., there exists a positive
constant C1 such that for any t ∈ [0, T ] and all x, y ∈ R,
sup
x∈R
|f2(t, x)| ≤ C1,
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and
|f2(t, x) − f2(t, y)| ≤ C1|x− y|.
Hypothesis H6. There exists a positive constant C2 such that for all x, y ∈ R,∫ T
0
∫
R
|γ(t, x, z)|2ν(dz)dt ≤ C2(1 + x2),
and ∫ T
0
∫
R
|γ(t, x, z) − γ(t, y, z)|2ν(dz)dt ≤ C2|x− y|2.
Remark 8. Under Hypotheses H1-H3, H5 and H6, the signal-observation system (5.1) exists a
unique solution.
Let
Yt = σ(Ys : 0 ≤ s ≤ t) ∨ N ,
where N is the collection of all P -negligible sets of (Ω,F).
The filtering problem aims at determining the conditional distribution of the signal Xt at time t,
given the information accumulated by observing Yt in the time interval [0, t]. What we are interested
in is deriving the strong form of Zakai equation under multiplicative α-stable noise. Before that,
we present the change of probability measure for Itoˆ-Le´vy process, which comes from [36, Theorem
1.31].
Theorem 3. Let M be an one-dimensional Itoˆ-Le´vy processes of the form
dM(t) = α(t, ω)dt + σ(t, ω)dB(t) +
∫
R
γ(t, z, ω)N˜ (dt, dz), 0 ≤ t ≤ T.
Assume there exist a predictable R-valued process u = {u(t), t ∈ [0, T ]} and a family of predictable
R-valued processes θ(·, z) = {θ(t, z), t ∈ [0, T ]}, z ∈ R\{0}, such that
σ(t)u(t) +
∫
R
γ(t, z)θ(t, z)ν(dz) = α(t), for a.a. (t, ω) ∈ [0, T ] ×Ω,
and the process
Z1(t) := exp
{
−
∫ t
0
u(s)dB(s)− 1
2
∫ t
0
u2(s)ds+
∫ t
0
∫
R
ln(1− θ(s, z))N˜ (ds, dz)
+
∫ t
0
∫
R
[ln(1− θ(s, z)) + θ(s, z)] ν(dz)ds
}
, 0 ≤ t ≤ T
is well defined and satisfies
E[Z1(T )] = 1.
Define the probability measure Q on FT by dQ = Z1(T )dP , then M is a local martingale with
respect to Q.
Remark 9. In Theorem 3, we require that for any z ∈ R\{0}, θ(·, z) is a predictable process such
that θ(t, z) < 1, ∫ T
0
∫
R
{| ln (1− θ(t, z)) |2 + θ2(t, z)} ν(dz)dt <∞,
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and u is a predictable process such that ∫ T
0
u2(t) <∞.
Corollary 1. Define the process BQ(t) and the random measure N˜Q by
dBQ(t) = u(t)dt+ dB(t),
and
N˜Q(dt, dz) =
θ(t, z)
1− θ(t, z)ν(dz)dt+
1
1− θ(t, z)N˜(dt, dz),
then under the new probability measure Q, BQ is a Brownian motion and N˜Q is a martingale-valued
measure.
Proof. The result comes directly from [36, Theorem 1.35 ].
Remark 10. In fact, N˜Q(dt, dz) is not the Q-compensated random measure associated to N(dt, dz).
The compensated random measure N˜ cQ(dt, dz) associated to N(dt, dz) under the new probability
measure Q satisfies the following equation, i.e.,
N˜ cQ(dt, dz) = θ(t, z)ν(dz)dt + N˜(dt, dz).
In the following, we will present the property of Girsanov Theorem for Itoˆ-Le´vy processes.
Lemma 3. Set
H
−1
t = exp
{∫ t
0
∫
R
ln (1− θ(s, z)) N˜(ds, dz) +
∫ t
0
∫
R
[ln (1− θ(s, z)) + θ(s, z)] ν(dz)ds
}
,
then Ht satisfies the following equation
Ht = 1 +
∫ t
0
∫
R
Hs−θ(s, z)N˜Q(ds, dz).
Proof. Set
U(t) = −
∫ t
0
∫
R
ln (1− θ(s, z)) N˜(ds, dz) −
∫ t
0
∫
R
[ln (1− θ(s, z)) + θ(s, z)] ν(dz)ds.
Applying Itoˆ formula to eU(t), we have
dHt := de
U(t) = Ht
∫
R
[
1
1− θ(t, z) − 1
]
N(dt, dz) −Ht
∫
R
θ(t, z)ν(dz)dt
=
∫
R
Ht−θ(t, z)N˜Q(dt, dz).
We introduce a new measure Q via dQ/dP = 1/HT and define
Pt(ϕ) := E
Q [ϕ(Xt)Ht|Yt] .
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Now, we are ready to obtain the Zakai equation for Pt(ϕ).
Theorem 4. For ϕ ∈ D(A), Pt(ϕ) satisfies the following stochastic evolution equation, i.e.,
dPt(ϕ) = Pt(Aϕ)dt +
∫
R
Pt− (ϕθ(t, z)) N˜Q(dt, dz), (5.2)
where A is the infinitesimal generator of Xt, i.e.,
(Aϕ)(x) = f(x)ϕ
′
(x) +
∫
R\{0}
[
ϕ (x+ σ(x)y)− ϕ(x)− σ(x)yϕ′(x)I{|y|<1}(y)
]
να(dy). (5.3)
Proof. Step 1: Applying Itoˆ formula toXt and using the mutual independence of L
α
t and N˜Q(dt, du),
we have
d [ϕ(Xt)Ht] = ϕ(Xt−)dHt +Ht−dϕ(Xt). (5.4)
Step 2: Taking the conditional expectation on both sides of (5.4), we obtain
E
Q [ϕ(Xt)Ht|Yt] = EQ [ϕ(X0)|Yt] + EQ
[∫ t
0
ϕ(Xs)dHs|Yt
]
+ EQ
[∫ t
0
Hsdϕ(Xs)|Yt
]
= P0(ϕ) +
∫ t
0
∫
R
E
Q [Hsϕ(Xs)θ(s, z)|Ys] N˜Q(ds, dz)
+
∫ t
0
E
Q [HsAϕ(Xs)|Ys] ds
= P0(ϕ) +
∫ t
0
∫
R
Ps(ϕθ(s, z))N˜Q(ds, dz) +
∫ t
0
Ps(Aϕ)ds.
Therefore,
dPt(ϕ) = Pt(Aϕ)dt +
∫
R
Pt (ϕθ(t, z)) N˜Q(dt, dz). (5.5)
In the following, we aim at deriving the strong form of Zakai equation under multiplicative
α-stable noise. By Lemma 1, we know the adjoint operator A is
(A∗ϕ)(x) = − (f(x)ϕ(x))′ +
∫
R\{0}
[|σ(x+ z)|αϕ(x+ z)− |σ(x)|αϕ(x)] να(dz).
Heuristically, if the unconditional distribution of the signal Pt(ϕ) has a density p(t, x) with respect
to Lebesgue measure for all t > 0, i.e., Pt(ϕ) =
∫
R
ϕ(x)p(t, x)dx, then we have the following result.
Moreover, the unnormalized density p(t, x) satisfies the following stochastic partial differential
equation.
Theorem 5. Under Hypotheses H1-H3, H5 and H6, p(t, x) satisfies the following stochastic
partial differential equation, i.e.,
dp(t, x) = A∗p(t, x)dt+
∫
R
p(t, x)θ(t, z)N˜Q(dt, dz), (5.6)
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where
A∗p(t, x) = − (f(x)p(t, x))′ +
∫
R\{0}
[|σ(x+ z)|αp(t, x+ z)− |σ(x)|αp(t, x)] να(dz). (5.7)
Proof. By the definition of Pt(ϕ) and (5.5), we have
Pt(ϕ) =
∫
R
ϕ(x)p(t, x)dx
=
∫
R
ϕ(x)p0(x)dx+
∫
R
Aϕ(x)
(∫ t
0
p(s, x)ds
)
dx
+
∫
R
ϕ(x)
[∫ t
0
∫
R
p(s, x)θ(s, z)N˜Q(ds, dz)
]
dx.
Thus, we get
dp(t, x) = A∗p(t, x)dt+
∫
R
p(t, x)θ(t, z)N˜Q(dt, dz).
5.2. Approximation analysis for nonlinear filtering problem
The purpose here is to study one of the Trotter-like product formulas. Firstly, we develop an
infinite partition 0 = t0 < t1 < t2 < · · · < tn = T , to be denoted by κ, with time increments
δi = ti − ti−1.
Definition 3. An admissible sampling procedure relative to the partition κ is a family {Y¯ti+1ti , i ≥ 0}
of σ-algebras which satisfy, for all i ≥ 0
(i) Y¯ti+1ti is generated by a finite number of random variables;
(ii) Y¯ti+1ti ⊂ Y
ti+1
ti
.
In addition, we introduce the following notations by
Y¯tntm =:
n−1∨
i=m
Y¯ti+1ti , Y¯tm = Y¯tm0 .
By the Kallianpur-Striebel formula, we have
E
(
ϕ(Xti)|Y¯ti
)
=
E
Q
[
ϕ(Xti)Hti |Y¯ti
]
EQ
[
Hti |Y¯ti
] . (5.8)
The following proposition is from [37, Proposition 3.2].
Proposition 3. Set
M
ti+1
ti
=: EQ
(
H
ti+1
ti
|Fti+1
∨
Y¯ti+1ti
)
,
Ni+1ϕ =: E
Q
(
ϕ(Xti+1)H
ti+1
ti
|Fti
∨
Y¯ti+1ti
)
,
(pi, ϕ) =: E
Q
[
ϕ(Xti)Hti |Y¯ti
]
,
(5.9)
then we have
(pi+1, ϕ) = E
Q
[
(Ni+1ϕ)Hti |Y¯ti+1
]
. (5.10)
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Now we assume Xt = Xti for ti ≤ t < ti+1, then we have
M
ti+1
ti
= exp
{
−
∫
R
ln(1− θ(ti, z))N(δi, dz) − δi
∫
R
θ(ti, z)ν(dz)
}
:= χi(Xti).
(5.11)
Therefore
Ni+1ϕ = χi(Xti)E
Q
(
ϕ(Xti+1)|Fti
)
. (5.12)
Assume the signal {Xt, t ≥ 0} is a diffusion process associated with the semi-group Pt, then we
have
Ni+1ϕ = χi(Xti)[Pδiϕ](Xti), (5.13)
and
(pi+1, ϕ) = E
Q
(
χi(Xti)[Pδiϕ](Xti)Hti |Y¯ti+1
)
= (pi, χi[Pδiϕ]) .
(5.14)
Therefore we have
pi+1 = P
∗
δ [χipi]. (5.15)
Using an implicit Euler scheme, we get the approximation scheme of (5.6), i.e.,
(I − δiA∗)pi+1 = χipi. (5.16)
Remark 11. The convergence analysis of this approximation is similar to [37, Theorem 5.2].
5.3. An example
In the following, we will present an example to illustrate how the corresponding result is suc-
cessfully applied to the nonlinear filtering problem.
We consider the following signal-observation system on R× R.
dXt = (Xt −X3t )dt+
(
2 + sin(Xt−)
)
dLαt ,
dYt =
cos(Xt)
2
√
2
dt+
∫
R
cos(Xt−)e−
z2
2 N˜(dt, dz),
(5.17)
where f(x) = x − x3, σ(x) = 2 + sin(x), f2(x) = cos x2√2 , γ(t, x, z) = cosxe−z
2/2 and ν(dz) =
1√
2pi
e−
z2
2 dz. it is easy to verify that f, f2 and γ satisfy Hypotheses H1-H3, H5 and H6. Using
Theorem 4, the strong form of Zakai equation for the signal-observation system (5.17) is
dp(t, x) = A∗p(t, x)dt+
∫
R
p(t, x)θ(t, z)N˜Q(dt, dz), (5.18)
where
(A∗ϕ)(x) = − ((x− x3)ϕ(x))′
+
∫
R\{0}
[(2 + sin(x+ z))αϕ(x+ z)− (2 + sin(x))αϕ(x)] να(dz),
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and
θ(t, z) =
1
2
,
N˜Q(dt, dz) = 2N˜(dt, dz) + ν(dz)dt.
In Figure 5, we simulate the signal -observation processes with X0 = 0, Y0 = 0, α = 0.5,∆t =
5 × 10−4, T = 5. Use an implicit Euler scheme, the solution of Zakai equaiton for Eq. 5.18 with
α = 0.5, p(x, 0) =
√
40
pi e
−40x2 is illustrated in the Figure 6.
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
−10
−5
0
5
10
t
X t
(a) signal process
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0
5
10
15
t
Y t
(b) observation process
Figure 5: The signal-observation systems for (5.17) with X0 = 0, Y0 = 0, α = 0.5,∆t = 5× 10
−4, T = 5.
6. Concluding remarks
In this paper, we have derived the FPEs for stochastic systems with multiplicative α-stable
noises by the method of adjoint operators, and developed a new numerical scheme with stability
and convergence analysis for one-dimensional case. We have also illustrated the scheme with some
numerical experiments. Moreover, we have extended these results to the asymmetric case and then
have successfully applied to the nonlinear filtering problem. Our results are expected to assist
simulation study of, for example, the hydrodynamical systems.
In this paper, it is required that the noise intensity σ is strict monotone for the asymmetric
case. For the nonlinear filtering problem, it is required that the nonlinear term f2 is uniformly
bounded. These restrictions can be relaxed .
Furthermore, we may extend the results to high-dimensional case under certain conditions. This
could potentially find applications in most probable trajectories of anomalous diffusion processes. It
is also possible to discuss the connection between the forward and backward Kolmogorov equations.
These topics are being studied and will be reported in future works.
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Figure 6: The solution of Zakai equaiton for Eq. 5.18 with α = 0.5, p(x, 0) =
√
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