In this paper, we are mainly concerned with the ability to quickly and automa cally dis nguish word senses in dynamic seman c spaces in which new terms and new senses appear frequently. Such spaces are built "on the fly" from constantly evolving data sets such as Wikipedia, repositories of patent grants and applica ons, or large sets of legal documents for Technology Assisted Review and e-discovery. This immediacy rules out supervision as well as the use of a priori training sets. We show that the various senses of a term can be automa cally made apparent with a simple clustering algorithm, each sense being a vector in the seman c space. While we only consider here seman c spaces built by using random vectors, this algorithm should work with any kind of embedding, provided meaningful similari es between terms can be computed and do fulfill at least the two basic condi ons that terms which close meanings have high similari es and terms with unrelated meanings have near-zero similari es.
Introduc on
Word sense disambigua on (WSD) is essen al to sentence understanding and is thus a core natural language processing (NLP) problem, since many terms (words or phrases) are polysemous. For example, in Informa on Retrieval (IR) and Technology Assisted Review (TAR), a query including the word pig will have very different interpreta ons if the word refers to an animal of genus Sus, to pig iron, to the Pipeline Inspec on Gauge of the oil industry or to the picture-in-guide familiar to television viewers.
As pointed out by Yarowsky 1 , the word disambigua on may itself have two meanings, either " […] assigning each instance of a word to established sense defini ons (such as in a dic onary) […]" or " […] sense induc on: using distribu onal similarity to par on word instances into clusters […]".
In this publica on, we are mainly concerned by the problem of querying open, constantly evolving data sets such as Wikipedia, repositories of patent grants and applica ons, or large sets of legal documents for Technology Assisted Review and e-discovery. New words and new senses appear in a seemingly random way a er each update, daily or weekly, and any a priori human-involved training or classifica on is unfeasible since significant words may number in millions.
In consequence, the present work will exclusively understand disambigua on as equivalent to sense induc on. This clearly rules out a number of approaches to WSD 2, 3 , such as supervised or semi-supervised methods which rely on exis ng sense-tagged corpora or which use some labeled data to train an ini al classifier.
For example, in a recent publica on, Butnaru ground-truth configura on produced by human annotators". For this comparison, they use either WordNet 5 or the pretrained word sense embedding generated by the word2vec toolkit 6, 7 from the Google News data set, but sta c training is obviously not suitable for dynamically evolving data sets.
Yates and Etzioni 8 give an interes ng discussion and review of unsupervised disambigua on, where neither handtagged training examples nor domain knowledge are available. Their approach may at first glance seem similar to ours as it also relies on clustering and on the distribu onal hypothesis, which can be restated as Firth's Law, "you shall know a word by the company it keeps" 9 . However, their goal is quite different as they aim to extract synonyms (e.g., Mars and Red Planet) while we seek to iden fy the various senses of the word (mars as a god, a planet or a sweet.)
Word embeddings and random vectors
Many NLP systems rely on the vector space model introduced by Salton 10, 11 , in which each word occupies a separate dimension of a space of very high dimensionality equal to the number of dis nct words. In this approach, now o en called one-hot encoding, the scalar products of vectors associated with dis nct words are by defini on zero.
To obtain distances (or similari es) between pairs of words, a frequently used NLP technique involves mapping words or phrases from a corpus of documents into vectors of real numbers. In other words, a very high dimensionality space with one dimension per dis nct word is embedded into a con nuous vector space of much lower dimensionality . The similarity of two dis nct words is then defined as the scalar product of their normalized vectors in and it ranges from 1.0 (iden ty) to -1.0 (diametrical opposite.) In most cases, their similari es will be around 0 as words usually have only a small, finite numbers of seman c neighbors.
Many embedding approaches have been considered, from Latent Seman c Indexing 12 to neural networks (see e.g. 6, 7 ), with results depending both (i) on the ini al corpus (corpora centered on the oil industry, on animal husbandry or on the entertainment industry will yield very different neighbors to the word pig), and (ii) on the details of the embedding transforma on: for example, is the algorithm linear or not? does it take into account words collocated within a sentence or within a fixed-size window?
A very simple embedding transforma on 13, 14, 15, 16 relies on the fact that in one can create an exponen ally large number of random vectors quasi-orthogonal to each other 17, 18, 19 . These vectors can then be treated to a good approxima on as if they were orthogonal and a. to each dis nct, significant term in a large set of documents is associated a normalized random seed vector belonging to which is quasi-orthogonal to any other seed vector, and b. to each is then a ached as term vector a linear, weighted combina on of the seed vectors of the terms cooccurring with in all windows of fixed size or in all sentences.
Each term vector as well as any linear combina on of term vectors such as documents are themselves obviously embedded in . In this -dimensional Euclidean seman c space, the similarity between terms and is the scalar product of the associated, normalized term vectors:
It is some mes more convenient to consider the distance which is related to the similarity by .
Distances sa sfy the triangle inequality and range from (same and ) to (diametrically opposed vectors,
never found in prac ce because in high dimension a space is almost everywhere empty, whatever the number of words 17 .)
A marked advantage of this linear, transparent process is that it is by nature incremental: a small addi on to (or dele on from) the data set involves only a small, finite number of words, at least to a first, very good approxima on (over me, word frequencies and thus weight factors will vary), and is thus extremely fast.
In this work, the embedding space dimensionality was and the window size was The random nature of the seed vectors adds some noise to the similarity but this is negligible as the noise's average value is and its standard devia on is for 18 . About patent applica ons have been downloaded from the semi-official USPTO site at http://patentscur.reedtech.com/ between June 2014 and June 2017; these applica ons cover a broad range of technical categories and the data set contains a total number of over two billion words and well over one million dis nct, seman cally significant words. The patent data set is quite 'noisy' in that a number of less-frequent words are typos and this does some mes lead to spurious results.
Disambigua on algorithm
In a previous ar cle 19 , it was shown that the word mantle had at least two very different meanings in the patent database: it may refer to a common laboratory equipment, a hea ng mantle, o en associated with a s rrer, or it may refer to a mantle cell, o en associated in cancerology with Burki lymphoma. The following table shows the symmetric similarity matrix for some words associated with mantle in the patent database: A cursory examina on of Table 1 suggests a very simple algorithm to disambiguate term in a completely automa c way, using only the informa on embedded in the structure of the seman c space:
Algorithm 1 -Unsupervised disambigua on algorithm for term 1 : Build the cohort of terms with similarity to above . There are such terms. 2 : Form clusters by assigning its own cluster to each of the terms and se ng cluster vectors iden cal to term vectors 3 : Compute ini al intercluster similarity matrix of size 4 : 5 : repeat 6 :
Merge the two closest clusters by assigning the weighted sum of their centroid vectors to one cluster and discarding the other 7 : 8 :
Compute intercluster similarity matrix of size 9 :
Valid disambigua ons are groups of clusters where the largest element in the matrix is under threshold 10 : un l 
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A disambigua on is a set of senses and each sense is a vector in the seman c space. This vector will o en be used by itself, for example by replacing in the query vector the original vector of the word before disambigua on. It can be visualized by lis ng a cohort of its neighboring terms, as in the examples below.
A reasonable value for the similarity is , so that closely related terms are included but the cohort size is s ll limited. For , a value of about three standard devia ons, i.e. , has been empirically chosen, both well below any significant similarity measure and well above the noise discussed above.
In what follows, only groups of four, three and two clusters will be considered.
Disambigua on examples
Since a cohort above is never very large (a cohort is usually of length 10 to 100) the process is very fast. A list of disambigua ons for the 21,365 terms which occur between 5 and 5,000 mes in the patent database builds in a few hours on a low-performance desktop machine running a single thread. Out of the total, 411 words were found to have four or more senses, 1010 words had three senses and 4130 words had only two senses.
Following the case of the word mantle (Example 1), it is seen that when there are four clusters, i.e. when mantle has four senses, it resolves into four dis nct vectors associated with the top words s rrer, burki , four-mouth and sieve; these vectors have similari es of , , and to the parent word mantle. At this clusteriza on level, senses #1 and #3 are both referring to containers; their similarity is , well above and the disambigua on is rejected.
Next, clusters #1 and #3 are merged, resul ng in three senses with the top words s rrer, burki and sieve and similari es , and to the parent. Senses #1 and #3 are s ll too close (similarity too high at ) and the disambigua on is rejected.
Finally, in the last step, the two final clusters have a similarity of only . The algorithm stops and only a twosense disambigua on is retained. The word pig is another example where direct examina on of the similarity matrix of the word's cohort yields an obvious disambigua on: 
4/7
Example 4 -The first sense is the common understanding of the word. The second sense corresponds to the receptor for advanced glyca on end-products (RAGE), related to soluble forms of RAGE (sRAGE), including the splice variant endogenous secretory RAGE (esRAGE), occurring in a number of patents. Ramasamy is the name of a widely cited author of ar cles on RAGE and ischemic injury. Finally, RAGE and angiogenesis occur simultaneously in a number of patents.
At level 2 (two senses), all three medical senses have been conflated, as expected. The intercluster distances at levels 4, 3 and 2 are respec vely 0.151, 0.160 and 0.100, illustra ng the fact that the smallest intercluster distance is not necessarily uniformly decreasing in agglomera ve hierarchical clustering, depending on the linkage, but inversions are without consequence in this applica on.
Elephant (occurring 465 mes) is another example of unexpected disambigua on for a non-specialist: Example 5 -Some disambigua ons are unexpected, but quite useful. In computer networking, an elephant flow is an extremely large (in total bytes) con nuous flow; its opposite is a mouse flow. Sense #3 is s ll a bit ambiguous, as Michael Feeley is a widely cited author on computers and opera ng systems, and dodecanol is a compound related to a sex pheromone of female Asian elephants …
Conclusions and future work
In this work, we have presented a simple algorithm for the unsupervised disambigua on of terms in a seman c space without a priori training. It is expected that this algorithm should work with any kind of embedding, provided meaningful similari es between words can be defined, i.e. provided the embedding fulfills at least two condi ons, (i) words which close meanings should have high similari es and (ii) words with unrelated meanings should have near-zero similari es, so that can be significantly lower than . However, the exact nature of the embedding algorithm 13, 20 may have a substan al impact on its usefulness for database querying and disambigua on and we'll compare in a forthcoming ar cle the disambigua on and querying performances of random vectors and of neural networks such as Mikolov's et al. 6, 7 . The ability to quickly and automa cally dis nguish word senses in a seman c space built "on the fly" from constantly evolving data sets such as Wikipedia, from repositories of patent grants and applica ons 19 or from large sets of documents in Technology Assisted Review and e-discovery 21, 22 opens the way to a number of useful applica ons.
On the prac cal side, query disambigua on, i.e. automa c selec on of the best sense for each query word, should substan ally enhance search precision, resul ng in fewer, be er focused documents and reducing analysis me and cost.
More fundamentally, while (as indicated in the introduc on) disambigua on is understood here to mean sense induc on, it could conceivably be combined with informa on from items such as Wikipedia's disambigua on pages or Wik onary to automa cally align with or even create sense defini ons and, perhaps with some human supervision, generate evolving, con nually up-to-date thesauri and dic onaries.
