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Abstract: There are two methods for estimat-
ing the bit error probability of a transmission sys-
tem via Monte Carlo simulation, when the decoder
outputs a-posteriori log-likelihood ratios (LLR). The
first method, which is the conventional one, is based
on the sign of the LLR, whereas the second method
is based on the magnitude of the LLR. In this paper,
the two methods are compared by means of their es-
timation variances. Furthermore, the optimal linear
combination of the two methods is considered. The
superiority of second method over the first one will
be proven.
Keywords: APP decoding, log-likelihood ratio,
Monte Carlo simulation, bit error rate.
1. Introduction
The bit error rate is one of the most impor-
tant quality criteria for digital transmission systems.
As many systems are too complex for an analytical
derivation, Monte Carlo simulation is often applied
for bit error rate estimation. If the transmission sys-
tem employs a LogAPP decoder [1], which outputs
the a-posteriori log-likelihood ratio (LLR) of each
bit, there are two different methods available. (This
holds similarly for an APP decoder [2].)
The first method, referred to as Method H, relies
solely on the signs of the a-posteriori LLRs. It is
conventionally applied in bit error simulation. The
second method, referred to as Method S, relies solely
on the magnitudes of the a-posteriori LLRs and does
not require knowledge of the transmitted bits. This
method was first published by Loeliger [3], and was
then independently re-invented and further analyzed
in [4].
Based on a formal definition of the two meth-
ods, we will address two aspects in this paper: (a)
The two methods will be compared with respect to
their estimation variance. We will show that the es-
timation variance of Method S is at most half the
estimation variance of Method H. This proves that
Method S is superior to Method H. (b) The opti-
mal linear combination of the two methods will be
derived. We will show that this combination is iden-
tical to Method S. Thus, Method S cannot be further
improved by linearly combining it with Method H.
2. Transmission System
The transmission system and the simulation
setup under consideration is depicted in Figure 1.
Throughout this paper random variables will be de-
noted by uppercase letters and their realizations by
the corresponding lowercase letters.
The sequence of independent and identically dis-
tributed binary information symbols u ∈ {+1,−1}
is encoded by the channel encoder (ENC) onto the
sequence of code symbols x. These are transmitted
over the channel (CH), and the vector of channel
outputs y is fed to the channel decoder (LogAPP
DEC). Note that this system is very general: (i) The
information symbols are not required to be uniformly
distributed. (ii) The channel code does not need to
be binary, not even linear. (iii) The channel may be
frequency selective, time varying, or even nonlinear.
Given y, the channel decoder computes the a-
posteriori LLR l ∈ R for each information bit U ,
l := L(U |Y = y) := ln PU |Y (+1|y)
PU |Y (−1|y) ,
[5], [6]. (Throughout this paper, the indices will
be omitted for convenience, whenever this can be
done without ambiguity.) For “simple” systems, like
convolutional encoded transmission over an AWGN
channel or transmission with DPSK over an ISI chan-
nel, these LLRs can be efficiently computed by means
of the LogAPP algorithm (LogMAP algorithm [1],
BCJR algorithm [2], forward-backward algorithm).
The a-posteriori LLR l will be regarded as a real-
ization of the random variable L. This soft output
is then separated into its sign uˆ := sign(l) and its
magnitude λ := abs(l). The sign represents the hard
decision and thus the estimate for the transmitted
information bit u, and the magnitude represents the
reliability.
3. Monte Carlo BER Estimation
For determining the bit error rate (BER) of the
transmission system, Pb := Pr(U 6= Uˆ), two kinds of
BER samples are considered in this paper. The hard
BER sample is defined as
zH := Pr(U 6= Uˆ |U = u, Uˆ = uˆ) (1)
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Figure 1: Transmission system and simulation setup.
and indicates whether a bit error occurred or not. It
is easily seen that
zH =
{
0 if u = uˆ,
1 if u 6= uˆ. (2)
This BER sample relies solely on the sign of the soft
output; additionally, knowledge of the transmitted
bit is required. The soft BER sample is defined as
zS := Pr(U 6= Uˆ |Λ = λ) (3)
and indicates the probability that a bit error occurred
for a given value of λ. It can be computed as
zS =
1
1 + eλ
, (4)
[4], with zS ∈ [0, 12 ]. This BER sample relies solely
on the magnitude of the soft output; knowledge of
the transmitted information bit is not necessary.
Given J LLRs lj and thus the corresponding BER
samples zH,j and zS,j , j = 1, 2, . . . , J , the two meth-
ods for estimating the BER are as follows:
Method H: The BER estimate based on J hard
BER samples zH,j is computed as
z
(J)
H :=
1
J
J∑
j=1
zH,j ,
and it is denoted as hard BER estimate.
Method S: The BER estimate based on J soft BER
samples zS,j is computed as
z
(J)
S :=
1
J
J∑
j=1
zS,j ,
and it is denoted as soft BER estimate.
The first method basically consists of counting
the occurred bit errors and averaging over the num-
ber of transmitted bits. This is the conventional
method and works for every decoder. As opposed
to this, the second method relies on the fact that the
outputs of the decoder are a-posteriori log-likelihood
ratios. Therefore, it is only applicable for LogAPP
decoders (or equivalently for APP decoders).
In the following, the hard and the soft BER sam-
ple will be regarded as random variables ZH ∈ {0, 1}
and ZS ∈ [0, 12 ], respectively. From their definitions,
it follows that µ = E{ZH} = E{ZS} = Pb. Since the
hard and the soft BER estimate are sample means,
it follows also that E{Z(J)H } = E{Z(J)S } = Pb. Thus,
both estimates are unbiased.
4. Comparison and Combination of
the Two Methods
4.1. Variances
In both methods, the BER estimate is a sample
mean. Thus, an appropriate figure-of-merit is the
estimation variance. Let σ2ZH and σ
2
ZS
denote the
variances of ZH and ZS , and let further σ2
Z
(J)
H
and
σ2
Z
(J)
S
denote the variances of the sample means Z(J)H
and Z(J)S , respectively. The variances of the (single)
samples and those of the sample means are related
as
σ2
Z
(J)
H
=
1
J
σ2ZH , σ
2
Z
(J)
S
=
1
J
σ2ZS .
Let ZX denote (generically) either ZH or ZS . A
suitable measure for the precision of the estimation is
the relative standard deviation of the sample mean.
For a given variance σ2ZX , the relation between the
precision, ε, and the number of samples, J , is given
by
ε =
σ
Z
(J)
X
µ
=
√
σ2ZX
µ2 · J . (5)
This expression will be used to compare the two
methods with respect to the achievable precision for
a fixed number of samples or with respect to the nec-
essary number of samples to achieve a certain preci-
sion.
4.2. Probability Distributions
The hard BER sample is distributed as
pZH (zH) =
{
1− µ for zH = 0,
µ for zH = 1.
(6)
Given a soft BER sample zS , the conditional distri-
bution can be written as
pZH |ZS (zH |zS) =
{
1− zS for zH = 0,
zS for zH = 1.
(7)
The distribution pZS (zS) of the soft BER sample
strongly depends on the system under consideration;
thus, the only known property is the mean value µ.
4.3. Statistical Dependence
For measuring the statistical dependence, we will
compute the mutual information between the hard
and the soft BER sample. Let h(x) = −x ldx− (1−
x) ld (1 − x), x ∈ [0, 1], denote the binary entropy
function. Then we have
I(ZH ;ZS) = H(ZH)−H(ZH |ZS)
= H(ZH)− E
zS
{H(ZH |ZS = zS)}
= h(µ)− E{h(ZS)}.
In the last line, we applied H(ZH |ZS = zS) =
h(pZH |ZS (1|zS)) = h(zS), where (7) was used. The
binary entropy function can be bounded as h(zS) ≥
2zS , and thus we can bound the mutual information
as
I(ZH ;ZS) ≤ h(µ)− 2µ.
Therefore, we can conclude that there is statistical
dependence, but that this dependence is very small
for small BER. It even tends to zero for Pb → 0.
4.4. Comparison
The variance of the hard BER sample ZH can be
written as
σ2ZH = E{Z2H} − µ2 =
= E{ZH} − µ2 = µ(1− µ), (8)
where the identity Z2H = ZH was applied. The vari-
ance of the soft BER sample ZS can be written as
σ2ZS = E{Z2S} − µ2. (9)
Further simplification is not possible (cf. comments
on the distribution of ZS). In the following, two
lower bounds on the ratio of these variances will be
derived.
From ZS ∈ [0, 12 ], it follows that Z2S ≤ 12ZS , and
thus
E{Z2S} ≤ 12 E{ZS}. (10)
This inequality will be the starting point for the two
bounds. Note that equality holds for ZS = 12 and for
ZS = 0, which corresponds to Pb = 12 and Pb = 0,
respectively. In each case, ZS is constant, and thus
its variance is zero. As this is not of interest, we will
assume 0 < Pb < 12 in the following.
For deriving the first bound, we write the left
hand side of (10) as E{Z2S} = σ2ZS +µ2 and the right
hand side as
E{ZS} = E{ZH} = E{Z2H} = σ2ZH + µ2.
Using these two equalities in (10) yields
σ2ZS + µ
2 ≤ 12 (σ2ZH + µ2)
⇔ σ2ZS ≤ 12σ2ZH − 12µ2
⇒ σ2ZS ≤ 12σ2ZH , (11)
where equality holds in the last line if and only if
µ = Pb = 0. Thus, we have the first bound b1:
σ2ZH
σ2ZS
≥ 2 := b1. (12)
For deriving the second bound, we write the
left hand side of (10) as before, and we substitute
E{ZS} = µ on the right hand side. Thus, we have
σ2ZS + µ
2 ≤ µ
2
⇔ σ2ZS ≤
µ(1− 2µ)
2
.
Using this inequality and (8), the ratio of the vari-
ances can be written as
σ2ZH
σ2ZS
≥ 2µ(1− µ)
µ(1− 2µ) =
2− 2µ
1− 2µ =
2− 2Pb
1− 2Pb ,
and we have the second bound b2(Pb),
σ2ZH
σ2ZS
≥ 2− 2Pb
1− 2Pb := b2(Pb), (13)
which is a function of Pb. This second bound b2(Pb)
is tighter than the first bound b1 for large Pb, and it
is equal to the first bound for small Pb.
The bounds shall be illustrated in the following
example: Uniformly distributed information bits are
encoded by a convolutional encoder of rate 1/2 and
memory length ν, and the code bits are transmitted
over a binary-input AWGN channel. (Eb denotes
the signal energy per information bit, N0 denotes
the single-sided noise power density.) The resulting
ratios of variances and the two bounds are plotted
versus the signal-to-noise ratio (SNR) in Figure 2.
For low SNR, both the actual ratio σ2ZH/σ
2
ZS
and the
bound b2(Pb) are decreasing. For higher SNR, b2(Pb)
tends to b1 = 2, and σ2ZH/σ
2
ZS
tends to about 4.
The bounds prove that the hard BER sample has
always (except for Pb = 0) a larger variance than the
soft BER sample. Moreover, it follows immediately
from (12) and (13) that
σ2
Z
(J)
H
σ2
Z
(J)
S
≥ b2(Pb) ≥ b1 = 2,
where again equality holds if and only if Pb = 0.
Taking (5) into account, the advantage of Method S
over Method H becomes obvious and can be formu-
lated in the following two (equivalent) ways: (a) For
achieving a required precision of the BER estimate,
Method S needs only half the number of samples or
even less. (b) Given a fixed number of samples, the
precision achieved by Method S is higher by a factor
of a least
√
2.
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Figure 2: Ratios of variances σ2ZH/σ
2
ZS
(solid lines)
and the lower bounds b1 (dash-dotted line) and
b2(Pb) (dashed lines) versus Eb/N0. (Uniformly dis-
tributed information bits, convolutional encoder of
rate 1/2 and memory length ν, binary-input AWGN
channel.)
4.5. Optimal Linear Combination
Since Method H relies solely on the sign of the soft
output and Method S relies solely on the magnitude
of the soft output, the question arises if these two
methods can be combined to get a BER estimate
even better than the soft BER estimate.
In the following, we will consider the optimal lin-
ear combination of the hard and the soft BER sam-
ple, having minimum variance. Let define the com-
bined BER sample
z := azH + (1− a)zS (14)
with weighting factor a ∈ [0, 1]. From its defini-
tion, it follows immediately that Z is unbiased, i.e.,
E{Z} = µ = Pb.
Let now determine a such that the variance of Z
is minimum. This variance can be written as
σ2Z = E{(Z − µ)2}
= E{(aZH + (1− a)ZS − µ)2}
= E{(a(ZH − µ) + (1− a)(ZS − µ))2}
= a2σ2ZH + (1− a)2σ2ZS + 2a(1− a)σ2ZHZS .
The conditional expectation of ZH computes as
E{ZH |ZS = zS} =
∑
zH∈{0,1}
pZH |ZS (zH |zS)zh = zs,
where (7) was applied. Thus, the covariance can be
expressed as
σ2ZHZS = E{(ZH − µ)(ZS − µ)}
= E{ZHZS} − µ2
= E
ZS
{zS E
ZH |ZS=zS
{zH}} − µ2
= E
ZS
{z2S} − µ2 = σ2ZS .
With this result, the variance of Z can be written as
σ2Z = a
2σ2ZH + (1− a)2σ2ZS + 2a(1− a)σ2ZS
= a2σ2ZH + (1− a2)σ2ZS . (15)
Note that this expression contains only the variances
of the hard and the soft BER sample and the weight-
ing factor a.
The extremum is found by evaluating
d
da
σ2Z = 2aσ
2
ZH − 2aσ2ZS
!= 0.
The single solution is a = 0, because σ2ZH > σ
2
ZS
for
Pb > 0. (The case Pb = 0 is not of interest.) Due
to the same reason, the second derivative is strictly
positive:
d2
da2
σ2Z = 2σ
2
ZH − 2σ2ZS > 0.
Thus, we get the minimum variance of Z for a = 0.
From this result, it follows that the optimum lin-
ear combination of the hard and the soft BER sample
w.r.t. minimum estimation variance consists only of
the soft BER sample.
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