In this paper, we propose an iterative algorithm for finding the common element of solution set of a split equilibrium problem and common fixed point set of a finite family of asymptotically nonexpansive mappings in Hilbert space. The strong convergence of this algorithm is proved.
Introduction
Throughout this paper, let R denote the set of all real numbers, N denote the set of all positive integer numbers, H be a real Hilbert space and C be a nonempty closed convex subset of H. Let T : C → C be a mapping. If there exists a sequence {k n } ⊂ [1, ∞) with lim n→∞ k n = 1 such that T n x − T n y ≤ k n x − y , ∀x, y ∈ C, we call T an asymptotically nonexpansive mapping. If k n ≡ 1, then T is said to be a nonexpansive mapping. The set of fixed points of T is denoted by F ix(T ). Let F : C × C → R be a bifunction. The equilibrium problem for F is to find z ∈ C such that F (z, y) ≥ 0, ∀y ∈ C.
(1.1)
The set of all solutions of (1.1) is denoted by EP (F ), i.e.,
EP (F ) = {z ∈ C : F (z, y) ≥ 0, ∀y ∈ C}.
Many problems in physics, optimization, and economics can be reduced to find the solution of (1.1); see [1] [2] [3] [4] . In 1997, Combettes and Hirstoaga [5] introduced an iterative scheme of finding the solution of (1.1) under the assumption that EP (F ) is non-empty. Later on, many iterative algorithms are considered to find the element of F ix(S) ∩ EP (F ); see [6] [7] [8] .
In 2013, Kazmi and Rizvi [9] considered a new class of split problem called split equilibrium problem. Let F 1 : C × C → R and F 2 : Q × Q → R be two bifunctions and A : H 1 → H 2 be a bounded linear operator. The split equilibrium problem is to find x * ∈ C such that 2) and such that y * = Ax * ∈ Q sovles F 2 (y * , y) ≥ 0, ∀y ∈ Q.
(1.
3)
The set of all solutions of (1.2) and (1.3) is denoted by Ω, i.e., Ω = {z ∈ C : z ∈ EP (F 1 ) such that Az ∈ EP (F 2 )}. On split equilibrium problem, the interested author also may refer to [10, 11] in which the author gave an iterative algorithm to find the common element of sets of solutions of the split equilibrium problem and hierarchical fixed point problem.
To the knowledge of author, the split equilibrium problems and fixed point problems for asymptotically nonexpansive mappings have not been investigated in literature by far. In this paper, inspired by the results in [9] [10] [11] , we propose an iterative algorithm to find the common element of solution sets of a split equilibrium problem and common fixed points set of a finite family of asymptotically nonexpansive mappings in Hilbert spaces and prove the strong convergence for the algorithm.
from H onto C. It is well known that P C is a firmly nonexpansive mapping from H onto C, i.e.,
Further, for any x ∈ H and z ∈ C, z = P C x if and only if
A mapping A : C → H is called an α-inverse strongly monotone if there exists α > 0 such that
For each λ ∈ (0, 2α], I − λA is a nonexpansive mapping of C into H; see [12] . Consider the following variational inequality on inverse strongly monotone mapping A:
The set of solutions of the variational inequality is denoted by V I(C, A). It is know that u ∈ V I(C, A) ⇔ u = P C (u − λAu) for any λ > 0. Let S : C → C be a mapping. It is known that S is nonexpansive if and only if the complement I − S is 1 2 -inverse strongly monotone; see [13] . Let T : C → C be an asymptotically nonexpansive mapping with the sequence {k n }. Then for any (x,x) ∈ C × F ix(T ), we have
which is obtained directly from the following
Let F be a bifunction of C × C into R satisfying the following conditions:
is convex and lower semicontinuous.
Lemma 2.1 [14] Let C be a nonempty closed convex subset of a Hilbert space H and let F : C × C → R be a bifunction which satisfies the conditions (A1)-(A4). For x ∈ H and r > 0, define a mapping T F r : H → C by
Then T r is well defined and the following hold:
(1) T F r is single-valued;
(2) T F r is firmly nonexpansive, i.e., for any x, y ∈ H,
(4) EP (F ) is closed and convex.
Lemma 2.2 [15]
Let F : C × C → R be a bifunction satisfying the conditions (A1)-A(4). Let T F r and T F s be defined as in Lemma 2.1 with r, s > 0. Then, for any x, y ∈ H, one has
Lemma 2.3 [8]
Let F : C × C → R be a functions satisfying the conditions (A1)-(A4) and let T F s and T F t be defined as in Lemma 2.1 with s, t > 0. Then the following holds:
Lemma 2.4 [16]
Let {x n } and {y n } be bounded sequences in a Banach space E and let {β n } be a sequence in [0, 1] with 0 < lim inf n β n lim sup n β n < 1. Suppose x n+1 = β n y n +(1−β n )y n for all integers n ≥ 0 and lim sup n ( y n+1 −y n − x n+1 −x n ) ≤ 0. Then, lim n y n − x n = 0.
Lemma 2.5 [17]
Let T be an asymptotically nonexpansive mapping on a closed and convex subset C of a real Hilbert space H. Then I − T is demiclosed at any point y ∈ H. That is, if x n x and x n − T x n → y ∈ H, then x − T x = y.
Lemma 2.6 [18]
Assume that {α n } is a sequence of nonnegative numbers such that
where {a n } is a sequence in (0, 1) and {t n } is a sequence in R such that
Then lim n→∞ α n = 0.
Main results
Theorem 3.1 Let H 1 and H 2 be two real Hilbert spaces and C ⊂ H 1 and Q ⊂ H 2 be nonempty closed and convex subsets. Let F : C × C → R and G : Q × Q → R be two bifunctions satisfying (A1-A4) and assume that G is upper semicontinuous in the first argument. Let f : C → C be ρ-contraction and {T i } l i=1 : C → C be l asymptotically nonexpansive mappings with the same sequence {k n } satisfying the condition that lim
Define the sequence {x n } by the following manner: x 0 ∈ C and
where
, L is the spectral radius radius of the operator A * A and A * is the adjoint of A. If the control sequences {α n }, {r n }, {s n } and {k n } satisfy the following conditions:
2 -inverse strongly monotone mapping. In fact, since T G sn is (firmly) nonexpansive and I −T G sn is 1 2 -inverse strongly monotone, we have
for all x, y ∈ H, which implies that
Proof. We first show that {x n } is bounded. Let p ∈ F ix(S) ∩ Ω. Then p = T F rn p and (I − γA * (I − T G sn )A)p = p. Thus we have
It is easy to see that T n x − T n y ≤ k n x − y for all x, y ∈ C and n ∈ N. From (3.1) and (3.2) it follows that, for all n > N ,
3) By induction, we see that, for all n > N ,
It follows that {x n } is bounded and so is {u n }. Next we prove that lim n→∞ x n+1 − x n = 0. Since (I − γA * (I − T G sn )A) is nonexpansive, by Lemma 2.2 we have
Further, by Lemma 2.3 we get
. Then from (3.1) and (3.4) it follows that
Since the mappings {T i } l i=1 satisfy the condition (Γ), by the condition (ii) we get lim sup
Hence, by Lemma 2.4 we conclude that Now we prove that lim n→∞ T i x n − x n → 0 for each i ∈ {1, · · · , l}. To show this, we first prove that lim n→∞ u n − x n = 0. Since A * (I − T G sn )A is 1 2L 2 -inverse strongly monotone, by (3.1) we have
Thus we have
where θ n = k n − 1. Therefore,
Since α n → 0, k n → 1 and both {f (x n )} and {x n } are bounded, by (3.5) we have Since T F rn is firmly nonexpansive and (I − γA * (T G sn − I)A) is nonexpansive, by (3.1) we have
which implies that
Now, from (3.1) and (3.10) we get
Hence,
Since α n → 0, k n → 1 and {x n } and {u n } are bounded, by (3.5) and (3.10) we have
Combing (3.5) and (3.11) , by u n − x n+1 ≤ u n − x n + x n − x n+1 we see that
By (2.1) and (3.13), for each i = 1, · · · , l, we have
(3.14) Since α n → 0 and k n → 1, from (3.12) and (3.14) it follows that, for each i = 1, · · · , l,
Let k ∞ = sup n∈N k n < ∞. Consequently, by (3.6) and (3.15) we get that, for each i = 1, · · · , l,
Further, we have, for each i = 1, · · · , l,
Since P F ix(S)∩Ω f is a contraction, there exists a unique z ∈ F ix(S) ∩ Ω such that z = P F ix(S)∩Ω f (z). Since {x n } is bounded, we can choose a subsequence {x n k } of {x n } such that
As {x n k } is bounded, there is a subsequence {x n k i } of {x n k } converging weakly to some w ∈ C. Without loss of generality, we can assume that x n k w.
Now we show that w ∈ ∩ l i=1 F ix(T i ). In fact, since each x n −T i x n → 0 and x n k w, by Lemma 2.3 we obtain that w ∈ F ix(
From the monotonicity of F it follows that
Replacing n with n k in the above inequality, we have
For any 0 < t ≤ 1 and y ∈ C, let y t = ty + (1 − t)w. Then we have y t ∈ C. Further, we have 0 = F (y t , y t )
≤ tF (y t , y) + (1 − t)F (y t , w)
≤ tF (y t , y).
So F (y t , y) ≥ 0. Let t → 0, one has F (w, y) ≥ 0, i.e., w ∈ EP (F ). Next we show that Aw ∈ EP (G). Since A is bounded linear operator, Ax n k → Aw. Then from (3.9) it follows that T G sn Ax n k → Aw. By the definition of T G rn Ax n k , we have
Since each G is upper semicontinuous in the first argument, taking lim sup to (3.12) as k → ∞, we get G(Aw, y) ≥ 0, ∀y ∈ C, which implies that Aw ∈ EP (G). Therefore, w ∈ Ω. By the property on P F ix(T )∩Ω , we have In Theorem 3.1, if T i ≡ T , then the condition (Γ) is reduced to asymptotically regular and we get the following Corollary 3.1. Let H 1 and H 2 be two real Hilbert spaces and C ⊂ H 1 and Q ⊂ H 2 be nonempty closed convex subsets. Let F : C × C → R and G : Q × Q → R be two bifunctions satisfying (A1-A4) and assume that G is upper semicontinuous in the first argument. Let f : C → C be ρ-contraction and T : C → C be an asymptotically nonexpansive mapping with the sequence {k n } satisfying the condition that
for any bounded subset K of C. Assume that T is asymptotically regular and suppose that F ix(T ) ∩ Ω = ∅, where Ω = {v ∈ C : v ∈ EP (F ) and Av ∈ EP (G)}. Let {α n } ⊂ (0, 1) be a sequence. Let A : H 1 → H 2 be a bounded linear operator. Define the sequence {x n } by the following manner: x 0 ∈ C and u n = T 
