Long-period (100-330 s) fundamental-mode Love and Rayleigh waves have been processed to measure the great circle phase velocities for about 200 and 250 paths, respectively. The observations are inverted for regionalized phase velocities and for an even-order harmonic expansion of the lateral velocity heterogeneity. The regionalized inversions achieve a maximum variance reduction of about 65% and 85% for the Love and the Rayleigh wave data, respectively. The Im., = 2 inversions give a maximum variance reduction of about 60% and 90% for Love and Rayleigh waves, respectively. The /max = 8 inversion does not 1?ake a large improvement in the fit. The Love wave phase velocities have more power in l = 4 and 6, relative to l = 2, than the Rayleigh waves. For both Love and Rayleigh wave data the sectoral component dominates the I = 2 harmonics, and this component is stable if we increase lmax from 2 to 6. Heat flow also has strong sectoral components (Im = 22), which are approximately in phase with those of the phase velocities. The l = 2 harmonics of the nonhydrostatic geoid are dominated by large zonal (Im = 20) and m.oderate sectoral components. The sectoral components are in phase with those of the phase velocttles. The sectoral pattern of heat flow and phase velocity is controlled by high heat flow-low velocity of the East Pacific Rise and western North America, which is reinforced by low velocities in the antipodal region (Red Sea-Gulf of Aden-East African Rift). By contrast the geoid l = 2 pattern is dominated by geoid highs over the western Pacific subduction zones. A spherical harmonic expansion of regionalized phase velocities shows that they have l = 2 variations similar to those of the l = 2 nonregionalized inversions. This means that the regionalization approach is appropriate as a first ~~p for studying lateral heterogeneity of the earth. However, the great circle phase velocities are not sufficient by themselves to umquely locate the lateral heterogeneity. The same is true for free oscillation data. Regions of convergence have the interesting property of being slow for short-period waves and fast, faster than shields, for long-period waves.
INTRODUCTION
To elucidate global-scale lateral heterogeneity of the earth's mantle, the phase velocity of long-period ( ~ 100 s) surface waves over great circle paths has been measured from the phase difference of two multiple phases (e.g., or RrR 4 ) since the work by Sato [1958] . More recently, observations of eigenperiods of fundamental spheroidal modes have been used to study the structure of the upper mantle and transition region [Silver and Jordan, 1981 ; Masters et al., 1982] . The normal mode and traveling wave approaches are equivalent.
In the present paper we study the global lateral heterogeneity of the upper mantle by using the classical Fourier transform method [Sato, 1958; Brune et al., 1961] . We measured the phase velocities of fundamental-mode Love and Rayleigh waves for about 200 and 250 great circle paths. The period ranges from 100 to 330 s. These data are interpreted in terms of regional variations of phase velocity. Our data overlap the period range of normal mode studies [Masters et al., 1982] .
Backus [1964] and Zharkov and Lyubimov [1970] , however, proved that observations of great circle phase velocity or, equivalently, the normal mode periods are insensitive to the odd harmonics of the aspherical heterogeneity of the earth. The regionalization approach to the interpretation of great circle phase velocities [Tokso·z and Anderson, 1966] that we adopt in this paper is ·a method for extrapolating the odd 1 Now at Research Center for Earthquake Prediction, Faculty of Science, Hokkaido University.
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Paper number 3Bl469. 0148-0227 /83/003B-1469$05.00 harmonics from the information about the even harmonics by using some external information about lateral heterogeneity (e.g., surface tectonics). This well-known fact motivated our previous study [Nakanishi and Anderson, 1982] and part 2 of this study (I. Nakanishi and D. L. Anderson, unpublished manuscript, 1983) , in which we measure the surface wave velocities between earthquakes and stations incorporating information about source mechanism and finiteness.
DATA SET
We analyzed digital seismograms from 25 large (Ms; :<: 6.5) earthquakes recorded at IDA (International Deployment of Accelerographs) [Agnew et al., 1976] and GDSN (Global Digital Seismograph Network) during 1980. Figure 1 shows the locations of the 25 earthquakes and the IDA and GDSN stations. We use the same map projection throughout this paper. We used NEIS (National Earthquake Information Service) locations and origin times in this study. These are listed in Table   1 .
We processed wavelet pairs GrG 4 , G 3 -G 5 , RrR 4 , R 3 -R 5 , and R 4 -R 6 to obtain the great circle phase velocities. The numbers of these pairs are 163, 35, 188, 64 , and 1, respectively. The choice of pairs was based on visual observation of the seismograms plotted from the original magnetic tapes. A general criterion for data selection was to use G 2 -G 4 and R 2 -R 4 for each earthquake-station pair. We used GrG 5 or R 3 -R 5 only when its signal-to-noise ratio is superior to that of G 2 -G 4 or R 2 -R 4 .
For Love waves we used long-period horizontal component seismograms from GDSN stations. The original long-period GDSN seismograms have a digitization interval of 1 s. We applied a low-pass cosine filter with a cutoff period of 30 s and resampled at an interval of 10 s. The resampled seismograms are used in the following data analyses. We rotated the seismograms to obtain the transverse component, taking into account the difference in response of the two components. The transverse components were windowed with fixed group velocities of 4.2 and 4.5 km/s in most cases. In a few cases the group velocity window was 4,25-4.5 km/s or 4.3-4.Y km/s. Figure 2a shows the 198 great. circle paths used for the Love wave analysis. The number of wave-pairs used for each earthquake is summarized in Table 2 .
For Rayleigh waves we used long-period vertical component seismograms from IDA and GDSN stations. The IDA seismograms have a digital interval of 10 or 20 s. The GDSN seismograms were resampled at an interval of 10 s. The vertical component seismograms were windowed with fixed group velocities of 3.35 and 4.0 km/s in most cases. In a few cases the group velocity window was narrowed to 3.4-3.8 km/s. Figure  2b shows 253 great circle paths used for the Rayleigh wave analysis. The number of wave pairs used for each earthquake is summarized in Table 2 , 
GREAT CIRCLE PHASE VELOCITY MEASUREMENT

Method
Many authors have applied this method to the measurement of phase velocity of long-period surface waves since the paper by Sato [1958] . Brune et al. [1961] made an important correction-the so-called polar phase shift correction-to Sat6's method, Using this method, we can calculate accurate surface wave phase velocities for complete great circle transits without information about source mechanism, finiteness, and instrumental response. Thus this method has attracted seismologists for many years. Interpretation of the great circle phase velocities will be discussed later. In this study the great circle phase velocity is calculated from a wave pair G;-G;+ 2 or R;-R;+ 2 by using
where T is the period, L is the length of the great circle path passing through an earthquake epicenter and a recording station, t; is the starting time of the group-velocity-windowed seismogram of the surface wave of order i, </>; is the Fourier phase at period T measured with respect to the starting time t;, the factor of 1/2 comes from polar phase shifts at the epicenter and its antipode, and N is an integer which arises from the multivalued nature of Fourier phase and which is determined so that measured phase velocities at long periods connect smoothly with phase velocities calculated from the eigenperiods of the earth. We used the geometrical flattening of the earth's figure to calculate L. We assumed equatorial radius a and polar radius b to be 6378.388 and 6356.912 km, respectively. These values are equivalent to the geometrical flattening fg = 1/297.001 and a mean radius R 0 = ..y7b = 6371.221 km. We use this value as the mean radius throughout this paper. We used Rudoe's formula to calculate the length of the geodesic around the geoellipsoid of revolution [Bamford, 1962; Maruyama, 1967] . This formula is equivalent to
correct to the first order in f 9 , where 0 is the colatitude of the positive pole of the directed great circle path. The frequency dependence of the ellipticity, or path length, advocated by Dahlen [1975; see Dziewonski and Sailor, 1976; Dahlen, 1976] will be allowed for when interpreting the l = 2 harmonics of the lateral heterogeneity, where a hydrostatic flattening fh = 1/299.627 [Nakiboglu, 1982] will be used. We used Goertzel's algorithm to calculate the Fourier phases</>; and </>;+ 2 •
Effect of Higher Mode Contamination
We need to analyze the effect of higher Love-mode contamination on the measurement of phase velocities of fundamental-mode Love waves because we do not apply any spatial filters to separate higher modes from fundamental modes. Thatcher and Brune [1969] , Boore [1969] , and Schlue [1975] made a simple estimation of the error due to the interference for small-distance phase velocity measurements. Dziewonski et al. [1972] suggested possible contamination by higher modes, even at long periods (170 to 350 s), because of a discrepancy among several sets of average Love wave phase velocities. To eliminate higher-mode interference, we can apply a spatial filter by using a closely spaced array. However, such an array is not available for the study of global-scale seismic structure. As Figure 1 shows, IDA and GDSN stations are too sparsely located to use for spatial filtering.
We follow Thatcher and Brune [1969] and make an error analysis of the higher-mode interference. Here we consider the effect of the first higher mode on the great circle phase velocity measurement of the fundamental mode. We use (1) to calculate the phase velocity. In this error analysis, (t;+ 2 -t;) is taken to be zero, and a spherical earth is assumed. Let us consider the case that we process (G/ + G/) and (G;+ 2° + G;+ 2 i) as (G; 0 ) and (G;+ 2°) , respectively, where the superscripts 0 and 1 represent the fundamental and the first higher modes. In the great circle phase velocity measurement we can ignore the initial phase at the source, the source finiteness, and the instrumental response. We write [Thatcher and Brune, 1969] ,i.
where~ is the distance that (G; 0 + G/) propagates from an epicenter to the station, L is the length of the great circle of the spherical earth, A.(T) is the amplitude ratio of Gi to G 0 , K is the wave number for a given period T, and relative attenuation between G 0 and Gi for the one great circle is assumed to be zero. The second terms in (3) and (4) are polar phase shifts. Since C(T) for A.(T) = 0 is equal to the phase velocity of the fundamental mode, the phase velocity error due to the interference is
We made a numerical estimation of the interference error by using (1), (3), (4), and (5). We consider wave pairs (
at stations located at minor arc distances of 30°, 60°, 90°, 120°, and 150°. The errors are estimated for periods of 100, 110, 120, 130, and 140 s. We use the phase velocities of the fundamental and the first higher mode for the oceanic and shield structure calculated by Anderson and Harkrider [1968] . We assume A.(T) to be 0.5 for all Gi. The calculation results are summarized as follows. A maximum fJC of 0.012 km/s is obtained for G 3 -G 5 at 140 s observed at Li= 60° by using a shield structure. The error, however, is generally smaller than 0.01 km/s and averages about 0.004 km/s. The error does not show coherence among periods. As will be seen in the following sections, the expected errors seem to be much smaller than the observed long-wavelength variations of Love wave phase velocities. The incoherence of fJC among different periods suggests that the higher-mode interference does not cause a systematic bias in the observed phase velocities but contributes to the scatter of the observations. This is the same error estimate obtained by Boore [1969] and Schlue [1975] for two-station and single-station phase velocity measurements, respectively.
Measurement Results
Great circle phase velocities are determined for periods between 100 and 330 s for the great circle paths shown in Figure  2 . Using data from both IDA and GDSN stations, we have a very dense path coverage over the earth's surface. Figure 3 and Table 3 show averaged Love wave phase velocities and their standard deviations. Deviations from Earth model PREM [Dziewonski and Anderson, 1981] are less than 0.005 km/s in the whole period range. The averaged Rayleigh wave phase velocities are shown in Figure 4 and Table 4 . The observations show large deviations from PREM at periods below 150 s. For periods greater than 150 s the differences are less than 0.004 km/s.
A quick way to look at regional variations of phase velocities is to examine the azimuthal variation for each earthquake. We made azimuthal plots for all observations. Here we show results for two earthquakes. One is the Santa Cruz Islands azimuths around 120° and 180°. Figure 5 shows that the azimuth window from 120° to 180° involves large portions of tectonically active regions, such as young ocean in the southeast Pacific, Phanerozoic orogenic and magmatic belts in Dziewonski and Steim [1982] and Souriau and Souriau [1983] . Solid line is calculated from the regionalized phase velocities obtained in this study. Fine and rough chain lines are calculated from the results of L = 2 and L = 6 inversion, respectively. Other conventions are same as in Figure 6 . western North America and eastern Eurasia, and young ocean in the Indian Sea. The observations in Figures 6, 8 , and 9 also show correlation with surface geology. These correlations between observed phase velocities and surface geology suggest that regionalizing surface wave phase velocities may be fruitful, even for the longer periods. This approach will be used later in this paper. However, what we have to keep in mind is that we cannot locate uniquely the heterogeneity from great circle measurements [Backus, 1964] . Therefore, very detailed regionalized models of the earth are inappropriate for this kind of data.
ESTIMATION METHODS OF GEOGRAPHICAL DISTRIBUTION OF SURFACE WAVE VELOCITIES
We assume that the apparent phase slowness between an earthquake source and a seismic . station is the average of phase slowness along the great circle path connecting the two points [Toksoz and Anderson, 1966; Knopoff, 1969] . Thus, the phase delay due to propagation along the surface wave path can be written
where tEs(w) is the phase delay, which has a dimension of time, of surface wave of frequency w between an earthquake (E) and a station (S), and the phase velocity C is a function of frequency wand the position represented by Q = (8, </>).
We expand the phase slowness 1/C(w, Q) in terms of spherical harmonics:
where Yzm(Q) is fully normalized spherical harmonics, and the following convention is used:
From (6) and (7) we write the observed slowness as
The most accurate measurement (in the sense that we need not correct for source mechanism, source finiteness, and instrumental response) of phase velocity can be made from the great circle measurement of phase delay. We consider the great circle integral (10) where tG is the phase delay for the great circle. According to Backus [1964] ,
where R 0 is the radius of the spherical Earth, 0 and <I> are the colatitude and longitude of the positive pole of great circle path, and P 1 (0) is the Legendre function.
As (10) and (11) show we can determine even harmonics of lateral heterogeneity from great circle phase velocities or, equivalently, free oscillation periods. This is the approach taken by Masters et al. [1982] . From (10) and (11) we have
where C(0;, <I>;) is the great circle phase velocity for the great circle path whose positive pole is at the colatitude 0; and the longitude <I>;, and N is the number of the great circle phase velocities. If the spherical harmonic expansion is truncated at l = L (or /max), the number of the coefficients s 1 m(/ =even) is equal to
Throughout this paper, L means the maximum / in the expansion. If N » M and (0;, <I>;) is well distributed on the earth's surface, we can determine the coefficients of the even harmonics by solving (12) in least squares sense. Masters et al. [1982] made an equivalent inversion of eigenfrequencies by assuming L = 2 or 6. Equation (11) shows that the great circle phase velocity does not constrain the odd harmonics of lateral variations of phase velocity [Backus, 1964] . To avoid this difficulty, an assumption about the regional variations (regionalization model) has been made in the interpretation of great circle phase velocities [Toksoz and Anderson, 1966; Kanamori, 1970; Dziewonski, 1970; Wu, 1972; Oka/, 1977; Mills, 1978; Nakanishi, 1979; Leveque, 1980; Dziewonski and Steim, 1982; Souriau and Souriau, 1983] . We assume that the earth's surface consists of J regions Rij = 1, .. ., J). 
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Period, sec where Ci is a constant phase velocity of region Ri. We expand n/!l) in spherical harmonics
From (7), (14), and (15) 
Thus we have
This shows that we can determine not only the even harmonics but also the odd harmonics by using external information concerning the lateral heterogeneity. However, we should note that s 1 m(/ = odd) are not constrained from the observations but only extrapolated through the regionalization model (13).
Therefore s 1 m(/ = odd) are sensitive to the choice of the model.
From (13) and (14) we have
. L=8 where L/ is the fraction of the great circle path ri which lies within each region Ri, and N is the number of the great circle paths. Solving (18), we can determine the pure-path phase velocity for each region Ri.
The great circle phase velocity data cannot fully describe the earth's lateral heterogeneity. Let us see what we can learn about the lateral heterogeneity from the incomplete (even harmonics) information. The linear inverse approach of Whaler and Gubbins [1981] can be used for this purpose. We write the estimate s of the slowness s at Q 0 as a linear combination of 
where y is the angle between the directions Q and Q 0 . The case we consider is l = even. If we use only l = 2 terms of the expansion, we have
The shape of this averaging function tells us that we can know only an average of the slownesses equally weighted for Q 0 and for its antipode. The same is true for higher-order (I = 2, 4, ... ) spherical harmonics.
INTERPRETATIONS OF THE GREAT CIRCLE PHASE VELOCITIES
Regional variations of Love and Rayleigh wave phase velocities will be estimated from their great circle averages measured in the previous section. For Rayleigh waves, many studies have been made, and recently Souriau and Souriau [1983] have interpreted the great circle phase velocities published during the last decade by using recent tectonic regionalization models. Their inversion results, however, show small variance reductions (less than about 30% for all the regionalization models used) in the period range from 150 to 350 s. The small variance reductions must be caused by the inhomogeneity of their data set, which includes measurements of seven different authors who adopted a variety of methods to measure the phase velocities. All of the seven authors analyzed the seismograms obtained by digitizing photographic WWSSN records. No measurements or interpretations of long-period Love waves have appeared since the paper by Kanamori [1970] . Leveque [1978] and R. G. North (unpublished manuscript, 1978) measured Love wave phase velocities and inverted them to obtain regionalized phase velocities. However, only one has been published, and it (the former) is not widely known in English-speaking countries, since it is written in French. Kanamori [1970] analyzed the Love waves recorded at WWSSN stations from two great earthquakes (1963, Kurile Islands; 1964, Alaska) and determined the Love wave regionalized phase velocities for average ocean, tectonically active region, and shield by incorporating the phase velocity data obtained in the 1960's. This three-region model may be inappropriate for the interpretation in the light of plate tectonics.
Determination of Even Harmonics
A least squares inversion of (12) tained by the inversions between Love (Figure 10 ) and Rayleigh (Figure 11) waves. For Love waves we have an increase in the variance reduction of about 10% to 15% in the whole period range when we change L = 2 to 6. Rayleigh waves show smaller increase of the variance reduction than Love waves, especially at periods longer than about 200 s. In both cases the increase of L = 6 to 8 does not improve the inversion. The variances are normalized by the number of degrees of freedom. The differences between Love and Rayleigh waves can be explained in terms of the penetration depth of these waves. For Rayleigh waves, at periods around 250 s, the l = 2 terms alone explain about 90% of the power of the variability. This variance reduction is equivalent to a reduction in standard deviation of about 70%. This high variance reduction for Rayleigh wave phase velocities is consistent with Masters et al.'s [1982] results for spheroidal-mode periods. We should note here that this efficiency of the l = 2 terms may partly be due to the structure of (12). As pointed out by Souriau and Souriau [1983] and Kawakatsu [1983] , P 2 (0) ( = -0.5) dominates the higher P 1 (0) (P 4 (0) = 0.375; P 6 (0) = -0.312, ... ). Therefore the l = 2 tertns contribute much more efficiently to the variance reduction. In other words the great circle integral acts as a low pass filter, which makes it difficult to detect shorter-wavelength lateral heterogeneity.
In determining s 1 m of (12), if the sampling of (0;, <I>;) was sparse, we might have the problem of aliasing. However, we do not think this is a serious problem in the present case because our observations of azimuthal variation of phase velocities, such as Figures 6 to 9, show generally long wavelength variations. Furthermore, the great circle observation (or (12)) itself is a low pass operation and thus suppresses the aliasing.
Coefficients (A 1 m and B 1 m) of spherical harmonics and their standard deviations are listed in Tables 5 and 6 for L = 2 (see convention (8)). The coefficients are determined in the inversion by correcting for the geometrical flattening (f 9 = 1/297.001). The correction for the effect of the dynamical ellipticity [Dahlen, 1975 [Dahlen, , 1976 Dziewonski and Sailor, 1976] can be made easily. Dziewonski and Sailor's Table 2 and fh = 1/299.627 [Nakiboglu, 1982] (24) where x 2 (T) is given in Table 2 of Dziewonski and Sailor. This instead of (12), where C(0;, <I>;) is the phase velocity corrected for the dynamical ellipticity. Therefore, to obtain s 20 of (12), we have to make the following correction:
where P 2 (0) = -0.5 and s 1 m' = .slm• except for Im = 20.
Velocity distributions are synthesized by using the even harmoni~s determined in the inversions (Figures 12 to 15) . For Love waves, and for shorter-period Rayleigh waves, there are some changes in patterns of the velocity distribution between L = 2 and 6. On the other hand, longer-period Rayleigh waves (Figure 14c, d and Figure 15b ) have slight changes in the velocity pattern when we increase L = 2 to L = 6. As Figure  14 shows, our results of L = 2 inversion of Rayleigh wave phase velocities show a pattern similar to that of spheroidalmode eigenfrequencies obtained by Masters et al. [1982] . High velocity appears in the western Pacific and the central Atlantic, low velocity in the eastern Pacific and the Middle East. The Love wave results ( Figure 12) show a generally similar pattern of the L = 2 heterogeneity, although the amplitude of the variations is larger. The l = 2 part of the earth's heterogeneity is, of course, symmetric, and the above results do not necessarily imply that all of the above regions are anomalous. A slow region centered on the East Pacific Rise would also appear at the antipode, in the Middle Eastnorthern Indian Ocean, on an l = 2, or on any other evenharmonic map.
Regionaliied Phase Velocities
The same data set (great circle phase velocities) is also inverted to yield regionalized phase velocities. Recently, Souriau and Souriau [1983] made regionalized inversions of great circle Rayleigh wave phase velocities by using the regionalization models of Okal [1977] , Leveque [1980] , and Jordan [1981] . They showed that Okal's regionalization provides the best fit to great circle phase velocities in the period range between 150 and 350 s. Okal's model has a region (T) that is dominated by regions of convergence and, in this respect, differs from Jordan's regionalization. Here we present results derived by using Okal's model, which is shown in
Period, sec Souriau and Souriau's [1983] results for Okal's model. In Figure 18 , region A (ocean old~r than 135 m.y.) shows an extremely high Raleigh wave phase velocity as compared with the other oceanic regions (B, C, and D). Souriau and Souriau also obtained very high phase velocities for region A. The high velocity might be partly caused by the instability due to the small area of region A. Region T (trenches, island arcs, back-arc basins) exhibit low velocities at short periods and very high velocities at long periods. This indicates a slow shallow mantle underlain by fast material. Region T, on average, is faster than shield region S at long periods. Figures 8 and 9 compare the great circle phase velocities calculated from the regionalized phase velocities and the results of L = 2 and 6 inversions with those observed for the Santa Cruz Islands and Eureka earthquakes. The calculated phase velocities for Dziewonski and Steim's [1982] and Souriau and Souriau's [1983] regionalized phase velocities are shown for comparison. Dziewonski and Steim's phase velocities do not predict the observed values for the Eureka earthquake ( Figure 9 ) in the azimuth range from 10° to 60°. This discrepancy between observed and calculated phase velocities for earthquakes in western North America has been noted and discussed by Nakanishi and Kanamori [1982] for an earthquake in the California-Mexico border region (event 8). 
Spherical Harmonic Expansion of Regionalized Phase Velocities
We make a spatial spectral analysis of the regionalized phase velocities derived in the above section. We first expand the regionalization nj(il) of (13) in spherical harmonics (15), and then, using (17), we obtain the spherical harmonic coefficients of the regionalized phase slownesses. In the numerical integration for calculating r 1 mj of (15) we used the trapezoidal cubature formula and a grid size of 1° x 1°. We calculated the coefficients up to degree and order 12. This corresponds to the grid size (15° x 15°) of Okal's [1977] regionalization. The power spectra of the regionalized phase velocities are shown in Figures 19 and 20 . Note that there is a general tendency for the normalized power to die off from l = 2 to l = 7 and to remain very small for larger l. The l = 2 term dominates for Love waves, and l = 1 and l = 2 are both large for Rayleigh waves. The l = odd terms are not negligible. The velocity distributions synthesized by using the l = 2 terms alone are presented in Figures 21 and 22 . In the appendix we show velocity contour maps synthesized by using the l = 1 to 6 terms for the regionalized Love and Rayleigh wave phase velocities. Both even-harmonics inversions and expansion of the regionalized phase velocities suggest that the data sets of this study are sufficiently explained in terms of l = 1 to 6 harmonics.
The even-harmonics inversions of Rayleigh waves via the use of only l = 2 terms show high-velocity regions centered in the northwestern Pacific and the central Atlantic (Figure 14) . The regionalized Rayleigh wave phase velocities (Figures 5  and 18 ) have high velocity in the northwestern Pacific, but not in the central Atlantic. The averaging function (23) for the l = 2 terms tells us that we can know only an averaged property of a point and its antipode from these terms. The high velocity in the central Atlantic in Figure 14 is apparently the antipodal image of the true velocity high in the western Pacific. As Figure 22 shows, the contour maps synthesized by using only the l = 2 terms have a pattern of velocity heterogeneity very similar to that of the L = 2 inversions (Figure 14) . This shows that the regionalized phase velocities obtained by [Dahlen, 1975 [Dahlen, , 1976 Dziewonski and Sailor, 1976 ] is corrected for by using a hydrostatic fiatteningfh = 1/299.627 [Nakiboglu, 1982] .
tUnit is mW/m 2 ; from Chapman and Pollack [1975] . tUnit is mW/m 2 ; from H. N. Pollack (private communication, 1983 ). 'lfUnit is 10-6 ; from Nakiboglu [1982] ;/,, = 1/299.627.
using Okal's model have large-amplitude degree-two harmonics as a component of their spectrum and suggests that this is a reason for Okal's model attaining a high variance reduction of about 85% for Rayleigh waves, which is comparable to that of the L = 2 harmonics inversion. Kawakatsu [1983] made an analysis of published regionalized phase velocities of Rayleigh waves and reached a similar conclusion. All L = 2 maps have one of the slow regions centered over the East Pacific Rise and one of the fast regions centered over the western Pacific. These are known from independent seismic data to be particularly slow and fast regions, respectively. The l = 2 pattern, of course, will give symmetric antipodal anomalies of the same sign. The Red Sea-Gulf of Aden-East African Rift region is also a very low velocity region [Nakanishi and Anderson, 1982] , and this is nearly antipodal to the East Pacific Rise. It appears, therefore, that these regions control the l = 2 pattern.
The preponderance of shields and the absence of rapidly spreading ridges in the high latitudes contribute a zonal term that closes off the low-velocity sectoral anomalies.
Which is the better model to represent the lateral heterogeneity of the phase velocities of long-period surface waves, l = 2 harmonic model or Okal's regionalized model? The two models have 5 and 7 parameters, respectively, and both have almost the same variance reduction over the whole period range of this study. Thus the inversion results do not tell which model is better. The regionalization model itself is based upon knowledge of surface tectonics and the results of previous surface wave studies in oceanic regions.
COMPARISON OF THE PHASE VELOCITIES WITH SOME OTHER GEOPHYSICAL OBSERVATIONS
The lateral variation of surface wave velocity may be caused by variations in composition, mineralogy, depths of discontinuities, temperature, and so on. These lateral variations should also be observed in the variations of other geophysical observables with different kernels. The earth works as a filter, and the outputs from many inputs interfere constructively and destructively. All observations have some error. All these complicate the study of variations of the physical parameters within the earth. However, if we collect enough data, we may be able to assess the physical mechanisms that cause the lateral variations of the geophysical observables.
One of the reasons we use the spherical harmonic approach for the analysis of seismic data is to make it easy to compare them with other geophysical observations, such as heat flow and geoid, which have been expressed in terms of spherical harmonic expansions [e.g., Chapman and Pollack, 1975; Wagner et al., 1977] .
Let us consider two localized heterogeneities represented by delta function
The heterogeneity s 1 (Q) is located at the antipode (-Q 0 ) of the position Q 0 of s 0 (Q). Spherical harmonic coefficients of the two heterogeneities are calculated to be (28) We can obtain only the even harmonics from great circle phase velocity measurements. From the property of spherical harmonics we have
Thus the two independent localized sources of lateral variations of two different observables have the same coefficients of the l = even harmonics. We have to keep in mind this result when interpreting the even harmonics. Table 9 presents the coefficients of l = 2 harmonics of surface wave phase slownesses, heat flow, and geoid. Heat flow coverage is sparse and Chapman and Pollack [1975] use a tectonic predictor to supplement the data. The correlation of heat flow with velocity, therefore, is another test of the tectonic-velocity correlation. The heat flow and the phase slowness data have much larger sectoral Um = 22) components than other components. The orientations of the nodal lines of the sectoral components are similar, especially for heat flow and Love waves. High heat flow sectors correspond to low velocity (high slowness), low heat flow sectors correspond to high velocity (low slowness). For the nonhydrostatic geoid the zonal Om = 20) component is the largest, the sectoral component is the next largest. The low geoid sectors coincide with high heat flow and low velocity, and vice versa. The phase velocities obtained in this study, especially Love waves, do not show large zonal harmonics. However, Masters et al. [1982] reported large-amplitude A 20 term of eigenfrequency perturbations in the period range between 200 and 400 sec from the observations of spheroidal modes. Our Rayleigh phase veloci-· ties (Table 6 ) exhibit a trend that A 20 increases monotonically with period in the range from 120 sec to 300 s. This could be marginal because we found the increase L = 2 to 6 in the inversions changes A 20 , significantly. On the other hand, the sectoral component still predominates for the l = 2 harmonics. A. M. Dziewonski (personal communication, 1982) made an inversion to determine l = 2 coefficients by using the Rayleigh wave phase velocity data of Dziewonski and Steim [1982] . His result ( w perturbations) shows that -A 20 increases monotonically in the period range from 180 to 350 s. On the other hand, Masters et al.'s results show an almost constant amplitude A 20 in the same period range. Concerning their ellipticity correction they refer to Dahlen [1975] , but not to the corrections noted by Dziewonski and Sailor [1976] and Dahlen [1976] . We used the results of Dziewonski and Sailor [1976] and Dahlen [1976] , and Nakiboglu's [1982] corrected hydrostatic flattening [fh = 1/299.627).
From the Love and Rayleigh wave phase velocities of our study, and the Rayleigh wave phase velocities of Dziewonski, it appears that the lateral variation of Love wave phase velocities at periods between 100 and 330 s and Rayleigh wave phase velocities for periods from 100 to about 250 s are dominated by the sectoral component. The zonal component dominates the Rayleigh wave phase velocities at periods longer than about 350 s. The l = 2 harmonics of the heat flow and the geoid have the largest amplitudes in the sectoral and the zonal components, respectively.
The sectoral patterns are controlled by the low phase velocities and high heat flow in the East Pacific Rise and western North America. The geoid in these regions is relatively mild, not particularly low or high. The geoid highs associated with the western Pacific subduction zones appear to control the l = 2 geoid pattern. The center of gravity of the "subduction geoid" (9°N, 135°E) is centered in the western Pacific (B. H. Hager, unpublished manuscript, 1983) , roughly 90° from the East Pacific Rise. Also, on a more regional basis, geoid lows such as the Canadian Shield, western Atlantic, and Siberia are generally associated with fast upper mantle. If the l = 2 geoid is controlled by highs in the western Pacific, and the corresponding phase velocity pattern is controlled by lows in the eastern Pacific, then one cannot use the l = 2 information alone to determine the relationships between phase velocity and geoid. This is one of the limitations of the even-harmonic analysis. This antipodal ambiguity is reduced in the study of I. Nakanishi and D. L. Anderson (unpublished manuscript, 1983) and is not present in regionalized pure-path studies. The large-scale structure of the geoid, of course, is affected by lateral heterogeneities throughout the Earth, not just the upper mantle.
CONCLUSIONS
Our measurement and inversion of long-period Love and Rayleigh wave phase velocities lead to the following conclusions:
1. Regionalized inversion, using Okal's [1977] model (7 regions) is competitive with the /max = 2 inversion of the great circle phase velocities of both waves. The former attains a maximum variance reduction of 65% and 85% for Love and Rayleigh waves, and the latter gives 60% and 90% maximum variance reduction, respectively.
2. Love wave regionalized phase velocities show significant variations among the seven regions. Regionalization models without lateral inhomogeneity within the ocean basins are inappropriate.
3. The Rayleigh wave results are consistent with those of previous studies that used the same regionalization.
4. Spherical harmonic expansion of regionalized phase velocities, using Okal's regionalization, show that they have l = 2 harmonics similar to those derived directly from the great circle phase velocities by /max = 2 harmonics inversion.
5. Both Love and Rayleigh wave phase velocities have l = 2 harmonics that are dominated by the sectoral component (Im = 22). Of other geophysical data, the heat flow has a similar l = 2 pattern. The nonhydrostatic geoid has a largeamplitude second-order zonal component. This feature is not seen for Love waves in the period range between 100 and 330 s, and Rayleigh waves at periods shorter than about 250 s, after corrections are made for dynamic ellipticity.
6. The correlation between the even harmonics of two observables does not necessarily mean that the two observables are correlated with each other, though it would be unlikely in geophysical problems that evens are correlated but odds not. To discuss the correlation between them, we need information about the odd harmonics. Great circle phase velocity or normal mode data are not sufficient for this purpose. 6) obtained from the expansion of the regionalized phase velocities. We made a straight truncation at I= 6 and used the usual sum rule (7) for the synthesis.
