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Original scientific paper 
The application prospects of wireless sensor networks (WSN) are very broad due to their characteristics of convenience, low cost, accuracy. Wireless 
sensor networks have potential applications in many fields, such as business, smart home appliances, industry. Wireless sensor networks are considered to 
be one of the most influential technologies today. The power industry is not only related to the livelihood of individuals, but also to national security. At 
present, the development of the power industry has reached a bottleneck. One of the methods to break through the bottleneck of the development of the 
electric power industry is by combining the wireless sensor networks with the electric power industry and building a smart grid. Due to various reasons, 
the data generated by the wireless sensor networks may be lost, and the missing data will have a great impact on the detection of power data and the 
construction of the smart grid. The power data generated by the wireless sensor networks has both temporality and spatiality. In this paper, we propose a 
fusion algorithm to deal with the missing data in wireless sensor networks. Experimental results show that the proposed algorithm can effectively estimate 
the missing power data in wireless sensor networks. 
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Obrada nedostajućih podataka o energiji u bežičnim senzorskim mrežama 
 
Izvorni znanstveni članak 
Izgledi za primjenom bežičnih senzorskih mreža - wireless sensor networks (WSN) vrlo su veliki zbog njihovih karakteristika – praktičnosti, niske cijene, 
točnosti. Moguće ih je primijeniti u mnogim područjima kao što su poslovanje, inteligentni kućni uređaji, industrija. Smatra ih se jednom od 
najutjecajnijih tehnologija danas. Električna energija se ne odnosi samo na zaradu za život pojedinaca već i na nacionalnu sigurnost. Trenutno je razvoj 
energetske industrije stigao do uskog grla. Jedna od metoda za razbijanje uskog grla u razvoju energetike je kombiniranje bežičnih senzorskih mreža s 
elektroindustrijom i izgradnja inteligentne mreže. Zbog raznih se razloga mogu izgubiti podaci koje generiraju bežične senzorske mreže i ti će nestali 
podaci imati veliki utjecaj na pronalaženje podataka o energiji i izgradnju inteligentne mreže. Podaci o energiji koje generiraju bežične senzorske mreže 
imaju i temporalnost i prostornost. U ovom radu predlažemo fuzijski algoritam koji se bavi podacima koji nedostaju u bežičnim senzorskim mrežama. 
Eksperimentalni podaci pokazuju da se predloženim algoritmom mogu učinkovito procijeniti podaci o energiji koji nedostaju u bežičnim senzorskim 
mrežama. 
  





In the twenty-first century, all aspects of society put 
higher and higher requirements on the power system with 
the overall recovery of the global economy. The power 
system must meet the needs of users and also have high 
security, diversification and other features to meet various 
challenges [1]. At present, the power system is facing the 
challenges of environmental protection, flexibility, 
reliability, etc. The best way to solve these problems is by 
combining a wireless sensor network with the power grid 
to build a smart grid. Once the concept of smart grid has 
been proposed, it has attracted much attention globally [2, 
3]. 
 
Table 1 Power data classification 




















At present, the power system has been deployed 
throughout China [4]. The transmission network and 
distribution network send power to millions of households. 
In order to reasonably adjust the allocation of power 
resources, we must be aware of the power data in a timely 
manner to use the power resources more effectively [5]. 
By collecting relevant data, wireless sensor networks can 
provide more comprehensive network operation data for 
the relevant managers. At the same time, managers can 
also analyze the power data, monitor the smart grid 
equipment, and rapidly construct the data communication 
network [6]. These will be the key technologies to solve 
the above problems in the smart grid. The emergence of 
wireless sensor networks provides a new prospect for the 
development of the smart grid. The power data 
classification is shown in Tab. 1. 
The use of power data is bidirectional [7]. The 
electric power enterprise can collect user data through the 
power point data to make related analysis and provide the 
basis for adjustments in transportation planning for 
electric power development. Furthermore, power users 
can study the household electricity. At the same time, the 
user can combine the wireless sensor networks with 
household appliances to control the electricity 
consumption of their household appliances timely and 
accurately. These methods can further realize intelligent 
home furnishing and achieve safety, high efficiency and 
economic power standard [8]. The system structure of 
WSN for the smart grid is shown in Fig. 1. 
One development trend in the electric power industry 
is to acquire power data and build a smart grid through 
wireless sensor networks [9]. The power data acquired by 
the wireless sensor networks has the characteristics of 
temporality and spatiality. There is a certain data loss 
phenomenon in the process of data acquisition from the 
wireless sensor to the terminal. Estimating these lost 
power data can reduce loss which is caused by the loss of 
power data [10]. 
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Figure 1 System structure of WSN for smart grid 
 
This paper proposes a fusion algorithm to estimate 
the lost power data. This algorithm estimates the lost 
power data from the angle of temporality and spatiality. 
Then, the results are fused, resulting in a more accurate 
estimate. The first part of this paper is the introduction, 
where we introduce the research background. The second 
part describes the application of wireless sensor networks 
in the power system and the characteristics of power 
network data. The third part proposes the fusion algorithm 
which considers the lost power data of temporal and 
spatial characteristics. 
 
2 Application of the wireless sensor networks in a power 
system and characteristics of power network data 
 
Wireless sensor networks are composed of a set of 
nodes with embedded processors, sensors and wireless 
transceivers. The application of wireless sensor networks 
in the power industry involves the production, 
transmission and use of electric energy. These constitute a 
complex, dynamic process [11]. The typical network 
architecture of WSN is shown in Fig. 2. 
Electricity must be transported through large and 
complex power generation, transmission and distribution 
facilities [12]. Therefore, any fault in the power grid may 
result in a series of accidents, which may lead to the 
collapse of the power grid, would bring huge losses to the 
country and individuals. During the operation of the 
power network, wireless sensor networks are used to 
monitor the operation of the power grid. The expansion of 
the scale of the power grid and the increase in demand for 
electricity promote the improvement of the operation and 
management level of the power grid [13]. The difference 
between the smart grid and the traditional power grid is 
shown in Fig. 3. 
 
 
Figure 2 Typical network architecture of WSN 
 
We use wireless sensor networks to capture these 
power data. The data captured by the wireless sensor 
networks play an important role in the scientific planning 
and construction, system operation, automatic control, etc. 
The construction and development of the smart grid not 
only depends on intelligent power equipment, but also 
depends on the collection, transmission, transformation, 
distribution, use and adjustment of the whole network. 
With the wide application of digital devices, the data 
generation process is passive, active and automatic. The 
smart grid operation monitoring data sources are shown in 
Tab. 2. 
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Figure 3 Difference between smart grid and traditional power grid 
 
Table 2 Smart grid operation monitoring data sources 
System Subsystem Equipment Application Characteristics 
Power system operation and 
maintenance measurement 
system 
SCADA RTU Adjustable electricity Low frequency, not practical 
WAMS PMU Transmission Phase measurement, GPS timing, accuracy and high frequency 
SAS IED Distribution Real time, integrated measurement and control 
Personal user measurement 
system AMI Smart Meter 
Distribution and utilization of 
electricity 
Two-way communication, high 
frequency, automatic recording 
 
Wireless sensor networks technology is one of the 
hotspots of smart grid research (14). Compared with the 
traditional wired network, wireless sensor network has the 
characteristics of low cost, fast deployment and it ensures 
the same level of fault tolerance as the wired networks 
(15). Wireless sensor networks can complete the fast 
construction of the data communication network for the 
diagnosis, monitoring and power statistics of the smart 
grid equipment (16). The basic idea of applying the 
wireless sensor networks to the smart grid is to realize the 
bidirectional flow of data in the grid and to monitor the 
operation of the key equipment of the sensor in real time 
(17). 
Wireless sensor networks have limited 
communication capabilities. In the power system test or 
the specific production operation, an obstruction may 
cause a temporary disconnection of the link, or data 
packet dropout in the process of data transmission [18]. 
For example, when the node capacity is exhausted, nodes 
cannot capture the power data and the data stored in the 
node cannot return in a timely manner. In addition, the 
artificial reason will also cause the destruction of the node. 
These all contribute to the lack of data. Wireless sensor 
networks missing data is inevitable. These missing data 
will affect the results of the data analysis, resulting in the 
loss of power grid operation. In order to solve this 
problem, we need to deal with missing data. We must 
estimate the missing data and fill the gaps of the missing 
values with the estimated values. 
 
3 Fusion method 
 
Firstly, we propose a temporality data processing 
method. 
The data set is 1 1 2 2{( , ), ( , ), , ( , )}n nT x y x y x y=  . ix  
is the input variable and iy  is the output variable. 
d
ix R∈  
is the in-out value of the i  training sample and d  
dimensional vector. iy R∈ is the corresponding target 
value. Nonlinear support vector regression solves the 
function: 
 
( ) ( )Ty f x w x bf= = +                                                      (1) 
 
where w is regression function and ( )xf is mapping 
function, b is threshold. The input variable ix  in training 
sample T  is the support vector. ε is the insensitivity 
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coefficient. Any insensitive function 0ε >  if the 
hyperplane ε contains all the data points in the training 
set. Hyperplane ( )y f x= satisfies:  
 
( )T iy w x bε f ε− ≤ − − ≤                                                 (2) 
 
The distance between any data point ( ( ), )i ix y Tf ∈  



















is the upper limit of the distance between the 
data point in training sample T  and hyperplane.  


















y w x b
s t
w x b y
x x




− ≤ − < > − ≤ +

< > + − ≤ +
∑
                             (4) 
 
C is the penalty factor. The problem of support vector 
regression can be solved by solving the above 
optimization problem, thus obtaining w and b . 
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where ( )T iw x bf + is the hyperplane in high dimensional 
feature space, w and b  are the parameters of the 








∑ is empirical risk. 0γ > is the regularization 
parameter which balances the complexity of the machine 
learning process and the empirical risk. According to the 
theory of constrained optimization, the Lagrange function 
of the optimization problem is: 
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And the regression function is: 
 
1




f x K x x bα
=
= +∑                                               (10) 
 
In the training process of modeling, we analyze the n  
training input sensor data and take out the 
( )k k n< historical sensor data variables that are most 
relevant to the current estimate. We set k  sensor data 
variables as the input value of LSSVR to reduce the 
computational complexity in the process of training 
modeling. This can greatly improve the efficiency of the 
estimation method. The framework sensor data estimation 
method is shown in Fig. 4. 
 
 
Figure 4 Framework of sensor data estimation method 
 
After correlation analysis is processed, the n 
dimension sensing data set is reduced approximately to 
the k dimension of the training input data set, thus 




1 1min ( , , )
2 2
n
iw b e i
Q w B e w eγ
=
= + ∑                                 (11) 
Next, we propose a spatial data processing method. 
Voronoi can be used as the segmentation method of 
sensor nodes. Voronoi treats the value of sensor node as 
the result of the joint action of natural neighbor nodes. 
We use Ed(Rd) to indicate d dimensional Euclidean 
space. 
Definition 1 p is a point. p in Ed is defined as a d 
tuple. p can be expressed as a vector which has d weights. 
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The starting point of the vector is the origin of 
coordinates. The terminal point is p. 
Definition 2 p1 and p2 are in Ed. The linear 
combination αp1 + (1 – α)p2 is a line in Ed. If there are k 
linear independent points p1, p2,…, pk, the linear 
combination 
 
1 1 2 2 1 1 1 1(1 , )k kp p p pα α α α α− − −+ + + − −                    (12) 
 
is the k – 1 dimensional linear cluster in Ed. 
Definition 3 There are two points p1 and p2 in 
Ed, 1 2(1 )p pα α+ − is a line segment in E
d. 
Definition 4 D is the domain in Ed. p1 and p2 are any 
two points in D. If the line segment 1 2p p  is completely 
contained in D, the domain is convex. 
We set P = (p1, p2,…, pn), pi ≠ pj, pi, pj. The vertical 
bisector of the line (hyperplane) divides the space 
(hyperspace) into two halves. Hi(pi, pj) is the half space of 
pi and pj on one side. 
 
{ }






V p x x p x p
H p p
∈
= − ≤ −
= 
                                       (13) 
 
V(pi) is called the m dimensional Voronoi polyhedron 
about  pi. 
 
( ) { ( ), , ( )}i np V p V pγ =                                                (14) 
 
γ(p) is called m dimensional Voronoi figure which is 
generated by point set p. 
We call the point pi in Voronoi Polygon V(pi) the 
generator point of i  Voronoi Polygon V(pi). It also is 
called kernel. Point set P = (p1, p2,…, pn) is the generator 
set of γ(p) = {V(pi),…, V(pn)}. 
In the actual calculation, we use Voronoi partition 
twice. For the first time, we divide the sensor node 
distribution space according to the sensor nodes. Then we 
calculate the contribution of natural neighbor nodes by 
inserting Voronoi, namely the proportion of the two order 
Voronoi diagram. We consider the distance of each 
natural neighboring node from the missing node. Lastly, 
the normalized and weighted average is used to estimate 
the missing values. 
Step 1: The two order Voronoi diagram is generated 
by the location of the N sensor nodes and the observed 
values of the nodes of the sensor nodes. 
Step 2: Calculate the area of a polygon A(x) according 
to the first order Voronoi observation point. 
Step 3: Calculate the overlap area Ai(x) of the 
observed value missing point and the natural neighboring 











=                                                                (15) 
 
Step 4: bi(x) is the length of the edge of the natural 
neighboring node according to the observed value missing 
point of the Voronoi polygon. hi(x) is the distance 
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Step 5: Calculate the weighted interpolation 
coefficient of the natural neighbor node as follows:  
 
1 2
1( ) [ ( ) ( )]
2i i i
w x w x w x= +                                              (18) 
 









= ⋅∑                                                                 (19) 
 
For the missing value at t time, we use time methods to 
get the estimated value. Then, we get the weighted mean. 
We suppose that the missing value 1ˆ ty
�
 is obtained by 
the first method and 2ˆ ty
�
by the second method. The 





it it ity w y w y= ⋅ +
� � �
                                                        (20) 
 





the estimated values of the missing data. Therefore, we 
should give more weight to more accurate estimates 
intuitively. We consider that the sample determination 
coefficient R2(0 ≤ R2 ≤ 1) shows the fitting degree of the 
regression equation and sample data. Obviously, the 
regression equation fits the sample data better, and the 
estimated value is more accurate. Therefore, we can 
























                                                        (21) 
 
where ˆiy is the sample mean value of missing node. We 
can determine that R2 is related to the number of 
explanatory variables and the sample size. With the 
increase in the number of explanatory variables and the 
sample size, R2 will increase. Therefore, in order to 
eliminate the influence of the number of explanatory 
variables on R2, the fusion algorithm uses the adjusted 
coefficient of determination to define the weight:  
 







                                               (22) 
 
where h is sample size, k is the number of explanatory 
variables in the regression equation. 
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In this paper, we select the complete data set for the 
experiment in order to verify the validity and accuracy of 
the fusion algorithm. We assume that some data are 
missing. The results are compared with the real values. 
The relationship between RMSE and the sampling 
interval is shown in Fig. 5. 
 
 
Figure 5 Relationship between RMSE and sampling interval 
 
 
Figure 6 Relationship between RMSE and the number of missing values 
 
Fig. 5 shows that with the increase in the sampling 
interval of the perceptual data, the estimation error of the 
missing values increases gradually. When the sampling 
interval of the sensing data increases, the temporal 
correlation of the sensing data decreases, which leads to 
an increase in the estimation error. 
The relationship between RMSE and the number of 
missing values is shown in Fig. 6. 
With the increase in the number of missing data, the 
estimation error increases. The correlation between the 
number of missing values and the known data is then 
reduced. This leads to an increase in the estimation error. 
Figs. 5 and 6 show that the fusion algorithm proposed 
in this paper is the most accurate compared with other 
methods. The RMSE of the fusion algorithm is minimal. 
This fully demonstrates the effectiveness and superiority 




The power industry is constantly producing huge 
amounts of complex data. In the operation of the power 
grid, the data generated in the generation, transmission, 
substation use, distribution, all use other links. The 
operation of the electric power system needs the cross-
sectional and cross-regional real-time interaction power 
information. It is supported by strong data analysis 
capability and data transmission. At present, the 
application of wireless sensor networks in the power 
network for data acquisition and transmission is the 
mainstream of the current development. However, the 
lack of power data is an inevitable problem. Missing data 
will affect the normal operation of the power industry and 
decision making. In this paper, we propose a fusion 
algorithm to deal with the problem of missing data in 
wireless sensor networks. The main work of this paper 
includes, (1) introducing the background of the article , 
(2) introducing the application of wireless sensor 
networks in the grid, (3) introducing the LSSVR and 
Voronoi and proposing a fusion algorithm to deal with the 
missing wireless sensor networks power data, (4) the 
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