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A` mon e´pouse Ste´phanie
A` mon ﬁls Gae¨l

On fait la science avec des faits, comme on fait une maison avec des pierres ;
mais une accumulation de faits n’est pas plus une science qu’un tas de pierres n’est une maison.
Henri Poincare´ - La Science et l’hypothe`se (1908)

Re´sume´
L’e´tude du temps de survenue d’un e´ve´nement repre´sente un champ tre`s important des statistiques.
Lorsque l’e´ve´nement e´tudie´ est le de´ce`s, on cherche a` de´crire la survie des individus ainsi que leur taux
de mortalite´, c’est-a`-dire la  force de mortalite´  qui s’applique a` un instant donne´.
Les patients atteints d’une maladie chronique pre´sentent en ge´ne´ral un exce`s de mortalite´ par rap-
port a` une population ne pre´sentant pas la maladie en question. En e´pide´miologie, l’e´tude du taux
de mortalite´ en exce`s des patients, et notamment de l’impact des facteurs pronostiques sur celui-ci,
repre´sente donc un enjeu majeur de sante´ publique.
D’un point de vue statistique, la mode´lisation du taux de mortalite´ (en exce`s) implique de prendre en
compte les eﬀets potentiellement non-line´aires et de´pendants du temps des facteurs pronostiques ainsi
que les interactions. Les splines de re´gression, polynoˆmes par morceaux parame´triques et ﬂexibles,
sont des outils particulie`rement bien adapte´s pour mode´liser des eﬀets d’une telle complexite´.
Toutefois, la ﬂexibilite´ des splines de re´gression comporte un risque de sur-ajustement. Pour e´viter
ce risque, les splines de re´gression pe´nalise´es ont e´te´ propose´es dans le cadre des mode`les additifs
ge´ne´ralise´s (GAM). Leur principe est le suivant : a` chaque spline peuvent eˆtre associe´s un ou plusieurs
termes de pe´nalite´ controˆle´s par des parame`tres de lissage. Les parame`tres de lissage repre´sentent les
degre´s de pe´nalisation souhaite´s. En pratique, ils sont inconnus et doivent eˆtre estime´s tout comme
les parame`tres de re´gression.
Dans le cadre de cette the`se, nous avons de´veloppe´ une me´thode permettant de mode´liser le taux de
mortalite´ (en exce`s) a` l’aide de splines de re´gression multidimensionnelles pe´nalise´es. Des splines cu-
biques restreintes ont e´te´ utilise´es comme splines unidimensionnelles ou bien comme bases marginales
aﬁn de former des splines multidimensionnelles par produits tensoriels. Le processus d’optimisation
s’appuie sur deux algorithmes de Newton-Raphson emboˆıte´s. L’estimation des parame`tres de lissage
est eﬀectue´e en optimisant un crite`re de validation croise´e ou bien la vraisemblance marginale des
parame`tres de lissage par un algorithme de Newton-Raphson dit externe. A` parame`tres de lissage
ﬁxe´s, les parame`tres de re´gression sont estime´s par maximisation de la vraisemblance pe´nalise´e par
un algorithme de Newton-Raphson dit interne. Les bonnes proprie´te´s de cette approche en termes de
performances statistiques et de stabilite´ nume´rique ont ensuite e´te´ de´montre´es par simulation.
La me´thode a ensuite e´te´ imple´mente´e au sein du package R survPen.
Enﬁn, la me´thode a e´te´ applique´e sur des donne´es re´elles aﬁn de re´pondre aux deux questions
e´pide´miologiques suivantes : l’impact de la de´favorisation sociale sur la mortalite´ en exce`s des pa-
tients atteints d’un cancer du col de l’ute´rus et l’impact de l’aˆge courant sur la mortalite´ en exce`s des
patients atteints de scle´rose en plaques.
Mots cle´s : Splines pe´nalise´es, survie, taux de mortalite´, taux en exce`s, survie nette,
e´pide´miologie, maladies chroniques
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Abstract
Time-to-event analysis is a very important ﬁeld in statistics. When the event under study is death,
the analysis focuses on the probability of survival of the subjects as well as on their mortality hazard,
that is, on the ”force of mortality” that applies at any given moment.
Patients with a chronic disease usually have an excess mortality compared to a population that does
not have the disease. Studying the excess mortality hazard associated with a disease and investiga-
ting the impact of prognostic factors on this hazard are important public health issues in epidemiology.
From a statistical point of view, modelling the (excess) mortality hazard involves taking into account
potentially non-linear and time-dependent eﬀects of prognostic factors as well as their interactions.
Regression splines (i.e., parametric and ﬂexible piecewise polynomials) are ideal for dealing with such
a complexity. They make it possible to build easily non-linear eﬀects and, regarding interactions bet-
ween continuous variables, make it easy to form a multidimensional spline from two or more marginal
one-dimensional splines. However, the ﬂexibility of regression splines presents a risk of overﬁtting.
To avoid this risk, penalized regression splines have been proposed as part of generalized additive
models (GAM). Their principle is to associate each spline with one or more penalty terms controlled
by smoothing parameters. The smoothing parameters represent the desired degrees of penalization.
In practice, these parameters are unknown and have to be estimated just like the regression parameters.
This thesis describes the development of a method to model the (excess) hazard using multidimen-
sional penalized regression splines. Restricted cubic splines were used as one-dimensional splines or
marginal bases to form multidimensional splines by tensor products. The optimization process relies
on two nested Newton-Raphson algorithms. Smoothing parameter estimation is performed by optimi-
zing a cross-validation criterion or the marginal likelihood of the smoothing parameters with an outer
Newton-Raphson algorithm. At ﬁxed smoothing parameters, the regression parameters are estimated
by maximizing the penalized likelihood by an inner Newton-Raphson algorithm. The good properties
of this approach in terms of statistical performance and numerical stability were then demonstrated
through simulation.
The described method was then implemented within the R package survPen.
Finally, the method was applied to real data to investigate two epidemiological issues : the impact of
social deprivation on the excess mortality in cervical cancer patients and the impact of current age on
the excess mortality in multiple sclerosis patients.
Keywords : Penalized splines, survival, mortality hazard, excess hazard, net survival,
epidemiology, chronic diseases
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Introduction
Analyse de survie
L’e´tude du de´lai de survenue d’un e´ve´nement repre´sente un champ tre`s important des statistiques.
Souvent appele´e  analyse de survie  (le de´ce`s e´tant un e´ve´nement fre´quemment e´tudie´), elle permet
d’e´tudier des e´ve´nements de toutes natures : de´faillance d’un syste`me e´lectronique, apparition d’une
re´cidive de cancer, arreˆt maladie d’un salarie´, invalidite´ d’un individu, formation d’un tsunami ou d’un
tremblement de terre, etc.
L’indicateur le plus souvent restitue´ est la fonction de survie. Cette dernie`re donne, a` un instant t,
la probabilite´ de ne pas avoir encore pre´sente´ l’e´ve´nement conside´re´. La fonction de survie repre´sente
ainsi une vision cumule´e du processus conduisant a` l’e´ve´nement. Par exemple, si la survie a` 5 ans vaut
60%, cela veut dire que, au bout de 5 anne´es de suivi, 60% des individus pre´sents au de´but de l’e´tude
n’ont toujours pas pre´sente´ l’e´ve´nement. Si l’on calcule la survie a` diﬀe´rents temps, on obtient alors
ce que l’on appelle une courbe de survie. Les diﬀe´rentes probabilite´s donne´es par la courbe de survie
ne sont toutefois pas suﬃsantes pour comprendre le phe´nome`ne de survenue de l’e´ve´nement. En eﬀet,
la pente de la courbe, c’est-a`-dire la variation de la survie, est e´galement informative. Typiquement,
une forte pente sur un intervalle de temps donne´ implique une probabilite´ importante de pre´senter
l’e´ve´nement durant cet intervalle.
La survie est intimement lie´e a` un autre indicateur : le taux de survenue de l’e´ve´nement (parfois appele´
taux de de´faillance). E´tant donne´ que notre e´ve´nement d’inte´reˆt sera le de´ce`s, nous parlerons ici de
taux de mortalite´. Le taux de mortalite´ repre´sente une vision instantane´e du processus de survenue
d’e´ve´nement. En eﬀet, le taux est intimement lie´ a` la notion de pente de la courbe de survie e´voque´e
plus haut et il constitue la  force de mortalite´  qui s’applique a` un instant donne´. Il est ainsi
particulie`rement utile de de´crire la dynamique du taux de mortalite´, c’est-a`-dire l’e´volution du
taux au cours du temps, aﬁn d’identiﬁer les moments ou` cette force est la plus intense. Cette vision
dynamique du processus entre le de´but du suivi et un temps donne´ vient donc utilement comple´ter la
survie qui ne fait que restituer les eﬀets cumule´s de cette dynamique au temps conside´re´.
E´pide´miologie
En e´pide´miologie, l’e´tude de la survie des patients atteints d’une certaine pathologie, et surtout
de ses de´terminants, repre´sente un enjeu majeur de sante´ publique. En eﬀet, la compre´hension des
phe´nome`nes entraˆınant le de´ce`s des patients permet notamment d’orienter les me´decins vers un trai-
tement le plus adapte´ possible en fonction de l’avancement dans la maladie et des caracte´ristiques
du patient. Pour suivre le raisonnement du paragraphe pre´ce´dent, l’enjeu majeur devient donc de
de´terminer le taux de mortalite´ subi par les patients, et bien suˆr ses de´terminants. Un inte´reˆt par-
ticulier porte sur le taux de mortalite´ supple´mentaire subi par les patients en comparaison avec des
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personnes non atteintes.
Deux indicateurs diﬀe´rents existent pour quantiﬁer cette mortalite´ supple´mentaire : la mortalite´ dite
 cause spe´ciﬁque  et la mortalite´ en exce`s par rapport a` une mortalite´ dite  attendue  en l’absence
de maladie. La premie`re s’appuie sur la cause de de´ce`s de chaque individu aﬁn d’identiﬁer les de´ce`s
dus a` la pathologie e´tudie´e et les de´ce`s dus aux autres causes. La seconde utilise le fait que, dans la
grande majorite´ des cas, les patients atteints d’une maladie chronique pre´sentent un exce`s de mortalite´
par rapport a` une population ne pre´sentant pas la maladie en question. Ainsi, la mortalite´ spe´ciﬁque
suppose que la cause de de´ce`s est disponible et ﬁable tandis que la mortalite´ en exce`s suppose que
l’on puisse calculer les taux de mortalite´ attendus en l’absence de maladie pour des personnes dont
les caracte´ristiques de´mographiques sont comparables.
Une des limites principales de la mortalite´ spe´ciﬁque est qu’elle repose sur le concept de cause unique
de de´ce`s. Quand bien meˆme la cause serait toujours unique, celle-ci n’est pas toujours disponible ou
ﬁable. En outre, on se retrouve tre`s souvent confronte´s non pas a` une cause mais des causes et il devient
tre`s diﬃcile d’identiﬁer les de´ce`s qui sont lie´s a` la pathologie e´tudie´e, notamment a` long terme. Par
exemple, le de´ce`s d’un patient par suicide doit-il eˆtre conside´re´ comme un de´ce`s duˆ a` la maladie ? De
meˆme, comment conside´rer un patient atteint d’une maladie (neurologique par exemple) qui l’empeˆche
de pratiquer une activite´ physique re´gulie`re et qui de´ce`de d’une maladie cardiovasculaire ?
La mortalite´ en exce`s ne pre´sente pas une telle limite. En outre, la mortalite´ en exce`s permet de re´aliser
des comparaisons entre diﬀe´rentes pe´riodes et diﬀe´rentes zones ge´ographiques puisqu’elle prend en
compte le fait que la mortalite´ autres causes diﬀe`re d’une anne´e sur l’autre ou d’un pays a` l’autre par
exemple.
Dans cette the`se, nous nous concentrerons donc sur la mortalite´ en exce`s pour toutes les raisons
e´voque´es plus haut.
Cancers
La mortalite´ en exce`s repre´sente un enjeu crucial en e´pide´miologie des cancers. Le temps e´coule´ de-
puis le diagnostic et l’aˆge au diagnostic repre´sentent des facteurs pronostiques majeurs de la survie
des patients atteints de cancer, c’est a` dire qu’ils inﬂuencent la mortalite´ des patients de manie`re
non ne´gligeable. Il est donc primordial de mode´liser correctement les eﬀets du temps et de l’aˆge au
diagnostic sur la mortalite´ en exce`s. On doit notamment eˆtre en mesure de restituer la dynamique
du taux de mortalite´ en exce`s et d’identiﬁer comment cette dynamique varie en fonction de l’aˆge au
diagnostic.
D’autres facteurs pronostiques reveˆtent une importance particulie`re en e´pide´miologie des cancers. Par
exemple, les e´tudes dites de  tendances  s’attachent a` de´crire comment la dynamique du taux de
mortalite´ en exce`s varie en fonction de l’anne´e de diagnostic. D’un point de vue e´pide´miologique,
l’anne´e de diagnostic est une variable qui te´moigne de l’e´volution des pratiques me´dicales et l’analyse
de son eﬀet sur le taux est donc essentielle. De plus, il est naturel de se demander si une tendance
favorable de dynamique du taux de mortalite´ en exce`s observe´e chez les sujets jeunes est e´galement
retrouve´e chez des patients aˆge´s : une e´volution favorable des pratiques a-t-elle be´ne´ﬁcie´ a` tous ? Nous
touchons ici a` la notion d’interaction (entre l’aˆge et l’anne´e) qui occupera une place centrale dans ce
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D’autres e´tudes s’inte´ressent a` l’impact des ine´galite´s sociales sur la survie des patients atteints de can-
cer. Ces e´tudes ont alors pour but de de´crire l’eﬀet d’un indice de de´favorisation e´conomique et sociale.
Dans ce cadre, les e´pide´miologistes peuvent le´gitimement se demander si l’eﬀet de cet indice est le
meˆme quel que soit le temps e´coule´ depuis le diagnostic. Nous touchons ici a` une autre notion centrale
de ce travail qui est l’interaction entre une covariable et le temps, aussi appele´e non-proportionnalite´.
Notons ici que le stade au diagnostic est un facteur pronostique majeur. Lorsque les e´tudes sont ef-
fectue´es tous stades confondus, il est toujours important d’interpre´ter les eﬀets de l’anne´e de diagnostic
ou des ine´galite´s en fonction de cet e´le´ment. Par exemple, l’eﬀet des ine´galite´s peut passer par celui
de stades plus avance´s chez les personnes de´favorise´s, ou un eﬀet favorable de l’anne´e de diagnostic
peut reﬂe´ter une e´volution temporelle de la distribution du stade au diagnostic, avec des stades moins
avance´s pour les anne´es de diagnostic les plus re´centes.
Scle´rose en plaques
La scle´rose en plaques (SEP) est une maladie neurologique chronique pour laquelle la dynamique
du taux de mortalite´ en exce`s a tre`s peu e´te´ e´tudie´e. Le faible exce`s de mortalite´ associe´ a` la SEP
en fait pourtant un sujet d’e´tude particulie`rement adapte´ a` la me´thode de la mortalite´ en exce`s. Il
faut e´galement noter que le suivi des patients peut atteindre une cinquantaine d’anne´e (contre 10
ou 15 ans en ge´ne´ral pour les donne´es de cancer franc¸aises). Pour les patients atteints de SEP, les
e´pide´miologistes se demandent notamment si, a` aˆge courant identique, le taux en exce`s est le meˆme
quel que soit l’aˆge d’entre´e dans la maladie. Autrement dit, si l’on prend l’exemple de deux patients
ayant 60 ans aujourd’hui, ont-ils le meˆme taux de mortalite´ en exce`s sachant que l’un a e´te´ diagnos-
tique´ a` l’aˆge de 20 ans et l’autre a` 50 ans ?
Questions statistiques pose´es par la proble´matique e´pide´miologique
Les proble`mes e´pide´miologiques expose´s plus haut impliquent un besoin important de de´veloppement
statistique pour les re´soudre. Ainsi, il est ne´cessaire de traduire ces proble´matiques e´pide´miologiques
en proble´matiques statistiques.
Le premier e´le´ment de notre cahier des charges e´pide´miologique est l’acce`s a` la dynamique du taux de
mortalite´ en exce`s. Cet aspect implique une mode´lisation du taux de mortalite´ en exce`s qui inclut le
taux de base (contrairement au tre`s populaire mode`le de Cox par exemple, qui conside`re le taux de
base comme un parame`tre de  nuisance ).
Ensuite, il est e´galement ne´cessaire de mode´liser les eﬀets des facteurs pronostiques sur la mortalite´ en
exce`s. Lorsque ces facteurs sont continus, il convient alors de ne pas les cate´goriser aﬁn de pre´server
un maximum d’information. Il faut par exemple e´viter d’e´tudier l’aˆge en classes d’aˆges. En outre, il
faut tenir compte de la potentielle non-line´arite´ des eﬀets des covariables continues.
Par ailleurs, comme de´ja` e´voque´ ci-dessus, il faut e´galement tenir compte des interactions entre les ef-
fets des diﬀe´rents facteurs pronostiques. On parle d’interaction lorsque l’eﬀet d’un facteur pronostique
de´pend d’un autre facteur, typiquement lorsque l’eﬀet de l’aˆge au diagnostic d’un patient de´pend de
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l’anne´e durant laquelle il a e´te´ diagnostique´. Si l’eﬀet d’un facteur pronostique de´pend du temps de
suivi conside´re´, on dira qu’il s’agit d’un eﬀet de´pendant du temps, ou non-proportionnel.
La notion de non-line´arite´ des eﬀets des covariables continues ame`ne a` conside´rer la notion de fonction
ﬂexible. Les splines de re´gression, qui sont des polynoˆmes par morceaux parame´triques, constituent
un outil de choix en termes de ﬂexibilite´. En eﬀet, celles-ci sont notamment capables de restituer des
eﬀets non-line´aires tre`s complexes. En ce qui concerne les interactions entre variables continues, il
est assez facile de former une spline multidimensionnelle a` partir de deux ou plusieurs splines unidi-
mensionnelles marginales. Par exemple, en eﬀectuant le produit de toutes les splines marginales, on
construit une spline multidimensionnelle appele´e  produit tensoriel .
Toutefois, la ﬂexibilite´ des splines de re´gression a un couˆt : le sur-ajustement. On parle de sur-
ajustement lorsqu’un mode`le contenant de nombreux parame`tres est ajuste´ sur un e´chantillon de
taille trop faible. Si un nouvel e´chantillon de cette population e´tait utilise´, un mode`le sur-ajuste´ ris-
querait de ne plus eˆtre valide. De plus, le sur-ajustement va a` l’encontre de l’ide´e de mode´lisation qui
est de proposer une vision simpliﬁe´e mais utile de la re´alite´.
Plus le nombre de parame`tres de re´gression d’un mode`le est important, plus le risque de sur-ajustement
est e´leve´ et plus les pre´dictions deviennent erratiques (c’est a` dire que leur variance est e´leve´e). Aﬁn
d’e´viter cette instabilite´ tout en conservant la meˆme ﬂexibilite´, il convient de lisser les pre´dictions ob-
tenues. Ce lissage est obtenu en pe´nalisant les fonctions qui conduisent a` des pre´dictions trop instables.
Le lissage se justiﬁe par la volonte´ d’obtenir une infe´rence robuste aux ﬂuctuations d’e´chantillonnage.
Cette infe´rence robuste passe par une stabilite´ des pre´dictions. Typiquement, pour prendre l’exemple
de l’aˆge, toutes choses e´gales par ailleurs, la mortalite´ d’un individu de 60 ans n’est pas tre`s diﬀe´rente
de celle d’un individu de 61 ans.
Les splines de re´gression pe´nalise´es ont e´te´ popularise´es dans le cadre des mode`les additifs ge´ne´ralise´s
(GAM). Leur principe est simple : au lieu d’estimer les parame`tres de re´gression en maximisant la
vraisemblance, on cherche a` maximiser un compromis entre la ﬁde´lite´ aux donne´es (repre´sente´e par
la vraisemblance) et un terme de pe´nalite´ (repre´sente´ par la re´gularite´ de l’eﬀet a` estimer) : on parle
de vraisemblance pe´nalise´e. Techniquement, a` chaque spline peuvent eˆtre associe´s un ou plusieurs
termes de pe´nalite´ controˆle´s par des parame`tres de lissage. Les parame`tres de lissage repre´sentent les
degre´s de pe´nalisation souhaite´s. En pratique, ils sont inconnus et doivent eˆtre estime´s tout comme
les parame`tres de re´gression.
Objectifs de la the`se
L’objectif principal de cette the`se est de de´velopper une me´thode permettant de mode´liser le taux
de mortalite´ (en exce`s) a` l’aide de splines de re´gression multidimensionnelles pe´nalise´es aﬁn :
— d’avoir acce`s a` la dynamique du taux de mortalite´
— de mode´liser les eﬀets non-line´aires et non-proportionnels des covariables
— de mode´liser les interactions entre covariables
graˆce a` une mode´lisation ﬂexible mais produisant des estimations lisses.
Le second objectif est de proposer une imple´mentation logicielle de cette me´thode.
Le troisie`me objectif de la the`se est d’appliquer la me´thode de´veloppe´e aﬁn de re´pondre aux
proble`mes e´pide´miologiques expose´s ci-dessus, en cance´rologie et dans le domaine de la SEP.
5Structuration de la the`se
La premie`re partie de cette the`se rappelle les diﬀe´rents e´le´ments the´oriques ne´cessaires a` l’e´laboration
d’un mode`le de taux pe´nalise´ : splines de re´gression, mode`les de survie, se´lection de mode`les, pe´nalisation
et infe´rence. La deuxie`me partie de´taille la me´thode propose´e dans cette the`se, ses proprie´te´s statis-
tiques, son imple´mentation logicielle puis propose des comparaisons avec des me´thodes de´ja` existantes.
La troisie`me partie de´crit deux exemples d’application de la me´thode de´veloppe´e : e´tude de l’eﬀet de
la de´favorisation sociale sur la mortalite´ en exce`s dans le cancer du col de l’ute´rus ; et e´tude de l’eﬀet
de l’aˆge courant sur la mortalite´ due a` la scle´rose en plaques. Enﬁn, la quatrie`me et dernie`re partie
fait oﬃce de conclusion et ouvre la voie a` de nouvelles perspectives de recherche.
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Premie`re partie
E´le´ments the´oriques ne´cessaires aux
objectifs de la the`se
7

Chapitre 1
Mode´lisation de l’eﬀet du temps et des
covariables par des splines
1.1 Re´gression polynomiale
Lorsque l’on cherche a` mode´liser l’eﬀet d’une variable explicative continue x (i.e le temps ou une
covariable), il est usuel de conside´rer la forme fonctionnelle f telle que f(x) = β0 + β1x avec β0 et
β1 les parame`tres a` estimer. Toutefois, si l’hypothe`se de line´arite´ ne tient pas, il faut trouver une
alternative a` cette approche. On peut facilement ge´ne´raliser la construction de la forme fonctionnelle
f en conside´rant un polynoˆme de degre´ p :
f(x) = β0 + β1x + . . . + βpxp
Supposons par exemple que l’on pense que f est un polynoˆme de degre´ 3. Ainsi, l’espace des polynoˆmes
de degre´s 3 et infe´rieurs contiennent la fonction f et celle-ci s’e´crit :
f(x) = β0 + β1x + β2x2 + β3x3
Le gros inconve´nient des bases polynomiales est que la complexite´ de la fonction est directement lie´e au
degre´ du polynoˆme. Ainsi, plus la forme a` approcher sera complexe, plus le degre´ du polynoˆme devra
eˆtre important. En outre, les polynoˆmes ont de bonnes proprie´te´s d’approximation au voisinage d’un
point (le the´ore`me de Taylor en est une illustration) mais e´tendre ces proprie´te´s a` tout l’ensemble de
de´ﬁnition de la fonction est beaucoup plus proble´matique. En eﬀet, les bases du polynoˆme ne sont pas
de´ﬁnies de manie`re locale, c’est a` dire que la valeur de la fonction en un point x de´pend fortement de
la valeur des donne´es tre`s e´loigne´es de x.
1.2 Splines de re´gression
Les splines de re´gression sont des fonctions polynomiales de´ﬁnies par morceaux. Les points de jonction
entre les diﬀe´rents morceaux sont appele´s nœuds. De manie`re ge´ne´rale, une spline f a` k parame`tres
s’e´crit :
f(x) =
k∑
j=1
βjbj(x)
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ou` les bj sont les bases de la spline (connues mais a` spe´ciﬁer) et les βj sont les parame`tres a` estimer.
L’ide´e des splines est de construire des polynoˆmes par morceaux et ainsi de rendre les bases de´ﬁnies
de manie`re locale. Le terme  splines de re´gression  correspond au fait que les k nœuds sont de´ﬁnis
a priori et que k est infe´rieur au nombre de valeurs a` approcher. C’est la raison pour laquelle, pour
une complexite´ donne´e, les splines demandent en ge´ne´ral moins de parame`tres que les polynoˆmes pour
approcher les donne´es. Une spline est dite line´aire (respectivement quadratique, cubique, quartique)
si elle est compose´e de polynoˆmes dont le degre´ maximal vaut 1 (respectivement 2, 3, 4). Il existe de
nombreuses bases, mais certaines ont des proprie´te´s plus inte´ressantes que d’autres (De Boor, 1972).
Les splines de re´gression apportent de la ﬂexibilite´ tout en conservant l’avantage de l’e´criture line´aire
par rapport au vecteur des parame`tres de re´gression β. En eﬀet, si l’on se donne les donne´es x1, . . . , xn,
nous pouvons e´crire
{f(xi)}i=1,...,n = Xβ
ou` X =
⎡⎢⎣b1(x1) . . . bk(x1). . . . . . . . .
b1(xn) . . . bk(xn)
⎤⎥⎦ est la matrice de design engendre´e par la spline f .
Re´gression polynomiale vs splines de re´gression :
Conside´rons le mode`le suivant :
yi = f(xi) + i avec i ∼ N (0, σ2)
Choisissons 500 valeurs de x dans [0; 1] et simulons les 500 valeurs de y correspondantes a` partir de :
f(x) = sin
(
18x − 8x3
)
et σ = 0, 3
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Figure 1.1 – Donne´es simule´es et vraie fonction
La ﬁgure 1.1 montre les donne´es simule´es ainsi que la vraie fonction utilise´e. La ﬁgure 1.2 compare
les ajustements de trois re´gressions polynomiales de degre´s 5, 7 et 9 respectivement aux ajustements
de trois splines (line´aire, quadratique et cubique) comportant chacune 6 nœuds inte´rieurs. Les barres
verticales indiquent la position des nœuds (y compris les nœuds exte´rieurs).
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Figure 1.2 – Comparaison entre re´gression polynomiale et spline de re´gression
Dans l’exemple de la ﬁgure 1.2, une bonne approximation de la vraie fonction requiert un polynoˆme
de degre´ 9 alors qu’une spline cubique voire quadratique suﬃt (sous re´serve de correctement choisir le
nombre et la position des nœuds).
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1.2.1 Base des puissances tronque´es
Supposons que l’on veuille construire un polynoˆme par morceaux f de degre´ d sur un intervalle [a; b].
On commence par de´ﬁnir M points (x1, . . . , xM ) ou nœuds inte´rieurs tels que a < x1 < · · · < xM < b.
L’une des manie`res les plus simples d’e´crire la spline f est la suivante :
f(x) =
d∑
k=1
βkx
k +
M∑
j=1
βd+j(x − xj)d+
avec (x − xj)+ = max(x − xj , 0).
Une des appellations de cette base est la base des puissances tronque´es (voir Cornillon and Matzner-
Løber, 2011, Section 10.2.2).
Cette base est certainement la plus pe´dagogique lorsque l’on souhaite pre´senter les splines. Toutefois,
elle pre´sente des proble`mes de conditionnement au sens de l’analyse nume´rique (De Boor, 1986). En
eﬀet, pour x > xj , les d + j premiers termes de la spline sont non nuls en utilisant la base tronque´e.
Ainsi, l’e´valuation de f(x) re´clame de sommer d+j termes de la base, ce qui constitue un eﬀort d’ordre
computationnel maximal et inutile (Ueberhuber, 1997).
1.2.2 B-splines
Les B-splines permettent de pallier les proble`mes de conditionnement de la re´gression polynomiale
tout en assurant une e´valuation eﬃciente de la spline.
Il existe plusieurs moyens d’e´valuer une B-spline (De Boor, 1972). De manie`re traditionnelle, les B-
splines sont de´ﬁnies a` partir d’une formule de re´currence (De Boor, 1986).
A` partir d’un certain nombre de nœuds xi, la B-spline d’ordre 1 est compose´e par les fonctions :
Bi1(x) =
{
1 si xi ≤ x < xi+1
0 sinon.
Les B-splines d’ordre supe´rieur sont alors obtenues par re´currence de la manie`re suivante :
Bik(x) = ωikBi,k−1 + (1 − ωi+1,k)Bi+1,k−1
avec
ωik(x) =
{
x−xi
xi+k−1−xi si xi = xi+k−1
0 sinon.
Attention ici a` la confusion entre ordre et degre´ de la spline. Une B-spline d’ordre k est compose´e
de polynoˆmes par morceaux de degre´ k − 1.
De´ﬁnie de cette manie`re, chaque base d’une B-spline d’ordre k est non nulle sur k intervalles unique-
ment. C’est cette proprie´te´ dite de support local qui rend les B-splines plus attractives nume´riquement
que la base des puissances tronque´es.
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1.2.3 Splines cubiques restreintes
On dira d’une spline cubique f qu’elle est restreinte (ou naturelle) si sa de´rive´e seconde s’annule en
ses nœuds exte´rieurs (avec l’e´criture utilise´e plus haut cela revient a` imposer f ′′(x1) = f ′′(xM ) = 0).
Les splines cubiques restreintes ont l’avantage d’eˆtre moins sensibles aux  eﬀets de bord  que les
splines cubiques classiques. La ﬁgure 1.3 illustre cette proprie´te´ des splines cubiques restreintes, no-
tamment pour la projection au-dela` des nœuds exte´rieurs (lignes pointille´es verticales).
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Figure 1.3 – Spline cubique et spline cubique restreinte a` 10 nœuds ajuste´es sur le jeu
de donne´es mcycle du package R MASS
Base des cubic regression splines
Plusieurs bases existent pour repre´senter des splines cubiques, notamment la base des puissances
tronque´es ou les B-splines vues pre´ce´demment. Une autre base possible consiste a` parame´trer la spline
en fonction de ses valeurs aux nœuds (voir cubic regression splines, Wood 2017). Cette base nous
servira dans la suite a` engendrer le meˆme espace que des B-splines restreintes (line´aires aux bords)
tout en facilitant la de´ﬁnition de la pe´nalisation (voir chapitre 4). Notez e´galement que le nom de la
base est volontairement non traduit aﬁn de renvoyer a` Wood (2017) plus facilement.
Soit f une spline cubique avec k nœuds, x1, . . . , xk. En posant βj = f(xj) et δj = f ′′(xj), f est de´ﬁnie
sur l’intervalle [xj ;xj+1] de la manie`re suivante :
f(x) = a−j (x)βj + a+j (x)βj+1 + c−j (x)δj + c+j (x)δj+1
Avec
a−j (x) =
xj+1 − x
hj
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a+j (x) =
x − xj
hj
c−j (x) =
1
6
[
(xj+1 − x)3
hj
− hj(xj+1 − x)
]
c+j (x) =
1
6
[
(x − xj)3
hj
− hj(x − xj)
]
et hj = xj+1 − xj .
La fonction f e´tant une spline cubique, f ′ doit eˆtre continue. En outre, pour de´ﬁnir f comme une spline
cubique naturelle, on doit imposer le fait que sa de´rive´e seconde s’annule en ses nœuds exte´rieurs.
Pour ce qui concerne la continuite´ de f ′, conside´rons le nœud xj+1. On veut que la de´rive´e de f en ce
point soit la meˆme que l’on se place sur l’intervalle [xj ;xj+1] ou sur l’intervalle [xj+1;xj+2].
Sur [xj ;xj+1], f ′(x) vaut
f ′(x) = − 1
hj
βj +
1
hj
βj+1 +
1
6
[
−3(xj+1 − x)2
hj
+ hj
]
δj +
1
6
[
3(x − xj)2
hj
− hj
]
δj+1
Tandis que sur [xj+1;xj+2], f ′(x) vaut
f ′(x) = − 1
hj+1
βj+1 +
1
hj+1
βj+2 +
1
6
[
−3(xj+2 − x)2
hj+1
+ hj+1
]
δj+1 +
1
6
[
3(x − xj+1)2
hj+1
− hj+1
]
δj+2
La condition de continuite´ de f ′ en xj+1 s’e´crit donc
− 1
hj
βj +
1
hj
βj+1 +
hj
6 δj +
hj
3 δj+1 = −
1
hj+1
βj+1 +
1
hj+1
βj+2 − hj+13 δj+1 −
hj+1
6 δj+2
En re´arrangeant les termes on obtient
− 1
hj
βj +
(
1
hj
+ 1
hj+1
)
βj+1 − 1
hj+1
βj+2 = −hj6 δj −
(
hj+1
3 +
hj
3
)
δj+1 − hj+16 δj+2
Finalement, en multipliant par −1 il vient :
1
hj
βj −
(
1
hj
+ 1
hj+1
)
βj+1 +
1
hj+1
βj+2 =
hj
6 δj +
(
hj+1
3 +
hj
3
)
δj+1 +
hj+1
6 δj+2
Cette contrainte s’applique sur tous les k − 2 nœuds inte´rieurs, c’est a` dire pour xj+1 avec j =
1, . . . , k − 2.
Nota Bene : Sur le meˆme principe, on peut ve´riﬁer que la continuite´ de f ′′ est de´ja` assure´e par la
de´ﬁnition meˆme de la base. En eﬀet, sur [xj ;xj+1] comme sur [xj+1;xj+2], on a f ′′(xj+1) = δj+1.
La contrainte de continuite´ de f ′ peut s’exprimer de manie`re matricielle. Soient D et B les matrices
telles que, pour i = 1, . . . , k − 2 :
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Di,i =
1
hi
, Di,i+1 = − 1
hi
− 1
hi+1
, Di,i+2 =
1
hi+1
et Bi,i =
hi + hi+1
3
Et pour i = 1, . . . , k − 3,
Bi,i+1 =
hi+1
6 et Bi+1,i =
hi+1
6
Les contraintes de continuite´ de f ′ et de de´rive´es secondes nulles en x1 et xk impliquent alors l’e´galite´
suivante :
Bδ− = Dβ (1.1)
avec δ− = (δ2, . . . , δk−1)T et δ1 = δk = 0.
Si l’on de´ﬁnit F − = B−1D et
F =
⎡⎢⎣ 0F −
0
⎤⎥⎦
ou` 0 est une ligne remplie de ze´ros, il vient δ = Fβ.
Nous pouvons donc re´e´crire la spline f sur l’intervalle [xj ;xj+1] uniquement a` partir des e´le´ments de
β :
f(x) = a−j (x)βj + a+j (x)βj+1 + c−j (x)Fjβ + c+j (x)Fj+1β
Au ﬁnal, on de´ﬁnit f sur l’intervalle [x1;xk] de la manie`re suivante :
f(x) =
k∑
i=1
bi(x)βi
avec
bi(x) =
k−1∑
j=1
(
Fj,ic
−
j (x) + Fj+1,ic+j (x) + a−j (x)1(i=j) + a+j (x)1(i=j+1)
)
1[xj ;xj+1](x)
Ainsi, les bases sont entie`rement de´termine´es par les nœuds spe´ciﬁe´s. La ﬁgure 1.4 donne les 6 bases
bj associe´es a` une spline de´ﬁnie sur [0; 1] par les nœuds 0, 0,2, 0,4, 0,6, 0,8 et 1. Les lignes verticales
repre´sentent ces meˆmes nœuds.
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Figure 1.4 – Exemple de bases associe´es a` une cubic regression spline
On remarque que chaque base vaut 1 sur son nœud associe´ et 0 sur tous les autres. Les bases de splines
respectant cette proprie´te´ sont parfois appele´es splines cardinales (Wood, 2017, Figure 5.4).
La spline en question s’e´crit :
f(x) =
6∑
j=1
βjbj(x)
ou` les βj sont des parame`tres a` estimer. Supposons que β =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
0, 5
0, 9
0, 7
0, 5
0, 55
0, 6
⎤⎥⎥⎥⎥⎥⎥⎥⎦
La ﬁgure 1.5 montre la spline f obtenue ainsi que ses bases multiplie´es par leur parame`tre βj respectif.
Comme annonce´ plus haut, on observe que la valeur de f au je nœud correspond bien a` βj .
Projection au-dela` des nœuds exte´rieurs
Les cubic regression splines sont des splines dites naturelles, c’est a` dire qu’elles sont line´aires en leurs
nœuds exte´rieurs. On peut donc facilement extrapoler les valeurs de la spline en dec¸a` du premier nœud
x1 et au-dela` du dernier nœud xk. En eﬀet, il suﬃt de re´aliser les extrapolations line´aires suivantes :
si x < x1, f(x) = f(x1) + f ′(x1)(x − x1)
si x > xk, f(x) = f(xk) + f ′(xk)(x − xk)
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Figure 1.5 – Construction d’une cubic regression spline
1.3 Nombre et position des nœuds
Les splines de re´gression oﬀrent une ﬂexibilite´ tre`s approprie´e pour mode´liser les eﬀets des variables
explicatives dans un mode`le statistique. Leur forme entie`rement parame´trique en font e´galement un
outil ide´al pour l’infe´rence. Toutefois, l’utilisation des splines de re´gression s’accompagne des deux
interrogations suivantes :
— Combien de nœuds choisir ?
— Ou` les positionner ?
Du point de vue de l’infe´rence, il est conseille´ de choisir les nœuds a priori (voir le chapitre 3 sur la
se´lection de mode`les). Pour ce qui est du nombre de nœuds, il convient de de´ﬁnir le nombre de degre´s
de liberte´ souhaite´. Pour la position, en re`gle ge´ne´rale on dispose de tre`s peu d’informations a priori,
il est alors souhaitable d’utiliser les quantiles de la covariable concerne´e (Herndon and Harrell, 1990,
1995).
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Chapitre 2
Mode`les de survie
2.1 Ge´ne´ralite´s
L’analyse de survie s’inte´resse a` l’e´tude du temps qui s’e´coule jusqu’a` ce qu’un e´ve´nement par-ticulier se produise. Il peut s’agir du temps jusqu’au de´ce`s d’une personne, jusqu’a` la de´faillance
d’un syste`me e´lectronique, ou jusqu’a` la prochaine e´claircie.
La principale diﬃculte´ de l’analyse de survie re´side dans le phe´nome`ne de censure. Supposons que
l’on s’inte´resse a` la survie d’un groupe de personnes choisies au hasard parmi tous les Franc¸ais. Nous
connaissons le nombre de personnes au de´but de notre e´tude, la date de de´but de notre e´tude mais
nous devons e´galement pre´voir une date de ﬁn a` notre e´tude. Supposons que nous ayons les moyens
de suivre tout le groupe pendant 30 ans. Il est alors fort probable qu’au bout de 30 ans, nous n’ayons
pas observe´ le de´ce`s chez tous les individus. Si des personnes ont 20 ans au de´but de l’e´tude, elles
n’auront que 50 ans a` la ﬁn et auront de grandes chances d’eˆtre encore en vie. Pour ces personnes, on
dit que l’information est censure´e a` droite, c’est a` dire que, tout ce que l’on sait, c’est que le temps
de de´ce`s est supe´rieur a` 30 ans. Ainsi, nous n’observons pas la re´alisation de notre variable d’inte´reˆt
pour tous les individus.
2.2 Formalisme et indicateurs
En analyse de survie, pour un individu statistique i, on s’inte´resse a` la variable ale´atoire positive Ti
repre´sentant le temps de survenue d’un e´ve´nement (ge´ne´ralement le de´ce`s).
Toutefois, en pre´sence d’une censure Ci, Ti n’est pas observable directement. Dans ce cas, on observe
T ∗i = min(Ti, Ci).
Ainsi, pour un individu i, on dispose :
— d’un temps d’observation ti, re´alisation de la variable T ∗i
— d’un indicateur de de´ce`s δi (1 si ti correspond a` un temps de de´ce`s et 0 sinon)
La fonction de survie en t associe´e a` la variable Ti est la probabilite´ que Ti soit supe´rieur a` t :
S(t) = P (Ti > t)
La fonction de densite´ de Ti est :
f(t) = lim
dt→0
P (t ≤ Ti < t + dt)
dt
= −S′(t)
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Le taux de mortalite´ instantane´ (hazard en anglais) est de´ﬁni par :
h(t) = lim
dt→0
P (t ≤ Ti < t + dt|Ti > t)
dt
= f(t)
S(t) (2.1)
Le taux cumule´ est de´ﬁni comme l’inte´grale du taux instantane´ :
H(t) =
∫ t
0
h(u)du
Finalement, la survie peut s’exprimer en fonction du taux de la manie`re suivante :
S(t) = exp [−H(t)] = exp
(
−
∫ t
0
h(u)du
)
(2.2)
2.3 Estimateurs non-parame´triques
2.3.1 Estimateur de Kaplan-Meier
Un estimateur non-parame´trique de la survie asymptotiquement sans biais en pre´sence de censure a`
droite fut propose´ en 1958 (Kaplan and Meier, 1958).
A` partir des temps de de´ce`s observe´s t1 ≤ · · · ≤ tN , l’estimateur de Kaplan-Meier estime la survie
conditionnelle au temps ti, note´e sˆi, sur l’intervalle [ti; ti+1[ de la manie`re suivante :
sˆi =
ni − di
ni
avec ni le nombre d’individus a` risque juste avant le temps ti et di le nombre de de´ce`s au temps ti. La
caracte´ristique fondamentale de cet estimateur est la manie`re dont il prend en compte des individus
censure´s au sein de la population a` risque. Ainsi, pour passer de ni a` ni+1, il faut non seulement retirer
les de´ce`s di mais e´galement tous les individus censure´s entre ti et ti+1.
Si l’on cumule les survies conditionnelles depuis le de´but du suivi jusqu’au temps t alors l’estimation
de la survie au temps t est :
Sˆ(t) =
∏
i:ti≤t
sˆi =
∏
i:ti≤t
ni − di
ni
La formule de Greenwood est souvent utilise´e comme estimateur de la variance :
V ar
(
Sˆ(t)
)
≈ Sˆ(t)2
∑
i:ti≤t
di
ni(ni − di)
Exemple de calcul d’une courbe de survie
Supposons que l’on dispose des temps de suivi de 12 individus : 1, 2, 2, 2*, 4, 4*, 5*, 6, 6, 6*, 7*, 7*.
L’aste´risque indique un temps de censure tandis que l’absence d’aste´risque indique un temps de de´ce`s.
Pour illustrer l’estimateur de Kaplan-Meier, nous pouvons construire le tableau 2.1 a` partir des temps
de de´ce`s :
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temps de de´ce`s nombre de de´ce`s nombre d’individus a` risque survie conditionnelle survie
1 1 12 1 - 1/12 91,7%
2 2 11 1 - 2/11 75,0%
4 1 8 1 - 1/8 65,6%
6 2 5 1 - 2/5 39,4%
Tableau 2.1 – Estimateur de Kaplan-Meier
Interpre´tons le tableau 2.1 ligne a` ligne :
Au temps 1 il y a un seul de´ce`s donc il n’y a pas de proble`me particulier ici. La probabilite´ de de´ce`s
vaut 1/12 et celle de survie vaut 1 - 1/12.
Au temps 2, il reste donc 12 - 1 = 11 individus a` risque. Il y a deux de´ce`s et une censure. La probabilite´
de de´ce`s conditionnelle vaut donc 2/11.
Au temps 4, il reste maintenant 11 - (2+1) = 8 individus a` risque car au temps 2 nous avons eu deux
de´ce`s et une censure (donc 3 sorties en tout).
Au temps 6, il reste maintenant 8 - (1+2) = 5 individus a` risque. Attention ici car il y a eu un de´ce`s
et une censure au temps 4 ainsi qu’une censure au temps 5 donc on a bien 3 sorties au total. Par
construction, l’estimateur de Kaplan-Meier se sert des temps de de´ce`s pour construire son estimation,
c’est la raison pour laquelle nous ne recalculons pas la survie au temps 5 car il ne s’agit que d’un
temps de censure. Ici on a donc Sˆ(5) = Sˆ(4)
La ﬁgure 2.1 donne la courbe de survie associe´e au tableau 2.1.
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Figure 2.1 – Fonction de survie obtenue par l’estimateur de Kaplan-Meier
L’estimateur de Kaplan-Meier est certainement le plus utilise´ en analyse de survie. Toutefois, de`s que
l’on souhaite prendre en compte les eﬀets de covariables, son utilisation est limite´e. En revanche, e´tant
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donne´ qu’il est asymptotiquement sans biais, il peut eˆtre utilise´ comme re´fe´rence aﬁn de controˆler les
pre´dictions d’un mode`le parame´trique.
2.3.2 Estimateur de Nelson-Aalen
Une alternative a` l’estimateur de Kaplan-Meier consiste a` estimer le taux de mortalite´ cumule´ a` chaque
temps d’e´ve´nement de la manie`re suivante :
Hˆ(t) =
∑
i:ti≤t
di
ni
Cet estimateur, dit de Nelson-Aalen, permet alors d’estimer la survie au temps t :
Sˆ(t) = exp
(
−Hˆ(t)
)
A` partir des donne´es de la section pre´ce´dente, on peut construire le tableau 2.2.
temps de de´ce`s nombre de de´ce`s nombre d’individus a` risque taux taux cumule´ Hˆ(t) survie
1 1 12 1/12 1/12 92,0%
2 2 11 2/11 Hˆ(1) + 2/11 76,7%
4 1 8 1/8 Hˆ(2) + 1/8 67,7%
6 2 5 2/5 Hˆ(3) + 2/5 45,4%
Tableau 2.2 – Estimateur de Nelson-Aalen
Nota Bene : il existe des variantes de cet estimateur qui diﬀe`rent dans leur manie`re de ge´rer les ex
æquo. Par exemple, au temps de de´ce`s 2, au lieu d’ajouter 2/11 au taux cumule´ on pourrait ajouter
1/11 + 1/10 (Fleming and Harrington, 1984).
2.4 Interpre´tation et inte´reˆt du taux
Le mode`le le plus utilise´ en analyse de survie, a` savoir le mode`le de Cox (Cox, 1972), conside`re le taux
de mortalite´ de base (c’est a` dire la partie du taux de´pendant uniquement du temps) comme un pa-
rame`tre de nuisance. Il s’agit d’une technique astucieuse pour contourner les contraintes nume´riques de
l’e´poque qui a permis l’analyse de nombreuses bases de donne´es de survenue d’e´ve´nements. Ne´anmoins,
ces contraintes nume´riques n’existent plus et le fait de ne pas avoir acce`s au taux de base constitue
aujourd’hui un de´faut majeur dans bon nombre d’e´tudes. En eﬀet, la notion de taux de mortalite´
instantane´ (ou plus simplement, la notion de taux) est essentielle en survie. En e´pide´miologie notam-
ment, le taux inte´resse fortement les cliniciens. Tandis que la survie oﬀre une vision cumule´e de la
mortalite´, le taux instantane´ restitue la force de mortalite´ qui s’applique a` chaque instant. Il est donc
tre`s important de pouvoir restituer a` la fois la survie et le taux.
2.4.1 Inte´reˆt du taux par rapport a` la survie
La ﬁgure 2.2 montre trois courbes de survie et les trois courbes de taux correspondantes. Comme
annonce´ en introduction, la courbe du taux sera appele´e  dynamique du taux  dans la suite de
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cette the`se car cette appellation permet de parler de fac¸on concise  d’e´volution au cours du temps
du taux  et d’insister sur la notion de mouvement. Cette ﬁgure 2.2 illustre le fait que des courbes de
survie tre`s semblables peuvent correspondre a` des dynamiques du taux tre`s diﬀe´rentes.
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Figure 2.2 – Comparaison de courbes de taux et de courbes de survie. La premie`re
ligne correspond a` une loi exponentielle de parame`tre λ = 0, 2. La deuxie`me ligne a` une
loi Weibull de parame`tres λ = 0, 2 et γ = 0, 9. La troisie`me ligne a` une loi Weibull de
parame`tres λ = 0, 2 et γ = 1, 1.
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On se rend alors compte que la restitution du taux est essentielle. La courbe de survie est souvent
plus diﬃcile a` lire que la courbe du taux en raison des contraintes auxquelles elle est soumise. En
eﬀet, la courbe de survie est ne´cessairement de´croissante et comprise entre 0 et 1, et il est souvent
complique´ d’appre´cier la force de mortalite´ que subissent les individus a` chaque instant a` partir de la
courbe de survie. De meˆme, le taux cumule´ H ne de´crit pas la force subie par les individus car il est
ne´cessairement croissant et compris entre 0 et +∞. Quant au taux de mortalite´ instantane´, bien qu’il
doive eˆtre positif, il n’est pas contraint a` la monotonie. Ainsi, ses valeurs extreˆmes et sa dynamique
sont autant d’informations pre´cieuses sur la mortalite´ qui agit sur la population e´tudie´e.
2.4.2 Le taux comme densite´ conditionnelle
Pour rappel, le taux de mortalite´ instantane´ associe´ a` une variable ale´atoire positive T est de´ﬁni de
la manie`re suivante :
h(t) = lim
dt→0
P (t ≤ T < t + dt|T > t)
dt
= f(t)
S(t)
Il s’agit donc de la densite´ de la variable ale´atoire T conditionnellement au fait que T > t. Cette
manie`re de se repre´senter le taux permet de mieux comprendre son inte´reˆt. En eﬀet, lorsque qu’un
me´decin s’inte´resse aux chances de survie d’un patient par exemple, c’est toujours conditionnellement
au fait que son patient a surve´cu jusque-la`. Les questions que le me´decin se posent sont souvent
conditionnelles : sachant que mon patient a 40 ans aujourd’hui, quelles sont ces chances de survie dans
l’anne´e qui suit ? S’il atteint l’aˆge de 70 ans, quelles seront alors ses chances ?
2.4.3 L’unite´ du taux
La de´ﬁnition du taux (2.1) indique que celui-ci de´pend de l’unite´ de temps conside´re´ (jour, mois,
anne´e, etc). On dit que le taux a une dimension (contrairement a` une probabilite´ par exemple, qui est
sans dimension).
Lorsque l’on parle de taux, il est donc essentiel de pre´ciser son unite´. Une conse´quence importante est
que le taux peut eˆtre supe´rieur a` 1 puisqu’il ne s’agit pas d’une probabilite´.
Exemple : Que signiﬁe un taux constant de 2 de´ce`s par personne-anne´e ?
Puisqu’il s’agit d’un taux constant, les survies a` 1 et 2 ans s’e´crivent :
S(1) = exp(−2) = 13, 53% S(2) = exp(−4) = 1, 83%
La probabilite´ de mourir la premie`re anne´e vaut ainsi : 1 − S(1) = 86, 47%. Tandis que la probabilite´
de mourir la deuxie`me anne´e sachant qu’on a surve´cu la premie`re vaut :
S(1) − S(2)
S(1) =
13, 53% − 1, 83%
13, 53% = 86, 47%
De manie`re ge´ne´rale, si l’on a un taux de mortalite´ constant λ, alors la probabilite´ de mourir dans
l’unite´ de temps suivante sachant qu’on surve´cu jusque-la` est :
S(t) − S(t + 1)
S(t) =
exp(−λt) − exp(−λ(t + 1))
exp(−λt) = 1 − exp(−λ)
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S(t) − S(t + 1)
S(t) ≈λ≈0 λ
Lorsque le taux est proche de ze´ro, sa valeur se rapproche de celle de la probabilite´ conditionnelle de
de´ce`s dans l’intervalle conside´re´.
Ainsi, pour retrouver une approche intuitive du taux de mortalite´ (dans le sens ou` sa valeur est proche
de la probabilite´ conditionnelle de de´ce`s) il faut changer le pas de temps aﬁn de re´duire la valeur du
taux et pouvoir faire l’approximation ci-dessus.
Par exemple, 2 de´ce`s par personne-anne´e
= 2/12 = 16,67% de´ce`s par personne-mois ≈ 1 − exp(− 212) = 15, 35% soit une probabilite´ de de´ce`s
dans le mois de 15, 35%
= 2/365 = 0,548% de´ce`s par personne-jour ≈ 1−exp(− 2365) = 0, 546% soit une probabilite´ journalie`re
de de´ce`s de 0, 546%
2.4.4 La dynamique du taux
Taux constant
La dynamique la plus simple possible que l’on puisse imaginer pour le taux de mortalite´ est qu’il soit
constant quel que soit le temps de suivi. Cette dynamique particulie`re est associe´e a` la loi exponentielle.
En eﬀet, si le temps T jusqu’a` un certain e´ve´nement suit une loi exponentielle de parame`tre λ, c’est
a` dire T ∼ E(λ), alors :
h(t) = λ S(t) = exp (−λt)
Un taux constant signiﬁe simplement que le temps qui passe n’augmente ni ne diminue mes chances
de voir l’e´ve´nement se produire sachant qu’il ne s’est pas produit jusque-la` : on parle de
phe´nome`ne sans me´moire. Un exemple de temps jusqu’a` e´ve´nement associe´ a` un taux constant
pourrait donc eˆtre le temps que va mettre un individu a` gagner au Loto. En eﬀet, le fait d’avoir joue´
et perdu chaque semaine pendant 1, 5, 10 ou 30 ans ne change absolument rien a` la probabilite´ de
gagner la semaine suivante.
Taux croissant
Un taux croissant est synonyme d’une augmentation au cours du temps du risque de voir se pre´senter
l’e´ve´nement sachant qu’il ne s’est toujours pas produit. Ce phe´nome`ne peut eˆtre illustre´ en s’inte´ressant
au temps jusqu’a` la de´faillance d’une pie`ce d’usinage ou d’une machine (en supposant que l’on a atteint
une phase d’usure). La pie`ce ou la machine en question va pre´senter une usure naturelle et quelle que
soit sa robustesse on sait qu’elle ﬁnira par de´faillir. Ainsi, plus la pie`ce ou la machine sera utilise´e,
plus celle-ci va s’user avec le temps et plus la probabilite´ d’observer une de´faillance le jour suivant va
augmenter.
Taux de´croissant
Un taux de´croissant implique une diminution au cours du temps du risque de voir se pre´senter
l’e´ve´nement sachant qu’il ne s’est toujours pas produit. Supposons que l’on s’inte´resse a` la morta-
lite´ infantile. On sait que les nourrissons et les enfants en bas-aˆge sont plus vulne´rables (accidents
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domestiques, maladies) que les enfants sur le point d’entrer dans l’adolescence. Ainsi, de la naissance
jusqu’a` l’adolescence, le taux de mortalite´ diminue. De meˆme, la probabilite´ de retrouver une personne
disparue diminue avec le temps.
Dynamique plus complexe
E´videmment, la dynamique du taux ne se re´sume pas aux trois cas : taux constants, taux croissants et
taux de´croissants. En eﬀet, le taux n’a pas de raison d’eˆtre monotone en toutes circonstances. Toutefois,
ces trois cas de dynamiques simples permettent d’expliquer comment il est possible d’obtenir des formes
plus complexes et notamment non monotones (voir la section 2.5 sur le me´lange de taux).
2.5 Me´lange de taux
2.5.1 Me´lange de deux taux constants
Supposons que l’on e´tudie une population compose´e de deux groupes. Le groupe 1 pre´sente un taux
instantane´ constant de λ1 = 0, 6 e´ve´nements par personne-temps tandis que celui du groupe 2 est
λ2 = 0, 1. On suppose e´galement, qu’initialement, il y a autant de personnes du groupe 1 que du
groupe 2 dans la population d’e´tude. La ﬁgure 2.3 donne la dynamique du taux dans les deux groupes
(en pointille´) et pour la population totale (trait plein).
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Figure 2.3 – Me´lange de deux taux constants
On s’aperc¸oit qu’en 0, le taux de la population ou  taux marginal  correspond logiquement a` la
moyenne des taux des deux groupes. Cependant, on observe une diminution progressive jusqu’a` ce que
le taux marginal tende asymptotiquement vers celui du groupe 2.
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Ce phe´nome`ne s’explique assez bien si l’on de´crit la proportion que repre´sentent les individus du
groupe 1 par rapport a` toute la population au cours du temps.
Notons p(t) la proportion d’individus du groupe 1 par rapport a` la population totale au temps t. Au
de´part (en t = 0), cette proportion vaut p(0) = 0, 5 car on a suppose´ qu’il y avait autant de personnes
du groupe 1 que du groupe 2. Si l’on note S1(t) et S2(t) les survies au temps t dans les groupes 1 et
2 respectivement, alors il vient :
p(t) = p(0)S1(t)
p(0)S1(t) + [1 − p(0)]S2(t)
Et le taux hpop(t) de la population au temps t s’e´crit :
hpop(t) = λ1p(t) + λ2(1 − p(t))
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Figure 2.4 – Me´lange de deux taux constants, proportion du groupe1
La ﬁgure 2.4 pre´sente le meˆme me´lange que la ﬁgure 2.3 en y ajoutant l’e´volution de la proportion
d’individus du groupe 1 au cours du temps. Ainsi, a` partir de 10 ans environ, les individus du groupe
1 sont presque tous de´ce´de´s et le taux populationnel correspond au taux des individus restants (i.e
ceux du groupe 2).
2.5.2 Me´lange de deux taux croissants
De la meˆme manie`re, la ﬁgure 2.5 pre´sente le me´lange de deux taux croissants.
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Figure 2.5 – Me´lange de deux taux croissants
2.5.3 Me´lange d’un taux constant et d’un taux croissant
La ﬁgure 2.6 montre le me´lange d’un taux constant et d’un taux croissant.
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Figure 2.6 – Me´lange d’un taux constant et d’un taux croissant
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En re´sume´, l’he´te´roge´ne´ite´ de la population conduit a` un phe´nome`ne de se´lection : la population
survivante diﬀe`re de la population initiale (Vaupel and Yashin, 1985).
E´tant donne´ que les populations e´tudie´es sont tre`s souvent constitue´es de me´langes he´te´roge`nes
d’autres populations, la non-monotonie du taux est un phe´nome`ne presque omnipre´sent en survie.
2.6 Vraisemblance
Pour un individu i, supposons que la loi de Ti est parame´tre´e par le vecteur β. On observe une
re´alisation (ti, δi) de T ∗i = min(Ti, Ci). On note G la fonction de survie de Ci et g sa densite´.
Quelle est la contribution de l’individu i a` la vraisemblance ?
Si δi = 1 alors :
Li(β) = lim
dt→0
P (Ti ∈ [ti; ti + dt], Ci > Ti|β) = f(ti|β)G(ti)
Si δi = 0 alors :
Li(β) = lim
dt→0
P (Ci ∈ [ti; ti + dt], Ci < Ti|β) = g(ti)S(ti|β)
Il vient donc, dans le cas ge´ne´ral :
Li(β) = [f(ti|β)G(ti)]δi [g(ti)S(ti|β)]1−δi
Attention ici, Ti et Ci doivent eˆtre suppose´s inde´pendants. Si cette hypothe`se est faite et e´tant donne´
que G et g ne de´pendent pas de β, la vraisemblance devient :
Li(β) = f(ti)δiS(ti)1−δi = h(ti)δiS(ti)
Li(β) = h(ti)δiexp
(
−
∫ ti
0
h(u)du
)
En re`gle ge´ne´rale, on travaille sur la log-vraisemblance :
li(β) = δilog [h(ti)] −
∫ ti
0
h(u)du (2.3)
La prise en compte de donne´es tronque´es a` gauche (ou entre´es tardives) est possible en conside´rant le
temps d’entre´e t0,i. La formule (2.3) devient alors :
li(β) = δilog [h(ti)] −
∫ ti
t0,i
h(u)du
Les me´thodes expose´es dans cette the`se s’appliquent e´galement aux donne´es tronque´es a` gauche. Tou-
tefois, par simplicite´, la suite de cette the`se s’appuiera sur la formule (2.3).
Dans un mode`le de survie, la premie`re proble´matique re´side dans le calcul de l’inte´grale pre´sente dans
(2.3).
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2.7 Mode`les de taux
Le taux e´tant notre indicateur d’inte´reˆt, il est naturel de proposer des mode`les sur cette e´chelle.
De plus, on a vu dans la section 2.4 que l’e´chelle du taux e´tait la moins contrainte pour restituer
l’information sur des donne´es de survie. En eﬀet, seule la contrainte de positivite´ s’applique. Ainsi, en
mode´lisant non pas le taux mais le logarithme du taux, on peut construire un mode`le dont l’estimation
des parame`tres se fera sans contrainte. Dans la litte´rature, on peut trouver des mode´lisations sur le
logarithme du taux cumule´ (Liu et al., 2018) mais il est alors tre`s contraignant de garantir a` la
fois la croissance du taux cumule´ et la positivite´ du taux instantane´ (des me´thodes de pe´nalisation
sont utilise´es ce qui alourdit clairement le processus d’optimisation). En outre, en mode´lisant le taux
cumule´, il faut toujours pouvoir estimer le taux instantane´ aﬁn de calculer la vraisemblance (comme
vu au-dessus). Ainsi, le proble`me d’inte´gration du taux instantane´ disparaˆıt mais se transforme en
proble`me de de´rivation du taux cumule´. Or les techniques de de´rivation nume´rique sont beaucoup
plus instables que celles d’inte´gration nume´rique, notamment en termes de sensibilite´ aux erreurs
d’arrondi.
De nombreux arguments nous indiquent donc que la bonne e´chelle de mode´lisation est le logarithme
du taux instantane´.
2.7.1 Spe´ciﬁcation du mode`le
Pour des raisons de lisibilite´, les lettres minuscules en gras (e.g., λ et β) indiqueront des vecteurs
tandis que les lettres majuscules en gras (e.g., S et X) de´signeront des matrices. La ie ligne d’une
matrice M est note´e Mi et l’e´le´ment i, j est note´ Mij . Le ie e´le´ment d’un vecteur v est note´ vi. Pour
construire un mode`le de taux, on a besoin de spe´ciﬁer les eﬀets propres du temps t et de chaque
covariable xj (parmi un vecteur de covariables x) mais e´galement les eﬀets conjoints (interactions).
La forme ge´ne´rale du mode`le est la suivante :
log{h(t,x)} = f(t,x)
La fonction multidimensionnelle f peut prendre de multiples formes. Par exemple, dans un mode`le de
taux contenant uniquement le temps t et l’aˆge a, nous pourrions proposer le mode`le suivant :
mod1 : log{h(t, a)} = β0 + βt × t + βa × a
Les eﬀets propres du temps et de l’aˆge sont ici line´aires et il n’y a pas d’interactions entre les deux.
Une interaction line´aire est facilement inte´gre´e de la manie`re suivante :
mod2 : log{h(t, a)} = β0 + βt × t + βa × a + βt,a × t × a
Une fois les covariables connues, spe´ciﬁer le mode`le revient a` choisir deux choses :
1. la forme fonctionnelle du temps et des covariables continues
2. la structure d’interactions
Soit n le nombre d’individus a` analyser, t le vecteur de taille n contenant les temps de suivi de tous
les individus et δ le vecteur de taille n contenant les indicatrices de de´ce`s de tous les individus (δi = 1
quand l’individu i est de´ce´de´, δi = 0 lorsqu’il est censure´). Soit X(t) la matrice de design, alors le
mode`le peut s’e´crire :
log{h(ti;xi)}1≤i≤n = X(t)β
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2.7.2 Vraisemblance du mode`le
Comme vu en 2.6, en l’absence de censure informative, la contribution a` la log-vraisemblance de
l’individu i s’e´crit :
li(β) = δilog [h(ti;xi)] −
∫ ti
0
h(u;xi)du (2.4)
La log-vraisemblance de tous les individus est donc :
l(β) =
n∑
i=1
li(β)
2.7.3 Approximation du taux cumule´
Calculer l’inte´grale du taux pre´sente dans la log-vraisemblance (c’est a` dire le taux cumule´ au temps ti)
est un proble`me spe´ciﬁque aux mode`les de survie. Cette inte´grale peut eˆtre approche´e par la quadrature
de Gauss-Legendre, qui ne´cessite : i) q, le nombre de nœuds associe´s a` la quadrature ; ii) (d∗k)(1≤k≤q),
le vecteur de nœuds de longueur q pour une inte´gration sur [−1;+1] ; et, iii) (w∗k)(1≤k≤q) le vecteur
de poids de longueur q pour une inte´gration sur [−1;+1]. Pour un individu i, les nœuds (dik)(1≤k≤q)
et poids (wik)(1≤k≤q) correspondant a` une inte´gration sur [0; ti] sont donne´s par : dik = ti2 d∗k +
ti
2 et
wik = ti2 w∗k. La contribution a` la log-vraisemblance devient :
li(β) ≈ δilog [h(ti;xi)] −
q∑
k=1
h(dik;xi)
D’un point de vue calculatoire, en plus de la matrice de design du mode`le, nous pouvons construire
les q matrices de design de dimensions (n, p) suivantes : GLk = X( t2d∗k +
t
2). Le vecteur des temps de
suivi t est ainsi remplace´ par le vecteur t2d∗k +
t
2 de longueur n. De manie`re similaire, les q vecteurs de
poids wk de longueur n sont construits tels que wk = t2w∗k. Au ﬁnal,
li(β) ≈ δiXiβ −
q∑
k=1
wki exp
(
GLki β
)
(2.5)
ou` Xi et GLki sont des vecteurs de longueur p qui correspondent respectivement a` la ie ligne de X(t)
et de GLk. Le choix de q est crucial car il repre´sente le compromis entre la pre´cision et le temps
d’exe´cution.
D’apre`s Charvat et al. (2016) et a` des simulations (voir annexe A), q = 20 semble eˆtre une valeur
raisonnable.
2.8 Approche de Poisson pour les mode`les de survie
Dans cette section nous allons faire un rappel sur les mode`les de Poisson et pre´senter une approche
permettant d’ajuster des mode`les de taux en utilisant une e´quivalence entre vraisemblance d’un mode`le
de taux et celle d’un mode`le de Poisson.
32 CHAPITRE 2. MODE`LES DE SURVIE
2.8.1 Mode`le de Poisson classique
On dispose d’un vecteur ale´atoire a` expliquer Y dont les composantes sont inde´pendantes et suivent
une loi de Poisson, Yi ∼ P(μi). Le mode`le classique (non pe´nalise´) s’e´crit :
log(μi) = Xiβ = ηi
Pour estimer les coeﬃcients β, nous e´crivons la log-vraisemblance du mode`le :
l(β) =
∑
i
log
(
μyii
yi!
e−μi
)
l(β) =
∑
i
yi log (μi) − log (yi!) − μi
Pour toutes les composantes j du vecteur de parame`tres β, on doit re´soudre :
∂l(β)
∂βj
= 0 ⇔
∑
i
yi − μi
μi
∂μi
∂βj
= 0
Ce proble`me est e´quivalent a` re´soudre des moindres carre´s ponde´re´s. En eﬀet, cela revient a` minimiser
la fonction suivante :
MCP =
∑
i
(yi − μi)2
μi
On peut re´soudre ce proble`me en proce´dant de manie`re ite´rative et en conside´rant le de´nominateur μi
comme des poids connus a` chaque ite´ration. En de´ﬁnissant, a` chaque ite´ration k, la matrice diagonale
V[k] telle que V[k]ii = μi[k], on doit minimiser :
MCP =
∥∥∥√V −1[k] [Y − μ(β)]∥∥∥2
On eﬀectue alors un de´veloppement de Taylor de μ autour de βˆ[k] (le vecteur de parame`tres estime´s
a` l’ite´ration k), on obtient :
MCP =
∥∥∥√V −1[k] [Y − μ[k] − J(β − βˆ[k])]∥∥∥2
Avec J la matrice Jacobienne de μ.
Jij =
∂μi
∂βj
∣∣∣∣
βˆ[k]
= Xijμi[k]
Si l’on pose Gii = 1μi[k] , alors : J = G
−1X
MCP =
∥∥∥√V −1[k] G−1[G(Y − μ[k]) + eta[k] − Xβ]∥∥∥2
MCP =
∥∥∥√W[k][z[k] − Xβ]∥∥∥2
En posant z[k] = Y −μ[k]
μ[k]
+η[k]. La matrice diagonale des poids W[k] est ici e´gale a` V[k] (cela n’est vrai
que dans le cas du mode`le de Poisson).
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Algorithme IRLS (Iteratively Reweighted Least Squares)
A` la premie`re ite´ration, on se donne un β0 puis on re´pe`te jusqu’a` la convergence :
1. En utilisant β[k], on peut calculer μ[k],η[k] = Xβ[k],z[k] et W [k]
2. On minimise MCP =
∥∥∥√W[k][z[k] − Xβ]∥∥∥2 par rapport a` β pour trouver β[k+1]
3. On augmente k de 1.
Pour minimiser MCP on utilise tout simplement un mode`le line´aire sur les pseudo-donne´es
ponde´re´es.
Dans R, on utilise la commande lm
(√
W[k]z
[k] ∼
√
W[k]X
)
2.8.2 E´quivalence des vraisemblances entre mode`le de Poisson et mode`le de survie
Cette e´quivalence a e´te´ de´crite pour la premie`re fois par Friedman (1982).
L’ide´e principale derrie`re cette e´quivalence est le de´coupage du temps de suivi en petits intervalles
de temps. Ce de´coupage implique une augmentation du jeu de donne´es initial.
D’apre`s (2.4), la contribution d’un individu i a` la log-vraisemblance d’un mode`le de survie s’e´crit :
li(β) = δilog [h(ti;xi)] −
∫ ti
0
h(u;xi)du
Divisons les observations (ti, δi) selon n + 1 bandes de suivi arbitraires [bj ; bj+1[ pour j = 0, . . . , n et
avec b0 = 0 et bn+1 = ti.
La contribution a` la log-vraisemblance de l’individu i sur la je bande de suivi est :
li,j(β) = δi,jlog [h(ti;xi)] −
∫ bj+1
bj
h(u;xi)du (2.6)
Avec δi,j = δi si j = n et 0 sinon.
Si les bandes de suivi sont suﬃsamment nombreuses, on voit que l’inte´grale peut eˆtre approche´e par
∫ bj+1
bj
h(u;xi)du ≈ (bj+1 − bj)h (cij ;xi)
avec cij = ti si j = n et bj+1+bj2 sinon. On approche donc l’inte´grale du taux par sa valeur au milieu
de la bande de suivi multiplie´e par la longueur de la bande de suivi. Il s’agit de l’approche du point
milieu, notamment utilise´e dans les mode`les de survie par Remontet et al. (2007).
Finalement, (2.6) devient :
li,j(β) = δi,jlog [h(ti;xi)] − (bj+1 − bj)h (cij ;xi)
Pour l’instant, nous avons utilise´ l’augmentation du jeu de donne´es aﬁn d’approximer le taux cumule´
et cette approximation est beaucoup plus couˆteuse que la quadrature de Gauss-Legendre pre´sente´e
plus haut. Pour vraiment comprendre l’inte´reˆt de (2.6), supposons que δi,j soit la variable a` expliquer
dans un mode`le de Poisson : δi,j ∼ P(μi,j). La contribution a` la log-vraisemblance de l’individu (i, j)
est :
lPoissoni,j (β) = δi,j log(μi,j) − log(δi,j !) − μi,j
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En posant μi,j = (bj+1 − bj)h (cij ;xi), il vient :
lPoissoni,j (β) = δi,j log [h (cij ;xi)] + δi,j log(bj+1 − bj) − log(δi,j !) − (bj+1 − bj)h (cij ;xi)
En ne gardant que les termes qui de´pendent de β on a :
lPoissoni,j (β) = δi,j log [h (cij ;xi)] − (bj+1 − bj)h (cij ;xi)
δi,j e´tant force´ment nul excepte´ pour j = n on peut meˆme e´crire :
lPoissoni,j (β) = δi,j log [h(ti;xi)] − (bj+1 − bj)h (cij ;xi)
Et ﬁnalement, li,j = lPoissoni,j (a` une constante pre`s, mais vis-a`-vis de l’estimation de β, on peut les
conside´rer e´gales). Ce re´sultat est tre`s inte´ressant car il implique qu’un mode`le de survie sur le taux
peut eˆtre ajuste´ a` partir de la machinerie de´die´e aux mode`les line´aires ge´ne´ralise´s (GLM).
Nota Bene : C’est une e´quivalence de vraisemblance qui permet d’utiliser les techniques d’optimisa-
tion (algorithme IRLS) propres aux GLM mais la variable δi,j ne suit pas une loi de Poisson.
2.9 Survie nette et mode`les de taux en exce`s
2.9.1 De´composition du taux observe´
En analyse de survie, l’exce`s de mortalite´ des patients par rapport a` la mortalite´ d’une population de
re´fe´rence peut eˆtre plus informatif que la mortalite´ toutes causes. Par exemple, les oncologues souhai-
teraient connaˆıtre l’impact des tumeurs sur la mortalite´. Cependant, les causes de de´ce`s ne sont pas
toujours disponibles (en particulier dans les donne´es de registres de cancer) ou ﬁables et la responsa-
bilite´ du cancer dans le de´ce`s est diﬃcile a` e´tablir pour de longs temps de suivi (le cancer peut par
exemple mener au suicide et certains traitements peuvent avoir une toxicite´ a` long terme entraˆınant
la mort des patients).
Dans la suite de cette section nous ferons re´fe´rence au cancer comme la pathologie d’inte´reˆt mais la
logique fonctionne avec tout autre type de maladie chronique.
Le concept d’ exce`s de mortalite´  repre´sente ainsi une alternative pertinente au concept de  cause
de de´ce`s , comme tentative d’isoler les de´ce`s supple´mentaires attribuables (directement ou indirecte-
ment) au cancer. Cet exce`s de mortalite´ peut eˆtre estime´ en supposant que, chez les patients atteints
de cancer, la mortalite´ attribuable a` toutes les causes sauf le cancer e´tudie´ peut eˆtre approxime´e par
la mortalite´ toutes causes de la population ge´ne´rale (la  mortalite´ attendue ). D’apre`s Este`ve et al.
(1990), si l’on conside`re que le temps jusqu’au de´ce`s duˆ au cancer et celui duˆ aux autres causes sont
inde´pendants, on peut e´crire :
hO(t,x,z) = hE(t,x) + hP (a + t,z) (2.7)
Dans cette e´quation, hO est la mortalite´ observe´e chez les patients atteints de cancer, hE est l’exce`s de
mortalite´ duˆ au cancer, t est le temps e´coule´ depuis le diagnostic, a est l’aˆge au diagnostic du cancer,
x est un vecteur de covariables ayant un eﬀet sur hE , et hP est la mortalite´ attendue a` l’aˆge a + t
dans la population ge´ne´rale avec les caracte´ristiques de´mographiques z. La survie nette, note´e SN, est
la survie qui serait observe´e si le cancer e´tudie´ e´tait la seule cause de de´ce`s ; elle peut eˆtre obtenue
directement a` partir de hE en utilisant la relation classique entre survie et taux de mortalite´ (2.2) :
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SN(t,x) = exp
(
−
∫ t
0
hE(u,x)du
)
Pour analyser les donne´es de registre de cancer, les taux de mortalite´ attendus hP sont obtenus via
les donne´es de mortalite´ de l’INSEE, de´cline´es par sexe, aˆge, anne´e et de´partement. Avant d’eˆtre
inte´gre´s dans le mode`le, les taux attendus sont lisse´s via un mode`le GAM incluant une spline bi-
dimensionnelle pe´nalise´e de l’aˆge et de l’anne´e de de´ce`s, a` partir de l’aˆge de 15 ans, se´pare´ment pour
chaque de´partement et pour chaque sexe.
2.9.2 Estimateur de la survie nette de Pohar-Perme
Aﬁn d’estimer la survie nette, un e´quivalent de l’estimateur de Nelson-Aalen a e´te´ introduit par Perme
et al. (2012). La mise en œuvre de l’estimateur de Pohar-Perme est toutefois autrement plus com-
plexe que celle de Nelson-Aalen ou de Kaplan-Meier puisqu’elle fait appel a` des notions de processus
stochastiques.
Pour estimer la survie nette, on se place dans un monde hypothe´tique ou` seul le cancer e´tudie´ (ou
une autre maladie chronique) peut mener au de´ce`s. Partant de ce postulat, l’ide´e originale de Perme
et al. (2012) est la suivante : les patients qui de´ce`dent des autres causes que le cancer dans le monde
re´el seraient en fait encore en vie et donc encore a` risque de de´ce´der du cancer e´tudie´ dans le monde
hypothe´tique. Les de´ce`s dus aux autres causes induisent ainsi une censure informative lorsque l’on
souhaite estimer la survie nette. Perme et al. (2012) proposent de re´ajuster le nombre de de´ce`s dus au
cancer et le nombre d’individus a` risque au temps t en ponde´rant par la survie attendue.
Si l’on ne tenait pas compte de cette censure informative, l’estimateur du taux de mortalite´ en exce`s
cumule´ Hc(t) serait, a` chaque temps d’e´ve´nement ou de censure t :
Hˆc(t) =
∫ t
0
dN(u)
Y (u) −
∫ t
0
∑n
i=1 Yi(u)dHa,i(u)
Y (u)
ou` n est le nombre d’individus, Ha,i le taux cumule´ attendu d’apre`s les caracte´ristiques de l’individu
i, Yi(u) = 1 si l’individu est a` risque de de´ce´der au temps u et 0 sinon, Y (u) =
∑n
i=1 Yi(u), Ni(u) = 1
si l’individu est de´ce´de´ au temps u et 0 sinon, N(u) =∑ni=1 Ni(u).
Cependant, comme vu plus haut, les quantite´s Yi(u) et Ni(u) ne sont pas repre´sentatives du monde
hypothe´tique dans lequel on se place pour de´ﬁnir la survie nette. On doit en eﬀet diviser ces quantite´s
par la survie attendue au temps u pour l’individu i note´e Sa,i(u).
L’estimateur de Pohar-Perme devient alors :
Hˆc(t) =
∫ t
0
dNw(u)
Y w(u) −
∫ t
0
∑n
i=1 Y
w
i (u)dHa,i(u)
Y w(u)
avec Nwi (u) =
Ni(u)
Sa,i(u) , N
w(u) =∑ni=1 Nwi (u), Y wi (u) = Yi(u)Sa,i(u) et Y w(u) =∑ni=1 Y wi (u).
Aﬁn de mieux voir ce qu’il se passe, reprenons les donne´es de la section 2.3 : 12 individus dont les
temps de de´ce`s et de censure sont 1, 2, 2, 2*, 4, 4*, 5*, 6, 6, 6*, 7*, 7*.
Pour estimer la survie nette, nous avons besoin d’informations supple´mentaires sur nos individus : leur
aˆge au diagnostic, leur anne´e de diagnostic et leur sexe. Aﬁn de simpliﬁer l’exemple, nous conside´rons
qu’il s’agit de 12 hommes tous diagnostique´s en 2000 a` l’aˆge de 50 ans. E´tant donne´ que tous les
individus ont les meˆmes caracte´ristiques, ils auront la meˆme survie attendue a` chaque temps, c’est a`
dire Sa,i(t) = Sa(t) et Ha,i(t) = Ha(t) pour tout t. L’estimateur de Pohar-Perme devient :
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Hˆc(t) =
∫ t
0
dN(u)
Y (u) −
∫ t
0
dHa(u)
Le tableau 2.3 de´taille les calculs de l’estimateur de Pohar-Perme.
temps taux taux attendu taux en exce`s cumule´ survie nette
1 1/12 τ50,2000 Hˆc(1) = 1/12 − τ50,2000 92,5%
2 2/11 τ51,2001 Hˆc(2) = Hˆc(1) + 2/11 − τ51,2001 77,9%
4 1/8 τ53,2003 Hˆc(4) = Hˆc(2) + 1/8 − τ52,2002 − τ53,2003 69,9%
5 0 τ54,2004 Hˆc(5) = Hˆc(4) − τ54,2004 70,5%
6 2/5 τ55,2005 Hˆc(6) = Hˆc(5) + 2/5 − τ55,2005 47,7%
7 0 τ56,2006 Hˆc(7) = Hˆc(6) − τ56,2006 48,3%
Tableau 2.3 – Estimateur de Pohar-Perme
Vous remarquerez qu’ici la survie nette est e´galement calcule´e aux temps de censure contrairement
aux estimateurs de la survie brute.
La ﬁgure 2.7 compare la survie brute estime´e par Nelson-Aalen a` la survie nette estime´e par Pohar-
Perme :
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Figure 2.7 – Comparaison entre survie brute et survie nette (Nelson-Aalen vs Pohar-
Perme)
2.9.3 Vraisemblance du mode`le de taux en exce`s
Dans un mode`le de taux en exce`s, hP est conside´re´ connu (obtenu a` partir d’instituts statistiques
nationaux comme l’INSEE pour la France) et nous souhaitons mode´liser hE de la manie`re suivante :
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log{hE(ti;xi)}1≤i≤n = X(t)β
Soit a le vecteur de taille n contenant les aˆges au diagnostic, la contribution a` la log-vraisemblance
d’un individu i s’e´crit :
li(β) = δilog [hE(ti;xi) + hP (ti;zi)] −
∫ ti
0
hE(u;xi) + hP (ai + u;zi)du
Comme hP ne de´pend pas de β, maximiser l(β) =
∑
i li(β) est e´quivalent a` maximiser l’expression
suivante :
l(β) =
n∑
i=1
{
δilog [hE(ti;xi) + hP (ti;zi)] −
∫ ti
0
hE(u;xi)du
}
2.9.4 Exemples de mode`les de taux en exce`s
Aﬁn d’e´viter tout proble`me d’inte´gration du taux, le premier mode`le de taux en exce`s fut un mode`le
de taux constant par intervalles (Este`ve et al., 1990). Supposons que l’intervalle de temps [t0; tr] soit
de´coupe´ en r intervalles de´ﬁnis par les r + 1 valeurs t0 ≤ t1 ≤ · · · ≤ tk. Le mode`le d’Este`ve s’e´crit
alors :
mode`le d’Este`ve : hE(t,x) = exp
( p∑
i=1
βixi
)
r∑
k=1
τk1[tk−1≤t≤tk](t)
ou` p est le nombre de covariables, et τk est le taux en exce`s de base sur le ke intervalle de temps.
Giorgi et al. (2003) e´tendirent le mode`le d’Este`ve en proposant de mode´liser a` la fois le taux de base et
la non-proportionnalite´ des eﬀets des covariables par des B-splines quadratiques. Aﬁn de tenir compte
de la non-line´arite´ des eﬀets des covariables et du temps, de la non-proportionnalite´ des eﬀets des
covariables ainsi que de la structure d’interactions, Remontet et al. (2007) de´veloppe`rent le mode`le
suivant (en prenant l’aˆge comme exemple de covariable) :
mode`le de Remontet : log{hE(t, a)} = f(t) + g(a) + a × h(t)
ou` f et h sont des splines cubiques avec un nœud a` un an (le temps maximal e´tait de cinq ans) et g est
une spline cubique avec un nœud a` l’aˆge me´dian. Ce mode`le oﬀre une grande ﬂexibilite´ pour la prise
en compte de la non-line´arite´, de la non-proportionnalite´ ainsi que de l’interaction entre les eﬀets de
l’aˆge et du temps.
2.9.5 Approche de Poisson pour le taux en exce`s
De la meˆme manie`re qu’en survie brute, l’approche de Poisson peut eˆtre utilise´e pour maximiser la
vraisemblance d’un mode`le de taux en exce`s (Remontet et al., 2007, 2019). Toutefois, la mise en place
est beaucoup plus fastidieuse : la fonction de lien log doit notamment eˆtre modiﬁe´e aﬁn de prendre
en compte les taux de mortalite´ attendus.
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2.10 Validation des mode`les de taux
Lorsque l’on ajuste un mode`le sur des donne´es observe´es, il est essentiel de ve´riﬁer si les hypothe`ses
induites par le mode`le sont ve´riﬁe´es et si les pre´dictions eﬀectue´es par le mode`le sont en accord avec les
observations. Le proble`me des mode`les de taux et des mode`les de survie en ge´ne´ral, c’est qu’il n’existe
pas de valeurs directement observables de la variable ale´atoire d’inte´reˆt (a` cause de la censure) et il
est donc impossible de comparer graphiquement les pre´dits et les observe´s comme on pourrait le faire
dans le cadre d’un GLM par exemple. Malgre´ cette contrainte, nous proposons ci-dessous deux fac¸ons
e´le´mentaires de juger de l’ade´quation d’un mode`le de taux.
2.10.1 Survie populationnelle et comparaison avec un estimateur non-parame´trique
Supposons que l’on ait ajuste´ un mode`le de taux parame´trique en fonction du temps t et d’un vecteur
de caracte´ristiques x,
log {h(t,x)} = f(t,x)
et l’on souhaite savoir si le mode`le est une repre´sentation acceptable des donne´es.
Pour chaque individu i du jeu de donne´es ayant servi a` l’ajustement, pour un temps t quelconque, on
dispose de l’estimation de son taux instantane´ hˆi(t) graˆce a` son vecteur x. Nous pouvons donc calculer
la survie de l’individu au temps t :
Sˆi(t) = exp
(
−
∫ t
0
hˆi(u)du
)
On peut e´galement pre´dire la survie au temps t d’un groupe d’individus contenant n individus, c’est
a` dire la survie populationnelle de ce groupe :
Sˆpop(t) =
1
n
n∑
i=1
Sˆi(t)
Dans le cadre d’un mode`le de taux en exce`s, cette de´ﬁnition reste inchange´e :
ŜNpop(t) =
1
n
n∑
i=1
ŜN i(t)
Pour diﬀe´rentes valeurs de t, on peut donc obtenir ŜNpop et construire une courbe de survie popula-
tionnelle pre´dite par le mode`le. L’inte´reˆt est ensuite de comparer graphiquement cette courbe pre´dite
a` la courbe restitue´e par l’estimateur de Kaplan-Meier (survie brute) ou Pohar-Perme (survie nette).
E´videmment, si notre mode`le contient plusieurs variables explicatives, il faudra ve´riﬁer que l’ade´quation
du mode`le est correcte quelles que soient les valeurs de ces covariables. Par exemple, pour un mode`le
ajuste´ sur l’aˆge, il faudra construire plusieurs classes d’aˆges et eﬀectuer autant de comparaisons qu’il
y a de classes d’aˆges.
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2.10.2 Taux populationnel et comparaison a` un mode`le de taux constant par in-
tervalles
La comparaison avec un estimateur non-parame´trique nous oblige a` valider l’ajustement sur l’e´chelle
de la survie (ou du taux cumule´). Or l’ide´al serait de pouvoir valider l’ajustement sur l’e´chelle du taux
instantane´ e´tant donne´ que c’est ce dernier que l’on mode´lise.
De la meˆme manie`re qu’il est possible de pre´dire la survie d’un groupe d’individus a` partir des survies
individuelles (on parle de survie populationnelle, voir pre´ce´demment), il est possible de pre´dire le taux
d’un groupe d’individus a` partir des taux individuels, on parle alors de taux populationnel (voir la
section 2.5) :
hˆpop(t) =
1
n
∑n
i=1 hˆi(t)Sˆi(t)
1
n
∑n
i=1 Sˆi(t)
Dans le cadre d’un mode`le de taux en exce`s, on a :
hˆE,pop(t) =
1
n
∑n
i=1 hˆE,i(t)ŜN i(t)
1
n
∑n
i=1 ŜN i(t)
Le taux populationnel peut eˆtre compare´ a` des estimations provenant d’un mode`le de taux constant
par intervalles (Este`ve et al., 1990). Ces taux constants repre´sentent alors une sorte de nuage de points
a` ajuster. La ﬁgure 2.8 illustre la comparaison entre un taux populationnel et un taux constant par
intervalles.
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Figure 2.8 – Comparaison entre taux populationnel et taux constant par intervalles
De meˆme que pour la survie populationnelle, il est ne´cessaire de ve´riﬁer l’ade´quation pour diﬀe´rentes
valeurs de covariables.
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2.10.3 Autres outils diagnostiques
Notons que diﬀe´rents tests statistiques ont e´te´ propose´s pour les mode`les de re´gression en survie.
Nous pouvons notamment citer les re´sidus de Schoenfeld (Schoenfeld, 1982) qui permettent de tester
l’hypothe`se des taux proportionnels. De tels re´sidus ont e´te´ e´tendus aux mode`les de taux en exce`s par
Stare et al. (2005).
En s’appuyant sur le cadre the´orique des transforme´es de martingale et notamment les travaux de Lin
and Spiekerman (1996), Danieli et al. (2017) ont propose´ deux tests formels aﬁn de tester l’hypothe`se
de proportionnalite´ et la forme fonctionnelle des covariables dans les mode`les de taux en exce`s.
Chapitre 3
Se´lection de mode`le
Lorsque l’on construit un mode`le aﬁn de quantiﬁer l’inﬂuence de covariables, on est confronte´ a` deux
proble`mes majeurs :
1. Se´lection de variable : Comment de´terminer les variables pertinentes parmi toutes celles
disponibles ?
2. Choix de mode`le : Comment spe´ciﬁer l’eﬀet de ces variables ? Quelles formes fonctionnelles
utiliser ? Quelles interactions envisager ?
Aﬁn de faire face eﬃcacement a` ces deux proble`mes, il est ne´cessaire de les conside´rer de manie`re
simultane´e. En eﬀet, lorsque l’on teste si une certaine covariable doit eˆtre incluse dans un mode`le, le
re´sultat du test de´pend de la forme fonctionnelle conside´re´e.
Ce chapitre vise a` pre´senter brie`vement quelques principes et exemples de proce´dures de se´lection de
mode`les utiles notamment en analyse de survie. Ce sujet est traite´ de manie`re de´taille´e par Anderson
and Burnham (2004), Burnham and Anderson (2004) ou encore Kneib et al. (2009).
3.1 Particularite´ de la se´lection de mode`le en survie
La se´lection de mode`le constitue une part tre`s importante de la mode´lisation statistique. Dans les
mode`les de survie, le choix d’un mode`le ade´quat repose sur trois aspects majeurs :
— la non-proportionnalite´ (ou de´pendance au temps) de l’eﬀet d’une covariable
— la non-line´arite´ des eﬀets des variables continues
— les interactions entre les eﬀets des covariables
Notons e´galement que ces trois aspects doivent eˆtre ge´re´s simultane´ment. En particulier, concernant
la ne´cessite´ de mode´liser conjointement la non-line´arite´ et la non-proportionnalite´, le lecteur pourra
se tourner vers Abrahamowicz and MacKenzie (2007).
3.2 Exemples de proce´dures de se´lection de mode`le
Pour se´lectionner des variables ou choisir un mode`le, il faut tout d’abord de´ﬁnir un crite`re ou une
mesure reﬂe´tant l’ade´quation d’un mode`le a` des donne´es. La the´orie de l’information (Shannon, 1948)
apparaˆıt alors comme une allie´e indispensable.
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3.2.1 Divergence de Kullback-Liebler
Soient p et q deux densite´s absolument continues par rapport a` la mesure de Lebesgue, alors on de´ﬁnit
la quantite´ suivante, appele´e divergence de Kullback-Liebler (K-L, Kullback and Leibler 1951) :
KL(p||q) =
{ ∫+∞
−∞ p(x)log
(
p(x)
q(x)
)
dx si p est absolument continue par rapport a` q
∞ sinon
La divergence K-L est intimement lie´e a` l’estimateur du maximum de vraisemblance (MLE). En eﬀet,
soit Y1, ..., Yn un e´chantillon de variables ale´atoires de densite´ qi. On essaie d’expliquer les Yi a` partir
d’un mode`le parame´trique avec la densite´ p(Yi,β) ou` β est le vecteur de parame`tres a` estimer. On a
donc :
βˆMLE = argmax
β
[l(β)] = argmax
β
∑
i
log [p(Yi,β)] = argmin
β
∑
i
log
[ 1
p(Yi,β)
]
Dans l’expression de droite nous pouvons introduire les densite´s qi qui sont inde´pendantes de β et il
vient :
βˆMLE = argmin
β
∑
i
log
[
qi
p(Yi,β)
]
L’espe´rance du terme de droite correspond a` KL(q||p(β)) avec q = ∏i qi et p(β) = ∏i p(Yi,β).
Ainsi, le MLE cherche le vecteur de parame`tres β pour lequel la densite´ estime´e sera la plus proche
de la ve´ritable densite´ au sens de la divergence K-L.
L’inte´reˆt de la divergence K-L est donc d’apporter une de´ﬁnition rigoureuse de l’information contenue
dans un mode`le mais e´galement de la distance entre deux mode`les (voir des exemples d’application
dans la section 2.1.1 d’Anderson and Burnham 2004).
3.2.2 Crite`re d’information d’Akaike (AIC)
Depuis sa proposition en 1973, l’AIC (pour Akaike Information Criterion, Akaike 1973) s’est impose´
comme une mesure incontournable de la qualite´ statistique d’un mode`le. Construit a` partir de la
divergence K-L, il permet de comparer des mode`les tre`s diﬀe´rents y compris non-emboˆıte´s (c’est a`
dire qu’il ne sont pas des cas particuliers les uns des autres), ce qui n’est pas possible avec le test du
rapport de vraisemblance notamment.
On sait que la vraisemblance d’un mode`le constitue une mesure objective de sa proximite´ aux donne´es.
Malheureusement, plus un mode`le est complexe, plus sa vraisemblance est importante. Ainsi, si l’on
choisit le mode`le ayant la plus grande vraisemblance, on retiendra toujours le mode`le le plus complexe.
L’ide´e de l’AIC est de trouver un compromis entre la proximite´ aux donne´es (donc la vraisemblance)
et la complexite´ (le nombre de parame`tres). Si L est la vraisemblance d’un mode`le et k son nombre
de parame`tres alors :
AIC = −2log(L) + 2k (3.1)
L’AIC cherche ainsi a` respecter le principe de parcimonie. Voir l’Appendix A.7 de Wood (2017) pour
une pre´sentation de´taille´e.
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3.2.3 Choix parmi un ensemble de mode`les candidats
Dans le cadre de la se´lection de variables et du choix de mode`le, une strate´gie assez simple consiste a`
construire un ensemble de mode`les candidats du plus simple au plus complique´ (en termes de nombre
de covariables et de complexite´ d’eﬀets) dans les limites d’un ensemble de covariables de de´part et des
eﬀets que l’on cherche a` capter. Le mode`le retenu sera alors celui de plus faible AIC.
Cette strate´gie de se´lection de mode`les par AIC dans le cadre des mode`les de survie est notamment
pre´sente dans Uhry et al. (2017).
Exemple : supposons que l’on cherche a` construire un mode`le de taux incluant les eﬀets du temps et
de l’aˆge. On sait que l’eﬀet du temps peut eˆtre mode´lise´ de manie`re acceptable par une spline cubique.
En revanche, on s’interroge sur l’eﬀet de l’aˆge ainsi qu’a` la pre´sence d’une interaction avec le temps.
Des mode`les candidats possibles sont :
mod1 : log[h(t, age)] = f1(t)
mod2 : log[h(t, age)] = f1(t) + age
mod3 : log[h(t, age)] = f1(t) + age + age × t
mod4 : log[h(t, age)] = f1(t) + age + age × f2(t)
mod5 : log[h(t, age)] = f1(t) + g1(age)
mod6 : log[h(t, age)] = f1(t) + g1(age) + age × t
mod7 : log[h(t, age)] = f1(t) + g1(age) + age × f2(t)
mod8 : log[h(t, age)] = f1(t) + g1(age) + g2(age) × f2(t)
ou` les fi et gi sont des splines cubiques dont les nœuds sont connus.
A` partir d’un exemple tre`s simple (deux covariables), on arrive ici a` huit mode`les candidats (sans
meˆme e´voquer le degre´ de la spline, le nombre de nœuds ou leur position). Cette me´thode pre´sente
donc des inconve´nients pratiques majeurs du fait du possible grand nombre de mode`les candidats.
3.2.4 Proce´dures backward et forward
Une alternative a` la construction d’un ensemble de mode`les candidats consiste a` construire un pro-
cessus ite´ratif selon trois options :
— L’option forward : on construit un mode`le initial dans lequel se trouvent les eﬀets mini-
mum attendus. On va alors complexiﬁer le mode`le de proche en proche en lui ajoutant des
briques e´le´mentaires (variable ou forme fonctionnelle de variable) pre´alablement constitue´es. A`
chaque e´tape, on utilise un crite`re (AIC, rapport de vraisemblance, etc) pour savoir si la brique
e´le´mentaire qui vient d’eˆtre rajoute´e doit rester dans le mode`le ou eˆtre retire´e.
— L’option backward : il s’agit du meˆme principe que l’option pre´ce´dente excepte´ que l’on de´marre
de´sormais du mode`le le plus complexe possible et qu’on le simpliﬁe a` chaque e´tape.
— L’option stepwise : il s’agit d’une alternance entre e´tapes forward et e´tapes backward.
Dans le contexte des mode`les de survie, ces approches sont notamment illustre´es par Wynant and
Abrahamowicz (2014) qui proposent une strate´gie de type backward aﬁn de se´lectionner les eﬀets
non-line´aires et non-proportionnels des covariables.
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3.2.5 Limites
Ces diﬀe´rentes proce´dures de se´lection sont malheureusement heuristiques et contiennent plusieurs
failles :
— on ne peut pas eˆtre suˆr qu’un mode`le ade´quat se trouve parmi les mode`les construits
— on re´pe`te les tests statistiques au cours d’un processus backward ou forward sans manie`re simple
d’ajuster le risque alpha (en ge´ne´ral, aucun ajustement n’est pre´vu)
— le nombre de mode`les construits peut rapidement devenir tre`s important
— une le´ge`re perturbation des donne´es entraˆınerait le choix d’un nouveau  meilleur  mode`le
— si l’on ne tient pas compte de l’incertitude sur le mode`le choisi, les intervalles de conﬁance
estime´s a` partir de ce meˆme mode`le auront des probabilite´s de couverture plus faibles qu’at-
tendues (Burnham and Anderson, 2004)
— si aucun des mode`les candidats ne sort vraiment du lot au sens du crite`re de comparaison utilise´
et que les pre´dictions issues des diﬀe´rents mode`les candidats peuvent s’ave´rer assez diﬀe´rentes,
il paraˆıt risque´ de ne retenir qu’un seul mode`le pour faire de l’infe´rence
— le mode`le issu d’une se´lection a toutes les chances de sur-ajuster les donne´es et d’oﬀrir une
sous-estimation des variances (Anderson and Burnham, 2004)
Des solutions existent pour e´viter les diﬀe´rents e´cueils cite´s ici (Ye, 1998). Par exemple, au lieu de
choisir le  meilleur  mode`le parmi un ensemble de mode`les candidats, on peut se servir de tous les
mode`les vraisemblables que l’on a construit pour en extraire une sorte de mode`le moyen (on parle de
model averaging). Toutefois, l’infe´rence issue d’une telle approche peut s’ave´rer ardue (Banner and
Higgs, 2017).
Dans la suite de cette the`se nous allons pre´senter une autre approche tre`s re´pandue qui permet
de simpliﬁer les processus de se´lection et de spe´ciﬁcation de mode`le tout en luttant contre le sur-
ajustement : la pe´nalisation.
Chapitre 4
Pe´nalisation
L’une des meilleures manie`res de lutter contre l’incertitude de mode`le est de se contenter d’ajuster
un unique mode`le. Quitte a` en choisir un seul, autant qu’il soit ﬂexible pour capturer le maximum
d’information. Il ne doit pas non plus eˆtre trop ﬂexible sans quoi le sur-ajustement est ine´vitable. La
pe´nalisation permet de trouver un compromis entre ces deux aspects.
4.1 Interpolation et lissage
Conside´rons les points {xi, yi : i = 1, . . . , n} avec xi < xi+1.
Supposons que l’on veuille interpoler ces points en utilisant une fonction g, c’est a` dire g(xi) = yi pour
tout i. Simplement, nous ne voulons pas n’importe quelles proprie´te´s pour cette fonction g. Ainsi, nous
souhaiterions que la fonction soit la plus lisse possible. Mathe´matiquement, nous souhaiterions par
exemple qu’elle soit continue et que ses de´rive´es premie`re et seconde soient e´galement continues sur
l’ensemble de de´ﬁnition [x1;xn]. En outre, nous imposons qu’elle soit line´aire en ces bornes exte´rieures
x1 et xn, c’est a` dire g′′(x1) = g′′(xn) = 0.
Green and Silverman (1993) ont montre´ que de toutes les fonctions g respectant ces contraintes, la
plus lisse dans le sens de la minimisation de :
J(g) =
∫ xn
x1
g′′(x)2dx
e´tait une spline cubique naturelle. La fonction g est donc une collection de polynoˆmes cubiques, un
pour chaque intervalle [xi;xi+1], et assemble´s de telle manie`re aux points xi que g est continue jusqu’a`
sa de´rive´e seconde, que g(xi) = yi et que g′′(x1) = g′′(xn) = 0.
Ainsi, on voit que si l’on souhaite repre´senter des donne´es a` l’aide d’une fonction lisse et souple, les
splines cubiques naturelles constituent une solution inte´ressante.
Toutefois, en statistiques, les yi sont mesure´s avec un certain bruit ale´atoire et il n’est donc pas
ne´cessairement indique´ d’interpoler les donne´es. Plutoˆt que d’imposer g(xi) = yi, il est pre´fe´rable de
conside´rer les g(xi) comme n parame`tres a` estimer en minimisant :
n∑
i=1
[yi − g(xi)]2 + λ
∫ xn
x1
g′′(x)2dx
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λ est le parame`tre de lissage qui controˆle le compromis entre la ﬁde´lite´ aux donne´es et la re´gularite´
(ou lissage) de la fonction g. La solution g a` ce proble`me de minimisation est une spline de lissage,
ou smoothing spline (Reinsch, 1967). En pratique, la fonction g serait e´crite de manie`re parame´trique
dans une certaine base de splines (typiquement les B-splines vues en section 1.2.2, comme avec la
fonction smooth.spline dans R) avec autant de parame`tres a` estimer que de xi.
Nota Bene : le terme de re´gression non-parame´trique est tre`s souvent utilise´ pour de´crire les
splines de lissage car tre`s peu d’hypothe`ses sont faites sur la ve´ritable forme de l’eﬀet a` estimer et que
les donne´es sont utilise´es pour quantiﬁer le degre´ de lissage ne´cessaire. Toutefois, ce terme apporte
beaucoup de confusion car, en pratique, de`s que l’on travaille avec des splines, on ﬁnit toujours par
e´crire l’eﬀet en question comme une forme parame´trique associe´e a` un certain nombre de parame`tres
a` estimer (aussi nombreux soient-ils).
Les splines cubiques de lissage semblent donc eˆtre une approche inte´ressante pour capturer des ef-
fets non-line´aires tout en proposant une fonction la plus lisse possible. Elles pre´sentent pourtant un
proble`me de taille : leur complexite´ algorithmique proportionnelle au cube du nombre d’individus a`
analyser. Des approximations ont e´te´ propose´es aﬁn de contourner ce proble`me (Du and Gu, 2006)
tout en conservant la nature non-parame´trique des splines de lissage.
4.2 Splines de re´gression pe´nalise´es
Les splines de re´gression pe´nalise´es sont ne´es de la ne´cessite´ d’e´tablir un compromis entre les bonnes
proprie´te´s des splines de lissage et le faible couˆt algorithmique des splines de re´gression (Wood, 2017).
En re´ponse a` Silverman (1985), Parker and Rice (1985) propose`rent d’approcher les splines de lissage
par des B-splines de dimension infe´rieure en spe´ciﬁant les nœuds a priori et en utilisant une pe´nalite´
sur le carre´ de la de´rive´e seconde. A` l’e´poque, ils nomme`rent cette approche least square splines.
Les splines de re´gression pe´nalise´es ont ensuite e´te´ popularise´es par Wood (2000, 2006b, 2011); Wood
et al. (2016b).
Pour rappel, une spline de re´gression f a` k bases s’e´crit :
f(x) =
k∑
j=1
βjbj(x)
ou` les bj sont les bases de la spline (connues mais a` spe´ciﬁer) et les βj sont les parame`tres a` estimer.
Dans un mode`le de re´gression classique, l’objectif est d’estimer les parame`tres βj en maximisant la
log-vraisemblance qui a` β associe l(β). L’ide´e de base de la pe´nalisation est de restreindre le domaine
de de´ﬁnition de ces parame`tres aﬁn que les estimations respectent un certain nombre de contraintes.
On parle donc d’optimisation sous contrainte. Le degre´ de pe´nalisation est ge´re´ a` l’aide d’un ou
plusieurs parame`tres de lissage qui interviennent directement dans l’expression de la nouvelle fonction
a` optimiser. Pour un unique parame`tre de lissage λ, on cherche a` maximiser la quantite´ suivante :
L(β, λ) = l(β) − λ [Pen(β)]
ou` L est la log-vraisemblance pe´nalise´e et Pen(β) repre´sente le terme de pe´nalite´ qui sert a` contraindre
l’espace de de´ﬁnition des parame`tres de re´gression β. La maximisation de L permet d’obtenir les
estimations des parame`tres de re´gression βˆλ a` λ ﬁxe´.
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La premie`re utilisation d’un score faisant intervenir la vraisemblance et un terme de pe´nalite´ remonte
a` Good and Gaskins (1971). Depuis lors, le rationnel de la de´ﬁnition est reste´ inchange´ : L repre´sente
un compromis entre la ﬁde´lite´ aux donne´es (repre´sente´e par la log-vraisemblance) et la pe´nalite´. Le
parame`tre de lissage λ controˆle le poids que repre´sente la pe´nalite´ par rapport a` la log-vraisemblance.
Des exemples de pe´nalisation tre`s souvent utilise´es sont le LASSO, qui correspond a` Pen(β) =∑j |βj |,
et la pe´nalisation Ridge, qui correspond a` Pen(β) =∑j β2j . Ces deux types de pe´nalisation permettent
de diminuer l’erreur quadratique moyenne de l’estimateur des moindres carre´s : l’ide´e est de biaiser
les pre´dictions pour en diminuer la variance.
La particularite´ du LASSO est que la nature de sa contrainte permet d’e´liminer du mode`le des va-
riables peu ou pas explicatives en annulant leur parame`tre de re´gression correspondant. Le LASSO
est ainsi particulie`rement utile lorsque qu’il y a plus de parame`tres que d’individus statistiques p > n.
Quant au Ridge, contrairement au LASSO, il fait partie d’une classe de pe´nalite´s qui va parti-
culie`rement nous inte´resser dans cette the`se : les pe´nalite´s quadratiques (voir la section 4.2.2).
Dans le cas ge´ne´ral, plusieurs parame`tres de pe´nalisation peuvent eˆtre associe´s a` un meˆme mode`le et
la log-vraisemblance pe´nalise´e s’e´crit :
L(β,λ) = l(β) −
∑
m
λmPenm(β)
Les de´ﬁnitions donne´es ici ne fonctionnent que si les parame`tres de lissage sont connus. En ge´ne´ral ce
n’est e´videmment pas le cas et il est ne´cessaire de les estimer. Pour l’instant, conside´rons qu’ils sont
connus et inte´ressons-nous a` la construction de la pe´nalite´ dans le cadre des splines cubiques.
4.2.1 Pe´nalite´ sur la de´rive´e seconde
On a vu que les splines cubiques et notamment les splines cubiques restreintes pre´sentent de nombreux
avantages pour la mode´lisation ﬂexible des formes fonctionnelles de variables continues.
De la meˆme manie`re que pour les splines de lissage, il est naturel de construire une pe´nalite´ sur
la de´rive´e seconde d’une spline de re´gression. En eﬀet, la de´rive´e seconde d’une fonction mesure la
variation de sa de´rive´e premie`re, c’est a` dire sa courbure qui s’apparente a` sa  re´gularite´ .
A` la spline de re´gression f telle que f(x) = ∑kj=1 βjbj(x), on associe donc la pe´nalite´ : Pen(β) =∫
f
′′(x)2dx.
La ﬁgure 4.1 illustre le lien entre re´gularite´ d’une fonction et la valeur de l’inte´grale de´ﬁnie ci-dessus.
Les quatre fonctions prises en exemple sont de´ﬁnies sur [0; 1] et valent 0 en 0 et 1 en 1. Elles partent
donc toutes du meˆme point et arrivent e´galement toutes au meˆme point. En revanche, on voit que
leur parcours est plus ou moins sinueux en fonction de la valeur de l’inte´grale.
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Figure 4.1 – Lien entre re´gularite´ et valeur de l’inte´grale de la de´rive´e seconde au carre´
pour quatre fonctions de´ﬁnies sur [0; 1]
4.2.2 Matrice de pe´nalisation
Toute spline de re´gression s’e´crit
f(x) =
k∑
j=1
βjbj(x)
Sa de´rive´e seconde est donc
f ′′(x) =
k∑
j=1
βjb
′′
j (x)
Nous savons que les βj sont les composantes du vecteur β. De la meˆme manie`re, de´ﬁnissons le vecteur
b′′(x) tel que ses composantes soient les b′′j (x) :
b′′(x) =
⎡⎢⎣b′′1(x). . .
b′′k(x)
⎤⎥⎦
Il vient alors
f ′′(x) = βTb′′(x)
Et
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Pen(β) =
∫
f
′′(x)2dx
=
∫
[βTb′′(x)]2dx
=
∫
[βTb′′(x)][βTb′′(x)]Tdx
=
∫
βTb′′(x)b′′(x)Tβdx
= βT
[∫
b′′(x)b′′(x)Tdx
]
β
On note S =
[∫
b′′(x)b′′(x)Tdx
]
la matrice de pe´nalisation associe´e a` la spline f . Elle est entie`rement
de´ﬁnie par la base utilise´e pour e´crire la spline.
Le terme de pe´nalite´ associe´ est ainsi une forme quadratique des parame`tres de re´gression :
Pen(β) = βTSβ
Cette e´criture est extreˆmement pratique pour la maximisation de la log-vraisemblance pe´nalise´e comme
nous le verrons par la suite.
Exemple de matrice de pe´nalisation :
Soit f un polynoˆme cubique de´ﬁni sur [0, 1] par :
f(x) = β1 + β2x + β3x2 + β4x3
f est donc de la forme f(x) =∑βjbj(x) avec b(x) = [1 x x2 x3]T et b′′(x) = [0 0 2 6x]T .
La base polynomiale choisie est ici volontairement simpliﬁe´e par rapport aux bases de splines ge´ne´ralement
utilise´es.
On a donc :
b′′(x)b′′(x)T =
⎡⎢⎢⎢⎣
0
0
2
6x
⎤⎥⎥⎥⎦ [0 0 2 6x] =
⎡⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 4 12x
0 0 12x 36x2
⎤⎥⎥⎥⎦
et
S =
∫ 1
0
⎡⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 4 12x
0 0 12x 36x2
⎤⎥⎥⎥⎦dx =
⎡⎢⎢⎢⎣
0 0 0 0
0 0 0 0
0 0 4 6
0 0 6 12
⎤⎥⎥⎥⎦
Finalement, la pe´nalite´ s’e´crit βTSβ = 4β23 + 12β3β4 + 12β24 .
Dans le cas d’une pe´nalisation Ridge, c’est a` dire Pen(β) =∑j β2j , on aurait S = I4 =
⎡⎢⎢⎢⎣
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
⎤⎥⎥⎥⎦.
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Matrice de pe´nalisation associe´e aux cubic regression splines
Un des atouts des cubic regression splines pre´sente´es plus haut (section 1.2.3) est la relative facilite´
avec laquelle on peut de´ﬁnir une pe´nalisation sur la de´rive´e seconde.
En eﬀet, on peut montrer que (en reprenant les notations de la section 1.2.3) :
∫ xk
x1
f ′′(x)2dx = βTDTB−1Dβ
Ainsi, S = DTB−1D est la matrice de pe´nalisation associe´e a` une cubic regression spline.
De´monstration : sur l’intervalle [xj ;xj+1], f ′′(x) s’e´crit :
f ′′(x) = δj
xj+1 − x
hj
+ δj+1
x − xj
hj
Sur [x1;xk], on peut e´crire :
f ′′(x) =
k−1∑
i=2
δidi(x)
avec
di(x) =
⎧⎪⎨⎪⎩
(x − xi)/hi−1 si xi−1 ≤ x ≤ xi
(xi+1 − x)/hi si xi ≤ x ≤ xi+1
0 sinon.
Soit d(x) le vecteur contenant les e´le´ments di(x) pour i = 2, . . . , k − 1. On peut alors e´crire f ′′ de
manie`re matricielle :
f ′′(x) = δ−T d(x)
D’ou`
∫ xk
x1
f ′′(x)2dx =
∫ xk
x1
(
δ−T d(x)
)2
dx
∫ xk
x1
f ′′(x)2dx =
∫ xk
x1
δ−T d(x)d(x)Tδ−dx
∫ xk
x1
f ′′(x)2dx = δ−T
(∫ xk
x1
d(x)d(x)Tdx
)
δ−
Chaque di(x) est non nul sur seulement deux intervalles, la matrice
∫ xk
x1
d(x)d(x)Tdx est donc syme´trique
et tri-diagonale par construction. Les e´le´ments diagonaux (pour i = 2, . . . , k − 1) sont :
∫ xi+1
xi−1
di(x)2dx =
[
(x − xi−1)3
3h2i−1
]xi
xi−1
−
[
(xi+1 − x)3
3h2i
]xi−1
xi
= hi−13 +
hi
3
Les e´le´ments extra-diagonaux (i − 1, i) et (i, i − 1) sont :
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∫ xi
xi−1
di(x)di−1(x)dx =
∫ xi
xi−1
x − xi−1
hi−1
xi − x
hi−1
dx = hi−16
Et ﬁnalement,
∫ xk
x1
d(x)d(x)Tdx = B
E´tant donne´ que δ− = B−1Dβ (1.1), on a bien S = DTB−1D.
4.3 Pe´naliser plusieurs splines unidimensionnelles
4.3.1 Construction d’un mode`le additif
Conside´rons la mode´lisation des eﬀets de deux variables explicatives x et y. On associe a` chaque
variable un eﬀet marginal repre´sente´ par une spline :
fx(x) =
I∑
i=1
αiai(x) fy(y) =
J∑
j=1
βjbj(y)
Pour chacune de ces splines nous savons construire sa matrice de pe´nalisation :
Sx =
∫
a′′(x)a′′(x)Tdx Sy =
∫
b′′(y)b′′(y)Tdy
On s’inte´resse a` la mode´lisation additive suivante :
fxy(x, y) = fx(x) + fy(y)
Tel quel, le mode`le n’est pas identiﬁable. En eﬀet, chaque spline contient une constante (un intercept)
de telle sorte que si l’on soustrait un certain nombre a` fx tout en l’ajoutant a` fy, les pre´dictions du
mode`le seront exactement les meˆmes. Il est ainsi impe´ratif d’appliquer une contrainte sur les coeﬃcients
a` estimer, on parle de contrainte de centrage (voir la section 4.3.2). Apre`s application de la contrainte
de centrage sur les deux bases unidimensionnelles, notre eﬀet bidimensionnel s’e´crit :
fxy(x, y) = β0 + f˜x(x) + f˜y(y)
ou` f˜ indique la version centre´e de f .
La fonction fxy s’accompagne donc de 1 + (I − 1) + (J − 1) = I + J − 1 parame`tres de re´gression a`
estimer.
La matrice de design associe´e est :
X =
[
1 X˜x X˜y
]
avec X˜x la matrice de design engendre´e par f˜x et X˜y celle engendre´e par f˜y. 1 indique une colonne
remplie de 1 et correspond a` l’intercept.
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Le mode`le est associe´ aux deux matrices de pe´nalisation suivantes :
S˜x|xy =
⎡⎢⎣0 0 00 S˜x 0
0 0 0
⎤⎥⎦ et S˜y|xy =
⎡⎢⎣0 0 00 0 0
0 0 S˜y
⎤⎥⎦
avec S˜x la matrice de pe´nalisation engendre´e par f˜x et S˜y celle engendre´e par f˜y. S˜x et S˜y sont
respectivement de dimensions (I − 1) × (I − 1) et (J − 1) × (J − 1).
Le principe expose´ ici se ge´ne´ralise bien entendu a` un nombre arbitraire de splines pe´nalise´es.
4.3.2 Contrainte de centrage
Lorsque l’on cherche a` estimer plusieurs splines pe´nalise´es de manie`re additive, il convient d’appliquer
une contrainte a` chaque spline aﬁn que le mode`le soit identiﬁable. Supposons que notre mode`le additif
contienne J splines pe´nalise´es fj chacune associe´e a` une variable xj . On note xji la valeur de la variable
xj pour l’individu statistique i (i = 1, . . . , n).
Pour l’individu i, le pre´dicteur line´aire s’e´crit
J∑
j=1
fj(xji)
Pour tout j, Wood (2017) propose d’imposer la contrainte suivante
n∑
i=1
fj(xji) = 0 (4.1)
ce qui e´quivaut a`
1TXjβj = 0
avec Xj et βj la matrice de design et le vecteur de parame`tres de re´gression respectivement associe´s
a` la spline fj .
Nota Bene : D’autres types de contraintes sont e´galement possibles : on pourrait par exemple forcer
la spline fj a` s’annuler pour une certaine valeur de covariable. Une alternative encore plus simple
consisterait a` tout simplement retirer l’intercept des matrices de design Xj (enlever la premie`re co-
lonne). La raison pour laquelle on utilise (4.1) est que les colonnes soumises a` la contrainte deviennent
orthogonales a` l’intercept, ce qui assure une stabilite´ algorithmique maximum et une estimation plus
pre´cise (les intervalles de conﬁance sont le´ge`rement plus e´troits qu’avec d’autres contraintes, voir l’aide
de mgcv a` la page identiﬁability).
Point technique
Pour estimer les parame`tres d’un mode`le sous contrainte de type Cβ = 0, avec C la matrice de
contrainte de dimension m × p et β de taille p, on peut re´e´crire le mode`le en fonction de p − m
parame`tres non contraints (Wood, 2017, section 5.4.1). Il faut trouver la matrice carre´e orthogonale
Z de dimension p × (p − m) et telle que CZ = 0. Ainsi, on obtient une nouvelle matrice de design
X˜ = XZ et un nouveau vecteur de parame`tres a` estimer β˜ de taille p − m tel que β = Zβ˜ et qui
satisfait automatiquement la contrainte. La nouvelle matrice de pe´nalisation est S˜ = ZTSZ.
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Pour trouver Z, il faut tout d’abord eﬀectuer une de´composition QR de CT :
CT = U
[
P
0
]
Avec U une matrice orthogonale p × p et P une matrice triangulaire supe´rieure m × m. On peut
de´composer U = (D : Z) avec Z de dimension p × (p − m). Ve´riﬁons qu’on a bien CZ = 0 :
CZ =
[
PT 0
] [DT
ZT
]
Z =
[
PT 0
] [ 0
Ip−m
]
= 0
En posant Cj = 1TXj pour la je spline, on applique la proce´dure ci-dessus pour les J splines du
mode`le. On pourra ensuite rajouter un intercept a` la matrice de design globale (il suﬃra d’ajouter une
colonne de 1).
4.4 Pe´naliser les interactions
Inte´grer plusieurs variables dans un mode`le purement additif est assez restrictif. Dans l’ide´al nous
aimerions pouvoir e´tendre la de´ﬁnition de la pe´nalisation aux interactions entre plusieurs variables.
4.4.1 Interactions entre une spline pe´nalise´e et une variable continue
Conside´rons l’eﬀet bidimensionnel suivant :
f(x, y) = β0 + β1 × y + fx(x) + gx(x) × y
ou` fx et gx sont des splines pe´nalise´es. fx et gx sont ici soumises a` une contrainte de centrage car
l’intercept et l’eﬀet propre de la variable y sont de´ja` pre´sents.
Le terme d’interaction gx(x) × y ne pose pas de proble`me particulier dans la construction du mode`le.
Notons X˜x et S˜x les matrices de design et de pe´nalisation respectivement associe´es a` gx (apre`s ap-
plication de la contrainte de centrage). Le terme d’interaction gx(x) × y sera quant a` lui associe´ a` la
matrice de design X telle que
Xi = X˜x,i × yi
et a` la matrice de pe´nalisation S telle que
S = S˜x
Chaque e´le´ment de la ligne i de la matrice de design initiale est donc tout simplement multiplie´ par
la valeur de la variable y pour l’individu statistique i.
L’inte´reˆt d’un tel mode`le est que fx et gx sont associe´es a` des parame`tres de lissage diﬀe´rents. Ainsi,
l’eﬀet propre de x peut eˆtre d’une complexite´ diﬀe´rente de celle de son eﬀet en interaction avec y.
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4.4.2 Interactions entre une spline pe´nalise´e et une variable cate´gorielle
Pe´naliser chaque modalite´
Une interaction comple`te entre une spline pe´nalise´e f et une variable cate´gorielle cat a` K modalite´s
catk s’e´crit
f(x, cat) =
K∑
k=1
fk(x)1cat=catk (4.2)
ou` fk repre´sente la spline pe´nalise´e associe´e a` la modalite´ catk. Elle est de´ﬁnie avec la meˆme base que
f .
Le mode`le est associe´ a` K matrices de pe´nalisation identiques. En revanche, les K parame`tres de lissage
correspondant sont a priori tous diﬀe´rents et la complexite´ de l’eﬀet de x peut varier d’une modalite´
a` l’autre. Cette approche est donc e´quivalente a` ajuster un mode`le par modalite´ en mode´lisant l’eﬀet
de x par la spline f .
Nous pouvons imposer que les parame`tres de lissage soient identiques, auquel cas nous obtiendrons la
meˆme complexite´ pour l’eﬀet de x au sein de chaque modalite´.
Pe´naliser les diﬀe´rences entre modalite´
Reprenons l’exemple d’une spline pe´nalise´e f et d’une variable cate´gorielle cat.
Re´e´crivons (4.2) en conside´rant la premie`re modalite´ comme re´fe´rence :
f(x, cat) = f(x) +
K∑
k=2
fk(x)1cat=catk (4.3)
Ici, chaque spline fk repre´sente la diﬀe´rence entre l’eﬀet de x dans la modalite´ catk et l’eﬀet de x dans
la modalite´ de re´fe´rence (ici la premie`re modalite´). En eﬀet,
f(x, catk) − f(x, cat1) = f(x) + fk(x) − f(x) = fk(x)
Sans pe´nalisation, cette de´composition n’aurait qu’un inte´reˆt restreint. En revanche, ici, l’inte´reˆt est
de changer la cible de pe´nalisation : (4.2) permet de lisser l’eﬀet de x inde´pendamment au sein de
chaque modalite´ tandis que (4.3) permet de lisser les diﬀe´rences entre modalite´s.
Le choix entre 4.2 et 4.3 de´pend donc de l’e´chelle sur laquelle on souhaite restituer un eﬀet lisse´. La
pe´nalisation sur la diﬀe´rence est particulie`rement utile dans les mode`les de taux car elle permet de
lisser le rapport de taux (hazard ratio) plutoˆt que le taux. Comme nous le verrons par la suite (section
9.4), cela peut eˆtre particulie`rement pertinent pour mode´liser l’eﬀet d’une covariable comme le sexe ou
le stade : l’ide´e est de tirer de l’information d’un stade ou d’un sexe de re´fe´rence aﬁn de  caler  un
stade ou un sexe qui pre´senterait plus de variabilite´ (du fait d’une mortalite´ ou d’un eﬀectif plus
re´duits).
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4.4.3 Splines multidimensionnelles pe´nalise´es
Produit tensoriel
Lorsque l’on ne cherche plus a` lisser une courbe mais une surface (ou une hyper-surface de dimension
quelconque), et que l’on souhaite lisser diﬀe´remment selon les diﬀe´rentes directions, il est ne´cessaire
de construire un produit tensoriel de splines marginales (De Boor et al., 1978; Wood, 2006b).
Reprenons l’exemple des deux splines marginales suivantes :
fx(x) =
I∑
i=1
αiai(x) fy(y) =
J∑
j=1
βjbj(y)
Pour convertir fx en fonction souple de x et y a` la fois, une solution serait que les coeﬃcients αi varient
eux-meˆmes de manie`re souple en fonction de y. Pour ce faire, nous pouvons e´crire les αi comme des
splines
αi(y) =
J∑
j=1
βijbj(y)
Alors la spline bidimensionnelle construite par produit tensoriel (ou plus simplement  le tensor )
serait :
fx,y(x, y) =
I∑
i=1
J∑
j=1
βijai(x)bj(y) (4.4)
Du point de vue des matrices de design, la ligne i de la matrice de design associe´e au produit tensoriel
est : Xi = Xi,x ⊗ Xi,y ou` ⊗ est le produit de kronecker et avec Xi,x et Xi,y les lignes i des matrices
de design respectivement associe´es a` fx et fy.
Cette construction s’e´tend a` un nombre arbitraire de covariables.
Exemple : on conside`re les deux covariables temps et aˆge. On dispose des bases suivantes : ftemps(t) =
α0 + α1t + α2t2 et fage(a) = β0 + β1a.
La spline bidimensionnelle associe´e sera le produit deux a` deux des bases unidimensionnelles. Ainsi :
ftemps,age(t, a) = (α0 + α1t + α2t2)(β0 + β1a)
ftemps,age(t, a) = α0β0 + α0β1a + α1β0t + α1β1ta + α2β0t2 + α2β1t2a
ftemps,age(t, a) = γ1 + γ2a + γ3t + γ4ta + γ5t2 + γ6t2a
On remarque que le coeﬃcient β1 associe´ a` la pente de l’eﬀet de l’aˆge va varier de manie`re quadratique
en fonction du temps. Dans cet exemple, il y a 2 × 3 = 6 parame`tres a` estimer. Une fois les bases
unidimensionnelles spe´ciﬁe´es, toutes les interactions entre chaque e´le´ment des bases marginales sont
donc ge´re´es par le mode`le.
Dans le cadre unidimensionnel, les pe´nalisations sont de la forme Jx(fx) = λx
∫
f
′′
x (x)
2dx et Jy(fy) =
λy
∫
f
′′
y (y)
2dy. Pour le produit tensoriel, la construction est plus complexe. De´ﬁnissons tout d’abord
fx|y comme la fonction qui a` x associe fx,y(x, y) et fy|x comme la fonction qui a` y associe fx,y(x, y).
Une pe´nalisation naturelle pour fx,y serait alors :
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J(fx,y) = λx
∫
y
Jx(fx|y)dy + λy
∫
x
Jy(fy|x)dx
Dans le cas d’une pe´nalisation sur la de´rive´e seconde, cela donne :
J(fx,y) =
∫
x,y
λx
(
∂2fx,y
∂x2
)2
+ λy
(
∂2fx,y
∂y2
)2
dxdy
Les constructions pre´sente´es ici dans le cadre bidimensionnel sont ge´ne´ralisables a` tout nombre de
covariables. Reiss et al. (2014) donnent une manie`re exacte de calculer J(fx,y). Toutefois, Wood (2017)
propose une approximation tre`s satisfaisante en pratique. Apre`s une reparame´trisation ade´quate (voir
la section 5.6.2 de Wood 2017), le produit tensoriel est associe´ a` autant de matrices de pe´nalisation
qu’il y a de splines marginales. Dans notre exemple bidimensionnel, nous avons les deux matrices
S¯x = Sx ⊗ IJ S¯y = II ⊗ Sy
Sx et Sy e´tant les matrices de pe´nalisations marginales et IJ et II les matrices identite´ de dimension
J et I respectivement (dans l’exemple bidimensionnel ci-dessus nous avions I = 3 pour le temps et
J = 2 pour l’aˆge).
De´composition du produit tensoriel en eﬀets propres + interactions
Le terme principal du tensor pre´sente´ dans la formule (4.4) s’e´crit :
fx,y(x, y) =
I∑
i=1
J∑
j=1
βijai(x)bj(y)
Les eﬀets propres des deux covariables ainsi que leurs interactions sont inte´gre´s dans une meˆme com-
posante du mode`le. Toutefois, il peut eˆtre inte´ressant de se´parer cet unique terme en les trois suivants :
fx(x) + fy(y) + f˜x,y(x, y) (4.5)
ou` f˜x,y correspond au tensor sans les eﬀets propres de x et y. Wood parle d’ANOVA decompositions of
smooths (voir la section 5.6.3 de Wood 2017). Cette de´composition trouve son sens dans la pe´nalisation.
En eﬀet, la` ou` dans le tensor classique, fx,y est associe´ a` deux parame`tres de lissage, le tensor de´compose´
en eﬀets propres et interactions est associe´ a` quatre parame`tres de lissage : un pour fx, un pour fy et
deux pour f˜x,y.
L’inte´reˆt de cette de´composition est de pouvoir pe´naliser les eﬀets propres et les interactions de manie`re
inde´pendante. Par exemple, si l’on s’attend a` un eﬀet propre complexe pour x mais a` une forme
fonctionnelle plus simple dans son interaction avec y, alors la de´composition (4.5) paraˆıt inte´ressante.
En revanche, cette de´composition a un couˆt en termes d’estimation de parame`tres de lissage. Par
exemple, pour trois covariables, le tensor classique est associe´ a` trois parame`tres de lissage tandis que
la de´composition engendre douze parame`tres de lissage a` estimer. En eﬀet, la de´composition avec trois
covariables x, y et z s’e´crit avec les termes
fx(x) + fy(y) + fz(z) + f˜x,y(x, y) + f˜x,z(x, z) + f˜y,z(y, z) + f˜x,y,z(x, y, z)
respectivement associe´s a` 1 + 1 + 1 + 2 + 2 + 2 + 3 = 12 parame`tres de lissage.
Chapitre 5
Infe´rence
Dans ce chapitre, nous rappellerons les proprie´te´s de l’estimateur du maximum de vraisemblance.
Nous pre´senterons ensuite l’estimateur du maximum de vraisemblance pe´nalise´e accompagne´ de ses
proprie´te´s dans un cadre fre´quentiste puis baye´sien.
5.1 Estimateur du maximum de vraisemblance
A` partir d’un vecteur d’observations y, d’un mode`le m et d’un vecteur de parame`tres de re´gression β
de taille p, la log-vraisemblance associe´e s’e´crit l(β|y,m), que l’on simpliﬁe souvent en l(β).
On de´ﬁnit l’estimateur du maximum de vraisemblance (MLE) comme suit :
βˆMLE = argmax
β
[l(β)]
Notons que le maximum global peut tre`s bien ne pas exister ou bien ne pas eˆtre unique. En outre, il
peut exister plusieurs maxima locaux de la log-vraisemblance.
Sous certaines conditions de re´gularite´ de la vraisemblance (Casella and Berger, 2008, section 10.6.2),
le MLE a les proprie´te´s remarquables suivantes :
1. Il est consistant :
βˆMLE
P−→
n→+∞ β0
avec β0 le vecteur des vraies valeurs des parame`tres de re´gression et P−→ la convergence en
probabilite´.
2. Il est asymptotiquement normalement distribue´ :
βˆMLE ∼
n→+∞ N (β0, I(β0)
−1)
Avec I l’information de Fisher de´ﬁnie par :
I(β) = −Ey
[
∂2l(β)
∂β∂βT
]
(5.1)
3. Il est asymptotiquement eﬃcace, c’est a` dire qu’il est de variance minimale quand n → +∞.
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4. Il est invariant, c’est a` dire que
ĝ(β)MLE = g(βˆMLE)
pour toute fonction g.
En pratique, comme on ne connaˆıt pas β0, si l’on veut construire des intervalles de conﬁance pour nos
estimations, on approche la variance asymptotique I(β0)−1 par I(βˆMLE)−1.
En outre, la loi des grands nombres nous assure une deuxie`me approximation en remplac¸ant −Ey
[
∂2l(β)
∂β∂βT
]
par − ∂2l(β)
∂β∂βT
.
On note :
J (β) = − ∂
2l(β)
∂β∂βT
l’information de Fisher observe´e.
En pratique, comme ce qui a e´te´ fait pour I, on remplacera J (β0) par J (βˆMLE).
5.2 Estimateur du maximum de vraisemblance pe´nalise´e
Soit λ un vecteur de M parame`tres de lissage connus. En reprenant les meˆmes e´critures que pre´ce´demment,
la log-vraisemblance pe´nalise´e s’e´crit :
L(β,λ) = l(β) −
M∑
m=1
λm
2 β
TSmβ (5.2)
Le facteur 12 multipliant les parame`tres de lissage n’a aucun impact dans l’estimation mais permet de
simpliﬁer l’e´criture des de´rive´es de la log-vraisemblance pe´nalise´e.
Maximiser L en β conduit a` l’estimateur du maximum de vraisemblance pe´nalise´e (MPLE) :
βˆλMPLE = argmax
β
[L(β,λ)]
Depuis la proposition de Good and Gaskins (1971) d’utiliser la vraisemblance pe´nalise´e, plusieurs
auteurs se sont inte´resse´s aux proprie´te´s asymptotiques du MPLE. Ainsi, Silverman (1982) de´taille ses
proprie´te´s asymptotiques et notamment l’existence, la consistance et la normalite´ asymptotique sous
certaines conditions.
Les proprie´te´s asymptotiques d’un estimateur pe´nalise´ du taux de mortalite´ en survie sont donne´s dans
Cox and O’Sullivan (1990) et Gu and Qiu (1994). Dans le cadre des GLM et des mode`les Accelerated
Failure Time (AFT) le lecteur pourra e´galement se tourner vers Gu and Kim (2002).
Commenges et al. (2014) rapportent que la proprie´te´ de consistance du MLE est conserve´e (quand
n → +∞) a` condition que la suite des parame`tres de lissage λn tende vers ze´ro.
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5.2.1 Approche fre´quentiste via les M-estimateurs
Le MPLE fait partie de la famille des M-estimateurs (van der Vaart, 1998; Huber, 2011). Cette pro-
prie´te´ est notamment utilise´e par Commenges et al. (2014) aﬁn de montrer la normalite´ asymptotique
du MPLE (voir la section 3.3 de Commenges et al. 2014 et la section 6.3 de Huber 2011 pour plus de
de´tails) :
βˆλMPLE ∼n→+∞ N
(
E(βˆλMPLE),Vβˆ
)
avec
Vβˆ =
(
I(βˆλMPLE) + Sλ
)−1 I(βˆλMPLE)−1 (I(βˆλMPLE) + Sλ)−1 (5.3)
La matrice Vβˆ , notamment utilise´e par Gray (1992), conduit a` des probabilite´s de couverture bien
en-dessous de la valeur cible de 95% car elle ne tient pas compte du biais induit par la pe´nalisation.
En eﬀet, en ge´ne´ral, on a E(βˆλMPLE) = β0. Toutefois, cette variance reste utile dans la construction
de tests statistiques (voir la section 4.8 de Wood 2006a).
5.2.2 Approche Baye´sienne
Le MPLE peut eˆtre conside´re´ comme un estimateur du maximum a posteriori (MAP) dans un cadre
baye´sien (Leonard, 1978). Cette ide´e est fondamentale si l’on cherche a` faire de l’infe´rence a` partir de
mode`les pe´nalise´s.
Fahrmeir et al. (2010) proposent la description suivante. Conside´rons un vecteur y a` expliquer. Le
mode`le est de´ﬁni par la distribution conditionnelle :
p(y|β,λ)
Avec β le vecteur de parame`tres de re´gression d’inte´reˆt et λ le vecteur de parame`tres secondaires
(ou parame`tres de nuisance) repre´sentant par exemple la variance dans un mode`le line´aire ou les pa-
rame`tres de lissage dans un cadre pe´nalise´.
On spe´ciﬁe une distribution a priori sur les β :
p(β|λ)
On peut alors e´galement spe´ciﬁer la distribution a priori p(λ) pour λ.
La distribution a posteriori re´sumant le mode`le est donc :
p(β,λ|y) ∝ p(y|β,λ)p(β|λ)p(λ)
On se rend mieux compte du lien entre cette approche baye´sienne et la vraisemblance pe´nalise´e si l’on
conside`re p(λ) comme ﬁxe. En eﬀet, l’estimateur MAP de β est :
βˆMAP = argmax
β
[p(y|β,λ)p(β|λ)]
= argmax
β
[log{p(y|β,λ)} + log{p(β|λ)}]
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Wood et al. (2016b) proposent alors le formalisme suivant :
p(β|λ) = |S
λ|1/2+√
2πp−M0
exp
(
−β
TSλβ
2
)
Avec
Sλ =
M∑
m=1
λmS
m
et M0 est le nombre de valeurs propres nulles de Sλ. L’ope´rateur matriciel |.|+ correspond au pro-
duit des valeurs propres non nulles. On rappelle e´galement que p correspond a` la longueur du vecteur β.
Finalement, il vient :
βˆMAP = argmax
β
[
l(β) − β
TSλβ
2
]
= βˆλMPLE
L’approche Baye´sienne permet d’e´crire β ∼ N (0,Sλ−) a priori, avec Sλ− une matrice pseudo-inverse
de Moore-Penrose de Sλ.
On obtient ainsi une loi a posteriori asymptotique pour β :
β|y,λ ∼
n→+∞ N
(
βˆλMPLE ,
(
I(βˆλMPLE) + Sλ
)−1)
(5.4)
Les de´tails sont donne´s dans le Supplementary Material B.4 de Wood et al. (2016b).
5.3 Variance des estimateurs
L’approximation Baye´sienne asymptotique de´crite ci-dessus conduit a` la matrice de covariance a pos-
teriori suivante :
Vβ =
(
I(βˆλMPLE) + Sλ
)−1
En pratique, I(βˆλMPLE) est remplace´e par la matrice observe´e :
H = −∂
2l(βˆλMPLE)
∂β∂βT
En outre, on note
H = H + Sλ
De telle sorte, qu’en pratique,
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Vβ = H−1
Cette matrice de covariance Baye´sienne a e´te´ de´crite pour la premie`re fois par Wahba (1983). En
pratique, cette variance Baye´sienne est tre`s utilise´e au vu de ses tre`s bonnes proprie´te´s en termes
de probabilite´s de couverture. En eﬀet, Nychka (1988) a montre´ que cette matrice tient compte du
biais engendre´ par la pe´nalisation et assure donc une couverture satisfaisante sur l’ensemble des
valeurs des covariables (cette bonne couverture moyenne peut toutefois eˆtre compense´e par des
sur- et sous-couvertures locales).
Avec les e´critures pre´ce´dentes, la variance fre´quentiste (5.3) devient :
Vβˆ = H−1HH−1
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Chapitre 6
Estimation des parame`tres de lissage
Lorsque tous les parame`tres de lissage λ associe´s a` notre mode`le d’e´tude sont connus, nous pouvons
estimer les parame`tres de re´gression βˆλ en maximisant la log-vraisemblance pe´nalise´e L.
Toutefois, en pratique, les parame`tres de lissage sont inconnus et il convient de les estimer.
Deux types de crite`res sont utilise´s pour estimer ces parame`tres :
— la validation croise´e : crite`re LCV
— la maximisation de la vraisemblance marginale des parame`tres de lissage : crite`re LAML
6.1 Complexite´ et degre´s de liberte´ eﬀectifs
Avant d’estimer les parame`tres de lissage, il est ne´cessaire de quantiﬁer leur impact sur la complexite´
du mode`le pe´nalise´. Dans le cadre non pe´nalise´, il est naturel d’associer la complexite´ d’un mode`le
a` son nombre de parame`tres. En revanche, l’ide´e de complexite´ dans les mode`les pe´nalise´s n’est pas
triviale puisqu’elle recouvre des notions diverses (Ho¨ge et al., 2018).
En eﬀet, la pe´nalisation a pour but de contraindre les parame`tres estime´s ; on s’attendrait donc a` ce
que les degre´s de liberte´ associe´s a` un mode`le pe´nalise´ aient une valeur plus faible que ceux associe´s
a` la version non pe´nalise´e du meˆme mode`le.
Supposons une spline pe´nalise´e f associe´e a` p parame`tres de re´gression et un parame`tre de lissage λ.
Intuitivement, lorsque λ → 0, f se rapproche d’une spline de re´gression classique a` p parame`tres et le
nombre de degre´s de liberte´ doit tendre vers p. Tandis que lorsque λ → ∞, alors f se rapproche d’une
droite line´aire et le nombre de degre´s de liberte´ tend vers 2.
En pratique, aﬁn de de´terminer la complexite´ d’un mode`le pe´nalise´, on utilise le nombre de degre´s de
liberte´ eﬀectifs. Pour comprendre sa construction, supposons un mode`le gaussien tel que
y = Xβ + 
avec y le vecteur a` expliquer, X la matrice de design de dimensions (n, p), β le vecteur de parame`tres
a` estimer et  ∼ N (0, σ2In). Pour estimer β, il faut re´soudre :
argmin
β
||y − Xβ||2
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La solution s’e´crit :
βˆ =
(
XTX
)−1
XTy
On peut alors exprimer le vecteur des pre´dictions yˆ en fonction de y :
yˆ = X
(
XTX
)−1
XTy
Par commutativite´ de l’ope´rateur trace, on a :
tr
[
X
(
XTX
)−1
XT
]
= tr
[(
XTX
)−1
XTX
]
= tr(Ip) = p
On vient ainsi de faire le lien entre la trace d’une matrice (la hat matrix) et le nombre de parame`tres
d’un mode`le gaussien.
Supposons maintenant que les parame`tres β soient pe´nalise´s par une matrice de pe´nalisation S et un
parame`tre de lissage λ. Le proble`me devient :
argmin
β
||y − Xβ||2 + λβTSβ
Et l’on a :
yˆ = X
(
XTX + λS
)−1
XTy
On de´ﬁnit alors le nombre de degre´s de liberte´ eﬀectifs d’un tel mode`le de la manie`re suivante :
τ = tr
[(
XTX + λS
)−1
XTX
]
En remarquant que XTX = H correspond a` l’oppose´ de la hessienne de la log-vraisemblance et que
XTX + λS = H correspond a` l’oppose´ de la hessienne de la log-vraisemblance pe´nalise´e, on peut
e´tendre la de´ﬁnition de τ a` tout mode`le posse´dant une vraisemblance suﬃsamment re´gulie`re :
τ = tr
[
H−1H
]
(6.1)
Cette approximation du nombre de degre´s de liberte´ eﬀectifs (eﬀective degrees of freedom ou edf) a
notamment e´te´ propose´e par Hastie and Tibshirani (1990).
6.2 Likelihood Cross Validation (LCV)
Les crite`res d’erreur de pre´dictions et les techniques de validation croise´e (comme le crite`re de genera-
lized cross-validation ou GCV) sont fre´quemment utilise´es dans les GAM aﬁn d’estimer les parame`tres
de lissage (Wood, 2017). Dans les mode`les de survie, des techniques de validation croise´e fonde´es sur
la vraisemblance ont de´ja` e´te´ propose´es par O’Sullivan (1988), Verweij and Van Houwelingen (1993),
Liu et al. (2018), et d’autres.
Classiquement, la validation croise´e sur l’e´chelle de la vraisemblance s’e´crit de la manie`re suivante :
LCV (λ) = −l(βˆλMPLE) + τ (6.2)
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avec
τ = tr
[
H−1H
]
Un des atouts de la validation croise´e sur la vraisemblance est sa proprie´te´ d’eˆtre un estimateur de la
vraisemblance espe´re´e (Liquet and Commenges, 2004). Commenges et al. (2007) rappellent les bonnes
proprie´te´s de cet estimateur de´montre´es par plusieurs e´tudes de simulation ainsi que son lien e´troit
avec le crite`re de Kullback-Leibler. Stone (1977) a en eﬀet montre´ qu’un crite`re de leave-one-out cross-
validation e´tait asymptotiquement e´quivalent a` l’AIC, lui-meˆme de´rive´ de la divergence K-L. Toutes
ces proprie´te´s font du LCV un crite`re de choix pour l’estimation du ou des parame`tres de lissage.
Voyons maintenant comment obtenir la formule (6.2).
Tout d’abord, on cherche a` maximiser la log-vraisemblance pe´nalise´e (5.2) :
L(β,λ) = l(β) −
M∑
m=1
λm
2 β
TSmβ
L(β,λ) = l(β) − 12β
TSλβ
Le gradient et l’oppose´ de la hessienne en β s’e´crivent :
G(β,λ) = G(β) − Sλβ
H(β, λ) = H(β) + Sλ
Dans la suite, βˆλMPLE sera simpliﬁe´ en βˆ. La validation croise´e sur la log-vraisemblance s’e´crit :
CV L(λ) =
n∑
i=1
li(βˆ[−i]) (6.3)
avec
li(β) = l(β) − l[−i](β)
la contribution de l’individu i a` la log-vraisemblance non pe´nalise´e, l[−i](β) la log-vraisemblance
non pe´nalise´e sans tenir compte de l’individu i, et βˆ[−i] le vecteur de parame`tres de re´gression qui
maximise la vraisemblance pe´nalise´e sans l’individu i (ce dernier terme est le seul qui de´pend de λ
dans l’expression de CV L).
Verweij and Van Houwelingen (1993) de´taillent partiellement le passage de (6.3) a` (6.2). On peut
e´galement citer l’article de Commenges et al. (2007) pour une de´monstration plus re´cente et axe´e sur
la vraisemblance pe´nalise´e.
Notre premier proble`me est le calcul de βˆ[−i] car ce dernier ne´cessite de re´ajuster le mode`le autant de
fois qu’il y a d’individus. Aﬁn d’e´viter cet e´cueil, le calcul qui suit permet d’exprimer βˆ[−i] en fonction
de βˆ.
On re´alise une approximation de Taylor d’ordre 1 de G[−i] (le gradient de la log-vraisemblance pe´nalise´e
sans l’individu i) autour de βˆ. Pour simpliﬁer l’e´criture, la de´pendance a` λ sera implicite :
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G[−i](β) ≈ G[−i](βˆ) − H[−i](βˆ)(β − βˆ)
On recalcule l’expression pour β = βˆ[−i]
0 ≈ G[−i](βˆ) − H[−i](βˆ)(βˆ[−i] − βˆ)
Il vient donc :
βˆ[−i] ≈ βˆ +
[
H[−i](βˆ)
]−1G[−i](βˆ)
Or L[−i](β) = L(β) − Li(β), donc G[−i](β) = G(β) − Gi(β) et H[−i](β) = H(β) − Hi(β)
Et ainsi :
βˆ[−i] ≈ βˆ −
[
H(βˆ) − Hi(βˆ)
]−1Gi(βˆ)
On ne´glige alors le terme Hi(βˆ) et il vient :
βˆ[−i] ≈ βˆ −
[
H(βˆ)
]−1Gi(βˆ)
On sait que
Gi(βˆ) = G(βˆ) − G[−i](βˆ) = G(βˆ) − G[−i](βˆ) +
(
Sλ
[−i] − Sλ
)
βˆ
Or Sλ[−i] = Sλ et donc Gi(βˆ) = Gi(βˆ).
Finalement, (6.3) devient :
CV L(λ) ≈
n∑
i=1
li
(
βˆ −
[
H(βˆ)
]−1
Gi(βˆ)
)
CV L(λ) ≈
n∑
i=1
(
li(βˆ) − Gi(βˆ)T
[
H(βˆ)
]−1
Gi(βˆ)
)
CV L(λ) ≈ l(βˆ) −
n∑
i=1
(
Gi(βˆ)T
[
H(βˆ)
]−1
Gi(βˆ)
)
Or
n∑
i=1
(
Gi(βˆ)TGi(βˆ)
)
et H(βˆ)−1 tendent tous deux vers l’information de Fisher lorsque n → +∞.
Nous obtenons donc l’approximation suivante :
CV L(λ) ≈ l(βˆ) − tr
[
H(βˆ)−1H(βˆ)
]
Et par les simpliﬁcations introduites pre´ce´demment, il vient
CV L(λ) ≈ l(βˆ) − tr
[
H−1H
]
Enﬁn, en prenant l’oppose´ on obtient bien la formule (6.2).
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6.3 Laplace approximate marginal likelihood (LAML)
Dans ce qui suit, par souci de lisibilite´, nous poserons βˆ = βˆλMPLE .
Wood et al. (2016b) proposent d’estimer les parame`tres de lissage en maximisant le crite`re suivant :
LAML(λ) = L(βˆ,λ) + 12 log
(
|Sλ|+
)
− 12 log (|H|) +
M0
2 log(2π) (6.4)
ou` |Sλ|+ est le produit des valeurs propres positives de Sλ et M0 est le nombre de valeurs propres
nulles de Sλ quand tous les λj sont strictement positifs.
Dans le cadre des GAM, ce crite`re de se´lection est connu sous le nom de REML (pour restricted
maximum likelihood, Wood 2017). Bien qu’il s’agisse du meˆme crite`re, Wood et al. (2016b) proposent
d’utiliser le terme LAML pour Laplace approximate marginal likelihood dans le cas ge´ne´ral.
Il faut noter que le Supplementary Material A de Wood et al. (2016b) de´montre que le MPLE demeure
consistent lorsque les parame`tres de lissage sont estime´s par le crite`re LAML.
Bien que les proce´dures d’estimation de cette the`se s’inscrivent dans un cadre fre´quentiste, le crite`re
LAML trouve son origine dans le baye´sianisme. Commenc¸ons par reconnaˆıtre qu’il existe un paralle`le
entre pe´nalisation et a priori baye´sien (voir la section 5.2.2). En eﬀet, vouloir pe´naliser un eﬀet, cela
correspond a` avoir un a priori sur la re´gularite´ de cet eﬀet. Or, en statistiques, avoir un a priori signiﬁe
avoir recours au baye´sianisme.
Conside´rons un mode`le de log-vraisemblance l(β) = log(f(y|β)) avec un a priori impropre sur β de
la forme :
f(β) = |S
λ|1/2+√
2πp−M0
exp
(
−β
TSλβ
2
)
Nota Bene : on parle d’a priori impropre lorsque∫
β
f(β)dβ = ∞
La loi a priori des β de´pend donc des hyperparame`tres λ. La` ou` une approche comple`tement baye´sienne
supposerait de choisir une loi a priori sur λ, Wood et al. (2016b) s’appuient sur un cadre baye´sien
empirique et s’inte´ressent a` la vraisemblance marginale des parame`tres de lissage, a` savoir :∫
f(y|β)f(β)dβ
L’approximation de Taylor de log [f(y|β)f(β)] autour de βˆ conduit alors a` (6.4) :
∫
f(y|β)f(β)dβ ≈
∫
exp
(
l(βˆ) − (β − βˆ)
T H(β − βˆ)
2 −
βˆTSλβˆ
2 + log
(
|Sλ|1/2+
)
− log(2π)(p − M0)2
)
dβ
= exp
(
L(βˆ,λ)
)
|Sλ|1/2+
√
2πM0−p
∫
exp
(
−(β − βˆ)
T H(β − βˆ)
2
)
dβ
= exp
(
L(βˆ,λ)
)√
2πM0 |Sλ|1/2+ /|H|1/2
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6.4 Lien entre parame`tre de lissage et variance d’un eﬀet ale´atoire
Le crite`re LAML permet d’estimer les parame`tres de lissage comme s’ils e´taient les parame`tres de
variance d’un a priori Gaussien sur les parame`tres de re´gression. Une conse´quence inte´ressante de ce
proce´de´ est qu’il peut fonctionner a` l’envers : il est possible de conside´rer des eﬀets ale´atoires comme
des splines pe´nalise´es (Wood, 2017, Section 5.8).
Soit une spline pe´nalise´e g caracte´rise´e par son vecteur de parame`tres de re´gression β, sa matrice de
pe´nalisation S et son parame`tre de lissage associe´ λ.
Alors la densite´ a priori du vecteur β s’e´crit :
f(β) ∝ exp
(
−λ2β
TSβ
)
or, pour un vecteur β suivant une loi normale multivarie´e, c’est a` dire β ∼ N (0, σ2I), on a :
f(β) ∝ exp
(
− 12σ2 β
TIβ
)
Ainsi, dans un cadre pe´nalise´, si l’on note λ = 1
σ2 et S = I (pe´nalisation Ridge), nous pouvons estimer
la variance σ2 d’un eﬀet ale´atoire avec le crite`re LAML.
6.5 Incertitude sur les parame`tres de lissage
La section 5.3 pre´sente deux variantes aﬁn d’estimer la variance du MPLE. Toutefois, aucune de ces
approches ne propose de prendre en compte l’incertitude sur les parame`tres de lissage. En eﬀet, les
proprie´te´s du MPLE sont valables lorsque les parame`tres de lissage sont connus (ce qui n’est jamais
le cas en pratique). Nous venons de voir deux crite`res permettant d’estimer ces parame`tres. Mais qui
dit estimation dit incertitude sur les valeurs estime´es.
Wood et al. (2016b) proposent la prise en compte de cette incertitude.
6.5.1 Variance corrige´e
Tout d’abord, nous avons besoin de quelques notations. En pratique, l’estimation des parame`tres de
lissage λ est contrainte car ceux-ci doivent eˆtre positifs. On de´ﬁnit alors le vecteur ρ = log(λ) dont
les e´le´ments ρm sont des re´els non contraints.
La formule (5.4) devient alors
β|y,ρ ∼
n→+∞ N
(
βˆρ,Vβ
)
(6.5)
Alors que, en pratique, la formule (6.5) est utilise´e en remplac¸ant simplement ρ par ρˆ, Wood et al.
(2016b) proposent d’utiliser la distribution asymptotique suivante :
ρ ∼
n→+∞ N (ρˆ,Vρ) (6.6)
ou` Vρ est l’inverse de la hessienne de l’oppose´ de la log-vraisemblance marginale calcule´e en ρˆ.
A` partir de (6.5) et (6.6), il vient :
6.5. INCERTITUDE SUR LES PARAME`TRES DE LISSAGE 69
β|y d= βˆρ∗ + RTρ∗z
avec ρ∗ ∼ N (ρˆ,Vρ), z ∼ N (0, I), RTρ∗Rρ∗ = Vβ et d= l’e´galite´ en distribution.
Une approximation de Taylor entraˆıne alors
β|y d≈ βˆρˆ + J(ρ − ρˆ) + RTρˆ z +
∑
m
∂RTρ z
∂ρm
∣∣∣∣∣
ρˆ
(ρm − ρˆm) (6.7)
avec J = ∂βˆ∂ρ |ρˆ
La formule (6.7) conduit a` la matrice de covariance corrige´e suivante :
V ′β = Vβ + V ′ + V ′′ (6.8)
avec
V ′ = JVρJT
et
V
′′
jm =
p∑
i
M∑
l
M∑
k
∂Rij
∂ρk
Vρ,kl
∂Rim
∂ρl
Pour rappel, p est le nombre de parame`tres de re´gression et M le nombre de parame`tres de lissage.
Cette nouvelle matrice de covariance est une matrice de covariance Baye´sienne a` laquelle on ajoute
deux termes correcteurs.
Le ve´ritable inte´reˆt de cette matrice de covariance corrige´e n’est pas la construction d’intervalle de
conﬁance. En eﬀet, Nychka (1988) a montre´ qu’en moyenne, la matrice Baye´sienne Vβ proposait de´ja`
des proprie´te´s de couverture satisfaisantes. Ainsi, la correction pre´sente´e dans (6.8) ne peut alors
conduire qu’a` de la sur-couverture. En re´alite´, l’inte´reˆt de V ′β re´side dans la se´lection de mode`le (voir
ci-dessous).
Pour plus de de´tails concernant la construction de V ′β , voir Wood et al. (2016b). Notons e´galement
que les techniques pre´sente´es ci-dessus sont re´centes et font toujours l’objet de discussion (Wood et al.,
2016a).
6.5.2 AIC corrige´
Aﬁn de de´ﬁnir un crite`re de se´lection de mode`les pe´nalise´s, il est naturel d’utiliser le nombre de degre´s
de liberte´ eﬀectifs comme de´ﬁnis par (6.1) en lieu et place du nombre de parame`tres k dans la formule
classique de l’AIC (3.1).
Le proble`me d’une telle approche est que le crite`re qui en re´sulte est trop enclin a` se´lectionner des
mode`les complexes (Greven and Kneib, 2010). Cela est duˆ au fait qu’il existe une incertitude sur les
parame`tres de lissage estime´s.
Aﬁn de reme´dier a` ce proble`me, Wood et al. (2016b) proposent la de´ﬁnition d’un AIC corrige´ :
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AIC2 = −2l(βˆλMPLE) + 2τ2
avec
τ2 = tr
[
V ′βH
]
τ2 correspond aux degre´s de liberte´ eﬀectifs corrige´s pour tenir compte de l’incertitude sur les pa-
rame`tres de lissage. Pour rappel, la version non corrige´e τ s’e´crit :
τ = tr
[
H−1H
]
c’est-a`-dire
τ = tr [VβH]
On voit alors que la matrice de variance corrige´e V ′β a pour but de remplacer la matrice de variance
non corrige´e Vβ dans l’e´criture de l’AIC.
Deuxie`me partie
De´veloppement d’un mode`le de taux
pe´nalise´
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Chapitre 7
Aperc¸u des mode`les de survie pe´nalise´s
Diﬀe´rentes approches pe´nalise´es ont de´ja` e´te´ propose´es pour mode´liser des temps d’e´ve´nement. Histo-
riquement, les premie`res approches de´veloppe´es utilisaient les splines de lissage (Cox and O’Sullivan
1990).
Parmi les me´thodes actuelles permettant d’ajuster des mode`les de survie pe´nalise´s, on peut distinguer
quatre grandes cate´gories :
— Les me´thodes s’appuyant sur les mode`les de Poisson pe´nalise´s dans le cadre des GAM graˆce
a` l’e´quivalence entre vraisemblance de Poisson et vraisemblance d’un mode`le de taux (voir la
section 2.8).
— Les me´thodes s’appuyant sur le lien qui existe entre estimation de parame`tres de lissage et
estimation de parame`tres de variance dans le cadre des mode`les mixtes.
— Les approches reposant sur l’infe´rence Baye´sienne. Ces me´thodes spe´ciﬁent une loi a priori
sur les parame`tres de re´gression et de lissage et reposent essentiellement sur de l’estimation
par Markov chain Monte Carlo (MCMC) ou plus re´cemment par une approximation eﬃciente
nomme´e integrated nested Laplace approximation (INLA).
— Les approches reposant sur l’infe´rence fre´quentiste et qui utilisent notamment la validation
croise´e pour estimer les parame`tres de lissage.
Notez que ces cate´gories ne sont pas exclusives et que certaines approches peuvent donc appartenir
a` plus d’une cate´gorie. Dans ce qui suit se trouve un aperc¸u non exhaustif de plusieurs approches
existantes classe´es selon les quatre familles de´crites ci-dessus, ainsi qu’une pre´sentation des me´thodes
disponibles pour la mode´lisation du taux en exce`s.
7.1 Approche de Poisson
Aﬁn de be´ne´ﬁcier du cadre the´orique des GAM, Kauermann (2005), Becher et al. (2009), et Rodr´ıguez-
Girondo et al. (2013) ont propose´ des mode`les de taux pe´nalise´s dans lesquels la proce´dure d’estimation
s’appuie sur une approche de Poisson et une augmentation du jeu de donne´es.
Gasparrini et al. (2017) utilise le mode`le de Poisson pe´nalise´ aﬁn d’e´tendre les mode`les non-line´aires
a` retards e´chelonne´s ou distributed nonlinear lag models (DLNM) aux donne´es de survie. Ces mode`les
sont tre`s utiles pour mesurer l’impact sur le taux de mortalite´ d’une exposition cumule´e a` un facteur
de risque.
Re´cemment, Bender et al. (2018a) ont ge´ne´ralise´ le recours au mode`le de Poisson pe´nalise´ aﬁn de
be´ne´ﬁcier de l’ensemble des me´thodes des mode`les mixtes additifs ge´ne´ralise´s ou generalized additive
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mixed models (GAMM). La re´sultante de leur approche a` travers le package pammtools permet ainsi
de prendre en compte la non-line´arite´, la non-proportionnalite´, les interactions mais e´galement les
eﬀets ale´atoires et les variables de´pendantes du temps.
Bien que tre`s pratique, le cadre des GAM oblige a` augmenter le jeu de donne´es initial et ainsi a`
accroˆıtre conside´rablement le temps de calcul et les ressources me´moires ne´cessaires.
7.2 Mode`les mixtes
Dans une approche fonde´e sur les mode`les mixtes, Kneib and Fahrmeir (2007) ont de´veloppe´ un
mode`le de taux pe´nalise´ permettant de mode´liser les eﬀets non-line´aires et de´pendants du temps.
L’ide´e fondamentale de cette approche repose sur le lien qui existe entre pe´naliser des parame`tres de
re´gression et spe´ciﬁer des eﬀets ale´atoires associe´s a` ces coeﬃcients. Cette connexion est notamment
explicite´e dans la section 6.4 de cette the`se.
Cependant, cette approche pre´sente certaines limites. En eﬀet, elle ne permet pas de mode´liser les
interactions entre plus de deux variables continues. En outre, les interactions entre le temps et une
seule covariable continue ne sont pas disponibles dans la version actuelle du logiciel BayesX (version
3.0.2, Brezger et al. 2005, qui inclut l’approche de Kneib and Fahrmeir) ou bien dans le package R
R2BayesX (version 1.1-1, Umlauf et al. 2015).
7.3 Infe´rence Baye´sienne
Des approches baye´siennes ont e´galement e´te´ propose´es, notamment par Hennerfeind et al. (2006)
qui pre´sentent ce qu’ils nomment des geoadditive survival models dans lesquels les parame`tres de
re´gression et de lissage sont estime´s conjointement par une proce´dure MCMC. Martino et al. (2011)
ont propose´ un mode`le pour lequel la proce´dure MCMC relativement chronophage est remplace´e par
du INLA. Cependant, dans cette dernie`re approche, les auteurs ne conside`rent qu’un mode`le de taux
proportionnel a` l’aide d’une loi de Weibull ou bien un mode`le de taux constant par intervalles.
Re´cemment, Umlauf et al. (2018) ont propose´ le package R bamlss aﬁn de mode´liser des structures
additives complexes sur l’e´chelle de diﬀe´rents indicateurs dont le logarithme du taux instantane´. Leur
approche inclut les produits tensoriels du temps et des covariables. Bien qu’extreˆmement ﬂexible,
l’estimation des parame`tres s’appuie sur une proce´dure MCMC particulie`rement demandeuse en temps
de calcul.
7.4 Infe´rence Fre´quentiste
Rondeau et al. (2003) ont propose´ un mode`le de taux pe´nalise´ dans lequel le taux de base lui-meˆme
(et non son logarithme) est mode´lise´ par une M-spline (Ramsay et al., 1988) cubique pe´nalise´e. Des
contraintes de positivite´ sont utilise´es pour les coeﬃcients de la spline. Les parame`tres de lissage sont
estime´s par un crite`re de validation croise´e e´quivalent au LCV.
Liu et al. (2018) ont re´cemment pre´sente´ un cadre pe´nalise´ aﬁn de mode´liser sur diﬀe´rentes e´chelles
fonde´es sur une transformation monotone de la survie (comme le logarithme du taux cumule´ par
exemple). Les parame`tres de lissage sont estime´s par LCV ou bien par le crite`re GBIC. Malheureuse-
ment, cette approche ne permet pas la mode´lisation sur l’e´chelle du taux instantane´, e´chelle qui nous
paraˆıt la plus naturelle, le taux e´tant un indicateur de grand inte´reˆt (voir la section 2.4 de cette the`se).
De plus, si le choix de mode´liser le log du taux cumule´ e´vite le calcul de l’inte´grale du taux ne´cessaire a`
l’e´criture de la vraisemblance, le calcul a` eﬀectuer devient alors un proble`me de de´rivation nume´rique
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et des contraintes sont ne´cessaires pour garantir la positivite´ du taux. En outre, le processus d’opti-
misation de Liu et al. (2018) ne s’appuie pas sur le calcul explicite des de´rive´es de la vraisemblance
ni sur celles du crite`re LCV.
7.5 Mode`les de taux en exce`s pe´nalise´s
Dans le cadre des mode`les de taux en exce`s pe´nalise´s, il faut noter que la litte´rature est bien moins
fournie. Hennerfeind et al. (2008) ont propose´ une approche baye´sienne dans laquelle ils proposent no-
tamment de mode´liser les eﬀets non-line´aires et de´pendants du temps a` l’aide de P-splines. Cependant,
le recours a` une proce´dure MCMC implique une nouvelle fois des temps de calcul particulie`rement
importants.
Plus re´cemment, Remontet et al. (2019) ont de´veloppe´ un mode`le de taux en exce`s pe´nalise´ qui s’ap-
puie sur l’approche de Poisson. Bien que ﬂexible, cette approche est fastidieuse a` mettre en place car la
traditionnelle famille de Poisson n’est plus adapte´e. En eﬀet, il est ne´cessaire d’e´crire sa propre famille
de GLM aﬁn de prendre en compte les taux attendus. Notons e´galement que l’approche de Poisson est
couˆteuse en temps de calcul car elle ne´cessite d’augmenter le jeu de donne´es initial. Par exemple, le
mode`le propose´ par Remontet et al. (2019) n’est pas adapte´ aux jeux de donne´es volumineux, tels ceux
du cancer de la prostate et du cancer du sein (respectivement 72 558 et 96 726 cas ; voir Cowppli-Bony
et al. 2017), avec 16 Go de me´moire vive a` partir du logiciel R 64-bit (R Core Team, 2018). Pour
pallier ce proble`me, l’utilisation de nouveaux algorithmes de´die´s aux donne´es volumineuses (Wood
et al., 2015, 2017; Li and Wood, 2019) paraˆıt approprie´e. Ces nouveaux algorithmes sont notamment
imple´mente´s dans la fonction bam du package mgcv. Malheureusement, la fonction bam, contrairement
a` la fonction gam, ne permet pas d’utiliser la famille de GLM e´voque´e plus haut et ne´cessaire a` la
gestion des taux attendus.
Enﬁn, l’imple´mentation de l’approche de Liu et al. (2018) dans le package R rstpm2 propose la prise
en compte de taux de mortalite´ attendus bien que le mode`le sous-jacent ne soit pas publie´ a` ma
connaissance. De plus, cette imple´mentation souﬀre des proble`mes propres a` la mode´lisation sur le
taux cumule´ (ou toute e´chelle diﬀe´rente du taux instantane´) ainsi qu’a` l’absence de calcul explicite des
de´rive´es de la fonction a` optimiser. Nous reviendrons toutefois sur cette approche de Liu et al. (2018).
car elle oﬀre, the´oriquement, des fonctionnalite´s proches de celles propose´es par notre me´thode (i.e
elle permet d’ajuster des splines multidimensionnelles pe´nalise´es en prenant en compte la mortalite´
attendue). Les proprie´te´s statistiques de ces deux me´thodes seront donc compare´es dans une e´tude de
simulation (voir la section 12.2).
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Chapitre 8
Proposition d’un mode`le de taux
pe´nalise´
8.1 Le mode`le
Pour construire notre mode`le de taux pe´nalise´, on suppose que la base marginale du temps t et de
chaque covariable continue xj (parmi un vecteur de covariables x) est une combinaison line´aire de kj
fonctions connues bij , ordinairement des splines
gj(x) =
kj∑
i=1
βjibji(x)
et les βji sont des parame`tres a` estimer (voir le chapitre 1).
Les interactions entre deux ou plus de deux covariables continues sont conside´re´es comme des pro-
duits tensoriels des bases marginales. Par exemple, si gj est un produit tensoriel du temps t et des
covariables x1 et x2, il vient :
gj(t, x1, x2) =
kt∑
it=1
k1∑
i1=1
k2∑
i2=1
βit,i1,i2bt,it(t)bx1,i1(x1)bx2,i2(x2)
(voir le chapitre 4). En utilisant les notations et formulations de Wood et al. (2016b), la forme ge´ne´rale
du mode`le est la suivante :
log{h(t,x)} =
J∑
j=1
gj(t,x)
Dans cette formule, h est le taux instantane´ et les gj sont J splines. Chaque fonction gj peut eˆtre soit
un produit tensoriel de deux ou plus e´le´ments de (t,x), soit la base marginale d’une covariable ou
bien la base marginale du temps. Une des caracte´ristiques importantes de ce mode`le est qu’il inclut
la mode´lisation ﬂexible du taux de base, d’eﬀets de´pendants du temps et non-line´aires, ainsi que des
interactions entre covariables continues via l’utilisation du produit tensoriel.
β e´tant le vecteur de taille p contenant les parame`tres a` estimer du mode`le, chaque fonction gj peut
eˆtre pe´nalise´e ou non et ainsi eˆtre associe´e a` aucun, un ou plusieurs termes de pe´nalite´ (voir la section
4.2.2)
λmβ
TSmβ
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ou` les Sm sont des matrices syme´triques semi-de´ﬁnies positives connues et les λm sont des parame`tres
de lissage inconnus formant le vecteur λ.
La construction des Sm a` partir des de´rive´es secondes des gj est couramment employe´e mais d’autres
formes de pe´nalisation (comme la Ridge par exemple) sont e´videmment possibles (voir le chapitre 4).
Une fois que les M matrices de pe´nalisation Sm ont e´te´ spe´ciﬁe´es, la matrice de pe´nalisation du mode`le
complet Sλ s’e´crit
Sλ =
M∑
m=1
λmS
m
L’objectif est alors d’estimer β et λ.
Notons enﬁn que tout eﬀet parame´trique non pe´nalise´ associe´ a` une variable continue ou cate´gorielle
peut eˆtre ajoute´ dans le mode`le.
8.1.1 Exemple de spe´ciﬁcation de mode`les avec des variables continues
Supposons que l’on veuille mode´liser les eﬀets du temps t et de quatre covariables x1, x2, x3, x4. On
souhaite spe´ciﬁer une interaction ﬂexible entre les eﬀets de t, x1 et x2, ainsi qu’un eﬀet non-line´aire
et proportionnel de x3. Enﬁn, l’eﬀet de x4 est line´aire et proportionnel. Le mode`le correspondant est
le suivant :
mode`le 1 : log[h(t, x1, x2, x3, x4)] = g1(t, x1, x2) + g2(x3) + β4 × x4
ou` g1 est un produit tensoriel tridimensionnel associe´ a` trois parame`tres de lissage et g2 est une spline
cubique naturelle associe´e a` un unique parame`tre de lissage de sorte que le nombre total de parame`tres
de lissage est porte´ a` quatre (M = 4).
Supposons que chaque base marginale a une dimension de 5 (intercept inclus), alors g1 et g2 sont
respectivement associe´s a` 125 et 5 parame`tres de re´gression. Cependant, une contrainte d’identiﬁabilite´
doit eˆtre applique´e a` g1 et g2 aﬁn que leurs intercepts ne soient pas confondus (voir la section 4.3.2).
Le nombre total de parame`tres de re´gression est donc p = 125 + 4 + 1 = 130.
8.1.2 Exemple de spe´ciﬁcation de mode`le avec des variables cate´gorielles
Des variables cate´gorielles peuvent e´galement eˆtre introduites dans le mode`le. Supposons que, en plus
du temps t et des variables continues x1, x2, x3, x4, l’on s’inte´resse a` l’eﬀet du sexe (code´ 1 pour les
hommes et 0 pour les femmes). En gardant les meˆmes spe´ciﬁcations que pour le mode`le 1, le mode`le
le plus simple incluant l’eﬀet d’une variable cate´gorielle est celui qui contient un eﬀet proportionnel :
mode`le 2 : log[h(t, x1, x2, x3, x4, sexe)] = g1(t, x1, x2) + g2(x3) + β4 × x4 + β5 × sexe
Dans de nombreux cas ne´anmoins, le mode`le 2 est trop restrictif. Des mode`les plus complexes peuvent
eˆtre conside´re´s lorsque l’on souhaite incorporer une variable cate´gorielle (voir la section 4.4.2) ; par
exemple, il est possible de re´pe´ter chaque spline pe´nalise´e et chaque terme parame´trique autant de
fois qu’il y a de modalite´s.
Chaque fonction serait ici re´pe´te´e deux fois, en utilisant les indicatrices IH pour les hommes et IF
pour les femmes :
mode`le 3 : log[h(t, x1, x2, x3, x4, sexe)] = [g1,H(t, x1, x2) + g2,H(x3) + β4,H × x4] × IH
+ [g1,F (t, x1, x2) + g2,F (x3) + β4,F × x4] × IF
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Dans le mode`le 3, les parame`tres de re´gression et de lissage sont deux fois plus nombreux que dans le
mode`le 1.
En pratique, le mode`le 2 est trop simple pour eˆtre utile et le mode`le 3 n’est pas force´ment plus utile
car il revient a` eﬀectuer une analyse se´pare´e chez les hommes et les femmes. Trouver un compromis
entre les deux est une taˆche diﬃcile et l’AIC corrige´ peut eˆtre utile dans de telles situations (voir la
section 6.5.2).
La pe´nalisation sur les diﬀe´rences entre modalite´s, pre´sente´e dans la section 4.4.2, peut s’ave´rer par-
ticulie`rement utile dans le cadre des mode`les de taux. En eﬀet, conside´rons le mode`le suivant :
mode`le 4 : log[h(t, sexe)] = g(t) + gdiff (t)
ou` g est la spline pe´nalise´e de la modalite´ de re´fe´rence (ici les hommes) et gdiff est la spline pe´nalise´e
repre´sentant la diﬀe´rence entre le log du taux chez les femmes et le log du taux chez les hommes. En
eﬀet :
log[h(t, F )] − log[h(t,H)] = g(t) + gdiff (t) − g(t) = gdiff (t)
Ce qui e´quivaut a` :
log
[
h(t, F )
h(t,H)
]
= gdiff (t)
Dans le cadre des mode`les de taux, la pe´nalisation sur les diﬀe´rences entre modalite´s permet donc de
pe´naliser (et donc de lisser) le rapport de taux (hazard ratio) entre modalite´s. Cette caracte´ristique
est particulie`rement inte´ressante lorsque l’on cherche a` garder une cohe´rence entre modalite´s (voir
la section 9.4 pour une illustration dans le cadre des mode`les de taux en exce`s), par exemple entre
modalite´s d’une variable  stade au diagnostic .
8.2 Calcul de la log-vraisemblance pe´nalise´e
Soit n le nombre d’individus a` analyser, t le vecteur de taille n contenant les temps de suivi de tous
les individus et δ le vecteur de taille n contenant les indicatrices de de´ce`s de tous les individus (δi = 1
quand l’individu i est de´ce´de´, δi = 0 lorsqu’il est censure´ a` droite). Soit X(t) la matrice de design
telle que :
log{h(ti;xi)}1≤i≤n = X(t)β
D’apre`s (2.4), la contribution d’un individu i a` la log-vraisemblance s’e´crit :
li(β) = δilog [h(ti;xi)] −
∫ ti
0
h(u;xi)du
Comme explique´ dans la section 2.6, la prise en compte de donne´es tronque´es a` gauche est e´galement
possible en remplac¸ant la borne infe´rieure de l’inte´grale par une valeur t0,i. Toutefois, aﬁn de simpliﬁer
l’ensemble des formules a` venir, nous pre´senterons le cas ou` t0,i = 0.
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L’e´quation (2.5) donne l’approximation par la quadrature de Gauss-Legendre :
li(β) ≈ δiXiβ −
q∑
k=1
wki exp
(
GLki β
)
La log-vraisemblance et la log-vraisemblance pe´nalise´e du mode`le sont respectivement :
l(β) =
n∑
i=1
li(β)
et
L(β,λ) = l(β) − 12β
TSλβ
Dans la suite, l’e´criture L(β,λ) sera simpliﬁe´e en L(β).
La proce´dure d’estimation des parame`tres de lissage λ est fonde´e sur des ite´rations de Newton-Raphson
externes (outer algorithm) et celle des parame`tres de re´gression β a` λ ﬁxe´s est fonde´e sur des ite´rations
de Newton-Raphson internes (inner algorithm) (voir les sections 8.3 et 8.4).
8.3 Estimation des parame`tres de re´gression a` parame`tres de lissage
ﬁxe´s (inner algorithm)
Lorsque les e´le´ments de λ sont ﬁxe´s, βˆλMPLE (simpliﬁe´ en βˆλ dans la suite, et voir la section 5.2) est :
βˆλ = argmax
β
[L(β)]
La solution a` ce proble`me s’obtient par un algorithme de Newton-Raphson qui ne´cessite les de´rive´es
premie`re et seconde de la log-vraisemblance pe´nalise´e par rapport a` β. Les de´rive´es de la contribution
a` la log-vraisemblance non pe´nalise´e sont :
∂li(β)
∂βl
= δiXil −
q∑
k=1
wki GL
k
ilexp
(
GLki β
)
et
∂2li(β)
∂βlβm
= −
q∑
k=1
wki GL
k
ilGL
k
imexp
(
GLki β
)
Le gradient de la log-vraisemblance pe´nalise´e est G(β) =
(∑n
i=1
∂li(β)
∂β
)T − Sλβ. Par commodite´, la
hessienne de l’oppose´ de la log-vraisemblance, note´e H, s’e´crit en notation matricielle :
H(β) =
q∑
k=1
(
GLk
)T [
wk ◦ GLk ◦ exp
(
GLkβ
)]
Dans cette e´quation, ◦ est le produit de Hadamard. Le produit de Hadamard entre un vecteur v
de taille n et une matrice M de dimension (n,p) est de´ﬁni de la manie`re suivante : (v ◦ M)(i,j) =
(M ◦ v)(i,j) = viMij .
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La hessienne de l’oppose´ de la log-vraisemblance pe´nalise´e est donc H(β) = H(β) + Sλ. Le pas
de l’algorithme de Newton-Raphson s’e´crit alors Δ(β) = H(β)−1G(β). De`s que ne´cessaire, une
perturbation diagonale de H(β) est eﬀectue´e aﬁn de la rendre de´ﬁnie positive et Δ est divise´ par
deux jusqu’a` ce que la log-vraisemblance soit maximise´e (pour plus de de´tails, voir la section 8.8).
8.4 Les crite`res LCV et LAML pour l’estimation des parame`tres de
lissage (outer algorithm)
Comme e´voque´ pre´ce´demment, un algorithme de Newton-Raphson est imple´mente´ aﬁn d’estimer les
parame`tres de lissage λ. Cet algorithme ne´cessite les de´rive´es premie`re et seconde des crite`res LCV
et LAML par rapport aux parame`tres de lissage. Par souci de lisibilite´, βˆλ, H(βˆλ), et H(βˆλ) seront
respectivement note´s βˆ, H, et H. Toutes les re´fe´rences concernant le calcul matriciel sont disponibles
dans Petersen and Pedersen (2008).
8.4.1 Laplace approximate marginal likelihood criterion (LAML)
Wood et al. (2016b) de´crivent une perspective baye´sienne empirique dans laquelle les parame`tres de
lissage sont traite´s comme des hyperparame`tres de variance. Ces parame`tres peuvent eˆtre estime´s en
maximisant la vraisemblance marginale en λ (crite`re LAML), qui s’e´crit :
LAML(λ) = L(βˆ) + 12 log|S
λ|+ − 12 log|H| +
M0
2 log(2π)
Pour rappel, |Sλ|+ est le produit des valeurs propres positives de Sλ et M0 est le nombre de valeurs
propres nulles de Sλ quand tous les λj sont strictement positifs. Maximiser le crite`re LAML en fonction
de ρ = log(λ) aﬁn que les parame`tres de lissage estime´s restent positifs durant toute la proce´dure
implique de calculer les de´rive´es de LAML par rapport a` ρ.
D’apre`s Wood et al. (2016a), les de´rive´es de LAML sont :
∂LAML
∂ρl
= −λl2 βˆ
TSlβˆ + 12
∂log|Sλ|+
∂ρl
− 12
∂log|H|
∂ρl
et
∂2LAML
∂ρl∂ρm
= −κml
λl
2 βˆ
TSlβˆ − ∂βˆ
T
∂ρm
H ∂βˆ
∂ρl
+ 12
∂2log|Sλ|+
∂ρl∂ρm
− 12
∂2log|H|
∂ρl∂ρm
ou` κml = 1 si l = m, 0 sinon. Les de´rive´es du log-de´terminant de H (Wood et al. 2016a) sont les
suivantes :
∂log|H|
∂ρl
= tr
(
H−1∂H
∂ρl
)
et
∂2log|H|
∂ρl∂ρm
= −tr
(
H−1∂H
∂ρl
H−1 ∂H
∂ρm
)
+ tr
(
H−1 ∂
2H
∂ρl∂ρm
)
(8.1)
Les de´rive´es de log|Sλ|+ sont donne´es par (voir la section 8.8.6) :
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∂log|Sλ|+
∂ρl
=
∂log|∑Mj=1 λjS˜j |
∂ρl
= tr
⎡⎢⎣
⎛⎝ M∑
j=1
λjS˜
j
⎞⎠−1 ∂∑Mj=1 λjS˜j
∂ρl
⎤⎥⎦ = tr
⎡⎢⎣
⎛⎝ M∑
j=1
λjS˜
j
⎞⎠−1 λlS˜l
⎤⎥⎦
et
∂2log|Sλ|+
∂ρl∂ρm
= −tr
⎡⎢⎣
⎛⎝ M∑
j=1
λjS˜
j
⎞⎠−1 ∂∑Mj=1 λjS˜j
∂ρl
⎛⎝ M∑
j=1
λjS˜
j
⎞⎠−1 ∂∑Mj=1 λjS˜j
∂ρm
⎤⎥⎦
+ tr
⎡⎢⎣
⎛⎝ M∑
j=1
λjS˜
j
⎞⎠−1 ∂2∑Mj=1 λjS˜j
∂ρl∂ρm
⎤⎥⎦
= −tr
⎡⎢⎣
⎛⎝ M∑
j=1
λjS˜
j
⎞⎠−1 λlS˜l
⎛⎝ M∑
j=1
λjS˜
j
⎞⎠−1 λmS˜m
⎤⎥⎦+ tr
⎡⎢⎣
⎛⎝ M∑
j=1
λjS˜
j
⎞⎠−1 κml λlS˜l
⎤⎥⎦
Dans un contexte de mode`le de taux, les de´rive´es de H et H sont :
∂H
∂ρl
=
q∑
k=1
(
GLk
)T [
wk ◦ GLk ◦
{(
GLk ◦ exp
(
GLkβˆ
)) ∂βˆ
∂ρl
}]
(8.2)
∂H
∂ρl
= ∂H
∂ρl
+ λlSl
et
∂2H
∂ρl∂ρm
=
q∑
k=1
(
GLk
)T [
wk ◦ GLk ◦
{(
GLk ◦
[(
GLk ◦ exp
(
GLkβˆ
)) ∂βˆ
∂ρm
])
∂βˆ
∂ρl
+
(
GLk ◦ exp
(
GLkβˆ
)) ∂2βˆ
∂ρl∂ρm
}] (8.3)
∂2H
∂ρl∂ρm
= ∂
2H
∂ρl∂ρm
+ κml λlSl (8.4)
Les de´rive´es de βˆ sont obtenues par diﬀe´rentiation implicite (Wood et al., 2016b). L’ide´e de la
de´rivation implicite est la suivante : nous partons de la de´ﬁnition de l’estimateur du maximum de
vraisemblance pe´nalise´e
∀i ∂L(βˆ)
∂βi
= 0
En de´composant la partie gauche, il vient :
∂l(βˆ)
∂βi
−
(
M∑
m=1
λmS
m
i
)
βˆ = 0
8.4. ESTIMATION DES PARAME`TRES DE LISSAGE PAR LCV ET LAML 83
ou` Smi est la ie ligne de la matrice Sm.
E´tant donne´ que la quantite´ pre´ce´dente est nulle, elle reste nulle si nous la de´rivons par rapport aux
log-parame`tres de lissage :
∂
∂ρl
[
∂l(βˆ)
∂βi
−
(
M∑
m=1
λmS
m
i
)
βˆ
]
= 0
∑
j
[
∂2l(βˆ)
∂βi∂βj
∂βˆj
∂ρl
]
−
(
λlS
l
i
)
βˆ −
(
M∑
m=1
λmS
m
i
)
∂βˆ
∂ρl
= 0
−Hi ∂βˆ
∂ρl
−
(
λlS
l
i
)
βˆ −
(
M∑
m=1
λmS
m
i
)
∂βˆ
∂ρl
= 0
−Hi ∂βˆ
∂ρl
=
(
λlS
l
i
)
βˆ
Au ﬁnal, il vient :
∂βˆ
∂ρl
= −H−1
(
λlS
l
)
βˆ
et
∂2βˆ
∂ρl∂ρm
= −
[
∂H−1
∂ρm
(
λlS
l
)
+ H−1
(
λlS
l
)
κml
]
βˆ −
[
H−1
(
λlS
l
)] ∂βˆ
∂ρm
ou` la de´rive´e premie`re de H−1 est donne´e par :
∂H−1
∂ρm
= −H−1 ∂H
∂ρm
H−1
8.4.2 Likelihood cross-validation criterion (LCV)
Le crite`re LCV est de´ﬁni comme suit :
LCV (λ) = −l(βˆ) + tr
(
H−1H
)
Ce calcul nous permet d’optimiser le crite`re LCV via un algorithme de Newton-Raphson. En plus de la
stabilite´ nume´rique, le principal avantage de cette imple´mentation est qu’elle n’est pas spe´ciﬁque a` la
mode´lisation du taux. En eﬀet, en spe´ciﬁant une autre log-vraisemblance avec ses de´rive´es premie`re et
seconde, les de´rive´es du crite`re LCV propose´es ici peuvent eˆtre utilise´es dans n’importe quel contexte
couvert par Wood et al. (2016b).
La de´rive´e premie`re de LCV est :
∂LCV
∂ρl
= −∂l(βˆ)
∂ρl
+
∂tr
(
H−1H
)
∂ρl
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En utilisant la de´rivation en chaˆıne sur le terme ∂l(βˆ)∂ρl , il vient :
∂LCV
∂ρl
= −∂l(βˆ)
∂β
∂βˆ
∂ρl
+
∂tr
(
H−1H
)
∂ρl
Au ﬁnal, par de´rivation du produit a` l’inte´rieur de la trace :
∂LCV
∂ρl
= −∂l(βˆ)
∂β
∂βˆ
∂ρl
+ tr
(
∂H−1
∂ρl
H + H−1∂H
∂ρl
)
La de´rive´e seconde du crite`re LCV est :
∂2LCV
∂ρl∂ρm
= − ∂
2l(βˆ)
∂ρl∂ρm
+
∂2tr
(
H−1H
)
∂ρl∂ρm
D’apre`s la de´rive´e premie`re ainsi qu’en utilisant la de´rivation en chaˆıne et la de´rive´e d’un produit, il
vient :
∂2LCV
∂ρl∂ρm
= −∂βˆ
T
∂ρm
H
∂βˆ
∂ρl
− ∂l(βˆ)
∂2β
∂βˆ
∂ρl∂ρm
+ tr
(
∂2H−1
∂ρl∂ρm
H + ∂H
−1
∂ρl
∂H
∂ρm
+ ∂H
−1
∂ρm
∂H
∂ρl
+ H−1 ∂
2H
∂ρl∂ρm
)
(8.5)
avec
∂2H−1
∂ρl∂ρm
= −∂H
−1
∂ρm
∂H
∂ρl
H−1 − H−1 ∂
2H
∂ρl∂ρm
H−1 − H−1∂H
∂ρl
∂H−1
∂ρm
(8.6)
8.4.3 Outer algorithm
Pour chaque nouveau ρ dans la proce´dure d’optimisation de LAML ou LCV, un algorithme de Newton-
Raphson interne est ne´cessaire aﬁn de trouver βˆλ (note´ βˆρ a` partir de maintenant). L’optimisation
des crite`res LAML et LCV est ainsi appele´e algorithme externe et conduit a` l’estimation βˆρˆ. Voir la
section 8.8.1 pour plus de de´tails sur l’imple´mentation.
8.5 Comparaison de LCV et LAML
Dans cette section, notre objectif est de comparer les comportements des crite`res LCV et LAML (et
notamment leur propension au sur-ajustement) a` partir de quelques ﬁchiers de donne´es simule´es.
Cette comparaison est librement inspire´e de la ﬁgure 1 de Wood (2011) qui pre´sentait une comparaison
des crite`res GCV et REML dans le cadre des GAM. La simulation de Wood de´montrait la plus forte
susceptibilite´ du crite`re GCV a` donner de multiples extrema et a` sous-lisser par rapport au crite`re
REML.
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Figure 8.1 – Taux et survie the´oriques associe´s aux sce´narios constant et non-line´aire
Dans le cadre de cette the`se, nous explorons deux sce´narios : un sce´nario de taux constant pour le-
quel les deux crite`res devraient eˆtre the´oriquement optimise´s pour une valeur inﬁnie de parame`tre de
lissage ; un sce´nario de taux fortement non-line´aire (construit a` partir de donne´es re´elles de cancers
de la teˆte et du cou) pour lequel la valeur du parame`tre de lissage optimal doit eˆtre faible.
Nous utilisons 10 ﬁchiers de 500 individus pour chaque sce´nario. Pour chacun des 20 ﬁchiers (10 ﬁ-
chiers × 2 sce´narios), nous mode´lisons l’eﬀet du temps sur le logarithme du taux de mortalite´ (toutes
causes) par une spline de re´gression cubique pe´nalise´e a` quatre nœuds re´partis sur les quantiles des
temps observe´s. Chaque ﬁchier est ajuste´ avec un parame`tre de lissage ﬁxe´ et diﬀe´rent a` chaque fois :
les valeurs de parame`tre de lissage sont au nombre de 50, e´quitablement re´parties entre -5 et 15 (e´chelle
logarithmique). La ﬁgure 8.1 montre les taux et les survies the´oriques de chaque sce´nario.
La ﬁgure 8.2 montre l’e´volution de log(LCV ) et log(−LAML) en fonction du logarithme du parame`tre
de lissage. Les valeurs de log(LCV ) et log(−LAML) sont en fait divise´es par la valeur maximum ob-
serve´e sur les 50 parame`tres de lissage aﬁn de rapprocher graphiquement les 10 courbes pre´sente´es.
Dans le sce´nario constant, le minimum de LCV est atteint, comme attendu, lorsque λ → ∞ (log(λ) >
10) pour 8 ﬁchiers sur les 10. Toutefois, le crite`re LCV semble un peu plus erratique que LAML ; nous
observons en eﬀet deux cas de sous-lissage dans la feneˆtre en haut a` gauche contre un seul cas de
sous-lissage avec LAML dans la feneˆtre en haut a` droite.
Concernant le sce´nario non-line´aire, les minima trouve´s par LCV sont clairement moins accentue´s que
ceux trouve´es par LAML ; autrement dit, le minimum est plus clairement identiﬁe´ avec LAML.
Cette simple e´tude de quelques ﬁchiers simule´s semble conﬁrmer les comportements releve´s par Wood
(2011) dans le cadre des GAM. L’estimation des parame`tres de lissage via LAML pourrait ainsi eˆtre
plus eﬃciente que par LCV. Toutefois, ces re´sultats ne pre´sument pas du comportement des deux
crite`res en pre´sence de plusieurs parame`tres de lissage.
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Figure 8.2 – Allures des crite`res LCV et LAML dans les deux sce´narios
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8.6 Variance des estimateurs
Dans cette section nous rappelons les trois possibilite´s pour l’estimation de la variance vues aux
sections 5.3 et 6.5.1. Tout d’abord, une approximation Baye´sienne asymptotique conduit a` la matrice
de covariance a posteriori suivante :
Vβ = H−1
Une approche fre´quentiste conduit a` la matrice de covariance :
Vβˆ = H−1HH−1
Enﬁn, en plus de l’incertitude sur βˆ, Wood et al. (2016b) ont propose´ de prendre en compte l’incertitude
provenant de l’estimation des parame`tres de lissage. Cela conduit a` une troisie`me option pour le calcul
de la variance de βˆ :
V ′β = Vβ + V ′ + V ′′
Cette nouvelle matrice de covariance est une matrice de covariance Baye´sienne a` laquelle on ajoute
deux termes correcteurs (pour plus de de´tails voir la section 6.5.1).
8.7 Eﬀets ale´atoires
Comme vu dans la section 6.4, l’utilisation du crite`re LAML permet de conside´rer des eﬀets ale´atoires
comme des splines pe´nalise´es. Dans notre contexte, conside´rons le mode`le suivant :
log{h(ti;xi)}1≤i≤n = X(t)β + Z(t)γ
avec Z la matrice de design des eﬀets ale´atoires et γ les parame`tres de re´gression associe´s. Si l’on note
S la matrice de pe´nalisation associe´e et λ le parame`tre de lissage, l’a priori Gaussien sur γ s’e´crit
f(γ) ∝ exp
(
−λ2γ
TSγ
)
Si l’on veut spe´ciﬁer des eﬀets ale´atoires Gaussiens i.i.d, c’est a` dire γ ∼ N (0, σ2I) ou f(γ) ∝
exp
(
− 12σ2 γTSγ
)
, on note λ = 1
σ2 et S = I. Ainsi, nous pouvons estimer γ et λ (et donc σ
2) en
conside´rant une pe´nalisation Ridge sur γ avec une estimation de λ par le crite`re LAML.
Concernant l’infe´rence, e´tant donne´ que
ρ = log(λ) = −2log(σ)
nous pouvons de´duire la variance de notre estimateur
V ar[log(σˆ)] = 14Vρ
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8.8 Algorithme et techniques nume´riques
L’imple´mentation d’un mode`le de taux pe´nalise´ requiert une attention particulie`re quant a` la robus-
tesse et a` l’eﬃcience des calculs nume´riques eﬀectue´s. En eﬀet, la moindre impre´cision dans le plus
insigniﬁant des rouages peut mener l’algorithme a` un de´faut de convergence.
La section suivante a pour but de donner un re´capitulatif de l’algorithme de´veloppe´ et des techniques
nume´riques utilise´es aﬁn d’assurer sa convergence.
8.8.1 Sche´ma du double Newton-Raphson
L’optimisation de la vraisemblance pe´nalise´e du mode`le de taux pre´sente´ dans cette the`se repose sur
un algorithme compose´ de deux algorithmes de Newton-Raphson imbrique´s. Le sche´ma simpliﬁe´ de
ces algorithmes est le suivant :
Choisir λ0
while convergence1 = TRUE do
A` partir de λk, choisir β0
λk
while convergence2 = TRUE do
A` partir de βp
λk
, calculer :
L(βp) = l(βp) − 12βpTSλ
k
βp
∀l,m, Gl = ∂L(β
p)
∂βp
l
et Hl,m = −∂
2L(βp)
∂βp
l
∂βpm
βp+1
λk
= βp
λk
+ H−1G (pas du Newton-Raphson interne)
end
A` partir de βˆλk , calculer :
crite`re(λk) = LCV (λk) ou crite`re(λk) = LAML(λk)
∀i, j, Pi = ∂crite`re(λ
k)
∂λki
et Qi,j = −∂
2crite`re(λk)
∂λki ∂λ
k
j
λk+1 = λk + Q−1P (pas du Newton-Raphson externe)
end
Aﬁn de limiter le nombre d’ite´rations, une fois que λk est calcule´, plutoˆt que de choisir n’importe quel
β0
λk
, on peut utiliser βˆλk−1 .
8.8.2 Crite`res de convergence
Dans les sche´mas de la section 8.8.1, les crite`res convergence1 et convergence2 sont les suivants.
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convergence1
∣∣∣crite`re(λk+1) − crite`re(λk)∣∣∣ > tolλ OU ∃i tel que
∣∣∣∣∣∂crite`re(λk+1)∂λk+1i
∣∣∣∣∣ > tolλ
avec tolλ = 10−4 par de´faut.
convergence2
∣∣∣L(βp+1) − L(βp)∣∣∣ > tolβ OU ∃i tel que
∣∣∣∣∣β
p+1
i − βpi
βpi
∣∣∣∣∣ > tolβ
avec tolβ = 10−4 par de´faut.
8.8.3 Complexite´ algorithmique
La complexite´ algorithmique du double Newton-Raphson (section 8.8.1) est domine´e par le calcul des
de´rive´es troisie`me et quatrie`me de la vraisemblance. A` savoir les termes
∂H
∂ρl
donne´ par l’e´quation (8.2) et
∂2H
∂ρl∂ρm
donne´ par l’e´quation (8.3).
En eﬀet, les complexite´s algorithmiques associe´es a` ces deux termes sont respectivement O(Mqnp2) et
O(M2qnp2), avec M le nombre de parame`tres de lissage, q le nombre de points associe´s a` la quadrature
de Gauss-Legendre, n le nombre d’individus et p le nombre de parame`tres de re´gression.
La complexite´ algorithmique du processus d’optimisation est alors donne´e par le terme dominant
O(M2qnp2).
Toutefois, si l’on s’inte´resse a` l’utilisation de la de´rive´e quatrie`me ∂2H∂ρl∂ρm , on se rend compte qu’elle
intervient uniquement dans des ope´rateurs trace (voir l’e´quation (8.1) pour LAML et les e´quations
(8.5) et (8.6) pour LCV). Ainsi, dans (8.1), on doit calculer :
tr
(
H−1 ∂
2H
∂ρl∂ρm
)
(8.7)
Pour rappel, le terme ∂2H∂ρl∂ρm est calcule´ a` partir de
∂2H
∂ρl∂ρm
(8.4).
La matrice H−1 est syme´trique et admet donc une de´composition de la forme :
H−1 = QDQT
avec D une matrice diagonale et QQT = QTQ = I.
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L’ope´rateur trace e´tant inde´pendant de la base choisie, il vient :
tr
(
H−1 ∂
2H
∂ρl∂ρm
)
= tr
(
QT H−1 ∂
2H
∂ρl∂ρm
Q
)
En inse´rant la matrice identite´ sous la forme QQT , on a :
tr
(
H−1 ∂
2H
∂ρl∂ρm
)
= tr
(
QT H−1QQT ∂
2H
∂ρl∂ρm
Q
)
Et ﬁnalement :
tr
(
H−1 ∂
2H
∂ρl∂ρm
)
= tr
(
DQT
∂2H
∂ρl∂ρm
Q
)
(8.8)
Le grand inte´reˆt de (8.8) repose sur le fait que D est diagonale. Ainsi, pour calculer la trace, nous avons
uniquement besoin des e´le´ments diagonaux de QT ∂2H∂ρl∂ρm Q (et meˆme seulement ceux de Q
T ∂2H
∂ρl∂ρm
Q).
Cette ide´e a e´te´ propose´e par Wood (2017, Section 6.6.2) dans le cadre des GAM mais une adaptation
est ne´cessaire pour les mode`les de taux.
Dans la cadre des mode`les de taux pe´nalise´s, d’apre`s l’e´quation (8.3), on a :
QT
∂2H
∂ρl∂ρm
Q = QT
q∑
k=1
(
GLk
)T [
wk ◦ GLk ◦
{(
GLk ◦
[(
GLk ◦ exp
(
GLkβˆ
)) ∂βˆ
∂ρm
])
∂βˆ
∂ρl
+
(
GLk ◦ exp
(
GLkβˆ
)) ∂2βˆ
∂ρl∂ρm
}]
Q
QT
∂2H
∂ρl∂ρm
Q =
q∑
k=1
(
GLkQ
)T [
wk ◦
{(
GLk ◦
[(
GLk ◦ exp
(
GLkβˆ
)) ∂βˆ
∂ρm
])
∂βˆ
∂ρl
+
(
GLk ◦ exp
(
GLkβˆ
)) ∂2βˆ
∂ρl∂ρm
}](
GLkQ
) (8.9)
Ainsi, en cre´ant les matrices G˜Lk = GLkQ en amont du processus d’optimisation, on peut e´conomiser
beaucoup de temps de calcul aﬁn de calculer (8.9) et (8.7). En eﬀet, (8.9) revient a` former la diagonale
des produits :
(G˜Lk)TW k(G˜Lk) (8.10)
ou` W k est une matrice diagonale dont les e´le´ments diagonaux sont donne´s par le vecteur
wk ◦
{(
GLk ◦
[(
GLk ◦ exp
(
GLkβˆ
)) ∂βˆ
∂ρm
])
∂βˆ
∂ρl
+
(
GLk ◦ exp
(
GLkβˆ
)) ∂2βˆ
∂ρl∂ρm
}
Dans le logiciel R, on peut calculer de manie`re eﬃciente la diagonale de (8.10), c’est a` dire sans passer
par la formation explicite du produit matriciel, en utilisant la commande
colSums
(
G˜L
k ∗ G˜Lk ∗ W k
)
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Le couˆt du calcul de la de´rive´e quatrie`me passe donc de O(M2qnp2) a` O(M2qnp). Le couˆt dominant
du calcul des de´rive´es devient alors le couˆt associe´ a` la de´rive´e troisie`me O(Mqnp2) (en eﬀet, p est
toujours beaucoup plus grand que M).
8.8.4 Perturbation de la hessienne
A` une ite´ration donne´e, si la matrice H (respectivement Q) n’est pas de´ﬁnie positive, soit elle n’est
pas inversible, soit la direction prise par le pas H−1G (respectivement Q−1P) ne sera pas ascendante.
Si c’est le cas, cela signiﬁe que l’ite´ration en cours nous fait perdre du temps en nous envoyant dans la
mauvaise direction. Aﬁn d’e´viter cela, de`s que ne´cessaire, une perturbation de H ou de Q est eﬀectue´e.
Pour plus de de´tails, voir Nocedal and Wright (2006, Section 3.4).
8.8.5 Controˆle du pas
Meˆme si le pas nous ame`ne dans la bonne direction, il se peut qu’il nous ame`ne trop loin. Aﬁn d’e´viter
ce proble`me et assurer l’optimisation a` chaque ite´ration, on peut controˆler la longueur du pas. En
pratique, si la vraisemblance pe´nalise´e se met a` diminuer d’une ite´ration a` l’autre, le pas H−1G est
divise´ par 2 jusqu’a` ce qu’elle augmente. En ce qui concerne l’estimation des parame`tres de lissage, le
pas Q−1P est lui divise´ par 10 si ne´cessaire.
En outre, aﬁn de garder chaque ρm dans un intervalle de valeurs raisonnables (typiquement [−15; 15]),
la valeur absolue maximale des e´le´ments de Q−1P est controˆle´e a` chaque ite´ration par un seuil
maximum (par de´faut, ce seuil est ﬁxe´ a` 5).
8.8.6 Inversion de la matrice de pe´nalisation
L’un des calculs les plus de´licats du processus d’optimisation concerne les de´rive´es de log|Sλ|+. Pour
ce faire, nous suivons partiellement Wood et al. (2016b) et diagonalisons
M∑
m=1
Sm
||Sm||F = U˜Δ˜U˜
T
avec ||.||F la norme de Frobenius.
Si l’on note U+ les colonnes de U˜ qui correspondent aux valeurs propres strictement positives, on a :
S˜m = UT+SmU+
Ainsi, |Sλ|+ = |∑Mm=1 λmS˜m| avec ∑Mm=1 λmS˜m une matrice de plein rang.
D’un point de vue informatique, la matrice U˜ est utilise´e comme reparame´trisation initiale, avant de
de´buter la proce´dure d’optimisation. Cette reparame´trisation est inverse´e a` la convergence. Concernant
l’e´valuation de log|Sλ|+ et de ses de´rive´es, nous ne suivons pas comple`tement la proce´dure de´crite
dans Wood (2011, Appendix B). En eﬀet, une fois la reparame´trisation eﬀectue´e, nous utilisons la
de´composition QR suivante :
M∑
m=1
λjS˜
m = Q˜R˜
log|Sλ|+ correspond ainsi a` la somme des valeurs absolues des e´le´ments diagonaux de R˜ et les
de´rive´es ne´cessitent le calcul de
(∑M
m=1 λmS˜
m
)−1
qui peut eˆtre re´alise´ de manie`re stable graˆce a` cette
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de´composition QR (on peut e´galement utiliser une de´composition LU ou encore une de´composition de
Cholesky).
8.8.7 Parame`tres d’e´chelle
Dans l’e´criture de la log-vraisemblance pe´nalise´e (5.2), la log-vraisemblance est constitue´e de termes
de la forme
XTWX
ou` X est la matrice de design associe´e au mode`le et W est une matrice quelconque.
La pe´nalisation, quant a` elle, est constitue´e des matrices Sm.
Pour stabiliser la proce´dure d’estimation des parame`tres de lissage, il est pre´fe´rable que les diﬀe´rentes
matrices de pe´nalisation Sm soient comparables a` la matrice XTWX en termes de norme matricielle.
On de´ﬁnit alors les facteurs d’e´chelles suivants :
S.scalem =
norm(X)2
norm(Sm)
de telle sorte qu’avant le de´but de l’optimisation, les matrices Sm sont remplace´es par :
Smscale = S.scalem × Sm
Chapitre 9
Proposition d’un mode`le de taux en
exce`s pe´nalise´
Maintenant que nous savons comment construire un mode`le de taux pe´nalise´, il convient d’e´tendre
notre approche aux mode`les de taux en exce`s. En eﬀet, en e´pide´miologie des maladies chroniques, ce
n’est pas tant la mortalite´ qui nous inte´resse mais la mortalite´ en exce`s des patients.
9.1 Le mode`le
D’apre`s la section 2.9 et l’e´quation (2.7), dans un mode`le de taux en exce`s, le taux de mortalite´ observe´
hO se de´compose de la manie`re suivante :
hO(t,x,z) = hE(t,x) + hP (a + t,z)
avec hE est l’exce`s de mortalite´ duˆ a` la pathologie e´tudie´e (par exemple le cancer), t est le temps
e´coule´ depuis le diagnostic, a est l’aˆge au diagnostic, x est un vecteur de covariables ayant un eﬀet sur
hE , et hP est la mortalite´ attendue a` l’aˆge a + t dans la population ge´ne´rale avec les caracte´ristiques
de´mographiques z.
En reprenant les notations utilise´es dans la section 8.1, le mode`le de taux en exce`s pe´nalise´ s’e´crit :
log{hE(t,x)} =
J∑
j=1
gj(t,x)
ou` les gj sont J splines de re´gression. Si l’on note β le vecteur de taille p contenant les parame`tres a`
estimer du mode`le, chaque fonction gj peut eˆtre pe´nalise´e ou non et ainsi eˆtre associe´e a` aucun, un ou
plusieurs termes de pe´nalite´ de la forme :
λmβ
TSmβ
ou` les Sm sont des matrices syme´triques semi-de´ﬁnies positives connues et les λm sont des parame`tres
de lissage inconnus formant le vecteur λ.
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Une fois que les M matrices de pe´nalisation Sm ont e´te´ spe´ciﬁe´es, la matrice de pe´nalisation du mode`le
complet Sλ s’e´crit
Sλ =
M∑
m=1
λmS
m
Comme les mode`les de taux pe´nalise´s, les mode`les de taux en exce`s pe´nalise´s propose´s dans cette the`se
permettent de prendre en compte simultane´ment :
— les eﬀets non-line´aires des covariables et du temps
— les eﬀets non-proportionnels
— les interactions
L’ajout de termes parame´triques non pe´nalise´s associe´s a` des variables continues ou cate´gorielles est
e´galement possible.
Ces caracte´ristiques sont essentielles pour re´pondre aux proble´matiques e´pide´miologiques e´voque´es en
introduction.
9.2 Calcul de la vraisemblance et de ses de´rive´es
Dans le contexte du taux en exce`s, la contribution d’un individu i a` la log-vraisemblance est :
li(β) = δilog [hE(ti;xi) + hP (ti;zi)] −
∫ ti
0
hE(u;xi)du
Par souci de lisibilite´, nous e´crirons ri = hp(ai + ti,zi). La contribution a` la log-vraisemblance devient
donc :
li(β) = δilog [hE(ti;xi) + ri] −
∫ ti
0
hE(u;xi)du
La quadrature de Gauss-Legendre nous donne :
li(β) ≈ δilog [exp (Xiβ) + ri] −
q∑
k=1
wki exp
(
GLki β
)
La de´rive´e premie`re de li par rapport a` βl s’e´crit :
∂li(β)
∂βl
= δiXilexp (Xiβ)
exp (Xiβ) + ri
−
q∑
k=1
wki GL
k
ilexp
(
GLki β
)
et la de´rive´e seconde est :
∂2li(β)
∂βl∂βm
= riδiXilXimexp (Xiβ)
(exp (Xiβ) + ri)2
−
q∑
k=1
wki GL
k
ilGL
k
imexp
(
GLki β
)
Nota Bene : Dans cette section, nous avons besoin d’utiliser la division de matrices par des vecteurs
ainsi que l’exponentiation de vecteurs. Si v est un vecteur de taille n, M une matrice de dimension
(n,p), et y un nombre re´el :
(
M
v
)
i,j
= Mijvi et (v
y)i = (vi)y.
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Tout comme dans le mode`le de taux classique, H peut eˆtre exprime´e de manie`re matricielle :
H(β) = −XT
[
r ◦ δ ◦ X ◦ exp(Xβ)
(exp(Xβ) + r)2
]
+
q∑
k=1
(
GLk
)T [
wk ◦ GLk ◦ exp
(
GLkβ
)]
On note H1(β) = −XT
[
r◦δ◦X◦exp(Xβ)
(exp(Xβ)+r)2
]
et H2(β) =
∑q
k=1
(
GLk
)T [
wk ◦ GLk ◦ exp
(
GLkβ
)]
.
Enﬁn, pour estimer les parame`tres de lissage en survie nette, nous avons besoin des de´rive´es de H(βˆ)
par rapport aux parame`tres de lissage. En fait, les de´rive´es de H2(βˆ) sont de´ja` donne´es dans le
contexte de la survie brute dans (8.2) et (8.3). Ainsi, seules les de´rive´es de H1(βˆ), note´ H1 dans la
suite, sont ne´cessaires :
∂H1
∂ρl
= −XT
⎡⎢⎣r ◦ δ ◦ X ◦
⎧⎪⎨⎪⎩
⎛⎜⎝X ◦ exp(Xβˆ) ◦
(
r − exp(Xβˆ)
)
(
exp(Xβˆ) + r
)3
⎞⎟⎠ ∂βˆ
∂ρl
⎫⎪⎬⎪⎭
⎤⎥⎦
et
∂2H1
∂ρl∂ρm
= −XT
⎡⎢⎣r ◦ δ ◦ X ◦
⎧⎪⎨⎪⎩
⎛⎜⎝X ◦ X ◦ exp(Xβˆ) ◦
[
exp(Xβˆ) ◦ exp(Xβˆ) − 4r ◦ exp(Xβˆ) + r2
]
(
exp(Xβˆ) + r
)4
⎞⎟⎠ ∂βˆ
∂ρl
+
⎛⎜⎝X ◦ exp(Xβˆ) ◦
(
r − exp(Xβˆ)
)
(
exp(Xβˆ) + r
)3
⎞⎟⎠ ∂2βˆ
∂ρl∂ρm
⎫⎪⎬⎪⎭
⎤⎥⎦
Enﬁn, aﬁn de calculer (8.7) de manie`re eﬃciente, on calcule les de´rive´es de H1 selon le meˆme principe
que (8.9). C’est a` dire :
QT
∂2H1
∂ρl∂ρm
Q = − (XQ)T W (XQ)
ou` W est une matrice diagonale dont les e´le´ments diagonaux sont donne´s par le vecteur
w = r ◦ δ ◦
⎧⎪⎨⎪⎩
⎛⎜⎝X ◦ X ◦ exp(Xβˆ) ◦
[
exp(Xβˆ) ◦ exp(Xβˆ) − 4r ◦ exp(Xβˆ) + r2
]
(
exp(Xβˆ) + r
)4
⎞⎟⎠ ∂βˆ
∂ρl
+
⎛⎜⎝X ◦ exp(Xβˆ) ◦
(
r − exp(Xβˆ)
)
(
exp(Xβˆ) + r
)3
⎞⎟⎠ ∂2βˆ
∂ρl∂ρm
⎫⎪⎬⎪⎭
9.3 Mode`le de taux en exce`s pe´nalise´ a` eﬀets mixtes
La section 8.7 pre´sente les mode`les de taux pe´nalise´s a` eﬀets mixtes. La ge´ne´ralisation de l’approche
aux mode`les de taux en exce`s permet d’inclure tre`s facilement un intercept ale´atoire dans un mode`le
de taux en exce`s.
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Ainsi, les mode`les propose´s par Charvat et al. (2016) sont directement transposables dans un cadre
pe´nalise´ et l’e´quation (2.7) devient :
hO(t, xij , zij) = hE(t, xij)exp(wj) + hP (aij + t, zij)
pour chaque individu i d’un cluster j, c’est a` dire d’un ensemble regroupant plusieurs individus (par
exemple une zone ge´ographique comme le de´partement). Le terme wj est un eﬀet ale´atoire au niveau
du cluster et exp(wj) est appele´e la fragilite´ (frailty).
L’inconve´nient des splines pe´nalise´es par rapport a` un cadre classique de mode`les mixtes re´side dans
la ne´cessite´ d’estimer les wj (lors de l’optimisation) et pas seulement leur variance. Ainsi, lorsque le
nombre de clusters est tre`s important, l’approche propose´e devient diﬃcilement praticable.
De plus, cette approche fonde´e sur la pe´nalisation Ridge ne permet pas d’inte´grer tout type de struc-
tures d’eﬀets ale´atoires. Par exemple, il est possible d’incorporer un eﬀet ale´atoire sur l’intercept et
un autre eﬀet ale´atoire associe´ a` une covariable mais la covariance entre les deux doit alors eˆtre nulle.
Toutefois, de`s que les donne´es pre´sentent de la variabilite´ a` un autre niveau que le niveau individuel,
le mode`le de taux en exce`s pe´nalise´ a` eﬀets mixtes pre´sente un grand inte´reˆt e´pide´miologique.
9.4 Illustration de la pe´nalisation sur l’e´chelle du rapport de taux
en exce`s
Comme e´voque´ dans la section 8.1.2, la pe´nalisation des diﬀe´rences entre modalite´s d’une variable
cate´gorielle permet de lisser les rapports de taux entre modalite´s. L’inte´reˆt de cette approche est
illustre´ dans ce qui suit.
On s’inte´resse a` la mortalite´ en exce`s chez 12 331 individus (9 769 hommes et 2 562 femmes) diag-
nostique´s en France entre 2005 et 2010 d’un cancer le`vre-bouche-pharynx (donne´es FRANCIM). La
faible proportion de femmes implique une plus grande variabilite´ des estimations chez les femmes que
chez les hommes.
On compare les estimations des deux mode`les suivants :
mode`le 1 : log[hE(t, age, sexe)] = tensor(t, age)1Hommes + tensor(t, age)1Femmes
mode`le 2 : log[hE(t, age, sexe)] = tensor(t, age) + tensor(t, age)1Femmes
Le mode`le 1 correspond a` des pe´nalisations inde´pendantes chez les hommes et les femmes et co¨ıncide
donc avec ce que l’on obtiendrait en re´alisant une analyse se´pare´e chez les hommes et les femmes.
Le mode`le 2 pe´nalise la diﬀe´rence d’eﬀets entre les femmes et les hommes (les hommes e´tant pris en
re´fe´rence). La ﬁgure 9.1 compare les dynamiques de taux de mortalite´ en exce`s (hommes/femmes)
pre´dites par les mode`les 1 et 2 a` des taux constants par intervalles. Les taux constants par intervalles
sont calcule´s pour les classes d’aˆges ]35; 45], ]45; 55], ]55; 65] et ]65; 75] tandis que les taux pre´dits par
les mode`les 1 et 2 sont les taux pre´dits a` l’aˆge me´dian au sein de chaque classe.
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Figure 9.1 – Comparaison des taux en exce`s Hommes/Femmes chez les patients atteints
de cancer le`vre-bouche-pharynx
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Notons qu’ici, par simplicite´, nous n’avons pas calcule´ les taux populationnels mais les taux a` un aˆge
donne´ (sans conse´quence sur notre de´monstration).
On remarque que le type de pe´nalisation inﬂuence la dynamique du taux chez les femmes. En eﬀet,
une pe´nalisation inde´pendante de celle des hommes engendre une pre´diction plus lisse chez les femmes
de moins de 55 ans (notamment les deux premie`res anne´es). Au contraire, une pe´nalisation sur la
diﬀe´rence entre hommes et femmes implique une dynamique du taux chez les femmes calque´e sur celle
des hommes (ce qui semble conforme aux taux constants par intervalles).
Clairement, le sur-lissage observe´ chez les femmes avec la pe´nalisation inde´pendante vient d’un manque
d’information comme le montrent les intervalles de conﬁance des taux constants par intervalles (par
exemple, sur la classe d’aˆges ]35; 45] on a 437 hommes pour 109 femmes). Ainsi, les taux constants
indiquent des ressemblances entre les deux sexes et seule la pe´nalisation sur la diﬀe´rence permet de
retrouver cette similarite´.
Une autre manie`re de comprendre le phe´nome`ne est de s’inte´resser aux rapports de taux en exce`s
(hommes/femmes) pre´dits. La ﬁgure 9.2 pre´sente les rapports de taux de mortalite´ en exce`s (hom-
mes/femmes) en fonction du temps selon l’aˆge au diagnostic et le mode`le.
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Figure 9.2 – Rapport de taux en exce`s Hommes/Femmes chez les patients atteints de
cancer le`vre-bouche-pharynx
Le mode`le 2 propose des estimations bien plus convaincantes que le mode`le 1. Le fait d’utiliser les
hommes comme re´fe´rence permet de stabiliser e´norme´ment les estimations chez les femmes et ainsi
d’obtenir des rapports de taux en exce`s beaucoup plus faciles a` interpre´ter.
La pe´nalisation sur la diﬀe´rence (ou sur le rapport de taux) est particulie`rement attrayante lorsqu’il
faut e´tudier des facteurs pronostiques cate´goriels. Pour le stade au diagnostic par exemple, il est rai-
sonnable de penser que les dynamiques du taux pour deux stades successifs pre´sentent des similarite´s.
Chapitre 10
E´tude par simulation des proprie´te´s
statistiques de la me´thode propose´e
Les tendances de la survie nette en fonction de l’anne´e de diagnostic sont tre`s importantes en e´pide´miologie
des cancers. L’analyse de ces tendances tient compte de l’aˆge au diagnostic car celui-ci demeure un
facteur pronostique incontournable de la survie nette. Aﬁn d’e´valuer les performances des splines
multidimensionnelles pe´nalise´es dans ce contexte, nous avons simule´ des donne´es de survie dans les-
quelles le taux de mortalite´ en exce`s est une fonction du temps e´coule´ depuis le diagnostic, de l’aˆge
au diagnostic et de l’anne´e de diagnostic.
10.1 Design
Les donne´es simule´es de´crites dans cette the`se sont celles utilise´es par Remontet et al. (2019). L’e´tude
de simulation conside`re deux sce´narios : un provenant du cancer de l’œsophage (pas d’eﬀet de l’anne´e)
et un provenant du cancer du col de l’ute´rus (tendance complexe).
Premie`rement, deux mode`les parame´triques (non pe´nalise´s) prenant en compte les eﬀets du temps,
de l’aˆge et de l’anne´e ont e´te´ ajuste´s sur des donne´es re´elles franc¸aises (Cowppli-Bony et al., 2017)
et les parame`tres de re´gression de ces mode`les ont e´te´ utilise´s pour ge´ne´rer des donne´es simule´es.
Aﬁn d’e´viter tout risque de surestimation des performances du tensor, nous avons utilise´ des po-
lynoˆmes fractionnaires (Royston and Sauerbrei, 2008) au lieu de splines de re´gression. La strate´gie de
Sauerbrei et al. (2007) a ensuite e´te´ adapte´e aﬁn de choisir les puissances des polynoˆmes fractionnaires.
Chaque sce´nario s’accompagne de trois tailles d’e´chantillon (N = 2 000, 5 000, et 10 000 patients). les
sce´narios avec 2 000 et 5 000 patients sont associe´s a` 1 000 jeux de donne´es (D=1000), tandis que le
sce´nario avec 10 000 patients est associe´ a` 200 jeux de donne´es (D=200) aﬁn de limiter le temps de
calcul. Dans chaque sce´nario, la distribution d’aˆge utilise´e est e´quivalente a` celle de patients atteints
du cancer conside´re´ dans les donne´es re´elles.
L’anne´e de diagnostic a e´te´ tire´e ale´atoirement dans une loi uniforme comprise entre 1990 et 2010. Les
patients sont censure´s au bout de cinq ans de suivi ou en 2013.
Le temps jusqu’au de´ce`s (T ) est le minimum entre le temps jusqu’au de´ce`s duˆ au cancer (TE) et le
temps jusqu’au de´ce`s duˆ a` une autre cause (TP ). TP est ge´ne´re´ a` partir d’une loi exponentielle par
morceaux (Danieli et al., 2012). Une fois les parame`tres de re´gression estime´s, la fonction de re´partition
de TE est calcule´e et TE est ge´ne´re´ par la me´thode de la transforme´e inverse.
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10.2 Description des tendances the´oriques
En notant t le temps depuis le diagnostic, a l’aˆge au diagnostic et y l’anne´e de diagnostic, les mode`les
the´oriques sont :
log[hœsophageE (t, a, y)] = FP0(t) + FP1(t) × a + β7 × a + β8 ×
1√
a
+ β9 × log(a)
et
log[hcolE (t, a, y)] = FP0(t) + FP1(t) × a + β7 × a + β8 × a2 + β9 × log(a)
+β10 × y + β11 × y × t + β12 × a2 × y + β13 × a2 × y × t
+β14 × a3 × log(a) × y + β15 × a3 × log(a) × y × t
avec
FP0(t) = β0 + β1 × 11 + t + β2 × log(1 + t) + β3 × t
et
FP1(t) = β4 × 11 + t + β5 × log(1 + t) + β6 × t
Dans les deux sce´narios, l’eﬀet de l’aˆge est non-line´aire et non-proportionnel.
Le sce´nario col de l’ute´rus inclut un eﬀet line´aire et non-proportionnel de l’anne´e, avec une forte inter-
action avec l’eﬀet de l’aˆge, ainsi qu’une triple interaction entre les eﬀets du temps, de l’aˆge et de l’anne´e.
Au contraire, le sce´nario œsophage est associe´ a` une absence d’eﬀet de l’anne´e. Cette hypothe`se a
pour but d’e´tudier le comportement du tensor lorsqu’un fort lissage est ne´cessaire selon une direction
(en l’occurrence l’anne´e) et qu’un tre`s faible lissage est ne´cessaire selon une autre direction (le temps).
En eﬀet, l’une des caracte´ristiques inte´ressantes de ce sce´nario est la non-monotonie du taux en exce`s
en fonction du temps : le taux de mortalite´ en exce`s augmente jusqu’a` un an apre`s le diagnostic puis
de´croˆıt fortement (voir la ﬁgure 10.1).
10.3 Mode`les ajuste´s
Les eﬀets conjoints du temps e´coule´ depuis le diagnostic, de l’aˆge au diagnostic et de l’anne´e de diag-
nostic sur le logarithme du taux en exce`s sont mode´lise´s par un tensor a` trois dimensions.
Les bases marginales du temps, de l’aˆge et de l’anne´e sont des splines cubiques naturelles respective-
ment associe´es a` six, cinq et quatre nœuds. Ces nœuds sont positionne´s suivant les percentiles (parmi
les de´ce`s) suivants ; 0, 0,20, 0,40, 0,60, 0,80, et 1 pour le temps ; 0, 0,25, 0,50, 0,75, et 1 pour l’aˆge, et
0, 0,33, 0,66, et 1 pour l’anne´e.
Le nombre total de parame`tres de re´gression s’e´le`ve a` 6 × 5 × 4 = 120 tandis que la pe´nalisation est
controˆle´e par trois parame`tres de lissage. Deux mode`les sont ajuste´s : un tensor dont les parame`tres
de lissage sont estime´s par LAML et un tensor dont les parame`tres de lissage sont estime´s par LCV.
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Figure 10.1 – Simulation : tendances the´oriques
10.4 E´valuation de la performance de l’approche
Les performances statistiques de l’approche propose´e ont e´te´ e´value´es par l’estimation du taux en
exce`s et de la survie nette a` diﬀe´rentes combinaisons de temps e´coule´ depuis le diagnostic (0,5, 1, 2,
3, 4, et 5 ans), d’aˆges au diagnostic (tous les 5 ans, de 30 a` 85 ans pour le col de l’ute´rus et de 45 a`
85 ans pour l’œsophage), et d’anne´es de diagnostic (tous les 5 ans de 1990 a` 2010).
La simulation prend en compte 12 conﬁgurations (2 sce´narios x 3 taille d’e´chantillon x 2 crite`res pour
l’estimation des parame`tres de lissage).
Pour un temps donne´ t et un vecteur de covariables x, soient
hE(t,x) et SN(t,x)
les valeurs the´oriques du taux en exce`s et de la survie nette respectivement. Soient
hˆdE(t,x) et ŜN
d(t,x)
leurs valeurs estime´es respectives a` partir du de jeu de donne´es simule´es.
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Dans chacune des 12 conﬁgurations possibles, nous estimons : i) la Root Mean Integrated Squared
Error (RMISE, voir par exemple Rondeau et al. 2007) du taux en exce`s,√√√√1/D D∑
d=1
[∫ (
hˆdE(t,x) − hE(t,x)
)2
dt
]
ii) le biais dans l’estimation de la survie nette,
1/D
D∑
d=1
[
ŜN
d(t,x) − SN(t,x)
]
iii) la Root Mean Squared Error (RMSE) dans l’estimation de la survie nette,√√√√1/D D∑
d=1
[
ŜN
d(t,x) − SN(t,x)
]2
iv) les probabilite´s de couverture de´ﬁnies comme la proportion des intervalles de conﬁance a` 95% qui
contiennent la valeur the´orique.
La RMISE est approche´e par une quadrature de Gauss-Legendre avec 20 valeurs de temps. Les pro-
babilite´s de couverture sont estime´es a` partir des matrices de covariance fre´quentiste Vβˆ , Baye´sienne
Vβ, et Baye´sienne corrige´e V ′β .
Les degre´s de liberte´ eﬀectifs (6.1) sont utilise´s aﬁn de mesurer la complexite´ des mode`les ajuste´s.
Aﬁn de mettre en perspective les performances du tensor et de valider le processus de ge´ne´ration des
donne´es simule´es, le vrai mode`le (i.e., celui qui a servi a` ge´ne´rer les donne´es) a e´galement e´te´ ajuste´.
10.5 Re´sultats
La ﬁgure 10.2 montre les performances de l’approche en termes de RMISE sur le taux en exce`s et la
ﬁgure 10.3 montre les performances en termes de biais et de RMSE sur la survie nette. Pour chaque
sce´nario et taille d’e´chantillon, les performances du vrai mode`le, du tensor LCV et du tensor LAML
sont compare´es. Les boxplots de la RMISE sont calcule´s a` partir de combinaisons d’aˆge (par tranches
de 5 ans, de 45 a` 85 ans pour œsophage et de 30 a` 85 ans pour le col de l’ute´rus) et d’anne´e de
diagnostic (par tranches de 5 ans, de 1990 a` 2010). Pour les boxplots de la RMSE, ces combinaisons
aˆge-anne´e sont re´pe´te´es pour 0,5, 1, 2, 3, 4 et 5 ans de suivi.
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Figure 10.2 – Boxplots de la RMISE (multiplie´s par 100) sur le taux en exce`s pour chaque
sce´nario et taille d’e´chantillon (45 combinaisons pour œsophage et 60 pour col).
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Figure 10.3 – Boxplots du biais et de la RMSE (multiplie´s par 100) sur la survie nette
pour chaque sce´nario et taille d’e´chantillon (270 combinaisons pour œsophage et 360
pour col).
Dans le sce´nario œsophage, comme attendu, la RMISE du tensor est plus importante que celle du
vrai mode`le. Le tensor est en eﬀet trop ﬂexible pour un sce´nario aussi simple, notamment car il tient
compte de l’eﬀet de l’anne´e alors qu’il est absent du mode`le ayant ge´ne´re´ les donne´es : cela implique
une plus grande variabilite´.
Nota Bene : Toutefois, en comparaison avec rstpm2 (voir la ﬁgure 12.1 de la section 12.2), les per-
formances en termes de RMISE de notre approche sont bien supe´rieures. De meˆme, concernant la
survie (voir la ﬁgure 12.2 de la section 12.2), notre approche est supe´rieure en termes de RMSE par
rapport a` rstpm2 bien que le biais engendre´ par ce dernier soit le´ge`rement plus faible. La RMSE est
un indicateur a` privile´gier, notamment dans un cadre pe´nalise´ ou` le biais est ine´vitable, car il tient
compte du biais et de la variance.
Quels que soient le sce´nario ou la taille d’e´chantillon, le crite`re LAML semble oﬀrir des re´sultats
le´ge`rement meilleurs que ceux du crite`re LCV en termes de valeurs me´dianes de RMISE et RMSE
(e.g., RMSE me´dian*100, sce´nario œsophage et N=2000 : 2,31 avec LCV vs. 2,24 avec LAML).
De plus, LCV semble eˆtre le´ge`rement plus volatile que LAML : les boxplots associe´s a` LCV sont en
ge´ne´ral plus disperse´s que ceux associe´s a` LAML. Ces re´sultats sont en accord avec ceux de Ruppert
et al. (2003) qui montrent que le crite`re REML est plus susceptible d’avoir une variance infe´rieure
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a` celle du crite`re GCV. Les tableaux 10.1 et 10.2 donnent les probabilite´s de couverture me´dianes
obtenues a` partir de chaque matrice de covariance dans l’estimation du taux en exce`s et de la survie
nette.
Vβˆ Vβ V
′
β
Sce´nario Taille
d’e´chantillon
Vrai
mode`le
LCV LAML LCV LAML LAML
Oesophage
2000 94,5 92,3 91,9 95,4 95,7 97,5
5000 94,8 93,3 93,5 96,0 96,2 97,4
10000 96,0 94,0 94,5 96,5 96,5 97,5
Col de l’ute´rus
2000 95,1 92,0 92,4 96,1 96,3 98,2
5000 94,6 92,0 92,0 96,0 96,1 97,8
10000 95,0 92,5 92,5 96,0 96,5 97,5
Tableau 10.1 – Me´dianes des probabilite´s de couverture (en %) dans l’estimation du taux
en exce`s en fonction du type d’estimation de variance
Vβˆ Vβ V
′
β
Sce´nario Taille
d’e´chantillon
Vrai
mode`le
LCV LAML LCV LAML LAML
Oesophage
2000 94,8 91,5 92,0 94,1 94,8 96,9
5000 95,2 92,2 93,1 94,9 95,6 96,9
10000 96,0 93,5 94,5 96,0 96,5 97,5
Col de l’ute´rus
2000 95,1 90,8 90,6 93,4 93,3 96,3
5000 95,0 91,1 90,4 93,9 93,5 96,1
10000 95,0 92,0 91,5 94,5 94,0 96,0
Tableau 10.2 – Me´dianes des probabilite´s de couverture (en %) dans l’estimation de la
survie nette en fonction du type d’estimation de variance
Les probabilite´s de couverture obtenues par la matrice de covariance fre´quentiste Vβˆ (avec LCV ou
LAML) sont assez basses, notamment dans le sce´nario col de l’ute´rus. Cette pie`tre performance e´tait
attendue car la matrice fre´quentiste ne tient pas compte du biais induit par la pe´nalisation (Wood,
2006a).
Au contraire, les probabilite´s de couverture obtenues par la matrice de covariance Baye´sienne Vβ sont
proches de 95% et ce meˆme dans le sce´nario œsophage dans lequel le parame`tre de lissage associe´ a`
l’anne´e de diagnostic est inﬁni. Ainsi, la matrice de covariance Baye´sienne propose des performances
satisfaisantes sans prendre en compte l’incertitude sur les parame`tres de lissage.
Par construction, la matrice de covariance Baye´sienne corrige´e V ′β produit des estimations de variance
plus importantes par rapport a` Vβ. Dans l’estimation du taux en exce`s, les probabilite´s de couverture
de´passent assez largement la valeur cible de 95%.
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Le tableau 10.3 donne les valeurs me´dianes des degre´s de liberte´ eﬀectifs obtenus par le tensor LCV
et LAML pour chaque sce´nario et taille d’e´chantillon. Le crite`re LAML semble ainsi produire des
estimations un peu plus lisses que le crite`re LCV.
Sce´nario Taille d’e´chantillon edf avec LCV edf avec LAML
Oesophage
2000 22,8 21,5
5000 27,5 26,7
10000 31,5 31,0
Col de l’ute´rus
2000 19,5 17,8
5000 26,2 24,8
10000 32,6 30,3
Tableau 10.3 – Me´dianes des degre´s de liberte´ eﬀectifs parmi tous les mode`les ajuste´s
Parmi les 8 800 mode`les ajuste´s (4 400 avec LAML et 4 400 avec LCV), seul un tensor LCV n’a pas
atteint les crite`res de convergence. Les proprie´te´s de convergence du tensor sont donc extreˆmement
satisfaisantes.
Les temps d’exe´cution me´dians avec LCV et LAML sont comparables pour N=2 000 et 5 000 (autour
de 60s et 160s par mode`le, respectivement, sur un ordinateur de bureau utilisant un processeur Intel
i5-6600 cadence´ a` 3,30 GHz et dote´ de 16 Go de me´moire vive). Pour N=10 000, l’optimisation via
LAML est le´ge`rement plus rapide que celle via LCV (430s vs. 460s). En outre, la variance des temps
d’exe´cution est plus importante avec LCV.
En re`gle ge´ne´rale, le crite`re LCV donne des probabilite´s de couverture un peu plus faibles que LAML.
Toutefois, les performances des deux crite`res a` partir de la matrice de covariance Baye´sienne de-
viennent comparables avec l’augmentation de la taille d’e´chantillon. L’optimisation via LAML semble
le´ge`rement plus performante que celle fonde´e sur le LCV en termes de RMISE, RMSE, et probabilite´s
de couverture. Cependant, les diﬀe´rences sont assez faibles et les deux crite`res demeurent utiles en
pratique.
Enﬁn, notons que les simulations expose´es ici ne conside`rent pas de tre`s petits e´chantillons (entre
200 et 1 000 individus). Toutefois, Remontet et al. (2019) ont montre´ que les performances du tensor
pe´nalise´ ne se de´gradaient pas dans de telles conﬁgurations.
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Chapitre 11
Le package survPen
11.1 Motivation
Lorsque l’on souhaite promouvoir une nouvelle me´thode d’analyse, il est essentiel de la rendre uti-
lisable par d’autres. C’est la raison pour laquelle j’ai choisi d’e´crire le package survPen. En outre,
l’e´criture de ce package est indissociable de mon travail de the`se car il repre´sente la synthe`se de mon
appropriation du sujet. Le package a fait l’objet d’un article scientiﬁque (Fauvernier et al., 2019a). La
version publie´e est disponible a` la ﬁn de cette the`se (voir section D).
Le package survPen est disponible sur le site du CRAN a` l’adresse suivante :
https ://CRAN.R-project.org/package=survPen
La version de de´veloppement est disponible a` l’adresse suivante :
https ://github.com/fauvernierma/survPen
Notons enﬁn que ce chapitre est une traduction franc¸aise de la vignette du package disponible via les
liens ci-dessus.
11.2 datCancer
Le package survPen dispose d’un jeu de donne´es simule´es (datCancer) portant sur 2000 patientes
diagnostique´es d’un cancer du col de l’ute´rus entre 1990 et 2010. La ﬁn du suivi est ﬁxe´e au 30 Juin
2013. Le jeu de donne´es comprend 6 variables :
— begin : de´but du suivi, de 0 a` 1 an. Pour illustrations sur la troncature gauche uniquement.
— fu : temps de suivi en anne´es, de 0 a` 5 ans.
— age : aˆge au diagnostic en anne´es, de 21,39 a` 99,33 ans.
— yod : anne´e de diagnostic, de 1990,023 a` 2010,999.
— dead : indicatrice de de´ce`s (1 si de´ce`s, 0 sinon).
— rate : taux de mortalite´ attendu, de 0 a` 0,38 de´ce`s par personne-anne´e.
Les dix premie`res lignes sont donne´es ci-dessous :
data(datCancer)
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Tableau 11.1 – survPen - jeu de donne´es datCancer
begin fu age yod dead rate
0.26 0.74 35.86 1990.62 1 0.00
0.20 0.77 43.52 1990.19 1 0.00
0.74 0.88 46.04 1990.16 1 0.00
0.55 0.76 49.97 1990.06 1 0.00
0.27 0.88 49.18 1990.31 1 0.00
0.45 0.77 52.53 1990.22 1 0.00
0.57 0.94 53.26 1990.74 1 0.00
0.04 0.05 55.25 1990.12 1 0.00
0.00 0.03 66.30 1990.30 1 0.01
0.15 0.18 73.87 1990.31 1 0.02
11.3 De´buter avec survPen
La spe´ciﬁcation du mode`le devrait paraˆıtre naturelle aux utilisateurs de la fonction glm car le pre´dicteur
line´aire est inte´gralement spe´ciﬁe´ par la formule du mode`le. En plus du temps de suivi (argument t1 )
et de l’indicatrice d’e´ve´nement (argument event), l’utilisateur ne doit fournir qu’une formule com-
menc¸ant par le symbole ”∼” suivi des formes fonctionnelles des covariables et du temps. Rien n’est
spe´ciﬁe´ a` la gauche de la formule car le pre´dicteur est implicite (log du taux ou log du taux en exce`s).
Supposons que l’on ne soit inte´resse´ que par l’eﬀet du temps sur le taux de mortalite´.
Voici quelques exemples de mode`les ajuste´s sur le log du taux.
11.3.1 Taux constant
log[h(t)] = β0
f.cst <- ˜1
mod.cst <- survPen(f.cst, data = datCancer, t1 = fu, event = dead)
11.3.2 Taux constant par intervalles
log[h(t)] =
p∑
k=1
βkIk(t)
ou` Ik(t) = 1 si t appartient au ke intervalle et 0 sinon.
f.pwcst <- ˜cut(fu, breaks = seq(0, 5, by = 0.5), include.lowest = TRUE)
mod.pwcst <- survPen(f.pwcst, data = datCancer, t1 = fu, event = dead, n.legendre = 200)
Ici, on augmente le nombre de nœuds pour la quadrature de Gauss-Legendre aﬁn que le taux cumule´
soit bien approxime´.
11.3. DE´BUTER AVEC SURVPEN 109
11.3.3 Taux log-line´aire
log[h(t)] = β0 + β1 × t
f.lin <- ˜fu
mod.lin <- survPen(f.lin, data = datCancer, t1 = fu, event = dead)
11.3.4 Splines cubiques restreintes
log[h(t)] = f(t)
ou` f est une spline cubique restreinte (line´aire au-dela` des nœuds exte´rieurs) avec les nœuds inte´rieurs
0,25, 0,5, 1, 2 et 4 et les nœuds exte´rieurs 0 et 5. Ici, il faut noter que f n’est pas pe´nalise´e.
On utilise le package splines
library(splines)
f.rcs <- ˜ns(fu, knots = c(0.25, 0.5, 1, 2, 4), Boundary.knots = c(0, 5))
mod.rcs <- survPen(f.rcs, data = datCancer, t1 = fu, event = dead)
11.3.5 Splines cubiques restreintes pe´nalise´es
Nous utilisons le meˆme mode`le que pre´ce´demment a` ceci pre`s que l’on ajoute un terme de pe´nalite´ qui
controˆle la re´gularite´ de la courbe pre´dite
log[h(t)] = s(t)
ou` s est une spline cubique restreinte pe´nalise´e avec les nœuds inte´rieurs 0,25, 0,5, 1, 2 et 4 et les
nœuds exte´rieurs 0 et 5.
On utilise le constructeur smf (pour smooth function) au sein du package survPen
f.pen <- ˜smf(fu, knots = c(0, 0.25, 0.5, 1, 2, 4, 5))
# attention, les noeuds exterieurs sont inclus ici
mod.pen <- survPen(f.pen, data = datCancer, t1 = fu, event = dead)
Nota Bene : la version non pe´nalise´e de ce mode`le pouvait e´galement eˆtre spe´ciﬁe´e en forc¸ant le
parame`tre de lissage a` ze´ro :
mod.unpen <- survPen(f.pen, data = datCancer, t1 = fu, event = dead, lambda = 0)
mod.unpen correspond ainsi a` mod.rcs.
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11.4 Pre´dictions et sorties du mode`le
11.4.1 Pre´dictions standards
new.time <- seq(0, 5, length = 100)
pred.cst <- predict(mod.cst, data.frame(fu = new.time))
pred.pwcst <- predict(mod.pwcst, data.frame(fu = new.time))
pred.lin <- predict(mod.lin, data.frame(fu = new.time))
pred.rcs <- predict(mod.rcs, data.frame(fu = new.time))
pred.pen <- predict(mod.pen, data.frame(fu = new.time))
lwd1 <- 2
par(mfrow = c(1, 1))
plot(new.time, pred.cst$haz, type = "l", ylim = c(0, 0.2), main = "Dynamique du taux",
xlab = "temps e´coule´ depuis le diagnostic (anne´es)", ylab = "taux de mortalite´",
col = "black", lwd = lwd1)
segments(x0 = new.time[1:99], x1 = new.time[2:100], y0 = pred.pwcst$haz[1:99],
col = "blue3", lwd = lwd1)
lines(new.time, pred.lin$haz, col = "green3", lwd = lwd1)
lines(new.time, pred.rcs$haz, col = "orange", lwd = lwd1)
lines(new.time, pred.pen$haz, col = "red", lwd = lwd1)
legend("topright", legend = c("constant", "constant par morceaux", "log-line´aire",
"spline cubique restreinte", "spline cubique restreinte pe´nalise´e"), col = c("black",
"blue3", "green3", "orange", "red"), lty = rep(1, 5), lwd = rep(lwd1, 5))
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Figure 11.1 – survPen - Comparaison de diﬀe´rents mode`les
La ﬁgure 11.1 montre que le mode`le pe´nalise´ donne un taux plus lisse que la version non pe´nalise´e. De
manie`re ge´ne´rale, l’estimation re´alise´e a` partir d’un mode`le pe´nalise´ pre´sente ainsi un biais le´ge`rement
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plus important mais est moins propice au sur-ajustement.
Les pre´dictions du taux et de la survie peuvent e´galement eˆtre accompagne´es de leurs intervalles de
conﬁance (voir la ﬁgure 11.2)
par(mfrow = c(1, 2))
plot(new.time, pred.pen$haz, type = "l", ylim = c(0, 0.2), main = "Taux pre´dit par mod.pen",
xlab = "temps", ylab = "taux", col = "red", lwd = lwd1)
lines(new.time, pred.pen$haz.inf, lty = 2)
lines(new.time, pred.pen$haz.sup, lty = 2)
plot(new.time, pred.pen$surv, type = "l", ylim = c(0, 1), main = "Survie pre´dite par mod.pen",
xlab = "temps", ylab = "survie", col = "red", lwd = lwd1)
lines(new.time, pred.pen$surv.inf, lty = 2)
lines(new.time, pred.pen$surv.sup, lty = 2)
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Figure 11.2 – survPen - Pre´dictions avec intervalles de conﬁance
11.4.2 Pre´dictions a` la carte
En plus des traditionnelles estimations du taux et de la survie (et leurs intervalles de conﬁance), l’uti-
lisateur peut re´cupe´rer directement la matrice de design associe´e aux nouvelles donne´es de pre´diction.
Cette fonctionnalite´ est disponible avec la me´thode predict via l’argument type = ”lpmatrix”. Cette
fonctionnalite´ est particulie`rement inte´ressante si l’utilisateur veut re´aliser des pre´dictions sur une
e´chelle arbitraire (en dehors du taux, taux cumule´ et de la survie).
Recalculons par exemple le taux a` la main et comparons avec la pre´diction par de´faut
haz.pen <- pred.pen$haz
X.pen <- predict(mod.pen, data.frame(fu = new.time), type = "lpmatrix")
haz.pen.lpmatrix <- as.numeric(exp(X.pen %*% mod.pen$coefficients))
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summary(haz.pen.lpmatrix - haz.pen)
#> Min. 1st Qu. Median Mean 3rd Qu. Max.
#> 0 0 0 0 0 0
Les intervalles de conﬁance a` 95% peuvent eˆtre calcule´s ainsi
# erreurs standards a partir de la matrice de covariance bayesienne Vp
std <- sqrt(rowSums((X.pen %*% mod.pen$Vp) * X.pen))
qt.norm <- stats::qnorm(1 - (1 - 0.95)/2)
haz.inf <- as.vector(exp(X.pen %*% mod.pen$coefficients - qt.norm * std))
haz.sup <- as.vector(exp(X.pen %*% mod.pen$coefficients + qt.norm * std))
summary(haz.inf - pred.pen$haz.inf)
#> Min. 1st Qu. Median Mean 3rd Qu. Max.
#> 0 0 0 0 0 0
summary(haz.sup - pred.pen$haz.sup)
#> Min. 1st Qu. Median Mean 3rd Qu. Max.
#> 0 0 0 0 0 0
11.4.3 Re´sume´ du mode`le
Regardons le re´sume´ de mod.pen
summary(mod.pen)
#> penalized hazard model
#>
#> Call:
#> survPen(formula = f.pen, data = datCancer, t1 = fu, event = dead)
#>
#> Coefficients:
#> Estimate Std. Error z value Pr(>|z|)
#> (Intercept) -3.04226 0.12344 -24.645 < 2.2e-16 ***
#> ---
#> Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
#>
#> likelihood= -2320.85 , penalized likelihood= -2321.66
#> Number of parameters= 7 , effective degrees of freedom= 3.6549
#> LAML = 2326.26
#>
#> Smoothing parameter(s):
#> smf(fu)
#> 1690.498
#>
#> edf of smooth terms:
#> smf(fu)
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#> 2.654904
#>
#> converged= TRUE
La fonction summary aﬃche :
— la log-vraisemblance
— la log-vraisemblance pe´nalise´e
— le nombre de parame`tres de re´gression
— le nombre de degre´s de liberte´ eﬀectifs
— l’oppose´ du crite`re LAML a` convergence
— les parame`tres de lissage estime´s
— les degre´s de liberte´ eﬀectifs par splines pe´nalise´es
Toutes ces valeurs peuvent eˆtre e´galement re´cupe´re´es ainsi
mod.pen$ll.unpen
#> [1] -2320.848
mod.pen$ll
#> [1] -2321.659
mod.pen$p
#> [1] 7
sum(mod.pen$edf)
#> [1] 3.654904
mod.pen$LAML
#> [1] 2326.262
mod.pen$lambda
#> smf(fu)
#> 1690.498
summary(mod.pen)$edf.per.smooth
#> smf(fu)
#> 2.654904
11.4.4 Se´lection de mode`le
L’AIC du mode`le est donne´ par
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mod.pen$aic
#> [1] 4649.005
Les degre´s de liberte´ eﬀectifs (edf) utilise´s pour de´ﬁnir l’AIC sont
sum(mod.pen$edf)
#> [1] 3.654904
L’AIC corrige´ pour tenir compte de l’incertitude sur les parame`tres de lissage est
mod.pen$aic2
#> [1] 4650.505
Les degre´s de liberte´ eﬀectifs corrige´s associe´s sont
sum(mod.pen$edf2)
#> [1] 4.405014
11.5 Estimation des parame`tres de lissage
Le package survPen propose deux crite`res aﬁn d’estimer les parame`tres de lissage : LCV pour Li-
kelihood Cross Validation et LAML pour Laplace Approximate Marginal Likelihood (voir le chapitre
6).
f1 <- ˜smf(fu)
mod.LCV <- survPen(f1, data = datCancer, t1 = fu, event = dead, expected = NULL,
method = "LCV")
mod.LCV$lambda
#> smf(fu)
#> 3346.303
mod.LAML <- survPen(f1, data = datCancer, t1 = fu, event = dead, expected = NULL,
method = "LAML")
mod.LAML$lambda
#> smf(fu)
#> 3682.498
En ge´ne´ral, choisir l’un ou l’autre n’impactera quasiment pas les pre´dictions dans le sens ou` les pa-
rame`tres de lissage estime´s seront les meˆmes (voir la ﬁgure 11.3).
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new.time <- seq(0, 5, length = 100)
pred.LCV <- predict(mod.LCV, data.frame(fu = new.time))
pred.LAML <- predict(mod.LAML, data.frame(fu = new.time))
par(mfrow = c(1, 1))
plot(new.time, pred.LCV$haz, type = "l", ylim = c(0, 0.2), main = "LCV vs LAML",
xlab = "temps e´coule´ depuis le diagnostic (anne´es)", ylab = "taux", col = "black",
lwd = lwd1)
lines(new.time, pred.LAML$haz, col = "red", lwd = lwd1, lty = 2)
legend("topright", legend = c("LCV", "LAML"), col = c("black", "red"), lty = c(1,
2), lwd = rep(lwd1, 2))
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Figure 11.3 – survPen - LCV vs LAML avec 10 parame`tres de re´gression
Pour mieux comprendre le processus d’estimation, aﬃchons les crite`res LCV et LAML comme fonctions
des (log-) parame`tres de lissage (ﬁgure 11.4).
rho.vec <- seq(-1, 15, length = 50)
LCV <- rep(0, 50)
LAML <- rep(0, 50)
for (i in 1:50) {
mod <- survPen(f1, data = datCancer, t1 = fu, event = dead, lambda = exp(rho.vec[i]))
LCV[i] <- mod$LCV
LAML[i] <- mod$LAML
}
rho.LCV <- rho.vec[which(LCV == min(LCV))]
rho.LAML <- rho.vec[which(LAML == min(LAML))]
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par(mfrow = c(1, 2), mar = c(3, 3, 1.5, 0.5), mgp = c(1.5, 0.5, 0))
plot(rho.vec, LCV, type = "l", main = expression(paste("LCV vs ", log(lambda))),
ylab = "LCV", xlab = expression(log(lambda)), lwd = lwd1)
abline(v = rho.LCV, lty = 2, col = "red")
text(rho.LCV, mean(LCV), bquote(log(lambda) == .(round(rho.LCV, 2))))
plot(rho.vec, LAML, type = "l", main = expression(paste("LAML vs ", log(lambda))),
ylab = "-LAML", xlab = expression(log(lambda)), lwd = lwd1)
abline(v = rho.LAML, lty = 2, col = "red")
text(rho.LAML, mean(LAML), bquote(log(lambda) == .(round(rho.LAML, 2))))
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Figure 11.4 – survPen - LCV et LAML comme fonctions des parame`tres de lissage
D’apre`s la ﬁgure 11.4, les deux fonctions conduisent au meˆme parame`tre de lissage.
11.6 Position des noeuds
Exemple d’une spline pe´nalise´e du temps avec 5 nœuds
f1 <- ˜smf(fu, df = 5)
Quand les nœuds ne sont pas spe´ciﬁe´s, ils sont calcule´s a` partir des quantiles de la covariable : par
exemple, pour le terme smf(x,df=df1), les nœuds seront : quantile(unique(x),seq(0,1,length=df1)).
df1 <- 5
quantile(unique(datCancer$fu), seq(0, 1, length = df1))
#> 0% 25% 50% 75% 100%
#> 0.001455958 0.732075578 1.425060350 2.570586727 5.000000000
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Les noeuds sont e´galement accessibles via l’objet survPen
mod1 <- survPen(f1, data = datCancer, t1 = fu, event = dead)
mod1$list.smf
#> [[1]]
#> $term
#> [1] "fu"
#>
#> $dim
#> [1] 1
#>
#> $knots
#> $knots[[1]]
#> 0% 25% 50% 75% 100%
#> 0.001455958 0.732075578 1.425060350 2.570586727 5.000000000
#>
#>
#> $df
#> [1] 5
#>
#> $by
#> [1] "NULL"
#>
#> $same.rho
#> [1] FALSE
#>
#> $name
#> [1] "smf(fu)"
#>
#> attr(,"class")
#> [1] "smf.smooth.spec"
et les noeuds peuvent eˆtre spe´ciﬁe´s par l’utilisateur
# f1 <- ˜smf(fu,knots=c(0,1,3,6,8))
11.7 Taux en exce`s
L’une des caracte´ristiques tre`s importantes du package survPen est la possibilite´ d’ajuster des mode`les
de taux en exce`s pe´nalise´s (voir le chapitre 9). Ajustons un mode`le de taux et un mode`le de taux en
exce`s.
mod.total <- survPen(f1, data = datCancer, t1 = fu, event = dead, method = "LAML")
mod.excess <- survPen(f1, data = datCancer, t1 = fu, event = dead, expected = rate,
method = "LAML")
La spe´ciﬁcation des taux attendus passe par l’argument expected. Comparons les pre´dictions des deux
mode`les dans la ﬁgure 11.5 :
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new.time <- seq(0, 5, length = 100)
pred.total <- predict(mod.total, data.frame(fu = new.time))
pred.excess <- predict(mod.excess, data.frame(fu = new.time))
# taux vs taux en exces
par(mfrow = c(1, 2))
plot(new.time, pred.total$haz, type = "l", ylim = c(0, 0.2), main = "taux vs taux en exce`s",
xlab = "temps", ylab = "taux")
lines(new.time, pred.excess$haz, col = "green3", lty = 2)
legend("topright", legend = c("taux brut", "taux en exce`s"), col = c("black",
"green3"), lty = c(1, 2))
# survie vs survie nette
plot(new.time, pred.total$surv, type = "l", ylim = c(0, 1), main = "survie vs survie nette",
xlab = "temps", ylab = "survie")
lines(new.time, pred.excess$surv, col = "green3", lty = 2)
legend("bottomleft", legend = c("survie brute", "survie nette"), col = c("black",
"green3"), lty = c(1, 2))
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Figure 11.5 – survPen - Taux brut vs taux en exce`s
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11.8 Produit tensoriel
Les produits tensoriels repre´sentent une fonctionnalite´ majeure du package survPen (voir la section
4.4.3). En eﬀet, ils permettent de mode´liser conjointement la non-line´arite´, la non-proportionnalite´
ainsi que les interactions.
Deux constructeurs sont disponibles
— tensor : le nombre de parame`tres de lissage est e´gal au nombre de covariables. Ce constructeur
est similaire a` te du package mgcv.
— tint : implique le meˆme design qu’avec tensor mais de´compose les termes de pe´nalite´ entre les
eﬀets propres d’une part et les interactions de l’autre (ANOVA decomposition). Ce constructeur
est similaire a` ti du package mgcv.
Le constructeur tensor permet de spe´ciﬁer des mode`les tels que
log[h(t, age)] = f(t, age)
ou` f est un produit tensoriel associe´ a` deux parame`tres de lissage, un pour chaque direction. Cepen-
dant, cette construction fait l’hypothe`se que l’eﬀet propre de chaque covariable est de meˆme complexite´
que son eﬀet associe´ dans le terme d’interaction.
Le constructeur tint le`ve cette hypothe`se. En eﬀet, le mode`le devient :
log[h(t, age)] = f(t) + g(age) + k(t, age)
ou` f est associe´e a` un parame`tre de lissage, g e´galement et k est associe´e a` deux parame`tres de lissage.
Nous obtenons quatre parame`tres de lissage au total mais le design est le meˆme que pre´ce´demment.
Bien suˆr, l’approche tint atteint rapidement ses limites en termes de complexite´ quand le nombre de
covariables augmente. En eﬀet, avec trois covariables par exemple, alors que le tensor est associe´ a`
trois parame`tres de lissage, la version inte´gralement de´compose´e via tint atteint les douze parame`tres
de lissage a` estimer.
11.8.1 Deux dimensions
Nous comparons les approches tensor et tint. On s’inte´resse au temps de suivi et a` l’aˆge au diagnostic.
Les parame`tres de lissage sont estime´s par LAML.
f.tensor <- ˜tensor(fu, age, df = c(5, 5))
f.tint <- ˜tint(fu, df = 5) + tint(age, df = 5) + tint(fu, age, df = c(5, 5))
mod.tensor <- survPen(f.tensor, data = datCancer, t1 = fu, event = dead)
summary(mod.tensor)
#> penalized hazard model
#>
#> Call:
#> survPen(formula = f.tensor, data = datCancer, t1 = fu, event = dead)
#>
#> Coefficients:
#> Estimate Std. Error z value Pr(>|z|)
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#> (Intercept) -3.31334 0.17612 -18.813 < 2.2e-16 ***
#> ---
#> Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
#>
#> likelihood= -2106.15 , penalized likelihood= -2110
#> Number of parameters= 25 , effective degrees of freedom= 11.6904
#> LAML = 2121.7
#>
#> Smoothing parameter(s):
#> tensor(fu,age).1 tensor(fu,age).2
#> 0.7792689 21.6699606
#>
#> edf of smooth terms:
#> tensor(fu,age)
#> 10.69041
#>
#> converged= TRUE
mod.tint <- survPen(f.tint, data = datCancer, t1 = fu, event = dead)
summary(mod.tint)
#> penalized hazard model
#>
#> Call:
#> survPen(formula = f.tint, data = datCancer, t1 = fu, event = dead)
#>
#> Coefficients:
#> Estimate Std. Error z value Pr(>|z|)
#> (Intercept) -3.23237 0.15164 -21.316 < 2.2e-16 ***
#> ---
#> Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
#>
#> likelihood= -2106.39 , penalized likelihood= -2109.6
#> Number of parameters= 25 , effective degrees of freedom= 10.462
#> LAML = 2122.7
#>
#> Smoothing parameter(s):
#> tint(fu) tint(age) tint(fu,age).1 tint(fu,age).2
#> 9.405365e-01 6.451661e+00 1.830722e-01 1.279995e+05
#>
#> edf of smooth terms:
#> tint(fu) tint(age) tint(fu,age)
#> 3.566385 2.519234 3.376361
#>
#> converged= TRUE
Le mode`le tensor est associe´ a` deux parame`tres de lissage et le mode`le tint a` quatre.
Dans le mode`le tint, le parame`tre de lissage associe´ a` l’aˆge dans le terme d’interaction (tint(fu,age).2)
est beaucoup plus important que celui associe´ a` l’eﬀet propre de l’aˆge (tint(age)). Ce comportement
est impossible a` reproduire a` partir d’une approche tensor.
Malgre´ cette diﬀe´rence, les e´carts de pre´dictions sont imperceptibles dans la ﬁgure 11.6.
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# predictions
new.age <- seq(50, 90, length = 50)
new.time <- seq(0, 7, length = 50)
Z.tensor <- outer(new.time, new.age, function(t, a) predict(mod.tensor, data.frame(fu = t,
age = a))$haz)
Z.tint <- outer(new.time, new.age, function(t, a) predict(mod.tint, data.frame(fu = t,
age = a))$haz)
# couleurs
col.pal <- colorRampPalette(c("white", "red"))
colors <- col.pal(100)
facet <- function(z) {
facet.center <- (z[-1, -1] + z[-1, -ncol(z)] + z[-nrow(z), -1] + z[-nrow(z),
-ncol(z)])/4
cut(facet.center, 100)
}
par(mfrow = c(1, 2), mar = c(3, 3, 1.5, 0.5), mgp = c(1.5, 0.5, 0))
persp(new.time, new.age, Z.tensor, col = colors[facet(Z.tensor)], main = "tensor",
theta = 30, xlab = "\n temps", ylab = "\n aˆge", zlab = "\n taux", ticktype = "detailed",
zlim = c(0, 1.1))
persp(new.time, new.age, Z.tint, col = colors[facet(Z.tint)], main = "tint",
theta = 30, xlab = "\n temps", ylab = "\n aˆge", zlab = "\n taux", ticktype = "detailed",
zlim = c(0, 1.1))
 temps
0
2
4
6
 â
ge
50
60
70
80
90
 taux
0.0
0.2
0.4
0.6
0.8
1.0
tensor
 temps
0
2
4
6
 â
ge
50
60
70
80
90
 taux
0.0
0.2
0.4
0.6
0.8
1.0
tint
Figure 11.6 – survPen - Surfaces du taux, tensor vs tint
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En pratique, il est conseille´ d’utiliser l’approche tint lorsque l’on s’attend a` une structure d’interaction
plus simple ou plus complexe que les eﬀets propres. Illustrons les diﬀe´rences entre les deux approches
a` partir du jeu de donne´es suivant :
set.seed(18)
subdata <- datCancer[sample(1:2000, 50), ]
Maintenant, on ajuste les meˆmes mode`les que pre´ce´demment
mod.tensor.sub <- survPen(f.tensor, data = subdata, t1 = fu, event = dead)
mod.tint.sub <- survPen(f.tint, data = subdata, t1 = fu, event = dead)
Les parame`tres de lissage estime´s et les degre´s de liberte´ eﬀectifs (edf) par termes pe´nalise´s sont donne´s
ci-dessous
# tensor
mod.tensor.sub$lambda
#> tensor(fu,age).1 tensor(fu,age).2
#> 6195.994 55611.684
summary(mod.tensor.sub)$edf.per.smooth
#> tensor(fu,age)
#> 3.001796
# tint
mod.tint.sub$lambda
#> tint(fu) tint(age) tint(fu,age).1 tint(fu,age).2
#> 2.042933e+05 1.165421e+05 5.238644e-01 1.373263e+05
summary(mod.tint.sub)$edf.per.smooth
#> tint(fu) tint(age) tint(fu,age)
#> 1.000031 1.000013 1.822548
L’approche tint re´duit les edf des eﬀets propres presque au minimum (1) ce qui correspond a` des eﬀets
propres line´aires. Au contraire, l’interaction est assez complexe.
On retrouve ce re´sultat en regardant les parame`tres de lissage : alors que le tensor a fortement pe´nalise´
les deux directions, l’approche tint a fortement pe´nalise´ les eﬀets propres mais faiblement pe´nalise´ le
temps dans son interaction avec l’aˆge (tint(fu,age).1).
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new.age <- seq(quantile(subdata$age, 0.1), quantile(subdata$age, 0.9), length = 50)
new.time <- seq(0, max(subdata$fu), length = 50)
Z.tensor.sub <- outer(new.time, new.age, function(t, a) predict(mod.tensor.sub,
data.frame(fu = t, age = a))$haz)
Z.tint.sub <- outer(new.time, new.age, function(t, a) predict(mod.tint.sub, data.frame(fu = t,
age = a))$haz)
par(mfrow = c(1, 2), mar = c(3, 3, 1.5, 0.5), mgp = c(1.5, 0.5, 0))
persp(new.time, new.age, Z.tensor.sub, col = colors[facet(Z.tensor.sub)], main = "tensor",
theta = 30, xlab = "\n temps", ylab = "\n aˆge", zlab = "\n taux", ticktype = "detailed",
zlim = c(0, 0.7))
persp(new.time, new.age, Z.tint.sub, col = colors[facet(Z.tint.sub)], main = "tint",
theta = 30, xlab = "\n temps", ylab = "\n aˆge", zlab = "\n taux", ticktype = "detailed",
zlim = c(0, 0.7))
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Figure 11.7 – survPen - Surfaces du taux, tensor vs tint, deuxie`me exemple
Les pre´dictions pre´sente´es dans la ﬁgure 11.7 conﬁrment que l’interaction aˆge × temps est beaucoup
plus importante d’apre`s l’approche tint. Les diﬀe´rences entre les deux approches sont manifestes en
de´but de suivi chez les patients les plus aˆge´s.
Aﬁn de mieux distinguer les diﬀe´rences, regardons des coupes 2D.
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data2D <- expand.grid(fu = new.time, age = c(50, 60, 70, 80))
data2D$haz.tensor <- predict(mod.tensor.sub, data2D)$haz
data2D$haz.tint <- predict(mod.tint.sub, data2D)$haz
par(mfrow = c(2, 2), mar = c(3, 3, 1.5, 0.5), mgp = c(1.5, 0.5, 0))
plot(new.time, data2D[data2D$age == 50, ]$haz.tensor, type = "l", ylim = c(0,
0.7), main = "aˆge 50", xlab = "temps", ylab = "taux", lwd = lwd1)
lines(new.time, data2D[data2D$age == 50, ]$haz.tint, col = "red", lty = 2, lwd = lwd1)
legend("topright", c("tensor", "tint"), lty = c(1, 2), col = c("black", "red"),
lwd = rep(lwd1, 2))
for (i in c(60, 70, 80)) {
plot(new.time, data2D[data2D$age == i, ]$haz.tensor, type = "l", ylim = c(0,
0.7), main = paste("aˆge", i), xlab = "temps", ylab = "taux", lwd = lwd1)
lines(new.time, data2D[data2D$age == i, ]$haz.tint, col = "red", lty = 2,
lwd = lwd1)
}
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Figure 11.8 – survPen - Coupes 2D, tensor vs tint
La ﬁgure 11.8 pre´sente les dynamiques de taux aux aˆges 50, 60, 70 et 80 avec les deux mode`les. Aﬁn
de choisir parmi les deux mode`les, nous pouvons utiliser l’AIC corrige´.
mod.tensor.sub$aic2
#> [1] 117.6845
mod.tint.sub$aic2
#> [1] 118.499
En l’occurrence, le mode`le tensor est a` privile´gier (sur la base du crite`re de l’AIC corrige´).
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11.8.2 Trois dimensions
Le mode`le pre´sente´ ici est un tensor du temps, de l’aˆge et de l’anne´e de diagnostic (yod) sur l’e´chelle
du log du taux en exce`s.
f.tensor3 <- ˜tensor(fu, age, yod, df = c(5, 5, 5))
# modele de taux en exces
mod.tensor3 <- survPen(f.tensor3, data = datCancer, t1 = fu, event = dead, expected = rate)
summary(mod.tensor3)
#> penalized excess hazard model
#>
#> Call:
#> survPen(formula = f.tensor3, data = datCancer, t1 = fu, event = dead,
#> expected = rate)
#>
#> Coefficients:
#> Estimate Std. Error z value Pr(>|z|)
#> (Intercept) -3.43068 0.19226 -17.844 < 2.2e-16 ***
#> ---
#> Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
#>
#> likelihood= -2035.52 , penalized likelihood= -2040.37
#> Number of parameters= 125 , effective degrees of freedom= 17.789
#> LAML = 2046.54
#>
#> Smoothing parameter(s):
#> tensor(fu,age,yod).1 tensor(fu,age,yod).2 tensor(fu,age,yod).3
#> 0.2725013 14.1288872 82.3996449
#>
#> edf of smooth terms:
#> tensor(fu,age,yod)
#> 16.78903
#>
#> converged= TRUE
# predictions
new.age <- seq(50, 90, length = 50)
new.time <- seq(0, 5, length = 50)
Z_1990 <- outer(new.time, new.age, function(t, a) predict(mod.tensor3, data.frame(fu = t,
yod = 1990, age = a))$haz)
Z_1997 <- outer(new.time, new.age, function(t, a) predict(mod.tensor3, data.frame(fu = t,
yod = 1997, age = a))$haz)
Z_2003 <- outer(new.time, new.age, function(t, a) predict(mod.tensor3, data.frame(fu = t,
yod = 2003, age = a))$haz)
Z_2010 <- outer(new.time, new.age, function(t, a) predict(mod.tensor3, data.frame(fu = t,
yod = 2010, age = a))$haz)
La ﬁgure 11.9 illustre les capacite´s de lissage du tensor en trois dimensions. Rien n’empeˆche l’utilisateur
d’ajuster un tensor a` quatre dimensions ou plus mais en pratique cela peut s’ave´rer extreˆmement
couˆteux en temps et en me´moire. Si la situation s’y preˆte, on peut essayer avec quatre covariables si
l’on fait attention a` ne pas spe´ciﬁer trop de nœuds sur chaque base marginale.
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par(mfrow = c(1, 2), mar = c(3, 3, 1.5, 0.5), mgp = c(1.5, 0.5, 0))
lbx = "\n temps"
lby = "\n aˆge"
lbz = "\n taux en exce`s"
tk1 = "detailed"
persp(new.time, new.age, Z_1990, col = colors[facet(Z_1990)], main = "1990", theta = 20,
xlab = lbx, ylab = lby, zlab = lbz, ticktype = tk1, zlim = c(0, 1))
persp(new.time, new.age, Z_1997, col = colors[facet(Z_1997)], main = "1997", theta = 20,
xlab = lbx, ylab = lby, zlab = lbz, ticktype = tk1, zlim = c(0, 1))
par(mfrow = c(1, 2), mar = c(3, 3, 1.5, 0.5), mgp = c(1.5, 0.5, 0))
persp(new.time, new.age, Z_2003, col = colors[facet(Z_2003)], main = "2003", theta = 20,
xlab = lbx, ylab = lby, zlab = lbz, ticktype = tk1, zlim = c(0, 1))
persp(new.time, new.age, Z_2010, col = colors[facet(Z_2010)], main = "2010", theta = 20,
xlab = lbx, ylab = lby, zlab = lbz, ticktype = tk1, zlim = c(0, 1))
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Figure 11.9 – survPen - Surfaces pre´dites par le tensor a` trois dimensions
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11.9 Interactions entre des splines pe´nalise´es et des termes
parame´triques
Les constructeurs smf, tensor et tint acceptent un argument by qui permet de cre´er des interactions
avec une variable cate´gorielle ou une variable continue (voir les sections 4.4.1 et 4.4.2).
11.9.1 Spe´ciﬁcation avec des variables continues
Pour les variables continues, une interaction line´aire avec une spline pe´nalise´e peut eˆtre spe´ciﬁe´e comme
suit (ici la variable continue utilise´e est l’aˆge) :
log[h(t, age)] = f(t) + β × age + g(t) × age
avec f et g des splines pe´nalise´es.
Dans survPen, ce mode`le est spe´ciﬁe´ via la formule smf(t) + smf(t,by=age).
L’eﬀet propre de l’aˆge est inclus dans le terme smf(t,by=age). Si l’on ne souhaite pas l’inte´grer, il
faut utiliser tint(t,by=age). Cette fonctionnalite´ est utile lorsque l’on veut ajuster un mode`le comme
celui-ci :
log[h(t, age)] = f(t) + f2(age) + g(t) × age
ou` f2 est une spline pe´nalise´e. Ce mode`le est spe´ciﬁe´ via smf(t) + smf(age) + tint(t,by=age) ou encore
tint(t) + tint(age) + tint(t,by=age).
D’un point de vue technique, si une variable by est quantitative, alors son ie e´le´ment multiplie la ie
ligne de la matrice de design de la spline associe´e.
11.9.2 Illustration des variables by continues
Les variables by continues permettent de produire des interactions entre une spline pe´nalise´e et un
eﬀet line´aire d’une autre covariable.
Note importante : en statistiques, il est toujours conseille´ de centrer les variables continues avant
ajustement. Avec les variables by continues, l’application de ce principe est presque toujours indispen-
sable.
datCancer$agec <- datCancer$age - 50
Spline cubique pe´nalise´e du temps en interaction line´aire avec l’aˆge :
log[h(t, age)] = f(t) + β × age + g(t) × age
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m <- survPen(˜smf(fu) + smf(fu, by = agec), data = datCancer, t1 = fu, event = dead)
m$ll
#> [1] -2112.848
Une autre manie`re d’ajuster le meˆme mode`le
m.bis <- survPen(˜smf(fu) + agec + tint(fu, by = agec, df = 10), data = datCancer,
t1 = fu, event = dead)
m.bis$ll # meme log-vraisemblance que m
#> [1] -2112.848
Spline cubique pe´nalise´e du temps en interaction line´aire avec l’aˆge et spline cubique pe´nalise´e de
l’aˆge :
log[h(t, age)] = f(t) + g(age) + k(t) × age
m2 <- survPen(˜smf(fu, df = 10) + smf(agec, df = 10) + tint(fu, by = agec, df = 10),
data = datCancer, t1 = fu, event = dead)
m2$ll
#> [1] -2110.94
ou, de manie`re e´quivalente
m2.bis <- survPen(˜tint(fu, df = 10) + tint(agec, df = 10) + tint(fu, by = agec,
df = 10), data = datCancer, t1 = fu, event = dead)
m2.bis$ll
#> [1] -2110.94
Dans le mode`le m, l’eﬀet de l’aˆge est inclus dans le terme smf(fu,by=agec). Dans le mode`le m.bis, le
terme tint(fu,by=agec,df=10) est soumis a` une contrainte de centrage et l’eﬀet de l’aˆge n’est pas inclus
(on doit donc l’inclure comme un terme parame´trique).
Le constructeur tint est particulie`rement inte´ressant lorsque plusieurs splines pe´nalise´es contiennent
la meˆme variable by.
Notons enﬁn qu’il faut eˆtre prudent lorsque l’on utilise tint a` la place de smf car ils n’ont pas le meˆme
nombre de nœuds par de´faut (5 vs 10 respectivement).
11.9.3 Spe´ciﬁcation avec des variables cate´gorielles
Les variables by cate´gorielles permettent de spe´ciﬁer trois types de mode`les :
— analyse se´pare´e (ou stratiﬁe´e) : la spline pe´nalise´e est re´pe´te´e autant de fois qu’il y a de modalite´s
— design se´pare´ avec parame`tres de lissage communs : le design est le meˆme que pre´ce´demment
mais les parame`tres de lissage sont communs a` toutes les modalite´s
— pe´nalisation de la diﬀe´rence : si l’on a k modalite´s de´compose´es en 1 modalite´ de re´fe´rence et
k − 1 autres modalite´s. Le mode`le contient alors une spline pe´nalise´e commune a` toutes les
modalite´s et k − 1 splines pe´nalise´es repre´sentant les diﬀe´rences entre la modalite´ de re´fe´rence
et les autres modalite´s.
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Le mode`le suivant est un exemple d’analyse se´pare´e :
log[h(t, sexe)] = ffemmes(t) + fhommes(t)
ou` ffemmes et fhommes sont des splines pe´nalise´es correspondant aux taux de base chez les femmes et
les hommes respectivement.
Dans ce mode`le, les parame`tres de re´gression associe´s aux hommes sont comple`tement inde´pendants
de ceux des femmes. Les parame`tres de lissage des hommes et des femmes (λhommes and λfemmes) sont
e´galement estime´s de manie`re inde´pendante. Le mode`le est donc bien e´quivalent a` l’ajustement d’un
mode`le chez les hommes et un autre chez les femmes. Ce mode`le est spe´ciﬁe´ par la formule sexe +
smf(t,by=sexe). Attention ici, contrairement au cas continu, smf(t,by=sex) est soumis a` une contrainte
de centrage et ne contient donc pas l’eﬀet du sexe.
Le design se´pare´ avec parame`tres de lissage communs imposerait λhommes = λfemmes. Cela est utile
si l’on pense que les taux de base des hommes et des femmes sont de complexite´s comparables.
Dans ce cas, la formule devient sexe + smf(t,by=sexe,same.rho=TRUE) et le mode`le n’estime qu’un
unique parame`tre de lissage. Pour l’analyse se´pare´e, la formule par de´faut est en re´alite´ sexe +
smf(t,by=sexe,same.rho=FALSE).
La pe´nalisation sur la diﬀe´rence conduit au mode`le
log[h(t, sex)] = f(t) + fdiffhommes(t)
avec f commune aux hommes et aux femmes alors que fdiffhommes repre´sente ce que l’on doit ajouter
a` f aﬁn d’obtenir le taux de base des hommes. En d’autres termes, fdiffhommes est une spline sur
la diﬀe´rence entre hommes et femmes. E´tant donne´ que cette diﬀe´rence est de´ﬁnie sur l’e´chelle du
logarithme du taux, fdiffhommes correspond au logarithme du rapport de taux (log-hazard ratio) entre
les hommes et les femmes. Ainsi, l’avantage de la pe´nalisation sur la diﬀe´rence est de permettre de
placer la pe´nalisation non plus sur le log du taux mais sur le log du hazard ratio. Ce mode`le s’obtient
par la formule sexe + smf(t) + smf(t,by=sexe) ou` sexe a e´te´ transforme´ en un facteur ordonne´ (ordered
factor). La modalite´ de re´fe´rence est alors la premie`re modalite´ du facteur ordonne´ (ici ce sont les
femmes).
11.9.4 Illustration des variables by cate´gorielles
Dans ce qui suit, nous nous inte´ressons a` l’eﬀet d’une variable sexe. Nous simulons des temps de de´ce`s
a` partir d’une distribution de Weibull. Les parame`tres de la distribution de´pendent du sexe de chaque
individu (eﬀet proportionnel).
n <- 10000
don <- data.frame(num = 1:n)
shape_men <- 0.9 # premier parametre Weibull
shape_women <- 0.9
scale_men <- 0.6 # second parametre Weibull
scale_women <- 0.7
prop_men <- 0.5 # proportion d'hommes
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set.seed(50)
don$sex <- factor(sample(c("men", "women"), n, replace = TRUE, prob = c(prop_men,
1 - prop_men)))
don$sex.order <- factor(don$sex, levels = c("women", "men"), ordered = TRUE)
don$shape <- ifelse(don$sex == "men", shape_men, shape_women)
don$scale <- ifelse(don$sex == "men", scale_men, scale_women)
don$fu <- rweibull(n, shape = don$shape, scale = don$scale)
don$dead <- 1 # pas de censure
La ﬁgure 11.10 donne les taux et les rapports de taux the´oriques.
hazard <- function(x, shape, scale) {
exp(dweibull(x, shape = shape, scale = scale, log = TRUE) - pweibull(x, shape = shape,
scale = scale, log.p = TRUE, lower.tail = FALSE))
}
nt <- seq(0.01, 5, by = 0.1)
par(mfrow = c(1, 2), mar = c(3, 3, 1.5, 0.5), mgp = c(1.5, 0.5, 0))
plot(nt, hazard(nt, shape_women, scale_women), type = "l", xlab = "temps", ylab = "taux",
lwd = lwd1, main = "Taux the´oriques", ylim = c(0, max(hazard(nt, shape_women,
scale_women), hazard(nt, shape_men, scale_men))))
lines(nt, hazard(nt, shape_men, scale_men), col = "red", lwd = lwd1, lty = 2)
legend("bottomleft", c("femmes", "hommes"), lty = c(1, 2), lwd = rep(lwd1, 2),
col = c("black", "red"))
plot(nt, hazard(nt, shape_men, scale_men)/hazard(nt, shape_women, scale_women),
type = "l", xlab = "temps", ylab = "rapport de taux", lwd = lwd1, ylim = c(0,
2), main = "HR the´orique Hommes / Femmes")
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Figure 11.10 – survPen - taux et rapport de taux the´oriques
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Nous allons comparer quatre approches :
— analyse stratiﬁe´e via deux mode`les disjoints. Nous ajustons un mode`le chez les hommes et un
autre chez les femmes
— analyse stratiﬁe´e via une variable by et l’option same.rho=FALSE. Nous ajustons un unique
mode`le avec une spline pe´nalise´e pour les hommes et une autre pour les femmes
— design se´pare´ avec parame`tre de lissage commun. Meˆme chose que pre´ce´demment mais en
imposant un parame`tre de lissage commun aux deux sexes
— pe´nalisation sur la diﬀe´rence. Nous pe´nalisons le log-hazard ratio entre hommes et femmes
# noeuds
knots.t <- quantile(don$fu, seq(0, 1, length = 10))
# analyse stratifiee avec deux modeles
m.men <- survPen(˜smf(fu, knots = knots.t), t1 = fu, event = dead, data = don[don$sex ==
"men", ])
m.women <- survPen(˜smf(fu, knots = knots.t), t1 = fu, event = dead, data = don[don$sex ==
"women", ])
# by variable avec same.rho = FALSE
m.FALSE <- survPen(˜sex + smf(fu, by = sex, same.rho = FALSE, knots = knots.t),
t1 = fu, event = dead, data = don)
# by variable avec same.rho = TRUE
m.TRUE <- survPen(˜sex + smf(fu, by = sex, same.rho = TRUE, knots = knots.t),
t1 = fu, event = dead, data = don)
# difference
m.difference <- survPen(˜sex.order + smf(fu, knots = knots.t) + smf(fu, by = sex.order,
same.rho = FALSE, knots = knots.t), t1 = fu, event = dead, data = don)
Comparons maintenant les pre´dictions de taux donne´es par la ﬁgure 11.11.
newt <- seq(0, 5, by = 0.1)
data.pred <- expand.grid(fu = newt, sex = c("women", "men"))
data.pred$men <- ifelse(data.pred$sex == "men", 1, 0)
data.pred$women <- ifelse(data.pred$sex == "women", 1, 0)
data.pred$sex.order <- data.pred$sex # pas besoin d'ordonner ici
# car le modele enregistre la structure des donnees
data.pred$haz.men <- predict(m.men, data.pred)$haz
data.pred$haz.women <- predict(m.women, data.pred)$haz
data.pred$haz.FALSE <- predict(m.FALSE, data.pred)$haz
data.pred$haz.TRUE <- predict(m.TRUE, data.pred)$haz
data.pred$haz.difference <- predict(m.difference, data.pred)$haz
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par(mfrow = c(1, 2), mar = c(3, 3, 1.5, 0.5), mgp = c(1.5, 0.5, 0))
plot(newt, data.pred[data.pred$sex == "men", ]$haz.men, type = "l", main = "Hommes",
lwd = lwd1, ylim = c(0, 2.2), xlab = "temps", ylab = "taux")
lines(newt, data.pred[data.pred$sex == "men", ]$haz.FALSE, col = "red", lwd = lwd1,
lty = 2)
lines(newt, data.pred[data.pred$sex == "men", ]$haz.TRUE, col = "green3", lwd = lwd1,
lty = 4)
lines(newt, data.pred[data.pred$sex == "men", ]$haz.difference, col = "orange",
lwd = lwd1, lty = 5)
lines(nt, hazard(nt, shape_men, scale_men), col = "blue3", lty = 3)
legend("bottomleft", c("stratifie´", "same.rho=FALSE", "same.rho=TRUE", "diffe´rence",
"vrai"), lty = c(1, 2, 4, 5, 3), col = c("black", "red", "green3", "orange",
"blue3"), lwd = c(rep(lwd1, 4), 1))
plot(newt, data.pred[data.pred$sex == "women", ]$haz.women, type = "l", main = "Femmes",
lwd = lwd1, ylim = c(0, 2.2), xlab = "temps", ylab = "taux")
lines(newt, data.pred[data.pred$sex == "women", ]$haz.FALSE, col = "red", lwd = lwd1,
lty = 2)
lines(newt, data.pred[data.pred$sex == "women", ]$haz.TRUE, col = "green3", lwd = lwd1,
lty = 4)
lines(newt, data.pred[data.pred$sex == "women", ]$haz.difference, col = "orange",
lwd = lwd1, lty = 5)
lines(nt, hazard(nt, shape_women, scale_women), col = "blue3", lty = 3)
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Figure 11.11 – survPen - comparaison des taux, variables by cate´gorielles
Comme attendu, les taux issus des mode`les stratiﬁe´ et same.rho=FALSE sont e´quivalents.
L’approche same.rho=TRUE donnent des pre´dictions assez similaires par rapport a` same.rho=FALSE.
Quant a` la pe´nalisation sur la diﬀe´rence, elle donne des taux plus lisses chez les hommes (et plus proches
de la courbe the´orique) et un peu plus variables chez les femmes.
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Comparons maintenant les rapports de taux pre´dits sur la ﬁgure 11.12.
HR.stratified <- data.pred[data.pred$sex == "men", ]$haz.men/data.pred[data.pred$sex ==
"women", ]$haz.women
HR.FALSE <- data.pred[data.pred$sex == "men", ]$haz.FALSE/data.pred[data.pred$sex ==
"women", ]$haz.FALSE
HR.TRUE <- data.pred[data.pred$sex == "men", ]$haz.TRUE/data.pred[data.pred$sex ==
"women", ]$haz.TRUE
HR.diff <- data.pred[data.pred$sex == "men", ]$haz.difference/data.pred[data.pred$sex ==
"women", ]$haz.difference
par(mfrow = c(1, 1))
plot(newt, HR.stratified, type = "l", main = "HR, Hommes/Femmes", lwd = lwd1,
ylim = c(0, 2), xlab = "temps", ylab = "rapport de taux")
lines(newt, HR.FALSE, col = "red", lwd = lwd1, lty = 2)
lines(newt, HR.TRUE, col = "green3", lwd = lwd1, lty = 4)
lines(newt, HR.diff, col = "orange", lwd = lwd1, lty = 5)
abline(h = hazard(nt, shape_men, scale_men)/hazard(nt, shape_women, scale_women),
lty = 3, col = "blue3")
legend("bottomright", c("stratifie´", "same.rho=FALSE", "same.rho=TRUE", "diffe´rence",
"vrai"), lty = c(1, 2, 4, 5, 3), col = c("black", "red", "green3", "orange",
"blue3"), lwd = c(rep(lwd1, 4), 1))
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Figure 11.12 – survPen - comparaison des rapports de taux, variables by cate´gorielles
Encore une fois, les mode`les stratiﬁe´ et same.rho=FALSE sont identiques. Ils donnent le meˆme rap-
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port de taux presque sinuso¨ıdal qui est assez diﬃcile a` justiﬁer.
L’approche same.rho=TRUE produit une courbe un peu plus lisse alors que la pe´nalisation sur la
diﬀe´rence donne une ligne droite tre`s proche de la vraie valeur.
Dans ce genre de situation, pe´naliser la diﬀe´rence graˆce aux variables by cate´gorielles ordonne´es est
clairement avantageux.
11.10 Eﬀets ale´atoires
survPen permet d’inclure des eﬀets ale´atoires gaussiens et inde´pendants en les conside´rant comme des
splines pe´nalise´es par une pe´nalite´ Ridge (voir la section 6.4).
La spe´ciﬁcation d’eﬀets ale´atoires s’eﬀectue a` l’aide du constructeur rd. Par exemple, si g est une
variable cate´gorielle, alors rd(g) produit un parame`tre ale´atoire pour chaque modalite´ de g, les pa-
rame`tres e´tant gaussiens et i.i.d.
Si g est une variable cate´gorielle et x est continue, alors rd(g, x) produit une pente ale´atoire gaussienne
reliant x a` chaque modalite´ de g.
Ainsi, inclure des eﬀets ale´atoires a` l’aide de splines pe´nalise´es permet de spe´ciﬁer des mode`les de taux
(en exce`s) a` fragilite´ partage´e (frailty models, Charvat et al. 2016). A` chaque individu i du cluster (en
ge´ne´ral une zone ge´ographique) j, un mode`le possible serait :
log[h(t, xij1, . . . , xijm)] =
∑
k
gk(t, xij1, . . . , xijm) + wj
ou` wj suit une loi normale de moyenne 0. uj = exp(wj) est le terme de fragilite´. L’eﬀet ale´atoire
associe´ a` la variable cluster (intercept ale´atoire) est spe´ciﬁe´ a` l’aide du terme rd(cluster). Nous pour-
rions e´galement spe´ciﬁer par exemple un eﬀet ale´atoire de´pendant de l’aˆge (pente ale´atoire) avec
rd(cluster,age) (wj deviendrait alors wj × ageij dans la formule ci-dessus).
Il faut noter que seuls des eﬀets ale´atoires inde´pendants peuvent eˆtre spe´ciﬁe´s pour l’instant. Par
exemple, les termes rd(cluster) + rd(cluster, age) cre´ent un intercept ale´atoire et une pente ale´atoire
de l’aˆge mais il n’est pas possible d’estimer des parame`tres de covariance entre les deux.
D’un point de vue technique, le terme rd(cluster) produit les parame`tres de re´gression wj suppose´s
gaussiens et i.i.d, avec une variance inconnue σ2 a` estimer.
Cette hypothe`se est e´quivalente a` associer une matrice identite´ de pe´nalisation (i.e. une pe´nalisation
Ridge) aux parame`tres de re´gression.
Le parame`tre de lissage λ associe´ au terme rd(cluster) est directement lie´ a` σ2 :
σ2 = 1
λ × S.scale
avec S.scale le facteur d’e´chelle associe´ a` λ (voir la section 8.8.7).
Le logarithme de l’e´cart-type de l’eﬀet ale´atoire est estime´ par :
log(σˆ) = −0.5 × log(λˆ) − 0.5 × log(S.scale)
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Et la variance estime´e du logarithme de l’e´cart-type est :
V ar[log(σˆ)] = 0.25 × V ar[log(λˆ)] = 0.25 × inv.Hess.rho
Aﬁn d’illustrer le constructeur rd, nous proposons la simulation suivante :
— Pour l’individu i dans le cluster j, le taux the´orique s’e´crit :
h(t) = h0(t)exp(wj)
ou` wj ∼ N (0, 0.12) et h0(t) = b−a × a × ta−1.
Le taux de base correspond a` une distribution de Weibull de parame`tres a = 0.9 (shape) et
b = 2 (scale).
— Nous simulons 50 jeux de donne´es de 2000 individus
— Chaque individu appartient a` l’un des 20 clusters cre´e´s
set.seed(1)
# parameteres Weibull
shape <- 0.9
scale <- 2
# Nombre de jeux de donnees
NFile <- 50
# Nombre d'individus
n <- 2000
# Nombre de clusters
NCluster <- 20
data.rd <- data.frame(cluster = seq(1:NCluster))
cluster <- sample(rep(1:NCluster, each = n/NCluster))
don <- data.frame(num = 1:n, cluster = factor(cluster)) # cluster doit eˆtre un facteur
don <- merge(don, data.rd, by = "cluster")[, union(names(don), names(data.rd))]
don <- don[order(don$num), ]
rownames(don) <- NULL
# ecart-type theorique
sd1 <- 0.1
# vecteur des log ecarts-types estime´s
log.sd.vec <- rep(as.numeric(NA), NFile)
# temps de suivi maximum
max.time <- 5
Pour chaque jeu de donne´es simule´es, le mode`le suivant est ajuste´ (pour l’individu i du cluster j) :
log[h(t)] = spline(t) + clusterj
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for (file in 1:NFile) {
wj <- rnorm(NCluster, mean = 0, sd = sd1)
don$wj <- wj[don$cluster]
# temps simules
u <- runif(n)
don$fu <- exp(1/shape * (log(-log(1 - u)) - don$wj) + log(scale))
# censure
don$dead <- ifelse(don$fu <= max.time, 1, 0)
don$fu <- pmin(don$fu, max.time)
# ajustement
mod.frailty <- survPen(˜smf(fu) + rd(cluster), data = don, t1 = fu, event = dead)
# log ecarts-types estimes
log.sd.vec[file] <- summary(mod.frailty)$random.effects[, "Estimate"]
}
# Biais relatif en pourcentage dans l'estimation de sd1
100 * (mean(exp(log.sd.vec)) - sd1)/sd1
#> [1] 3.581211
L’estimateur de l’e´cart-type pre´sente un biais relatif tre`s satisfaisant.
Regardons le re´sume´ du dernier mode`le ajuste´
summary(mod.frailty)
#> penalized hazard model
#>
#> Call:
#> survPen(formula = ˜smf(fu) + rd(cluster), data = don, t1 = fu,
#> event = dead)
#>
#> Coefficients:
#> Estimate Std. Error z value Pr(>|z|)
#> (Intercept) -0.669393 0.042603 -15.712 < 2.2e-16 ***
#> ---
#> Signif. codes: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
#>
#> Random effects (log(sd)):
#> Estimate Std. Error
#> rd(cluster) -1.882433 0.2414823
#>
#> likelihood= -3000.17 , penalized likelihood= -3007.16
#> Number of parameters= 30 , effective degrees of freedom= 15.9556
#> LAML = 3023.06
#>
#> Smoothing parameter(s):
11.11. TRONCATURE A` GAUCHE 137
#> smf(fu) rd(cluster)
#> 24007.809301 1.754218
#>
#> edf of smooth terms:
#> smf(fu) rd(cluster)
#> 2.080618 12.874943
#>
#> converged= TRUE
Nous avons sd(wj) = exp(-1.8824335) = 0.1522192. Cette valeur peut eˆtre obtenue a` partir du mode`le
exp(summary(mod.frailty)$random.effects)[1]
#> [1] 0.1522192
ou bien recalcule´e ainsi
exp(-0.5 * log(mod.frailty$lambda) - 0.5 * log(mod.frailty$S.scale))[2]
#> rd(cluster)
#> 0.1522192
Pre´dictions pour des clusters spe´ciﬁques (Best Linear Unbiased Prediction)
# Survie a 1 an pour un individu du cluster 6
predict(mod.frailty, data.frame(fu = 1, cluster = 6))$surv
#> [1] 0.5045151
# Survie a 1 an pour un individu du cluster 10
predict(mod.frailty, data.frame(fu = 1, cluster = 10))$surv
#> [1] 0.6102538
Pre´dictions en conside´rant l’eﬀet ale´atoire comme nul (nous devons toujours spe´ciﬁer un cluster pour
la pre´diction mais il sera ignore´)
# 1-year survival for a patient when random effect is set to zero
predict(mod.frailty, data.frame(fu = 1, cluster = 10), exclude.random = TRUE)$surv
#> [1] 0.5710545
11.11 Troncature a` gauche
L’argument t0 permet de spe´ciﬁer des temps de de´but de suivi dans le cas ou` les donne´es seraient
tronque´es a` gauche.
Nota Bene : La variable begin a e´te´ simule´e a` des ﬁns d’illustration et n’est pas repre´sentative des
donne´es de cancer en ge´ne´ral.
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# predictions
new.time <- seq(0, 5, length = 100)
pred.trunc <- predict(mod.trunc, data.frame(fu = new.time))
par(mfrow = c(1, 2))
plot(new.time, pred.trunc$haz, type = "l", ylim = c(0, 0.2), main = "troncature, taux",
xlab = "temps", ylab = "taux")
plot(new.time, pred.trunc$surv, type = "l", ylim = c(0, 1), main = "troncature, survie",
xlab = "temps", ylab = "survie")
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Figure 11.13 – survPen - troncature gauche
f1 <- ˜smf(fu)
mod.trunc <- survPen(f1, data = datCancer, t0 = begin, t1 = fu, event = dead,
expected = NULL, method = "LAML")
La ﬁgure 11.13 illustre les pre´dictions issues d’un mode`le prenant en compte la troncature a` gauche.
11.12 Autres fonctionnalite´s utiles
11.12.1 lambda
Le package survPen permet d’estimer un ou plusieurs parame`tres de lissage via LCV ou LAML. Tou-
tefois, il peut eˆtre inte´ressant d’e´tudier l’eﬀet d’un parame`tre de lissage sur le taux pre´dit ou la survie
pre´dite. L’argument lambda permet de choisir un ou plusieurs parame`tres de lissage personnalise´s. La
ﬁgure 11.14 illustre l’eﬀet du parame`tre de lissage sur la pre´diction.
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f.pen <- ˜smf(fu)
vec.lambda <- c(0, 1000, 10ˆ6)
new.time <- seq(0, 5, length = 100)
par(mfrow = c(1, 3), mar = c(3, 3, 3, 0.5), mgp = c(1.5, 0.5, 0))
for (i in (1:3)) {
mod.pen <- survPen(f.pen, data = datCancer, t1 = fu, event = dead, lambda = vec.lambda[i])
pred.pen <- predict(mod.pen, data.frame(fu = new.time))
plot(new.time, pred.pen$haz, type = "l", ylim = c(0, 0.2), main = paste0("lambda = ",
vec.lambda[i]), xlab = "temps", ylab = "taux", col = "black", lwd = lwd1)
}
0 1 2 3 4 5
0.
00
0.
05
0.
10
0.
15
0.
20
lambda = 0
temps
ta
ux
0 1 2 3 4 5
0.
00
0.
05
0.
10
0.
15
0.
20
lambda = 1000
temps
ta
ux
0 1 2 3 4 5
0.
00
0.
05
0.
10
0.
15
0.
20
lambda = 1e+06
temps
ta
ux
Figure 11.14 – survPen - Eﬀet du parame`tre de lissage sur la pre´diction
11.12.2 beta.ini et rho.ini
Si l’utilisateur souhaite re´gler un proble`me de convergence, la premie`re option possible est de spe´ciﬁer
des valeurs initiales diﬀe´rentes de celles par de´faut. L’argument beta.ini permet de spe´ciﬁer les pa-
rame`tres de re´gression initiaux. Cette option est a` explorer notamment si votre mode`le de taux en
exce`s ne converge pas. En eﬀet, dans ce cas, vous pouvez essayer d’ajuster le mode`le de taux corres-
pondant et d’utiliser ses parame`tres de re´gression estime´s comme valeurs initiales pour le mode`le de
taux en exce`s. L’argument rho.ini permet de spe´ciﬁer le logarithme des parame`tres de lissage initiaux.
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mod.pen <- survPen(f.pen, data = datCancer, t1 = fu, event = dead, rho.ini = 5)
mod.excess.pen <- survPen(f.pen, data = datCancer, t1 = fu, event = dead, expected = rate,
rho.ini = 5, beta.ini = mod.pen$coef)
11.12.3 detail.rho et detail.beta
Si un proble`me de convergence survient, il est utile d’identiﬁer ce qu’il se passe a` l’inte´rieur du pro-
cessus d’optimisation. Les arguments detail.rho et detail.beta sont la` pour rendre la vie plus facile a`
l’utilisateur dans de telles circonstances.
L’exemple ci-dessous illustre le comportement de detail.rho=TRUE
mod.pen <- survPen(˜smf(fu, df = 5), data = datCancer, t1 = fu, event = dead,
detail.rho = TRUE)
#> _______________________________________________________________________________________
#>
#> Beginning smoothing parameter estimation via LAML optimization
#> ______________________________________________________________________________________
#>
#> --------------------
#> Initial calculation
#> -------------------
#>
#>
#>
#> new step = 42.3
#> new step corrected = 5
#>
#>
#> Smoothing parameter selection, iteration 1
#>
#> _______________________________________________________________________________________
#>
#> iter LAML : 1
#> rho.old= -1
#> rho= 4
#> val.old= 2332.217
#> val= 2326.77
#> val-val.old= -5.4474
#> gradient= -0.41
#>
#> _______________________________________________________________________________________
#>
#>
#>
#>
#> Smoothing parameter selection, iteration 2
#>
#> _______________________________________________________________________________________
#>
#> iter LAML : 2
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#> rho.old= 4
#> rho= 5.0428
#> val.old= 2326.77
#> val= 2326.585
#> val-val.old= -0.18446
#> gradient= 0.078
#>
#> _______________________________________________________________________________________
#>
#>
#>
#>
#> Smoothing parameter selection, iteration 3
#>
#> _______________________________________________________________________________________
#>
#> iter LAML : 3
#> rho.old= 5.0428
#> rho= 4.8967
#> val.old= 2326.585
#> val= 2326.579
#> val-val.old= -0.00578
#> gradient= 0.0012
#>
#> _______________________________________________________________________________________
#>
#>
#>
#>
#> Smoothing parameter selection, iteration 4
#>
#> _______________________________________________________________________________________
#>
#> iter LAML : 4
#> rho.old= 4.8967
#> rho= 4.8944
#> val.old= 2326.579
#> val= 2326.579
#> val-val.old= 0
#> gradient= 3.4e-07
#>
#> _______________________________________________________________________________________
#>
#>
#>
#> Smoothing parameter(s) selection via LAML ok, 4 iterations
#> ______________________________________________________________________________________
A` chaque ite´ration, on a :
— rho.old = anciennes valeurs des log-parame`tres de lissage
— rho = valeurs actuelles des log-parame`tres de lissage
— val.old = ancienne valeur de LCV ou LAML (en re´alite´ il s’agit de l’oppose´ du LAML)
— val = valeurs actuelles de LCV ou LAML
— val-val.old = diﬀe´rence entre les deux valeurs ci-dessus
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— gradient = valeur actuelle du gradient de LCV ou LAML en fonction des log-parame`tres de
lissage
Nous pouvons voir que le premier pas du Newton-Raphson est tre`s important. Quand cela se produit,
l’algorithme interdit au pas de de´passer l’argument step.max (5 par de´faut)
L’exemple ci-dessous illustre le comportement conjoint de detail.rho=TRUE et detail.beta=TRUE
mod.pen <- survPen(˜smf(fu, df = 5), data = datCancer, t1 = fu, event = dead,
detail.rho = TRUE, detail.beta = TRUE)
#> _______________________________________________________________________________________
#>
#> Beginning smoothing parameter estimation via LAML optimization
#> ______________________________________________________________________________________
#>
#> --------------------
#> Initial calculation
#> -------------------
#>
#> ---------------------------------------------------------------------------------------
#> Beginning regression parameter estimation
#>
#> iter beta: 1
#> betaold= -2.3569 0 0 0 0
#> beta= -2.0665 0.0813 0.0755 -0.2314 -0.9262
#> abs((beta-betaold)/betaold)= 0.12322 Inf Inf Inf Inf
#> llold= -11033.6
#> ll= -5032.272
#> ll-llold= 6001.326
#>
#> iter beta: 2
#> betaold= -2.0665 0.0813 0.0755 -0.2314 -0.9262
#> beta= -1.4925 0.2144 0.2182 -0.6905 -1.7589
#> abs((beta-betaold)/betaold)= 0.27774 1.63572 1.88875 1.98346 0.89898
#> llold= -5032.272
#> ll= -3058.838
#> ll-llold= 1973.434
#>
#> iter beta: 3
#> betaold= -1.4925 0.2144 0.2182 -0.6905 -1.7589
#> beta= -0.7311 0.2987 0.3821 -1.2934 -2.4323
#> abs((beta-betaold)/betaold)= 0.51014 0.39332 0.75127 0.87327 0.38282
#> llold= -3058.838
#> ll= -2468.365
#> ll-llold= 590.4724
#>
#> iter beta: 4
#> betaold= -0.7311 0.2987 0.3821 -1.2934 -2.4323
#> beta= -0.1599 0.239 0.4512 -1.7052 -2.8669
#> abs((beta-betaold)/betaold)= 0.78136 0.1999 0.18088 0.31832 0.17869
#> llold= -2468.365
#> ll= -2334.751
#> ll-llold= 133.6143
#>
#> iter beta: 5
#> betaold= -0.1599 0.239 0.4512 -1.7052 -2.8669
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#> beta= 0.0738 0.1717 0.4377 -1.8332 -3.0324
#> abs((beta-betaold)/betaold)= 1.46162 0.28173 0.02986 0.07512 0.05774
#> llold= -2334.751
#> ll= -2320.598
#> ll-llold= 14.15262
#>
#> iter beta: 6
#> betaold= 0.0738 0.1717 0.4377 -1.8332 -3.0324
#> beta= 0.1091 0.1586 0.429 -1.8457 -3.0549
#> abs((beta-betaold)/betaold)= 0.47877 0.0763 0.0199 0.00678 0.00742
#> llold= -2320.598
#> ll= -2320.325
#> ll-llold= 0.27292
#>
#> iter beta: 7
#> betaold= 0.1091 0.1586 0.429 -1.8457 -3.0549
#> beta= 0.1099 0.1583 0.4287 -1.8458 -3.0554
#> abs((beta-betaold)/betaold)= 0.00714 0.00194 0.00069 8e-05 0.00015
#> llold= -2320.325
#> ll= -2320.325
#> ll-llold= 0.00014
#>
#> iter beta: 8
#> betaold= 0.1099 0.1583 0.4287 -1.8458 -3.0554
#> beta= 0.1099 0.1583 0.4287 -1.8458 -3.0554
#> abs((beta-betaold)/betaold)= 0 0 0 0 0
#> llold= -2320.325
#> ll= -2320.325
#> ll-llold= 0
#>
#>
#> Beta optimization ok, 8 iterations
#> --------------------------------------------------------------------------------------
#>
#>
#> new step = 42.3
#> new step corrected = 5
#>
#>
#> Smoothing parameter selection, iteration 1
#>
#> ---------------------------------------------------------------------------------------
#> Beginning regression parameter estimation
#>
#> iter beta: 1
#> betaold= 0.1099 0.1583 0.4287 -1.8458 -3.0554
#> beta= 0.0221 0.0856 0.3458 -1.8537 -3.0296
#> abs((beta-betaold)/betaold)= 0.79913 0.4591 0.1934 0.00426 0.00844
#> llold= -2323.651
#> ll= -2321.422
#> ll-llold= 2.22931
#>
#> iter beta: 2
#> betaold= 0.0221 0.0856 0.3458 -1.8537 -3.0296
#> beta= 0.0222 0.0861 0.3473 -1.8518 -3.0301
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#> abs((beta-betaold)/betaold)= 0.00608 0.00593 0.00445 0.00103 0.00017
#> llold= -2321.422
#> ll= -2321.421
#> ll-llold= 0.00048
#>
#> iter beta: 3
#> betaold= 0.0222 0.0861 0.3473 -1.8518 -3.0301
#> beta= 0.0222 0.0861 0.3473 -1.8518 -3.0301
#> abs((beta-betaold)/betaold)= 0 1e-05 1e-05 0 0
#> llold= -2321.421
#> ll= -2321.421
#> ll-llold= 0
#>
#>
#> Beta optimization ok, 3 iterations
#> --------------------------------------------------------------------------------------
#> _______________________________________________________________________________________
#>
#> iter LAML : 1
#> rho.old= -1
#> rho= 4
#> val.old= 2332.217
#> val= 2326.77
#> val-val.old= -5.4474
#> gradient= -0.41
#>
#> _______________________________________________________________________________________
#>
#>
#>
#>
#> Smoothing parameter selection, iteration 2
#>
#> ---------------------------------------------------------------------------------------
#> Beginning regression parameter estimation
#>
#> iter beta: 1
#> betaold= 0.0222 0.0861 0.3473 -1.8518 -3.0301
#> beta= 0.0071 0.0533 0.308 -1.8522 -3.02
#> abs((beta-betaold)/betaold)= 0.68147 0.3815 0.11321 0.00024 0.00332
#> llold= -2322.368
#> ll= -2322.071
#> ll-llold= 0.29726
#>
#> iter beta: 2
#> betaold= 0.0071 0.0533 0.308 -1.8522 -3.02
#> beta= 0.0071 0.0533 0.3083 -1.852 -3.0201
#> abs((beta-betaold)/betaold)= 0.00233 0.00126 0.00089 0.00012 4e-05
#> llold= -2322.071
#> ll= -2322.071
#> ll-llold= 1e-05
#>
#> iter beta: 3
#> betaold= 0.0071 0.0533 0.3083 -1.852 -3.0201
#> beta= 0.0071 0.0533 0.3083 -1.852 -3.0201
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#> abs((beta-betaold)/betaold)= 0 0 0 0 0
#> llold= -2322.071
#> ll= -2322.071
#> ll-llold= 0
#>
#>
#> Beta optimization ok, 3 iterations
#> --------------------------------------------------------------------------------------
#> _______________________________________________________________________________________
#>
#> iter LAML : 2
#> rho.old= 4
#> rho= 5.0428
#> val.old= 2326.77
#> val= 2326.585
#> val-val.old= -0.18446
#> gradient= 0.078
#>
#> _______________________________________________________________________________________
#>
#>
#>
#>
#> Smoothing parameter selection, iteration 3
#>
#> ---------------------------------------------------------------------------------------
#> Beginning regression parameter estimation
#>
#> iter beta: 1
#> betaold= 0.0071 0.0533 0.3083 -1.852 -3.0201
#> beta= 0.0085 0.0577 0.315 -1.8535 -3.0223
#> abs((beta-betaold)/betaold)= 0.2005 0.08256 0.02171 0.00083 0.00072
#> llold= -2321.968
#> ll= -2321.963
#> ll-llold= 0.00454
#>
#> iter beta: 2
#> betaold= 0.0085 0.0577 0.315 -1.8535 -3.0223
#> beta= 0.0085 0.0577 0.315 -1.8535 -3.0223
#> abs((beta-betaold)/betaold)= 7e-05 2e-05 2e-05 0 0
#> llold= -2321.963
#> ll= -2321.963
#> ll-llold= 0
#>
#>
#> Beta optimization ok, 2 iterations
#> --------------------------------------------------------------------------------------
#> _______________________________________________________________________________________
#>
#> iter LAML : 3
#> rho.old= 5.0428
#> rho= 4.8967
#> val.old= 2326.585
#> val= 2326.579
#> val-val.old= -0.00578
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#> gradient= 0.0012
#>
#> _______________________________________________________________________________________
#>
#>
#>
#>
#> Smoothing parameter selection, iteration 4
#>
#> ---------------------------------------------------------------------------------------
#> Beginning regression parameter estimation
#>
#> iter beta: 1
#> betaold= 0.0085 0.0577 0.315 -1.8535 -3.0223
#> beta= 0.0085 0.0578 0.3151 -1.8535 -3.0223
#> abs((beta-betaold)/betaold)= 0.00282 0.00122 0.00032 1e-05 1e-05
#> llold= -2321.962
#> ll= -2321.962
#> ll-llold= 0
#>
#> iter beta: 2
#> betaold= 0.0085 0.0578 0.3151 -1.8535 -3.0223
#> beta= 0.0085 0.0578 0.3151 -1.8535 -3.0223
#> abs((beta-betaold)/betaold)= 0 0 0 0 0
#> llold= -2321.962
#> ll= -2321.962
#> ll-llold= 0
#>
#>
#> Beta optimization ok, 2 iterations
#> --------------------------------------------------------------------------------------
#> _______________________________________________________________________________________
#>
#> iter LAML : 4
#> rho.old= 4.8967
#> rho= 4.8944
#> val.old= 2326.579
#> val= 2326.579
#> val-val.old= 0
#> gradient= 3.4e-07
#>
#> _______________________________________________________________________________________
#>
#>
#>
#> Smoothing parameter(s) selection via LAML ok, 4 iterations
#> ______________________________________________________________________________________
Ici, au sein de chaque ite´ration des log-parame`tres de lissage, pour chaque ite´ration des parame`tres de
re´gression, on a :
— betaold = anciennes valeurs des parame`tres de re´gression
— beta = valeurs actuelles des parame`tres de re´gression
— abs((beta-betaold)/betaold) = valeur absolue de la diﬀe´rence relative entre les valeurs actuelles
et anciennes des parame`tres de re´gression (un des crite`res utilise´s pour de´clarer la convergence)
— llold = ancienne valeur de la log-vraisemblance pe´nalise´e
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— ll = valeur actuelle de la log-vraisemblance pe´nalise´e
— ll-llold = diﬀe´rence entre les deux valeurs ci-dessus
En utilisant detail.rho ou detail.beta, il est possible qu’un message indiquant qu’une hessienne (de
LCV, LAML ou de la vraisemblance pe´nalise´e) a e´te´ perturbe´e s’aﬃche. Tant que cette perturbation
ne se produit pas a` la convergence, l’utilisateur ne doit pas s’alarmer. L’algorithme s’assure juste
que chaque pas eﬀectue´ aille dans la bonne direction. Cependant, une perturbation de la hessienne a`
convergence peut eˆtre re´ve´latrice d’un proble`me de convergence (voir les indicateurs Hess.beta.modif
et Hess.rho.modif renvoye´s par le mode`le).
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Chapitre 12
Comparaison avec des approches
existantes
Dans ce chapitre, nous comparons le package survPen a` diﬀe´rentes approches de mode´lisation pour
l’analyse des temps d’e´ve´nement.
La premie`re comparaison s’inte´resse aux temps d’exe´cution de survPen et d’un certain nombre de
me´thodes brie`vement expose´es au chapitre 7.
La seconde et la dernie`re comparaisons s’inte´ressent aux proprie´te´s statistiques des me´thodes imple´mente´es
dans survPen, rstpm2 et mexhaz.
Les sections 12.1 et 12.2 sont issues du Supplementary de Fauvernier et al. (2019b).
12.1 Temps d’exe´cution
Cette section compare les temps de calcul des approches imple´mentant les mode`les pe´nalise´s en survie
dans le logiciel R : frailtypack, R2BayesX, bamlss, gss, rstpm2, et survPen.
A` cette liste, nous ajoutons l’approche  Poisson + gam  qui correspond a` la me´thode de´taille´e
par Remontet et al. (2019). Dans cette approche, un mode`le de Poisson est ajuste´ sur des donne´es
augmente´es a` l’aide de la fonction gam du package mgcv (la fonction de lien est modiﬁe´e aﬁn de
prendre en compte les taux attendus).
Le tableau 12.1 pre´sente un bref descriptif des fonctionnalite´s de chaque approche en termes de splines
pe´nalise´es. Les colonnes indiquent si la me´thode permet : 1) d’ajuster des splines pe´nalise´es pour de´crire
l’eﬀet d’une variable continue (colonne  Spline pe´nalise´e ) ; 2) d’ajuster des produits tensoriels
pe´nalise´s pour de´crire les interactions entre plusieurs covariables continues ( Tensor ) ; 3) d’ajuster
des mode`les de taux en exce`s ( Taux en exce`s ) ; 4) d’ajuster des splines de re´gression par opposition
aux splines de lissage ( splines de re´gression ) ; et 5) de mode´liser directement le taux ou le logarithme
du taux ( Taux ).
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  Fonctionnalité 1 
Méthode package R Fonction Spline pénalisée Tensor Taux en excès Splines de régression Taux 
frailtypack oui frailtyPenal 
Seulement pour le 
temps non non oui oui 
R2BayesX oui bayesx oui non non oui oui 
bamlss oui bamlss oui oui non oui oui 
gss oui sshzd oui oui non non 2 oui 
rstpm2 oui pstpm2 oui oui oui oui non 3 
Poisson + gam non 4 - oui oui oui oui oui 
survPen oui survPen oui oui oui oui oui 
1 Ce tableau compare uniquement les fonctionnalités en prenant celles de survPen en référence (splines de régression multidimensionnelles pénalisées pour les modèles de 
taux et de taux en excès); il ne fournit pas une description exhaustive de chaque package.  
2 Le package gss utilise des splines de lissage. 
3 Le package rstpm2 propose différentes échelles de modélisation, dont le taux cumulé, mais le taux ou le logarithme du taux n’en font pas partie. 
4 L’approche “Poisson + gam” n’est pas disponible comme package mais le code est disponible sur github (https://github.com/RocheLHCL/SMMR_Remontet2018/). 
Tableau 12.1 – Fonctionnalite´s de diﬀe´rentes approches en termes de splines pe´nalise´es
pour les mode`les de survie
Le package frailtypack est utile pour ajuster des mode`les mixtes hie´rarchiques, joints ou a` fragilite´
partage´e ; R2BayesX et bamlss sont utiles pour ajuster des mode`les additifs complexes, comme par
exemple en mode´lisant conjointement les parame`tres de position, de forme et d’e´chelle de la distribution
de la variable a` expliquer (possibilite´ non restreinte aux mode`les de survie) ; gss permet d’ajuster
des splines de lissage dans diﬀe´rents types de mode`les non restreints a` l’analyse de survie ; rstpm2
propose diﬀe´rentes e´chelles de mode´lisation dans le cadre des mode`les de survie (avec possibilite´
d’eﬀets ale´atoires) ; et, ﬁnalement, mgcv est le package de re´fe´rence en termes de splines de re´gression
pe´nalise´es dans le cadre des GAM mais e´galement pour des distributions en dehors de la famille
exponentielle (mode`le de Cox par exemple).
Pour comparer les temps d’exe´cution de ces diﬀe´rentes approches, trois mode`les de survie et un mode`le
de survie nette sont conside´re´s (le premier mode`le est en re´alite´ de´cline´ en deux versions) :
mode`le spline : log[f(t)] = spline(t, df = 10)
mode`le spline (pour frailtypack) :f(t) = spline(t, df = 10)
mode`le tensor2 : log[f(t, a)] = tensor(t, a, df = c(5, 5))
mode`le tensor3 : log[f(t, a, y)] = tensor(t, a, y, df = c(5, 5, 5))
mode`le tensor3 net : log[fE(t, a, y)] = tensor(t, a, y, df = c(5, 5, 5))
Dans ces mode`les, t est le temps de suivi, a est l’aˆge au diagnostic et y est l’anne´e de diagnostic. La
fonction f repre´sente le taux instantane´ (le taux en exce`s pour fE) pour toutes les approches excepte´
rstpm2 pour lequel f repre´sente le taux cumule´ (taux cumule´ en exce`s pour fE). Le premier mode`le
comporte 10 parame`tres de re´gression et 1 parame`tre de lissage. Le deuxie`me mode`le comporte 25
parame`tres de re´gression pour 2 parame`tres de lissage. Les mode`les trois et quatre comportent chacun
125 parame`tres de re´gression pour 3 parame`tres de lissage. Le nombre de parame`tres de lissage est
diﬀe´rent pour le package gss car il s’appuie sur une de´composition ANOVA (voir la section 4.4.3 de
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cette the`se ou la section 5.6.3 de Wood 2017).
Les mode`les ont e´te´ ajuste´s sur deux jeux de donne´es simule´es (tailles : 2 000 et 20 000) issus des si-
mulations du sce´nario Col de l’ute´rus (N=2 000) de´crit dans le chapitre 10. Le jeu de donne´es de taille
2 000 est choisi ale´atoirement (il correspond au jeu de donne´es du package survPen nomme´  dat-
Cancer ) et le jeu de donne´es de taille 20 000 correspond a` la concate´nation des 10 premiers jeux de
donne´es simule´es (chaque jeu comportant 2 000 individus). Au vu des fonctionnalite´s de´crites dans le
tableau 12.1, les quatre mode`les ne peuvent pas eˆtre ajuste´s par les sept me´thodes. Par exemple, le
mode`le tensor3 net ne peut eˆtre ajuste´ que par rstpm2, survPen et l’approche  Poisson + gam .
La proce´dure d’augmentation de donne´es ne´cessaire a` l’utilisation de  Poisson + gam  transforme
les 2 000 et 20 000 individus en 93 963 et 934 379 pseudo-observations, respectivement.
Concernant R2BayesX, nous conside´rons la version REML (Kneib and Fahrmeir, 2007) et la version
MCMC. Pour ce qui est de survPen, nous utilisons le crite`re LCV aﬁn d’eˆtre comparable a` rstpm2.
Nous utilisons la version 3.5.2 de R avec les versions de packages suivantes : frailtypack 3.0.2.1,
R2BayesX 1.1-1, bamlss 1.0-1, gss 2.1-9, rstpm2 1.4.5, mgcv 1.8-26 et survPen 1.0.1. Les tableaux
12.2 et 12.3 pre´sentent les temps d’exe´cution des diﬀe´rents mode`les sur un PC e´quipe´ d’un Intel Xeon
CPU E3-1245 v5 cadence´ a` 3.50 GHz et disposant de 16 Go de me´moire vive.
 Modèle 
Méthode Spline Tensor2 Tensor3 Tensor_net3 
frailtypack 0,7    
R2BayesX REML 1,2    
R2BayesX MCMC 37,0    
bamlss 353,0 1 378,0 10 851,7  
gss 0,0 4,6 5 608,3  
rstpm2 1,2 19,1 562,7 456,2 
Poisson + gam 1,3 6,8 232,5 463,3 
survPen 0,5 3,6 55,4 75,6 
Tableau 12.2 – Temps d’exe´cution (en secondes) pour N = 2 000
 Modèle 
Méthode Spline Tensor2 Tensor3 Tensor_net3 
frailtypack 19,0    
R2BayesX REML 2,8    
R2BayesX MCMC 525,6    
bamlss 4 828,3 13 751,9 109 708,2  
gss 0,2 16,2 4,712,1  
rstpm2 38,1 37,2 4 270,6 4 197,7 
Poisson + gam 12,4 91,3 1 755,4 4 270,7 
survPen 5,2 23,4 576,3 680,1 
Tableau 12.3 – Temps d’exe´cution (en secondes) pour N = 20 000
Quelle que soit la taille d’e´chantillon, survPen est plus rapide que ses concurrents dans les conﬁgu-
rations les plus complexes (tensor3 et tensor3 net) mais R2BayesX (version REML) et gss sont plus
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rapides pour les deux premiers mode`les et la taille d’e´chantillon a` 20 000. L’utilisation de survPen
dans les conﬁgurations les plus complexes apporte un gain absolu de temps non ne´gligeable. R2BayesX
(version MCMC) et bamlss, qui s’appuient sur des algorithmes MCMC, sont logiquement les approches
les plus lentes (bamlss e´tant de loin le plus demandeur en temps de calcul).
Malgre´ l’utilisation d’une approximation eﬃciente pour l’ajustement des splines de lissage (Du and
Gu, 2006; Gu, 2014), les splines de lissage de gss sont plus gourmandes en temps de calcul que les
splines de re´gression pe´nalise´es utilise´es par survPen (dans les conﬁgurations les plus complexes). Ce-
pendant, les mode`les ajuste´s par survPen et gss ne sont pas entie`rement comparables car gss s’appuie
sur une de´composition en eﬀets propres + interactions. En outre, les mode`les gss ont e´galement e´te´
ajuste´s a` l’aide de la fonction sshzd1, qui est une version plus rapide de sshzd, mais la perte en termes
de qualite´ d’ajustement e´tait trop importante (exploration non pre´sente´e).
12.2 Estimation de splines pe´nalise´es : comparaison a` rstpm2
Parmi les nombreux packages R existant, seul le package rstpm2 (a` notre connaissance) permet d’ajus-
ter des tensors pe´nalise´s en survie nette. Nous avons donc de´cide´ de comparer les performances sta-
tistiques de survPen avec celles de rstpm2.
La me´thode utilise´e dans rstpm2 est de´taille´e dans l’article de Liu et al. (2018). Les principales
diﬀe´rences entre rstpm2 et survPen sont les suivantes :
— rstpm2 permet de mode´liser l’eﬀet des covariables sur diﬀe´rentes e´chelles dont celle du loga-
rithme du taux cumule´ mais pas sur l’e´chelle du logarithme du taux comme c’est le cas dans
survPen
— le calcul du taux cumule´ ne ne´cessite pas d’inte´gration nume´rique mais impose une proce´dure
d’optimisation sous contrainte (contrairement a` survPen)
— rstpm2 utilise des me´thodes nume´riques pour calculer les de´rive´es de la vraisemblance et des
crite`res d’estimation des parame`tres de lissage tandis que survPen utilise les de´rive´es explicites
A` partir des sce´narios œsophage et col de l’ute´rus pre´sente´s au chapitre 10, nous avons de´cide´ de
reproduire les re´sultats pre´sente´s dans les ﬁgures 10.2 et 10.3. Seule la taille d’e´chantillon 2 000 est
utilise´e aﬁn de limiter le temps de calcul.
A` l’aide de rstpm2, nous ajustons le mode`le suivant :
log[HE(t, age, annee)] = tensor(log(t), age, annee)
ou` HE est le taux de mortalite´ cumule´ en exce`s.
Les meˆmes bases de splines que pour survPen ont e´te´ utilise´es (a` noter toutefois que survPen mode´lise
l’eﬀet du temps t tandis que rstpm2 mode´lise l’eﬀet de log(t)). Le nombre de nœuds e´tait e´galement
identique (6 pour le temps, 5 pour l’aˆge et 4 pour l’anne´e). Les positions des nœuds correspondent
aux valeurs par de´faut (quantiles du log du temps, de l’aˆge et de l’anne´e).
Les re´sultats sont pre´sente´s dans les ﬁgures 12.1 et 12.2.
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Figure 12.1 – Comparaison rstpm2. Boxplots de la RMISE (multiplie´e par 100) sur le
taux en exce`s pour chaque sce´nario (taille d’e´chantillon = 2 000).
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Figure 12.2 – Comparaison rstpm2. Boxplots du biais et de la RMSE (multiplie´s par 100)
sur la survie nette pour chaque sce´nario (taille d’e´chantillon = 2 000).
Dans le sce´nario du Col de l’ute´rus, rstpm2 pre´sente un biais le´ge`rement infe´rieur a` survPen. Cepen-
dant, dans les deux sce´narios, survPen est supe´rieur a` rstpm2 en termes de RMISE sur le taux en
exce`s et de RMSE sur la survie nette.
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Dans le sce´nario Oesophage, la RMISE de survPen LCV est infe´rieure a` celle de rstpm2 dans 81%
des combinaisons d’aˆges et d’anne´es. Dans le sce´nario Col, cette proportion atteint 84%. En outre, sur
2 000 mode`les ajuste´s par rstpm2, 55 n’ont pas converge´ (44 pour l’Oesophage et 11 pour le Col de
l’ute´rus) alors qu’un seul mode`le survPen n’avait pas re´ussi a` converger (dans le sce´nario Col avec le
crite`re LCV).
Il semble donc que survPen soit meilleur que rstpm2 en termes de performances statistiques et de
stabilite´ dans les deux sce´narios e´tudie´s.
12.3 Estimation d’eﬀets ale´atoires : comparaison a` mexhaz
mexhaz fut le premier package R a` proposer des mode`les de taux en exce`s permettant de prendre en
compte simultane´ment la non-line´arite´, la non-proportionnalite´, les interactions ainsi que les donne´es
corre´le´es. mexhaz et survPen proposent tous deux l’ajustement de mode`les de taux en exce`s a` eﬀets
mixtes. Alors que survPen utilise une astuce qui conside`re un eﬀet ale´atoire comme une spline pe´nalise´e,
mexhaz oﬀre un cadre d’infe´rence plus classique mais aussi plus eﬃcient. L’objectif de cette section
est de comparer les performances statistiques des deux approches.
12.3.1 Simulation
Les re´sultats de simulation pre´sente´s s’appuie sur le sce´nario C de´taille´ dans Charvat et al. (2016). Ce
sce´nario propose un contexte d’eﬀet non-proportionnel du sexe et d’eﬀets line´aires et proportionnels
de l’aˆge et d’un indice de de´favorisation.
Vrai mode`le : Pour l’individu i dans le cluster j, on a :
hE(t, ageij , sexeij , DIj) = h0,sexeij (t) × exp(0.05 × ageij + 0.02 × DIj + wj)
Avec wj ∼ N (0, 0.52) et
h0,Hommes(t) = 0.25 × 0.7 × t0.7−1 h0,F emmes(t) = 0.18 × 0.8 × t0.8−1
1000 jeux de donne´es ont e´te´ simule´s avec une taille de 1000 individus mais en faisant varier le nombre
de clusters. Cela entraˆıne 4 conﬁgurations possibles : 10 clusters de 100 individus chacun, 20 clusters
de 50 individus, 50 clusters de 20 individus et 100 clusters de 10 individus.
12.3.2 Mode`les ajuste´s
Mode`le non pe´nalise´ ajuste´ par mexhaz et par survPen
log[hE(t, ageij , sexeij , DIj)] = bs(t, knots = 1) × sexeij + βage × ageij + βDI × DIj + wj
Avec wj ∼ N (0, σ2)
Attention, le mode`le de´crit dans les simulations de Charvat et al. (2016) a e´te´ re´ajuste´ a` l’aide du pa-
ckage mexhaz (qui n’existait pas a` l’e´poque de l’article). Les re´sultats pre´sente´s ici sont donc diﬀe´rents
de ceux publie´s dans l’article.
Le mode`le ajuste´ par mexhaz comprend 12 parame`tres ﬁxes (5 parame`tres pour la spline des hommes,
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5 pour la spline des femmes, 1 pour l’aˆge et 1 pour l’indice de de´favorisation) et 1 parame`tre de
variance. En revanche, le mode`le ajuste´ par survPen comprend ces meˆmes 12 parame`tres et autant de
parame`tres supple´mentaires qu’il y a de clusters (voir la section 9.3). Le mode`le survPen comprend
e´galement un parame`tre de lissage qui est directement lie´ au parame`tre de variance a` estimer.
Mode`le pe´nalise´ ajuste´ par survPen
log[hE(t, ageij , sexeij , DIj)] = s(t, df = 10) × sexeij + βage × ageij + βDI × DIj + wj
Ou` s est une spline pe´nalise´e a` 10 nœuds et wj ∼ N (0, σ2). Le mode`le pe´nalise´ comprend donc 1
parame`tre de lissage pour le taux de base des hommes, 1 pour celui des femmes et 1 dernier pour
l’eﬀet ale´atoire.
12.3.3 Re´sultats
Configuration Paramètres 
(vraies 
valeurs) 
Spline mixed (Charvat et al. 
2016) réajusté avec mexhaz 
survPen avec même modèle que 
Charvat et al. (2016) 
survPen avec une spline 
pénalisée par sexe 
Biaisa CPb RMSEc Biaisa CPb RMSEc Biaisa CPb RMSEc 
Nombre de 
clusters: 10 
 
Taille 
moyenne: 100 
???? (0.05) -0.7 93.9 0.004 -0.3 94.6 0.004 -0.1 94.7 0.004 
??? (0.02) 7.3 87.2 0.096 4.3 90.8 0.095 5.4 90.7 0.096 
? (0.5) -14 87.8 0.146 -1.7 94.8 0.143 -1.5 94.7 0.143 
Nombre de 
clusters: 20 
 
Taille 
moyenne: 50 
???? (0.05) -1.1 95.0 0.004 -0.5 95.0 0.004 -0.3 95.3 0.004 
??? (0.02) 7.7 92.9 0.1 16.5 94.0 0.098 16.5 94.0 0.098 
? (0.5) -5.6 94.0 0.105 0.9 95.1 0.106 1.26 95.1 0.107 
Nombre de 
clusters: 50 
 
Taille 
moyenne: 20 
???? (0.05) -1 94.2 0.005 0.1 94.3 0.004 0.4 94.4 0.004 
??? (0.02) 7.1 94.5 0.063 5.4 95.6 0.061 6.0 95.5 0.061 
? (0.5) -1.7 96.6 0.079 0.1 96.6 0.079 0.8 96.3 0.080 
Nombre de 
clusters: 100 
 
Taille 
moyenne: 10 
???? (0.05) -0.8 93.9 0.005 0.5 94.5 0.004 0.9 94.5 0.005 
??? (0.02) 5.3 95.4 0.049 -2.0 95.6 0.047 -1.0 95.8 0.047 
? (0.5) -1 96.9 0.077 -2.8 96.9 0.076 -1.7 96.6 0.075 
aBiais relatif (en %); bCP: probabilité de couverture empirique; cRMSE: Racine carrée de l’erreur quadratique moyenne 
Tableau 12.4 – Comparaison mexhaz. Biais, probabilite´s de couverture et RMSE selon
les quatre sce´narios et les trois mode`les propose´s.
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Le tableau 12.4 pre´sente les re´sultats de la simulation en termes de biais, probabilite´s de couverture
et RMSE.
Les principales diﬀe´rences entre mexhaz et survPen apparaissent dans l’estimation de la variance de
l’eﬀet ale´atoire. Lorsque le nombre de clusters est limite´ (10 ou 20), les estimations propose´es par
mexhaz sont le´ge`rement biaise´es (-14% et -5,6%) tandis que survPen oﬀre des biais toujours faibles
quel que soit le nombre de clusters. Cette diﬀe´rence au niveau du biais impacte du meˆme coup les
probabilite´s de couverture : mexhaz est en sous-couverture notamment sur la premie`re conﬁguration
tandis que survPen est toujours proche de la valeur cible a` 95%.
Notons enﬁn que l’ajustement d’un mode`le pe´nalise´ ne de´grade pas les bonnes proprie´te´s d’estimation
de la variance (par rapport au mode`le non pe´nalise´).
 
Configuration Spline mixed (Charvat et al. 2016) 
réajusté avec mexhaz 
survPen avec même modèle que 
Charvat et al. (2016) 
survPen avec une spline pénalisée 
par sexe 
Temps 
d’exécution 
médiana 
Nombre de non-
convergenceb 
Temps 
d’exécution 
médiana 
Nombre de non-
convergenceb 
Temps 
d’exécution 
médiana 
Nombre de non-
convergenceb 
10, 100 5.31 0 0.36 0 3.66 2 
20, 50 5.35 2 0.80 0 6.32 1 
50, 20 5.36 0 2.86 0 16.07 1 
100, 10 5.40 1 10.61 0 43.53 1 
aTemps d’exécution median pour adjuster un modèle (en secondes); bParmi 1 000 modèles ajustés 
Tableau 12.5 – Comparaison mexhaz. Temps de calcul me´dian pour ajuster un mode`le
selon les quatre sce´narios et les trois mode`les propose´s.
Comme attendu, on remarque dans le tableau 12.5 que le temps de calcul via survPen augmente avec le
nombre de clusters. Ainsi, survPen est plus rapide que mexhaz dans les trois premie`res conﬁgurations
mais prend deux fois plus de temps dans la dernie`re conﬁguration qui comprend 100 clusters. Les
temps d’exe´cution de mexhaz restent constants autour de 5s.
Troisie`me partie
Applications e´pide´miologiques
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Chapitre 13
Eﬀet de la de´favorisation sociale sur la
mortalite´ en exce`s des patients atteints
de cancer
13.1 Contexte et objectifs
Cette application a e´te´ eﬀectue´e dans le cadre d’un partenariat avec l’unite´ de recherche interdiscipli-
naire pour la pre´vention et le traitement des cancers ANTICIPE (U1086 INSERM-UNICAEN) et le
re´seau FRANCIM. La question e´tait de savoir si la de´favorisation sociale avait un eﬀet sur la mortalite´
en exce`s subie par les patients atteints de cancer.
La de´favorisation est mesure´e au travers de la version franc¸aise de l’European Deprivation Index (EDI,
Guillaume et al. 2016).
Une premie`re e´tape de ce travail a consiste´ en l’utilisation de l’estimateur non-parame´trique de Pohar-
Perme pour mesurer l’impact de la de´favorisation socio-e´conomique sur la survie nette (Tron et al.,
2019).
Suite a` cette publication, la volonte´ de restituer les eﬀets de la de´favorisation de fac¸on plus pre´cise a eu
pour conse´quence la pre´sente collaboration : celle-ci a pour objectif, en conservant l’EDI en continu,
de de´crire si l’eﬀet est line´aire ou non-line´aire, proportionnel ou non-proportionnel, en interaction avec
l’aˆge ou non.
Les re´sultats pre´sente´s ici sont des re´sultats partiels servant a` illustrer l’inte´reˆt de la me´thode, seul le
cancer du col de l’ute´rus e´tant analyse´.
13.2 Donne´es
La population d’e´tude compte 1865 patientes atteintes d’un cancer du col de l’ute´rus et diagnostique´es
entre 2006 et 2009 (date de ﬁn de suivi ﬁxe´e au 30 Juin 2013). Les donne´es proviennent de 14 registres
de cancer du re´seau FRANCIM. Dans la population d’e´tude, 689 patientes (37%) sont de´ce´de´es dans
les 5 ans suivant le diagnostic. Les taux de mortalite´ attendus (hP ) sont issus des taux de mortalite´ ob-
serve´s dans la population franc¸aise par sexe, aˆge, anne´e de de´ce`s et de´partement de re´sidence (donne´es
issues de l’Institut National de la Statistique et des E´tudes E´conomiques). Ces taux attendus ont en-
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suite e´te´ lisse´s par le service de biostatistique des HCL graˆce a` un mode`le de Poisson pe´nalise´ incluant
un produit tensoriel de l’aˆge et de l’anne´e de diagnostic (pour chaque sexe et chaque de´partement).
13.3 Me´thode
Nous e´tudions l’eﬀet du temps e´coule´ depuis le diagnostic (t), de l’aˆge au diagnostic (a) et de l’EDI
sur le taux en exce`s. L’EDI est une variable continue dont la valeur augmente avec le degre´ de
de´favorisation. Nous disposons donc de trois variables continues et proposons d’ajuster le mode`le
suivant :
log {hE(t, a, EDI)} = tensor(t, a, EDI)
Chaque base marginale est une spline cubique restreinte avec 5 nœuds (place´s aux quantiles 0, 0,25,
0,50, 0,75 et 1 de l’ensemble des cas). Le mode`le conduit donc a` estimer 125 parame`tres de re´gression.
Les trois parame`tres de lissage associe´s sont estime´s via le crite`re LAML.
13.4 Re´sultats
La ﬁgure 13.1 pre´sente diﬀe´rentes pre´dictions obtenues a` partir du mode`le. Dans cette ﬁgure, les trois
aˆges et les trois valeurs d’EDI choisis correspondent aux percentiles 10, 50, et 90. Chaque colonne
correspond a` un aˆge donne´.
La premie`re ligne pre´sente les surfaces de taux en exce`s en fonction du temps (en anne´es) et de l’EDI.
La deuxie`me ligne montre le taux en exce`s en fonction du temps pour trois valeurs d’EDI.
La troisie`me ligne pre´sente le ratio de taux en exce`s en fonction de l’EDI (avec pour re´fe´rence EDI=0)
a` 4 temps diﬀe´rents (0, 1, 3, et 5 ans).
Enﬁn, la dernie`re ligne donne le ratio de taux en exce`s entre les percentiles d’EDI 90 et 10 en fonction
du temps ainsi que les intervalles de conﬁance a` 95%.
La mortalite´ en exce`s est plus importante chez les patientes les plus de´favorise´es (percentile 90 d’EDI
vs. percentiles 10 et 50), excepte´ pendant la premie`re anne´e suivant le diagnostic chez les patientes
aˆge´es de 80 ans (deuxie`me ligne de la ﬁgure 13.1). De plus, le ratio de taux en exce`s entre les patientes
les moins et les plus de´favorise´es est statistiquement diﬀe´rent de 1 aux aˆges 35 et 51 autour d’un an
et demi apre`s le diagnostic (voir les intervalles de conﬁance donne´s dans les graphiques de la ligne 4).
Ce ratio de´croˆıt ensuite en fonction du temps e´coule´ depuis le diagnostic. Le mode`le ne de´tecte pas
d’eﬀet signiﬁcatif de l’EDI a` l’aˆge 80.
En ce qui concerne la survie nette, le mode`le pre´dit a` l’aˆge 51, une survie nette a` 1 an de 93% [90.7-
94.7%] pour le percentile 10 d’EDI et une survie nette de 90.2% [86.7-92.8%] pour le percentile 90. Les
survies nettes a` 5 ans correspondantes sont respectivement 74.5% [69.9-78.4%] et 61% [53.9-67.2%].
Ainsi, les diﬀe´rences observe´es dans la dynamique du taux en exce`s entre 1 et 2 ans apre`s le diagnostic
entraˆınent une diﬀe´rence signiﬁcative de survie nette a` 5 ans. Ces re´sultats illustrent la ne´cessite´ d’in-
terpre´ter conjointement les estimations de survie avec celle de la dynamique du taux ; cette dernie`re
permettant d’identiﬁer ou` les diﬀe´rences apparaissent au cours du temps.
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Figure 13.1 – Re´sultats principaux de l’e´tude sur l’EDI
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13.5 Conclusion
Cette application illustre les aptitudes du mode`le a` capturer des phe´nome`nes d’interactions complexes
tout en assurant des changements lisses dans toutes les directions. Il faut bien entendu que les re´sultats
soient ensuite interpre´te´s sur le plan e´pide´miologique, et qu’ils puissent eˆtre a` l’origine d’hypothe`ses
sur les processus conduisant a` cet exce`s de mortalite´ chez les femmes de´favorise´es.
Ainsi, le package survPen est actuellement utilise´ sur la base FRANCIM comple`te. Il s’agit de la
premie`re fois que tous les registres sont analyse´s avec l’EDI (environ 210 000 tumeurs pour 18 registres)
dans le cadre d’un partenariat FRANCIM, ANTICIPE, HCL. Ce travail fera l’objet de plusieurs
publications scientiﬁques par groupes de cancers (digestifs, ORL, he´matologiques, ...).
Chapitre 14
E´tude de la mortalite´ en exce`s des
patients atteints de scle´rose en plaques
14.1 Contexte
La scle´rose en plaques (SEP) est une maladie neurologique chronique caracte´rise´e par une atteinte de
la gaine protectrice des neurones : la mye´line. La destruction de cette protection naturelle va entraˆıner
des perturbations dans la transmission de l’inﬂux nerveux. Les symptoˆmes de la SEP sont variables
d’une personne a` l’autre, car ils de´pendent de la zone ou` se produit l’attaque inﬂammatoire. Ils peuvent
correspondre a` des troubles de la sensibilite´, a` des paralysies ou faiblesses musculaires, des troubles
de l’e´quilibre, et autres symptoˆmes. En outre, avec le temps, la reconstruction de la mye´line peut
s’eﬀectuer de manie`re imparfaite et la maladie peut ainsi devenir de plus en plus handicapante.
Lorsque de nouveaux symptoˆmes apparaissent, on parle de  pousse´es .
Trois modes d’e´volution de la SEP existent :
— les formes re´currentes-re´mittentes : les plus fre´quentes, elles e´voluent par pousse´es successives,
entrecoupe´es de pe´riode de re´mission.
— les formes secondairement progressives : elles font suite a` une phase re´mittente et se caracte´risent
par une progression re´gulie`re des symptoˆmes.
— les formes progressives d’emble´e : elles repre´sentent entre 10% et 15% des cas et se manifestent
par une progression continue des symptoˆmes de`s le de´but de la maladie. Les patients ne passent
pas par la phase re´mittente et ne connaissent donc pas de pousse´es.
Les patients atteints de SEP pre´sentent un exce`s de mortalite´ par rapport a` la population ge´ne´rale
(Leray et al., 2015). Toutefois, l’e´volution de cet exce`s de mortalite´ en fonction de la dure´e de la
maladie (la dynamique du taux) est tre`s mal connue et notons e´galement que la mode´lisation ﬂexible
du taux de mortalite´ en exce`s n’a jamais e´te´ e´tudie´e dans le cadre d’un mode`le de taux additif (2.7).
Ce sont ces raisons qui ont pousse´ a` la constitution d’un partenariat entre le service de biostatistique
des HCL, le De´partement d’e´pide´miologie et de biostatistiques (EPIBIOSTAT) de l’E´cole des Hautes
E´tudes en Sante´ Publique (EHESP) et l’Observatoire Franc¸ais de la Scle´rose en Plaques (OFSEP).
En outre, il est important de mentionner la pertinence du concept de mortalite´ en exce`s dans l’e´tude
de la mortalite´ due a` la SEP. En eﬀet, sachant que les patients atteints de SEP peuvent vivre tre`s
longtemps avec la maladie, plus le temps s’e´coule depuis le diagnostic, plus il est diﬃcile de dire si le
de´ce`s d’un patient est duˆ, directement ou indirectement, a` la SEP.
Enﬁn, les re´sultats pre´sente´s ici sont des re´sultats partiels, avec l’accord des partenaires des HCL, aﬁn
d’illustrer l’inte´reˆt de la me´thode.
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14.2 Objectifs
A` la suite des travaux de Leray et al. (2015), nous e´tudions la dynamique de la mortalite´ en exce`s chez
les patients atteints de SEP ainsi que l’eﬀet de l’aˆge a` l’entre´e dans la maladie. L’e´tude est stratiﬁe´e
selon la forme initiale de la maladie.
14.3 Donne´es
Les donne´es utilise´es e´taient celles de 37 524 patients issus de 18 centres de l’OFSEP situe´s en France
me´tropolitaine. Les patients sont majoritairement des femmes (a` 71%) et ont e´te´ diagnostique´s entre
1960 et 2014. La date de ﬁn de suivi est ﬁxe´e au 1er Janvier 2016 et les temps de suivis ont e´te´ censure´s
a` 55 ans.
Pour un patient donne´, le de´but de la maladie correspond a` la date d’enregistrement syste´matique du
centre OFSEP. Toutefois, les patients ne sont suivis qu’a` partir de leur premie`re e´valuation clinique
par un neurologue qui correspond donc a` la date d’entre´e dans l’e´tude. Ainsi, nous sommes en pre´sence
de donne´es tronque´es a` gauche.
L’aˆge d’entre´e me´dian est de 31,7 ans.
La forme re´mittente de la maladie concerne 33 005 patients contre 4 519 patients pour la forme
progressive (formes secondaire et d’emble´e confondues).
Le nombre de de´ce`s observe´s est de 2 883 (2 142 chez les re´mittents et 741 chez les progressifs), a`
rapporter aux 340 708 patients-anne´es de suivi.
14.4 Me´thode
Nous e´tudions l’eﬀet du temps e´coule´ depuis le de´but de la maladie (t) et de l’aˆge au de´but de la
maladie ou aˆge onset (a). Dans la suite, la notion d’aˆge courant correspond a` a + t. Nous ajustons le
mode`le suivant chez les re´mittents et les progressifs :
log {hE(t, a)} = tensor(t, a)
Les nœuds utilise´s sont :
— pour le temps : 0, 10, 20, 30, 40, 50
— pour l’aˆge : 10, 20, 30, 40, 50, 60, 70
Les deux mode`les contiennent donc 42 parame`tres de re´gression et 2 parame`tres de lissage estime´s par
LAML.
14.5 Re´sultats
La ﬁgure 14.1 montre les pre´dictions de taux de mortalite´ en exce`s chez les re´mittents et les progressifs.
L’e´volution du taux en exce`s est pre´sente´e en fonction du temps (premie`re ligne) et en fonction de
l’aˆge courant (deuxie`me ligne). Aﬁn de mieux comprendre le paralle`le entre les deux lignes, prenons
un exemple. Si l’on conside`re la courbe de l’aˆge onset (a = 30) chez les re´mittents sur la feneˆtre en
haut a` gauche, on voit que celle-ci aﬃche un taux en exce`s de 0,01 de´ce`s par personne-anne´e 30 ans
apre`s le de´but de la maladie (t = 30). Si l’on regarde maintenant la feneˆtre en bas a` gauche, nous
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retrouvons logiquement cette valeur de 0,01 de´ce`s par personne-anne´e lorsque l’aˆge courant vaut 60
ans (a + t = 30 + 30 = 60).
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Figure 14.1 – Re´sultats principaux de l’e´tude sur la SEP
Chez les re´mittents, l’exce`s de mortalite´ est tre`s faible sur les 10 premie`res anne´es de la maladie.
Jusqu’a` l’aˆge courant de 70 ans, les patients les plus jeunes au de´but de leur SEP pre´sentent un taux
en exce`s plus important que les autres. Cependant, a` partir de 70 ans d’aˆge courant, les taux en exce`s
sont comparables quel que soit l’aˆge de de´but de la maladie, les courbes e´tant parfaitement super-
pose´es (excepte´ pour l’aˆge 60). En d’autres termes, pour les re´mittents, les taux de mortalite´ en exce`s
ne de´pendent pas de la dure´e de la SEP a` partir de 70 ans d’aˆge courant.
Chez les progressifs, le taux en exce`s augmente rapidement de`s le de´but de la SEP et de´pend de la
dure´e de la maladie quel que soit l’aˆge courant des patients. Chez les patients les plus jeunes (20 ans
a` l’entre´e), on remarque une diminution du taux en exce`s apre`s environ 30 ans de maladie (ou autour
de 50 ans d’aˆge courant), observation qui reste a` interpre´ter e´pide´miologiquement.
Pour juger de l’ade´quation des mode`les, les ﬁgures 14.2 et 14.3 comparent les pre´dictions des deux
mode`les au sein de diﬀe´rentes classes d’aˆges avec les pre´dictions de mode`les de taux constants par
intervalles. Les pre´dictions des deux mode`les sont re´alise´es a` l’aˆge me´dian (le taux populationnel donne
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ici les meˆmes re´sultats). Les barres verticales repre´sentent l’e´tendue des intervalles de conﬁance pour
les taux constants.
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Figure 14.2 – Ade´quation du mode`le chez les re´mittents
Les graphiques 14.2 et 14.3 montrent que la dynamique du taux en exce`s est restitue´e de manie`re
satisfaisante au sein des diﬀe´rentes classes d’aˆges, que ce soit chez les re´mittents ou chez les progressifs.
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Figure 14.3 – Ade´quation du mode`le chez les progressifs
14.6 Conclusion
A` partir d’un certain aˆge (autour de 70 ans), l’aˆge de de´but de la maladie n’impacte pas le taux de
mortalite´ en exce`s chez les re´mittents. Ce re´sultat, remarquable et e´pide´miologiquement important,
est en cours d’interpre´tation par les e´pide´miologistes associe´s au projet, qui e´voquent un processus
amne´sique dans la survie des patients atteints de SEP, similaire a` celui pre´ce´demment observe´ dans
l’e´volution du handicap. Notons que ce re´sultat a pu eˆtre clairement mis en lumie`re graˆce aux outils
de´veloppe´s dans cette the`se et graˆce a` la cohorte OFSEP (cohorte unique en France repre´sentant
environ la moitie´ des cas de scle´rose en plaques).
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La publication associe´e a` ce travail est en cours de re´daction : elle reprend les re´sultats expose´s ici
ainsi que l’analyse de l’eﬀet du sexe et de l’anne´e de de´but de la maladie. Elle fera aussi l’objet d’une
pre´sentation orale au 35e congre`s ECTRIMS (European Committee for Treatment and Research in
Multiple Sceloris) en septembre 2019 a` Stockholm.
Quatrie`me partie
Conclusion
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Re´sume´ de la contribution originale de
la the`se
Le travail de the`se pre´sente´ dans ce manuscrit a consiste´ en diﬀe´rentes contributions originales :
— l’adaptation aux mode`les de taux du cadre the´orique et des algorithmes de´veloppe´s par Wood
et al. (2016b)
— l’extension du cadre the´orique aux mode`les de taux en exce`s
— le calcul de la vraisemblance pe´nalise´e et de ses de´rive´es premie`re et seconde dans le cadre d’un
mode`le de taux et de taux en exce`s (avec notamment le recours a` la quadrature de Gauss-
Legendre)
— le calcul et l’imple´mentation du crite`re LCV et de ses de´rive´es premie`re et seconde
— l’imple´mentation de la me´thode au sein du package survPen
— l’e´valuation des performances statistiques de la me´thode via des simulations inspire´es de donne´es
re´elles
— l’application de la me´thode a` des analyses de donne´es re´elles dont l’e´tude de l’eﬀet de la
de´favorisation sociale sur la mortalite´ en exce`s des personnes atteintes d’un cancer du col
de l’ute´rus et l’e´tude de la mortalite´ en exce`s chez les patients atteints de scle´rose en plaques.
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Discussion
Dans cette the`se, nous avons de´veloppe´ un mode`le de taux de survenue d’un e´ve´nement capable
de re´pondre aux proble´matiques e´pide´miologiques auxquelles nous e´tions confronte´s. Ce travail, qui
s’appuie sur des splines multidimensionnelles pe´nalise´es dont le cadre the´orique a e´te´ de´veloppe´ par
Wood et al. (2016b), a fait l’objet d’une publication scientiﬁque (Fauvernier et al., 2019b). La version
publie´e est disponible en section C de ce rapport. L’utilisation des splines assure la ﬂexibilite´ du
mode`le tandis que la pe´nalisation a pour objectif de lisser les pre´dictions obtenues et ainsi de diminuer
le risque de sur-ajustement.
La me´thode de´veloppe´e a ensuite e´te´ imple´mente´e dans un package R nomme´ survPen et applique´e
sur des jeux de donne´es re´elles aﬁn d’e´tudier les eﬀets de facteurs pronostiques sur la mortalite´ en
exce`s chez les patients atteints d’un cancer du col de l’ute´rus et chez ceux atteints d’une scle´rose en
plaques. Le package survPen a e´galement fait l’objet d’une publication scientiﬁque (Fauvernier et al.,
2019a). La version publie´e est disponible en section D de ce rapport.
Avantages
Le mode`le de taux de´veloppe´ dans cette the`se permet de mode´liser conjointement le taux de base ainsi
que les eﬀets non-proportionnels et non-line´aires des covariables. Le mode`le ge`re aussi les interactions
entre variables continues via un produit tensoriel pe´nalise´. Ce produit tensoriel peut eˆtre de´compose´
aﬁn d’oﬀrir un lissage diﬀe´rent selon les eﬀets propres et les interactions. Ce genre de de´composition
constitue une approche se´duisante en analyse de survie car les eﬀets propres sont souvent plus com-
plexes que les interactions.
Dans la section 8.5 et le chapitre 10 de cette the`se, nous avons compare´ les performances des crite`res
LCV et LAML en termes d’estimation des parame`tres de lissage. Au vu des re´sultats, le crite`re LAML
semble un peu plus satisfaisant puisqu’il conduit a` des pre´dictions moins variables que le crite`re LCV
et apparaˆıt donc moins sujet au sur-ajustement. En outre, le crite`re LAML demeure la seule manie`re
de quantiﬁer l’incertitude sur les parame`tres de lissage estime´s et de de´ﬁnir un crite`re AIC corrige´
en ce sens. Notons toutefois que le crite`re LCV peut eˆtre utilise´ avec n’importe quel type de pe´nalite´
(comme le LASSO) alors que le crite`re LAML est de´ﬁni uniquement quand la pe´nalite´ est une forme
quadratique des parame`tres de re´gression.
Dans l’e´tude de simulation, la matrice de covariance Baye´sienne oﬀrait des probabilite´s de couverture
proches de la valeur nominale de 95% sans tenir compte de l’incertitude sur les parame`tres de lissage.
Ce re´sultat avait de´ja` e´te´ mis en exergue par Wahba (1983) et Nychka (1988). Marra and Wood (2012)
ont montre´ que ce re´sultat est attendu de`s lors que les parame`tres de lissage ne sont pas estime´s a` des
valeurs trop importantes par manque d’information.
Bien que l’e´tude de simulation pre´sente dans cette the`se ne s’inte´resse pas aux petits eﬀectifs, Remon-
tet et al. (2019) ont de´montre´ les bonnes proprie´te´s des tensors pe´nalise´s pour des eﬀectifs allant de 250
a` 1000 individus. Les tensors pe´nalise´s pre´sentent notamment un excellent compromis biais-variance,
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et ce meˆme pour des petits eﬀectifs. En revanche, en prenant l’exemple de l’analyse de tendance pour
le cancer de l’ovaire, Remontet et al. (2019) ont montre´ qu’un certain niveau d’information (au moins
1000 individus) e´tait ne´cessaire aﬁn d’obtenir des estimations d’une pre´cision satisfaisante.
Le chapitre 12 de´montre la supe´riorite´ de survPen par rapport a` diﬀe´rentes approches en termes de
temps d’exe´cution.
Ensuite, le chapitre 12 compare l’imple´mentation de survPen a` celle de rstpm2 dans le cadre des
produits tensoriels pe´nalise´s dans les mode`les de taux en exce`s (cette comparaison correspond au Sup-
plementary Material C.2 de Fauvernier et al. 2019b). Dans ce cadre, la supe´riorite´ de survPen par
rapport a` rstpm2 en termes de performances statistiques et de stabilite´ a e´te´ de´montre´e.
Deux caracte´ristiques majeures peuvent expliquer la supe´riorite´ de survPen par rapport a` rstpm2 : i)
survPen utilise les de´rive´es explicites de la vraisemblance tandis que rstpm2 a recours a` des de´rive´es
nume´riques via les fonctions R optim et nlm ; et, ii) dans survPen, les parame`tres sont de´ﬁnis sur
l’e´chelle du log du taux (e´chelle conside´re´e comme naturelle) alors que, dans rstpm2, cette e´chelle
n’est pas disponible ce qui implique l’utilisation d’un syste`me de contraintes qui ajoute de la com-
plexite´ aux algorithmes d’optimisation.
Enﬁn, le chapitre 12 compare l’imple´mentation de survPen a` celle de mexhaz dans le cadre des mode`les
de taux en exce`s pe´nalise´s a` eﬀets mixtes. Dans ce cadre, survPen est supe´rieur en termes de perfor-
mances statistiques mais perd l’avantage en termes de temps de calcul lorsque le nombre de clusters
augmente.
En plus des comparaisons re´alise´es dans cette the`se, le Supplementary Material C.1 de Fauvernier
et al. (2019b) pre´sente des comparaisons entre les packages R frailtypack, gss, R2BayesX, rstpm2,
mgcv, bamlss, et survPen en termes de temps d’exe´cution. Ces comparaisons de´montrent l’eﬃcience
de survPen.
La troisie`me partie de cette the`se s’est inte´resse´e a` la re´solution de proble´matiques e´pide´miologiques
a` l’aide du mode`le de´veloppe´. La premie`re e´tude concernait l’impact de la de´favorisation sociale (via
l’EDI) sur la mortalite´ en exce`s de patientes atteintes de cancer du col de l’ute´rus. Le mode`le consis-
tait en un produit tensoriel pe´nalise´ du temps, de l’aˆge au diagnostic et de l’EDI. Cette mode´lisation
ﬂexible a permis de montrer que, chez les femmes jeunes et d’aˆge moyen, le taux de mortalite´ en exce`s
des patientes les plus de´favorise´es e´tait signiﬁcativement supe´rieur a` celui des patientes les moins
de´favorise´es. Cet e´cart, principalement observe´ entre un et deux ans apre`s le diagnostic, impliquait
des diﬀe´rences non ne´gligeables de survie nette a` cinq ans.
La seconde application de cette the`se concernait la mortalite´ en exce`s chez les patients atteints de
SEP. Nous avons alors notamment montre´ que, chez les re´mittents, l’aˆge courant a un impact plus
important sur la mortalite´ due a` la SEP que la dure´e de la maladie.
Meˆme si la re´alisation de cette the`se a e´te´ motive´e par des conside´rations e´pide´miologiques pre´cises,
les me´thodes statistiques de´veloppe´es ont une porte´e bien plus importante. En eﬀet, de nombreuses
e´tudes de temps d’e´ve´nement peuvent be´ne´ﬁcier des splines multidimensionnelles pe´nalise´es car, en
ge´ne´ral, il est diﬃcile de spe´ciﬁer un mode`le parame´trique.
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Limites
Puisque les bases marginales utilise´es sont des splines cubiques restreintes, le nombre et la position
des nœuds doivent eˆtre spe´ciﬁe´s en amont. Toutefois, cette restriction est bien moins forte que dans
un contexte non pe´nalise´ (Wood, 2017, Section 4.2.2). En pratique, il est raisonnable de spe´ciﬁer un
nombre de noeuds sensiblement plus important que ce que l’on pense ne´cessaire, la pe´nalisation se
chargeant ensuite de lisser les pre´dictions et d’e´viter le sur-ajustement.
En re`gle ge´ne´rale, le produit tensoriel atteint ses limites lorsque le nombre de covariables est supe´rieur
ou e´gal a` quatre. Dans ce cas, des strate´gies de se´lection de variables sont ne´cessaires. Dans le cadre
des GAM, de telles strate´gies sont propose´es par Marra and Wood (2011). L’AIC corrige´, initialement
propose´ par Wood et al. (2016b), est une autre approche inte´ressante pour la se´lection de mode`les de
taux pe´nalise´s.
Le calcul du log de´terminant de la matrice de pe´nalisation et de ses de´rive´es est un point cle´ de la
stabilite´ de l’estimation par LAML. En eﬀet, lorsque certains parame`tres de lissage tendent vers l’inﬁni
tandis que d’autres sont tre`s faibles, les calculs peuvent devenir instables. La re´solution propose´e ici
diﬀe`re de celle initialement propose´e par Wood et al. (2016b) et est the´oriquement plus instable car
elle repose sur le calcul explicite de l’inverse de la matrice de pe´nalisation. Toutefois, en pratique, sa
stabilite´ est amplement satisfaisante.
La contrepartie de la me´thode propose´e ici est la diﬃcile ge´ne´ralisation du calcul des de´rive´es a`
d’autres contextes. Par exemple, la prise en compte d’eﬀets ale´atoires telle que de´crite dans la section
8.7 devient ineﬃciente lorsque le nombre de clusters augmente (Wood, 2011). Ainsi, il serait inte´ressant
d’e´tendre les splines pe´nalise´es a` un ve´ritable mode`le mixte qui maximise la vraisemblance marginale
pe´nalise´e. Cependant, ge´rer l’inte´gration sur la distribution des eﬀets ale´atoires n’est pas chose aise´e
et repre´sente un vrai de´ﬁ.
Perspectives
Une des premie`res perspectives inte´ressantes de ce travail serait d’inte´grer a` la mode´lisation les va-
riables de´pendantes du temps, notamment aﬁn de pouvoir mesurer l’impact sur le taux en exce`s d’une
exposition cumule´e a` un facteur de risque. Pour l’heure, ce type de mode´lisation n’est disponible que
dans le cadre des GAM et dans les mode`les de survie s’appuyant sur les GAM (Gasparrini et al., 2017;
Bender et al., 2018a,b).
L’information collecte´e dans les registres est toujours plus riche d’anne´e en anne´e et le nombre
de facteurs pronostiques susceptibles d’inte´resser les cliniciens et les e´pide´miologistes augmente en
conse´quence. Le de´veloppement de me´thodes de se´lection de variables et de choix de mode`les dans le
cadre des mode`les de taux en exce`s pe´nalise´s est ainsi de plus en plus pre´gnant. A` ce titre, les tech-
niques de boosting, issues de l’apprentissage machine ou machine learning, et utilise´es notamment par
Kneib et al. (2009) dans les geoadditive models, constituent une piste prometteuse. Assez re´cemment,
Hofner et al. (2013) ont d’ailleurs e´tendu ce principe aux mode`les de survie. D’autres pistes ont e´te´
de´veloppe´es dans le cadre des GAM et me´ritent e´galement notre attention sur le sujet (Marra and
Wood, 2011).
Puisque l’information a` analyser est toujours plus volumineuse, les algorithmes utilise´s doivent s’adap-
ter. Aﬁn de limiter le temps de calcul et l’utilisation de la me´moire vive, Wood et al. (2015) ont propose´
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d’utiliser une de´composition QR de la matrice de design. Plus re´cemment encore, Wood et al. (2017)
ont mis au point un syste`me de discre´tisation des valeurs de covariables : par exemple, si l’on collecte
l’aˆge d’individus aˆge´s de 21 a` 80 ans, alors il existe 60 valeurs d’aˆges a` l’aˆge entier pre`s, 600 valeurs
d’aˆges au dixie`me d’aˆge pre`s etc. Cette approche est extreˆmement inte´ressante car quelle que soit la
pre´cision ne´cessaire a` l’e´tude statistique (l’aˆge au dixie`me pre`s serait typiquement amplement suﬃ-
sant dans la majorite´ des cas), le nombre de valeurs distinctes sera toujours tre`s infe´rieur au nombre
d’individus. Cette technique, perfectionne´e par Li and Wood (2019), pourrait ainsi eˆtre inte´gre´e dans
l’imple´mentation de survPen.
Conclusion
La me´thode propose´e ainsi que son imple´mentation au sein du package survPen constituent un outil
ope´rationnel, valide´ sur le plan the´orique (par simulation) et sur le plan pratique graˆce a` son utilisation
dans deux e´tudes e´pide´miologiques majeures. Il faut e´galement noter qu’actuellement, l’e´tude sur la
survie des patients atteints de cancer du re´seau FRANCIM, analysant plus de 1,2 millions de tumeurs
diagnostique´es entre 1989 et 2015, utilise la me´thodologie de´veloppe´e dans cette the`se.
Nous espe´rons que, dans le futur, notre outil continuera a` montrer son utilite´ en e´pide´miologie mais
aussi en recherche clinique.
Annexes
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A Inte´gration nume´rique
On s’inte´resse au calcul de l’inte´grale I d’une fonction f de´ﬁnie sur un intervalle borne´ [a; b].
I =
∫ b
a
f(x)dx
A.1 Cavalieri-Simpson
On de´ﬁnit les points x0 = a, x1 = a+b2 et x2 = b. On approxime la fonction f par le polynoˆme P de
degre´ 2 qui passe par les points f(x0) = f0, f(x1) = f1 et f(x2) = f2.
P (x) = 2f2 − 2f1 + f0(x2 − x0)2 (x − x1)
2 + f2 − f0
x2 − x0 (x − x1) + f1
On approche alors I par :
I˜ =
∫ b
a
P (x)dx = (b − a)f0 + 4f1 + f26
A.2 Gauss-Legendre
La me´thode de Cavalieri-Simpson fait partie des me´thodes plus ge´ne´rales dites de Newton-Cotes. Ces
me´thodes consistent a` approximer I par I˜ = (b − a)∑nk=0 ωkfk. Les n + 1 points sont espace´s de
manie`re re´gulie`re et on approxime f par le polynoˆme de degre´ n qui co¨ıncide avec f sur ces n + 1
points.
L’ide´e de la quadrature de Gauss-Legendre est de ge´ne´raliser les me´thodes de Newton-Cotes en e´valuant
la fonction f en des points espace´s de manie`re irre´gulie`re sur l’intervalle d’inte´gration. Si on ne
ﬁxe pas a priori les positions des n + 1 points, cela laisse n + 1 degre´s de liberte´s supple´mentaires et
on peut choisir les positions de ces points de manie`re a` obtenir une me´thode optimale.
Aﬁn de trouver l’expression des me´thodes de Gauss pour diﬀe´rents nombres de points, on cherche a`
de´terminer les positions des xk et les coeﬃcients ωk associe´s de manie`re a` ce que cette me´thode soit
exacte pour les polynoˆmes 1, x, x2, ... et x2n+1. Le plus souvent, la me´thode de Gauss-Legendre est
pre´sente´e sur l’intervalle [−1; 1]. Une inte´gration sur l’intervalle [a; b] s’obtient par le changement de
variable : x → a+b2 + b−a2 x.
Exemple pour 1 point (n = 0) :
Nous voulons que I˜ soit e´gale a` I pour les polynoˆmes P0 = 1 et P1 = x. En re`gle ge´ne´rale, on inte`gre
sur [a; b] = [−1; 1].
D’un coˆte´ nous avons :
I˜0 = (b − a)
n∑
k=0
ωkfk = 2
0∑
k=0
ωkP0(xk) = 2
0∑
k=0
ωk = 2ω0
Qui doit eˆtre e´gale a` :
I0 =
∫ 1
−1
1dx = 2
Ainsi, on en de´duit que ω0 = 1.
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De meˆme, on a :
I˜1 = 2
0∑
k=0
ωkP1(xk) = 2
0∑
k=0
ωkxk = 2ω0x0
Et :
I1 =
∫ 1
−1
xdx = 0
Donc x0 = 0.
Finalement, on trouve :
I˜ = 2f(0)
On peut appliquer la meˆme me´thode pour trouver les coeﬃcients ωk et les points xk de la me´thode
de Gauss-Legendre a` 2 points, 3 points ...
Pour un meˆme nombre de points e´value´s, la me´thode de Gauss-legendre est bien plus optimale que les
me´thodes de Newton-Cotes.
A.3 Calibration du nombre de nœuds pour la quadrature de Gauss-Legendre
Dans les mode`les de taux pre´sente´s dans cette the`se, nous utilisons la quadrature de Gauss-Legendre
aﬁn d’approximer le taux cumule´. L’utilisation de cette quadrature implique de spe´ciﬁer en amont
un nombre de points (nœuds) d’e´valuation q. Si ce nombre est trop petit, on risque de manquer de
pre´cision, et s’il est trop grand, le temps de calcul sera trop important pour eˆtre acceptable.
Aﬁn de choisir q, nous re´alisons une e´tude de sensibilite´ a` partir des donne´es et des mode`les suivants :
Jeu de donne´es : 5977 patientes diagnostique´es d’un cancer du col de l’ute´rus en France entre 1989
et 2011 (donne´es FRANCIM)
Mode`les a` ajuster :
mode`le univarie´ : log{h(t)} = f(t)
mode`le trivarie´ : log{h(t, a, y)} = f(t) × g(a) × h(y)
ou` t est le temps e´coule´ depuis le diagnostic, a est l’aˆge au diagnostic, y est l’anne´e de diagnostic et
f , g et h sont des splines cubiques naturelles avec respectivement 5, 4 et 3 nœuds. Le mode`le trivarie´
est assimilable a` un tensor non pe´nalise´.
On s’inte´resse a` la survie jusqu’a` 10 ans apre`s le diagnostic.
Ide´e : chaque mode`le est ajuste´ quatre fois en retenant respectivement 10, 15, 20 et 50 nœuds pour
la quadrature de Gauss-Legendre. Ensuite, nous comparons les survies et taux pre´dits par les quatre
versions du mode`le en conside´rant la version a` 50 nœuds comme re´fe´rence.
Les re´sultats sont donne´s dans les ﬁgures A.1, A.2 et A.3.
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Figure A.1 – Calibration Gauss-Legendre : e´carts sur les pre´dictions du mode`le univarie´
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Figure A.2 – Calibration Gauss-Legendre : e´carts sur les pre´dictions de taux du mode`le
trivarie´
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Figure A.3 – Calibration Gauss-Legendre : e´carts sur les pre´dictions de survie du mode`le
trivarie´
Conclusion : La valeur q = 10 pre´sente une variabilite´ tre`s importante par rapport a` la re´fe´rence
q = 50. Cette variabilite´ est nettement diminue´e lorsque l’on passe a` q = 15 mais certains eﬀets
 de bords  persistent. Au ﬁnal, la valeur q = 20 nous semble eˆtre un bon compromis en termes de
pre´cision et de temps de calcul raisonnable.
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Summary. Describing the dynamics of patient mortality hazard is a major concern for can-
cer epidemiologists. In addition to time and age, other continuous covariates have often to be
included in the model. For example, survival trend analyses and socio-economic studies deal
respectively with the year of diagnosis and a deprivation index. Taking advantage of a recent
theoretical framework for general smooth models, the paper proposes a penalized approach
to hazard and excess hazard models in time-to-event analyses. The baseline hazard and the
functional forms of the covariates were speciﬁed by using penalized natural cubic regression
splines with associated quadratic penalties. Interactions between continuous covariates and
time-dependent effects were dealt with by forming a tensor product smooth. The smoothing
parameters were estimated by optimizing either the Laplace approximate marginal likelihood
criterion or the likelihood cross-validation criterion. The regression parameters were estimated
by direct maximization of the penalized likelihood of the survival model, which avoids data aug-
mentation and the Poisson likelihood approach. The implementation proposed was evaluated
on simulations and applied to real data. It was found to be numerically stable, efﬁcient and useful
for choosing the appropriate degree of complexity in overall survival and net survival contexts;
moreover, it simpliﬁed the model building process.
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1. Introduction
Patient survival and its corresponding mortality hazard represent essential indicators in cancer
epidemiology. Dedicated population-based studies aim at producing these indicators by cancer
site and sex; they rely on data that are collected by cancer registries in well-deﬁned geographical
areas (for example, see Allemani et al. (2018) on the international study CONCORD-3). Two
fundamental continuous variables impact cancer mortality hazard and must be accounted for
in the analysis (Remontet et al., 2018): the time elapsed since diagnosis and the age at cancer
diagnosis. In addition to these two variables, the effect of other continuous covariates may
be of interest. For example, trend analyses (that study the effect of the year of diagnosis on
the mortality hazard) are essential to describe the way that medical practices impact patient
survival. There is also an increasing interest nowadays in socio-economic inequality studies
that aim at assessing the effect of a continuous social deprivation index on mortality. The
problem here consists in specifying a methodology that enables a full and accurate description
of the dynamics of mortality hazard and the corresponding survival according to age and other
factors of interest. Besides, this methodology should be well suited for the routine production of
epidemiological indicators, i.e. applicable to a wide variety of types of cancer. As a motivating
example, survival data from 537291 cancer patients who were diagnosed between 1989 and
2010 collected by the French Network of Cancer Registries were available for studying net
survival trends by sex for 53 cancers (Cowppli-Bony et al., 2017; Monnereau et al., 2016). The
continuous European deprivation index (EDI) (Guillaume et al., 2016) was also collected by
the French Network of Cancer Registries, for 189144 patients with cancer (Bryere et al., 2018)
and, similarly, the effect of the EDI on mortality hazard by cancer site and sex was studied.
Consequently, in survival analysis, in addition tomodelling the effect of time (via the baseline
hazard), one has often to deal with several continuous covariates and to model their functional
forms, their time-dependent effects and their interactions. As studying the joint effect of several
continuous covariates is complex, most published works have been based on the categorization
of one or several continuous covariates and stratiﬁed analyses. For example, to compare cancer
survival trends between countries, the CONCORD-3 study (Allemani et al., 2018) categorized
the year of diagnosis and calculated the net survival by using a non-parametric estimator (Perme
et al., 2012) within each period of diagnosis whereas Antunes et al. (2016) used a categorized
version of the EDI to study its effect on survival.
Nevertheless, it is well known that categorization leads to a loss of information and that
multiplying stratiﬁed analyses, especially when using a non-parametric method, may decrease
dramatically the precision of the estimates. Thus, accurate estimates of complex effects as well
as interactions can only come from a modelling approach where the covariates are kept in their
continuous forms; this can be done in the framework of fully parametric ﬂexible hazard models
(Remontet et al., 2007; Charvat et al., 2016). These models are attractive because they allow
efﬁcient inference via full likelihood and provide a full description of the dynamics of the hazard.
Specifying a ﬂexible parametric model is complex because strong choices must be made re-
garding non-linearity, time dependence and interactions. Model selection procedures represent
a possible solution to this model speciﬁcation problem: a list of candidate models (which differ
in terms of non-linearity, non-proportionality and interactions) is established and the ‘best’
model is retained by using some selection criterion, such as the Akaike information criterion
(AIC). In recent work (Uhry et al., 2017), the best model included a triple interaction between
time since diagnosis, age and year of diagnosis in about half of 90 analyses. This emphasizes the
interest of modelling higher order interactions. Nevertheless, specifying the pool of candidate
models is very challenging and there is no certainty that the ‘right’ model is part of this pool.
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Moreover, model selection uncertainty is then difﬁcult to take into account and therefore often
disregarded.
Penalized regression splines (Ruppert et al., 2003; Wood, 2017) are an appealing alternative
approach tomodel selection. In comparison with the unpenalized setting, model speciﬁcation is
made easier because of the reduced need for a model selection procedure. Indeed, in a penalized
framework, choosing the appropriate degree of complexity relies largely on the estimates of
the smoothing parameters. Important concerns are then the choice of the criterion to use in
estimating the smoothing parameters and the way of inserting it into the optimization scheme.
Different penalized models for time-to-event data have already been proposed. Rondeau
et al. (2003) proposed penalized estimation in hazard regression models in which the baseline
hazard was modelled as a penalized spline. Liu et al. (2018) have recently published a penalized
framework that enables modelling on different scales deﬁned as functions of survival (typically,
the log-cumulative hazard) but not the appealing log-hazard scale because of the integration
problem that is raised in this case. This problem is avoided and becomes a derivation issue
but, then, constraints are needed to ensure a positive associated hazard; this adds complexity
to an already difﬁcult optimization problem. To beneﬁt from the generalize additive model
(GAM) framework, Kauermann (2005), Becher et al. (2009) and Rodrı´guez-Girondo et al.
(2013)presentedapenalizedmodel forhazard regressionwhere the estimationprocedure is based
on data augmentation and a Poisson approach and relies on the classical relationship between
survival likelihood andPoisson likelihood (Friedman, 1982). In amixed-model-based approach,
Kneib and Fahrmeir (2007) developed a penalized framework for Cox-type hazard models
that allow for time varying coefﬁcients and non-linear effects. However, this framework does
not handle interactions between more than two continuous variables. Moreover, interactions
between time and another covariate are not currently available in the implementation of the
BayesX software (version 3.0.2 (Brezger et al., 2003), that includes the approach of Kneib and
Fahrmeir) or in the R2BayesX package (version 1.1-1 (Umlauf et al., 2015)).
Fully Bayesian frameworks have also been proposed as in Hennerfeind et al. (2006), who
introduced geoadditive survival models in which the regression and smoothing parameters are
estimated simultaneously by using Markov chain Monte Carlo (MCMC) simulation. Martino
et al. (2011) proposed a Bayesian survivalmodel in which the computationally intensiveMCMC
inference is replaced by an integrated nested Laplace approximation. However, the latter model
considers only either a proportional hazard model through Weibull regression or a piecewise
log-constant baseline hazard. Recently, Umlauf et al. (2018) proposed the bamlss R package to
ﬁt complex additive structures on the log-hazard scale, including tensor product splines of time
and covariates. Despite its attractiveness, this implementation relies on MCMC inference that
requires a long computation time.
As cancer patients may die from cancer or from other causes, it is relevant to study the mor-
tality due to cancer; also called the ‘excess mortality’. This excess mortality is useful to make
comparisons between different countries and time periods (Uhry et al., 2017; Allemani et al.,
2018) and is directly linked to the concept of net survival which is another important indicator in
cancer epidemiology (Perme et al., 2012). Hennerfeind et al. (2008) proposed a Bayesian penal-
ized geoadditive regression model for excess hazard analysis: non-linear effects of continuous
covariates and time varying effects modelled by P-splines were especially considered. However,
the inference that is performed viaMCMCsampling can be computationally intensive.Recently,
Remontet et al. (2018) developed a penalized excess hazard model that relies on a data augmen-
tation and Poisson approach. With this model, a simulation showed that the method is suitable
to study the trends in the dynamics of the (excess) hazard. Nevertheless, because of the data
augmentation, Poisson approaches are quite difﬁcult to set up and computationally demanding.
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For example, the model that was proposed by Remontet et al. (2018) is not practicable for large
data sets, such as prostate or breast cancer data sets (respectively 72558 and 96726 cases; see
Cowppli-Bony et al. (2017)), with 16 Gbytes of random-access memory using 64-bit R software
(R Core Team, 2018).
Recently, Wood et al. (2016a) provided a general framework for smooth regression mod-
elling that extends beyond the exponential family. They suggested estimating the smoothing
parameters by maximizing a Laplace approximate marginal likelihood (LAML) criterion and
demonstrated that this way maintained statistical consistency. Their optimization scheme is
based on a double-Newton–Raphson procedure that requires computing the third and fourth
derivatives of the likelihood.The smoothingparameters are estimatedbymaximizing theLAML
criterion with outer Newton iterations in which each new set of smoothing parameters leads
to estimating the regression parameters by maximizing the penalized likelihood through inner
Newton iterations.Moreover, they used a correctedAIC that accounts for smoothing parameter
uncertainty to ease model selection.
The objective of the present paper is the development of a penalized hazard and excess hazard
model that does not require the Poisson approach and in which the baseline hazard, the func-
tional forms, the time-dependent effects and the interactions between continuous covariates are
modelled simultaneously by using penalized splines. The model proposed belongs to the frame-
work that was described by Wood et al. (2016a) but deals with challenges that are speciﬁc to
the hazard model. The superiority of the LAML criterion (also called restricted maximum like-
lihood) over the cross-validation criteria, such as generalized cross-validation (GCV) (Wahba,
1985), has already been demonstrated in GAMs (Reiss and Ogden, 2009; Wood, 2011) but not
yet in more general frameworks. Thus, in addition to LAML, the present study includes the
implementation of the likelihood cross-validation (LCV) criterion (O’Sullivan, 1988) in the way
that Wood et al. (2016a) used the LAML criterion, i.e. as an objective criterion for the outer
Newton–Raphson algorithm. For that, for the ﬁrst time to our knowledge, it is proposed to
calculate the derivatives of the LCV criterion with respect to the smoothing parameters. The
performances of LCV and LAML are compared in a simulation study.
The present paper is structured as follows. Sections 2.1 and 2.2 present the speciﬁcation of the
penalized hazard regression model and its associated penalized log-likelihood. Sections 2.3 and
2.4 describe the estimation of the regression parameters and the smoothing parameters, Section
2.5 displays various possibilities for variance estimation and Section 2.6 details the estimation
of independent and identically distributed Gaussian random effects when treated as penalized
splines. Section 3 describes the extension of the proposed approach to the excess hazard model.
Section 4 details the simulation study that evaluates the method performance within the context
of net survival trend analysis. Section 5 shows an application on real cancer data that considers
the effects on the excess hazard of time, age and social deprivation.
The programs that were used to analyse the data can be obtained from
https://rss.onlinelibrary.wiley.com/hub/journal/14679876/series-
c-datasets
2. The penalized hazard model
2.1. Model speciﬁcation
For better readability, lower-case bold characters (e.g.λ andβ/ stand for vectors and upper-case
bold characters (e.g. S and X) for matrices. The ith row of a given matrix M is denoted Mi but
element i, j is denoted Mij. The ith element of a given vector v is denoted vi.
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2.1.1. Formulation with continuous variables
Weassume ﬁrst that time and covariate effectsmay be represented via ‘marginal’ bases ofmodest
rank, e.g. natural cubic splines. Using the formulation and notation of Wood et al. (2016a), the
general form of the model is
log{h.t;x/}=
J∑
j=1
gj.t;x/:
In this formula, h is the hazard function, t is the follow-up time, x is a vector of continuous
covariates and each function gj can be the marginal basis of time, the marginal basis of a
covariate or the tensor product of the marginal bases of any number of elements of .t,x/.
More explicitly, in the case that gj is just a marginal basis, it may be written as a linear
combination of kj known functions bji (kj being the rank and dimension of the basis) such that
gj.x/=
kj∑
i=1
βjibji.x/
where βji are unknown coefﬁcients to estimate.
In the case that gj is a tensor product which deals with interactions between continuous
covariates (e.g. with time t, covariate x1 and covariate x2) gj becomes
gj.t,x1,x2/=
kt∑
it=1
k1∑
i1=1
k2∑
i2=1
βit ,i1,i2btit .t/bx1i1.x1/bx2i2.x2/
where kt , k1 and k2 are respectively the dimensions of the marginal bases of time t, covariate x1
and covariate x2.
An important feature of the model proposed is that it includes a ﬂexible modelling of the
baseline hazard, time-dependent and non-linear effects, and interactions between continuous
covariates via tensor products.
Let n be the number of cases that are analysed and t the n-vector of follow-up durations. If
X.t/ is the design matrix of the model (formed from functions bji/, the model may be written in
matrix notation as
[log{h.ti;xi/}]1in =X.t/β:
β is the p-vector of unknown model parameters (presented above).
Each function gj that is contained in the design matrix may be penalized or not and, when
penalized, associated with one or several penalty term(s) in the case of a simple marginal basis
or a tensor product respectively. Given the linearity of gj with respect to β, each of the M
penalty terms may be written as a quadratic form in the parameter vector: λmβTSmβ (Wood
and Augustin, 2002).
Sm are known positive symmetric matrices that depend on the choice of the type of penalty: a
penalty based on the second derivatives of gj (e.g.
∫
g′′j .x/2dx/ is widely used (see Wood (2006a)
for an extension to tensor product smooths) but other types of penalty, such as a ridge penalty,
are also possible.
The λm are unknown positive smoothing parameters that control the trade-off betweenmodel
ﬁt and model smoothness.
Once the type of penalty has been chosen and the terms to be penalized have been speciﬁed,
the full penalty matrix Sλ can be written as Sλ=ΣMm=1λmSm (Wood et al., 2016a): the objective
becomes then estimating the p-vector of unknown model parameters β and the M-vector of
unknown smoothing parameters λ.
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Suppose that we want to model the effects of time t and of four covariates x1, : : : ,x4. A
penalized or smooth interaction between the effects of t, x1 and x2 is expected and speciﬁed, as
well as a penalized non-linear but proportional effect of x3. Finally, we want to include a linear
and proportional effect of x4 without penalization. The corresponding model (model 1) is
log{h.t,x1,x2,x3,x4/}=g1.t,x1,x2/+g2.x3/+β4x4
where g1 is a tridimensional tensor product spline associated with three smoothing parameters
and g2 is a natural cubic spline associated with a single smoothing parameter so that the total
number of smoothing parameters to estimate is 4 (M =4). Suppose that each marginal basis has
a dimension of 5 (intercept included); then g1 and g2 are associated respectively with 125 and
ﬁve regression parameters. However, an identiﬁability constraint must be applied to g1 and g2
so that their intercepts cannot be confused with each other (Wood (2017), page 250). The total
number of regression parameters is then p=125+4+1=130.
2.1.2. Dealing with categorical variables
Categorical covariates can also be inserted in the model. Suppose that, in addition to time t
and continuous covariates x1, : : : ,x4, we are interested in the effect of sex (1 for men and 0 for
women). Keeping the same speciﬁcations as made for model 1, the simplest model that includes
the effect of a categorical variable is themodel that has an intercept for eachmodality (model 2):
log{h.t,x1,x2,x3,x4, sex/}=g1.t,x1,x2/+g2.x3/+β4x4 +βsexsex:
In some cases, model 2 may be too restrictive. More complex models can be considered when
incorporating a categorical variable, e.g. by repeating each penalized spline and each parametric
term as many times as there are modalities in the categorical variable. Each function is then
repeated twice (using the indicator functions I.sex=1/ and I.sex=0// (model 3):
log{h.t,x1,x2,x3,x4, sex/}={g1,men.t,x1,x2/+g2,men.x3/+β4,menx4}I.sex=1/
+{g1,women.t,x1,x2/+g2,women.x3/+β4,womenx4}I.sex=0/:
In model 3, each of the number of regression parameters and the number of smoothing pa-
rameters is then twice the corresponding number in model 1. In practice, model 2 is too simple
to be useful and, in contrast, model 3 is very complicated with numerous categorical variables.
Finding a compromise between the two is a difﬁcult task that must be handled during the model
building process; here, the corrected AIC may be helpful (Wood et al., 2016a).
2.2. The penalized log-likelihood and its calculation
We denote δ the n-vector of right censoring indicators taking value 1 when the event had
occurred, and 0 otherwise, and t0 the n-vector of follow-up starting times in the case of left-
truncated data. Under the assumption of non-informative censoring, the contribution to the
log-likelihood of an individual i corresponds to the contribution to a usual survival model with
right-censored and left-truncated data:
li.β/= δi log{h.ti;xi/}−
∫ ti
t0, i
h.u;xi/du:
For ease of reading, starting from this point t0,i is considered equal to 0 for all i.
The log-likelihood and the penalized log-likelihood of the model are respectively
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l.β/=
n∑
i=1
li.β/
and
L.β,λ/= l.β/− 12βTSλβ:
Computing the integral of the hazard in the log-likelihood (i.e. the cumulative hazard at ti/ is a
speciﬁc problem of such survival models that was not considered by Wood et al. (2016a). The
integral may be approximated by Gauss–Legendre quadrature, which requires
(a) q, the number of nodes that are associated with the quadrature,
(b) .dÅk /1kq, the q-vector of nodes for integration over [−1; 1], and
(c) .wÅk /1kq, the q-vector of weights for integration over [−1; 1].
For a given individual i, the .dik/1kq and .w
i
k/1kq correspond to an integration over [0; ti]
and are given by
dik =
ti
2
dÅk +
ti
2
and
wik =
ti
2
wÅk :
The contribution to the log-likelihood then becomes
li.β/≈ δi log{h.ti;xi/}−
q∑
k=1
wikh.d
i
k;xi/:
From a computational viewpoint, in addition to the design matrix of the model, the q design
matrices of size .n,p/ denoted by
GLk =X
(
t
2
dÅk +
t
2
)
may be constructed by replacing t, the follow-up duration vector, by n-vector .t=2/dÅk + t=2.
Similarly, the q weight vectors wk of length n may be constructed such that wk = .t=2/wÅk .
Finally
li.β/≈ δiXiβ−
q∑
k=1
wki exp.GL
k
iβ/
where Xi and GLki are vectors of length p that correspond respectively to the ith row of X.t/
and GLk. The choice of q is critical because it represents a compromise between precision and
computing time. According to Charvat et al. (2016) and to previous simulations (which are not
shown here), q=20 seems to be a reasonable choice.
As describedbyWood et al. (2016a), the estimationprocedure is based on twonestedNewton–
Raphson algorithms. Indeed, the estimation of the smoothing parameters λ is based on outer
Newton–Raphson iterations where the estimation of β is based on inner Newton–Raphson
iterations for given λ (see Sections 2.3 and 2.4).
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2.3. Estimation of regression parameters at ﬁxed smoothing parameters (inner
algorithm)
When the smoothing parameters λ are known, βˆ
λ
should be
βˆ
λ =argmax
β
{L.β,λ/}:
The solution is given by the Newton–Raphson method that requires the ﬁrst and second deriva-
tives of the penalized log-likelihood according to β. The derivatives of the contribution to the
unpenalized log-likelihood are
@li.β/
@βl
= δiXil −
q∑
k=1
wki GL
k
il exp.GL
k
iβ/
and
@2li.β/
@βl@βm
=−
q∑
k=1
wki GL
k
ilGL
k
im exp.GL
k
iβ/:
The gradient of the penalized likelihood is
G.β/=
(
n∑
i=1
@li.β/
@β
)T
−Sλβ:
For legibility, the Hessian of the negative log-likelihood H in matrix notation is
H.β/=
q∑
k=1
.GLk/T{wk ◦GLk ◦ exp.GLkβ/}:
In this equation ‘◦’ is the Hadamard product. The Hadamard product between an n-vector v
and an n×p matrix M is deﬁned as .v ◦M/i,j = .M ◦ v/i,j =viMi,j. The Hessian of the negative
penalized log-likelihood is thenH.β/=H.β/+Sλ. TheNewton–Raphson stepwill therefore be
Λ.β/=H.β/−1G.β/. To ensure convergence at each iteration, a diagonal perturbation ofH.β/
ismade, whenever necessary, to render it positive deﬁnite andΛ is halved until the log-likelihood
is maximized (for more details, see Wood et al. (2016a)).
2.4. Laplace approximate marginal likelihood and likelihood cross-validation criteria for
smoothing parameter estimation (outer algorithm)
As already elaborated, aNewton–Raphson algorithm is implemented to estimate the smoothing
parameters λ. This requires the ﬁrst and second derivatives of the LCV and the LAML criteria
with respect to the smoothing parameters. This section recalls the deﬁnition of each criterion and
presents the derivative calculations in the survival context. For clarity, βˆ
λ
, H.βˆ
λ
/ andH.βˆλ/
will be respectively denoted βˆ, H andH. All references about matrix calculation of this section
can be found in Petersen and Pedersen (2008).
2.4.1. Laplace approximate marginal likelihood criterion
As described by Wood et al. (2016a), in a Bayesian perspective where smoothing parameters
are treated as variance hyperparameters, these parameters may be estimated by maximizing the
posterior marginal likelihood over β (LAML criterion), which is expressed as
LAML.λ/=L.βˆ/+ 1
2
log |Sλ|+ − 12 log |H|+
M0
2
log.2π/:
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|Sλ|+ is the product of the positive eigenvalues of Sλ and M0 is the number of zero eigenvalues
of Sλ when all λj are strictly positive. Maximizing this criterion with respect to ρ= log.λ/
such that the estimated smoothing parameters remain positive during the optimization process
requires the derivatives of LAML with respect to ρ (for the calculation of these derivatives, see
the on-line supplementary material section A).
2.4.2. Likelihood cross-validation criterion
Prediction error criteria and cross-validation techniques (such as GCV) have been frequently
used in GAMs to select the smoothing parameters. In a survival model, likelihood cross-
validation techniques have been already used by O’Sullivan (1988), Verweij and Van Houwelin-
gen (1993), Liu et al. (2018) and others. One important asset of likelihood cross-validation
is that it can be seen as an estimator of the expected log-likelihood (Liquet and Commenges
(2004); further details can be found in Commenges et al. (2007)). The LCV criterion is deﬁned
as follows:
LCV.λ/=−l.βˆ/+ tr.H−1H/:
To our knowledge, the ﬁrst and second derivatives of the LCV criterion with respect to the
smoothing parameters have been calculated for the ﬁrst time. This enables implementing this
criterion in a Newton–Raphson algorithm. In addition to numerical stability, the main advan-
tage of this implementation is that it is not speciﬁc to hazard modelling. Indeed, by specifying
another log-likelihood together with its gradient and Hessian, the derivatives of LCV that are
proposed here can be used in any framework covered by Wood et al. (2016a).
The ﬁrst derivative of LCV is
@LCV
@ρl
=−@l.βˆ/
@ρl
+ @tr.H
−1H/
@ρl
:
Using the chain rule for @l.βˆ/=@ρl, the ﬁrst derivative becomes
@LCV
@ρl
=−@l.βˆ/
@β
@βˆ
@ρl
+ @tr.H
−1H/
@ρl
:
Finally, by classical derivation of the product in the above trace operator,
@LCV
@ρl
=−@l.βˆ/
@β
@βˆ
@ρl
+ tr
(
@H−1
@ρl
H+H−1 @H
@ρl
)
:
The second derivative of LCV is
@2LCV
@ρl@ρm
=− @
2l.βˆ/
@ρl@ρm
+ @
2tr.H−1H/
@ρl@ρm
:
From the ﬁrst derivative and using again the chain rule and product derivation, the second
derivative becomes
@2LCV
@ρl@ρm
=−@βˆ
T
@ρm
H
@βˆ
@ρl
− @l.βˆ/
@β
@2βˆ
@ρl@ρm
+ tr
(
@2H−1
@ρl@ρm
H+ @H
−1
@ρl
@H
@ρm
+ @H
−1
@ρm
@H
@ρl
+H−1 @
2H
@ρl@ρm
)
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with
@2H−1
@ρl@ρm
=−@H
−1
@ρm
@H
@ρl
H−1 −H−1 @
2H
@ρl@ρm
H−1 −H−1 @H
@ρl
@H−1
@ρm
:
2.4.3. The outer algorithm
For each new proposal ρ in the optimization process of LAML or LCV, an inner Newton
algorithm is needed to ﬁnd βˆ
λ
(which is referred to below as βˆ
ρ
to relate to Section 2.5).
The optimization of LAML or LCV is thus called the ‘outer algorithm’ and leads to smooth-
ing parameters estimates ρˆ with associated regression parameters βˆ
ρˆ
. In the outer algorithm,
whenever necessary, Hessian perturbation is also performed and the step length is controlled so
that LAML or LCV is optimized at each iteration (the step is divided by 10 in the outer algo-
rithm instead of 2 in the inner algorithm). Moreover, to keep ρ inside the parameter space, the
maximum absolute values of the components of the step vector are controlled at each iteration
by an upper threshold (by default, this threshold is set to 5).
2.5. Estimation of the regression parameter variance
There are three possibilities for variance estimation proposed by Wood et al. (2016a). First,
we may use a Bayesian large sample approximation to derive a Bayesian posterior covariance
matrix:
β|ρ∼N.βˆρ,Vβ/ Vβ =H−1:
This Bayesian covariance matrix was ﬁrst described by Wahba (1983).
Alternatively, we may consider a frequentist estimate (for further details, see Gray (1992)):
Vβˆ =H−1HH−1:
Finally, in addition to the uncertainty of βˆ, Wood et al. (2016a) proposed to take into account
the uncertainty arising from the estimation of the smoothing parameters. This leads to a third
option for the covariance matrix for βˆ:
V′β =Vβ +V′ +V′′:
In this equation, V′ =JVρJT,
V ′′jm =
p∑
i
M∑
l
M∑
k
@Rij
@ρk
Vρ,kl
@Rim
@ρl
,
J=@βˆ=@ρ|ρˆ,Vρ is the inverse of theHessian of the negative log-marginal-likelihoodwith respect
to ρ (calculated at ρˆ/, R is such that RTR=Vβ , p is the number of regression parameters and M
the number of smoothing parameters. This new covariance matrix is thus a Bayesian covariance
matrix to which are added two corrected terms (for more details on the deﬁnitions of V′ and
V′′, see Wood et al. (2016a), section 4).
2.6. Hazard regression and random effects
TheLAMLcriterion enables estimationof the smoothing parameters as if theywere the variance
hyperparameters of a Gaussian prior on the regression parameters. An interesting consequence
is that this process can work in reverse: it is possible to estimate random effects by treating them
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as penalized splines (Wood et al., 2016a). In the hazard regression context, consider the model
[log{h.ti;xi/}]1in =X.t/β+Z.t/γ
where Z is the design matrix for the random effect and γ the associated regression parameters.
Denoting by S the corresponding penalty matrix and λ the smoothing parameter, the Gaus-
sian prior on γ is of the form
f.γ/∝ exp
(
−λ
2
γTSγ
)
:
Therefore, if we want to specify an independent and identically distributed Gaussian random
effect, i.e. γ∼N.0,σ2I/ and
f.γ/∝ exp
(
− 1
2σ2
γTIγ
)
,
then λ=1=σ2 and S= I. Thus, both γ and λ (and therefore σ2) can be estimated by consider-
ing a ridge penalty on γ with LAML estimation of λ. In addition, as ρ= log.λ/=−2 log.σ/,
var{log.σˆ/}= 14Vρ.
3. Extension to the penalized excess hazard model
In a survival study, examining the excess mortality of the patients in comparison with the mor-
tality in a reference population can be more informative than examining the overall mortality.
For example, oncologists would like to know the effect of tumours on mortality. However, the
causes of death are not always reliable or available (in particular in population-based cancer reg-
istries) and death from cancer is difﬁcult to ascertain in long-term follow-ups (cancer treatments
may have long-term toxicities resulting in patients’ deaths). The concept of ‘excess mortality’ is
thus a relevant alternative to the concept of ‘cause of death’ in an attempt to isolate extra deaths
that are attributable (directly or indirectly) to cancer. This excess mortality can be estimated by
supposing that, in cancer patients, the mortality that is attributable to all other causes but the
cancer under study may be approximated by the all-cause mortality of the general population
(the ‘expected mortality’). According to Este`ve et al. (1990), it is assumed that
hO.t,x/=hE.t,x/+hP.a+ t, z/:
In this equation, hO is themortality that is observed in cancer patients, hE is the excess mortality
due to cancer, t is the time elapsed since cancer diagnosis, a is the age at cancer diagnosis, x is
the vector of prognostic variables whose effects on hE are being studied and z is the vector of
demographic characteristics that provides for each individual its expected mortality hP (hP is
the all-cause mortality rate of the general population at age a+ t, given characteristics z of that
individual).
The net survival is the survival that would be observed if cancer were the only cause of death; it
can be directly obtained from hE by using the classical relationship between hazard and survival.
In the excess hazard framework, hP is considered known (available from national statistics)
and hE may be modelled as
[log{hE.ti;xi/}]1in =X.t/β:
By construction, the model ensures a positive excess hazard.
12 M. Fauvernier, L. Roche, Z. Uhry, L. Tron, N. Bossard and L. Remontet
Let a be the n-vector of ages at diagnosis; the contribution of a given individual i to the
log-likelihood is
li.β/= δi log{hE.ti,xi/+hP.ai + ti, zi/}−
∫ ti
0
{hE.u,xi/+hP.ai +u, zi/}du:
As in the overall survival context, left-truncated data can obviously be handled but, for ease
of reading, the integration starts from 0. As hP does not depend on β, maximizing li.β/ is
equivalent to maximizing
li.β/= δi log{hE.ti,xi/+hP.ai + ti, zi/}−
∫ ti
0
hE.u,xi/du:
Multi-dimensional penalized splines may be implemented in the excess hazard model following
the same principle as that used for overall mortality. However, computing the derivatives is
more difﬁcult because hP is present in the expression of li.β/ (for more details, see the on-line
supplementary material section B).
4. Simulation study
The trends in net survival according to the year of cancer diagnosis are important in cancer
epidemiology studies that use population-based registry data. The analysis of these trends takes
into account the age at cancer diagnosis because age is a strong predictor of net survival.
To assess the performance of the proposed approach within this context, survival data were
simulated where the excess hazard varied according to the time since diagnosis, age and the year
of diagnosis.
4.1. Design
The simulated data that are described here are similar to those used and detailed in Remontet
et al. (2018). The simulation study considered two scenarios: one arising from oesophagus
cancer (no trend) and one from cervix uteri cancer (complex trend). First, two parametric
(unpenalized) models that take into account the effects of age and year of diagnosis were ﬁtted
to real French survival data (Cowppli-Bony et al., 2017) and the model parameters were used
to generate simulation data. Fractional polynomials (Royston and Sauerbrei, 2008) were used
instead of splines to avoid overestimating the performance of the novel approach. The model
building strategy of Sauerbrei et al. (2007) was adopted to choose the powers of the fractional
polynomials.
Each scenario considered three sample sizes (N =2000, 5000, 10000 patients). Scenarios with
2000 or 5000 patients used 1000 data sets (D= 1000), whereas scenarios with 10000 patients
used only 200 data sets (D=200) to limit the computing time. Each scenario considered a cohort
whose age distribution is identical to that of the French patients with the same cancer. The year
of diagnosis was randomly sampled from a uniform distribution between 1990 and 2010. The
patients were censored at 5 years or at the end of follow-up (set to 2013).
The time to death of each patient, T , was the lowest between the time to death due to cancer,
TE, and the time to death from another cause, TP. TP was generated by using a piecewise
exponential distribution as described by Danieli et al. (2012). Once the parameters of the two
excess hazard models had been estimated, the cumulative distribution of TE was derived and TE
was generated by using inverse transform sampling.
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4.2. Description of the theoretical trends
In both scenarios, the effect of age was assumed non-linear and time dependent. The cervix
uteri cancer scenario included a linear and time-dependent effect of the year of diagnosis, with
a strong age–year interaction, and a triple interaction between time since diagnosis, age and
year of diagnosis.
In contrast, the oesophagus cancer scenario assumed that the year of diagnosis has no effect
on the excess mortality. This assumption was made to study the performance of the approach
whenever a strong smoothing is needed in one dimension (year) whereas an important curvature
is present in another dimension (time). Indeed, one interesting feature of this scenario is the
non-monotony of the excess hazard function according to the time elapsed since diagnosis: the
excessmortality hazard increased up to 1 year after diagnosis and then decreased steeply (Fig. 1).
4.3. Fitted models
The joint effects of time since diagnosis, age at diagnosis and year of diagnosis on the log-excess
hazardofdeathweremodelledasa tensorproduct smoothof the three covariatesbyusingnatural
cubic splines as basis functions.Thenumber of knots thatwere associatedwith time, age andyear
were 6, 5 and 4 respectively. Their locations were the following percentiles of observed deaths:
0, 0.20, 0.40, 0.60, 0.80 and 1 for time, 0, 0.25, 0.50, 0.75 and 1 for age, and 0, 0.33, 0.66 and
1 for year. The total number of regression parameters was then 120. The extent of penalization
was controlled by three smoothing parameters. Two models were ﬁtted to the simulated data
sets: one with LAML and another with LCV estimation of the three smoothing parameters.
4.4. Assessment of the approach performance
The performance of the approach was assessed by estimating the excess hazard and the net
survival at given combinations of times after cancer diagnosis (0.5, 1, 2, 3, 4 and 5 years), ages
at diagnosis (in 5-year increments from age 30 to age 85 years for cervix uteri and from 45 to 85
years for oesophagus cancer), and years of diagnosis (in 5-year increments from 1990 to 2010).
The boxplots and the median coverage probabilities that are presented below were calculated
over all these combinations.
The study considered 12 settings (2 scenarios×3 sample sizes×2 smoothing parameter crite-
ria). At a given time t and for a vector of covariates x, let hE.t,x/ and NS.t,x/ be the theoretical
values of the excess hazard and the net survival, and hˆ
d
E.t,x/ and N̂S
d
.t,x/ be their estimated
counterparts at the dth simulated data set. In each of the 12 settings, the following parameters
were estimated:
(a) the root mean integrated squared error (RMISE) (see for example Rondeau et al. (2007))
of the excess hazard,
RMISE=
√(
1
D
D∑
d=1
[∫
{hˆdE.t,x/−hE.t,x/}2dt
])
,
(b) the bias in estimating the net survival, .1=D/ΣDd=1{N̂S
d
.t,x/−NS.t,x/},
(c) the root-mean-squared error (RMSE) in estimating the net survival,
√
[.1=D/
D∑
d=1
{N̂Sd.t,x/−NS.t,x/}2],
and
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(d) the empirical coverage probability (CP) deﬁned as the proportion of 95% conﬁdence
intervals (CIs) that include the theoretical value.
TheRMISEwasapproximatedbyGauss–Legendrequadratureusing20values of time.CPswere
estimated for CIs computed with the frequentist variance Vβˆ , the Bayesian variance Vβ and the
corrected variance V′β , which was introduced to propose a version of the AIC that accounts for
smoothing parameter uncertainty (for LAML estimation only). Nevertheless, because the use
of V′β for computing the CIs was discussed (Greven and Scheipl, 2016; Wood et al., 2016b), the
CPs of the CIs were also estimated by using V′β . The effective degrees of freedom edf were used
to measure model complexity. They were deﬁned from the Bayesian variance Vβ: edf= tr.VβH/.
To assess the relative performance of the approach further and to validate the data generation
algorithm, the true model (i.e. the model that generated the data) was also used and considered
as the gold standard.
4.5. Results
Among the 8800 models ﬁtted (4400 with LAML and 4400 with LCV), only one LCV model
failed to converge. The overall convergence properties of the novel approach were then highly
satisfactory. The median computing times of the LCV and the LAML algorithms were com-
parable with sample sizes 2000 and 5000 (around 60 s and 160 s per data set respectively, on
a desktop computer with Intel i5-6600 3.30 GHz and 16 Gbytes of random-access memory).
With sample size 10000, LAML optimization was slightly faster than LCV optimization (430
versus 460 s). The variance of the computing timewas higher with LCVoptimization. Regarding
the edf, those derived from LCV tended to be slightly higher than those derived from LAML
whatever the sample size and scenario. Table 1 shows the median values of edf obtained across
all ﬁtted models.
The results from Table 1 indicate that the estimates that were derived from LAML were
smoother than those derived from LCV.
Fig. 2 shows the performance of the approach in terms of excess hazard RMISE and Fig. 3
shows the bias and RMSE in the net survival.
As expected, in the oesophagus cancer scenario, the tensor RMISE was much larger than
that of the true model. The tensor was too ﬂexible for this simple scenario, especially because
it takes into account the effect of the year of diagnosis that is not present in the true model.
Whatever the scenario or the sample size, LAML seemed to perform slightly better than LCV in
terms ofmedian values of theRMISEor theRMSE (e.g.medianRMSE×100 in the oesophagus
scenario, N =2000: 2.31 with LCV versus 2.24 with LAML).Moreover, the LCV results seemed
to be slightlymore dispersed than those of the LAML. These results agree with those of Ruppert
Table 1. Medians of the effective degrees of freedom calculated
across all ﬁtted models
Scenario Sample size edf for LCV edf for LAML
Oesophagus 2000 22.8 21.5
5000 27.5 26.7
10000 31.5 31.0
Cervix uteri 2000 19.5 17.8
5000 26.2 24.8
10000 32.6 30.3
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Fig. 2. Boxplots of excess hazard RMISE multiplied by 100 for all scenarios and sample sizes (for each
scenario and sample size, the performances of the true model, the tensor model with LCV estimation of the
smoothing parameters and the tensor model with LAML estimation are compared; the boxplots are calculated
over all combinations of age (in 5-year increments from 45 to 85 years for oesophagus and from 30 to 85
years for cervix) and year of diagnosis (in 5-year increments from 1990 to 2010)): (a) oesophagus; (b) cervix
et al. (2003) who showed that the restricted maximum likelihood is likely to have less variance
than the criterion stemming from GCV.
Tables 2 and 3 show the medians of the CPs that were obtained with each covariance matrix
in estimating the excess hazard of death and the net survival.
The CPs that were obtained with the frequentist covariance matrix (either LCV or LAML)
were quite low, especially in the cervix uteri cancer scenario. This poor result was expected
because, generally, frequentist covariancematrices do not take into account the penalty-induced
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Table 2. Medians of the CPs obtained when estimating the excess hazard of death
Scenario Sample size Median of the CPs† with the following methods:
True Frequentist Frequentist Bayesian Bayesian Corrected
model LCV LAML LCV LAML LAML
Oesophagus 2000 94.5 92.3 91.9 95.4 95.7 97.5
5000 94.8 93.3 93.5 96.0 96.2 97.4
10000 96.0 94.0 94.5 96.5 96.5 97.5
Cervix uteri 2000 95.1 92.0 92.4 96.1 96.3 98.2
5000 94.6 92.0 92.0 96.0 96.1 97.8
10000 95.0 92.5 92.5 96.0 96.5 97.5
†Calculated over all ages, years of diagnosis and times elapsed since diagnosis.
Table 3. Medians of the CPs obtained when estimating the net survival
Scenario Sample size Median of the CPs† with the following methods:
True Frequentist Frequentist Bayesian Bayesian Corrected
model LCV LAML LCV LAML LAML
Oesophagus 2000 94.8 91.5 92.0 94.1 94.8 96.9
5000 95.2 92.2 93.1 94.9 95.6 96.9
10000 96.0 93.5 94.5 96.0 96.5 97.5
Cervix uteri 2000 95.1 90.8 90.6 93.4 93.3 96.3
5000 95.0 91.1 90.4 93.9 93.5 96.1
10000 95.0 92.0 91.5 94.5 94.0 96.0
†Calculated over all ages, years of diagnosis and times elapsed since diagnosis.
bias (Wood, 2006a). In contrast, the CPs that were obtained with the Bayesian (uncorrected) co-
variancematriceswere close to 95%even in the oesophagus cancer scenariowhere the smoothing
parameter that is associated with the year of diagnosis is inﬁnite. Thus, the Bayesian covari-
ance matrix offers a close-to-nominal coverage without accounting for smoothing parameter
uncertainty. As expected, the corrected Bayesian covariance matrix that takes parameter uncer-
tainty into account provided larger variance estimates. In estimating the hazard of death, the
CPs already slightly higher than 95% tended to move away from the nominal value. Generally,
LCV tended to give lower CPs than did LAML, but the performances of the two criteria with
Bayesian covariance matrices became equivalent with increasing sample sizes.
Overall, the LAML optimization performed slightly better than the LCV optimization in
terms of RMISE, RMSE and CPs. However, the differences were very slight and both criteria
remained useful.
5. Effect of social deprivation on the excess mortality in cancer patients
Thepenalizedhazardapproach that is described in this paperwas applied to real data to study the
effect of social deprivation on the excess hazard in cancer patients. It was particularly interesting
to study whether the effect of social deprivation varies with age.
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Fig. 4. Results of the model ﬁt: (a)–(c) ﬁtted surfaces of excess hazard versus time (in years) and EDI;
(d)–(f) excess hazard versus time for three EDI values; (g)–(i) excess hazard ratio versus EDI (the reference
is EDID0) at four time points after diagnosis (0, 1, 3 and 5 years); (j)–(l) excess hazard ratio between the
90th and the 10th percentile of EDI versus time along with the 95% CIs; (a), (d), (g), (j) age 35 years; (b), (e),
(h), (k) age 51 years; (c), (f), (i), (l) age 80 years
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This application used the French version of the EDI (Guillaume et al., 2016), which is a
continuous variable whose value increases with the degree of social deprivation. The study
concerned the effects of time since diagnosis, t, age at diagnosis, a, and EDI on the excess
hazard among 1865 cervix uteri cancer patients who were diagnosed between 2006 and 2009
(end of follow-up: June 30th, 2013) within an area covered by 14 French cancer registries. In
this population, 689 patients (37%) died within 5 years after cancer diagnosis. The expected
mortality rates hP were derived from the observed mortality rates available by sex, age, year of
death and De´partement of residence (the data were provided by the French Institut National de
la Statistique et des E´tudes E´conomiques) and were smoothed beforehand by using a Poisson
regression model that included a bidimensional penalized spline of age and year of diagnosis
(for each given sex and De´partement).
The model to ﬁt was
log{hE.t,a, EDI/}= tensor.t,a, EDI/:
Each marginal basis was a natural cubic spline with ﬁve knots (placed at the percentiles 0,
0.25, 0.5, 0.75 and 1). Thus, the tensor product led to 125 parameters. The three smoothing
parameters were estimated via LAML optimization. Fig. 4 shows different predictions from the
model. In Fig. 4, the three ages and the three EDI values correspond to the 10th, 50th and 90th
percentiles of age and EDI. The ﬁtted surfaces from the model proved the ability of the tensor
to capture complex interactions without too much wiggliness.
The excess mortality was more important among patients living in the most deprived envi-
ronments (90th percentiles of EDI versus 10th or 50th), though this was not found at age 80
years during the ﬁrst year of follow-up after diagnosis (Figs 4(d)–4(f)). Moreover, the ratio in
excess hazard between the least and the most deprived environments was statistically signiﬁcant
at ages 35 and 51 years around 18 months after diagnosis (see the CIs that are shown in Figs
4(j)–4(l)). This ratio decreases then with the increase of the time elapsed since diagnosis. The
method detected no signiﬁcant effect of social deprivation at age 80 years.
Regarding net survival, the model predicted, at age 51 years, a 1-year net survival of 93%
[90.7–94.7%] for the 10th EDI percentile and 90.2% [86.7–92.8%] for the 90th percentile. The
corresponding predicted 5-year net survivals were 74.5% [69.9–78.4%] and 61% [53.9–67.2%]
respectively. Thus, the differences that were observed in excess hazard dynamics between 1 and
2 years after diagnosis were reﬂected in terms of 5-year net survival. These results illustrate the
need to interpret survival estimates jointly with the dynamics of the excess hazard, the latter
being able to identify differences along the time elapsed since diagnosis.
6. Discussion
6.1. Summarizing remarks
This paper proposes a penalized hazard model that is suited for extensive production of epi-
demiological indicators in cancer survival. Indeed, the method proposed, which was applied to
a real data set and whose performance was assessed by simulation, is applicable to a wide variety
of types of cancer. Even the most challenging cancer sites, such as breast and prostate, can be
readily analysed with this new methodology.
The approach proposed is based on the general smooth framework of Wood et al. (2016a). It
offers an alternative smoothing parameter estimation procedure via LCV that can be extended
beyond hazard regression models. As explained in Section 2.4.2, by specifying another log-
likelihood with its gradient and Hessian, the derivatives of LCV may be used in any of the
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frameworks that were considered by Wood et al. (2016a). The paper details also an extension
of the model to excess hazard regression.
6.2. Technical points
The novel approach allows a ﬂexible modelling of the baseline hazard as well as the time-
dependent and non-linear effects of the covariates. Because natural cubic splines are used as
marginal bases, the number of knots and their locations need to be speciﬁed.However, this is less
important in a penalized than in an unpenalized context. Indeed, if k is the number of knots, then
‘provided that k is large enough [: : :], neither the exact choice of k, nor the precise selection of knot
locations has a great deal of inﬂuence on the model ﬁt’
(Wood (2017), section 4.2.2). In practice, it is reasonable to specify a slightly higher number of
knots than deemed necessary and to let the penalization avoid overﬁtting.
In the simulation study based on the trend analysis context, the performance of LCV was
slightly less satisfactory than that of LAML (proposed by Wood et al. (2016a)). In practice,
LAML tends to give smoother estimates (see Table 1) and therefore seems less prone to overﬁt-
ting than is LCV. Besides, up to now, LAML optimization remains the only way of quantifying
smoothing parameter uncertainty in a non-fully-Bayesian setting. However, an important fea-
ture of LCV is that it can be used with all kinds of penalties (i.e. not necessarily quadratic
penalties such as the lasso penalty) whereas the Bayesian approach that is used to deﬁne LAML
relies on quadratic penalties.
Calculating the log-determinant of the penalty matrix and its derivatives is the key to stable
computation with LAML. Indeed, when some smoothing parameters tend to ∞ whereas others
remain ﬁnite, these calculations may become unstable. Regarding this issue, the approach that
is described in the on-line supplementary material section A differs from that of Wood et al.
(2016a) and may appear more unstable when extreme cases occur (e.g. when one smoothing
parameter is close to 106 whereas another is close to 10−6). However, these extreme cases have
never been observed in practice.
In the simulation study, the Bayesian covariance matrix offered a close-to-nominal CP with-
out accounting for smoothing parameter uncertainty. Wahba (1983) and Nychka (1988) have
previously shown that the CPs that are obtained from Bayesian CIs can be very close to the
nominal values. Furthermore, as described by Marra and Wood (2012), as long as heavy over-
smoothing is avoided, close-to-nominal CPs can be achieved by Bayesian CIs. Finally, recent
results showed that bad coverage was not necessarily the consequence of overlooking smoothing
parameter uncertainty but rather the consequence of a poor smoothing parameter estimation
procedure (Wood (2017), page 297).
The method deals easily also with interactions between continuous covariates by consider-
ing a tensor product smooth. Interactions may be even speciﬁed as tensor product interactions
(based on functional analysis-of-variance decomposition; see Wood (2006b)) to estimate sepa-
rately the extent of penalization of the marginal bases and the interaction terms. This kind of
decomposition is appealing in survival analysis because themain effects are oftenmore complex
than the interactions.
6.3. Epidemiological considerations
This paper investigated the effect of social deprivation (EDI) on the excess mortality hazard in
cervix uteri cancer patients. A penalized tensor product smooth was used to model simultane-
ously the non-linear effects of time, age and EDI as well as interactions. This ﬂexible approach
enabled us to show that, for young and middle-aged women, the excess hazard in the most
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deprived patients was signiﬁcantly higher than the excess hazard in the least deprived. This
superiority, mostly observed between 1 and 2 years after diagnosis, resulted in important differ-
ences in terms of 5-year net survival.
Although motivated by trend analyses and socio-economic inequality studies in cancer sur-
vival, the statisticalmethods that were developed in this paper have awider applicability. Indeed,
several time-to-event data analyses may beneﬁt from this novel approach because it is generally
difﬁcult to specify a parametric model (evenwith only the survival time and two other covariates
like in the above application on social deprivation).
6.4. Comparison with alternative approaches
Though the derivatives that are needed for the inner and outer Newton–Raphson algorithms in
survival models are difﬁcult to obtain, they provide a numerically stable and efﬁcient way of esti-
mation with highly satisfactory convergence properties.Moreover, Gauss–Legendre quadrature
has proven to be an accurate technique to approximate the cumulative hazard while avoiding
artiﬁcial data splitting. The on-line supplementary material section C.1 presents comparisons
betweenRpackagesfrailtypack,gss,R2BayesX,rstpm2,mgcv,bamlss andsurvPen
in terms of computational times. These comparisons show the efﬁciency of survPen (the pack-
age that was derived from the present work).
The on-line supplementary material section C.2 presents a comparison between survPen
and rstpm2within the frame of the above-detailed simulation study and shows the superiority
of survPen over rstpm2 in terms of statistical performance and reliability.
Two features explain this superiority:
(a) survPen uses explicit fourth-order derivatives of the likelihood whereas rstpm2 resorts
to numerical derivatives via R function optim and
(b) in survPen, the parameters are deﬁned on the logarithm of the hazard (a scale that is
deemed ‘natural’) whereas the scales of the parameters that are available in the pstpm2
function require specifying a complex system of constraints over many parameters, which
adds complexity to the optimization algorithm.
However, further research is needed to conﬁrm these explanations.
6.5. Limits
The counterpart of determining high order derivatives is that extending the approach to other
settings may be challenging. For example, incorporating random effects, as described in Sec-
tion 2.6, may be inefﬁcient when the number of clusters is very large (Wood, 2011). Thus, it
would be interesting to extend the approach to a ‘genuine’ frailty model that maximizes a pe-
nalized marginal likelihood during the inner Newton–Raphson step. However, deriving such a
likelihood is not easy because of the integration over the random-effect distribution.
In general, the tensor product approach reaches its limit when the number of covariates equals
or exceeds 4. In this case, variable-selection strategies are needed (for such selection in theGAM
setting, see Marra and Wood (2011)) and the corrected AIC (Wood et al., 2016a) for penalized
hazard model selection is an interesting possibility.
6.6. Conclusion
In comparison with other approaches for hazard regression, the method proposed offers four
main advantages:
(a) its optimization procedure uses the exact derivatives of the objective functions (penalized
likelihood, LCV and LAML criteria) for high numerical stability and speed;
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(b) it belongs to the theoretical framework that was developed by Wood et al. (2016a) and
offers therefore good statistical performances;
(c) it offers great ﬂexibility on the log-hazard scale through penalized splines and tensor
product splines without requiring time-consumingMCMC, smoothing splines or Poisson
approximation techniques;
(d) it offers a common and straightforward setting for hazard and excess hazard regression.
The methods that are detailed in this paper (including random-effects models) were imple-
mented in R package survPen that is available in the Comprehensive R Archive Network
repository (https://CRAN.R-project.org/package=survpen).
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A. Derivatives of the LAML criterion 
According to Wood et al. (2016a), the derivatives of LAML are: 
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where ??? ? ? when ? ? ?, ? otherwise. The derivatives of the log determinant of ? (Wood 
et al. 2016a) are the following: 
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Concerning the derivatives of ????????, one may partially follow Wood et al. (2016a) and 
form the symmetric eigen-decomposition ? ?
?
?????
?
??? ? ???????. Noting ?? the columns of ??  
that correspond to positive eigenvalues leads to ??? ? ???????. Then ????? ? ?? ????
??
??? ? 
with ? ?????????  a full-rank matrix. Actually, matrix ??  is used for an initial reparameterization 
performed before the optimization process. The reparameterization is reversed at 
convergence. Concerning the stable evaluation of ???????? and its derivatives, one may not 
follow the complex procedure proposed by Wood (2011, Appendix B). Indeed, once the 
reparameterization is done, one may use the following QR-decomposition: ? ????? ? ???????? . 
Then ???????? is just the sum of the absolute values of the diagonal elements of ?? and the 
derivatives require only ?? ????????? ?
??
 which is computed through LU decomposition. The 
derivatives of ???????? are given by: 
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In the survival context, the derivatives of ? and ? are: 
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The derivatives of ?? are obtained via implicit differentiation (Wood et al. 2016a). For 
convenience, their matrix notations are: 
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where the first derivative of ??? is obtained via classical matrix operations:  
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B. Derivatives for the penalized excess hazard model 
For ease of reading, we write ?? ? ????? ? ??? ???. In an excess hazard context, the 
contribution to the log-likelihood of an individual ? is: 
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?
 
Approximating the integral via Gauss-Legendre quadrature we obtain: 
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The first derivative of ?? with respect to ?? is: 
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and the second derivative is then: 
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N.B.: In this section, we need to divide matrices by vectors and use exponentiation of vectors. 
When ? is a ?-vector, ? a ?-by-? matrix, and ? a real number: ??????? ?
????
??
 and ????? ?
?????. 
As in the overall survival context, ? may be expressed in matrix notation: 
???? ? ??? ?? ? ? ? ? ? ???? ??????????? ? ??? ? ?????
?????? ? ??? ? ??????????
?
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We note ????? ? ??? ?
?????????? ???
???????????? ? and ????? ? ? ???
?????? ? ??? ? ?????????????? . 
To select properly the smoothing parameters in an excess hazard context, we finally need the 
derivatives of ????? with respect to the smoothing parameters. Actually, the derivatives of 
?????? are already known because they correspond to the ones obtained in the overall survival 
context. Thus, only the derivatives of ??????, referred to as ??, are needed: 
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C. Comparisons between survPen package and other methods 
C.1 Comparison in terms of computational time 
This section aims to compare the computational times of R packages that implement 
penalized survival models: frailtypack, R2BayesX, bamlss, gss, rstpm2, and survPen. To this 
list, we have also added under denomination “Poisson + gam” the Poisson approach for 
survival model described by Remontet et al. (2018). In this approach a Poisson regression 
model is fitted on split data using the gam function from the mgcv package (the link function 
being modified to include expected rates).  
Table 1 presents a brief description of model functionalities in terms of penalized splines. The  
columns indicate whether the function or method allows: 1) fitting penalized splines for the 
effect of a continuous covariate (column “Penalized spline”); 2) fitting penalized tensor 
product splines to model the effects and interactions of several continuous covariates 
(“Tensor”); 3) fitting excess hazard models (“Excess hazard”); 4) fitting regression splines as 
opposed to smoothing splines (“Regression splines”); and 5) modelling directly the hazard or 
log-hazard (“Hazard”).  
 
Table 1. Functionalities of various packages in terms of penalized splines for survival model 
  Functionality 1 
Method 
R 
package Function 
Penalized 
spline Tensor 
Excess 
hazard 
Regression 
splines Hazard 
frailtypack yes frailtyPenal only for time no no yes yes 
R2BayesX yes bayesx yes no no yes yes 
bamlss yes bamlss yes yes no yes yes 
gss yes sshzd yes yes no no 2 yes 
rstpm2 yes pstpm2 yes yes yes yes no 3 
Poisson + gam no 4 - yes yes yes yes yes 
survPen yes survPen yes yes yes yes yes 
1 This table is restricted to a comparison of functionalities versus those offered by package survPen 
(multidimensional penalized regression splines for hazard and excess hazard models); it does not 
provide an exhaustive description of each package.  
2 The gss package uses smoothing splines. 
3 The rstpm2 package allows modelling on several scales, including the log-cumulative hazard, but not 
directly on the hazard or log-hazard. 
4 The “Poisson + gam” method is not available as a package but the R code is available on github 
(https://github.com/RocheLHCL/SMMR_Remontet2018/). 
 
Briefly, frailtypack is useful to fit shared, joint, and nested frailty models; R2BayesX and 
bamlss are useful to fit complex additive models, for example by modelling jointly the 
location and shape of a distribution (not restricted to survival models); gss offers fitting 
general smoothing splines not confined to survival models; rstpm2 proposes different 
modelling scales for survival models and frailty models; and, finally, mgcv is the reference in 
terms of penalized regression splines with generalized linear models and likelihoods beyond 
the exponential family (Cox model, for example). 
 
To compare computational times between these packages, three survival models and one net 
survival model were considered (the first model is actually declined in two versions): 
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In these models, ? is the follow-up time, ? is the age at diagnosis, and ? is the year of 
diagnosis. Function ? represents the hazard function (the excess hazard for ??) in all packages 
but rstpm2 when ? represents the cumulative hazard function (excess cumulative hazard for 
??). The first model is associated with 10 regression parameters and 1 smoothing parameter. 
The second model is associated with 25 regression parameters and 2 smoothing parameters. 
Each of the third and the fourth model is associated with 125 regression parameters and 3 
smoothing parameters. The number of smoothing parameters differs for gss because it relies 
on functional ANOVA decomposition (Wood 2017, section 5.6.3). 
 
All models were fitted on two simulated datasets (sizes: 2,000 and 20,000) taken from the 
simulations of Cervix scenario (N=2,000) described in Remontet et al. (2018). The dataset of 
size 2,000 is randomly chosen (it corresponds to the survPen package dataset called 
“datCancer”) and the dataset of size 20,000 is the concatenation of the 10 first simulated 
datasets. Given the functionalities described in Table 1, the four models cannot be fitted with 
each of the seven methods. For example, the fourth tensor3_net can be fitted only by rstpm2, 
survPen and the “Poisson + gam” method.  
 
The initial data splitting procedure needed before using “Poisson + gam” transforms the 
2,000 and 20,000 individuals into 93,963 and 934,379 pseudo-observations, respectively. 
Concerning R2BayesX package, we considered the REML version (based on Kneib and 
Fahrmeir 2007) and the MCMC version. As with survPen, we used the LCV criterion to allow 
comparisons with rstpm2. 
 
We used R version 3.5.2 with the following versions of the packages: frailtypack_3.0.2.1, 
R2BayesX_1.1-1, bamlss_1.0-1, gss_2.1-9, rstpm2_1.4.5, mgcv_1.8-26 and survPen_1.0.1 
Tables 2 and 3 show the computational times performed by an Intel Xeon CPU E3-1245 v5 
3.50 GHz with 16 Go RAM. 
Table 2. Computational times (in seconds) with N=2,000. 
 Model 
Method Spline_time Tensor 2 Tensor 3 Tensor_net3 
frailtypack 0.7    
R2BayesX REML 1.2    
R2BayesX MCMC 37.0    
bamlss 353.0 1,378.0 10,851.7  
gss 0.0 4.6 5,608.3  
rstpm2 1.2 19.1 562.7 456.2 
Poisson + gam 1.3 6.8 232.5 463.3 
survPen 0.5 3.6 55.4 75.6 
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Table 3. Computational times (in seconds) with N=20,000. 
 Model 
Method Spline_time Tensor 2 Tensor 3 Tensor_net3 
frailtypack 19.0    
R2BayesX REML 2.8    
R2BayesX MCMC 525.6    
bamlss 4,828.3 13,751.9 109,708.2  
gss 0.2 16.2 4,712.1  
rstpm2 38.1 37.2 4,270.6 4,197.7 
Poisson + gam 12.4 91.3 1,755.4 4,270.7 
survPen 5.2 23.4 576.3 680.1 
 
 
With both sample sizes, survPen package was the fastest in the most complex settings 
(tensor3 and tensor3_net) but R2BayesX in its REML version and gss were faster with the first 
two models and sample size N=20,000. The absolute gain in computational time with survPen 
in the most complex settings is substantial. R2BayesX (MCMC version) and bamlss that rely 
on MCMC algorithms were unsurprisingly more time-consuming than the other approaches. 
bamlss was by far the slowest. 
Despite the use of an efficient approximation for smoothing splines fitting (Du and Gu 2006, 
Gu 2014), we observed that the smoothing splines of the gss package are more time-
consuming than the penalized regression splines used by survPen in the most complex 
settings. However, the models fitted here by survPen and gss are not fully comparable 
because gss relies on functional ANOVA decomposition. Finally, the gss models were also 
fitted with function sshzd1 which is a faster version of sshzd but performance degradation was 
too important (not shown). 
 
C.2 Comparison with rstpm2 in terms of statistical performance 
As the rstpm2 package was the only other method that could, theoretically, fit the most 
complex model (tensor3_net), it was necessary to compare the statistical performance of 
rstpm2 versus survPen in terms of excess hazard RMISE, net survival bias, and net survival 
RMSE (only with sample size 2,000 for computational time reasons). The results obtained 
with survPen are shown in Figure 2 of the article. With rstmp2, in both scenarios (Cervix uteri 
and Oesophagus), we fitted a log-cumulative excess hazard model on each of the 1,000 
simulated datasets. The model was a penalized tensor product spline of log-time, age, and 
year and pstpm2 was run with the same bases (natural cubic splines) and the same number of 
knots as in the simulation study (6 for time, 5 for age, and 4 for year). The locations of the 
knots were the default values of pstpm2 (percentiles). The results with pstpm2 are shown in 
Figures 1 and 2 below. 
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Figure 1: Boxplots of excess hazard RMISE multiplied by 100 in both scenarios with 2,000 
sample size. “true” corresponds to the predictions of the fitted true model, “LCV” stands for 
survPen with LCV smoothing parameter estimation, “LAML” stands for survPen with LAML 
smoothing parameter estimation, and “rstpm2” stands for the pstpm2 function. 
 
Figure 2: Boxplots of net survival bias and RMSE multiplied by 100 in both scenarios with 
2,000 sample size. “true” corresponds to the predictions of the fitted true model, “LCV” 
stands for survPen with LCV smoothing parameter estimation, “LAML” stands for survPen 
with LAML smoothing parameter estimation and “rstpm2” stands for the pstpm2 function. 
 
In the Cervix scenario, rstpm2 showed slightly less bias than survPen. However, in both 
scenarios, survPen was superior to rstpm2 in terms of excess hazard RMISE and net survival 
RMSE. In the Oesophagus scenario, the RMISE from survPen LCV was inferior to the 
p. 9 
 
RMISE from rstpm2 in 81% of age-year combinations. In the Cervix scenario, this proportion 
reached 84%. Besides, 44 Oesophagus models and 11 Cervix models failed to converge with 
rstpm2 while only one survPen model failed to converge (Cervix scenario, LCV criterion). It 
appears then that our method outperforms rstpm2 in terms of statistical performance and 
reliability in the two studied scenarios. 
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