We consider the problem of source coding with receiver side information for the simple network proposed by R. Gray and A. Wyner in 1974. In this network, a transmitter must reliably transport the output of two correlated information sources to two receivers using three noiseless channels: a public channel which connects the transmitter to both receivers, and two private channels which connect the transmitter directly to each receiver. We extend Gray and Wyner's original problem by permitting side information to be present at each receiver. We derive inner and outer bounds for the achievable rate region and, for three special cases, we show that the outer bound is tight.
I. INTRODUCTION
The field of network source coding is centered on the following problem: given a noiseless communications network and a set of information sources, what is the best way to compress the output of each source for efficient and reliable transportation over the network? A solution to this type of problem needs to remove any temporal redundancy in each source, exploit any statistical correlations between different sources and optimize the use of limited channel capacities.
In network source coding, a code is a collection of rules that define how the output of each source is to be compressed, transported over the network and reconstructed. A code is said to be reliable if the output of each source can be reconstructed without error at each of its intended destinations. The performance of a reliable code is measured by the rates at which it sends data over each channel; an optimal code will send data at the smallest rates and thereby consume the least network capacity. An ordered collection of rates (one for each channel) is said to be achievable if there exists a reliable code which operates at these rates. The set of all achievable rates R is called the achievable rate region of the network, and its lower boundary R provides a performance benchmark for the comparison of reliable codes.
The achievable rate region R is known for a small ad-hoc collection of networks; for most "real world" networks, R is unknown [1] . With the exception of [2] , achievable rate regions have been studied on a network-by-network basis; researchers have designed and studied simple networks which isolate particular problems of interest. Two notable examples are: the separate coding of correlated sources [3] , and the sharing of a finite capacity channel between multiple users [4] . It is hoped that solutions to these simple networks will yield practical and efficient codes for larger networks. Gray and A. Wyner [5] . The transmitter is connected to two receivers via three noiseless channels. The sequences {X i } and {Y i } are to be encoded at the transmitter, transported over the network and decoded at the x and y-receivers respectively. In this paper, we study an extension of this problem where "side information" {U i } and {V i } are present at each receiver. These additional information sources are marked with dashed lines in the figure.
We study the achievable rate region R of the network shown in Figure 1 . A transmitter must transport the output of two correlated sources to two receivers using three noiseless channels: a public channel which connects the transmitter to both receivers, and two private channels which connect the transmitter directly to each receiver. The achievable rate region R of this network was found by R. Gray and A. Wyner [5] in 1974. They showed that an optimal code should endeavor to use the public channel to transport information common to both sources. As we will see, the intuition of this solution is lost when side information is introduced at each receiver; in particular, it is not clear how one should decompose the output of each source for transmission over the three channels.
An outline of the paper is as follows. To fix ideas, we briefly review [5] in Section II. In Section III, we formally define R for the network with side information. In Sections IV and V, we derive outer and inner bounds for R respectively. In Section VI, we ascertain R for one source, a degraded network and a complementary delivery network respectively. Finally, we conclude the paper in Section VII.
II. THE GRAY-WYNER PROBLEM
Consider the network (without receiver side information) shown in Figure 1 . We denote the capacities (in bits per second) of channels 0, 1 and 2 by C 0 , C 1 and C 2 respectively. Finally, let X and Y be finite alphabets, and let X n and Y n denote their respective n-fold cartesian product spaces.
Suppose
. .} is a sequence of independent and identically distributed (i.i.d.) X × Y valued random variables emitted by a discrete memoryless source Q XY (x, y) = Prob[X = x, Y = y]. Suppose further that the random sequence {(X i , Y i )} appears at the transmitter at the rate of one per second. It is desired that the transmitter delivers a reliable reproduction
Assuming no delay constraints and unlimited computational power at the transmitter and receivers, the main problem is to ascertain which channel capacity triples (C 0 , C 1 , C 2 ) are both necessary and sufficient for each sequence to be reliably transported to its intended destination.
We assume the classic n-block source coding model where the sequence {(X i , Y i )} is parsed and transported over the network in message blocks of length n (for some large integer n). Let (X n , Y n ) = (X 1 , Y 1 ), (X 2 , Y 2 ), . . . , (X n , Y n ) denote the message at the transmitter, and let X n = X 1 , X 2 , . . . , X n and Y n = Y 1 , Y 2 , . . . , Y n denote the reconstructed messages at the x and y-receivers respectively.
For each i = 0, 1, 2, let M i = {1, 2, . . . , |M i |} be a finite index set for use on channel i. A network source code is a collection of mappings (e (n) , d (n)
The transmitter encodes the pair (X n , Y n ) with three indices (M 0 , M 1 , M 2 ) = e (n) (X n , Y n ) which are sent over channels 0, 1 and 2 respectively. After receiving indices M 0 and M 1 , the x-receiver reconstructs X n = d (n)
. An error is said to occur if either X n = X n or Y n = Y n , and the code is said to operate at a rate of (1/n) log 2 |M i | bits per source symbol on channel i (for i = 0, 1, 2).
A triple of rates (R 0 , R 1 , R 2 ) is said to be achievable if there exists a sequence of codes {(e (n) , d (n)
x , d (n) y ); n = 1, 2, . . .} such that the probability of error approaches zero and (1/n) log |M i | approaches R i (for i = 0, 1, 2) as n goes to infinity.
Let R GW denote the set of all achievable rate triples. It can be shown that R GW is a closed convex subset of Euclidean three space, which is completely defined by its lower boundary R GW [5] :
Given Q XY and a network with capacity triple (C 0 , C 1 , C 2 ), the sequences {X i } and {Y i } may be reliably reconstructed at the x and y-receivers respectively if and only if (C 0 , C 1 , C 2 ) lies above R GW ; thus, R GW defines exactly those capacity triples which are both necessary and sufficient for reliable communication.
Gray and Wyner [5] showed that to achieve rates (R 0 , R 1 , R 2 ) which lie on the lower boundary R GW , the capacity of channel 0 should be prioritized for use by information common to both {X i } and {Y i }. Specifically, they designed a coding scheme which used an auxiliary random variable W to represent the information transported over channel 0, and they showed any (R 0 , R 1 , R 2 ) ∈ R GW may be achieved by optimizing over the choice of W .
The formal description of R GW in terms of W is as follow. Let W be a finite alphabet of cardinality |W | ≤ |X ||Y | + 2, and let P GW denote the family of probability functions on
where I p (·; ·) denotes mutual information and H p (·|·) denotes conditional entropy (with respect to p). Lemma 1: [5, Thm. 4] The achievable rate region R GW of the Gray-Wyner Network is given by
, where (·) c denotes the set closure. It follows from Lemma 1 that R GW is completely described by a single coding scheme which makes use of an auxiliary random variable W . As we will see, this coding scheme extends, in a natural way, to the network with side information. Unfortunately, however, this extension does not appear to completely describe the corresponding rate region.
III. EXTENSION TO THE SIDE INFORMATION CASE
Suppose X , Y , U and V are finite sets, and let X n , Y n , U n and V n denote their respective n-fold cartesian product spaces. Suppose further that
Finally, for each i = 0, 1, 2, let M i = {1, 2, . . . , |M i |} be a finite index set for channel i.
As before, a source code is a collection of mappings (e (n) , d (n)
x , d (n) y ), where e (n) : X n ×Y n → M 0 ×M 1 ×M 2 is the encoder at the transmitter; d (n)
x : M 0 ×M 1 ×U n → X n is the decoder at the x-receiver; and d (n) y : M 0 ×M 2 ×V n → Y n is the decoder at the y-receiver. The transmitter encodes the pair (X n , Y n ) with indices (M 0 , M 1 , M 2 ) = e (n) (X n , Y n ) which are sent over channels 0, 1 and 2 respectively. After receiving indices M 0 and M 1 as-well-as side information U n , the x-receiver reconstructs X n = d (n)
Similarly, after receiving M 0 , M 2 and V n , the y-receiver
Prob[ X n = X n ], P e,y Prob[ Y n = Y n ] and P e max{P e,x , P e,y }.
Definition 1 (Achievable Rate): A rate triple (R 0 , R 1 , R 2 ) is said to be achievable if, for arbitrary > 0 and sufficiently large n, there exists a code (e (n) , d (n)
x , d (n) y ) with parameters (n, |M 0 |, |M 1 |, |M 2 |, P e ) such that P e ≤ and (1/n) log |M i | ≤ R i + for all i = 0, 1, 2. We let R denote the set of all achievable rate triples.
IV. AN OUTER BOUND
Suppose W is a finite set of cardinality |W | ≤ |X ||Y | + 3 and P is the family of probability functions on
is an achievable rate triple, then there exists a p ∈ P such that
A. Proof Outline: Theorem 1
We show: if {(e (n) , d (n)
x , d (n) y )} is a sequence of codes where P e → 0 as n → ∞, then there exists a p ∈ P such that
where (1) 
On applying Fano's Inequality [6, Pg. 37] we get
where δ(P e , n) (1/n) + P e log |X ||Y |. Similarly, we also have that H(Y n |M 0 , M 1 , V n ) ≤ nδ(P e , n). Now consider the series of Shannon (in)equalities (5) through (12). Note, (7) 
forms a Markov Chain and (4). From (10) and (12), it respectively follows that
, 
V. AN INNER BOUND
A natural extension of the code proposed by Gray and Wyner [5] yields the following inner bound for R.
Let W and P be defined as in Section III. For p ∈ P, let [8] for the special case where V = constant.) We may set W = Y in Theorem 2 to achieve this sum rate.
Remark 3: Suppose X = Y . Sgarro [9] showed that the sum rate R 0 + R 1 + R 2 is achievable if and only if R 0 + R 1 + R 2 ≥ max{H(X|U ), H(X|V )}. We may set W = X = Y in Theorem 2 to achieve this sum rate.
Remark 4: Suppose U = Y and V = X. Wyner et. al. [4] showed that the sum rate R 0 + R 1 + R 2 is achievable if and only if R 0 + R 1 + R 2 ≥ max{H(X|Y ), H(Y |X)}. We may set W = (X, Y ) in Theorem 2 to achieve this sum rate.
Remark 5: The code, which yields the achievability of R in , is essentially a version of Heegard and Berger's "triple rate split code" given in [10, Thm. 2] . Indeed, we note that the problem of minimizing the sum rate R 0 + R 1 + R 2 is a special case of the two receiver generalized Kaspi-Heegard-Berger problem [10, Sec. VII].
A. Proof Outline: Theorem 2 1) Code Construction: Suppose p ∈ P. Let R 0 , R 1 and R 2 be non-negative integers whose values will be chosen later. Generate 2 nR 0 independent w-codewords of length n by choosing symbols i.i.d. from W according to p W (the Wmarginal of p). Label the resulting code book with the index m 0 : C W {w n (m 0 ) : 1 ≤ m 0 ≤ 2 nR 0 }. Similarly, generate 2 nR 1 and 2 nR 2 independent x and y-codewords using p X and p Y respectively: C X {x n (m 1 ) : 1 ≤ m 1 ≤ 2 nR 1 }, and C Y {y n (m 2 ) : 1 ≤ m 2 ≤ 2 nR 2 }. Uniformly at random assign to each w n ∈ C W a "bin label" from the set M 0 = {1, 2, . . . , 2 nR0 }, and let h W : C W → M 0 denote the induced mapping. Let B W (m 0 ) denote the set of w-codewords with bin label m 0 : B W (m 0 ) {w n ∈ C W : h W (w n ) = m 0 }, and let B W denote the collection of all wbins. In the same way, assign one of 2 nR1 and 2 nR2 bin labels to each x and y-codeword, and define h X , h Y , B X and B Y .
2) Encoding: The encoder assumes the messages x n , y n , u n and v n emitted by the source are -strong joint typical; that is, (x n , y n , u n , v n ) ∈ A * (n) (p XY UV ). Let E 1 denote the event where this assumption is false. Then [6, Lem. 10.6.1]
The transmitter looks for a w n (m 0 ) ∈ C W which is -strong joint typical with (x n , y n ). If two-or-more such codewords exist, the transmitter selects the codeword with the smallest index. If no such codeword exists, an error is declared and the transmitter arbitrarily selects some w n e (m 0 ) ∈ C W . Let E 2 denote this error event. Then [6, Lem. 10.6.2] ,
where 2 → 0 as → 0 and n → ∞. We assume R 0 ≥ I(X, Y ; W ) + 2 , so that Pr[E 2 ] → 0 as → 0 and n → ∞.
After the transmitter selects w n (m 0 ) ∈ C W it sends the index m 0 = h W (w n (m 0 )) on channel 0. The transmitter looks for a x n (m 1 ) ∈ C X such that x n (m 1 ) = x n . If two-or-more such codewords exist, the transmitter selects the codeword with the smallest index. If no such codeword exists, an error is declared and the transmitter arbitrarily selects some x n e (m 1 ) ∈ C X . Let E 3,x denote this error event. Then,
where 3,x → 0 as → 0 and n → ∞. Choose R 0 ≥ H(X)+ 3,x arbitrarily, so that Pr[E 3,x ] → 0 as → 0 and n → ∞. The transmitter encode y n is a similar fashion, and sends m 1 = h X (x n (m 1 )) and m 2 = h Y (y n (m 2 )) on channels 1 and 2 respectively. 3) Decoding: Given m 0 and u n , the X-receiver looks for a unique w n ∈ B W (m 0 ) which is jointly typical with u n . If no such codeword can be found, an error is declared and the decoder arbitrarily selects some w n e ∈ B W (m 0 ). Let • E 4,x : the codeword w n (m 0 ) chosen by the transmitter is not jointly typical with u n , and • E 5,x : there are two-or-more w-codewords in B W (m 0 ) which are jointly typical with u n . 
where 4,x → 0 as n → ∞. Now consider E 5,x . We have that u n ∈ A * (n) (P U ). As before, the probability that a randomly generated w-codeword is jointly typical with u n is upper bound by 2 −n(I(W ;U )+ 5,x ) , where 5,x → 0 as n → ∞. Moreover, the number of codewords in each bin is at most 2 n(R 0 −R0) + 5 ,x , where
5 ,x → 0 as n → ∞ [11, Pg. 2766 ]. Hence,
We need R 0 −R 0 +I(W ; U )− 5,x ≥ 0, so that Pr E 5,x → 0 as n → ∞. This requires
where (17) Given w n , m 1 and u n , the X-receiver looks for a unique x n ∈ B X (m 1 ) which is jointly typical with w n and u n . If there exists two-or-more such codewords, an error is declared and the decoder arbitrarily selects some x n e ∈ B X (m 1 ). Let E 6,x denote this error event. It follows that 
VI. THREE SIMPLE NETWORKS

VII. CONCLUSION
We investigated the achievable rate region R of a simple network with side information present at each receiver. Our first theorem gave an outer bound which, for three simple networks, was shown to be equal to R. Our second result gave an inner bound which was obtained via an extension of the coding theorem given by Gray and Wyner [5] .
