Abstract. Lazard's theorem is a central result in formal group theory; it states that the ring over which the universal formal group law is de ned (known as the Lazard ring) is a polynomial algebra over the integers with in nitely many generators. This ring also shows up in algebraic topology as the complex cobordism ring. The main aim of this paper is to show that the polynomial structure of the Lazard ring follows from the polynomial structure of a certain subalgebra of symmetric functions with integer coe cients. The connection between symmetric functions and the Lazard ring is provided by a certain Hopf algebra map from symmetric functions to the covariant bialgebra of a formal group law. We study this map by deriving formulas for the images of certain symmetric functions; in passing, we use this map to prove some symmetric function and Catalan number identities. Based on the above results, we prove Lazard's theorem, and present an application to the construction of certain p-! ! ! typical formal group laws over
Introduction
The important advances in algebraic combinatorics in recent years have led to a better understanding of various algebraic phenomena, mainly related to representation theory. It is our belief that formal group theory, whose relevance to contemporary mathematics lies in its applications to topology and number theory, also provides a rich ground for applying combinatorial methods. As in other situations, the role of combinatorics is to provide explicit explanation in terms of certain discrete structures.
A central result in formal group theory is Lazard's theorem; it states that the ring over which the universal formal group law is de ned (known as the Lazard ring) is a polynomial algebra over the integers with in nitely many generators. By Quillen's theorem (see ?]), the Lazard ring is isomorphic to the complex cobordism ring MU , whence its importance to algebraic topology, as well. There are several proofs of Lazard's theorem (see ?] p. 64{ 74, ?] p. 26{30, ?] p. 357{360 and 368{369), which are essentially existence proofs. Since they have a distinctly combinatorial avor, relying on binomial coe cient arithmetic, it has long been a challenge to develop methods of proof based on certain combinatorial structures. The aim of this paper is to develop such methods. The bonus of our proof of Lazard's theorem is a better understanding of it, by revealing its connections to the algebra of symmetric functions. We co! ! ! nstruct polynomial generators f
As we have already mentioned, the combinatorics we develop is related to the algebra of symmetric functions with integer coe cients. In x2, we construct a new basis for this algebra, and derive the polynomial structure of the subalgebra spanned by forgotten (or monomial) symmetric functions indexed by partitions with all parts greater or equal to 2. It is the special form of the elements of the new basis that makes induction work 1 nicely in the proof of Lazard's theorem, while the polynomial structure of the subalgebra mentioned above essentially implies the polynomial structure of the Lazard ring. Section 3 starts with a brief review of some formal group theoretic concepts. We then de ne and study a certain Hopf algebra map from symmetric functions to the covariant bialgebra of a formal group law. We show that this map has a geometrical interpretation (in x4), and derive formulas for the images of certain symmetric functions. In passing, we use this map to prove some sy! ! ! mmetric function and Catalan nu
A Polynomial Subalgebra of Symmetric Functions
In this section, we construct a new basis for symmetric functions, and derive the polynomial structure of a certain subalgebra. Our discussion is in terms of the forgotten symmetric functions, rather than the monomial ones, only because of later applications to formal group theory. The main combinatorial ingredients for our computations are Doubilet's change of basis formulas for symmetric functions ?], which use M obius inversion on set partition lattices.
We start by introducing our notation concerning partitions (of numbers and sets), and symmetric functions. Given a partition I = (i 1 i 2 : : : i l ) = (1 j 1 ; : : : ; n jn ) of the positive integer n, we use the notations l(I) := l ; jIj := i 1 + : : : + i l ; I! := i 1 ! : : :i l ! ; kIk := j 1 ! : : :j n ! ; l(I) is known as the length of I, and jIj as the weight of I. If j k > 0 for some k, we write Ijk for the partition (k j k ).
We denote, as usual, by n the lattice of partitions of the set n] := f1; : : : ; ng ordered by re nement, and by (d) n the subposet of d-divisible partitions (that is partitions with all block sizes divisible by d). Given in n , we denote by j j the number of its blocks, and de ne its type I( ) to be the partition of n with parts equal to the block sizes of . Given two partitions in n , we recall that the induced partition = on the blocks of is the partition of whose blocks are the sets fB 2 : B Cg for C in . As usual, the M obius function of n is denoted by . Recall that ( ; ) = (?1) j j?j j Q B2 = (jBj?1)!. Given a graded commutative ring A with identity, we denote by Sym A = Sym A (X) the A -algebra of symmetric functions over an in nite set of indeterminates X = fX 1 ; X 2 ; : : :g; if A = Z, we write simply Sym . We use the notation of Lascoux and Sch utzenberger ?] for symmetric functions, which has the advantage of being compatible with the modern interpretation of symmetric functions as operators on -rings and polynomial functors. Let us recall the standard bases for symmetric functions and the corresponding notation. The complete symmetric function indexed by a partition I is denoted by S I := S I (X), the elementary symmetric function by I := I (X), the power sum symmetric function by I := I (X), and the monomial symmetric functions by I := I (X).
We recall the comultiplication on Sym A speci ed by (P) = ?1 (P(X; Y )) ; where is the canonical isomorphism between Sym A (X) Sym A (X) and the algebra Sym A (X; Y ) of symmetric polynomials over the disjoint union of the alphabets X and Y . In particular, f n g and fS n g are divided power sequences, that is
n?i ; (2.1) and similarly for S n . It is well-known that this comultiplication turns Sym A into a Hopf algebra.
The graded dual of Sym A is the algebra Sym A := Sym A (X) of symmetric formal series over the same alphabet X. The where K = (k 1 ; : : : ; k n ). Hence c K IJ is non-zero if and only if there are integers k 0 i such that the partition formed by the non-zero ones is I, and the partition formed by the non-zero k i ? k 0 i is J. This means that K must be of the stated form. We conclude that F I is a sum of forgotten symmetric functions indexed by partitions which are greater or equal to I in the re nement order, and hence also in the reverse lexicographic order. Furthermore, it is easy to see that the coe cient of F I is 1. Indeed, we just use the above argument repeatedly, observing that if i is greater than all the parts of the partition I, then the coe cient of n i I in ( n i I ) is 1. Hence the transition matrix from F I to F I is triangular with 1's on the diagonal.
The fact that Sym 2 is a subalgebra of Sym follows from the above observation concerning the coe cients c K IJ .
We now intend to show that Sym 2 is actually a polynomial algebra. We de ne symmetric functions G n for n 2 in a non-canonical way, and show that they are polynomial generators. If n = p t for some prime p, we let G n := F (p n=p ) ; otherwise, we choose two distinct primes p(n); q(n) dividing n, nd integers k(n); l(n) such that k(n)p(n)+l(n)q(n) = 1, and set G n : (I with all parts greater or equal to 2), so the indecomposable basis elements of degree n are F (r n=r ) , with r 2 a divisor of n. It is enough to show that any such symmetric function can be expressed as in (??).
Let us rst recall Doubilet's formula
where is an arbitrary partition in jIj of type I. This formula implies j. If n = p t for a prime p, then (??) holds by the above observations. Otherwise, we consider p(n); q(n); k(n); l(n) as above, r 2 a divisor of n, and let r 1 := lcm(r; p(n)), r 2 := lcm(r; q(n)). By applying (??) to express F r n=r 1 1 (in two ways if r 1 = rp(n)), and multiplying through by (?1) n=r+n=r 1 gcd(r; p(n)), we obtain p(n)F (r n=r ) = (?1) n=r+n=p(n) rF (p(n) n=p(n) ) + decomposables in Sym 2 : Similarly, we have q(n)F (r n=r ) = (?1) n=r+n=q(n) rF (q(n) n=q(n) ) + decomposables in Sym 2 :
Adding the rst equality multiplied through by k(n) and the second one multiplied through by l(n), we nally obtain (??) for n not a prime power.
Property (??) will play a crucial role in our proof of Lazard's theorem. We actually need a speci c way to express F (r n=r ) ? n;r G n as an integer linear combination of products of forgotten symmetric functions indexed by partitions with equal parts. There are various ways to do this, and any of them will do. In the above proof we obtained an identity expressing F (r n=r ) ? n;r G n only in terms of forgotten symmetric functions indexed by partitions with parts equal to p if n = p t , and r, p(n), and q(n), otherwise.
A Hopf Algebra Map from Symmetric Functions to the Covariant Bialgebra of a Formal Group Law
We start by recalling a few facts from formal group theory (see ?]). Let A be a non-negatively graded commutative ring with identity, which we refer to as the ring of scalars. All rings and algebras we consider are assumed graded by complex dimension, so that products commute without signs. We identify A ?n := Hom n A (A ; A ) with A n , as it is usually done. A (one-dimensional, commutative) formal group law over A is a formal power series f(X; Y ) in A 1 X; Y ]] with the following properties:
We will use the standard notation X + f Y := f(X; Y ). The third condition in the de nition of a formal group law allows us to iterate the above notation, e.g. X + f Y + f Z := f(f(X; Y ); Z). It also makes sense to denote by P f ( ) the formal sum of the indicated elements. Clearly, P f n X n lies in Sym A . Given any composition (or partition) (i 1 ; : : : ; i n ), we denote by f i 1 ;:::;in the coe cient of X i 1 1 : : : X in n (or (i 1 ;:::;in) ) in P f n X n ; note that this is the same as the coe cient of X i 1 1 : : : X in n in X 1 + f X 2 + f : : : + f X n . The contravariant bialgebra R(f) of the formal group law f(X; Y ) is the algebra of formal power series A ]] with comultiplication
here we use a suitably completed tensor product b . The dual structure is the covariant bialgebra of f(X; Y ), which is denoted by U(f) . This is constructed as follows: we consider the free A -module spanned by elements n , n 1, which form the dual basis to f n g. We specify the comultiplication by where 0 := 1; this means that f n g is a divided power sequence. We de ne the multiplication by dualizing the comultiplication in R(f) . The covariant bialgebra of f(X; Y ) is a Hopf algebra. If the ring A is torsion free, then it embeds in its rationalization A Q, which we denote by AQ . In this case, the formal group law f(X; 
On the other hand, we can embed the covariant bialgebra of f a (X; Y ) in the binomial Hopf algebra AQ x], such that fx n g is the dual basis to fD n =n!g. The canonical action of D on AQ x] is di erentiation with respect to x, whence the notation. The above embedding identi es the elements n in U(f a ) with some polynomials a n (x). In the language of umbral calculus, the polynomials n! a n (x) form the associated sequence to the delta operator = a(D).
Example 3.2. We now present some combinatorial identities as applications of Corollary ??. Let Let us note that for q = 0 we obtain the well-known identity exp X n 1 n n u n ! = X n 0 S n u n ; while for q = 1 we obtain the identity 1 P n 0 n u n = P n 0 (?1) n n u n P n 0 (?1) n?1 (n ? 1) n u n :
The latter appears in a slightly di erent form in ?], Proposition 2.2, and is attributed to I. Gessel; hence Corollary ?? represents the q-analogue of (??).
Other types of combinatorial identities, not necessarily involving symmetric functions, can be derived from Corollary ??. As far as the our application to formal group theory is concerned, the main result about the map d we need is an explicit formula for the images of the forgotten symmetric functions. The images of other symmetric functions can also be computed (for instance, the formula for the monomial ones is similar), but we will concentrate on the forgotten symmetric functions. A preliminary result concerns the images of the power sum symmetric functions. Proof. Let be a partition in rs of type (r s ), and let B be a xed block of . Given i with 1 i s, let us consider all partitions for which the block containing B has cardinality ri. Clearly This proves the recurrence relation.
A Geometrical Interpretation
In this section, we o er a geometrical interpretation for the map d . Actually, our study was motivated by this interpretation; this shows that algebraic topology has a great deal to o er in enlightening and guiding our understanding of symmetric functions, and of the two bialgebras associated with a formal group law.
We refer to ?] for all information concerning generalized homology theories. Let E ( ) be an unreduced multiplicative cohomology theory with complex orientation Z 2 E 2 (C P 1 ). The ring of coe cients (E) is denoted, as usual, by E . We have isomorphisms E (C P 1 ) = E Z]] and E (C P 1 ) = E h 1 ; 2 ; : : :i. The standard map : C P 1 C P 1 ! C P 1 classifying the tensor product of the two line bundles over C P 1 C P 1 determines the multiplicative structure of E (C P 1 ). The diagonal map C P 1 ! C P 1 C P 1 induces a comultiplication : E (C P 1 ) ! E (C P 1 C P 1 ) = E (C P 1 ) E (C P 1 ) satisfying
which turns E (C P 1 ) into a Hopf algebra. The map induces a map : E (C P 1 ) ! E (C P 1 C P 1 ) = E (C P 1 ) b E (C P 1 ). Letting (Z) = f(Z 1; 1 Z), it is easy to show that f(X; Y ) is a formal group law, and that E (C P 1 ) is its contravariant bialgebra, while E (C P 1 ) is its covariant bialgebra. Now let us assume that E is torsion free. Let D 2 H 2 (C P 1 ) be the rst Chern class of the Hopf bundle over C P 1 , and let x 2 H 2 (C P 1 ) be the standard spherical generator.
In ?] it is shown that the Boardman map
is a monomorphism, which maps Z to the exp-series of the formal group law f(X; Y ); we denote this power series in EQ 
is a monomorphism, which maps n to a n (x). Now let us consider E (BU) = E c 1 ; c 2 ; : : : ]], where c n are the generalized Chern classes. It is well-known that the map E (BU(n)) ! E (C P 1 : : : C P 1 ) = E (C P 1 ) b : : : b E (C P 1 )
induced by the classifying map of the direct product of n copies of the Hopf bundle over C P 1 is a monomorphism mapping c i , with i n, to the i-th elementary symmetric function in Z 1 : : : 1, 1 Z : : : 1, ..., 1 1 : : : Z. On the other hand, we have that E (BU) = E b 1 ; b 2 ; : : :], and that c n is dual to b n 1 with respect to the monomial basis of E b 1 ; b 2 ; : : :]. The furthermore, the composite of the inclusion C P 1 , ! BU with Bdet is the identity on C P 1 , whence Bdet : E (BU) ! E (C P 1 ) maps b n to n . Since the determinant map is a group homomorphism, the map Bdet is a ring homomorphism; moreover, it is a Hopf algebra map.
It follows from the above considerations that we may identify E (BU) with Sym E and E (BU) with Sym E , in such a way that b n is identi ed with S n and c n with n ; furthermore, the map Bdet is identi ed with d . We are now in a position to give a geometrical proof of Proposition ??. One only needs to consider the composite C P 1 : :
where the rst map classi es the direct product of n copies of the Hopf bundle over C P 1 .
It is easy to see that the composite is precisely the map classifying the tensor product of the n line bundles over C P 1 : : : C P 1 ; in other words, it is the map iterated n ? 1 times. We conclude this section by noting that Example ?? (1) , concerning the multiplicative formal group law over k , corresponds to connected K-theory, while Example ?? (2) , concerning the formal group law f b (X; Y ) over L , corresponds to complex cobordism.
Furthermore, the embedding L , ! H corresponds to the Hurewicz homomorphism MU , ! H (MU).
Lazard's Theorem and Applications
Recall the ring L de ned in Example ?? (2) . An important ingredient for the proof of Lazard's theorem is the following composite map: For every n 2, we denote by g n the image of the symmetric function G n de ned (in a non-canonical way) in x2. Clearly, g n is an integer linear combination of at most two elements g rs;r . Let us note that g rs;r is the coe cient of s r (X 1 ; : : : ; X r ; 0; 0; : : : ) in the corresponding expansion of X 1 + b + : : : + b X r . On the other hand, if ! is a primitive r-th root of unity, then (?1) (r?1)s g rs;r is the coe cient of Z rs in !Z + b : : : + b ! r Z. The de nition of the Lazard ring as the ring associated with the universal formal group law quickly leads to a de nition in terms of generators and relations. It is easy to show that the Lazard ring modulo torsion is isomorphic to L (see ?] Lemma A2.1.9).
Furthermore, we can use Lazard's comparison lemma, which is easy to prove in the non-torsion situation, to show that L is a polynomial algebra over the integers (see ?]
Lemmas A2.1.12, A2.1.13, and the remark following the latter). However, it is much harder to prove that the Lazard ring has no torsion, and hence is isomorphic to L . We will show directly that L is the Lazard ring, in other words that the formal group law f b (X; Y ) over L is universal. The only preliminary results we need are Proposition ?? and (??). As we have pointed out in the introduction, our proof has the bonus of providing a better understanding of the structure of the Lazard ring, by! ! ! relating it to the algebra of . Therefore, c I is a certain polynomial in g 1 ; : : : ; g n for all partitions of n di erent from (1 n ). Finally, b (F (1 n ) ) = 0. This completes the recursive construction of the polynomials P I (x 1 ; : : : ; x jIj ).
Let us consider a formal group law f(X; Y ) over a ring A , possibly with torsion. We de ne a map f similar to b by
Let h a : L ! A be the ring map sending g n to f (G n ). We claim that the polynomials de ned above are universal, in the sense that f (F I ) = e P I ( f (G 1 ); : : : ; f (G jIj )) ;
where e P I (x 1 ; : : : ; x jIj ) denotes the polynomial obtained from P I (x 1 ; : : : ; x jIj ) by mapping its coe cients to A . Indeed, we only need to replace L with A , f b (X; Y ) with f(X; Y ), and b(D) with in the construction above. Hence, the map h a sends the coe cients of f b (X; Y ) to the coe cients of f(X; Y ). Furthermore, a map with this property is unique, because the image of g n is uniquely de ned (recall that g n is de ned in terms of the coe cients of f b (X; Y )). This completes the proof of Lazard's theorem.
Let us note that induction works nicely in the above proof because of the special form of the elements F I , which we choose as basis of symmetric functions. For instance, one can check that none of the elements of the usual bases (fS I g; f I g; f I g; fF I g) is mapped to a decomposable element in L by the map b .
We can use the results in the previous section to give combinatorial formulas for the elements g rs;r . At this point, it is useful to consider the polynomial subring of H generated by n := (n + 1)!b n , and the -incidence algebra ( n ) of the poset n (see ?]). We de ne the element in where is an arbitrary partition in n , and b 0 is the minimum of n .
Proposition 5.3.
