Abstract. Refinements and generalizations of the classical variational principles of conformal mappings are presented; mainly, they follow from potential theory and symmetrization. Part of the results can be viewed as properties of Robin functions and Robin capacities, and also as distortion theorems for univalent functions in finitely connected domains. §1. Introduction and main definitions
§1. Introduction and main definitions
The principles mentioned in the title are of major importance in the theory of functions of a complex variable and in the mechanics of solids [1, 2] . In the present paper, we are concerned with qualitative variational principles, i.e., statements enabling us to judge the variation of a conformal map by the variation of the boundary of a domain. For instance, a classical qualitative variational principle says that if a function w = f (z) maps a domain D, ∞ ∈ D ⊂ ∆ z := {z : |z| > 1}, conformally and univalently onto the exterior ∆ w of the unit disk in such a way that f (∞) = ∞, then |f (∞)| ≤ 1, at an arbitrary point z ∈ (∂D) ∩ (∂∆ z ) we have |f (z)| ≤ 1 (if the derivative exists), and for every ρ > 1 the level curve |f (z)| = ρ is included in |z| ≥ ρ. In other words, when ∆ z is deformed to D, the modulus of the derivative decays at infinity and at the fixed points on the boundary, and the level curves expand. Similar principles are valid for functions realizing conformal mapping onto other types of standard domains: the half-plane H w := {w : Im w > 0} and the strip S w := {w : 0 < Im w < 1}; see [2, Subsection 61] (in contrast to [2] , f is compared with the identity mapping; this does not lead to any loss of generality). The principles mentioned above can be regarded as properties of the complex potentials of stationary parallel plane vector fields. They follow, for example, from the Schwarz lemma or the maximum principle for harmonic functions. Various extensions and refinements of these principles have been known for some time. Moreover, modern methods of the geometric theory of functions of a complex variable (see [3] ) make it possible to obtain new variational theorems that take into account additional normalization of a mapping or the nature of the deformation of the domain in question. However, these facts have not been reflected in the literature in due form. Our purpose is to fill this gap, at least partly. In the paper, we present variational principles that are derived from potential theory and symmetrization in a uniform way. For a canonical domain K z , we study the properties of a map f : D → K w in their dependence on the deformation (D\K z ) ∪ (K z \D). If D ⊂ K z , we use the term inner deformation, and if D ⊃ K z , we use the term outer deformation (of K z ). Principal attention will be paid to the variation of the modulus of the derivative of f , i.e., to dilation estimates. Along with the canonical domains mentioned above, we introduce also the annulus K w (R) = {w : 1 < |w| < R} and the quadrangle Q w (a 1 , a 2 , a 3 , a 4 ) (in the plane C w ) with rectilinear edges and with vertices at the points a 1 , a 2 , a 3 , a 4 (the enumeration agrees with the positive direction on the boundary). In accordance with the variational principles under study, we introduce the following classes of functions. 
V 5 is the class of functions w = f (z) that are defined in a doubly-connected domain D = D(f ) separating the disk |z| ≤ 1 from infinity, and map D(f ) conformally and univalently onto the annulus K w (R) in such a way that the outer boundary component of D corresponds to the circle |w| = R, R = R(f ).
In the case of inner deformations, the functions in the classes indicated above obey some restrictions worthy of notice. For instance, if D(f ) ⊂ ∆ z for some f ∈ V 1 , then the Schwarz lemma implies |α| ≤ 1, and equality may occur only if f (z) = e iϕ z for some real ϕ. Thus, if |α| > 1, then the subclass {f ∈ V 1 : 
In §2 of the present paper, we consider quadratic forms that depend on Robin functions (see [4] ), and prove a fairly general variational theorem about the behavior of these forms under deformation of the domain in question. Many classical and modern statements of function theory are consequences of that theorem; among them we can name, in particular, the variational principles pertaining to dilation estimates for the function classes introduced above. In the same section, the main theorem is supplemented with certain statements of a special nature. In §3, we study variation of dilations under a given shift of points, the deformation of the domain being fixed. We compare inner and outer deformations in their impact on the nature of the conformal map. The final §4 is of an expository nature. In that section, we collect certain statements about the behavior of level curves under mappings in the above classes; these statements strengthen some well-known theorems; see [2] . In passing, we demonstrate the advantages of the symmetrization method in the proofs of such statements. The results of the paper can be viewed as supplements to the variational principles (see [2] ) and to the method of majorizing domains (see [6] ); both the former and the latter have found applications in various topics of mathematical physics. On the other hand, the theorems of § §2, 3 are applications of (and express new properties of) Robin functions and Robin capacities (see [7] ), which have recently gained considerable attention from researchers (see [7] - [13] ). In particular, to a certain extent, the theorems of §3 answer a question by Duren (see [7, p. 188] ) concerning the prospects of the use of the symmetrization method in the study of Robin capacities. In contrast to [7] , we consider not only Robin functions with a pole at a point of a domain B, but also their analogs with a pole at a boundary point (see [14] ). We recall the definition. Let B be a domain whose boundary consists of a finite number of analytic Jordan curves, and let Γ be a nonempty subset of ∂B that is a finite union of nondegenerate arcs. Let z 0 be a finite point in B\Γ. We denote by g(z) = g B (z, z 0 , Γ) the real continuous function of B\{z 0 } that is continuously differentiable on B\(Γ ∪ {z 0 }) and harmonic in B\{z 0 } and satisfies the following conditions:
and the function g(z) + log |z − z 0 | is harmonic near z 0 (here ∂/∂n stands for differentiation along the inward normal to ∂B). If z 0 = ∞, the function g B (z, z 0 , Γ) is defined similarly, with the only difference that g B (z, z 0 , Γ) − log |z| must be harmonic near infinity. For finitely connected domains with nonsmooth boundary, g B (z, z 0 , Γ) is defined via conformal mapping (see [14] ). For z 0 ∈ B, the function g B (z, z 0 , Γ) is called the Robin function of B with pole at z 0 . If Γ = ∂B, the Robin function coincides with the Green function. Also, we introduce the notation r(B, Γ, z 0 ) = exp{ lim
if z 0 is a finite point, and
If z 0 = ∞ and z 0 ∈ B, the quantity r −1 (B, Γ, z 0 ) is called the Robin capacity of the set Γ with respect to B. In the case where B is simply connected, Γ is an arc on the boundary of B, and z 0 ∈ (∂B)\Γ, the quantity r(B, Γ, z 0 ) was treated in essence in [15, 16] . The study of differences and ratios of Robin capacities is of particular interest; see [7, 11] and [17, Chapter 7.2] .
The main tool in the proof of the theorems in § §2-4 is the notion of the capacity of a generalized condenser; see [14] (we omit the word "generalized" in the sequel). Let B be a finitely connected domain on the complex sphere C z , and let B denote the compactification of B via Carathéodory prime ends. We denote by ∂B the boundary of the set of prime ends. By a neighborhood we mean an arbitrary open subset of B. In what follows, if this does not lead to confusion, we identify the element of B corresponding to an interior point of B with this point itself, and we denote by the same letter an accessible boundary point and its support. A condenser in B is a triple C = (B, E, ∆), where E = {E k } n k=1 is a collection of mutually disjoint and closed subsets of B, and ∆ = {δ k } n k=1 is a collection of real numbers. For every k, 1 ≤ k ≤ n, the set E k will be called a plate of the condenser C, and δ k will be called the level of potential (the potential, for short) of E k . The capacity cap C of the condenser C is defined to be the greatest lower bound of the Dirichlet integrals Also, we shall need the asymptotics of a condenser's capacity in a particular case treated in [14] . For a finite point z 0 of the complex sphere C, we denote by D(z 0 , r) the closed disk centered at z 0 and of radius r > 0. For the point at infinity, we put D(∞, r) := {z : |z| ≥ 1/r}. A closed set D(z 0 , r), z 0 ∈ C, depending on a parameter r > 0, will be called a near-disk centered at z 0 and of radius r if for some ε > 0 there exist positive functions r j (r), 0 < r < ε, j = 1, 2, such that
and r j (r) ∼ r as r → 0, j = 1, 2. Throughout, we use the notation E(z 0 , r, B) = D(z 0 , r) ∩ B for a given domain B ⊂ C and a given z 0 ∈ B. Let B be a finitely connected domain without isolated boundary points. A point z 0 ∈ B is said to be admissible if it belongs either to B or to the interior of a smooth boundary arc of B and, moreover, the derivative ϕ exists at z 0 for every function ϕ that maps B conformally and univalently onto a Jordan domain bounded by a finite number of analytic curves. (The set of admissible points may be enlarged substantially by inclusion of, say, corner points; however, this falls beyond the scope of this paper.) Let Γ be a closed subset of ∂B consisting of finitely many nondegenerate connected components, let
be a collection of reals with [14] yields the asymptotic formula
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(We indicate a typo in [14] : the indices k and l in the expression g B (z k , z l , Γ) are interchanged.) The quantity in square brackets in the second summand in (1.1) times
is called the reduced modulus of the domain B relative to Γ and Z, ∆, Ψ, and is denoted by M (B, Γ, Z, ∆, Ψ) (see [18] ). The following function plays an important part in uniqueness theorems for reduced moduli:
it will be called the potential function for B, Γ, Z, and ∆ (see [19] ). §2. Variation of the Robin functions under deformation of a domain or a portion of its boundary
First, we consider a general variational theorem for quadratic forms with coefficients that depend on Robin functions and Robin capacities. We restrict ourselves to inner deformations of domains, because the statements for outer deformations differ only by the notation. Let D and K z be finitely connected domains without isolated boundary points. Suppose D ⊂ K z ⊂ C z , and denote by K w the copy of K z in C w . Let Γ and Γ be closed subsets of ∂D and ∂K z (respectively) consisting of finitely many nondegenerate connected components, let Z = {z k } n k=1 be a collection of different admissible points in D\(Γ ∪ Γ ), and let ∆ = {δ k } n k=1 be a collection of reals, n k=1 δ 2 k = 0. We assume that there exists a function w = f (z) that maps D onto K w conformally and univalently and is such that the derivatives f (z k ), k = 1, . . . , n, exist. Let f (Γ) be the image of Γ in the sense of the boundary mapping principle. By conformal invariance (see [14] ), we have
. . , n; for k = l the difference in brackets is defined by the formula
where ϕ is a map, which may be the identity. Inequalities for the left-hand side of (2.1) can be viewed as monotonicity properties of the quadratic form, whereas inequalities for the right-hand side are qualitative variational principles. Thus, the proof of certain variational principles reduces to potential theory methods. 
in case Γ ⊂ Γ , and the opposite inequality Proof. The three statements are deduced in a similar way from the monotonicity of the capacity [14, Theorems 1-3], formula (1.1), and the uniqueness theorem of paper [19] . Indeed, in case 1), Theorem 1 of [14] yields
where Ψ = {r, . . . , r}, and r > 0 is sufficiently small. Applying formula (1.1), we obtain
by (2.1), this is equivalent to (2.2). Now, if equality occurs in (2.2), then the corresponding reduced moduli are equal:
and the sets Γ and Γ coincide by Theorem 1 in [19] . Cases 2) and 3) are treated similarly, but Theorem 1 in [14] and Theorem 1 in [19] are replaced by other monotonicity results for capacity proved in [14] and other equality cases for reduced moduli discussed in [19] .
It has already been mentioned that inequalities (2.2) and (2.3) express a sort of extended monotonicity of the Robin capacity. Particular cases of such monotonicity were obtained earlier with the help of the maximum principle for harmonic functions (see [20] ), the variational formula for the Green function (see [21] ), or the properties of the extremal length for families of curves (see [7, p. 183] ). We observe the following. Let either D, Γ, Z, and ∆ be as earlier, or D = C z and Γ = ∅; suppose that the domain D\ n k=1 {z k } includes a closed subset bounded by curves γ j that are determined by the equations y = g j (x), where 
Taking Nasyrov's result [11, p. 96 ] into account, we see that these inequalities are farreaching generalizations of M. A. Lavrent ev's theorem: if the velocity field has nonnegative gyration, then the body force acting on the arc γ 2 does not exceed that acting on γ 1 .
Taking specific canonical domains for the role of K z in Theorem 2.1, we obtain variational principles in the corresponding function classes. We consider some examples, with comments and supplements. Suppose f ∈ V 1 , D(f ) ⊂ ∆ z , and Γ is a subset of the unit circle |z| = 1 consisting of finitely many arcs and included in ∂D(f ). Statement 2) of Theorem 2.1 leads to a distortion theorem in which the ratio |f (z k )/f (z k )| is estimated in terms of the inner radii and Green functions of the domains C z \Γ and C w \f (Γ). This case was considered in detail in [22, Theorem 2] . In particular, in that paper it was explained that, under the additional assumptions n = 1, z 1 = ∞, and δ 1 = 1, inequality (2.2) (with Γ = Γ ) coincides with the Pommerenke inequality
see [23, p. 217 ] (here cap(·) stands for the logarithmic capacity; the corresponding statement in [23] was stated for functions bounded in the disk and was established under weaker restrictions on f ). If the arc Γ shrinks to a boundary point z at which f (z) exists, the Pommerenke inequality yields
which refines the classical principle mentioned at the beginning of the Introduction and coinciding with the boundary Schwarz lemma. Still stronger refinements can be deduced from Lebedev's paper [24] (see also [25] ) Any refinements of and supplements to the Schwarz lemma lead to stronger variational principles; in particular, results of this sort follow from [25, 26] . Here we restrict ourselves to two supplements to (2.4). 
where θ is the length of the arc f (Γ).
In essence, this statement coincides with Theorem 3 in [25] . The next statement follows from inequality (36) in [26] rewritten in terms of the class V 1 . Some estimates of the Schwarz derivative S f (z) can be deduced also from Theorem 2.1 (cf. [18, 22] ).
Suppose f ∈ V 2 and D(f ) ⊂ H z . Then f can be regarded as the complex potential of an infinitely deep flow over a plane bottom and around the obstacle H z \D(f ), with
maps the half-plane H z onto the first quadrant Ω conformally and univalently in such a way that the segment [s 1 , s 2 ] is taken onto the ray Γ = {ζ : Re ζ = 0, Im ζ ≥ 0}. By symmetry, we have In accordance with classical variational principles, dilation at the stable boundary points reduces under an inner deformation of a domain. It is natural to assume, for instance, that the dilation change becomes smaller as a point recedes away from the deformation. Comparison of dilations at different points for a given deformation can be viewed sometimes as comparison of deformations as they recede away from a given point. Next, comparison of deformations in the extent to which they influence dilation and other characteristics of a given function is interesting for its own sake. We consider some of these questions for the function classes introduced above. 
Proof. We use the polarization of condensers techniques (see [5] ). Let Ψ = {r, . . . , r}, where r > 0 is sufficiently small, and let u be an admissible function for the condenser C(r; D, Γ, Z, ∆, Ψ), extended by 0 to C z \D. Then the function 
which is equivalent to (3.1) by conformal invariance.
By the procedures of the paper [19] , it can be shown that, for a nondegenerate deformation, equality in (3.1) occurs only in the case where z k = z k , k = 1, . . . , n. For reduced moduli, inequalities of the form (3.1) were studied earlier in [5] . Similar inequalities were proved by Solynin [27] for Green functions, and by Betsakos [28] for Robin functions. The methods of [27] and [28] differ from the proof of Theorem 3.1. We illustrate inequality (3.1) by the following simple examples. 
.
Proof. In Theorem 3.1, put β = (z 1 +z 2 )/2 and let Γ coincide with the part of the boundary ∂D(f ) from z = ∞ to z = σ, oriented in accordance with the positive orientation of the boundary. Let Z = {z 1 }, ∆ = {1} (n = 1). Then z 2 = z 1 , and inequality (3.1) yields
where [−∞, f(σ)] is a ray on the real axis. A direct calculation of Robin capacities leads to the required inequality. 
Proof. In Theorem 3.1, put β = (z 1 + z 2 )/2, Γ = ∂D(f ), Z = {z 1 + iy, z * }, z * = (z 1 + z 2 )/2 + it, and ∆ = {δ, 1} (t > 0, δ > 0). Inequality (3.1) implies that
Dividing by δ and passing to the limit as δ → 0, we obtain
or, which is the same,
Taking the asymptotic expansion of f near infinity into account, we deduce the first inequality. The second inequality follows from the first.
Thus, under the assumptions of Corollary 3.2 (and in terms of the complex potential), regardless of the form of the obstacle H z \D(f ), to the right of the imaginary axis the streamlines are lowering monotonically, and the flow velocity is monotone nondecreasing along the real axis. Invoking the Hopf lemma, we can check, along the lines of the proof of Corollary 3.2, that the velocity is strictly monotone increasing on the real axis. Similar statements for derivatives at boundary points were used efficiently by Solynin and other authors for the solution of "minimal area" problems in various settings (see, e.g., [29, 30] ). 
where the α k are as before, z *
Proof. Let Γ be the "outer" boundary component of the domain D(f ), let Ψ = {r, . . . , r}, and let u be the potential function of the condenser C(r; D, Γ, Z, ∆, Ψ), extended by 0 to the annulus K z (R). We denote by u * the result of circular symmetrization of u with respect to the real semiaxis; see [5] . It is easily seen that u * is an admissible function for the condenser C(r;
and r > 0 is sufficiently small. Taking the Pólya-Szegö inequality into account, we obtain
It remains to refer to formula (1.1).
This approach involving circular or Steiner symmetrization makes it possible to obtain similar results for functions in the classes V 1 -V 3 . Now we present an example of a different nature. If f ∈ V 4 (l), then D(f ) can be viewed, e.g., as a filtration domain, f/L(f ) can be viewed as the complex potential of the filtration flow, and 1/L(f ) can be viewed as the consumption of liquid. Consider the condenser C(f ) = (D(f ), {a 4 a 1 , a 2 a 3 }, {0, 1}) . Since a condenser's capacity is monotone, we see that if the edge a 1 a 2 coincides with the segment [l, l + i] and the edge a 3 a 4 coincides with the segment [ l + i, i, 0) . In the next theorem it is shown that inner deformations of a quadrangle have greater influence on L(f ) than outer deformations of similar type. 
Proof. The first claim follows from the properties of "symmetrization of a quadrangle" (see [31] ). The second claim can easily be deduced from Marcus' linear averaging transformation (see [32] ). Indeed, let u 1 be the potential function for the condenser C(f 1 ), and let u 2 be that for C(f 2 ). We extend these functions by 0 and 1 so as to make them continuous in the entire strip Π. Denote by u * the result of the linear averaging transformation applied either to the functions u 1 , u 2 , or to their shifts along the imaginary axis chosen in such a way that they fit formally in the framework of the definition in [32] (the numbers 1/2, 1/2 are chosen as weights). The function u * may differ only by a shift from the potential function of the rectilinear quadrangle Q z (l, l + i, i, 0). By the Marcus theorem, we have
which completes the proof of the second claim because cap
To prove the third claim, we consider the functions u 1 (z) = u(z) and u 2 (z) = u(−z + l) extended by 0 and by 1 to the entire strip Π = {z : 0 ≤ Re z ≤ l/2}. Here u(z) is the potential function for the condenser C(f ). We again apply the linear averaging transformation (with weights (1/2, 1/2)) that takes the pair {u 1 , u 2 } to u * ; this yields
Similar statements for functions in the classes V 1 and V 5 are deduced by using radial averaging transformations (see [32] ). In addition to Theorem 3.3, we note that in the recent paper [33] some theorems of variational nature were obtained for rectilinear quadrangles. Some of these statements remain valid if one edge is replaced with a curve. For example, Theorem 5.3 in [33] on the variation of the conformal modulus of a quadrangle under rotation of one edge remains valid if the "upper edge" is replaced with the curve y = y(x), where y(x), 0 ≤ x ≤ 1, is a monotone increasing function. These examples do not even approach the entire scope of applications of polarization, symmetrization, and dissymmetrization (see [5] ) to variational principles of conformal mapping. Here we only discuss approaches to such problems in the example of the function classes chosen. §4. Behavior of level curves . All these statements can also be proved by using symmetrization (see [5] ), which will be shown by an example of two proofs. We denote by z = p(w; α), 0 < α ≤ 1, the Pick function defined by the equation
taking the domain ∆ w onto the domain ∆ z cut along the segment [p(−1; α), −1] . Next, for any two numbers R 1 and R 2 with 1 < R 1 ≤ R 2 < ∞, we denote by z = r(w; R 1 , R 2 ) the function that maps the annulus K w (R 1 ) conformally and univalently onto the annulus K z (R 2 ) cut along the segment [−R 2 , r(−R 1 ; R 1 , R 2 )] on the real line. [35, p. 65] ) and standard arguments imply that C ρ (f ) is included in the set (4.1). Kubo's proof leans upon circular symmetrization, which, moreover, makes it possible to find out whether a level curve C ρ (f ) touches the boundary of the set (4.1) (see [36, 37] ). The fact that C ρ (f ) is included in the disk (4.2) can by proved by circular symmetrization of quadrangles (see [36] ). Here we present a detailed proof in terms of the condensers' capacity. Fix a point z 0 on C ρ (f ). On the plane C w , we consider the condenser
). By conformal invariance, the capacity of C is equal to that of the condensers
. Let u(z) be the potential function of the condenser C 2 , and let u * (z) be the result of the circular symmetrization of u relative to the positive semiaxis (see [5] ). It is easily seen that u * is admissible for the condenser
Combined with Theorem 1.3 in [5] , this yields consecutively
Since the capacity is monotone (see [14] ), it follows that
moreover, in the equality case (i.e., when C ρ (f ) touches the boundary of the disk (4.2)), C 1 coincides with C 2 up to a rotation about the origin (see [37, pp. 177-179] ). This implies the identity r(e iϕ 1 f (ze iϕ 2 ); R(f ), R) ≡ z for some real ϕ 1 and ϕ 2 , as required. Now we introduce the following notation. For a ≥ 0, let
be the function that maps the strip S w conformally and univalently onto the strip S z cut along the segment [0, s(0, a)] on the imaginary axis. For fixed l 1 and l 2 , l 1 ≤ l 2 , let z = q(w; l 1 , l 2 ) denote the function that maps the rectilinear quadrangle Q w (l 2 , l 2 +i, i, 0) conformally and univalently onto the rectangle 0 < Re z < l 1 , 0 < Im z < 1 in such a way that the point q(l 2 ; l 1 , l 2 ) lies on the segment [
, and q(0; l 1 , l 2 ) = 0. This function is determined by the relations
where k and τ are solutions of the equations
respectively, K(t) is the full elliptic integral of the first kind with modulus t, and sn[·; t] is the elliptic sine. We observe that the function r(w; R 1 , R 2 ) introduced earlier is representable in terms of q(w; l 1 , l 2 ) in the following way: 
Then for every v, 0 < v < 1, the level curve C v (f ) lies in the half-plane First, we observe that Statement 4.5 for V 4 (l)-functions reduces to Statement 4.1 for V 5 -functions by standard tools involving conformal mapping and the symmetry principle. Next, Statement 4.3 for functions in the class V 2 can be established with the help of parametric extension of univalent functions in a half-plane (see [38] ). The lower estimate can also be deduced from the maximal principle for harmonic functions (see [2] ). It is well known that the level curves lie in the half-plane (4.4); see [2] . Finally, the upper estimate (4.3) is implicit in Goryaȋnov's paper [39] (see Theorem 11 and the proof of Theorem 10 in [39] ). We give another proof of this estimate by the symmetrization method. Namely, we show that (4.3) is fulfilled for every point z 0 of the curve C v (f ). There is no loss of generality in assuming that Re z 0 = Re f (z 0 ) = 0. We introduce the following notation: ψ is the conformal and univalent map of the strip S z onto the disk |ζ| < 1 normalized by the conditions ψ(−∞) = −1, ψ(+∞) = 1, ψ(i) = i. The same letter will be reserved for the map of the strip S w onto the disk |w| < 1 with the same normalization. We put Since the capacity is monotone (see [14] ) and is invariant under F , we see that cap C 1 (r) ≥ cap C 2 (r) = cap C 3 (r). The last identity follows from the invariance of a condenser's capacity under the map ψ • s(·; a) • ψ −1 . The resulting inequality cap C 1 (r) ≥ cap C 4 (r), the asymptotics of the capacity as r → 0, and the property of the reduced modulus to be monotonic (see [19] ) yield Im ζ 0 ≤ Im ζ * 0 , or, equivalently, Im z 0 ≤ Im s(iv; a). The proof is finished. The results of [19] make it possible to study the cases where a level curve C v (f ) touches the boundary of the half-plane (4.3). It should also be noted that curvature estimates for level curves in the case of V 1 or V 2 are known; see [1, 38] . The paper [40] contains a systematic treatment of functions that map a strip into itself.
