In this paper, we study how to optimize image transmission time in peer-to-peer networks by considering the property of bitstreams generated by image coding algorithms. Images can be either scalable coded or nonscalable coded. Since transmission of nonscalable coded images is well understood, we focus on the transmission of scalable coded images in this paper.
Introduction
The delivery of multimedia content, such as audio, image, and video, depends largely on two factors: (1) content delivery architecture and (2) content coding algorithms that define the property of coded bitstreams.
Compared with traditional client-server architecture, the peer-to-peer (P2P) architecture is especially appealing to content delivery applications, as a requesting peer may obtain content from a set of less congested or geographically closer supplying peers. This makes these applications less susceptible to bandwidth shortage and network congestion [21] .
Content coding algorithms can be roughly classified into two categories: scalable coding [17, 18, 26] , which embeds lower bit-rate bitstreams into higher bit-rate bitstreams, and nonscalable coding, which does not have this embedding property. Traditional coding standards, such as JPEG [25] and MPEG-1 [7] , typically generate nonscalable coded bitstreams, whereas newer standards, such as JPEG2000 [12] and MPEG-4 [19] , typically generate scalable coded bitstreams.
As both P2P architecture and scalable coding standards are gaining popularity, it is essential to understand how to efficiently transmit scalable coded content over P2P networks. In this paper, we will focus on transmission of scalable coded images in such an architecture. To the best of our knowledge, this is the first effort along this line.
Background
Images are usually coded (i.e., compressed) to reduce storage space or network bandwidth before they are stored on disk or transmitted over networks. The size of the bitstream, generated by coding an image, depends on coded bit rate r . For example, for a 512 × 512 image, if r is 0.5 bit per pixel (bpp), the size of the coded image is 128 kbit (= 512×512×0.5/1024). From now on, when we talk about transmission of images, we mean transmission of coded images or coded bitstreams instead of uncoded raw images.
The image coding standards include JPEG [25] , which generates nonscalable coded images, and JPEG2000 [12] , which generates scalable coded images. To understand how different coding algorithms affect image transmission on P2P networks, let us first elaborate the difference between scalable and nonscalable coding.
For this purpose, we represent the coded bitstream as a string of s bits C = c 1 c 2 . . . c s , where s is the size of the bitstream, increasing with coded bit rate r . Let C 1 and C 2 be the bitstreams generated by coding an image in bit rate r 1 and r 2 , respectively, and r 1 < r 2 . Scalable coding generates C 1 as a prefix part of C 2 , denoted by C 1 ≺ C 2 , which is called embedding property, whereas nonscalable coding generates C 1 and C 2 as two entirely different strings.
Suppose peer 1 ( p 1 ) and peer 2 ( p 2 ) have C 1 and C 2 , respectively. A requesting peer asks for the image C M of size M (coded in bit rate r M ) and r 1 < r M < r 2 . If the image is nonscalable coded, bitstreams C 1 , C 2 , and C M are totally different, so both p 1 and p 2 are unable to supply their images to the requesting peer. However, if the image is scalable coded, bitstreams C 1 , C 2 , and 1 has the prefix subset of C M and can supply a portion (or all) of C 1 to the requesting peer. Similarly, p 2 has the superset of C M and can certainly supply a portion (or all) of C 2 to the requesting peer. In this case, both p 1 and p 2 can contribute to the requesting peer.
Therefore, the peer holding a nonscalable coded image can only supply to the requesting peer that asks for the same image of exactly the same bit rate. In contrast, the peer holding a scalable coded image can supply to the requesting peer that asks for the same image coded in a different bit rate.
To summarize, there are two important consequences of scalable coding on P2P networks. First, more peers become eligible to serve as supplying peers because those peers holding the requested image in different bit rates can contribute. This implies a many-to-one relationship between the supplying and requesting peers, extending the one-to-one correspondence found in early file sharing systems [3, 4, 6] that deal with nonscalable content. Second, the set of supplying peers varies over time because the supplying peers that have the images of different sizes and heterogeneous bandwidth may finish their own transmission at different times. Given this dynamic set of supplying peers, it is very important to investigate how to divide the requested scalable coded image (e.g., bitstream C M ) into image segments (in a compressed domain) and how to assign these segments to the supplying peers (e.g., p 1 and p 2 ) in order to minimize image transmission time for the requesting peer, under the constraints that all the supplying peers have limited image sizes (e.g., C 1 and C 2 ) and their coded images have the embedding property (e.g., C 1 ≺ C M ≺ C 2 ).
Peer-to-peer scalable image transmission system
In our P2P system, transmission of scalable coded images is done in three steps. First, a requesting peer employs a certain directory lookup algorithm to locate a potential set of supplying peers for a requested image. Second, the requesting peer applies a peer assignment algorithm to allocate image segments to the supplying peers with the objective of minimizing the overall image transmission time. Third, the supplying peers are informed about their own allocations by the requesting peer and then start transmission.
We make the following assumptions on P2P systems with regard to scalable image transmission. In the research community, considerable effort has been devoted to developing efficient algorithms for live media streaming on P2P networks. CoopNet [13, 14] proposed a framework to distribute media content to a potentially large population of hosts. It incorporates redundancy in network paths and media data to provide resilience to dynamic peer joins and departures. SplitStream [9] is a high-bandwidth content distribution system built on Pastry [16] . It studied how to evenly distribute traffic among all participating nodes with different bandwidth capacities. In terms of multicast streaming, NICE [8] and ZIGZAG [23, 24] proposed algorithms and protocols to construct scalable application-level multicast for media streaming.
For on-demand streaming on P2P networks, Xu [27] proposed an optimal media assignment algorithm (OTS p2p ) to minimize the initial buffering delay and also studied how to amplify the overall system capacity for media streaming. Cui [10, 11] exploited the buffer capacity at peer nodes to reduce the load on streaming servers when the user requests are asynchronous and the peers' bandwidths are heterogeneous.
In summary, previous work has focused on various other aspects of P2P networks, but no work has been done to investigate how to optimize the delivery time for transmitting scalable coded images on P2P networks. Our work fills this gap by exploiting the property of scalable image coding when designing transmission schemes.
Contributions of the paper
The main contributions of this paper are summarized as follows. First, we exploit the property of scalable coded bitstreams in image transmission on P2P networks. This property makes more peers available as supplying peers and thus enables us to assign the task of image transmission to multiple peers. By fully utilizing the bandwidth from the supplying peers, we dramatically improve image transmission time. Second, we propose optimal peer assignment algorithms and theoretically establish the optimality of the algorithms. These algorithms are designed to address the challenge identified in P2P scalable image transmission. Third, we have conducted extensive simulations and have verified the excellent performance of the proposed algorithms.
Organization of the paper
In Sect. 2, we formally define the peer assignment problem. In Sect. 3, we establish a sufficient condition on optimal peer assignment, based on which we propose an optimal peer assignment algorithm in continuous space (OPA-CS) and a suboptimal peer assignment algorithm in integer space (SOPA-IS). To analytically assess the quality of this suboptimal integer solution, we establish an upper bound on its distance from the optimal integer solution. We carry out extensive experiments to evaluate the performance of the proposed peer assignment algorithms in Sect. 4. Section 5 concludes the paper by identifying future research directions.
Problem definition
Consider the following P2P image transmission system.
• For a given requesting peer, there are n supplying peers with image sizes s i , coded in different bit rates r i (i = 1, 2, . . . , n). Here s i represents the size of scalable coded image held by peer i, whose bitstream is C s i (described in Sect. 1.1). Without loss of generality, we assume s 1 ≤ s 2 ≤ · · · ≤ s n ; otherwise we can renumber the peers to follow this order. Hence the bitstreams satisfy the embedded property
• Supplying peer i has outgoing bandwidth b i , i = 1, 2, . . . , n.
• The requesting peer asks for a coded image C M (at bit rate r M ) of size M, which is less than or equal to the maximum image size; otherwise the request cannot be satisfied.
Given the above notations, let us define the following two concepts in the domain of coded images.
Definition 1 An image allocation vector is defined as a partition of coded image
. . , x n } with x 0 = 0 and x n = M, so that the portion of the coded image in the range
Definition 2 Peer assignment vector
is the vector in which the ith element, i = x i − x i−1 , defines the size of the coded image segment assigned to peer i.
Obviously, there is a one-to-one correspondence between an image allocation vector and a peer assignment vector:
. . , n. In addition, the peer assignment vector satisfies the following condition:
Based on the above definitions, image transmission time t (also called downloading time) is calculated as
The goal of a peer assignment algorithm is to find a peer assignment vector (or an image allocation vector) to minimize t. Let us walk through a simple example to illustrate the above notations and to show how different peer assignment solutions affect image transmission time. In this example, a requesting peer asks for an image of size 200 kbit from three supplying peers, p 1 , p 2 , and p 3 . The three peers hold coded images of size 100, 175, and 200 kbit and supply them using bandwidth 20, 50, and 10 kbit per second, respectively. Next, let us compare two peer assignment solutions as shown in Fig 1 .
In solution one, p 1 is assigned to transmit the image in the range (0, 20] kbit, p 2 to transmit in the range (20, 100] Clearly solution two has a much shorter image transmission time than solution one. As a comparison, let us compute the image transmission time needed by existing P2P file downloading applications [4, 6] , which do not explore the property of scalable coding. In this case, only p 3 can work as a supplying peer in the above example, resulting in an image transmission time of 20 s. Therefore, consideration of the scalable coding property in image transmission can dramatically reduce download time, from 20 to 2.5 s.
Our objective in this paper is to design an optimal peer assignment algorithm to minimize image transmission time t.
Peer assignment algorithms
In this section, we first propose an optimal peer assignment solution when the image allocation vector takes continuous values, and then derive a suboptimal peer assignment solution when the image allocation vector takes integer values. Finally, we analytically assess the quality of this suboptimal integer solution.
Optimal peer assignment in continuous space (OPA-CS)
To derive an optimal peer assignment vector, we observe that the transmission time is minimized if the aggregate bandwidth of all the supplying peers is maximally utilized, which means that all the supplying peers would start and finish transmission at the same time. If this is not true, and peer i takes longer than the other peers to finish, then during the time that only peer i is transmitting we are only utilizing bandwidth b i as opposed to the aggregate bandwidth b 1 + b 2 +· · ·+b n . Based on the above analysis, Theorem 1 establishes a sufficient condition for the peer assignment vector.
Theorem 1 If the peer assignment vector
. . , n} satisfies the following condition:
then image transmission time t, defined in Eq. 2, is minimized.
Proof If there exists an optimal peer assignment vector
. . , n} that does not satisfy equality condition Eq. 3, then we sort the peers in ascending order of their transmission time as follows: 
By assumption, we have t > t , which implies
The above equation leads to the following relationships:
From Eq. 4 we can derive the following inequality between the two assignment vectors:
However, Eq. 5 certainly contradicts the fact that the total size of assigned image segments shall be equal to the requested file size M for both assignment solutions, as specified by Eq. 1. P Based on Theorem 1 and Definition 2, we have the following relationship on the image allocation vector:
Given that x n = M, we can easily derive
(6) If Eq. 6 satisfies the following boundary constraint that ensures the assigned portion for a given peer is a subpart of the coded image for that peer:
then we have found an optimal peer assignment solution. However, in most cases, x i 's derived from Eq. 6 do not satisfy the boundary constraint in Eq. 7. Therefore, we need to develop an algorithm to consider this constraint. Figure 2 outlines the optimal peer assignment algorithm in continuous space (OPA-CS), taking into account boundary constraint Eq. 7. The basic principle underlying the algorithm is that if peer i cannot fulfill its assigned portion, we need to reallocate the missing part δ i to as many remaining peers as possible. The algorithm works as follows. Start with peer 1 and calculate its assigned portion according to Eq. 6. If this assignment is part of the image that peer 1 has, then proceed to peer 2; otherwise, reallocate δ 1 , the out-ofbound part of peer 1, among peers 2, 3, . . . , n according to Eq. 6, treating δ 1 as a new image transmission request. This process continues until the last peer.
Next, we prove that OPA-CS achieves the minimum transmission time when x i 's take continuous values, regardless of whether peers satisfy the boundary constraint in Eq. 7.
Theorem 2 OPA-CS minimizes transmission time t if x i ∈ R + {0}.
Proof Let us represent the peer assignment vector resulting from OPA-CS as { 1 , 2 , . . . , n }. Then our objective is to show that image transmission time, t = max{ Let us denote the peer assignment vector calculated from Eq. 6 (i.e., the ideal allocation without the boundary constraint) as { 1 , 2 , . . . , n } and its transmission time as t eq .
If i = i for i = 1, 2, . . . , n, then t = t eq . Based on the sufficient condition in Theorem 1, t is minimized, and we are done.
If
's are not equal, then we have t > t eq . Let t = t eq + δt. For our purpose, it suffices to show that δt is minimized. In what follows, we prove this by mathematical induction. Let m be the total number of peers with their image allocations exceeding their boundaries, i 1 , i 2 , . . . , i m be the indices of these peers, and t j , j = 1, 2, . . . , m denote the increase in transmission time due to the violation of the i j th peer's boundary constraint. If m = 1, then there is only one peer that finishes before transmitting its assigned image portion. Let i 1 be the index of this peer; then δ i 1 > 0. Using the initial image allocation based on Eq. 6, these n supplying peers will only be able to transmit a subsegment of the requested image, and the size of this subsegment is M − δ i 1 . The supplying peers will finish transmitting this subsegment at time t eq . However, the overall transmission will be longer than t eq because the missing segment δ i 1 also needs to be transmitted. Observe that the peers are ordered in increasing image size, so only those peers that have longer image sizes than peer i 1 (i.e., j > i 1 ) are eligible to transmit δ i 1 . OPA-CS reallocates δ i 1 to these peers based on Eq. 6, where the image size is equal to δ i 1 and the number of peers is equal to n − i 1 . Therefore, the increase in overall image transmission time t 1 is minimized. As a result, the claim holds true when m = 1.
Suppose m = k; the claim also holds true. In other words, the increase in overall image transmission time, δt = t 1 + t 2 + · · · + t k , is minimized when there are k peers with image allocations exceeding their boundaries.
It is easy to see that when there are k + 1 peers with image allocations exceeding their image boundaries (m = k + 1), the increase in overall image transmission time δt = t 1 + t 2 + · · · + t k + t k+1 is also minimized. To establish this, we can similarly partition the requested image into two segments: one of size M − δ i k+1 and the other of size δ i k+1 . Based on the assumption of m = k, the time to transmit the first segment of size M − δ i k+1 is minimized. The second segment is reallocated to peers with indices j > i k+1 based on Eq. 6; therefore, t k+1 is also minimized. As a result, the claim holds true when m = k + 1.
In summary, we have proven that OPA-CS minimizes transmission time t if x i 's take continuous values. P
Suboptimal peer assignment in integer space (SOPA-IS)
In image transmission, x i 's take nonnegative integers in terms of bits or bytes. In this subsection, we propose an algorithm to round x i (obtained from OPA-CS) to nonnegative integers. The basic idea of this rounding algorithm is to minimize the increase in transmission time for each peer, compared with the optimal solution in continuous space. Let us denote {ˆ 1 ,ˆ 2 , . . . ,ˆ n } as an optimal continuous peer assignment vector, x 1 ,x 2 , . . . ,x n as its corresponding image allocation vector, and u as a basic rounding unit in terms of bits. Here, u is an integer whose value can be larger than or equal to 1, depending on how images are scalable coded and transmitted using packets. For everyx i , we can either round it to x i /u u or x i /u u. The rounding criterion is to minimize the increase in the transmission time compared with the continuous solution. If we roundx i to x i /u u, then the increase in transmission time is the time for peer i + 1 to transmit the portion between x i /u u and x i . Similarly, if we roundx i to x i /u u, then the increase in transmission time is the time for peer i to transmit the Based on this analysis, we present our rounding algorithm in Fig. 3 .
Note that this method makes the rounding decision based only on the transmission time of a single peer, regardless of other peers. Therefore, it is only a suboptimal solution.
To assess the quality of this rounded solution, we derive an upper bound on the distance between this rounded solution and the optimal integer solution. Proof Let t cont and t int be the minimum transmission time for continuous and integer versions of peer assignment, respectively. Because the search space for integer optimal peer assignment is a subspace of that of the continuous peer assignment, the optimal continuous solution will be at least as good as the optimal integer solution. Therefore, we have the following relationship: t cont ≤ t int .
Denote by t round the transmission time obtained by our rounding algorithm; then we have t round −t int ≤ t round −t cont . Let x 1 ,x 2 , . . . ,x n be an optimal continuous solution and {x 1 =x 1 + β 1 , x 2 =x 2 + β 2 , . . . , x n =x n + β n } its rounded integer solution obtained by the algorithm in Fig. 3 . We first derive the bounds for β i (i = 1, 2, . . . , n) . From line 4 in Fig. 3 we know that if f 
On the boundary, we set β 0 = 0.
Having obtained the range of β i , we can derive the distance between the rounded solution and the optimal solution as follows:
The theorem implies that the higher the supplying bandwidth, the smaller the bound. As the bandwidth values b i 's (i = 1, 2, . . . , n) are in the range of kbit per second, this upper bound will be a very small fractional value. For example, if the rounding unit is 1 byte and the minimum supplying bandwidth is 56 kbps on a dialup modem, then the rounded solution is within 0.00014 (≈ 8/56000) s from the optimal solution.
Experimental results
In this section, we evaluate the performance of our proposed peer assignment algorithms. First, we compare the quality of the optimal peer assignment algorithm in continuous space (OPA-CS) with the suboptimal peer assignment algorithm in integer space (SOPA-IS) described in Sect. 3. Then we compare SOPA-IS with two simple heuristic peer assignment schemes.
In our experiments, we set the range of bandwidth to be between 64 byte/s and 4 kbyte/s, and consider the images of sizes 512 × 512 and 1024 × 1024 coded in 0.5 bpp (bit per pixel) and 1 bpp, respectively. Therefore, for an image of 512 × 512, the size of a requested coded image is either 16 or 32 kbyte, and for an image of 1024 × 1024, the requested image is either 64 or 128 kbyte. Since the supplying peers can have the image with size either less or greater than the requested image, we set the image size in the range [4, 32] kbytes for 512 × 512 images and [16, 128] kbyte for 1024 × 1024 images.
For each of the requested image sizes, we perform the experiments for the P2P systems consisting of 2, 4, 8, 12, 16, 20 , and 24 peers. The experiments are done on a Dell workstation with Pentium III 1.8 GHz CPU and 512 MB RAM. All the reported results are calculated as the average of 100 runs.
Quality comparison of OPA-CS and SOPA-IS
In this subsection, we compare the quality of OPA-CS, which finds optimal continuous solutions, with SOPA-IS, which finds suboptimal integer solutions. Tables 1 and 2 show the comparison results when the requested images are of size 512 × 512 and are coded in 0.5 ,bpp (i.e., coded image size = 16 kbyte) and 1 bpp (i.e., coded image size = 32 kbyte), respectively. Similarly Tables 3 and 4 show the results for the images of size 1024 × 1024, which are coded in 0.5 bpp (i.e., coded image size = 64 kbyte) and 1 bpp (i.e., coded image size = 128 kbyte), respectively. From the comparison results we see that the suboptimal solutions found by SOPA-IS are very close to the optimal solutions by OPA-CS. In Sect. 3, we derived an upper bound on the distance between these two solutions, which is equal to u min{b 1 ,b 2 ,...,b n } , where u is set to 8 bits (1 byte) here. Therefore, the difference should be smaller than 1/64 = 0.015625 s, and this is verified by these experiments. Comparing the actual transmission time between 1 s and over 100 s, we see that the difference is very small. In summary, we can conclude that SOPA-IS can find high-quality near-optimal solutions.
Comparison of SOPA-IS with simple heuristic schemes
In this subsection, we study how SOPA-IS compares with other heuristic peer assignment schemes. Since no previous work has been reported in the literature on peer assignment for scalable coded images, we consider the following two simple heuristics for the purpose of comparison.
• Length-based peer assignment (LPA) in which peer i is assigned to transmit min{s i , M} − s i−1 (s 0 = 0). In this scheme, the requesting peer only needs to do simple subtractions to come up with a peer assignment.
• Random peer assignment (RPA) in which the requesting peer randomly selects a peer to transmit the portion from the current lowerbound to the size of this peer's coded image. The variable lowerbound is initially set to zero and is updated to the image size of the selected peer after each iteration. Figure 4 shows the comparison results when the size of a requested image is equal to 16, 32, 64, and 128 kbyte, respectively. It is not surprising that SOPA-IS outperforms the above two heuristics as SOPA-IS has been shown to produce near-optimal solutions. However, Fig. 4 shows that SOPA-IS finds significantly better solutions than these two heuristics. As an example, in Fig. 4a , SOPA-IS only takes from 3.3 to 28.8% of the transmission time needed by LPA and from 2.7 to 28.8% of the transmission time needed by RPA. In terms of computational time, LPA and RPA take about 0.1 ms and SOPA-IS takes 1 to 2 ms to complete. Since the image transmission time is on the order of seconds, the computational overhead of these three methods is negligible.
We also observe that the transmission time of SOPA-IS decreases with an increasing number of supplying peers, which is a desirable property of a good peer assignment algorithm. In contrast, neither LPA nor RPA demonstrates this property.
Conclusions and future work
As P2P architecture and scalable image coding increase in popularity, it is important to understand how to efficiently transmit scalable coded images over P2P networks. In this paper, we described our efforts to address this problem. We first defined the peer assignment problem and then proposed OPA-CS and SOPA-IS. The quality of SOPA-IS has been shown to be very close to the optimal solution through both theoretical analysis and simulation results. In addition, we have also verified the superior performance of the proposed peer assignment schemes by comparing it with two simple heuristics. Our proposed algorithms can reduce image transmission time up to two orders of magnitude compared to heuristic algorithms. The improvement is due to two key factors. First, we harvested more supplying peers by exploiting the property of scalable coding. Second, we designed an optimal assignment algorithm for image transmission.
Future work can be done in several directions. First, in this paper, we assumed that each supplying peer would complete its transmission assignment before leaving the system. In practice, this may not always be true, especially for mobile P2P systems. Peers may leave the P2P network, crash, or move out of transmission range without notice. To design robust peer assignment schemes in such scenarios, we plan to incorporate error control techniques and statistical modeling of peers' lifetime into our algorithm. Second, scalable coded images can be displayed before we receive the entire coded image, so optimizing display quality given a user-specified delay bound on transmission time is also an interesting problem. We have done some preliminary work [22] in this direction and are currently improving our algorithms. Third, we plan to investigate how to extend this work to scalable video streaming, e.g., videos coded by H.264 or MPEG-4. This would be of more practical significance since video files are normally very large and it takes much longer to transmit videos than images. However, this is also a very challenging problem since video streaming has more stringent requirements on QoS, for example, small startup latency, continuous playback, and good visual quality.
