Abstract. We study complexity of the evaluation of fixpoint boundedvariable queries in relational databases. We exhibit a finite database such that the problem whether a closed fixpoint formula using only 2 individual variables is satisfied in this database is PSPACE-complete. This clarifies the issues raised by Moshe Vardi in [Var95] . We study also the complexity of query evaluation for a number of restrictions of fixpoint logic. In particular we exhibit a sublogic for which the upper bound postulated by Vardi holds.
Introduction
In [Var95] Vardi studies computational complexity of queries expressed in various logics. There are three notions of the complexity of query evaluation.
1. We can fix a database and evaluate different queries expressible in a logic against this database. In this case we measure the complexity as a function of the length of the expression denoting the query. We call it the expression complexity of the logic. 2. We can fix a query and evaluate this query against different databases. In this case we measure the complexity as a function of the size of the database (data complexity of the logic). 3. We can evaluate different queries against different databases and measure the complexity as a function of the combined size of the database and the expression denoting the query (combined complexity of the logic).
Vardi remarks that for many logical languages there is a gap between the data complexity on the one side, and the expression and combined complexities on the other. For example the data complexity of first order logic (FO) is AC 0 while the expression and combined complexities are complete in PSPACE, the data complexity of fixpoint logic (FP) is PTIME, while the expression and combined complexities are EXPTIME-complete. The main idea of [Var95] is that when we consider logics with a uniformly bounded number of individual variables then this gap narrows. This syntax restriction captures the well-known technique of database programmers of avoiding large intermediate results.
We study the problem of measuring the expression and combined complexities of the bounded-variable version of the fixpoint first-order logic (FP k ). We show that both of them are PSPACE-complete. In [Var95] Vardi has proposed an NP algorithm for this problem, however the algorithm works only for a subclass of FP k formulas. We also consider various restrictions of the FP k syntax and study their complexity. At first, we fix a number of second-order variables. We show that in this case the expression complexity is in ALOGTIME, but the combined complexity is still PSPACE-complete. Since ALOGTIME = PSPACE, this is, up to our knowledge, first provable gap between expression complexity and combined complexity. We also study the combined and expression complexities of the prefix version of FP k (formulas are of the form: prefix of fixpoint operators . first-order formula . arguments), showing the PSPACE-completeness. Finally, we present a sublogic of FP k for which the NP ∩ co-NP upper bound for combined complexity holds.
Our results confirm the Vardi's idea that bounding the number of variables may lead to narrowing the gap between data and combined complexity. Whether this gap is indeed more narrow does depend on the hypothesis that PSPACE = EXPTIME.
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Basic Definitions
Definitions presented in this section are based on the definitions from [CH82, Var82] . We change them a bit introducing a notion of a database signature, which is similar to the standard notion of a signature, used in mathematical logic. This technical modification makes the proofs in the paper more readable.
Databases and Queries
Definition 1. Database signature is a pair (S, C, ar), where 3 -set of relational symbols S and set of constants C are finite disjoint sets of natural numbers -ar : S → IN is a function giving for each symbol in the set S its arity Definition 2. A (relational) database under signature σ = (S, C, ar) is a tuple
where -carrier set |B| is a finite subset of natural numbers
| B is a function giving for each c ∈ C an element of |B| and for each s ∈ S a relation on |B| of an arity ar(s).
The restriction that the set of symbols and the carrier set are subsets of natural numbers is technical (we need it, for example in the Definition 4). Usually we will not respect it and name symbols and carrier set elements in more convenient way. An expression B will denote a database B, with a carrier set B under a signature (∅, C, |
[·] |), such that C = B and for every c ∈ C we have | [c] | B = c. Any database can be extended by adding to it a new symbol with its interpretation. Formally we define it in the following way:
[·] | B with a symbol T with an interpretation Q and an arity a is a database: such, that Q(B) ⊆ |B| n , will be called a database query of a signature σ → n Definition 5. A query language is a set of expressions L together with a function Q giving for every e ∈ L a query Q e .
Because we will study the complexity issues in the paper, we make here a formal assumption, that, together with a language, there is given a standard way of encoding its elements. We fix also some standard way of encoding databases. We skip here the details. 
Logics as a query languages

Complexity
In this paper we will study the complexity of queries. We are interested in comparing complexity of queries expressible in different logical languages. Because queries are functions, we translate our task to the decision problem: given a tuple t, an expression e and a database B, does t ∈ Q e (B) 2 hold ? Generally this problem has 3 parameters: t, e and B. Here we will focus on the following two instances:
-the database B and the language L are fixed, we measure the complexity of the set: Answer L (B, ·, ·) = { t, e | e ∈ L and t ∈ Q e (B)} -only language L is fixed, we measure the complexity of the set: 
are PTIME-equivalent. Similar fact holds for
Proof. The reduction from right to left is trivial. Reduction in the opposite direction consists in replacing free variables in ϕ by constants form the tuple t. P From now on, when considering expression and combined complexities (greater or equal to PTIME) we will restrict ourselves to closed formulas. This restriction is not essential due to Lemma 6.
Fixpoint First-Order Logic
The FP language is an extension of the standard first-order logic with two dual fixpoint operators: µ and ν, denoting the least and the greatest fixpoint, respectively [CH82] . The syntax is extended in the following way. For an arbitrary FP formula ϕ and every second-order l-ary variable V appearing positively in it (i.e. not appearing under negation), the expressions: (µV(x 1 , . . ., x l ).ϕ)(y 1 , . . . , y l ) and (νV(x 1 , . . ., x l ).ϕ)(y 1 , . . . , y l ) (where x 1 , . . . x l are distinct first order variables and y 1 , . . ., y l are first order variables or constants) are formulas. Note, that we allow nesting of fixpoint operators. The set free 1 (ϕ) of free first-order variables in ϕ is defined as in the standard first-order logic. For the fixpoint formulas we have: free 1 (θV(x 1 , . . . , x l ).ϕ) = free 1 (ϕ)/{x 1 , . . . , x l }. The set free 2 (ϕ) of free second-order variables in ϕ is also defined in the standard way (second-order variables are bound by µ and ν operators). In the sequel we will interpret FP formulas under databases such that for every free second-order variable in a formula there is a corresponding relation in a database. The semantics of the FP should be rather clear, except the semantics of the fixpoint subformulas. Consider a subformula (µV(y 1 , . . . , y l ).ϕ)(x 1 , . . . , x l ) in a database B. We can treat a second-order variable V in a formula ϕ as a relational symbol and evaluate this formula in a database B extended with this symbol. In this way, after fixing a valuation α of free first-order variables in ϕ we get an operator on l-ary relations, defined in the following way:
(where α[z/y] denotes a valuation equal to α outside y and equal z on y) Note, that ϕ may contain some free variables other than y 1 , . . . , y l . Because the variable V occurs in the formula ϕ positively, the operator ϕ B is monotone. Thus, by the Knaster-Tarski theorem [Tar55] there exists the least fixpoint of this operator, equal to the sum of the following sequence:
Denote this sum by ϕ ∞ B . In this way, for a given valuation α, the expression µV(y 1 , . . . , y l ).ϕ in database B can be understood as an l-ary predicate. We can now define the semantics of µ-formulas in as follows:
(where v is equal to α on the set of variables and equal to |
[·] | on the set of constants). Similarly we define the semantics of νS(x).ϕ(t), as the greatest fixpoint of ϕ (in this case we take intersection of the sequence
. If a formula ϕ has no free variables, we will often write B |= FP ϕ instead of B, α |= FP ϕ. The following lemma will be useful:
Lemma 7. Let B be an arbitrary database, α an arbitrary valuation and ϕ(x) an arbitrary formula. Then set V = {t : B, α |= FP (µV(x).ϕ(x))(t)}, is equal to
(where t denotes a tuple of the carrier set elements, and x a tuple of the firstorder variables, such, that |t| = |x|). Recall that the syntax of QBF is given by the following grammar:
Proof. Let ϕ be an operator induced by ϕ(x). We have that
The variables take the boolean values T and F. We can assume that each x i is quantified only once. The QBF problem is a set {ψ : ψ is closed and |= QBF ψ}. At first sight, one may think that we can reduce QBF to FP k by taking a database B = {T, F} and translating a given QBF formula into a first-order formula by translating every x i to (x i = T) and ¬x i to (x i = F). This attempt is not satisfactory however, because the number of variables can not be bounded. Therefore we have to use a bit more sophisticated method and make use of fixpoint operators. Let B = {T, F, A} . A function ξ transforming QBF formulas to FP 2 formulas is defined by structural induction.
Note, that in this construction there is a bijection between variables x 1 , . . . , x n in a QBF formula and V 1 , . . . , V n in an FP formula. In formulas µV i · · · there is a free variable y, so the least fixpoint defined by this formula depends on the actual value of y. If it is T then in the first iteration T enters to the least fixpoint (F will never enter). This information will be further used in the evaluation of subformulas V i (T) and V i (F).
Lemma 9. |= QBF ψ iff B |= FP ξ(ψ)
Proof: The proof goes by induction on the structure of a QBF formula. We show the following more general fact: Let ψ(x 1 , . . . , x) be a QBF formula and α a valuation of the variables
where
1. Proof of the hypothesis for the literals x i and ¬x i is easy. We show it for ¬x i : Let us fix a valuation v.
To prove the hypothesis for ∧ let us fix a valuation v and QBF formulas ψ 1 and ψ 2 . Now:
(by the induction hypothesis) iff and
which holds if and only if T ψ1∧ψ2 (v) |= FP ξ(ψ 1 ∧ ψ 2 ). Similarly we can prove the induction step for ∨ 3. The case of quantifiers is the most interesting one. Let us consider universal quantifier (the proof for existential quantifier is similar). Take a QBF formula ∀x i .ψ and an arbitrary valuation v of its free variables. Suppose (3) holds for ψ. From the definition of ξ we get:
Formula (µV i (x).ϕ(x, y))(A) has exactly one free variable: y. We will prove, that for every value p ∈ {T, F}
This fact is easily implies the induction hypothesis, because:
Let us now prove (8). Take an arbitrary p ∈ {T, F} as a value for y. We have, that
is equivalent to A ∈ V
where V denotes the least fixpoint:
Now, after applying the Lemma 7 to the formula in (11), we get
This equation will be sufficient for evaluating the value of V. We are mostly interested in the value of this predicate on the element A. However, to evaluate it we have to know the value of V on the set {T, F}. Take an arbitrary q ∈ {T, F}. We have that q ∈ V if and only if
which, by the definition of ϕ (7), is equivalent to Because q = A, we have that (13) is equivalent to
every q ∈ {T, F} belongs to V if and only if q = p (14)
Let us now evaluate the value of V on A, (i.e. evaluate (10)). Note, that in the formula ϕ the variable V i occurs only in the subformulas of the form V i (T) and V i (F). Thus, after applying (14) to the equation (12), we get, that the set V is equal to {r :
, thus by the definition of ϕ we get that (10) holds if and only if
which is equivalent to 
Complexity of restrictions of FP k
In this section we study the complexity of queries over languages obtained from FP k by various restrictions of the syntax.
Bounded Number of Second-Order Variables
One can ask whether the bijection between V i 's and x i 's in the proof of the Theorem 8 is essential, i.e. whether it is possible to prove PSPACE-hardness when we restrict also the number of second-order variables to some n. In this section we show that the answer is positive when we ask about the combined complexity, but it is negative for the expression complexity. Let FP k n be a sublogic of FP k , such that the number of first-order variables in its formulas is bounded by k and the number of second-order variables in its formulas is bounded by n. Combined Complexity. We will prove now the following In our new construction we define a database in such a way that we will be able to remember the valuation, representing it by relations in B. Let
Below we present a function ρ that transforms the formula ψ to a FP k n formula, proceeding top-down. In ϕ we use binary relation variables V i . Then we will show how to reduce the number of V i 's to 2. States in the database B ψ (all, except A) are used to remember the valuation in the following way: The subformulas (c.f. definition below) µV d+1 · · · are intended to represent valuation of the propositional variables x 1 , . . . , x n in the sense that V d (i, T) holds iff the value of x i is T and V d (i, F) holds iff the value of x i is F. Note, that the actual value of such subformulas will depend on the value of variables that occur free in this formula. In this way, using fix-point formulas we shall be able to capture the whole tree of possible valuations. We define a transformation ρ(ψ) = ξ(ψ, 0) using auxiliary function ξ(ψ : QBF formulas d : IN) which is defined inductively by the following clauses:
We claim, that (17) holds. The proof is similar to the one in Section 5. We will skip it here, showing only the induction hypothesis:
for every QBF formula ψ with free variables x 1 , . . . , x n every valuation v of these variables and every d ∈ IN we have that α
Now observe that in each subformula of ρ(ψ) of the form µV d+1 (x, z).ϕ, we have that free 2 (ϕ) ∩ {V 1 , . . .} = {V d }, therefore all other V i 's "are not visible" from ϕ and can be reused. Formally we do it by gluing all V 2n 's into one variable and all V 2n+1 's into another. P
Expression Complexity
In the above construction the size of the database was not bounded, and could be even linear in the size of a given QBF formula. Below we argue that it is essential by showing the upper bound for the expression complexity. The proof is similar to the proof establishing the complexity of Answer FO k in [Var95] . The key observation is that for a fixed database, and a fixed number of the first-and second-order variables, the arity of all relations is fixed too, and thus the number of all definable relations (and relations on relations) is bounded. This gives us PTIME as an easy upper bound. We can improve it however by using a technique from [Lyn77] . Recall that a parenthesis grammar is a context-free grammar with two distinguished terminals: "(" and ")" such that each production is of the from A → (x) with x parenthesis free. Such a grammar generates a parenthesis language. In our proof we make use of the the fact from [Bus87] that all parenthesis languages are recognizable in ALOGTIME.
Theorem 11. The Answer FP k n (B) problem is in ALOGTIME for every database B every k and every n.
Proof sketch: Note, that we consider here complexity for which it is not known, whether it contains PTIME. Thus we can not use Lemma 6 here. In the proof therefore we do not forget about the tuple t and, for each database B, consider the Answer(B, ·, ·) problem. We will show how, for a given database B, a number k of the first-order variables and a number n of the second-order variables, to construct a parenthesis grammar G, such that every formula ϕ ∈ FP k n and every tuple t of the length l For every T i , T i1 , T i2 , every (D, v) ∈ T i every two variables x and y, every two tuples of variables x and y we have:
interesting is the case of the fixpoint formulas. Note, that for every T h induces a following operator on relations on |B|: Th(x) of the ρ Th(x) operator. For an arbitrary tuples y and z (of the length ar(V j )) of first-order variables we say that
A production for the greatest fixpoint is defined similarly.
We skip here the formal proof of (19) P
Prefix Form
Define FP k formulas as an FP k formulas of the form prefix of fix-point operators . first-order formula . arguments (where arguments can be variables or constants). In the FP k formulas we will write µV(x)←(y).ϕ instead of (µV(x).ϕ)(y). This makes them more readable. It this section we will show, that the expression and combined complexities of 
This will complete the proof since the QBF problem remains PSPACE-complete, even when we restrict ourselves to formulas in the prefix form. The formula χ is complex. To define it we first define a function ξ by the following clauses:
Then, using it, we define a formula FORM i j (Table 1) . Finally we define χ = FORM 1 n (Set, T, 0). Note, that in subformulas of the form
there are two parameters: y and z. Thus the value of the fixpoints defined by them depends on the value of y and z. Moreover it can be shown, by applying 2 * (n−1)+ 1 times Lemma 7 to (21), that every x, y, z ∈ {T, F, 0, 1} satisfy (21) iff x = y or x = z. In this way we are able remember valuations of QBF variables. We define C(p 1 , . . . , p i ) to be an extension of the database B with symbols W p1 , . . . , W pn .
13 The interpretation of these symbols is given in the following table (here we assume that i is even):
In the proof we show that for every odd i = 1, . . ., n and every b ∈ {T, F} we have that In this section we will show a syntax restriction of FP k , the combined complexity of which is in NP ∩ co-NP.
Definition 13. FP k formulas are the FP k formulas satisfying the following condition:
• For every subformula (θV (x 1 , . . . , x n ).ϕ)(y 1 , . . ., y n ) we require the set of free variables in ϕ to be contained in {x 1 , . . . , x n }.
In the sequel we will use some results on the modal µ-calculus. We recall here that the modal µ-calculus, as introduced by Kozen [Koz83] , is a modal logic with two dual fixpoint operators µ and ν. Its formulas are evaluated in the structures of the form:
where: Act = {a 1 , . . . , a n } is the set of actions P rop = {p 1 , . . . , p m } is the set of propositional constants Q is a function assigning binary relations on S to actions in Act ρ is a function assigning the subset of S to every constant in P rop The syntax of the modal µ-calculus is given by the following grammar:
Formal definition of the modal µ-calculus semantics can be found in [Koz83] . We write M |= ψ to mean that ψ is satisfied in every state of M (i.e. s ∈ |
[ψ] | M ).
We will show that, for a fixed k ≥ 2, FP k is PTIME-equivalent to the modal µ-calculus in the following sense: (x 1 , . . . , x k ), (x 1 , . . . , x i−1 , z, x i+1 , . . ., x k ) :
x 1 , . . . , x k , z ∈ S} Q ((i 1 , . . . , i k )) = { (x 1 , . . . , x k ), (x i1 , . . . , x ik ) : x 1 , . . . , x k ∈ S} -The function τ transforming FP k formulas into modal µ-calculus formulas is given below. Recall, that we consider here only formulas satisfying condition •. Thus, if the arity of a relation variable is less than k, we can always extend it. Thus we can assume that all relation variables are of arity k. The variables in the modal µ-calculus formula are z 1 . . . z n and they correspond to the relational variables V 1 . . . V n in an FP k formula. (x 1 , . . ., x k ).ψ)(x i1 , . . . , x ik )) = (i 1 ) . . . is PTIMEequivalent to the expression complexity of the modal µ-calculus. The best known lower bound for it is PTIME [DJN96] .
We also want to emphasize, that Vardi 
