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Introduction
Contexte de l’étude
Depuis l’apparition des premiers réseaux radiomobiles cellulaires analogiques au débutdes années 70, nous avons assisté à une explosion de la demande en systèmes de com-
munication sans fil. Si hier, les systèmes se cantonnaient essentiellement à la transmission
de la parole, le développement des systèmes de communications numériques aidant, les
services se sont depuis étendus à la transmission de données et aux applications multi-
média. Par rapport aux transmissions filaires, les télécommunications sans fil permettent
d’assurer un accès permanent aux réseaux locaux tout en simplifiant leurs infrastructures.
Cependant, le succès de ces nouveaux systèmes conduit à une grande surcharge du spectre
radioélectrique et pose un réel problème de cohabitation. De plus, ces nouveaux services
nécessitant des débits de plus en plus importants, tout en garantissant une certaine qua-
lité de service, il est nécessaire d’envisager de nouvelles techniques de transmission à très
forte eﬃcacité spectrale et/ou utilisant des fréquences porteuses de plus en plus élevées.
Parmi les nouvelles techniques candidates, on retrouve les transmissions dites à Ultra
Large Bande (Ulb) ou les transmissions aux fréquences millimétriques, par exemple à 60
GHz. Parallèlement à ces approches, des systèmes de télécommunication sans fil, connus
sous le nom de systèmes Mimo (Multiple Input Multiple Output) [1], sont également
envisagés. En utilisant plusieurs antennes simultanément en émission et en réception, ces
systèmes exploitent la dimension spatiale pour la transmission de l’information. Ainsi la
mise en oeuvre de ces techniques permet d’aboutir à une amélioration substantielle des
débits et/ou des performances des liaisons numériques.
Ces techniques Mimo révolutionnent, aujoud’hui le monde des radiocommunications
et constituent une forte activitée au sein des diﬀérentes équipes de recherche nationales
et internationales. Comme dans toutes les études systèmes, une analyse approfondie du
canal de transmission et des mécanismes de propagation associés s’avère indispensable.
Si dans un contexte classique, la caractérisation et la modélisation du canal peut se
limiter au domaine temporel, il est nécessaire pour les systèmes Mimo de considérer
la dimension spatiale au même niveau que la dimension temporelle. Une modélisation
précise et réaliste du canal dans le domaine spatial est d’autant plus importante dans un
contexte Mimo, puisque le gain par rapport à un système classique en terme de débit
et/ou de performance est largement tributaire des propriétés spatiales du canal. C’est
dans ce contexte que s’inscrit le travail présenté dans ce document.
2 Introduction
Objectifs et plan de l’étude
Le sujet de cette étude porte sur la caractérisation et la modélisation spatio-temporelles
du canal de transmission Mimo. Il a été mené au sein du groupe Systèmes — Propaga-
tion — Radar de l’Institut d’Electronique et de Télécommunications de Rennes (Ietr).
Cette équipe a acquis une expérience reconnue dans le domaine de la caractérisation
et de la modélisation de la propagation des ondes. Les travaux de l’équipe balaient un
large spectre de fréquences pour diﬀérents types de canaux (troposphérique, radiomobile,
intra-bâtiment) [2—9]. Depuis quelques années, l’équipe s’intéresse aux diﬀérents aspects
des techniques Mimo (codage et modulation temps-espace, réseaux et traitement d’an-
tennes, canal de propagation). Le travail, présenté ici, a été mené en bonne partie dans
le cadre de deux projets. Le premier est un projet national RNRT, intitulé "SIMPAA"
et porte sur l’étude et la réalisation d’un simulateur de canal pour les applications mul-
ticapteurs de la troisième génération (Umts). Le second est un projet régional ANVAR,
intitulé "Accès radio" et concerne l’étude des techniques Mimo pour les applications de
type boucle locale radio (3,5 GHz). Dans ces deux projets, l’objectif central consistait à
aboutir à des modèlisation réalistes du canal de propagation dans un contexte Mimo.
Ce document a pour double objectif d’approfondir la connaissance sur les aspects
théoriques de la caractérisation et de la modélisation spatio-temporelles du canal de
transmission Mimo et de parvenir à un modèle de canal réaliste basé sur des résultats de
mesures. Ce document peut être séparé en trois grandes parties.
Les deux premiers chapitres présentent une synthèse sur les systèmes de communica-
tion et le canal de transmission dans un contexte cellulaire en s’appuyant sur un grand
nombre de références bibliographiques. Ces deux chapitres sont à caractère didactique.
Le chapitre 1 présente une description critique des diﬀérentes avancées scientifiques ayant
permis l’établissement de systèmes de télécommunication sans fil de plus en plus perfor-
mants et se termine par une introduction des techniques actuelles et en particulier celles
basées sur le traitement spatio-temporel. Le chapitre 2 fait une synthèse des diﬀérentes
études menées sur le canal de transmission cellulaire depuis les années 60 et met l’accent
sur leur évolution.
Dans les trois chapitres suivants, on s’intéresse plus particulièrement à définir un cadre
théorique sur la caractérisation et la modélisation spatio-temporelles du canal dans un
contexteMimo. Le chapitre 3 rappelle les principales bases physiques sur les phénomènes
de propagation des ondes radioélectriques et sur les antennes en appuyant sur la notion de
réseau d’antennes, composante essentielle des systèmes Mimo. Le chapitre 4 propose une
approche physique de modélisation paramétrique du canal à trajets multiples, prenant
en compte les dimensions spatiales, polarisation incluse, d’émission et de réception. Les
chapitres 3 et 4 permettent de mieux cerner le lien entre les phénomènes physiques et
le canal de transmission Mimo. Ils permettent donc de mieux appréhender le chapitre
5, qui lui est dédié à une approche plutôt orientée signal. En eﬀet, le chapitre 5 montre
comment à partir des connaissances simples sur le signal transmis, on peut développer un
cadre théorique de caractérisation du canal Mimo du même type que celui de Bello [10],
mais en mettant sur un pied d’égalité le domaine spatial et le domaine temporel.
3Contrairement aux autres chapitres plutôt théoriques, les deux derniers donnent des
résultats concernant la modélisation et la simulation du canal de transmission Mimo
et s’inscrivent plus directement dans le projet SIMPAA. Le chapitre 6 présente une ap-
proche de simulation mettant l’accent sur l’implémentation numérique. Il décrit aussi la
génération des paramètres nécessaires à cette simulation. Le chapitre 7 présente une mé-
thodologie permettant de paramétrer le modèle de canal, présenté dans le chapitre 6, à
partir d’une campagne de mesures menée par FTR&D Belfort dans un milieu suburbain
de type macro-cellulaire.
Enfin, une conclusion générale dresse un bilan de ce travail et propose quelques pers-
pectives de recherche.

Chapitre 1
Les communications sans fil
1.1 Introduction
Ce chapitre dresse un historique des communications sans fil allant jusqu’aux premierssystèmes radiomobiles cellulaires. Il rappelle ce qu’est une chaîne de communication
numérique et introduit les diﬀérentes techniques sur lesquelles sont basées les communica-
tions multi-utilisateurs sur canal sélectif à trajets multiples. Enfin, il est montré comment
l’exploitation du domaine spatial peut permettre de répondre aux besoins actuels. Ce cha-
pitre décrit les concepts théoriques et les applications possibles. L’objectif n’étant pas de
rentrer dans les détails mais plutôt de donner une vision générale sur les communications
sans fil, en évitant des développemements mathématiques qui pourront être trouvés dans
les références citées.
1.2 Historique de la transmission de l’information et des
communications sans fil
Les transmissions à distance ne sont pas aussi nouvelles que l’on pourrait le penser.
En eﬀet, la communication orale entre les humains est un exemple de communication sans
fil à distance utilisant les ondes acoustiques comme support physique de l’information, le
souﬄe et les cordes vocales comme émetteur et le système auditif comme récepteur. Cette
dernière est naturelle mais on retrouve aussi des inventions humaines de transmission à
distance datant des temps les plus reculés. En eﬀet, les hommes de l’antiquité se servaient
de la lumière émise par un feu pour communiquer des événements importants ou donner
l’alarme. A la fin de l’ère antique, il existait même des alphabets lumineux. En 1791,
Chappe inventa le premier télégraphe optique : de grands leviers au sommet de tours
envoyaient, selon un code, les messages. Néanmoins, toutes ces méthodes sont basées sur
une réception purement naturelle par l’oeil ou l’oreille de l’homme et seul l’émetteur
est un système artificiel. Les systèmes artificiels d’émission-réception de l’information
n’arriveront réellement qu’avec la découverte et l’étude de tout ce qui se rapporte à
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l’électricité. Si la transmission de l’information est très ancienne, la théorie la décrivant
appelée théorie de l’information ou théorie des communications est très récente puisqu’elle
date des années 1940-50, c’est à dire bien après les premiers systèmes de communications
artificiels.
A partir de la fin du 18ie`me siècle, les études théoriques et expérimentales sur l’élec-
tricité et le magnétisme ont permis le développement de systèmes de communication
électriques filaires et sans fil. Au début du 20ie`me siècle, l’engouement pour ces systèmes
de communication a suscité le besoin d’établir les fondements théoriques qui les sous-
tendaient. Face à la congestion spectrale des systèmes radiomobiles, le concept cellulaire
fût proposé au début des années 50 et appliqué à partir des années 80.
1.2.1 Electricité, magnétisme et ondes électromagnétiques
Les premiers travaux concernant l’électrostatique (travaux de Poisson et de Coulomb)
et la magnétostatique (travaux de Gauss et de Weber) datent de la fin du 18ie`me siècle.
A cette époque les phénomènes électriques et magnétiques apparaissaient comme deux
phénomènes indépendants. L’invention de la batterie électrique de Alessandro Volta en
1799 va entraîner une explosion des expériences concernant l’électricité et le magnétisme.
En 1820, Oersted met en évidence les eﬀets magnétiques de l’électricité (un courant élec-
trique produit un champ magnétique) qui seront décrits quantitativement par Ampère.
L’électromagnétisme était né. A l’inverse de ce qu’Oersted avait mis en évidence, Faraday
et Henry ont découvert et décrit les eﬀets électriques du magnétisme (la variation d’un
champ magnétique produit un champ électrique) en 1831 [11]. Ces deux théories ont per-
mis l’élaboration du télégraphe et plus tard de la téléphonie filaire avec l’invention par
Graham Bell du microphone. La théorie électromagnétique en 1850 est considérée incom-
plète car elle comporte des équations qui, si elles sont suﬃsantes pour les problèmes sta-
tiques, sont insuﬃsantes pour les problèmes concernant l’électromagnétisme dynamique.
A la suite des travaux de Lord Kelvin, en 1853, sur les décharges oscillantes et les circuits
accordés, James Clerk Maxwell unifie en 1864 les phénomènes électriques, magnétiques
et la lumière en proposant la théorie dynamique du champ électromagnétique [12]. Cette
théorie lui permet de prédire l’existence des ondes électromagnétiques (Oem). En 1866,
Loomis propose et démontre la possibilité de transmettre de l’information par ondes ra-
dioélectriques. La théorie de Maxwell est alors décrite par 20 équations à 20 inconnues
souﬀrant d’un manque de symétrie formelle. Il faudra attendre 1886, pour qu’Heaviside
déduise les 4 équations sous la forme vectorielle que l’on connait aujourd’hui et élimine
par là même les problèmes de manque de symétrie. Enfin, en 1888, Hertz confirme expé-
rimentalement l’existence des Oem (émission et détection d’onde de longueur 5 m et 50
cm) [13] ce qui allait ouvrir l’ère des radiocommunications.
1.2.2 Les communications filaires électriques
L’invention du télégraphe électrique, souvent attribuée à S. Morse, est en fait le fruit
des travaux de J. Henry [14]. En eﬀet, il démontra au public en 1831 par une liaison de
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1500 m à Albany dans l’état de New-York, la faisabilité du télégraphe électrique et ce fut
S. Morse qui le breveta lors d’une démonstration pratique en 1837. La première liaison
télégraphique liant Washington et Baltimore fut opérationnelle en 1844 (transmission du
message "What hath God wrought?" le 24 Mai) et permettait de transmettre des carac-
tères sous la forme du code de Morse. Ce code, inventé par Alfred Lewis Vail, associant un
mot court pour les caractères les plus fréquents, fut le précurseur des méthodes de codage
de source à longueur variable. Il est intéressant de remarquer que cette première forme de
communication électrique constitue une communication numérique ternaire (trois états
constitués par un contact de courte durée, un contact de longue durée et un intervalle). En
1858, le premier câble télégraphique reliant l’Europe aux Etats-Unis fut installé. En 1876,
l’ère de la téléphonie commença avec Graham Bell qui fonda la Bell Telephone Company.
Plusieurs composants, comme le microphone en carbone, l’amplificateur triode inventés
par Lee DeForest en 1906, permirent d’améliorer considérablement la qualité du téléphone
au début du vingtième siècle et de rendre opérationnelle la première liaison téléphonique
transcontinentale. Le premier commutateur automatique (électromécanique) a été déve-
loppé en 1897 par Strowger et a été utilisé pendant plusieurs décennies pour enfin laisser
place, grâce à l’invention du transistor, au commutateur électronique, beaucoup plus éco-
nomique, utilisé pour la première fois en juin 1960 dans l’Illinois. En 1956, le premier
câble transatlantique téléphonique était opérationnel. Durant les 40 dernières années, les
fibres optiques ont largement remplacé les paires torsadées et l’évolution de l’électronique
a permis une miniaturisation et un moindre coût des équipements.
1.2.3 Les communications sans fil par ondes radioélectriques
Les communications sans fil utilisent comme support lesOem ou les ondes acoustiques.
Les ondes acoustiques sont mieux adaptées aux communications sous-marines alors que
les Oem sont au contraire mieux adaptées aux communications dans les airs. On ne
présente ici que les communications sans fil par Oem et plus précisemment par ondes
radioélectriques.
En 1890, Edward Branly invente le tube à limaille (lorsqu’une étincelle est émise à
proximité du tube, il devient conducteur) qu’il appelle le radioconducteur et qui sera
nommé cohéreur par Lodge en 1894 [15]. La détection des ondes devient possible mais,
pas plus que Hertz, Branly ne semble avoir prévu l’application de sa découverte à la ré-
ception des signaux transmis sans fil. En 1892, William Crookes, le découvreur des rayons
X, a l’idée de la télégraphie sans fil sur de longues distances par ondes radioélectriques
utilisant un émetteur et un récepteur bien accordés [14]. Lodge et Muirhead démontrent
en 1894 la possibilité de communiquer en Morse par ondes radioélectriques en transmet-
tant des signaux longs et courts, sur une distance relativement petite, à travers deux murs
en pierre. En 1895, Alexander Popov mène des expériences de détection d’orage avec le
radiodétecteur de Branly. La même année, Guglielmo Marconi réalise une communication
télégraphique sans fil par onde radioélectrique de 2,4 km à l’aide d’une bobine Ruhm-
korf dans l’émetteur et d’un cohéreur dans le récepteur et en 1897, une transmission de
18 miles entre un bateau et Needles sur l’île de Wight. Il quitte l’Italie pour fonder en
Angleterre la première compagnie de transmission sans fil, appelée d’abord Wireless Te-
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legraph and Signal Company Ltd., puis Marconi’s wireless Telegraph Co. Ltd. en 1900.
La collaboration entre l’industriel français Ducretet et Popov conduit à la production
d’appareils permettant d’améliorer les performances et les conditions d’exploitation de
ce qu’on appelle désormais la télégraphie sans fil ou radiotélégraphie. Brown propose en
1899 de mettre en réseau plusieurs antennes espacées d’une demi longueur d’onde afin
d’obtenir des transmissions directives et invente l’antenne parabolique. La même année,
Fessenden réalise la première transmission de la parole par voie radioélectrique à une
fréquence porteuse de 10 kHz.
Le 12 Décembre 1901, Marconi reçoit un signal radio d’une longueur d’onde de 800
m, à Signal Hill en Terre Neuve, ayant été émis de Cornouailles en Angleterre à une dis-
tance de 1700 miles. C’est la première véritable liaison sans fil à grande distance. En fait,
Marconi a surtout deviné les potentialités de la nouvelle technique pour les communica-
tions à longue distance. Les premières applications de la télégraphie sans fil concernent
les bateaux mais ce n’est qu’à partir du naufrage du Titanic en 1912 que l’on en saisit
l’importance. En 1902, Heaviside et Kennelly aux Etats-Unis, suggéraient que les ondes
pouvaient contourner la terre par réflexion ionosphérique à des fréquences inférieures
à 30 MHz. Cette hypothèse, défendue en France par Blondel et Poincaré, sera vérifiée
quelques années plus tard et sera à la base du développement des télécommunications
intercontinentales pendant un demi-siècle. La même année, Ehret invente un système
permettant de transmettre et recevoir des signaux codés ou de la parole. En 1905, Fes-
senden démontre la téléphonie sans fil ou radiotéléphonie en transmettant la parole et la
musique sur un canal radio au moyen d’ondes entretenues par des alternateurs et d’une
modulation d’amplitude (Ma). En 1907, Pickard développe un système de recherche de
direction d’arrivée qui équipera les bateaux de guerre de la première guerre mondiale :
c’est le début des systèmes radar. Fessenden utilise pour la première fois le terme mo-
dulation dans un article de 1907, terme qui sera réutilisé par Pierce et Fleming dans un
livre publié en 1910. Un émetteur permettant de transmettre de la musique à plus de 500
miles est monté en haut de la tour Eiﬀel. En 1916, Roger découvre qu’il est possible de
communiquer par ondes de sol dans la gamme des moyennes fréquences (entre 30 kHz et
3 MHz). En 1921, Armstrong invente la modulation de fréquence (Mf). Carson analyse
les modulations Ma et Mf d’un point de vue théorique et montre que la Mf utilise une
largeur de bande supérieure à laMa [16], contrairement à ce qui était pensé auparavant.
Pendant la première moitié du 20ie`me siècle les radiocommunications et la radiodiﬀusion
intercontinentales se feront par réflexion ionosphérique à des fréquences généralement in-
férieures à 30 MHz. Les applications radiomobiles apparaissent pour la première fois en
1921 (voir section 1.2.5). La seconde guerre mondiale, en accélérant le progrés technique,
donnera naissance à de nouveaux moyens de radiocommunication tels que les faisceaux
hertziens en visibilité dont la technique est issue du domaine du radar.
Les inventions du transistor par Walter Brattain, John Bardeen et William Shockley
en 1947, du circuit intégré par Jack Kilby et Robert Noice et du Laser par Townes et
Schawlow en 1958, vont rendre possible le développement de circuits électroniques rapides
de petite taille, de faible consommation et de faible poids, utilisés dans les systèmes micro-
ondes à large bande et les satellites. Les premiers téléphones mobiles commercialisables
apparaissent en 1947 (Bell system) dans la ville de St Louis [17]. A partir de la fin des
années 50, l’analyse de la propagation va se diversifier et les techniques vont permettre
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d’émettre des puissances de l’ordre du kW à des fréquences de plus de 1000 MHz [18]. Cela
va permettre l’émergence de nouveaux types de liaisons comme les liaisons transhorizons
par diﬀusion troposphérique [5, 18, 19]. La première liaison de ce type date de 1953 et
permettait de transmettre 60 canaux téléphoniques sur 300 km à des fréquences variant
de 400 MHz à 900 MHz. Le concept cellulaire, imaginé au début des années 50 par les
laboratoires Bell pour faire face à un nombre important d’utilisateurs ne sera utilisé qu’au
début des années 80. En juillet 1962, la première liaison de télécommunication par satellite
(avec Telstar I ) entre Pleumeur Bodou et Andover va marquer le commencement d’une
nouvelle ère dans les communications à très grande distance. Les gammes de fréquence
utilisées allaient considérablement augmenter.
En définitive, on peut séparer en trois grandes périodes, l’histoire des radiocommuni-
cations. Une première période expérimentale durant la dernière décennie du 19ie`me siècle
où plusieurs liaisons de plus ou moins courte distance sont testées et où quelques appa-
reils permettant celles-ci sont développés. Une deuxième période commençant au début
du 20ie`me siècle et s’étalant jusqu’à la fin de la deuxième guerre mondiale avec l’esprit
entrepreneur de Marconi qui va donner lieu à une exploitation pratique voire commerciale
des radiocommunications (radiodiﬀusion, communication entre bateaux ...). Durant cette
période, les techniques de modulation analogique sont mises au point et étudiées. Des ap-
plications de recherche de direction d’arrivée et de radar voient le jour. Les fréquences
utilisées sont alors généralement inférieures à 30 MHz et la propagation par réflexion
ionosphérique est largement utilisée. Enfin, une dernière période où l’invention du tran-
sistor, du circuit intégré et du laser couplé à une théorie des communications digne de
ce nom vont favoriser l’étude et le développement de nouveaux types de liaisons sans fil
(troposphérique, satellite, radiomobile, cellulaire, ...).
1.2.4 Théorie des communications
La théorie des communications est une théorie mathématique faisant abstraction du
milieu physique et du système concernés par la transmission. Les premiers travaux por-
tant sur la théorie des communications remontent aux travaux de Carson en 1922 [16]
sur l’analyse théorique des modulations. Les débuts des communications numériques mo-
dernes sont le fruit des travaux de Nyquist et Küpfmüller, où ils déterminent chacun de
leur côté le débit maximal d’un signal qui peut être transmis sans interférence entre sym-
boles (Ies) pour une largeur de bande donnée [20—22]. Ce débit est aujourd’hui appelé le
débit de Nyquist et est égal à 2W impulsions par seconde où W représente la largeur de
bande en Hz. Nyquist et Hartley [22,23] établissent le théorème du débit maximal en bit/s
dans un canal sans bruit comme 2W × log2 (L) où L est le nombre de niveaux discrets
du signal. Nyquist décrit aussi les conditions sur les formes d’ondes permettant d’éviter
les Ies. Le théorème de Nyquist est l’équivalent du théorème d’échantillonnage pour des
signaux à bande limitée précisé en 1948 par C.E. Shannon [24, 25]. Une autre avancée
significative dans le domaine des communications peut être attribuée à Wiener [26, 27].
On lui doit le travail sur l’analyse harmonique généralisée (analyse spectrale des signaux
déterministes et aléatoires) et, en particulier, sur le problème de l’estimation d’un signal
utile en présence d’un bruit additif (théorie de la détection). En 1942, Wiener a déter-
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miné le filtre linéaire dont la sortie minimise l’Erreur Quadratique Moyenne (Eqm) avec
le signal utile. Ce filtre porte le nom de filtre linéaire optimal ou filtre de Wiener. Ce pro-
blème de filtrage est à la base des problèmes de démodulation et plus particulièrement
des problèmes d’égalisation linéaire. C’est Wiener qui le premier a introduit le terme in-
formation dans le contexte des communications et a développé, parallèlement à Shannon,
la théorie de l’information. Un autre type de filtrage, appelé filtrage adapté, a été analysé
par North en 1943 dans le contexte du radar [28, 29]. Le filtre qui en découle permet de
maximiser le rapport de la puissance du signal sur celle du bruit (Rsb) à sa sortie. Il est à
la base des techniques de diversité, du récepteur Rake et des méthodes de détection dans
un contexte radar. En 1946, Gabor présente une nouvelle méthode d’analyse des signaux
dans laquelle temps et fréquence jouent un rôle symétrique et qui contient comme cas
particulier l’analyse temporelle et l’analyse fréquentielle [30]. Il généralise par là même
la notion de fréquence introduite par J. Fourier (le concept de fréquence généralisée a
été proposé par Carson en 1922 et rebaptisé en 1937 fréquence instantanée par Carson
et T.C. Fry dans le contexte de la Mf). Sa méthode permet d’établir une meilleure in-
terprétation physique que celle oﬀerte par la transformée de Fourier (Tf) pour tous les
signaux dont la fréquence instantanée varie comme, par exemple, les signaux utilisés en
Mf. Il démontre dans [30], en se basant sur les travaux eﬀectués en physique quantique,
que les domaines temporel et fréquentiel sont reliés par une relation d’incertitude. Les
travaux de Gabor, et en particulier la transformée qui porte son nom, sont à la base des
méthodes d’analyse et de synthèse temps-fréquence et temps-échelle.
En 1948, C.E. Shannon présente un papier de référence sur la théorie des communi-
cations en présence de bruit additif [24]. Il établit les fondements mathématiques de la
théorie de l’information et dérive les limites fondamentales pour un système de commu-
nication numérique (qui par application du théorème d’échantillonnage peut s’appliquer
aux communications analogiques). C’est une extension des travaux de Hartley et Nyquist
prenant en compte le bruit additif et l’aspect aléatoire intrinsèque aux communications.
Il a formulé le problème de la transmission eﬃcace de l’information en termes statistiques
en utilisant un modèle probabiliste de la source d’information et du canal de communi-
cation. Il a démontré que les eﬀets de contrainte de puissance et de largeur de bande sur
un émetteur, ainsi que la présence de bruit, peuvent être associés à un canal donné en
incorporant un seul paramètre appelé capacité du canal et égal à C =W × log2 (1 +Rsb)
en bit/s. La signification de cette capacité est la suivante : si le débit d’une source est
inférieur à la capacité, il est théoriquement possible d’obtenir une transmission eﬃcace,
c’est à dire une transmission sans erreur, avec un codage approprié. Par contre, si le débit
est supérieur à la capacité, il est impossible, quels que soient les traitements utilisés en
émission et en réception, d’obtenir une transmission sans erreur. Si Shannon fournit les
limites théoriques, il ne donne pas les moyens pour obtenir de tels codes. Sa théorie est
donc plutôt une ouverture posant les bases théoriques dans le domaine des communica-
tions numériques qu’une finalité. Sa théorie n’aura un réel impact sur la conception des
systèmes de communication qu’à partir des années 1960 pour des raisons essentiellement
technologiques. Le travail de Kotelnikov [31] en 1947 représente aussi une importante
contribution dans la théorie des communications où il propose une analyse de divers sys-
tèmes de communication basée sur une approche géométrique. Cette approche sera, en
1965, développé par Wozencraft et Jacobs [32].
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A la suite des travaux de Wiener, Shannon et Kotelnikov, le travail s’est porté sur
la recherche de codes eﬃcaces permettant d’approcher la limite de Shannon. On peut
citer les premiers travaux sur les codes détecteurs et correcteurs d’erreurs permettant de
combattre les eﬀets du canal à bruit additif eﬀectué par Hamming en 1950 [33]. Le travail
sur la théorie de l’information n’a cessé de se développer [34] et a permis la conception des
systèmes de communication actuels devant faire face aux canaux à évanouissements [35].
1.2.5 Les communications radiomobiles et cellulaires
Les communications radiomobiles ont commencé dès le début du 20ie`me siècle, pour
les applications de télégraphie sans fil dédiées aux bateaux, puis dans les années 20 pour
la téléphonie sans fil. Des expérimentations de téléphones sans fil sur des bateaux ont
été menées à partir de 1919, puis en 1929, un système commercialisable apparaissait. Ces
systèmes étaient très volumineux et gourmands en énergie mais cela n’était pas pour les
navires une grosse contrainte. Par contre, réduire la taille tout en gardant une certaine
robustesse du système pour les véhicules terrestres était beaucoup plus diﬃcile. En 1921,
le service de police de Détroit, sous la direction de Rutlededge, eﬀectue des mesures de
champ reçu dans la bande des 2 MHz afin d’équiper ses véhicules d’un système de radio-
communication [17,36]. Suite à des problèmes de taille et de sensibilité aux mouvements
des récepteurs, qui furent résolus par le développement d’un récepteur superhétérodyne,
ce système ne fonctionna qu’en 1928 : ce fut le premier système radiomobile de téléphonie
sur véhicules terrestres [36]. Dans le début des années 30, des émetteurs-récepteurs mo-
biles furent développés et rendirent opérationnels un système bilatéral pour la première
fois dans le service de police de Bayonne, dans le New Jersey. Cependant, l’utilisation d’un
récepteur très sensible proche d’un émetteur très puissant ne rendait possible la transmis-
sion qu’en alternat. Les phénomènes de propagation, comme les évanouissements ou les
zones d’ombre déjà connus des systèmes fixes à fixes, devenaient avec les systèmes radio-
mobiles beaucoup plus rapides et les performances n’étaient pas toujours satisfaisantes.
Ceci n’empêcha pas le rapide développement de ce type de systèmes pour la police et les
services d’incendie si bien que les premières congestions spectrales nécessitèrent l’attribu-
tion de nouveaux canaux. Une grande révolution dans les communications radiomobiles
est due au développement par Armstrong de la Mf. En eﬀet, ce type de modulation est
plus robuste que laMa vis à vis des variations de puissance dues au canal et nécessite une
puissance émise moindre. Ces deux atouts sont particulièrement adaptés aux contraintes
radiomobiles qui nécessitent des émetteurs peu encombrants et font subir des évanouis-
sements rapides de la puissance du signal reçu. La Mf permet aussi une plus grande
robustesse face aux interférences présentes dans la même bande et une discrétion accrue ;
ce qui intéressera l’industrie militaire américaine pendant la seconde guerre mondiale.
Notons la similarité des propriétés de la Mf avec celles de l’étalement de spectre.
Jusqu’à la seconde guerre mondiale, il n’y a pas d’exploitation réellement commerciale
des communications radiomobiles : ces techniques sont réservées à la police, aux pompiers
ou à l’armée. L’ouverture au domaine publique va entraîner une augmentation du nombre
d’utilisateurs (quelques milliers en 1940 à 86000 en 1948, 695000 en 1958 et à peu près
1,4 millions en 1963 aux Etats-Unis [36]) qui va nécessiter d’une part une réduction
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des largeurs de bande par canal (augmentation du nombre de canaux) et d’autre part
l’introduction du partage automatique des ressources, c’est à dire des fréquences. Les
premiers téléphones mobiles commercialisables apparaissent en 1946 (Bell system) dans
la ville de St Louis [17] et en moins d’une année, plus de 25 villes américaines sont
équipées permettant ainsi à n’importe qui d’envoyer ou de recevoir un appel téléphonique
d’une voiture en mouvement. Il n’y a alors qu’un seul émetteur de forte puissance pour
chaque métropole ayant une portée de l’ordre de 80 km. Le premier service téléphonique
entièrement automatique est mis en service en 1948 à Richmond dans l’Indiana. La Mf
telle qu’elle était utilisée à ce moment (120 kHz d’espacement pour une largeur de bande
utile estimée à 3.5 kHz pour la voix) allait montrer ses limites vis à vis de sa faible
eﬃcacité spectrale et par la même du faible nombre de canaux pour une même station
de base. Cette eﬃcacité spectrale fut quadruplée entre la fin de la guerre et le début
des années 60 en diminuant l’espacement entre canaux à 25-30 kHz. Ceci a nécessité
un réel eﬀort dans la conception des récepteurs Mf. Ces eﬀorts ont largement contribué
au développement cellulaire des années 60. Dans les premiers systèmes radio, l’émetteur
et le récepteur étaient tous deux conçus pour opérer sur une fréquence fixe spécifique.
L’autre amélioration technologique réside dans les systèmes radios à ressources partagées,
où tous les canaux de fréquence peuvent être accessibles à tous les utilisateurs, ce qui
permet d’augmenter considérablement le nombre d’utilisateurs. En eﬀet un canal est
loin d’être occupé continuellement par un même utilisateur. La mise en oeuvre de tels
systèmes a nécessité une évolution technologique des émetteurs et des récepteurs. Les
systèmes utilisant deux quartz calés sur deux fréquences diﬀérentes ont laissé la place aux
synthèses de fréquence électroniques vers la fin des années 60. Dans le milieu des années 60,
un ensemble de possibilités étendues, réunissant le partage de la ressource automatique,
la numération directe et le service duplex, fut proposé sous le nom d’Improved Mobile
Telephone Service (Imts). L’Imts fut le sommet de trois décennies de développements
de la Mf analogique et le précurseur de la radio cellulaire.
La radiocellulaire n’est pas à proprement parler une nouvelle technologie mais plu-
tôt un nouveau concept, puisque les parties radios utilisées sont les mêmes que pour les
autres systèmes radiomobiles. C’est une idée qui ne nécessita pas, pour sa mise en place,
un changement fondamental de la technologie utilisée dans l’Imts mais simplemement
une meilleurs utilisation des mêmes ressources. L’idée cellulaire apparaît dans les labora-
toires Bell system vers la fin des années 40 dans l’esprit de ceux qui devaient faire face
aux problèmes de congestion de spectre. Contrairement aux systèmes précédents, où l’ap-
proche consistait, comme dans les systèmes de radiodiﬀusion ou de télévision, à placer un
émetteur de forte puissance au sommet du plus haut point de la zone pour obtenir la por-
tée la plus grande possible, il fallait au contraire utiliser un émetteur de faible puissance
de manière à réduire la portée maximale à quelques kilomètres. En créant de multiples
cellules, il devenait alors possible de réutiliser les mêmes ressources spectrales, à part
dans les cellules adjacentes afin d’éviter les problèmes d’interférence entre cellules. En
fait, la réutilisation spectrale était déjà appliquée pour la radiodiﬀusion et la télévision,
mais il faut bien noter que le but était bien diﬀérent voire opposé puisqu’il consistait à ré-
duire le nombre d’émetteurs en augmentant la portée et non pas à augmenter le nombre
de canaux. Avec ce nouveau concept, il était toujours possible de réduire la taille des
cellules afin d’augmenter le nombre de canaux par MHz et par kilomètre au carré. Seul
le coût devenait une contrainte et c’est pourquoi on a proposé la division cellulaire qui
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permet, selon les circonstances, d’augmenter le nombre de cellules en réduisant leur puis-
sance d’émission et donc leur taille. Ceci amène à l’idée de plusieurs cellules de diﬀérentes
tailles (macro, micro et picocellule) selon la densité d’utilisateurs par unité de surface. Les
automobiles se déplaçant de cellules en cellules, on inventa le transfert automatique de
cellule, encore appelé handover en anglais. Ceci nécessita la création d’une couche réseau
au-dessus des cellules individuelles. Le transfert automatique de cellule devait permettre
une commutation, la plus transparente possible pour l’utilisateur, vers la station de base
permettant le meilleur bilan de puissance.
Si l’idée cellulaire est vieille, sa mise en place commerciale fut longue suite à des
conflits d’allocation de fréquence avec les services de télévision. Le développement com-
mercial de tels systèmes ne pouvait se faire jusqu’à ce que la Fcc ne décide, en 1970,
l’allocation de 75 MHz dans la bande des 840 MHz pour les services mobiles. AT&T
a mis en place une série de propositions techniques sous le nom d’Amps pour Advance
Mobile Phone Service décrivant l’architecture d’un réseau radiomobile. Motorola de son
côté avait le quasi monopole des équipements mobiles. Les chercheurs de Bell system
ont quant à eux développé des systèmes de communications numériques pouvant rem-
placer les systèmes traditionnels basés sur la Mf. Suite aux querelles politiques entre les
acteurs industriels pendant les années 70, les premiers systèmes cellulaires analogiques
opérationnels n’apparurent qu’à partir du début les années 80. Tous ces systèmes étaient
basés sur l’Accès Multiple par Répartition de Fréquence (Amrf), le duplex par division
de fréquence (Fdd), la Mf pour la parole, et la modulation par déplacement de fré-
quence (Mdf) pour la signalisation. En France, ce système démarra en 1986 sous le nom
de Radiocom 2000 avec 512 canaux espacés de 12.5 KHz dans la bande des 420 MHz.
Les systèmes numériques apparurent dans les années 90 avec le Gsm (Global System for
Mobile communication) et le D-Amps (Digital Amps) ou Is-136 aux Etats-Unis en 1991.
L’Is-95 apparut aux Etats-Unis et en Asie en 1995. Ces systèmes fonctionnent dans la
gamme des 900 MHz et dernièrement dans la gamme des 1800 MHz avec le Dcs (Digital
Communication System).
1.3 Une chaîne de communication numérique
Le but d’un système de communication est de transmettre de l’information ou des
messages d’un point à un ou plusieurs autres. Ces points sont généralement séparés géo-
graphiquement.
La source peut être de diﬀérentes natures telles que la voix, l’image, le texte, ou plus
généralement des données informatiques. La sortie d’une source est par nature aléatoire,
puisqu’elle n’est pas connue à priori par le destinataire. Néanmoins certains messages
déterministes, comme les séquences pilotes, peuvent être générés dans l’émetteur afin de
servir au bon fonctionnement du récepteur. A part pour les données informatiques, un
transducteur est généralement indispensable afin de transformer la grandeur de sortie
de la source en grandeur adéquate à l’émetteur, dans notre cas en signal électrique. Par
exemple, un microphone transforme un signal de nature acoustique en un signal de nature
électrique et le haut-parleur joue le rôle inverse. De plus pour les systèmes numériques,
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des opérations de quantification et d’échantillonnage sont nécessaires. Dans la suite, on
appelle source d’information la sortie du transducteur si celui-ci existe.
D’une manière générale, un système de communication comprend un émetteur, un ré-
cepteur et un support ou milieu de transmission appelé canal de transmission. L’émetteur
est chargé d’adapter la source au milieu de transmission alors que le récepteur eﬀectue
l’opération inverse à partir du signal reçu. Dans le cas de transmission sans fil par voie
radioélectrique, il s’agit d’adapter le signal électrique au milieu de propagation par le
biais de diﬀérents traitements puis d’un transducteur transformant le signal électrique en
Oem, en l’occurence une ou plusieurs antennes. Les opérations duales sont eﬀectuées au
niveau du récepteur afin de tenter de retrouver le message d’origine à partir du champ
électromagnétique reçu. Cette description est très générale et il convient de séparer les
diﬀérents systèmes de transmission selon la nature des signaux considérés dans l’émetteur
et le récepteur.
Les signaux rencontrès en pratique peuvent être considérés à puissance ou à énergie
finie. En plus de cette caractéristique, il est possible de discerner quatre classes de signaux
selon le caractère discret ou continu de l’axe temporel et de l’amplitude de la grandeur
transmise [37]. Les deux classes les plus communes sont les transmissions analogiques
(variation continue de l’amplitude) et numériques (axe temporel et amplitude discrets).
Il faut noter que la distinction ne porte ni sur la nature de la source ni sur celle du signal
porteur d’information. En eﬀet, toute source analogique à bande finie peut être transfor-
mée en source numérique par la double opération d’échantillonnage et de quantification
adéquate en respectant le théorème de Shannon. N’importe quelle source, qu’elle soit
naturellement numérique (télégraphe ou données informatiques par exemple) ou analo-
gique, peut donc être transmise par le biais d’une communication numérique. Le milieu
de transmission physique autorise uniquement la transmission de signaux analogiques,
ce qui nécessite de convertir l’information numérique en un signal analogique avant sa
transmission eﬀective à travers le milieu. On s’intéresse, dans la suite, aux systèmes de
communication numérique qui peuvent être représentés par le diagramme de blocs fonc-
tionnels montré par la figure 1.1. Notons que ces séparations en blocs tendent de plus en
plus à s’eﬀacer mais elles permettent de mieux cerner les diﬀérentes fonctions mises en
jeux dans un tel système. D’ailleurs, un système ne peut être optimal que s’il considère
conjointement les diﬀérentes fonctions.
1.3.1 Le système de communication numérique
Une chaîne de communication numérique est constituée de 3 grandes fonctions en
émission et leurs duales en réception :
- le codage de source,
- le codage de canal,
- la modulation ou codage binaire à signal.
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Fig. 1.1 — Schéma de principe d’une chaîne de communication numérique
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D’une manière générale, la source délivre des symboles prenant leurs valeurs dans
un alphabet fini. La source est souvent binaire et l’alphabet ne contient alors que deux
éléments notés par convention 0 et 1. Si l’alphabet comporte M éléments, on parlera de
sourceM -aire. La source est caractérisée par un débit alphabétique exprimé en symboles
par seconde (ou Bauds) et un débit d’information en Shannon par seconde (ou bit/s) [38].
Si une source délivre des symboles indépendants dont les valeurs sont équiprobables, on
dit que la source est idéale dans le sens où elle maximise le débit d’information. Ainsi
une source binaire idéale est caractérisée par un débit d’information égal au débit alpha-
bétique. Dans la suite, on traite le cas de source binaire. Le but du codage de source
est de représenter la source, qu’elle soit analogique ou numérique, avec un minimum de
bits sans en diminuer la quantité d’information, c’est à dire de délivrer une source aussi
proche que possible d’une source idéale. Cette séquence binaire en sortie du codeur de
source est appelée séquence d’information. Notons que le code utilisé doit permettre d’ef-
fectuer l’opération inverse de décodage dans le récepteur. Cette séquence d’information
est caractérisée par ce que l’on appelle le débit numérique D = 1/Tb bit/s (où Tb est le
temps bit en s) et son entropie mesurant à partir de la probabilité respective des éléments
de l’alphabet, la quantité d’information (l’entropie est toujours comprise entre 0 et 1).
Après cette opération de réduction du nombre de données, le codage de canal introduit
au contraire de la redondance afin de rendre la transmission plus robuste. En eﬀet, cette
redondance pourra être utilisée en réception pour faire face aux diﬀérentes sources de bruit
et d’interférence afin de détecter voire corriger les erreurs commises. Afin de quantifier
cette redondance on définit le rendement du code, c’est à dire le rapport entre le nombre
d’éléments binaires en entrée et le nombre d’éléments binaires en sortie. Cette valeur est
donc toujours inférieure ou égale à 1 et le cas particulier d’une valeur égale à 1 signifie
qu’il n’y a pas de codage c’est à dire aucune redondance. Il existe deux grandes familles
de codes correcteurs d’erreurs, les codes en bloc et les codes convolutifs [27]. Les codes
en bloc, étudiés pour la première fois par Hamming en 1950 [39], où les blocs de sortie
sont indépendants les uns des autres (pas d’eﬀet de mémoire) sont plus eﬃcaces dans
le cas d’erreurs par paquets. A l’inverse, les codes convolutifs, étudiés pour la première
fois par Elias 1955 [39], engendrent un eﬀet de mémoire qui les rend au contraire plus
eﬃcaces contre des erreurs indépendantes. Pour certains types de canaux dits à mémoire,
les erreurs de transmission sont corrélées et arrivent par paquets. Afin d’améliorer le
pouvoir correctif des codes, il est possible de modifier les statistiques d’apparition par
des techniques d’entrelacement/désentrelacement en blocs ou convolutives. On peut aussi
envisager la concaténation, en série ou en parallèle, de diﬀérents codes. Les turbocodes
basés sur ce principe et sur le décodage itératif ont permis d’atteindre des performances
jusqu’alors inégalées avec une complexité acceptable [40,41]. Plus récemment, en 1998, les
codes temps-espace [39, 42] adaptés aux communications sans fil multi-antennes et leurs
critères de construction ont fait leur apparition avec, en particulier les travaux, de Tarock
et Alamouti. Ceux-ci permettent d’obtenir un gain de codage et/ou un gain de diversité
(spatiale). Pour plus de détails sur le codage et son historique, on peut se reporter à [43].
L’opération de modulation numérique a pour fonction d’associer au message numé-
rique un signal analogique dont les caractéristiques sont adaptées au milieu de transmis-
sion et plus généralement aux conditions de la transmission. Elle doit tenir compte de
la possible utilisation du milieu de transmission par d’autres systèmes ou par d’autres
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liaisons dans le cas d’un système multi-utilisateur. Cette opération est appelée modula-
tion car les données numériques sont transmises en modulant un ou plusieurs paramètres
d’un signal analogique (amplitude, phase et/ou fréquence). On peut classer les modula-
tions en 4 classes : les modulations à mémoire ou sans mémoire, linéaires ou non-linéaires
(Nl) [44]. On peut citer comme modulation linéaire sans mémoire, les modulations Mdp
(Modulation par Déplacement de Phase), Mda (Modulation par Déplacement d’Ampli-
tude) ou Maq (Modulation d’Amplitude en Quadrature), comme modulation Nl sans
mémoire, la Mdf, comme modulation linéaire à mémoire, les modulations diﬀérentielles,
et enfin comme modulations Nl à mémoire, les Mpc (Modulations à Phase Continue).
La modulation numérique comporte une opération de codage binaire à symbole (Cbs),
une opération de codage symbole à signal (Css) et enfin des organes d’électronique ana-
logique et un transducteur. Souvent, le terme de modulation numérique n’englobe que le
Cbs et le Css, les transformations engendrées par les organes d’électronique analogique
n’étant pas propres aux modulations numériques.
Le Cbs vise à associer à un ensemble donné de n bits un mot parmi M = 2n souvent
représenté dans le plan complexe (dans le cas des Mdf, par exemple, des axes supplé-
mentaires correspondants aux diﬀérentes valeurs de fréquence doivent être utilisés dans
la représentation). On parle alors de modulation M -aire. On associe à cette modulation
le débit symbole, encore appelé rapidité de modulation, égal à R = 1/Ts = D/n Bauds
(où Ts est le temps symbole en s). Le Css associe à chaque symbole une forme d’onde
particulière. Cet étage comprend généralement des opérations d’adaptation du rythme
d’échantillonnage, de filtrage et de conversion numérique analogique (Cna). Les formes
d’ondes doivent être choisies de manière à ce qu’elles soient orthogonales pour deux sym-
boles diﬀérents dans la séquence d’un même utilisateur (ou de deux symboles appartenant
à deux utilisateurs diﬀérents dans le cas de systèmes multi-utilisateurs). La forme d’onde
la plus naturelle serait la fonction porte de largeur Ts puisqu’elle n’engendre aucune su-
perposition des symboles et ne nécessite pas de dispositif complexe de synchronisation
des instants d’échantillonnage. La contre-partie de ce type de fonction aux variations
brutales réside dans son grand encombrement spectral. En fait, il s’agit de trouver des
formes d’onde permettant de limiter la largeur de bande tout en vérifiant le critère de
Nyquist [38] (forme d’onde pouvant s’étaler sur plusieurs Ts pourvu qu’elle soit nulle
aux instants d’échantillonnage, afin d’éviter les Ies). Ce choix doit tenir compte de la
complexité de réalisation mais aussi de la sensibilité à l’instant d’échantillonnage. Une
fonction assez souple répondant à ces critères, et en conséquence souvent utilisée, est la
fonction en cosinus surélevé. Remarquons que le critère de Nyquist doit être respecté sur
l’ensemble de la chaîne et c’est pourquoi on utilise généralement deux filtres en racine
de Nyquist, un pour l’émission et un pour la réception. La répartition optimale de ces
filtres en présence de bruit est l’équirépartition entre l’émission et la réception [38, 45].
L’utilisation de certaines techniques telles que l’étalement de spectre, ou les modulations
multiporteuses nécessitent des traitements supplémentaires avant la Cna.
Le signal analogique ainsi généré subi généralement des opérations de transposition
de fréquence, d’amplification, et de filtrage. Le signal modulé en sortie est alors un signal
analogique électrique et un dernier étage de transduction est nécessaire afin de transfor-
mer cette grandeur électrique en une grandeur adaptée au milieu de transmission. Dans
le cas des transmissions sans fil par voie radioélectrique, on utilise une antenne (ou un
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réseau d’antennes). L’antenne permet de transformer les signaux électriques analogiques
en un signal spatio-temporel, c’est à dire en une Oem dans le cas d’une liaison radio-
électrique. Elle eﬀectue une mise en forme spatiale du signal. Ces organes indispensables
d’électronique analogique et leurs duaux en réception provoquent des dégradations sur le
signal transmis, notamment sur la forme d’onde, entrainant ainsi des écarts par rapport
au système théorique.
Le signal émis se propage ensuite à travers le milieu de transmission ce qui a pour
eﬀet d’introduire des distorsions et du bruit. Les dégradations engendrées sur le signal
transmis par le milieu et les organes analogiques d’émission/réception seront présentées
ultérieurement.
Les opérations eﬀectuées en réception sont les duales des opérations eﬀectuées à l’émis-
sion. D’abord, la démodulation consiste à partir du signal reçu, qui est un signal spatio-
temporel sous forme d’Oem dans le cas d’une liaison sans fil par voie radioélectrique, à
reconsituter au mieux la séquence numérique émise. Le transducteur de réception sert
d’interface entre le milieu et le récepteur. C’est une antenne qui joue ce rôle dans le
cas des liaisons par voie radioélectrique. Elle sert dans ce cas d’échantillonneur spatial.
La démodulation est généralement plus complexe car elle fait intervenir des opérations
d’estimation et de détection devant faire face, dans le cas cellulaire, à la contrainte multi-
utilisateurs. Elle peut être constituée, en plus des opérations duales des étages présents
dans l’émission, d’étages de récupération de porteuse et de rythme d’échantillonnage,
d’estimation des distorsions subies lors de la transmission, de filtrage (filtre adapté à
la forme d’onde, égalisation ...) et/ou de détection des symboles/bits. Les informations
de redondance ajoutées par le codage de canal sont ensuite exploitées pour détecter et
généralement corriger les erreurs de transmission. Le message numérique résultant est
finalement passé à travers le décodeur de source (et un transducteur) rendant ainsi un
signal compatible avec son traitement par le destinataire.
Si la dimension spatiale n’apparaît pas explicitement dans la figure 1.1, notons qu’elle
est de plus en plus prise en compte dans les fonctions de modulation voire de codage de
canal. Le codage de canal peut être considéré comme partie intégrante de la modulation
en ce sens qu’il a aussi une fonction d’adaptation au canal. Dans ce sens, les modulations
codées en treillis (Mct) [43] sont un exemple d’une opération conjointe de modulation
et de codage. Ce type de technique est largement utilisé pour le codage temps-espace. De
même, des opérations conjointes de codage de source et de canal sont envisageables.
1.3.2 Le milieu de transmission
Le milieu de transmission est l’interface entre l’émetteur et le récepteur. Il peut être
artificiel comme pour les supports guidés (câble, paire torsadée ou fibre optique) ou natu-
rel dans le cas des communications sans fil. Une caractéristique commune des milieux de
transmission est l’atténuation de la puissance du signal : plus la distance entre l’émetteur
et le récepteur (la longueur de guide dans le cas guidé) est grande, plus l’atténuation est
élevée. Les variations d’atténuation en fonction de la distance des liaisons guidées sont
généralement plus élevées que celles en espace libre (ce qui explique l’emploi fréquent
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de répéteurs dans les liaisons guidées). En eﬀet, les matériaux utilisés pour les liaisons
guidées provoquent des pertes exponentielles en fonction de la distance alors que celles
en espace libre, à des distances suﬃsamment importantes par rapport à la taille des an-
tennes, sont polynomiales (en d2) où d est la distance. Cette diﬀérence s’explique par le
fait que pour une propagation en espace libre, l’atténuation n’est pas due à des pertes
d’énergie (au moins dans le vide) mais à une répartition de l’énergie sur une sphère dont
la surface augmente en d2. Que ce soit dans le cas guidé ou non-guidé, les propriétés et
les phénomènes physiques impliqués dans le transport de l’information sont largement
dépendants de la gamme de fréquence. En particulier les atténuations sont globalement
croissantes avec la fréquence (pour un même milieu physique de liaison).
Dans le cas guidé, on utilise généralement des lignes filaires pour les liaisons en dess-
sous de 300 kHz, des câbles coaxiaux entre 300 kHz et 1 GHz, des guides d’onde entre
1 GHz et 300 GHz, et enfin des fibres optiques dans le domaine de la lumière visible
entre 30 THz et 3 PHz. Plus les gammes de fréquence sont élevées, plus les largeurs de
bande utilisables peuvent être grandes. Les distorsions d’amplitude et de phase sont alors
dépendantes de la fréquence (d’une manière généralement monotone croissante pour l’am-
plitude) mais très peu du temps (ou sur de très longues durées). Pour les lignes filaires,
et en particulier les paires torsadées on peut assister à des phénomènes de diaphonie
(télédiaphonie et paradiaphonie) et de bruits impulsifs [46].
Dans le cas de liaisons non-guidées par Oem (propagation libre), on nomme les ondes
s’étendant jusqu’à environ 300 GHz, ondes radioélectriques et celles s’étendant de 30
THz à 3 PHz, ondes lumineuses (de l’infrarouge à l’ultraviolet). Il est possible de séparer
en trois grands modes la propagation des ondes radioélectriques, la propagation par ondes
ionosphérique, la propagation par ondes troposhériques et la propagation par ondes de
sol (ondes de surface et d’espace réfléchies ou directes) [19,47]. Les modes de propagation
dépendent étroitement de la gamme de fréquences utilisée.
Dans les très basses fréquences, entre 3 et 30 kHz (longueurs d’ondes entre 100 et 10
km), la terre et l’ionosphère forment un guide d’onde permettant aux ondes de faire le
tour du globe. Ces fréquences sont donc naturellement utilisées pour les communications
à très grande distance et à bas débit (télégraphie et systèmes de navigation) ou pour
les communications avec les sous-marins (lorsqu’ils sont proches de la surface), où les
fréquences supérieures ne sont plus utilisables du fait de la trop forte atténuation dans
l’eau.
Dans les basses et moyennes fréquences, entre 30 kHz et 3 MHz, le mode dominant
est la propagation par onde de sol où la terre a une influence importante sur le rayon-
nement. Ces fréquences sont utilisées pour des liaisons de grande distance et nécessitent
des antennes de grandes tailles et des puissances élevées en particulier à cause des para-
sites atmosphériques et du bruit industriel. Les fréquences de l’ordre du MHz sont bien
adaptées à la radiodiﬀusion Am (largeur de bande utilisable suﬃsante). La nuit, les ondes
de l’ordre du MHz peuvent se propager par réflexion sur la couche basse de l’ionosphère
(couche D), ce qui peut créer en addition aux ondes de sol des interférences construc-
tives ou destructives variant sur des périodes de quelques dizaines de secondes dues aux
changements de hauteur de la couche D.
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Dans les hautes fréquences, entre 3 et 30 MHz, les ondes de sol ne constituent plus le
mécanisme dominant. Le mode de propagation prépondérant est la réflexion ionosphérique
sur des couches allant jusqu’à quelques centaines de km (couches D, E et F). Les hauteurs
des diﬀérentes couches varient en fonction de la position géographique sur le globe mais
aussi en fonction de l’heure du jour et des saisons de l’année. A ces fréquences, les ondes
peuvent faire le tour de la terre et sont donc naturellement utilisées pour la radiodiﬀusion
internationale.
Dans les très hautes et ultra hautes fréquences, entre 30 MHz et 3 GHz, la propagation
ne se fait plus par l’ionosphère mais essentiellement par des ondes de sol. Les ondes
d’espace sont négligeables dans les fréquences plus basses mais sont le mode prédominant
à ces fréquences. Les antennes ont des tailles raisonnables et peuvent être montées à
quelques longueurs d’ondes du sol. Les largeurs de bandes disponibles permettent la
radiodiﬀusion Mf de haute qualité et la télédiﬀusion. La couverture est dans ce cas
locale car le couple émetteur/récepteur doit être en visibilité directe. L’analyse des ondes
d’espace doit prendre en compte les phénomènes de réflexions (spéculaire et diﬀuse) sur
le sol et sur les obstacles naturels et humains, de diﬀraction sur des buttes naturelles ou
des bâtiments mais aussi la réfraction dans la troposphère. Dans les fréquences hautes,
on retrouve, en particulier les applications radiomobiles ou les faisceaux hertziens.
Dans les supers hautes fréquences, entre 3 et 30 GHz, appelées aussi micro-ondes, les
liaisons nécessitent une visibilité directe. Dans le cas contraire, les atténuations peuvent
être très élevées. A ces fréquences, il est possible de concevoir des antennes de petite
taille tout en étant assez directives. Les micro-ondes sont utilisées pour les communi-
cations satellites (peu d’eﬀet lors de la traversée de l’ionosphère), les liaisons terrestres
point à point comme la boucle locale radio ou les faisceaux hertziens, les radars et les
communications à faibles distances comme les réseaux locaux à l’intérieur des bâtiments.
Dans les extra hautes fréquences, entre 30 et 300 GHz, appelées aussi ondes millimé-
triques, les réflexions sur le sol sont très marginales et la propagation d’un point à l’autre
se fait essentiellement par trajet direct. Une caractéristique importante à ces fréquences
est l’atténuation par les molécules d’eau et de l’oxygène présentes dans l’air ambiant (pics
d’atténuation en particulier aux alentours de 22 et 60 GHz). Ceci entraîne, en particulier,
des liaisons de très petites distances en extérieur et en intérieur avec pour conséquence
une réutilisation spectrale eﬃcace dans un contexte de réseau cellulaire. Certaines ap-
plications de communication entre satellites, entre véhicules et pour les réseaux locaux
domestiques sont à l’étude dans ces gammes de fréquence [48,49].
Les ondes acoustiques constituent un autre exemple de support physique pour le
transport de l’information non guidé (généralement utilisées pour les communications
sous-marines). Dans la plupart des cas précédents, la présence possible de plusieurs trajets
de propagation et le mouvement des émetteurs, des récepteurs et/ou des obstacles peuvent
faire apparaître des variations sélectives de l’amplitude et de la phase du signal reçu en
fonction des positions de l’émetteur et du récepteur, du temps et de la fréquence.
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1.3.3 La notion de canal de transmission
Il n’existe pas une définition commune du canal de transmission. En eﬀet, celle-ci
dépend essentiellement du point de vue adopté comme le montre la figure 1.1.
Ainsi, au sens de la théorie de l’information, le canal est défini comme englobant
les organes de modulation, de démodulation et le milieu de transmission. L’entrée et la
sortie du canal sont donc constituées d’un alphabet fini d’entrée et d’un alphabet fini de
sortie généralement équivalent à celui d’entrée. Une matrice de transition détermine les
probabilités des valeurs du symbole de sortie conditionnellement aux valeurs du symbole
d’entrée. Le formalisme mathématique est alors basé sur le corps de Galois et la mesure
utilisée sera la métrique de Hamming.
A l’opposé, si on se place du point de vue de la propagation, seul le milieu de trans-
mission est considéré comme partie intégrante du canal et non les organes du système.
Dans ce cas, on le nomme canal de propagation et il est décrit dans un espace fonctionnel
en utilisant la métrique euclidienne. Notons que si ce canal n’inclut pas le système, seuls
les phénomènes pouvant avoir une influence sur la transmission du système en question
suﬃront à le décrire dans une optique d’étude système. Par exemple, les phénomènes de
propagation ne seront décrits que dans la bande spectrale du système en question. Ceci
se comprend bien quand on remarque la grande diversité des phénomènes de propagation
selon les gammes de fréquence.
Au sens de la théorie des communications portant sur les techniques de modulation
numérique (Cbs et Css), le canal peut contenir certains organes du système avec les
imperfections qui peuvent leur être attribuées. Ces imperfections sont considérées comme
telles relativement à un modèle théorique de l’émetteur et du récepteur. Autrement dit,
elles reflètent la diﬀérence entre le modèle théorique que l’on a pour cible et sa réalisa-
tion pratique. On peut ainsi inclure dans le canal, le milieu, les transducteurs d’émission
et de réception (antennes par exemple), la transposition de fréquence, les amplificateurs
et autres organes électroniques analogiques ; on nomme ce canal, canal de transmission
analogique. A ce niveau, les signaux mis en jeux sont des signaux électriques et sont donc
décrits par des fonctions temporelles continues. Si on inclut en plus les organes de numé-
risation (Cna et Can) et le filtre de mise en forme, on le nomme canal de transmission
discret. Le canal ainsi défini relie la séquence de nombre appartenant au corps complexe
d’entrée (les symboles) à la séquence complexe de sortie. C’est souvent ce qui est en-
tendu comme le canal de transmission dans le contexte de l’étude des communications
numériques.
Que ce soit du point de vue de la propagation ou de la théorie des communications,
le canal peut être représenté par son équivalent discret en bande de base [44]. Dans le
contexte de la simulation numérique, c’est ce type de représentation qui est utilisé que
le canal intègre ou pas les défauts des organes électroniques analogiques, des fonctions
d’échantillonnage et/ou de quantification.
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1.3.4 Les dégradations aﬀectant la transmission
Les dégradations aﬀectant une communication sont de diﬀérentes natures et se tra-
duisent par deux eﬀets, la distorsion (linéaire et non linéaire) du signal et l’addition de
signaux non désirés au cours de son passage à travers les diﬀérentes parties d’une chaîne
de communication. De plus, on peut séparer les dégradations propres au système, dites
dégradations internes et les dégradations engendrées dans le milieu de propagation dites,
dégradations externes. Les dégradations externes sont présentées dans le contexte des
communications sans fil radioélectriques.
1.3.4.1 Les sources physiques des signaux non-désirés
Dans le contexte des systèmes de communication sans fil, on peut définir trois types
de signaux non désirés : le bruit de fond, présent en continu, les parasites, présents ex-
ceptionnellement ainsi que les brouilleurs ou interférences qui peuvent être de nature
intentionnelle ou pas et sont généralement porteurs d’informations utiles [19]. Notons
que cette séparation est totalement arbitraire. En eﬀet, le rayonnement d’origine extra-
terrestre est considéré comme porteur d’information pour les radioastronomes, alors qu’il
est considéré comme du bruit par ceux qui travaillent sur les systèmes de communication
sans fil.
Une classification des signaux non-désirés est proposée par la figure 1.2. La puissance
du bruit est souvent exprimée indirectement par sa température équivalente de bruit
T avec P = k.T.∆f où k est la constante de Boltzman (1.38 × 10−23 JK−1) et ∆f , la
largeur de bande. Cette température est généralement dépendante de la fréquence. Elle
représente la température physique d’une résistance aux bornes de laquelle apparaîtrait
la puissance de bruit P sur une largeur de bande ∆f .
Les sources physiques externes de dégradation liées aux communications sans fil ra-
dioélectriques peuvent être séparées en sources terrestres et extraterrestres [19].
A part le bruit cosmologique, qui est isotrope dans l’espace et constant selon la fré-
quence (température équivalente de 2,76 K), la plupart des autres sources de bruit extra-
terrestre présente des températures décroissantes avec la fréquence. Le bruit de notre
galaxie, par exemple, tend vers le plancher du bruit cosmologique à partir d’une dizaine
de GHz et décroît très rapidement avec la fréquence (en f−2.6) jusqu’à environ 1 GHz
pour arriver à une température de l’ordre de 10 K à cette fréquence. Le bruit produit
par les radiosources (quasars, supernovas, radiogalaxies) n’a une influence, de surcroît
très faible, uniquement lorsque des antennes très directives sont pointées sur les astres
respectifs (bruit fortement anisotrope). Du point de vue des astres du système solaire,
seuls la lune et le soleil, de par leur diamètre apparent notable, dans des conditions de
pointage adéquats, peuvent avoir une influence notable. Jusqu’à 200 MHz l’influence du
soleil peut être élevée et est relativement faible à partir d’une dizaine de GHz.
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Fig. 1.2 — Les sources physiques des signaux non-désirés
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Le bruit thermique atmosphérique est lié à l’absorption des ondes par certains consti-
tuants de l’atmosphère (oxygène, vapeur d’eau, brouillard, nuages, pluie). Ces eﬀets sont
surtout à prendre en compte pour les micro-ondes au dessus d’une dizaine de GHz.
Les parasites atmosphériques causés par les décharges orageuses sont à prendre en
compte pour des fréquences inférieures à 1 MHz, et au-delà de 20 MHz, l’influence de
ces parasites devient négligeable, à part dans le cas d’orages locaux.
Les bruits de nature industrielle dépendent largement de l’environnement. En milieu
rural, ces bruits sont beaucoup plus faibles qu’en milieu urbain ou commercial. Ils sont
principalement dus aux moteurs électriques à collecteurs, aux interrupteurs, à l’allumage
des moteurs à explosion (bougies), aux lignes à haute tension, aux tubes de télévisison, à
certains appareils médicaux ainsi qu’à d’autres éléments électriques. Ces bruits peuvent
être guidés par le réseau d’alimentation électrique et des dispositifs de filtrage/découplage
doivent être installés sur tous les appareils électriques afin de respecter les normes en
vigueur. La densité spectrale de puissance (Dsp) de ces bruits est assez similiare à celle
des bruits galactiques avec des niveaux un peu supérieurs en milieu urbain. Ils deviennent
insignifiants à partir de quelques centaines de MHz. On peut aussi citer les brouilleurs
qu’ils soient intentionnels (par exemple, dans certains lieux publics afin d’empêcher les
communications par téléphone portable) ou pas (d’autres systèmes peuvent coexister avec
un certain empiètement des spectres même si cela est rare du fait de la réglementation).
Dans cette catégorie, on peut ajouter les bruits de nature impulsive mais ceux-ci sont
surtout importants à prendre en compte à des fréquences relativement basses comme celles
employées dans les paires torsadées. Les bruits artificiels d’origine externe sont amenés
à changer avec le temps. Par exemple, les systèmes ultra large bande (Ulb) [50] sont à
l’étude et pourraient bien cohabiter dans la même bande avec les systèmes existants du
fait de leur faible Dsp. Leurs eﬀets radioélectriques viendraient alors s’ajouter aux autres
sources de bruits.
D’un point de vue interne à l’émetteur et au récepteur, le bruit provient essentielle-
ment des amplificateurs, mélangeurs et autres composants analogiques. Les deux types
de bruit interne ayant le plus d’impact sont le bruit de grenaille et le bruit thermique. Le
bruit thermique est le fruit de l’agitation aléatoire des porteurs de charge dans les conduc-
teurs et les semi-conducteurs et, comme son nom l’indique, dépend de la température.
Le bruit de grenaille, présent dans les semi-conducteurs dépend quant à lui du courant
mais pas de la température. La puissance de ce type de bruit augmente légèrement avec
la fréquence. Une autre source de bruit particulière est le bruit de quantification [51]. Il
apparaît au niveau de l’opération d’échantillonnage/quantification permettant de trans-
former le signal analogique en un signal numérique.
Les interférences multi-utilisateur (Imu) présentes dans les systèmes cellulaires sont
considérées comme des signaux non-désirés internes puisqu’elles appartiennent au sys-
tème global même si elles ne sont pas générées par le récepteur. Elles peuvent provenir
d’un débordement de spectre ou de la réutilisation de fréquence, d’un débordement tem-
porel, ou plus généralement d’un défaut d’orthogonalité entre les formes d’ondes associées
aux diﬀérents utilisateurs. L’apparition de fréquences gênantes par les non-linéarités du
système de réception constitue aussi une cause d’interférence.
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Fig. 1.3 — Les sources physiques des distorsions subies par le signal
A part les Imu qui peuvent parfois être prises en compte explicitement dans l’étude
des systèmes de communications, l’ensemble des bruits précités est généralement modélisé
par un Bruit Blanc Additif Gaussien (Bbag), complexe circulaire lorsqu’il est exprimé
en bande de base. Ce modèle reste acceptable pour des largeurs de bande relativement
étroites par rapport à la fréquence porteuse. Aux fréquences supérieures au GHz et dans
un environement terrestre, les bruits internes au récepteur sont prépondérants par rapport
aux autres sources de bruit et sont donc souvent les seuls à être pris en compte dans le
calcul du niveau de bruit.
1.3.4.2 Les sources physiques des distorsions subies par le signal
De même que précédemment, on peut séparer les distorsions d’origine interne et les
distorsions d’origine externe comme représenté sur la figure 1.3.
En ce qui concerne les distorsions introduites par le milieu, on a tout d’abord les
atténuations globales de la puissance d’autant plus grandes, que la distance est élevée
et la fréquence élevée. Pour un type de configuration donné, l’atténuation de puissance
augmente avec la distance exprimée en nombre de longueurs d’onde (c’est à dire avec
d/λ = d.f/c où f est la fréquence, d la distance entre l’émetteur et le récepteur, c la
vitesse de l’onde dans le milieu et λ, la longueur d’onde). Pour certaines liaisons, la
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présence de plusieurs trajets de propagation pris par l’onde, la dispersivité en fréquence,
l’inhomogénéité spatiale du milieu et les mouvements présents dans le milieu (émetteur et
récepteur inclus), provoquent des distorsions fréquentielles, des phénomènes de masquage
sélectifs en temps et/ou en espace, ainsi que des variations de l’atténuation et de la
phase à petite échelle (eﬀet Doppler entraînant des variations temporelles et variations
spatiales sur quelques longueurs d’onde). Ces distorsions ont un comportement linéaire
avec les puissances d’émission concernées. Elles peuvent considérablement dégrader la
transmission. Dans la suite, on appelle canal sélectif un canal variant dans le temps, en
fréquence et selon la position de l’émetteur et du récepteur. Lorsque la sélectivité ne
concerne pas tous les domaines de variation précités, on le précisera.
Dans le système proprement dit, on peut séparer les dégradations par distorsions
produites dans l’émetteur de celles produites dans le récepteur. Ces dégradations sont
causées par des problèmes de réalisations pratiques des diﬀérents organes du système
de communication et sont, par conséquent, liées à des limites technologiques et de coût
contrairement au milieu qui lui, est imposé par l’application. Ces diﬀérents défauts néces-
sitent de changer les modèles mathématiques qui s’attachent généralement à ne refléter
que la fonction utile d’un organe mais pas ses défauts. La plupart des défauts apparaîssent
entre la numérisation et le transducteur couplant le signal électrique au milieu.
Nombre de ces défauts peuvent être en partie corrigés d’une manière numérique, ce qui
est un avantage du numérique. Des parties analogiques se rapprochant le plus possible des
fonctions théoriques sont néanmoins souhaitables puisqu’elles améliorent de toute façon
les performances du système. Un compromis entre complexité numérique et analogique
doit souvent être fait.
En émission, on retrouve des problèmes de quadrature, de mise en forme du signal
et des défauts au niveau de la transposition de fréquence. Les problèmes de quadrature
proviennent d’un déséquilibre entre les voies en phase et en quadrature. Les problèmes de
mise en forme proviennent du fait qu’un filtre de Nyquist (ou en racine de Nyquist) théo-
rique n’est pas pratiquement réalisable, du fait de sa non-causalité et de son extension
temporelle infinie ainsi que des diﬀérents filtres traversés par le signal. Le problème de
transposition de fréquence provient des oscilateurs non parfaits (décalage de porteuse et
bruit de phase). L’étage d’amplification peut produire des distorsions Nl surtout pour les
signaux à grande valeur de puissance crête sur puissance moyenne. En eﬀet, ces amplifi-
cateurs, devant fournir des puissances assez élevées, sont utilisés en limite de compression
pour des raisons de coût contrairement à l’amplificateur du récepteur qui lui est dimen-
sionné pour des puissances beaucoup plus faibles.
En réception, on retrouve 3 principaux problèmes : le problème de synchronisation
fréquentielle lors de la transposition, le problème de synchronisation temporelle lors de
l’opération d’échantillonnage et les problèmes de filtres mals adaptés (passe-bande et/ou
passe-bas). Le problème de récupération de porteuse (fréquence et phase) est surtout
important pour les démodulateurs cohérents alors que pour les démodulateurs diﬀérentiels
c’est plutôt la longueur de la ligne à retard qui va être contraignante [52]. Dans ces deux
cas, les bruits de phase [53] des oscillateurs peuvent poser des problèmes de démodulation.
La mauvaise adaptation des filtres peut dégrader le Rsb et provoquer des Ies. Enfin, les
1.4 Les techniques de communications 27
problèmes de synchronisation temporelle vont jouer sur l’instant d’échantillonnage qui, s’il
est mal choisi, est une source d’Ies. Les dispositifs de récupération de porteuse nécessitent
la mise en place de boucles à verrouillage de phase alors que les problèmes de déformation
de signal et les défauts sur les instants d’échantillonnage peuvent se régler en numérique
par des opérations d’égalisation [54].
A part les eﬀets Nl de l’amplificateur d’émission, l’ensemble des défauts peut être mo-
délisé par un filtre linéaire variant dans le temps Flvt pour chaque couple antenne émis-
sion - antenne réception. Généralement, le bruit de phase est modélisé séparément [53].
1.4 Les techniques de communications
Selon les contraintes imposées par le canal (évanouissements temporels ou pas, sé-
lectivité fréquentielle ou pas, ...) et par l’application visée, plusieurs techniques per-
mettent d’établir des systèmes de communication fiables répondant à la contrainte multi-
utilisateur. Elle repose sur la nécessité de transmettre plusieurs données le plus indépen-
damment possible les unes des autres.
On peut séparer deux grands types de technique, les techniques de multiplexage per-
mettant de transmettre plusieurs données indépendantes dans le même milieu (qu’elles
appartiennent au même utilisateur ou à diﬀérents utilisateurs) et les techniques de di-
versité qui consistent à exploiter plusieurs versions d’une même donnée, ayant subies des
modifications les plus indépendantes possibles, afin de lutter contre les évanouissements
du Rsb. Les techniques de multiplexage doivent intégrer des techniques d’égalisation
lorsque des dégradations sont engendrées par les distorsions du canal (dépendance entre
les données causée par des Ies) afin d’améliorer la qualité de transmission. Les techniques
de détection multi-utilisateurs permettent quant à elles de supprimer au maximum les
Imu. Ces trois techniques (exploitation de la diversité, égalisation et détection multi-
utilisateur) tendent à éliminer le plus possible la sélectivité du canal et les Imu afin de
faire tendre chaque liaison (associée à chaque utilisateur) vers une transmission sur canal
plat à Bbag mono-utilisateur.
Pour des ressources (spectrale, temporelle, et spatiale) équivalentes, les techniques
de diversité tendent à améliorer la qualité de la liaison au prix d’une eﬃcacité spectrale
moindre alors que les techniques de multiplexage tendent à augmenter l’eﬃcacité spectrale
au prix d’une qualité de liaison moindre. Le type de technique utilisé, que ce soit de
multiplexage ou de diversité, dépend étroitement des propriétés du canal de propagation
et de la complexité acceptée dans l’émetteur et le récepteur.
Après avoir défini les dimensions utilisables pour le multiplexage des données, on
introduit les techniques d’étalement de spectre, de multiplexage mono-utilisateur et multi-
utilisateur pour enfin présenter les techniques d’égalisation et de diversité permettant de
lutter contre les distorsions introduites au cours de la transmission, en particulier dans
le milieu de propagation.
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1.4.1 Concepts de base
On utilise pour ces techniques, les domaines de variation oﬀerts par le système et
le milieu de transmission comme axes d’abscisse des fonctions devant être associées aux
données. Dans le cas des communications filaires, seul le domaine temporel (au sens large
comprenant aussi le domaine fréquentiel) est à disposition (le multiplexage par mode
dans les guides d’onde permet, en plus, d’exploiter la dimension polarisation) mais dans
le cas des communications sans fil, la dimension spatiale (au sens large comprenant,
la polarisation, les positions et les directions) devient aussi exploitable par l’emploi de
plusieurs antennes à l’émission et/ou à la réception. Afin de simplifier, on présente les
concepts généraux dans le domaine temporel. Par analogie, ceux-ci sont transposables, au
moins dans leurs principes, au domaine spatial, domaine qui sera traité dans la prochaine
section.
Pour transmettre des données d’une manière indépendante dans un même milieu, il
faut associer aux diﬀérents symboles de la séquence des fonctions orthogonales. L’énergie
de ce type de fonction est généralement localisée dans le domaine temporel, fréquentiel ou
tempo-fréquentiel. Il est aussi possible de définir des fonctions orthogonales dont l’énergie
se superpose dans les deux domaines (fonctions non localisées). Ce dernier type de fonction
constitue la dimension code et sous-entend les techniques de modulation à étalement de
spectre [55]. Dans tous les cas, le nombre de symboles complexes maximal pouvant être
transmis est égal au produit de la durée temporelle utilisée par la largeur de bande utilisée
[22,30]. Il est alors possible de représenter les données complexes d’une séquence à émettre
dans un repère à trois dimensions comme sur la figure 1.4. Dans cet exemple, une largeur
de bande W et une durée T sont exploitées et permettent de transmettre au maximum
18 données complexes. Elles sont dans ce cas multiplexées selon les 3 dimensions, mais
avec des découpages partiels n’utilisant pas les 3 dimensions (temps et fréquence par
exemple), un total de 23 =8 possibilités diﬀérentes de multiplexage sont envisageables
pour transmettre ces 18 données complexes dans une largeur de bande W et sur une
durée T .
Ces diﬀérentes dimensions doivent être partagées entre les techniques d’accès multiple,
les techniques de multiplexage de données et de diversité d’un même utilisateur ainsi
que le duplex (liaison montante et descendante). Si en pratique les données consécutives
(d’un même utilisateur) sont voisines en temps et en fréquence, il reste envisageable de les
entrelacer afin d’éviter les paquets d’erreurs lors de la démodulation sur un canal sélectif.
Notons que certaines modulations comme la Mdf n’utilisent pas seulement les voies en
phase et en quadrature quadrature pour le codage du symbole mais aussi la dimension
fréquentielle et elles diminuent donc les ressources dédiées à la séquence de symboles.
La dimension spatiale oﬀerte par les communications sans fil peut être exploitée par
l’emploi de plusieurs antennes en émission et/ou en réception et il conviendrait d’ajouter 2
dimensions dans la figure 1.4. Le multiplexage spatial des données d’un même utilisateur
nécessite plusieurs antennes en émission et en réception alors que l’exploitation de la
diversité spatiale exige plusieurs antennes sur seulement un des deux sites.
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W
T
W.T=18 (= nombre maximum
               de données complexes
               transmissible)
Fig. 1.4 — Le multiplexage des données avec un signal temporel
1.4.2 L’étalement de spectre
L’étalement de spectre n’est pas seulement une technique de multiplexage dans le
domaine temporel mais aussi une technique de diversité dite implicite. Elle généralise
les modulations temporelles classiques en eﬀectuant un étalement fréquentiel par l’inter-
médiaire d’un code [55]. Sa principale caractéristique réside dans le fait que le produit
de la largeur de bande W occupée par le temps symbole Ts est largement supérieur à
1 et dépend de la longueur du code mais contrairement à la Mf, l’étalement ne dépend
pas des données transmises. C’est cette caractéristique qui explique une eﬃcacité spec-
trale moindre au profit d’un gain de Rsb (gain possible en réception lorsque le code est
connu). Pour cette raison, c’est une technique bien adaptée aux canaux sélectifs et/ou à la
présence de brouilleurs. Sa qualité vis à vis des canaux sélectifs en fréquence à évanouis-
sements temporels vient de la possible exploitation par un récepteur de type Rake [56,57]
de la diversité implicite oﬀerte par les trajets multiples. Le code doit avoir de bonnes
propriétés d’autocorrélation afin d’exploiter au maximum les trajets multiples et d’oﬀrir
le gain maximal de Rsb . On peut citer plusieurs autres avantages tels que la discrétion
ou la cohabitation avec d’autres systèmes dans la même bande. Il est possible d’y asso-
cier n’importe quelle technique de modulation classique numérique ou pas. Ces systèmes
longtemps utilisés exclusivement par les militaires, pour leurs propriétés, sont maintenant
utilisés dans les systèmes commerciaux grand publique .
1.4.3 Les techniques de multiplexage mono-utilisateur
On entend par techniques de multiplexage mono-utilisateur, les techniques permet-
tant de multiplexer les données d’un même utilisateur, ce qui ne les empêche pas d’être
associées à des techniques d’accès multiple.
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Les modulations classiques utilisent naturellement le multiplexage temporel. Pour le
multiplexage des données d’un même utilisateur, cette dimension est évidemment toujours
utilisée, néanmoins, on peut ajouter le multiplexage fréquentiel. Ce type de modulation
est une généralisation des modulations classiques consistant à séparer le flux temporel
de données sur plusieurs porteuses. On les appelle naturellement les modulations multi-
porteuses. Historiquement, ces modulations ont été proposées dans les années 50 afin de
combattre eﬃcacement les évanouissements fréquentiels d’un canal sélectif. Au début, les
spectres de chaque porteuse devaient être disjoints, ce qui diminuait considérablement
l’eﬃcacité spectrale.
En 1966, R.W. Chang, ingénieur aux Laboratoires Bell, mit en évidence les conditions
d’orthogonalité entre les sous-porteuses permettant ainsi le recouvrement des spectres
respectifs (ces conditions sont en fait l’équivalent dans le domaine fréquentiel du critère
de Nyquist). Dès lors, ce multiplexage fréquentiel prit le nom de multiplexage par division
fréquentielle orthogonale (Ofdm pour Orthogonal Frequency Division Multiplex) [58—
60]. Cette technique a démontré toute son importance par sa simplicité de réalisation
numérique notamment avec la Transformée de Fourier Rapide (Tfr). L’avantage de cette
technique réside essentiellement dans la facilité d’égalisation (multiplication complexe
dans le domaine fréquentiel) et dans sa forte eﬃcacité spectrale. Par contre, les variations
temporelles doivent être suﬃsamment lentes afin d’éviter l’interférence entre porteuses
due à l’étalement Doppler. Notons que si la complexité du numérique est moindre, elle
se reporte sur les parties radiofréquences (Rf) d’amplification (sensibilité aux Nl) et de
synchronisation de porteuse.
Récemment des techniques de multiplexage spatial sont à l’étude. Contrairement aux
techniques temporelles, elles nécessitent un canal riche en trajets multiples, c’est à dire un
mauvais canal du point de vue des techniques temporelles ainsi que plusieurs antennes en
émission et plusieurs antennes en réception (Mimo pour Multiple Input Multiple Output).
1.4.4 Les techniques d’accès multiple
Le choix d’une technique d’accès multiple est fortement liée aux contraintes du canal,
aux contraintes matérielles, mais aussi au type de liaison multi-utilisateur, en particulier
à l’aspect synchrone ou asynchrone.
Des trois dimensions représentées sur la figure 1.4 découlent naturellement 3 types
de technique d’accès multiple, la technique d’accès multiple à répartition dans le temps
(Amrt), la technique d’accès multiple à répartition en fréquence (Amrf) et la technique
d’accès multiple à répartition de code (Amrc) [61] basée sur l’étalement de spectre.
L’exploitation du domaine spatial au niveau de la station de base permet aussi de mettre
en oeuvre l’accès multiple par répartition spatiale (Amrs). L’Amrs est basé sur le fait
que plusieurs utilisateurs peuvent être vus sous des angles diﬀérents par la station de
base. Les performances de l’Amrs sont donc tributaires de la position des utilisateurs et
plus exactement de la direction des ondes incidentes associées aux diﬀérents utilisateurs.
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A part l’Amrc qui nécessite une modulation par étalement de spectre, les autres
techniques d’accès multiple, au moins dans leur principe, n’imposent pas une modulation
particulière. Les performances de l’Amrc dépendent essentiellement des propriétés d’in-
tercorrélation des codes associés aux diﬀérents utilisateurs. Il s’agit donc de trouver un
bon compromis entre les propriétés d’autocorrélation (aspect mono-utilisateur) et d’in-
tercorrélation (aspect multi-utilisateur) des codes. Contrairement à l’Amrf et l’Amrt,
les performances de l’Amrc sont forcément dépendantes du facteur de charge, c’est à
dire du nombre d’utilisateurs considéré. A pleine charge (nombre d’utilisateurs égal au
nombre de codes), les techniques Amrc atteignent la même eﬃcacité spectrale que les
autres techniques tout en conservant leurs avantages de diversité oﬀerts par les trajets
multiples, néanmoins le niveau d’interférence devient de plus en plus élevé.
Les systèmes d’accès multiple et plus particulièrement l’Amrc nécessitent l’implé-
mentation de techniques de détection multi-utilisateur [62] afin de lutter eﬃcacement
contre les Imu. Ces Imu sont causées par les cellules voisines (interférences co-canal) et
la dispersion temporelle du canal pour l’Amrt, et la dispersion fréquentielle du canal
(dispersion Doppler) pour l’Amrf. Pour l’Amrc, les Imu sont dues à la perte d’orthogo-
nalité des codes due, en particulier, à la sélectivité du canal et au caractère asynchrone
des communications en voie montante ainsi qu’à l’eﬀet proche/lointain (near/far eﬀect
en anglais).
Les techniques de duplexage des voies montante et descendante se font soit dans le
temps (Tdd pour Time Division Duplex) soit en fréquence (Fdd).
Récemment, les modulations multiporteuses à étalement de spectre ont fait leurs appa-
ritions [63,64]. Elles prennent parties des avantages respectifs de ces deux techniques. Ce
sont les techniques de modulations les plus générales lorsque l’on considère le seul domaine
temporel (utilisation des axes temps, code et fréquence) : les dimensions temporelles et
fréquentielles sont utilisées pour le multiplexage des données d’un même utilisateur alors
que l’axe code est utilisé pour l’accès multiple.
1.4.5 L’égalisation
La traversée du canal de transmission provoque des distorsions fréquentielles et tempo-
relles ainsi que des problèmes de synchronisation qui peuvent altérer l’orthogonalité entre
les fonctions associées aux diﬀérents symboles. Chaque échantillon discret reçu est alors
une combinaison linéaire de plusieurs échantillons émis par un ou plusieurs utilisateurs.
La principale diﬃculté réside alors dans la restauration du message de chaque utilisateur.
L’opération d’égalisation vise à supprimer les Ies et éventuellement les Imu (techniques
d’égalisation multi-utilisateur). Les techniques d’égalisation [54,65,66] dépendent grande-
ment des propriétés du canal, en particulier des caractéristiques des zéros dans la fonction
de transfert et du nombre de symboles d’étalement de la réponse impulsionnelle.
Le récepteur optimal (celui qui minimise la probabilité d’erreur) est basé sur le critère
du maximum à postèriori (Map) qui se traduit par le critère du maximum de vraisem-
blance (Mv) lorsque les symboles émis sont indépendants et identiquement distribués.
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L’algorithme de Viterbi permet d’eﬀectuer l’opération d’égalisation selon ce critère mais
dès que l’étalement (en nombre de symboles) du canal devient trop important son implé-
mentation devient trop complexe et on préfère utiliser des méthodes sous-optimales.
Ces méthodes sous-optimales sont basées sur la notion de filtrage inverse justifiée par
le fait que le canal de transmission agit comme un filtre (généralement linéaire). On peut
alors classer les techniques d’égalisation numérique selon 3 qualités :
- critère utilisé,
- structure de filtrage,
- calcul des paramètres du filtre.
Les deux principaux critères sont le critère du forçage à zéro (Zf pour Zero Forcing)
et le critère de l’erreur quadratique moyenne minimale (Eqmm). Le premier est optimal
dans un canal sans bruit puisqu’il vise seulement à éliminer les Ies (dans un canal bruité,
le bruit peut alors être fortement amplifié), alors que le deuxième critère permet de
minimiser les eﬀets des Ies conjointement à ceux du bruit. D’une manière générale, en
présence de bruit additif, on ne peut pas aﬃrmer théoriquement que le critère Eqmm est
optimal du point de vue de la probabilité d’erreur mais en pratique, il s’avère que plus
l’Eqm est faible plus la probabilité d’erreur l’est. Sous la forme d’un récepteur linéaire,
l’optimisation du critère Eqmm aboutit au filtre de Wiener.
Les structures de filtrage sont de deux grands types, linéaires etNl. En ce qui concerne
les récepteurs linéaires, le filtre utilisé est généralemenent transverse pour des raisons de
stabilité et de simplicité de réalisation. La diﬃculté réside dans le choix de la longueur
de ce filtre puisqu’elle ne dépend pas seulement de la longueur de la réponse du canal de
transmission mais aussi de sa structure (profondeur des zéros par exemple). La deuxième
structure, de type Nl, utilise, en plus de la structure transverse précédent l’organe de
décision, les décisisons préalables sur les symboles à l’aide d’une structure récursive dont
l’entrée est la séquence de symboles estimés. Cet égaliseur est nommé égaliseur à retour
de décision. Il peut entraîner des dégradations importantes notamment lorsque le rapport
signal à bruit est faible (propagation des erreurs au cours du temps). Pour cette raison,
on trouve souvent des méthodes mixtes. L’opération d’égalisation est généralement eﬀec-
tuée après une opération de filtrage adapté (à l’ensemble forme d’onde émise et canal)
ainsi qu’un échantillonnage au rythme symbole. Sachant que cette opération de filtrage
analogique adapté n’est pas aisément réalisable, il est possible d’envisager l’égalisation
conjointement au filtrage adapté en numérique. On parle alors d’égalisation fraction-
née [54]. En eﬀet, l’opération se fait alors à un rythme supérieur au rythme symbole. Le
facteur de suréchantillonnage dépend de la largeur de bande occupée par le filtre de mise
en forme ; ainsi pour un filtre en cosinus surélevé, un facteur de suréchantillonnage de 2
est suﬃsant.
Le calcul des coeﬃcients peut être décrit selon quatre critères. Il peut être direct
(estimation du filtre égaliseur) ou indirect (estimation du canal), adaptatif ou pas. Le
traitement des données peut être séquentiel ou peut se faire par blocs. Enfin, il peut
être itératif (utilisation d’un algorithme de descente) ou singulier (méthode analytique).
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Généralement, du fait du grand nombre de configurations auquel un système de commu-
nication doit faire face (par exemple dans un contexte cellulaire), le calcul est souvent
adaptatif.
Deux grands types d’égalisation sont envisageables : l’égalisation autodidacte (dite
aussi aveugle ou non-supervisée) [66] et l’égalisation supervisée (avec séquence d’appren-
tissage ou séquence pilote) [54]. La première est plus complexe mais permet, en particulier
des débits utiles plus élevés. Historiquement, les techniques autoditactes ont été large-
ment étudiées dans le contexte de la sismologie et de la géophysique. Elles sont basées sur
les propriétés connues de la séquence émise (répartition statistique des symboles, fonction
de mise en forme, propriétés de cyclostationnarité, ...) voire du canal (canal à phase maxi-
male, minimale ou à phase mixte). Les statistiques d’ordre supérieur sont d’une grande
utilité dans le cas de signaux émis non-gaussiens et de canal à phase mixte.
1.4.6 Les techniques de diversité
Les techniques de diversité peuvent être envisagées dans les mêmes domaines que ceux
utilisés pour le multiplexage. Néanmoins, contrairement au multiplexage où on transmet
des symboles indépendants, on cherche, au contraire dans les techniques de diversité, à
transmettre plusieurs versions d’un même symbole ayant subi, dans le milieu, des pertur-
bations les plus indépendantes possibles. La première étude théorique dans le contexte des
communications sans fil remonte à la fin des années 50 [56, 67]. Il existe des techniques
dites explicites (diversité de fréquence, temporelle, d’espace, angulaire, de polarisation
et plus généralement diversité d’antenne) et d’autres dites implicites (exploitation de la
diversité de trajets multiples par le récepteur Rake par exemple) [5,68,69].
Le dimensionnement des techniques de diversité dépend fortement du milieu de pro-
pagation. En ce qui concerne les systèmes à diversité explicite, il faut choisir des distances
(temporelles, fréquentielles et/ou spatiales) entre les diﬀérents signaux de manière à avoir
des versions les plus décorrélées possibles entre elles. La corrélation entre les diﬀérentes
versions issues des diﬀérentes branches de diversité tend à réduire les performances du
système [70—72]. Plusieurs types de combinaisons de ces diﬀérentes versions existent :
combinaison à gain égal, sélection du maximum de puissance, combinaison à gain maxi-
mal. Les méthodes de diversité permettent de réduire la profondeur des évanouissements
et, selon la technique de combinaison, d’augmenter le Rsb. L’amélioration de la qualité
de la liaison dépendra beaucoup du rapport entre les caractéristiques du canal et celles
de la diversité utilisée.
1.5 L’exploitation du domaine spatial dans les systèmes de
communication sans fil
On peut distinguer deux types de réseaux cellulaires sans fil : les réseaux radiomobiles
initialement prévus pour la téléphonie mobile et les réseaux locaux sans fil.
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Dans les réseaux radiomobiles, les terminaux mobiles sont susceptibles d’être en mou-
vement pendant la communication. Ces réseaux sont basés sur des découpages en pico-
micro- et macro-cellules avec des stations de base placées essentiellement à l’extérieur des
bâtiments. Ces réseaux avaient, jusqu’à maintenant, pour principal objectif la transmis-
sion de la parole en temps réel (téléphonie) et la transmission de données à bas débit tels
que les messages texto.
Les réseaux locaux sans fil sont quant à eux prévus pour remplacer certains réseaux
locaux filaires afin de limiter les contraintes liées au câblage et de les rendre plus souples
d’utilisation. Dans ce cas, les stations terminales ne sont généralement pas en mouvement
pendant la communication mais doivent pouvoir être placées à n’importe quel moment,
à n’importe quelle position dans les limites de couverture imposées par le système. Les
variations du canal au cours d’une communication sont alors essentiellement le fait des
mouvements présents dans le milieu de propagation. Les réseaux locaux sans fil sont
basés sur des pico- ou micro-cellules souvent à l’échelle d’un seul bâtiment ou d’un petit
ensemble de bâtiments.
1.5.1 Les besoins
Les demandes actuelles en terme de communication sans fil peuvent se résumer par :
"services de plus en plus divers, nombre d’utilisateurs de plus en plus élevé, environne-
ments d’utilisation de plus en plus hétérogènes avec mobilité possible".
Si auparavant les services se limitaient à la téléphonie et à la transmission de don-
nées à bas débit (texto par exemple), les services actuels et futurs concernent aussi la
transmission de données audio, vidéo et d’une manière générale les données multimédia.
Ceci explique l’augmentation considérable du débit par utilisateur et la convergence vers
un système commun transparent au type de données transmises (systèmes 4-G [73—75]).
Cette augmentation de débit doit aussi s’accompagner d’une qualité de service suﬃsante
(faible probabilité d’erreurs et délai de transmission acceptable) selon l’application visée.
Cette augmentation de débit et de qualité de service implique pour la conception et l’éva-
luation des performances des systèmes de communication des connaissances précises sur
le comportement du canal.
Les systèmes de communication sans fil sont amenés à fonctionner dans tous les envi-
ronnements possibles, c’est à dire dans une ville, à la campagne, en milieu montagneux,
en milieu marin, à l’intérieur ou à l’extérieur des bâtiments, en voiture, en train voire
en avion. Les vitesses de déplacement mises en jeux peuvent être très grandes et les va-
riations du canal assez rapides. La conception des systèmes de communication étant très
dépendante du milieu de propagation, on entrevoit le besoin en terme de caractérisation
et de modélisation du canal de transmission dans toute sorte d’environnement.
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1.5.2 Les contraintes
Les contraintes sont de 4 natures : les contraintes liées à la régulation sur l’utilisation
du spectre radioélectrique, les contraintes naturelles, les contraintes technologiques et les
contraintes de coût ; les deux dernières contraintes étant souvent liées.
Les contraintes liées à la régulation sur l’utilisation du spectre radioélectrique im-
posent des ressources spectrales limitées (cohabitation entre les systèmes) et des puis-
sances d’émission limitées (eﬀets biologiques des Oem en particulier).
Les contraintes technologiques concernent essentiellement la taille et la consommation
des systèmes (surtout pour les terminaux) qui sont eux-même liés à la complexité de calcul
et à la largeur de bande.
Les contraintes de coût sont à prendre en compte et sont étroitement liées aux choix
technologiques permettant d’aboutir au système désiré. Il faut alors chercher des solutions
détenant un bon compromis complexité/performances. La grande tendance actuelle vise
à reporter les diﬃcultés liées aux parties radiofréquences sur les parties numériques.
En plus de ces trois contraintes, le milieu de propagation peut être considéré comme
une contrainte en ce sens qu’il est ce qu’il est et non ce que l’on voudrait qu’il soit (le
système est artificiel alors que le milieu est naturel). L’élaboration d’un système doit tenir
compte des milieux dans lesquels il doit fonctionner.
1.5.3 L’exploitation du domaine spatial
L’augmentation des débits par utilisateur et du nombre d’utilisateurs tout en conser-
vant la qualité de service peut s’envisager de diﬀérentes manières. Tout d’abord, par
l’augmentation de la puissance d’émission. Mais cette solution va à l’encontre du prin-
cipe cellulaire, de la contrainte sur la taille et la capacité des batteries et surtout des
règles de sécurité concernant les eﬀets biologiques du rayonnement électromagnétique.
Il est aussi possible d’augmenter la largeur de bande mais cette alternative dépend
fortement des allocations spectrales attribuées aux diﬀérents systèmes. Certains systèmes
pourraient se servir des bandes millimétriques non encore utilisées, ce qui à ces fréquences
(de l’ordre de 60 GHz) oﬀre des largeurs de bandes de l’ordre du GHz beaucoup plus
grandes qu’aux fréquences actuelles. Dans ce sens, des réseaux locaux à courte distance
fonctionnant à 60 GHz sont actuellement à l’étude [9, 48]. Ils permettraient à l’inté-
rieur d’un bâtiment, vraisemblablement avec une station de base par pièce, d’établir des
communications à plusieurs centaines de Mbit/s. L’Ulb [50] est une autre solution ac-
tuellement à l’étude. Le principe est basé sur l’étalement de spectre : on transmet sur
une bande de fréquence très large avec une très faible Dsp. Grâce à cette très faible
Dsp, ces systèmes pourraient cohabiter avec les systèmes déjà existants et permettre des
débits très élevés (actuellement de l’ordre du Gbit/s). Dans ce type de systèmes, il n’y
a pas de transposition sur fréquence porteuse, le signal temporel composé d’impulsions
de très courte durée est émis directement en bande de base. Ces 2 types de systèmes,
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basés sur l’exploitation d’une grande largeur de bande, sont particulièrement adaptés à
des systèmes fonctionnant avec des petites cellules tels que les réseaux locaux mais pas
au cas des communications radiomobiles devant opérer à l’extérieur des bâtiments. De
plus, il est nécessaire de trouver des solutions pour les normes existantes (Gsm, Is-54,
Is-95, Umts, Hiperlan, ...) dont les gammes de fréquence sont fixées.
En considérant que la largeur de bande allouée est fixée, il est envisageable de réduire
la taille des cellules (augmentation de l’eﬃcacité spectrale par unité de surface), mais
cela nécessite un nombre plus important de stations de base, ce qui est coûteux. Une
autre solution réside dans l’augmentation de la réutilisation spectrale [17] (diminution du
nombre de cellules par motif) mais cela entraîne une augmentation des interférences entre
cellules et donc une baisse de qualité de transmission. Avec la même largeur de bande
et le même nombre de stations de base, il est encore possible d’exploiter d’une manière
plus optimale la dimension spatiale en utilisant plusieurs antennes sur les stations de
base et/ou sur les stations terminales. Ces techniques sont les plus prometteuses car
elles permettent de pallier aux limites de la capacité oﬀerte dans le domaine temporel.
Contrairement aux techniques de communications classiques (n’exploitant que le domaine
temporel), ces techniques utilisent les propriétés intrinsèques du milieu sans fil et ne sont
donc applicables qu’aux communications sans fil. Dans un système filaire, on augmenterait
le nombre de câbles pour augmenter l’eﬃcacité spectrale globale, ce qui revient à une
notion de séparation spatiale de flux tempo-fréquentiels.
L’utilisation d’antennes directives pour minimiser l’eﬀet des interférents et augmenter
le rapport signal à bruit est utilisé depuis le début des communications sans fil fixe à
fixe mono-utilisateur. Dans le contexte cellulaire, de telles antennes sont utilisées afin
de séparer les cellules en plusieurs secteurs angulaires (généralement 3 secteurs de 120◦
ou 4 de 90◦). On peut comparer, par analogie au domaine temporel, cette technique
de séparation spatiale à l’Amrf où le filtre associé à un canal donné est figé. Cette
méthode permet d’augmenter l’eﬃcacité spectrale mais, par son aspect figé, est loin d’une
utilisation optimale du domaine spatial (les positions des terminaux sont au contraire non-
figées dans le contexte radiomobile). On cherche alors à exploiter simultanément plusieurs
signaux issus d’un réseau constitué de plusieurs antennes afin de pouvoir eﬀectuer un
filtrage spatial adaptatif (s’adaptant à la position des terminaux et à la diversité des
conditions de propagation rencontrées).
Dans les paragraphes suivants, on donne tout d’abord les similitudes et diﬀérences
entre les traitements spatiaux et temporels ainsi que le vocabulaire traditionnellement
utilisé dans le contexte du traitement spatial puis, d’une manière historique, les concepts
ainsi que les les techniques spatiales adaptatives ayant été étudiés dans le contexte des
communications sans fil et plus particulièrement dans le contexte des réseaux cellulaires.
1.5.3.1 Traitement temporel et traitement spatial
Les méthodes appliquées dans le domaine spatial par l’intermédiaire de plusieurs an-
tennes mises en réseaux ne sont pas fondamentalement diﬀérentes de celles appliquées
dans le domaine temporel. Le traitement spatial ou spatio-temporel utilise les diﬀérents
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signaux temporels pour aboutir aux mêmes objectifs que dans le domaine temporel, c’est
à dire, dans le contexte des communications numériques, à une estimation correcte des
symboles émis par les diﬀérents utilisateurs. Le traitement spatial permet en plus du
traitement temporel et sous certaines conditions sur la configuration de l’échantillonnage
spatial, d’obtenir des informations de position des terminaux notamment grâce à l’esti-
mation des directions d’arrivée desOem. Les performances ne peuvent être que meilleures
si l’exploitation des signaux reçus se fait dans les deux domaines spatiaux et temporels,
mais avec généralement une complexité supérieure. Les techniques spatiales permettent,
comme les techniques temporelles, de multiplexer les données et de lutter contre les dégra-
dations engendrées par le canal (augmentation du Rsb, limitation des évanouissements
temporels par des techniques de diversité et/ou opérations de réjection d’interférences
telles que les Ies ou les imu).
Les critères d’optimisation adoptés sont généralement basés sur la maximisation du
Rsb pour l’exploitation de la diversité (optimale lorsqu’il n’y a ni Ies ni Imu), la maximi-
sation du rapport signal à interférent Rsi pour l’annulation de signaux interférents issus
d’un même utilisateur et/ou de plusieurs utilisateurs (technique optimale lorsqu’il y a de
l’Ies et/ou de l’Imu mais pas de bruit), ou la maximisation du rapport signal à interférent
plus bruit (Rsib). On retrouve, par exemple, dans la classe des critères de maximisation
du Rsib, le critère de minimisation de l’Eqm, classiquement utilisé lorsqu’une séquence de
référence temporelle est disponible et le critère de variance minimale en sortie lorsque la
structure spatiale est connue [76]. Dans le contexte des communications numériques, il est
aussi possible d’adopter le critère du Map [44] pour l’estimation optimale des symboles
(minimisation de la probabilité d’erreur) à partir des échantillons spatio-temporels.
Les algorithmes et les critères utilisés dépendront de la présence ou non de séquence
pilote, du type de réseau d’antennes utilisé (caractéristiques de l’échantillonnage spatial)
ainsi que des connaissances de la structure spatiale et/ou temporelle de l’émetteur ou du
récepteur. De même, qu’il est possible de considérer une structure temporelle particulière,
il est aussi possible de considérer une structure spatiale particulière. Notons à ce sujet,
que du point de vue des caractéristiques physiques traitées, la fréquence temporelle et le
temps d’une onde sont duaux de la même façon que la direction et la position spatiale
d’une onde le sont.
En fonction des caractéristiques du canal et des réseaux d’antennes considérés, les
techniques spatiales peuvent être séparées en deux grandes catégories : les réseaux dépha-
seurs ou plus généralement réseaux à formation de faisceaux et les réseaux à diversité.
Lorsqu’on parle de réseaux à formation de faisceaux, on suppose une structure spa-
tiale donnée, considérée comme valable et étant explicitement basée sur les phénomènes
physiques, c’est à dire sur la théorie de propagation des ondes, et en particulier, sur la
notion de direction des sources. Le modèle alors utilisé suppose généralement des sources
ponctuelles en nombre inférieure ou égal au nombre d’antennes et des antennes uniformé-
ment réparties et connues, selon une topologie donnée (par exemple, circulaire, linéaire ou
triangulaire) respectant le théorème d’échantillonnage (échantillonnage spatial permet-
tant d’éviter les ambiguïtés angulaires) [77]. Selon que la source ponctuelle est en champ
lointain ou en champ proche, à large bande ou à bande étroite (relativement à l’inverse du
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temps de propagation d’un bout à l’autre du réseau et donc à la dimension du réseau),
4 types de modèles se déduisent [77]. Les techniques de traitement de signal utilisées
sur ce type de réseau sont naturellement appelées formation de faisceaux adaptative. Ce
type de modèles et les techniques associées ont initialement été utilisés et étudiés dans le
contexte du radar et du sonar mais sont maintenant mis en oeuvre dans des applications
assez variées [78].
Lorsqu’on parle de réseaux à diversité, on ne sous-entend pas explicitement de struc-
ture de réseau particulière. De plus on ne considère pas que la source détient une structure
spatiale particulière. Le modèle de vecteur du signal reçu ne présente donc pas une struc-
ture particulière : les signaux issus des diﬀérents capteurs et engendrés par une même
source (un même terminal) sont plus ou moins décorrélés en amplitude et en phase. On
parle alors de traitement par combinaison optimale adaptative et les critères et techniques
sont identiques à ceux classiquement utilisés dans le domaine temporel.
Dans le contexte des communications cellulaires sans fil, la présence d’un grand
nombre de trajets multiples relativement au nombre d’antennes constituant le réseau,
ne permet pas de parler de sources ponctuelles, ce qui justifie généralement un modèle
intermédiaire à ces deux types (entre la parfaite indépendance des signaux issus des dif-
férentes antennes et leur dépendance complète) et des techniques adaptées à ce type
d’application.
1.5.3.2 Les premières études et exploitations du domaine spatial
L’utilisation de plusieurs antennes en réception, permettant de lutter contre les éva-
nouissements temporels en exploitant la diversité spatiale, a été expérimentée dès 1927.
La sélection du récepteur collectant le signal le plus puissant se faisait alors manuellement.
La polarisation pouvait aussi être exploitée pour les liaisons en duplex et en visibilité. Des
études plus poussées sur la diversité de position et de polarisation et leurs implications
sur les systèmes ont commencé à être menées après la seconde guerre mondiale dans les
gammes de fréquence de 3 à 300 MHz [68, 79]. Concernant les systèmes radiomobiles,
les premières études datent du début des années 60 et visent essentiellement à caractéri-
ser la diversité spatiale [68] au niveau de la station de base. Ces études se font dans le
contexte des réseaux à diversité utilisés dans le but de maximiser le Rsb (critère optimal
en mono-utilisateur sur canal plat en fréquence) et de réduire les évanouissements tempo-
rels. L’emploi de tels réseaux à diversité de position et/ou de polarisation, typiquement
à 2 antennes, sur la station de base est largement répandu dans les systèmes cellulaires
actuels.
L’augmentation du nombre d’utilisateurs, pressentie à partir du début des années 80,
entraînèrent, l’étude de nouvelles techniques spatiales dans le contexte cellulaire permet-
tant de prendre en compte les interférences (interférence entre cellules, Imu et/ou Ies)
par des méthodes de séparation de sources (maximisation du Rsib plutôt que du Rsb).
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1.5.3.3 L’étude des réseaux à diversité dans un contexte multi-utilisateur
L’étude des techniques d’antennes adaptatives dans un contexte radiomobile, avec la
prise en compte de l’aspect multi-utilisateur, a commencé au début des années 80 [80—82].
La grande diﬀérence par rapport aux techniques spatiales pour les communications ra-
diomobiles étudiées auparavant [68] réside dans le fait que l’objectif n’est plus seulement
d’améliorer la qualité de la liaison par diversité mais aussi d’augmenter directement l’ef-
ficacité spectrale (maximisation du Rsib plutôt que du Rsb).
Les études théoriques des années 80 ont porté sur les performances et la capacité
obtenues grâce à la combinaison optimale utilisée au niveau de la station de base, dans
un canal plat en fréquence à interférence d’accès multiple, bruité et à évanouissements
de Rayleigh à l’extérieur des bâtiments [80, 81] et à l’intérieur des bâtiments [82]. Dans
ces études, les signaux associés aux diﬀérents utilisateurs et aux diﬀérents capteurs sont
considérés entièrement décorrélés (réseaux à diversité parfaite).
G. Vaughan étudia en 1988, la combinaison optimale avec l’utilisation d’un réseau
d’antennes au niveau de la station mobile. Il donna une interprétation physique en met-
tant en valeur les diﬀérences avec le traitement d’antenne utilisé pour la formation de
faisceau et estima les implications sur la complexité numérique en prenant en compte
diverses méthodes d’adaptation.
Dans les cas décrits précédemment, la séparation des signaux des diﬀérents utilisa-
teurs ne se fait ni exclusivement dans le domaine des positions (chaque capteur reçoit les
signaux de tous les utilisateurs), ni exclusivement dans le domaine angulaire (les spectres
angulaires des signaux associés aux diﬀérents utilisateurs peuvent se chevaucher). Même
si les signaux associés à diﬀérents utilisateurs se superposent dans le domaine des posi-
tions et des directions, la diversité des positions des terminaux et donc l’indépendance
entre leurs canaux respectifs permettent d’obtenir des signatures spatiales (associées aux
diﬀérents terminaux) orthogonales. Ceci peut être comparé, par analogie au domaine
temporel, à l’Amrc qui permet de séparer des signaux se supperposant en temps et en
fréquence. La diﬀérence réside dans le fait que le "code spatial" n’est pas connu à priori
mais dépend des positions spatiales des terminaux ainsi que des propriétés du canal.
En 1994, J.H. Winters démontra théoriquement l’augmentation des performances et
de la capacité obtenues dans un système cellulaire à l’aide de réseaux multicapteurs et des
traitements adéquats [83,84]. Avec N+K antennes, en supposant le modèle précédent de
décorrélation parfaite et de même puissance moyenne entre capteurs et entre utilisateurs,
il est possible de séparer N − 1 utilisateurs et d’obtenir une amélioration de l’ordre de
diversité de K +1 pour chaque utilisateur tant dans le cas sélectif que plat en fréquence.
Ceci est une limite supérieure qui ne peut être atteinte que sous certaines conditions
sur les canaux associés aux diﬀérents utilisateurs. L’impact de la corrélation entre les
évanouissements (les évanouissements aﬀectant les signaux issus des diﬀérentes antennes)
engendrés par le modèle de diﬀusion locale [68,85] sur la technique de combinaison à gain
optimal a été étudié dans [86] : plus la corrélation est élevée (faible dispersion angulaire
et/ou faible écart entre antennes) plus les performances se dégradent, car il devient plus
probable d’obtenir des signatures spatiales corrélées entre utilisateurs et le gain de di-
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versité par utilisateur est réduit. Ces méthodes ne sous-entendent pas explicitement de
référence spatiale comme, par exemple les directions d’arrivée des ondes, mais plutôt une
référence temporelle comme, par exemple, une séquence pilote.
1.5.3.4 L’exploitation de la structure spatiale pour les stations de base des
systèmes cellulaires
Dans les années 60, le traitement adaptatif d’antennes [76—78,87] se développe essen-
tiellement dans un contexte radar et sonar avec des applications dans le domaine militaire,
géophysique (sismologie) ou de la radioastronomie. Les traitements sont généralement ba-
sés sur la direction d’arrivée des Oem ce qui sous-entend le modèle correspondant aux
réseaux à formation de faisceaux. Ces méthodes permettent, en particulier, d’annuler des
interférents et d’augmenter le Rsb par filtrage spatial et plus explicitement angulaire.
L’estimation des paramètres physiques d’une source (direction de la source "vue" par
le réseau par exemple) nécessite, de par la contrainte de taille limitée de certains réseaux,
des approches paramétriques à haute résolution [87—89] plutôt que des approches basées
sur l’analyse de Fourier classique. On retrouve les méthodes spectrales basées sur des
pseudo-spectres comme la méthode de Capon [90] ou la méthode Music [91], les mé-
thodes paramétriques basées sur un modèle de signal paramétrique comme Esprit [92],
les méthodes paramétriques déterministes, basées essentiellement sur le Mv comme l’al-
gorithme Em (Expectation and Maximization) [93]. Ces techniques seront à la base des
techniques d’estimation multidimensionnelle, utilisées dans les systèmes de communica-
tion sans fil et pour le sondage de canal. L’association des techniques d’estimation basées
sur la structure spatiale et des techniques de modulation/démodulation va être large-
ment étudiée dans le contexte des communications cellulaires sans fil à partir du début
des années 90.
L’utilisation d’antennes multifaisceaux (plusieurs antennes directives pointant dans
diﬀérentes directions), dans un environnement de type macro-cellulaire, a initialement
été étudiée à la fin des années 80 [94], en considérant un modèle de source ponctuelle
en champ lointain pour chaque utilisateur ainsi que des interférences entre cellules. La
première étude portant sur l’utilisation d’un réseau linéaire uniforme au niveau de la
station de base, associée à une technique d’estimation paramétrique angulaire, date de
1991 [95]. Dans cette étude, le modèle associé à un terminal n’est ni un modèle de source
ponctuelle en champ lointain (corrélation totale entre les signaux issus des diﬀérents
capteurs et d’un même utilisateur), ni un modèle de décorrélation totale entre les signaux
issus des diﬀérents capteurs, mais un modèle intermédiaire (hypothèse de diﬀusion locale
circulaire autour de la station mobile [68,85]) permettant ainsi d’obtenir une corrélation
plus réaliste. La plupart des modèles utilisés par la suite pour les macro-cellules, sont
basés sur cette hypothèse, qui est justifiée par le fait que les stations de base sont élevées
par rapport aux obstacles dans ce contexte. L’avantage de ce type de modèle réside dans
sa signification physique faisant intervenir explicitement la notion angulaire. La matrice
de corrélation entre les signaux issus des diﬀérents capteurs dépend alors de plusieurs
paramètres physiques tels que le rayon de diﬀusion, la position du terminal relativement
à la station de base et les caractéristiques du réseau d’antennes (géométrie et diagramme
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de rayonnement des antennes). Ce modèle est particulièrement bien adapté à l’étude des
méthodes basées sur l’estimation paramétrique angulaire pour le calcul des pondérations
à appliquer aux signaux issus des diﬀérentes antennes. Ces méthodes basées sur les angles
d’arrivé nécessitent des réseaux, dont les caractéristiques sont connues, avec des antennes
suﬃsamment proches afin d’éviter les ambiguïtés angulaires mais ne nécessitent pas de
séquence pilote pour l’adaptation. On peut parler de méthodes spatiales "aveugles".
Ce modèle de diﬀusion locale nécessita l’étude de nouvelles méthodes de formation de
faisceaux, par rapport à celles développées dans le cas de sources ponctuelles. On peut
citer, dans ce sens, l’étude menée par M. Bengston [96, 97] qui traite de la formation
de faisceaux, avec pour information la direction moyenne et la dispersion angulaire des
sources. Une forme analytique de réponse de réseau à une source diﬀuse à faible dispersion
angulaire, s’appuyant sur un développement en série de Taylor, a été établie et a permis
de développer des méthodes d’estimation fiables des directions moyennes des sources
dans [98—100].
Ce modèle a permis d’eﬀectuer des études plus réalistes des diﬀérentes techniques de
formation de faisceaux adaptatives multi-utilisateurs dans un contexte macro-cellulaire
sans visibilité directe entre le terminal et la station de base. On peut citer, pour exemple,
les références [101—104], où des résultats en terme d’eﬃcacité spectrale et de performances
sont donnés pour diﬀérentes techniques essentiellement dans un contexte GSM. Ces tech-
niques permettent d’augmenter l’eﬃcacité spectrale mais ne permettent pas d’obtenir des
gains de diversité élevés, du fait de la corrélation entre les signaux issus des diﬀérents cap-
teurs (cette corrélation est liée à la proximité des capteurs propre au réseau à formation
de faisceau et à la dispersion angulaire limitée par utilisateur).
On discerne deux grandes techniques spatiales multi-utilisateurs, le filtrage spatial à
annulation d’interférence et l’Amrs. Le filtrage spatial à annulation d’interférence n’aug-
mente pas directement l’eﬃcacité spectrale (l’accès multiple ne repose pas sur le domaine
spatial) mais permet d’améliorer le Rsib. Il peut permettre d’augmenter la couverture,
ce qui peut être un avantage dans les endroits à faible densité d’utilisateurs, de réduire
la puissance émise, de lutter contre les évanouissements, de lutter contre les Ies et les
Imu et/ou de diminuer la probabilité de blocage de la communication [104]. Dans un
système Amrc, il permet de réduire l’eﬀet proche/lointain (near/far eﬀect). L’eﬃcacité
spectrale peut donc être indirectement augmentée par cette méthode en augmentant la
réutilisation spectrale. L’Amrs permet, par contre, d’augmenter directement l’eﬃcacité
spectrale d’un système cellulaire en utilisant la dimension spatiale afin d’augmenter le
nombre de canaux (la densité d’utilisateurs) par station de base. Cette technique est par-
ticulièrement adaptée aux endroits à forte densité d’utilisation. Elle nécessite néanmoins
des changements sur les protocoles d’accès multiples, contrairement au filtrage spatial à
annulation d’interférence.
Les techniques de traitement temporel et de traitement spatial ont naturellement
évolué vers des techniques de traitement conjoint temps-espace [105, 106] dès les années
93-94. On parle alors de filtrage spatio-temporel. Typiquement, ce type de traitement
est envisagé dans les systèmes à large bande (canal sélectif en fréquence) tels que les
systèmes Amrc. On retrouve ainsi le récepteur RAKE-2D [107—114] qui est une extension
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du récepteur RAKE temporel et l’égaliseur spatio-temporel [115—117]. Récemment des
travaux ont porté sur l’utilisation des techniques multi-antennes tant au niveau de la
station de base [118] qu’au niveau du mobile [119] dans le contexte de l’Umts (systèmes
Amrc).
Sur le plan Européen, des projets comme TSUNAMI (I et II) [120—122] ou SUNBEAM
(http://www.project-sunbeam.org/ ) ont permis d’étudier et de vérifier expérimentalement
la faisabilité de techniques de formation de faisceaux pour des systèmes de deuxième
génération (Gsm, Dect, Dcs) et de troisième génération (Umts). On pourra trouver
des synthèses sur l’utilisation des antennes adaptatives et les traitements envisageables
dans un contexte cellulaire dans [88,105,106,123—126].
1.5.3.5 L’exploitation du domaine spatial simultanément en émission et en
réception : systèmes MIMO
Les systèmesMimo dans le contexte actuel des communications sans fil englobent les
systèmes qui utilisent conjointement à l’émission et à la réception un réseau d’antennes.
Les signaux émis et reçus ne sont alors plus seulement variants dans le temps mais aussi
dans l’espace. Ils présentent un intérêt dans les milieux à trajets multiples. Les deux
dimensions utilisées, spatiale et temporelle, doivent alors permettre, au moins avec un
canal favorable, d’augmenter la capacité par utilisateur (création virtuelle de plusieurs
canaux temporels indépendants) par rapport à un système à 1 seule antenne sur chaque
site, utilisant les mêmes ressources spectrale et temporelle. La diﬀérence majeure avec
les systèmes exploitant le domaine spatial sur un seul des deux sites, provient du fait
que les systèmes Mimo peuvent exploiter bénéfiquement les trajets multiples alors que
les autres systèmes cherchent à lutter contre les trajets multiples et leurs eﬀets sur le
système. C’est en particulier pour cette raison que la recherche de modèles de canaux
réalistes est un enjeu encore plus important pour l’étude des systèmes Mimo que pour
les autres systèmes.
Les travaux de J.H. Winter [127] constituent la première analyse théorique de la capa-
cité Mimo dans le contexte des communications sans fil. A partir de 1995, les travaux de
I.E. Telatar [128], de G.J. Foschini et M.J. Gans [129] et de G.G. Raleigh [130] ont permis
de montrer le potentiel de telles techniques en déduisant, du point de vue de la théorie
de l’information, la formule de capacité d’un canal gaussien à évanouissements prenant
en compte la matrice du canal Mimo. Dans [128, 129], le modèle de canal considéré est
une matrice aléatoire gaussienne complexe et de moyenne nulle, reliant les échantillons
spatiaux d’entrée à ceux de sortie, dont les éléments sont indépendants et identique-
ments distribués (Iid). Dans [129], la matrice de canal est connue du récepteur mais pas
de l’émetteur qui ne connait que sa distribution. Dans [130], G.G. Raleigh propose un
système combinant le multiplexage fréquentiel (l’Ofdm) et le multiplexage spatial. En
s’appuyant sur un modèle paramétrique de canal comportant L trajets multiples spécu-
laires décorrélés entre eux, il en déduit que le nombre de flux de données tempo-fréquentiel
est inférieur au minimum entre le nombre d’antennes à l’émission, le nombre d’antennes à
la réception et le nombre de trajets. Ces premiers résultats ont provoqué un engouement
important pour l’étude théorique et pratique des systèmes Mimo.
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Les études théoriques sur la capacité des canauxMimo vont ensuite prendre en compte
des modèles de matrice de canal plus réalistes : moyenne non nulle aboutisssant au canal
de Rice [131], corrélation entre les éléments de la matrice [132—134], variation rapide et
lente au cours du temps [135]. L’étude de l’impact de la corrélation entre les éléments
de la matrice de canal sur la capacité peut s’envisager principalement de deux façons :
les méthodes basées sur la répartition des valeurs propres [132—134] et celles basées sur
la matrice de corrélation du canal [136, 137]. Les méthodes basées sur la matrice de
corrélation du canal permettent en particulier d’obtenir des bornes supérieures de la
capacité d’une manière analytique assez simple, comparées aux méthodes basées sur la
répartition des valeurs propres (qui néanmoins donnent des résultats plus exacts et pas
seulement des bornes supérieures). D’autre part, en plus des contraintes de puissance et
de largeur de bande finies, des contraintes sur le niveau de connaissance de la matrice de
canal par l’émetteur et/ou le récepteur peuvent être prises en compte pour le calcul de
la capacité.
Dans [128, 129, 131], seul le récepteur connait cette matrice alors que dans [135], ni
l’émetteur ni le récepteur ne la connaissent. Dans ce cas, l’allocation de puissance optimale
en entrée correspond à un niveau de puissance égal sur toutes les antennes d’émission (si
toutes les antennes d’émission sont identiques et ont le même gain) et une décorrélation
entre les signaux émis sur les diﬀérentes antennes d’émission, ce qui sous-entend une
matrice de covariance du signal émis proportionnelle à la matrice identité. La capacité
pour une puissance totale émise fixée est alors diﬀérente selon le sens de la liaison lorsque
le nombre d’antennes sur chacun des deux sites d’émission et réception est diﬀérent : elle
est plus grande lorsque l’émetteur détient moins d’antennes que le récepteur que pour le
cas inverse.
Dans [128, 130, 133, 134, 138], l’émetteur et le récepteur connaissent parfaitement la
matrice de canal. La connaissance au niveau des deux sites entraîne une allocation opti-
male de puissance non forcément uniforme à l’émission appelée waterfilling (remplissage
équilibré des modes). Celle-ci est obtenue par maximisation de l’information mutuelle sur
l’ensemble des distributions du vecteur de signal, toujours en imposant une contrainte
de puissance totale finie. Le gain apporté par la connaissance du canal en émission en
terme de capacité est notable pour de faibles Rsb, lorsqu’il y a de la corrélation entre
les éléments de la matrice de canal et/ou dans le cas de la présence d’une composante
prédominante (canal de Rice). A forts Rsb, les capacités avec ou sans connaissance du
canal tendent à être égales. L’étude de la capacité obtenue dans le cas d’un système
Mimo-Ofdm a été eﬀectuée dans [139] et permet de prendre en compte la sélectivité
fréquentielle du canal dans le calcul de la capacité et en particulier sur sa répartition
statistique (capacité de coupure ou outage capacity). L’allocation optimale se fait alors
conjointement dans le domaine spatial et le domaine fréquentiel. Dans [139], il est montré
que la sélectivité fréquentielle participe aussi à l’augmentation de la capacité Mimo en
réduisant les variations de la capacité au cours du temps.
Si la plupart des modèles utilisés pour les premières études théoriques sur la capacité
Mimo sont basés sur une matrice aléatoire gaussienne complexe décrite par sa matrice
de corrélation, d’autres modèles de canaux plus réalistes basés sur des interprétations
physiques vont permettre d’obtenir des formules de capacité plus réalistes et reliées ex-
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plicitement aux caractéristiques physiques du canal et des réseaux d’antennes utilisés.
Ces modèles sont généralement basés sur le modèle géométrique à 2 rebonds (diﬀuseurs
locaux à l’émetteur et diﬀuseurs locaux au récepteur) et sont particulièrement adaptés
à des liaisons extérieures aux bâtiments [140—145]. Ils permettent, en particulier, de gé-
nérer de la corrélation entre les éléments de la matrice du canal mais aussi de mettre
en évidence l’eﬀet "pin-hole" appelé aussi "key-hole" dans [146] (en français, "goulot
d’étranglement"). Notons que dans ces études, les matrices aléatoires ne sont pas gaus-
siennes et ne correspondent donc ni à des répartitions de Rayleigh ni à des répartitions
de Rice sur le module (somme de multiplications de deux variables aléatoires gaussiennes
complexes).
Des études permettant de faire abstraction du type de réseaux d’antennes utilisé
en employant des modèles propres à la propagation des Oem, permettent d’obtenir des
formes analytiques de capacité, où les contraintes de nombre d’antennes en émission et
en réception sont remplacées par des contraintes de volumes occupés en émission et en
réception [147, 148]. Les capacités alors obtenues faisant abstraction du système entier,
c’est à dire tant dans le domaine spatial que temporel, ne peuvent être atteintes que
pour certaines configurations de réseaux d’antennes (géométrie, nombre et diagramme
des antennes...) [147]. Une formule de capacité limite pour des volumes d’émission et
de réception donnés, prenant en compte les propriétés des Oem et de leur propagation,
peut être déduite. De plus, cette capacité peut être déduite pour un canal donné ou sur
l’ensemble des canaux possibles en maximisant l’information mutuelle non seulement sur
tous les signaux d’entrée possibles mais aussi sur toutes les matrices de canal autorisées
par les équations de Maxwell [148]. A partir de ce formalisme physique, il est possible
d’introduire la notion de capacité spatiale en bit/s/Hz/m3 [148] qui permet de placer
le domaine spatial au même rang que le domaine tempo-fréquentiel dans la formule de
capacité.
Des études sur les systèmesMimo dans un contexte cellulaire multi-utilisateur sont re-
portées dans [149—151]. En plus des eﬀets microscopique (répartition de Rayleigh/Rice sur
le module) à petite échelle sont pris en compte les eﬀets macroscopiques à moyenne échelle,
(répartition lognormale de la puissance moyenne) et les pertes de puissance moyenne en
fonction de la distance dans [149, 151]. Des résultats plus généraux, basés sur la théorie
de l’information sont présentés dans [152].
Récemment, la capacité Mimo dans le cas de la norme Umts (canal sélectif en fré-
quence et corrélation entre les éléments de la matrice de canal) a été étudiée [153, 154],
en particulier sur la base de modèles de canaux réalistes en s’appuyant sur des mesures
issues du projet METRA.
Afin de se rapprocher au mieux des performances et de la capacité escomptées avec
les systèmes Mimo, diﬀérentes techniques sont à l’étude. Précisons que les techniques
maximisant la capacité ne sont pas forcémment celles qui maximisent le Teb pour une
eﬃcacité spectrale donnée. Les techniques de codage temps-espace [39, 42], initialement
étudiées par Tarock [155] et Alamouti [156] pour les systèmes Miso (Multiple Input
Single Output), permettent d’exploiter eﬃcacement la diversité spatiale oﬀerte en émis-
sion lorsque la matrice de canal n’est pas connue à l’émission. Ces techniques de codage
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sont facilement applicables au cas Mimo, ce qui permet d’ajouter la diversité oﬀerte par
les diﬀérentes antennes du réseaux de réception. Les techniques de multiplexage spatial,
comme par exemple le système V-BLAST [157], permettent de transmettre plusieurs
flux de données ayant la même ressource tempo-fréquentielle. Le système V-BLAST est
adapté au cas où l’émetteur ne connait pas la matrice du canal. En réception, des tech-
niques adéquates de séparation des flux de données doivent être utilisées. De même que
pour les techniques de séparation multi-utilisateurs, on retrouve des techniques linéaires
ou non-linéaires. L’algorithme V-Blast fonctionne quant à lui sur une séparation succes-
sive des flux en commençant par le plus puissant jusqu’au plus faible. Les méthodes de
multiplexage permettent d’augmenter directement le débit symbole par la création de
sous-canaux, contrairement au codage temps-espace qui lui permet d’améliorer la qualité
et donc permet d’augmenter le nombre d’états de la modulation (augmentation du débit
numérique mais pas du débit symbole). Les techniques doivent être étudiées et choisies
en fonction du type de canal rencontré, de la complexité au niveau de l’émetteur et du
récepteur et évidemment des contraintes imposées par le système en question. Notons à ce
sujet que le volume occupé par les réseaux d’antennes est de moins en moins un problème
lorsque la fréquence porteuse augmente (par exemple à 60 GHz, λ ≈ 5 mm). En particu-
lier, des compromis entre codage (redondance de l’information) et multiplexage spatial
doivent être trouvés [158,159], afin de maximiser l’eﬃcacité spectrale tout en conservant
des performances suﬃsantes.
L’utilisation de réseaux d’antennes simultanément à l’émission et à la réception per-
met de multiplexer plusieurs flux de données ayant les mêmes ressources spectrales et
temporelles (gain en débit maximal de min (M,N) avec M antennes à l’émission et N à
la réception), d’exploiter la diversité oﬀerte par le domaine spatial sur chaque site (gain
de diversité maximal de MN , alors qu’avec M + N antennes sur l’un des deux sites et
une seule antenne sur l’autre site, il n’est que de M +N) et d’augmenter le Rsb par ce
que l’on appelle le gain de réseau [138,160]. Lorsque l’émetteur ne connait pas la matrice
du canal, le réseau d’émission ne participe pas au gain de réseau, ce qui est le cas, par
exemple, des techniques de codage temps-espace.
Actuellement, ces techniques sont à l’étude dans le contexte des normes actuelles telles
que l’Umts ou les réseaux locaux sans fil de type HIPERLAN et IEEE 802.11a,b,c. On
trouvera dans [159] et dans la revue correspondante, un état de l’art récent sur la théorie
et les techniques associées aux systèmes Mimo.
Les techniques spatiales permettent de répondre aux besoins cités précédemment mais
la complexité accrue des systèmes (la multiplication des voies radiofréquences et la puis-
sance de calcul pour les parties numériques), les contraintes de limite volumique (en
particulier des terminaux) et l’adéquation avec les normes actuelles des systèmes sans
fil doivent être prises en compte dans le choix des techniques. De plus, si d’une manière
générale des modèles de canaux réalistes sont indispensables, ceci est d’autant plus vrai
pour l’étude des systèmes exploitant le domaine spatial.
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1.6 Conclusion
Ce chapitre a pour but de présenter une synthèse concernant les communications
sans fil. Nous avons dressé un historique des sujets concernant les communications sans
fil et proposé une synthèse qualitative sur les communications numériques, les techniques
qui s’y rattachent et, plus précisemment, les techniques exploitant le domaine spatial.
Nous nous sommes penchés tant sur l’aspect physique du support de transmission que
sur l’aspect système.
L’historique a permis de mettre en évidence la succession des découvertes théoriques
et des réalisations expérimentales de systèmes de transmission sans fil depuis le 19e`me
siècle jusqu’aux premiers systèmes radiomobiles. Nous avons pu remarquer que si les pre-
miers systèmes de transmission filaire sont apparus suite aux découvertes sur l’électricité
et sur le magnétisme dès le premier quart du 19e`me siècle (télégraphie sans fil), l’idée
de systèmes de transmission sans fil est arrivée à la fin du 19e`me siècle, une vingtaine
d’années après la découverte des Oem. Des expériences de propagation et la mise au
point de systèmes de transmission ont par la suite été conduites pour des applications
de télégraphie et de téléphonie. Le développement de théories régissant les commmuni-
cations commença à partir des années 20, après l’élaboration des premiers systèmes de
transmission opérationnels.
La description d’une chaîne de communication numérique a permis de définir non-
seulement les diﬀérents organes physiques d’une chaîne mais aussi les opérations géné-
ralement eﬀectuées. Le milieu de transmission sans fil et les dégradations qu’il peut en-
gendrer ont été décrits. Nous avons vu que plusieurs définitions du canal de transmission
pouvaient être posées selon le point de vue adopté. Les contraintes imposées à un système
de communications sans fil comme la présence de plusieurs utilisateurs ou les dégrada-
tions engendrées par le milieu nécessitent l’utilisation de techniques de communications
évoluées. Les principales techniques de communications mono et multi-utilisateurs ont
été présentées. Elles sont basées sur les deux concepts de base que sont le multiplexage
des informations et l’exploitation de la diversité (exploitation de la redondance d’infor-
mation).
Les communications sans fil font intervenir une dimension supplémentaire par rapport
aux communications filaires, la dimension spatiale. Cette dimension peut être exploitée
en plus de la dimension temporelle. La dernière partie traite plus spécifiquement de ce
thème et des techniques qui s’y rattachent. Les premières techniques remontant au début
du siècle exploitaient la diversité oﬀerte par la réception de signaux issus de diﬀérentes
antennes. Plus récemment, l’idée de séparer spatialement les utilisateurs par formation de
faisceaux et/ou d’éliminer les interférences, a fait son apparition dans le contexte réseaux
sans fil. Enfin, depuis la fin des années 90, des techniques permettant de transmettre des
informations par l’intermédiaire de signaux spatio-temporels ont fait leurs apparitions.
Ces techniques nécessitent l’utilisation de plusieurs antennes en émission et en réception
et sont connues sous le terme de techniques Mimo.
Chapitre 2
L’étude du canal de transmission
dans le contexte cellulaire
2.1 Introduction
La connaissance du canal de transmission dans un contexte radiomobile est très impor-tante pour le développement des méthodes et des techniques de transmission adaptées
aux réseaux cellulaires. Elle est aussi très diﬃcile à obtenir, du fait de la grande diver-
sité des situations rencontrées. Pour cette raison, on utilise des méthodes statistiques,
tant pour l’analyse que pour la modélisation. L’analyse et la modélisation du canal de
transmission sont basées sur un formalisme mathématique le décrivant, sur les principes
physiques de la propagation des Oem, ainsi que sur les organes d’émission et de réception
tels que les antennes, entrant en interaction avec les Oem. Le canal de transmission est
généralement représenté mathématiquement par un filtre linéaire variant dans le temps.
2.1.1 Les principales approches pour l’étude du canal
Deux grandes approches peuvent être distinguées : l’approche théorique déterministe
nécessitant un maximum de renseignements sur le milieu de propagation (modèle de
terrain) et l’approche expérimentale. L’approche théorique déterministe est basée sur la
théorie physique de la propagation des ondes définie par les équations de Maxwell (réso-
lution numérique par Fdtd par exemple) ou par l’optique géométrique (phénomènes de
réflexion, diﬀusion, réfraction et diﬀraction) basée sur la notion de rayon. L’approche ex-
périmentale nécessite l’utilisation d’un sondeur afin de mesurer le canal de transmission.
Notons que la mesure du canal de transmission est indispensable, en ce sens qu’elle permet
aussi de valider les méthodes théoriques. Comme les méthodes basées sur la mesure du
canal de transmission, la résolution des équations de Maxwell ne fournit pas directement
de signification physique car tous les phénomènes sont pris en compte simultanément. Il
est alors utile d’eﬀectuer des traitements afin de mieux comprendre et discerner les phé-
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nomènes physiques de propagation. Au contraire, les méthodes basées sur l’optique géo-
métrique, faisant intervenir directement des phénomènes physiques dissociés, permettent
de comprendre plus simplement la propagation et sa relation à l’environnement physique.
Ces deux méthodes, théorique et expérimentale, permettent d’obtenir des données dé-
terministes sur le canal de transmission liées à une configuration particulière. Si l’objectif
est de développer un système de communication pour une liaison bien particulière, les
données propres à cette liaison seront très utiles mais, le plus souvent, il s’agit d’étudier et
de mettre au point un système devant s’adapter à un ensemble de configurations plus ou
moins diﬀérentes les unes des autres. Il est alors plus judicieux d’utiliser une caractérisa-
tion et une modélisation statistique à partir des données issues d’un ensemble de mesures
ou d’une méthode théorique préalablement validée. Les modèles déduits sont alors de
type empirique. L’analyse peut également être basée sur un modèle mathématique, géné-
ralement probabiliste, déduit d’un raisonnement physique (comme par exemple le modèle
de Rayleigh sur le module des évanouissements à petite échelle). Ce type de modèle devra
être confronté à des données issues de la mesure et/ou de méthodes théoriques afin de le
vérifier et de le paramétrer. Ces modèles sont importants puisqu’ils peuvent être utilisés,
non seulement dans un contexte de simulation mais aussi dans un contexte d’étude ana-
lytique. Il s’agit dans ce dernier cas de trouver un bon compromis entre réalité physique
et simplicité analytique.
2.1.2 Bref historique
Dans la suite, on s’intéresse à l’historique de l’analyse et de la modélisation du canal
de transmission dans la gamme des micro-ondes (de quelques centaines de MHz à quelques
GHz) et pour des liaisons à courtes distances (au maximum de l’ordre de la dizaine de
kilomètres). On ne s’intéresse pas directement aux méthodes théoriques déterministes ou
aux systèmes de mesure mais aux résultats de propagation qu’ils permettent d’obtenir.
On ne s’intéresse pas non plus aux études concernant les pertes de puissance moyenne
à grande échelle en fonction de la distance. On pourra se reporter pour ce dernier point
à [161—165].
Les changements ayant ponctué l’analyse du canal de transmission concernent les
gammes de fréquence, le type de liaison et milieu de propagation ainsi que les dimen-
sions étudiées (temporelle, fréquentielle, spatiale). La présentation historique ne pouvant
se décliner simultanément selon ces trois critères, les parties principales de ce chapitre
seront séparées arbitrairement selon les dimensions étudiées. L’évolution du type d’étude
du canal de transmission est très liée à l’étude et aux besoins préssentis des systèmes
(d’abord étude à bande étroite, puis utilisation de la diversité spatiale et/ou fréquen-
tielle d’ordre 2, augmentation des largeurs de bande, extension des liaisons radiomobiles
à l’intérieur des bâtiments, exploitation du domaine spatial au niveau de la station de
base pour la formation de faisceaux et enfin les systèmes Mimo). En eﬀet, au début, les
communications radiomobiles étaient dédiées à la téléphonie mobile, ce qui ne nécessitait
qu’une caractérisation à bande étroite. L’idée de transmettre des données numériques à
haut débit et pour un nombre croissant d’utilisateurs entraîna les études du canal à large
bande puis les études précises du canal dans le domaine spatial.
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Six dates ont marqué l’analyse et la modélisation du canal de transmission :
- à partir des années 50 : premières mesures essentiellement à bande étroite en milieu
urbain macrocellulaire (pertes de puissance, répartition statistique des amplitudes
des évanouissements, vérification des lois de Rayleigh et de Rice...),
- à partir des années 60 : mesures et études à bande étroite visant à caractériser les
évanouissements temporels et spatiaux au niveau du mobile (direction d’arrivée au
niveau du mobile, spectre Doppler, fonction de corrélation temporelle et spatiale
au niveau du mobile), prédiction à partir de modèles mathématiques des caracté-
ristiques de la diversité fréquentielle, spatiale au niveau du mobile et au niveau de
la station de base dans des milieux urbains et suburbains macrocellulaires,
- à partir des années 70 : mesures et études à large bande permettant d’étudier simul-
tanément le domaine Doppler (sélectivité temporelle) et le domaine des retards
(sélectivité fréquentielle), études expérimentales de la diversité d’ordre 2 de posi-
tion et de polarisation,
- à partir des années 80 : études de la propagation à l’intérieur des bâtiments,
- à partir des années 90 : études de la propagation dans un contexte microcellulaire,
- à partir de 1994 : études et mesures des directions d’arrivée au niveau de la station de
base et caractérisation/modélisation spatio-temporelle,
- à partir de 2000 : mesures conjointes espace à l’émission et espace à la réception (canaux
de transmission Mimo).
Parallèlement, les bandes de fréquences considérées ont évolué avec le temps en fonc-
tion des normes à l’étude. Il est toutefois possible de noter une augmentation générale
de ces fréquences en passant de la gamme des 400-900 MHz, pour les premières et se-
condes générations, à la gamme des 2 GHz pour les troisièmes génération et récemment
la gammes des 5 GHz et des 17-60 GHz pour les futurs systèmes.
2.2 Les travaux pionniers
Les premières analyses du canal de transmission multitrajets remontent à la fin des an-
nées 40 et concernent essentiellement la distribution statistique de l’amplitude du champ
reçu à petite échelle et à bande étroite. S.O. Rice [166] généralise la distribution de
Rayleigh, en ajoutant à la partie aléatoire une composante déterministe, modélisant phy-
siquement le trajet direct entre l’émetteur et le récepteur lorsque ceux-ci sont en visibilité
(Los pour Line Of Sight). M. Nakagami [167] propose aussi une autre distribution, per-
mettant de prendre en compte une composante prépondérante dans un environnement
diﬀus, qui englobe comme la loi de Rice la distribution de Rayleigh.
Les premières mesures de propagation dans un contexte cellulaire radiomobile ont eu
lieu à New York et remontent à 1950 [168, 169]. Ces mesures à des fréquences allant de
150 à 3700 MHz ont permis de vérifier la loi de Rayleigh sur la distribution de l’amplitude
au cours du temps dans des configurations où émetteur et récepteur sont en non-visibilité
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(Nlos pour Non Line Of Sight). De plus, ces mesures ont montré une diminution de la
puissance moyenne reçue en fonction de la distance plus importante que celle prédite dans
le cas d’une terre plane ainsi qu’une grande dépendance de la puissance à la fréquence. La
composante aléatoire de la puissance moyenne reçue due aux phénomènes de masquage a
été qualitativement mise en évidence. Dans [168], l’analyse à large bande autour de 450
MHz (émission d’impulsions temporelles) a permis de caractériser les trajets multiples.
Il ressort de cette étude que plus les retards des trajets sont élevés, moins la présence
de trajets est probable, ce qui va en faveur de la loi de répartition exponentielle décrois-
sante souvent utilisée dans ce contexte. Ces études sont le point de départ des analyses
extensives du canal de transmission dans des environnements urbains puis à l’intérieur
des bâtiments.
2.3 Les études sur les évanouissements temporels et le spectre
Doppler
Les premiers systèmes utilisés étant à bande étroite (téléphonie mobile analogique) par
rapport à la bande de cohérence des canaux rencontrés en pratique, la plupart des études
de propragation ont, entre 1960 et 1970, porté sur les évanouissements temporels à bande
étroite (direction d’arrivée des ondes au niveau du mobile, spectre Doppler, fonction
de corrélation). Notons que ces études permettent de caractériser les évanouissements
spatiaux au niveau du mobile puisqu’elles considèrent que les évanouissements temporels
sont causés par le mouvement du mobile.
En ce qui concerne la répartition de l’amplitude du champ reçu sur de petites zones,
des mesures en environnement suburbain/rural ont confirmé l’adéquation du modèle de
distribution de Rayleigh dans la grande majorité des cas, à des fréquences comprises entre
50 et 300 MHz dans [170], à 836 MHz et 11200 MHz, dans [171]. Dans certains cas, en
particulier dans le cas Los, la loi de Rice est mieux adaptée.
Les principales mesures, ayant conduit à une caractérisation à l’ordre 2 des évanouis-
sements temporels, ont été eﬀectuées par J.F. Ossanna [172] pour l’étude du spectre
Doppler et de la corrélation entre deux porteuses espacées de 0.1 à 2 MHz autour de
860 MHz et par W.C.Y. Lee pour l’étude de la corrélation temporelle et de l’influence
d’antennes directives au niveau du mobile à 836 MHz [173]. Il apparaît que les antennes
directives tendent à diminuer la durée moyenne des évanouissements, ce qui confirme les
études théoriques.
Le premier modèle mathématique de spectre Doppler a été proposé par J.F. Ossanna
en 1964 [172]. Il est basé sur la réception par le mobile d’un ensemble d’ondes planes
ayant subi des réflexions spéculaires sur les parois des bâtiments l’environnant et d’une
onde plane correspondant au trajet direct. La confrontation de ce modèle à des mesures
eﬀectuées en milieu suburbain a montré qu’il n’était pas très adéquat pour les basses
fréquences du spectre Doppler.
2.3 Les études sur les évanouissements temporels et le spectre Doppler 51
Des généralisations de ce modèle au cas de réflexions diﬀuses ont été proposées suc-
cessivement par E.N. Gilbert [174], puis par R.H. Clarkes [175]. La notion de densité de
probabilité des angles et des amplitudes des composantes a été introduite. Ce modèle
a permis d’étudier l’autocorrélation temporelle des évanouissements en fonction des an-
tennes utilisées au mobile. Le spectre angulaire considéré est un spectre uniforme dans
le plan horizontal. A partir de ce modèle, la corrélation entre signaux à diﬀérentes fré-
quences a pu être calculée et confrontée aux mesures de J.F. Ossanna [172] et de W.R.
Young [168]. A partir d’un modèle plus général ne considérant pas forcément une somme
d’ondes planes, mais plutôt un spectre de puissance en fonction des angles, M.J. Gans a
étudié l’impact de son modèle sur la corrélation temporelle, spatiale au niveau du mobile
mais aussi spatiale au niveau de la station de base [176].
Ces modèles de diﬀusion locale autour du mobile ont été déduits de considérations
physiques puis confrontés à des mesures. Néanmoins, certaines mesures ne présentent pas
les propriétés prédites par ce type de modèle. En eﬀet, si ce modèle est valide à grande
échelle, les ondes ne sont pas forcément uniformément réparties pour une zone locale don-
née [177—179]. Dans [178], les mesures d’angle d’arrivée au niveau du mobile montrent que
3 ou 4 trajets prédominants, pouvant facilement être prédits par l’optique géométrique
(réflexions sur les bâtiments), arrivent en supplément à la diﬀusion circulairement uni-
forme. Afin d’obtenir une forme analytique plus souple du spectre de puissance Doppler
et de la fonction de corrélation pour un déplacement linéaire, une distribution anisotro-
pique du spectre angulaire, appelée distribution de Von Mises, a été proposée dans [179].
Des mesures ont démontré sa bonne adéquation et les deux paramètres (3 lorsqu’on uti-
lise la superposition de la distribution de Von Mises et la distribution uniforme) ont été
estimés [179]. D’autre part, le modèle de Clarkes ne prend en compte que la propagation
dans le plan azimutal. A ce sujet, W.C.Y Lee a montré expérimentalement que les ondes
arrivaient avec une certaine élévation, inférieure à 16◦ dans [180], plus grande en envi-
ronnement urbain que suburbain [181]. Dans ce contexte, des modèles mathématiques de
spectre Doppler en milieu urbain, prenant en compte la propagation dans les trois dimen-
sions spatiales (3D), sont développés par la suite [182—184]. Ces modèles ont été construits
sur la base d’un raisonnement physique, mais aussi dans le but d’obtenir un traitement
analytique suﬃsamment simple afin de permettre le calcul du spectre Doppler et de la
fonction de corrélation temporelle associés aux évanouissements temporels. Notons que
les modèles 3D permettent aussi de calculer la corrélation entre plusieurs antennes placées
dans le plan vertical et plus généralement séparées dans l’espace 3D [183].
La plupart des études admettant comme hypothèse une propagation dans le plan ho-
rizontal ont été présentées dans l’ouvrage de Jakes [68]. Dans [47, 181, 183], on retrouve
quelques études faisant intervenir la propagation dans les 3 dimensions au niveau du
mobile. Ces études ont permis d’analyser l’influence du canal de transmission sur les
signaux bande étroite après détection d’enveloppe ou sur les signaux modulés en fré-
quence [68,176] dans diﬀérentes configurations (avec diﬀérentes techniques de diversité).
L’intérêt se portait alors essentiellement sur des techniques de diversité (spatiale ou fré-
quentielle). L’ordre de diversité envisagé étant généralement de deux, la modélisation ne
nécessitait pas une grande précision, c’est à dire pas la nécessité de considérer explicite-
ment des trajets multiples discriminables. La forme des profils de puissance n’était que
52 L’étude du canal de transmission dans le contexte cellulaire
peu importante et c’était plutôt l’étalement (des retards, angulaire) qu’il était important
de connaître.
2.4 Les études expérimentales dans le contexte de la diver-
sité spatiale
Les études sur la diversité spatiale présupposent généralement deux branches de diver-
sité. Les signaux sont issus de deux antennes positionnées diﬀéremment, pointant dans
diﬀérentes directions, de polarisations diﬀférentes et/ou de diagrammes diﬀérents. Les
études sont généralement faites à bande étroite. Le gain de diversité se caractérise par la
comparaison des fonctions de répartitions de l’enveloppe (ou de certains de ses paramètres
comme les quantiles à n % souvent avec n = 90 et/ou 99) selon le nombre de branches
utilisées et la combinaison utilisée. Une étude plus précise pouvant être utile à la carac-
térisation et à la modélisation consiste à considérer la corrélation entre les amplitudes
issues des diﬀérentes branches et le rapport des puissances moyennes entre les signaux
issus des diﬀérentes branches. Rappelons que les études expérimentales et théoriques sur
le spectre Doppler permettent aussi d’examiner la diversité spatiale au niveau du mobile.
Quelques mesures de propagation datant de 1972 [185] avaient déjà montré que les
deux polarisations, verticale et horizontale, permettaient de recevoir des signaux assez
décorrélés au niveau du mobile. L’étude théorique de la corrélation spatiale (de position
selon une ligne dans le plan horizontal), au niveau d’une station de base en milieu urbain
macrocellulaire, a commencé avec les travaux de [68, 176]. Les premières études expéri-
mentales de corrélation spatiale au niveau de la station de base remontent à 1973 [186].
Dans cette étude, W.C.Y. Lee a confronté un modèle de diﬀusion locale circulairement
uniforme autour du mobile à des mesures de diversité d’espace au niveau de la station de
base, ce qui a permis d’estimer le rayon de la zone de diﬀusion (celle-ci pouvant être aussi
estimée à partir de l’étalement des retards [68]). En 1977, W.C.Y. Lee eﬀectue une étude
du même type mais en fonction de la hauteur du site de station de base : plus le site est
haut, plus les antennes doivent être écartées pour conserver une même corrélation entre
signaux. Durant les années 80, des mesures portant sur la corrélation spatiale au niveau
de la station de base permettront dans [187] de montrer qu’un spectre angulaire gaussien
dans le plan azimutal est bien adapté. Dans [188], des résultats concernant la corrélation
dans le plan vertical sont donnés. Des résultats de ce type, à 1,9 GHz en environnement
urbain et suburbain [189], avec un grand réseau d’antennes (8 m), montrent que la dis-
tance de cohérence dans le plan horizontal est plus petite que celle obtenue dans le plan
vertical.
L’impact de l’orientation aléatoire de l’antenne d’un mobile portable a été étudié par
D.C. Cox en 1986 [190]. L’étude est basée sur des mesures à 800 MHz en environnement
suburbain avec l’émetteur (représentant le mobile) à diﬀérentes positions autour de 8
maisons et à l’intérieur de 2 grands centres commerciaux et le récepteur (représentant la
station de base) à l’extérieur des bâtiments. Ces études ont montré que la puissance des
signaux reçus est à peu près équivalente sur les deux polarisations, horizontale et verticale
[190]. Ces résultats signifient que l’orientation aléatoire des mobiles portables ne cause pas
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de dégradation sur la transmission. L’étude de la corrélation entre les deux composantes
de polarisation pour cette campagne de mesure est présentée par S.A. Bergmann dans
[191]. Elle a montré que l’utilisation de la diversité de polarisation au niveau du mobile
permettait dans le cas Los, de lutter contre l’eﬀet de l’orientation aléatoire et dans le
cas Nlos de lutter, en plus, contre les évanouissements temporels.
Au contraire, les études [192,193] portent sur la caractérisation de la polarisation au
niveau de la station de base dans des environnements urbains et suburbains à 900 et
450 MHz. Dans [192], les antennes sont polarisées à +/- 45◦ et les résultats montrent
des niveaux de puissance assez similaires et une corrélation assez élevée. Dans [193], les
antennes sont polarisées horizontalement et verticalement. La puissance moyenne reçue
en polarisation verticale est plus grande que celle reçue en polarisation horizontale (7
dB de diﬀérence en milieu urbain et 12 dB en milieu suburbain) tandis que les signaux
issus des deux polarisations sont décorrélés. Il existe un compromis entre un rapport des
puissances moyennes se rapprochant de 1 et un niveau de corrélation se rapprochant de
0 [193]. Les résultats des deux études vont dans le même sens et la diﬀérence apparente
ne vient que de la rotation de 45◦ des deux dipoles orthogonaux.
Au début des années 90, des études ont porté sur la comparaison entre diﬀérents
types de diversité. En particulier, une comparaison entre la diversité de position (0,75 à 2
longueurs d’onde de séparation), de polarisation (verticale et horizontale) et de fréquence
(entre 1 et 20 MHz de séparation) à l’intérieur des bâtiments et à 900 MHz, est menée
dans [194]. La décorrélation est obtenue pour une séparation fréquentielle de 5 à 10 MHz,
pour une séparation de 0,75 longueur d’onde. La diversité de polarisation étant aussi
performante que les deux autres (pour les séparations spécifiées), elle sera préférée à la
diversité de position pour son économie de place et à la diversité fréquentielle pour son
économie de largeur de bande occupée. Dans [195], une étude avec quatre branches de
diversité, dans les domaines fréquentiel et spatial (deux fréquences diﬀérentes et deux
positions diﬀérentes) à l’intérieur des bâtiments à 1,75 GHz, montre qu’il est possible
d’obtenir des résultats similaires à ceux obtenus avec quatre branches indépendantes
pour un écart supérieur à 0,25 longueur d’onde en espace et à 5 MHz en fréquence.
Récemment, des études du même type ont été eﬀectuées mais dans la gamme des 2
GHz [196,197]. Dans [196], une comparaison entre la diversité de position et de polarisa-
tion au niveau de la station de base (deux antennes) en environnement urbain, suburbain,
rural et sur autoroute, est présentée. A partir des mesures, une relation empirique entre
gain de diversité, corrélation entre les enveloppes de chacun des deux signaux et diﬀé-
rence de puissance sur chacune des branches, est proposée pour diﬀérentes techniques de
combinaison. Dans [198], des mesures à 850 MHz en milieu urbain et rural permettent de
caractériser les gains de diversité dans 3 cas diﬀérents de diversité spatiale et angulaire.
Dans un cas, il y a 12 faiseaux de 15◦ d’ouverture chacun, dans l’autre, il y a 24 faisceaux
de 30◦ et dans le dernier cas, deux antennes ayant une ouverture de 92◦ sont espacées de
10 longueurs d’onde et placées sur chacun des 3 secteurs de 120◦. Cette étude, montre
qu’avec une méthode de réception par sélection de la branche la plus puissante, les per-
formances en diversité angulaire sont équivalentes à celles en diversité spatiale dans le
cas urbain mais moins bonnes dans le cas rural. Cela provient du fait que la dispersion
angulaire est plus faible et le coeﬃcient de Rice plus grand en milieu rural. Dans [199],
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une comparaison du même type (diversité de polarisation, de position et de direction), sur
une station de base en milieu urbain à 900 MHz, montre que la diversité de polarisation
est plus eﬃcace que les autres lorsque l’orientation du mobile portable est aléatoire et
en particulier lorsque la polarisation de son antenne est horizontale. Des mesures à 1920
MHz en environnement suburbain avec 4 antennes (largeur du réseau de 10 longueurs
d’onde) sont menées dans [200]. Des études sur plusieurs bandes de fréquence (19,6 kHz
jusqu’à 10 MHz) permettent de montrer que le gain apporté par la diversité spatiale est
d’autant moins élevé que la largeur de bande est élevée.
Dans [197], les auteurs dressent une comparaison des diversités de position, de po-
larisation et de diagramme (diversité angulaire) au niveau d’un mobile portable dans
des environnements urbain, suburbain, rural et à l’intérieur des bâtiments. Ces études
montrent des améliorations notables pour toutes les formes de diversité avec des dis-
tances entre éléments pour la diversité de position pouvant être de l’ordre du dixième de
longueur d’onde.
Des études visant à caractériser simultanément la polarisation à l’émission et à la
réception (matrice de polarisation liant les composantes verticales et horizontales d’émis-
sion et de réception) ont été entreprises en 1999 par T. Neubauer et P.C.F. Eggers dans
une rue et dans un couloir à une fréquence de 1900 MHz [201]. Les corrélations entre
les niveaux de puissance des diﬀérents éléments de la matrice de transfert sont toutes
inférieures à 0.5 et même à 0.2 dans la rue. La puissance transmise en polarisation verti-
cale est plus grande que celle transmise en polarisation horizontale et les composantes de
polarisation croisée (verticale vers horizontale et vice versa) sont de même niveau moyen.
Des études du même type ont été faites en forêt à 400 et 1900 MHz dans [202] et dans des
bâtiments à 1.95 GHz dans [203]. Les résultats de mesures sont confrontés à un modèle
basé sur la méthode des images dans [203].
Dans [204], des mesures avec une antenne à trois polarisations orthogonales montrent
que cette dernière permet d’obtenir une amélioration notable par rapport à une antenne
à double polarisation.
2.5 Les études à large bande
Les études dites à large bande permettent d’obtenir une description, généralement
statistique, de la réponse impulsionnelle (Ri). Le terme large bande signifie, donc dans
ce contexte, que la largeur de bande du signal transmis permet de mettre en évidence
la sélectivité en fréquence et donc les trajets multiples dans le domaine des retards (la
largeur de bande est supérieure à la bande de cohérence du canal contrairement aux cas
précédents à bande étroite). Du point de vue de la mesure, cela revient à sonder le canal
non pas avec une porteuse pure mais avec une impulsion temporelle ou plus généralement
avec un signal dont la fonction de corrélation temporelle laisse apparaître des impulsions
dont la durée est inférieure à l’étalement des retards du milieu considéré.
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L’étalement des retards dans un environnement urbain étant assez important (entre
1 et 10 µs généralement), l’utilisation de largeur de bande de l’ordre du MHz et plus
permettent de discriminer plusieurs trajets dans le domaine des retards (en pratique la
largeur de bande utilisée dans ce cas est de l’ordre de la dizaine de MHz). Par contre, à
l’intérieur des bâtiment, l’étalement des retards étant beaucoup plus faible (de 100 ns à 1
µs généralement), il faudra une largeur de bande au moins supérieure à 10 MHz afin de
pouvoir discriminer plusieurs trajets dans le domaine des retards (en pratique les largeurs
de bande sont souvent aux alentours de la centaine de MHz). Cette nécessité de bande
supérieure va aussi de pair avec le fait que les systèmes de communication fonctionnant
à l’intérieur des bâtiments peuvent utiliser des largeurs de bande supérieures à celles des
systèmes prévus pour l’extérieur des bâtiments.
Rappelons que les premières mesures à large bande, permettant de mettre en évidence
les trajets dans le domaine des retards dans un contexte radiomobile en milieu suburbain,
datent de 1950, mais que ces mesures ont plutôt servi à mettre en évidence les phénomènes
d’un point de vu qualitatif. La première formulation mathématique d’un modèle de canal
paramétrique faisant intervenir explicitement la notion de trajets discriminés dans le
domaine des retards est proposée dans [205]. Les paramètres d’amplitude, de phase et de
retard associés aux trajets sont, dans ce modèle, considérés comme des variables aléatoires
qu’il est nécessaire de caractériser. Il sera largement utilisé par la suite et servira de base
à beaucoup d’études sur le canal de transmission.
Les premières liaisons étudiées sont les liaisons correspondant aux macrocellules ca-
ractérisées par une station de base au moins au-dessus du niveau (moyen) des toits et
pouvant couvrir des distances pouvant aller jusqu’à 20 km. en milieu rural. La plupart
des études ont porté sur le milieu urbain et suburbain du fait de la relative simplicité
du milieu rural. Des études de propagation à l’intérieur des bâtiments, dans le contexte
des réseaux locaux sans fil et de la réception par un téléphone mobile à l’intérieur des
bâtiments, ont été menées à partir du début des années 80. L’augmentation du nombre
d’utilisateurs nécessita l’étude de propagation pour des microcellules à partir des années
90 où, contrairement aux macrocellules, l’antenne de station de base est en dessous du ni-
veau des toits. Les réseaux locaux de distribution sans fil caractérisés par des liaisons fixe
à fixe, généralement en visibilité et avec des antennes directives ont fait leurs apparitions
dans le courant des années 90 [206].
2.5.1 Les macrocellules
On s’intéresse dans ce paragraphe aux premières études large bande durant les années
70, c’est à dire aux études en milieu urbain extérieur aux bâtiments.
Les premières campagnes de mesures extensives à large bande ayant permis une ana-
lyse précise de la propagation datent de 1972. D.C. Cox a eﬀectué des mesures à 910
MHz [207, 208] dans les villes de New Jersey et New-York alors que G.L. Turin a ef-
fectué des mesures à 488, 1280 et 2920 MHz dans les villes de San Fransisco, Oakland
et Berkeley [209]. En angleterre, A.S. Bajwa a eﬀectué des mesures à Birmingham en
environnement urbain et suburbain à la fin des années 70 [210,211].
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Les mesures de G.L. Turin ont permis d’aboutir à des modèles de plus en plus réa-
listes [209, 212, 213]. Ils sont basés sur l’analyse statistique de la Ri et plus exactement
de la forme paramétrique donnée dans [205]. Ces mesures permettent d’analyser les dé-
pendances entre les paramètres des trajets à un même instant, mais aussi la dépendance
des paramètres d’un même trajet à des instants diﬀérents. Dans [209], il apparaît que le
processus de Poisson, déduit d’une répartition entièrement aléatoire des diﬀuseurs dans
la zone spatiale de propagation, pour la distribution des retards n’est pas très adéquat.
Une justification physique possible réside dans le fait que les diﬀuseurs sont généralement
regroupés dans l’espace, ce qui engendre aussi des regroupements de trajets dans le do-
maine des retards et cause ainsi une certaine dépendance entre les retards de certains
trajets. Un modèle basé sur une loi de Poisson modifiée est étudié dans [212] et sera
adapté pour la simulation du canal dans [213]. Il apparaît que la puissance des trajets
suit une répartition lognormale (ce qui peut s’expliquer par le fait que les statistiques
sont étudiées sur des zones géographiques assez grandes au niveau du mobile) dont la
moyenne diminue avec l’augmentation des retards et qu’elles sont assez corrélées pour
deux trajets consécutifs (ce qui peut montrer la proximité des diﬀuseurs engendrant ces
deux trajets). La corrélation des paramètres en fonction du temps a été modélisée par
une loi exponentielle décroissante dans [212,213]. Dans [213], le modèle sera amélioré et
adapté à la simulation par ordinateur de la Ri et de sa variation au cours du temps.
Alors que les études basées sur les mesures de G.L. Turin [209] sont basées sur une
vision dans les domaines temps absolu-temps de retard, les études basées sur les mesures
de D.C. Cox [207, 208] et de [210, 211] sont basées sur une caractérisation simultanée
dans les domaines retards-Doppler, c’est à dire sur la fonction de diﬀusion du canal
[10]. Ces auteurs ont confirmé que le canal pouvait être considéré comme Wssus (Wide
Sense Stationnary and Uncorrelated Scattering) sur des zones suﬃsamment petites. Cette
caractérisation permet d’obtenir une description entièrement basée sur la notion de trajets
multiples, en étudiant conjointement les statistiques à grande échelle géographique des
paramètres d’amplitude, de phase, de retard mais aussi de décalage Doppler associés aux
trajets. Il apparaît des diﬀérences notables entre les mesures de D.C. Cox eﬀectuées à New-
York et celles de A.S. Bajwa eﬀectuées à Birmingham. Elles sont probablement liées à la
grande diﬀérence structurelle des deux villes. Notons que l’approche basée sur la fonction
de diﬀusion retard-Doppler permet la discrimination d’un plus grand nombre de trajets
que l’approche basée sur des séquences de Ri du fait de la dimension supplémentaire
utilisée (la dimension Doppler).
En France, des mesures à large bande eﬀectuées à Rennes [2, 214] ont permis de ca-
ractériser la fonction de diﬀusion Retard-Doppler pour cette ville par une approche du
même type que celle de Bajwa. Elles ont permis d’interpréter physiquement et géométri-
quement la fonction de diﬀusion et ainsi mettre en évidence certaines relations entre cette
dernière et l’environnement physique, en particulier avec les bâtiments environnants le
mobile. Ces études ont abouti à un modèle de canal prenant en compte l’environnement
du mobile et permettant ainsi de prédire la fonction de diﬀusion pour une configuration
donnée [2,215]. Ce modèle est une extension du modèle de A.S. Bajwa [216] permettant
de prendre en compte la surface des bâtiments (et pas seulement leurs extensions dans
le plan azimutal) par l’introduction de la surface équivalente radar pour le calcul des co-
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eﬃcients de réflexion. D’autres mesures de propagation dans diﬀérentes villes françaises
ont été eﬀectuées durant les années 80 [2].
Du point de vue européen, le premier groupe de travail du projet COST207 [161] a
eu pour objectif l’étude du canal de transmission pour des applications GSM à l’exté-
rieur des bâtiments dans divers environnements (milieu urbain, suburbain et rural). Des
modèles de fonction de diﬀusion retard-Doppler (modèles Wssus) ont été établis. Les
principaux résultats montrent que le spectre des retards est assez bien décrit par une
fonction exponentielle décroissante ou une double loi exponentielle pour les milieux ur-
bains irréguliers. Le spectre Doppler est bien modélisé par le spectre classique (spectre
de Clarkes) pour de faibles retards mais un spectre gaussien est mieux adapté pour les
retards élevés (spectre angulaire anisotropique au niveau du mobile). Plus tard, le projet
COST231 [162] a étendu les études de propagation à des fréquences dans la bande des 2
GHz, en particulier, pour le DECT, le DCS et l’UMTS.
Si beaucoup de modèles ont été établis à partir de campagnes de mesures, il existe aussi
des modèles de canaux basés sur les raisonnements physiques de propagation [217, 218].
Ces modèles s’appuient sur une analyse géométrique à un seul rebond et sur les propriétés
spatiales et électromagnétiques des diﬀuseurs. Le travail présenté dans [217], permet de
développer les grandes propriétés du modèle sur des arguments physiques et d’adapter
ses paramètres à des mesures de fonction de diﬀusion retard-Doppler. Dans [218], une
forme analytique générale de la fonction de diﬀusion est proposée sur la base d’un champ
de diﬀuseurs poissonien.
Dans [219], un modèle statistique, reliant la dispersion des retards et les pertes de
puissance moyenne et ces deux paramètres en fonction de la distance, a été établi à partir
d’un grand nombre de campagnes de mesures dans des environnements de type urbain,
suburbain et rural. Les deux paramètres sont de répartition lognormale et leur moyenne
augmente avec la distance de séparation entre l’émetteur et le récepteur. Concernant
l’étalement des retards (diﬀérence entre le retard maximal et le retard minimal), une loi
de répartition basée sur une analyse théorique est proposée et semble bien correspondre
aux mesures. Cette loi de répartition est paramétrée par sa moyenne et son écart-type.
Récemment, un modèle synthétique gaussienWssus a été proposé [220]. Sa principale
caractéristique est de modéliser le spectre Doppler d’une manière plus réaliste que les
modèles synthétiques normalisés puisque chaque trajet détient son propre spectre Doppler
qui est réprésenté par une série de 4 coeﬃcients complexes décrivant un filtre autorégressif.
Ces modèles considèrent entre 1 et 8 trajets selon l’environnement modélisé (rural, urbain
et suburbain).
2.5.2 L’intérieur des bâtiments
Les études de propagation sur le milieu indoor ont commencé au début des années 80
avec l’étude des pertes de puissance, dans le cas de pénétration de l’extérieur à l’intérieur
des bâtiments par D.C. Cox et al. [221,222] et dans le cas où émetteur et récepteur sont
tous les deux situés à l’intérieur d’un bâtiment par S.E. Alexander [223].
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Les premières mesures à large bande à l’intérieur des bâtiments ont été eﬀectuées
dans deux bâtiments de tailles diﬀérentes des laboratoires AT&T Bell Labs par D.M.J.
Devasirvatham à 850 MHz [224, 225]. Une comparaison des dispersions des retards et
de leurs dépendances aux pertes de puissance moyenne entre les deux bâtiments est
donnée dans [225]. Dans les deux bâtiments, il apparaît que plus les valeurs de pertes de
puissance sont élevées, plus les dispersions des retards ont tendance à être élevées. Des
études du même type mais dans des environnements de type industriels sont reportées
dans [226—228].
Afin d’obtenir un modèle du canal de transmission à large bande, il ne faut pas seule-
ment caractériser les dispersions des retards mais aussi la forme des Ri. On essaye alors
de caractériser statistiquement la forme des Ri sur un ensemble représentatif de posi-
tions du couple émetteur-récepteur dans le bâtiment ou la zone d’étude. Généralement,
la phase des Ri n’est pas mesurée du fait de l’utilisation d’une détection d’enveloppe des
impulsions émises et elle est donc considérée comme uniformément répartie sur [0, 2π[.
La forme analytique de Ri utilisée dans [229—233] est celle proposée par Turin dans
[205]. Il s’agit alors de modéliser statistiquement les retards, amplitudes et phases des
trajets. Les mesures utilisées dans [231,232] proviennent de la même campagne que dans
[226,227].
Les études de propagation à l’intérieur des bâtiments portent principalement sur deux
types de milieu, le milieu bureautique [229,230,233] et le milieu industriel [230—232]. Dans
la plupart de ces mesures, des groupes de trajets sont observés dans les Ri et un simple
processus de Poisson ne permet pas de les modéliser correctement. Afin de prendre en
compte ce phénomène de groupes de trajets, une double loi de Poisson sur les retards
des trajets à l’intérieur des groupes et sur les groupes est proposée dans [229] alors que
dans [230, 233], une loi de Poisson modifiée similaire à celle développée dans [212, 213]
est proposée. Notons que le nombre de trajets par Ri dépend fortement de la largeur
de bande, ce qui signifie que, dans la plupart des cas, un trajet observé est en fait une
superposition de plusieurs trajets physiques. Contrairement aux modèles présentés dans
[229, 232], les modèles [231, 233] prennent en compte les statistiques d’ordre 2 selon les
positions spatiales au sein d’une zone spatiale locale. Il apparaît que dans ce type de
milieu, la corrélation diminue assez vite avec la distance. Localement, il apparaît que
la distribution d’amplitude des trajets la mieux adaptée est la distribution de Rayleigh
dans [229], alors que dans [231—233] la distribution lognormale paraît mieux adaptée.
Une méthode d’estimation à haute résolution des caractéristiques des trajets associées à
des réponses impulsionnelles mesurées à l’intérieur des bâtiments est proposée dans [234,
235]. Cette méthode permet d’obtenir les caractéristiques des trajets (nombre, amplitude,
retard) et de la réponse (retard moyen, dispersion des retards) d’une manière plus précise.
Contrairement aux approches précédentes basées sur la mesure et la modélisation de
la Ri, S.J. Howard and K. Pahlavan ont mesuré le canal de transmission large bande dans
le domaine fréquentiel à l’aide d’un analyseur de réseau. A partir de leurs mesures [236],
ils ont établi un modèle permettant de simuler la fonction de transfert du canal, et donc
la Ri par Tf inverse [237—239]. Cette méthode est basée sur le filtrage d’un bruit blanc
par un filtre autorégressif. La sortie du filtre est alors une réalisation de la fonction de
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transfert. Il s’agit alors, à partir des mesures, d’estimer les coeﬃcients du filtre pour
plusieurs zones locales [237] et leurs répartitions statistiques [238]. Le nombre de pôles
du filtre correspondant au nombre de groupes de trajets, ce modèle présente l’avantage de
ne contenir que très peu de paramètres. Ce modèle étant basé sur la fonction de transfert,
les valeurs de bande de cohérence générées sont plus proches de la mesure que les valeurs
de dispersion des retards. L’ensemble de ces travaux pour diﬀérents environnements est
présenté dans [239].
Pour une présentation exhaustive des études de propagation à l’intérieur des bâtiments
durant les années 80, on pourra se reporter aux articles de synthèse D. Molkdar [240] et
de H. Hashemi [241] .
Un modèle basé sur l’optique géométrique, permettant de prédire la fonction de diﬀu-
sion retard-Doppler pour une liaison en visibilité dans un couloir, est proposé dans [242].
Des mesures à 900 MHz confirment l’adéquation de ce modèle. Dans [243,244], les méca-
nismes de propagation sont analysés dans le but de quantifier les phénomènes importants
devant être pris en compte par les méthodes déterministes.
Suite à l’idée de communication sans fil à l’intérieur des bâtiments (CT2, DECT
puis UMTS) et de réseaux locaux sans fil [48, 206], les études de propagation allaient
s’élargir à des gammes de fréquence plus élevées (bandes ISM, 2-3 GHz, 5-6 GHz, bandes
millimétriques à 17, 40 et 60 GHz) durant les années 90.
Des études de propagation dans la gamme des 2 GHz (essentiellement 1,9 GHz et 2,4
GHz) sont rapportées dans [7,245—253]. Les études de propagation en bande millimétrique
à l’intérieur des bâtiments ont commencé durant les années 90; citons pour exemple les
travaux pionniers à 60 GHz de P.F.M. Smulders [254] ou T. Manabe [255, 256]. Par la
suite plusieurs études ont été menées; dans [257] à 17 GHz, dans [258—261] à 40 GHz, et
dans [49, 262—272] à 60 GHz. Les études dans la gamme des 5 GHz ont commencé à la
fin des années 1990 [7,248,262,273—279].
Des études comparatives à diﬀérentes fréquences porteuses ont été menées dans [248,
259,262,280]. Si les bandes millimétriques présentent des dispersions des retards beaucoup
plus faibles que la bande des 900 MHz [259], les dispersions des retards mesurées dans [248]
pour des fréquences porteuses allant de 450 MHz à 5,8 GHz ne font pas apparaître de
dépendance particulière à la fréquence. D’un point de vue général, plus la fréquence
porteuse est élevée, plus la dispersion des retards est faible.
L’influence de la position verticale des antennes d’émission et de réception sur la
dipersion des retards et les pertes de puissance moyenne a été étudiée dans [4, 7, 245].
Plus la (les) antenne(s) sont en hauteur, moins la dispersion des retards est grande [7].
Dans [7,256,258,261,280], des études sur l’influence du type d’antenne utilisée montrent
que l’utilisation d’antennes directives et/ou à polarisation circulaire permet de diminuer
notablement la dispersion des retards.
L’influence du mouvement des personnes dans le milieu de propagation sur les para-
mètres du canal a été étudiée dans [281] à 910 MHz, dans [282] à 1300 MHz, dans [7,247]
à 1800 MHz, dans [250] à 900 et 1800 MHz, dans [275] à 5,2 GHz, dans [252,262] à 2,45
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GHz, 5,7 GHz et à 62 GHz, dans [260] à 37 GHz et dans [49, 271] à 60 GHz. Ces études
montrent que le mouvement des personnes entraîne des variations importantes, souvent
de caractères ponctuels [271], sur les paramètres caractéristiques du canal. Dans [272],
une étude sur l’influence des objets présents dans un milieu résidentiel à 60 GHz montre
que ceux-ci augmentent le nombre de trajets et l’étalement des retards dans le cas d’une
visibilité directe dans une même pièce et l’inverse dans le cas Nlos dans des pièces
séparées.
Des mesures à 2 GHz [246] dans un laboratoire et un parking sous-terrain montrent
que l’hypothèse Wssus est valide dans la grande majorité des cas, que la distribution
de l’amplitude des trajets est bien de type Rice/Rayleigh à petite échelle (zone locale
de quelques longueurs d’onde) et de type lognormale à grande échelle. La corrélation
spatiale des trajets sur une zone locale est bien modélisée par une fonction exponentielle
(de décroissance plus lente pour le premier trajet que pour les trajets secondaires).
Un modèle basé sur la fonction de transfert et un modèle de réponse impulsionnelle
ont été développés dans [7]. Le modèle autorégressif de fonction de transfert initialement
proposé par Howard et Pahlavan [239] présente de bons résultats sur les mesures reportées
dans [7]. Ce modèle et sa comparaison aux mesures sont présentés dans [6].
Dans la gamme des 5 GHz, des modèles synthétiques Wssus à 4 trajets (retards,
puissance et spectre Doppler pour chaque trajet) sont déduits d’une campagne de mesure
à 5,3 GHz dans [278].
Dans la gamme des 60 GHz, des modèles statistiques de réponse impulsionnelle
(nombre, phases, amplitudes et retards des trajets) basés sur des mesures sont propo-
sés dans [263,264].
2.5.3 Les microcellules
Du fait du placement des antennes en dessous du niveau des toits dans le contexte
microcellulaire, les caractéristiques du canal de propagation sont très diﬀérentes de celles
rencontrées dans le cas macrocellulaire. Si les structures présentes à l’extérieur des bâti-
ments sont d’un autre ordre de grandeur que celles présentes à l’intérieur des bâtiments,
des phénomènes de propagation dans le cas microcellulaire peuvent se rapprocher, qua-
litativement de ceux concernant l’intérieur des bâtiments. Citons, par exemple, l’eﬀet de
guidage pouvant être présent dans une rue ou dans un couloir. Un intérêt s’est porté sur
ce type de cellule durant les années 80.
L’analyse du canal large bande dans ce contexte a commencé dès le début des années
90 avec, dans la gamme des 450 MHz [283], dans la gamme des 900 MHz [283—288] et
dans la gamme des 2 GHz [283,289,290]. Dans la plupart de ces travaux, des valeurs de
dispersions des retards et des pertes de puissance en fonction de la distance émetteur-
récepteur sont données. Dans [286—288] des modèles de canal basés sur des arguments
physiques d’optique géométrique (guidage des ondes) sont donnés pour une configuration
Los dans une rue. Dans [285], une analyse précise des trajets permet de quantifier la
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section équivalente radar de plusieurs obstacles. Dans [283] et [289], les analyses sont
faites pour plusieurs hauteurs d’antenne de station de base, tant dans le cas Los (mobile
et station de base dans la même rue) que Nlos (mobile et station de base dans deux rues
perpendiculaires). A partir des résultats de pertes de puissance moyenne et de dispersion
des retards, il apparaît deux zones de couverture de grandeur diﬀérente selon la visibité
ou non entre le mobile et la station de base. U. Dersch eﬀectue dans [290] une analyse
théorique des mécanismes de propagation (diﬀusion/réflexion, nombre de rebonds, ...)
dans plusieurs configurations (Los, Nlos, passage d’une intersection). Il confronte un
modèle déterministe avec des mesures à 1920 MHz. Le fait de considérer les domaines
retard et Doppler permet une analyse fine des mécanismes prépondérants présents dans
ce type de liaison. Quelques modèles de réponses sont donnés sous la forme de séries
d’amplitudes, de retards et de Dopplers associés à l’ensemble des trajets formant les
réponses.
Dans [291], des réponses impulsionnelles et dispersions des retards associées sont esti-
mées à partir d’une méthode de lancer de rayons et de mesures. Dans [292], une méthode
déterministe de prédiction en 3D, appliquée à un environnement fait de bâtiments uni-
formément répartis (milieu de type Manhattan), permet d’étudier l’impact des hauteurs
d’antennes et de bâtiments, ainsi que les largeurs de rue sur le coeﬃcient de Rice et la
dispersion des retards dans la gamme des 2 GHz.
Des mesures dans la gamme des 2 GHz ont permis dans [293] de caractériser les
paramètres de propagation et les profils moyens de puissance des retards. Une méthode
de simulation de système à sauts de fréquence permettant de rejouer des mesures jugées
représentatives de l’environnement est développée.
Dans [294,295] des modèles de profils de puissance des retards moyens (forme, perte de
puissance moyenne et dispersion des retards), en fonction de la distance de séparation de
l’émetteur et du récepteur, basés sur une campagne de mesure à 2,6 GHz, sont proposés.
La forme du profil de puissance des retards moyens dans [294] est décrite non par une
loi exponentielle décroissante mais par une loi du même type que celle décrivant les
atténuations de puissance moyenne. Dans [295], le modèle est basé sur des arguments
physiques d’optique géométrique et peut s’appliquer à une liaison en visibilité dans une
rue. Alors que dans [294,295], ce sont les profils de puissance des retards moyens qui sont
modélisés, dans [296], ce sont les profils instantanés de puissance des retards qui le sont.
Ce modèle permet de rendre dépendant les paramètres liés au profil des retards avec les
pertes de puissance moyenne à la distance émetteur-récepteur d’une manière statistique,
et ce toujours dans le cas d’une liaison en visibilité dans une rue.
Récemment, des études dans un contexte microcellulaire ont porté sur l’analyse de
la dispersion des retards et de la bande de cohérence dans un environnement de type
suburbain à 1,9 GHz [297]. Un modèle sur la relation inverse entre dispersion des retards
et bande de cohérence est proposé.
D’un point de vue général, ce type de liaison introduit des dispersions de retards
inférieures à celles d’une liaison de type macrocellule urbaine. Le principal mécanisme de
propagation étant le guidage dans les rues, la réponse impulsionnelle est dense en trajets.
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2.5.4 Les liaisons fixe à fixe à l’extérieur des bâtiments
Durant les années 90, un intérêt particulier s’est porté sur les communications fixe à
fixe (Lmds : Local Multipoint Distribution Service, Fwa : Fixed Wireless Access, Ptmt :
Point To MultiPoint, Mmds : Multipoint Multichannel Distribution Service...) visant à
transmettre des données internet, de la vidéo mais aussi de la voix pour la téléphonie
(Bll : Boucle Locale Radio) [206]. Ces systèmes sont généralement prévus comme une
alternative aux liaisons câblées pour leurs avantages infrastructurels sur ces dernières.
Généralement, ce type de liaison est constitué d’une antenne directive, au moins
au niveau du terminal, qui pointe vers une station de base particulière, qui est placée
assez haute afin de permettre la visibilité directe. Plusieurs gammes de fréquence sont
envisagées (2 GHz, 3,5 GHz, 5 GHz, 26 GHz et 40 GHz).
Des campagnes de mesures à 1,9 GHz dans deux régions diﬀérentes, exploitant des
antennes directives, ont permis d’établir un modèle statistique sur les profils de puissance
des retards moyens (profils moyennés sur 5 mn pour un couple de positions fixes émetteur-
récepteur) [298]. Le modèle est constitué d’un trajet direct et d’un profil exponentiel
décroissant.
Dans [299], des mesures à 2,2 GHz et 3,5 GHz dans le contexte de la Bll, eﬀectuées
dans la ville de Mulhouse ont permis de quantifier l’influence de la hauteur de l’antenne
du terminal (4,7 et 10 m alors que l’antenne de station de base est à 15 m au-dessus du
niveau des toits) et du diagramme d’antenne du terminal sur les paramètres de sélectivité
large bande (dispersion des retards, intervalle et fenêtre des retards ainsi que bande de
cohérence).
L’influence des arbres entre l’émetteur et le récepteur à 3 et 5,8 GHz a été étudiée dans
[300]. Il y a peu de diﬀérence entre les deux gammes de fréquence en ce qui concerne la
dispersion des retards mais il y a quelques dB de diﬀérence en ce qui concerne l’atténuation
de puissance propre aux arbres (quelques dB supplémentaires pour 5,8 GHz). Les feuilles
des arbres n’ont que peu d’eﬀets et c’est donc plutôt le tronc et les branches qui engendrent
des modifications sur les paramètres de propagation.
Dans [301, 302] deux modèles diﬀérents de réponse impulsionnelle (et de pertes de
puissance moyenne) à 5 GHz sont proposés sur la base de mesures en environnement
suburbain respectivement à Tokyo et à Helsinki. Diﬀérentes distances entre émetteur et
récepteur et diﬀérentes hauteurs d’antenne sont prises en compte. Dans [301], la station
de base est placée à 18 m (9 m au-dessus du niveau moyen des toits) et la station terminale
placée entre 5 et 11 m au dessus du sol. Comme dans [295], les composantes du profil des
retards sont séparées en 3 parties : le trajet direct, les trajets primaires (de puissances
assez importantes ne subissant qu’un seul rebond) et enfin les autres trajets (plusieurs
rebonds et diﬀractions). Un modèle géométrique à un seul rebond permet de décrire les
caractéristiques des trajets primaires en prenant en compte la distance de séparation
mais aussi les hauteurs d’antennes. Il apparaît que plus les antennes sont hautes, plus
les pertes de puissance sont faibles et les dispersions des retards élevées. Dans [302], les
hauteurs d’antennes sont 5 ou 8 m pour des hauteurs de maisons comprises entre 5 et
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8 m. Un modèle synthétique à 10 trajets est proposé. L’amplitude du premier trajet est
modélisé par une distribution de Rice avec un coeﬃcient de Rice de 7 dB. Les dispersions
des retards dans le premier modèle peuvent atteindre 400 ns, alors que dans le deuxième,
elles sont inférieures à 100 ns dans plus de 90 % des cas et inférieures à 45 ns dans 50
% des cas. Dans [303], un modèle du profil de puissance moyen des retards est proposé
sur la base de mesures dans un environnement ouvert (parc sans arbres), dans une allée
avec beaucoup d’arbres et dans des parcs fournis en arbres et en végétation. Les hauteurs
d’antennes sont de 1,6 et 1,2 m pour le terminal et 5 et 3 m pour la station de base. Le
modèle consiste en une double fonction exponentielle décroissante dont les 3 paramètres
sont déduits des mesures pour chaque environnement.
Dans [304], une étude pour deux hauteurs d’antennes de station de base est menée
dans diﬀérents scénarios à 26 GHz en milieu urbain. Des antennes avec des polarisations
verticales et horizontales, des ouvertures à - 3dB de 45◦ et 90◦ à la station de base et
une ouverture de 5◦ au terminal sont utilisées. Diﬀérents scénaris en fonction de l’occu-
pation de la première zone de Fresnel et de l’obstruction par des arbres sont analysés. Les
atténuations supplémentaires de puissance causées par les arbres sont beaucoup plus im-
portantes qu’aux fréquences centimétriques [300] (jusqu’à 28 dB supplémentaires) alors
que la dispersion des retards reste à peu près la même. La dispersion des retards est
largement supérieure en polarisation horizontale et ce d’autant plus en non-visibilité. Un
modèle dans la gamme des 26 GHz est proposé dans [305]. Il est basé sur des mesures
en environnement urbain, suburbain et rural avec des distances émetteur-récepteur pou-
vant aller jusqu’à 5 km. La station de base est placée dans chaque environnement sur
un bâtiment assez élevé et la station terminale sur diﬀérents toits dans chaque environ-
nement. Les liaisons sont classifiées selon le degré d’obstruction (visibilité, végétation,
ou bâtiments). Plusieurs modèles synthétiques à trajets (entre 3 et 14 trajets espacés au
minimum de 20 ns) sont proposés. Des études sur l’influence du mouvement des voitures
et des arbres ont été menées dans [306] à une fréquence de 29 GHz. L’eﬀet du passage des
véhicules provoquent des chutes importantes de la puissance (une dizaine de dB) dont
la durée dépend de la vitesse du véhicule. Plus le véhicule est proche de l’un des deux
sites, moins l’atténuation de puissance est grande. Le passage des véhicules provoque des
évanouissements de type non-stationnaire épisodique alors que le mouvement des arbres
provoque une variation continue facilement modélisable par une densité spectrale de puis-
sance Doppler (phénomène stationnaire). En automne, les variations dues aux arbres sont
plus importantes. La répartition de l’enveloppe des variations est modélisable par une loi
de Rice dans 95 % des cas et par une loi de Rayleigh dans 80 % des cas pour le mouvement
des arbres, alors qu’elle n’est modélisable par une loi de Rayleigh ou Rice que dans 40
% des cas pour le passage de véhicule, ce qui s’explique par l’aspect non-stationnaire des
évanouissements provoqués par le mouvement des véhicules.
Dans la plupart des cas, dans la gamme des 26 GHz, la dispersion des retards est
inférieure à 40 ns, mais peut atteindre dans certains cas extrêmes des valeurs supérieures
à 100 ns.
Dans [307], des mesures à 38 GHz ont permis de mettre en évidence l’influence de
la pluie et des arbres sur les pertes de puissance moyenne et le profil de puissance des
retards. Ces eﬀets ont été modélisés séparément. Il apparaît que plus l’intensité de la
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pluie (en unité de longueur par unité de temps) est élevée, plus le coeﬃcient de Rice est
faible et plus le nombre de trajets est grand, c’est à dire que la partie diﬀuse de la réponse
devient prépondérante.
2.5.5 Les méthodes de modélisation et de simulation temporelle
Un modèle général assez répandu dans le contexte de la simulation du canal est
le modèle Gwssus. Généralement, plusieurs trajets spéculaires sont considérés dans le
domaine des retards et pour chaque trajet, une Dsp Doppler particulière correspondant à
la partie diﬀuse et/ou une composante déterministe (composante de Rice) sont associées.
Dans [308], une méthode d’estimation des paramètres à partir de mesures large bande
est proposée. Elle permet en particulier de définir le nombre de trajets (pour une largeur
de bande donnée), leurs retards et leurs puissances. Les évanouissements temporels sont
ensuite simulés par un bruit blanc gaussien filtré par un filtre autorégressif dont les
coeﬃcients sont estimés à partir de la mesure. Dans [309], une autre méthode d’estimation
de ce type de modèle est proposée. Elle permet d’obtenir un modèle synthétique ayant
un nombre fixé à priori de trajets, ce qui est intéressant pour les simulateurs matériels
qui sont eﬀectivement limités en nombre de trajets. Pour chaque trajet, l’estimation de
la Dsp Doppler permet d’établir un filtre particulier qui servira à filtrer un bruit blanc
dans le contexte de la simulation. Ce type de modèle est utilisé dans [220, 278] ainsi
que dans les organismes de normalisation. Dans [310], plusieurs méthodes d’optimisation
(associées à diﬀérents critères) permettant de générer les paramètres retard et puissance
d’un nombre de trajets prédéterminé, à partir d’un profil de puissance des retards donné,
sont proposées et analysées.
Le modèle Gwssus est aussi la base d’une méthode de simulation dans [311]. Cette
méthode permet de générer un filtre numérique à réponse impulsionnelle finie variant
dans le temps, adapté au rythme d’échantillonnage du système à simuler. La fonction
à spécifier est la fonction de diﬀusion retard-Doppler. Un nombre important de rayons
(de manière à ce qu’ils soient non discriminables par le système à simuler), ayant tous la
même puissance, est généré. Les phases sont aléatoires et uniformément réparties entre 0
et 360◦. La densité de probabilité conjointe des retards et décalages Doppler des rayons
est égale (à un coeﬃcient près) à la fonction de diﬀusion. Le grand nombre de rayons
permet d’obtenir les propriétés Gwssus sur le canal discret. Ce type de modèle est
particulièrement bien adapté aux canaux présentant des fonctions de diﬀusion continues
(continuum de trajets).
Dans [312,313], la réponse impulsionnelle est représentée par la forme canonique dé-
duite du théorème d’échantillonnage (un coeﬃcient tous les 1/B où B est la largeur de
bande du système à simuler). Selon la densité de trajets et la largeur de bande, les co-
eﬃcients ne sont pas forcément décorrélés et ce même si les amplitudes des trajets le
sont entre elles (hypothèse de diﬀuseurs décorrélés). Afin de prendre en compte cette
éventualité, une méthode permettant de générer des évanouissements partiellement cor-
rélés, notamment à partir des paramètres des trajets spéculaires, est proposée dans [312].
Dans [313], la grande densité de trajets considérés justifie le fait que les coeﬃcients du
Fir soient décorrélés. Plusieurs méthodes de génération des évanouissements rapides sont
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comparées et une méthode mixte déterministe et statistique est proposée. Elle est basée
sur la génération de plusieurs bruits blancs gaussiens par trajet modulés par des porteuses
pures. Ce type de modèle est particulièrement adapté à la simulation des systèmes larges
bandes et dont la réponse du canal est dense en trajets (continuum de trajets).
Une autre méthode de simulation du canal consiste à rejouer la mesure en adaptant
l’échantillonnage de cette dernière au signal transmis [293]. Cette méthode reste valide
tant que la largeur de bande du système à simuler est inférieure ou égale à celle de
la mesure. Les contraintes résident dans le choix des réponses mesurées (jugées comme
typiques ou au contraire atypiques) et dans le fait que la durée de simulation est limitée
par le temps de la mesure. Par contre, elle a l’avantage de ne faire aucune hypothèse sur
le canal notamment quant à sa stationnarité statistique.
Une autre méthode de génération des évanouissements rapides de Rayleigh et no-
tamment ceux qui correspondent au spectre Doppler classique [175, 176], initialement
proposé par Jakes [68], est basée sur la somme de sinusoïdes dont les valeurs de fré-
quence, de phase et d’amplitude sont à optimiser selon un critère donné. Cette méthode
est donc, contrairement à [311], déterministe puisque les paramètres des sinusoïdes sont
connus a priori. Les statistiques (densité de probabilité des amplitudes, propriétés de
corrélation, durée moyenne d’évanouissement,...) sur les évanouissements rapides engen-
drés par ces méthodes déterministes ont été analysées dans [314—316]. Aprés avoir mis en
évidence dans [316—318] que les propriétés statistiques du processus généré par ces mé-
thodes déterministes ne correspondaient pas à celles du modèle de référence (problème de
stationnarité même lorsque le nombre de sinusoïdes tend vers l’infini), des modifications,
notamment en introduisant des phases aléatoires, y ont été apportées. Dans le contexte de
la simulation du canal à large bande, on a souvent besoin de générer plusieurs séquences
d’évanouissement rapide devant rester les plus décorrélées possibles (par exemple une
séquence d’évanouissement par trajet). Dans cette optique, des modifications ont été ap-
portées à cette méthode dans [319,320]. Ce type de simulateur est intéressant car il évite
la génération de nombres aléatoires.
2.6 Les études angulaires et multicapteurs
Les études théoriques et expérimentales, prenant en compte le domaine spatial au
niveau du mobile et ayant permis la caractérisation et la modélisation des évanouissements
temporels d’un mobile se déplaçant en ligne droite, ne sont pas récentes puisqu’elles
remontent au début des études sur le canal de propagation. En revanche, les études
concernant le domaine spatial au niveau de la station de base en particulier à large bande
sont assez récentes. Les premières études portant sur les techniques de diversité spatiale
à bande étroite au niveau de la station de base s’appuyaient généralement sur le même
type de modèles que celui utilisé pour l’étude du spectre Doppler (zone de diﬀusion
uniforme autour du mobile) [68,176,186]. Les paramètres supplémentaires qu’il convient
alors d’ajouter sont le rayon de la zone de diﬀusion et la distance entre la station mobile et
la station de base. Ces deux paramètres permettent de fixer l’étalement angulaire. Avec,
en plus, une expression analytique du spectre angulaire au niveau de la station de base
66 L’étude du canal de transmission dans le contexte cellulaire
ainsi que la géométrie et les caractéristiques du réseau d’antennes utilisé, il est possible
de déduire la corrélation spatiale et donc la corrélation entre les diﬀérents signaux issus
des diﬀérentes antennes. Ce type de modèle a largement servi à l’étude des systèmes
multicapteurs.
Les premières études prenant en compte le domaine spatial ont été faites dans le
contexte des techniques de diversité et ne prennent généralement en compte, que l’enve-
loppe ou la puissance de l’enveloppe des signaux reçus sur les diﬀérentes branches. Les
études systèmes portant sur le filtrage spatial (formation de faisceaux, Amrs) nécessitent
quant à elles une caractérisation complexe des amplitudes et plus particulièrement une
caractérisation angulaire. En complément aux études présentées, on pourra se reporter
aux coopérations européennes COST231 [162], COST259 [321] et COST273 ainsi qu’au
projet METAMORP. Dans [321], on trouvera une description des principales campagnes
de mesures européennes et des sondeurs de canaux spatio-temporels utilisés.
Après avoir présenté succintement les techniques de mesure et les métriques de carac-
térisation utilisées dans ce contexte, on présente les études de propagation successivement
pour les diﬀérents types de cellule.
2.6.1 Généralités sur la mesure et la caractérisation
Plusieurs méthodes de mesures et d’estimation angulaire sont envisageables. Il est pos-
sible d’échantillonner soit le domaine spatial (par exemple avec un réseau linéaire), soit
le domaine angulaire (par exemple avec une antenne directive tournante), soit les deux
simultanément (par exemple avec un réseau circulaire ou sphérique formé d’antennes di-
rectives). Il est possible de n’utiliser qu’une seule antenne et de la déplacer ou d’utiliser un
réseau de capteurs et d’échantillonner simultanément sur toutes les antennes (ou presque
si une seule chaîne de réception et un commutateur sont utilisés). Si l’échantillonnage
angulaire donne directement le spectre angulaire, il faut dans le cas de l’échantillonnage
spatial eﬀectuer une estimation du spectre angulaire. Pour cela, deux types d’estimation,
spectrale ou paramétrique, permettent d’obtenir deux types de modèle de réponse angu-
laire. Le choix des techniques dépend principalement du milieu de propagation et de la
configuration de la liaison à l’étude mais peut aussi être fait selon des critères de coûts
et de complexité. Par exemple, l’utilisation d’une seule antenne que l’on déplace élimine
tous les problèmes liés à la diﬀérence des caractéristiques des éléments d’un véritable
réseau, ainsi qu’aux eﬀets de couplage. Par contre, elle ne peut être utilisée que pour des
canaux ne variant pas ou très lentement dans le temps.
Cette caractérisation angulaire, permet non seulement d’établir des modèles spatio-
temporels mais aussi de mieux comprendre, identifier et analyser les phénomènes de
propagation et ce en relation avec l’environnement. En eﬀet, la direction des ondes per-
met d’identifier les diﬀuseurs et leur impact dans la transmission. Ceci peut être d’une
grande importance pour l’établissement des méthodes déterministes, basées sur l’optique
géométrique. Récemment, l’étude conjointe des directions de propagation des ondes au
niveau des deux sites d’émission et de réception, en plus de la longeur de trajet (temps
de retard) permet d’obtenir une description très fine des phénomènes de propagation. Ce
2.6 Les études angulaires et multicapteurs 67
dernier type de mesure est également important dans le domaine de la modélisation du
canal pour les systèmes Mimo.
Afin d’étudier le domaine angulaire, il est utile d’introduire des métriques adéquates.
On retrouve des métriques portant directement sur le vecteur de signaux reçus et pouvant
donc inclure les imperfections des antennes [322,323] ou des métriques en lien plus direct
avec la dimension angulaire [187, 324—330]. La particularité du domaine angulaire réside
dans sa caractéristique cyclique qui nécessite des redéfinitions des paramètres caractéris-
tiques utilisés pour le domaine des retards ou le domaine Doppler. Dans [187, 324, 325],
des définitions de paramètres et leur signification concernant l’étalement angulaire sont
données. Dans [328,329], le développement en série de Fourier du spectre angulaire per-
met d’introduire un paramètre d’étalement compris entre 0 et 1, qu’il est assez simple de
mettre en relation avec les évanouissements spatiaux de l’enveloppe du signal. Dans [326],
une analogie entre le domaine angulaire et le domaine temporel permet de définire des
fonctions spatio-temporelles à l’aide de la transformée de Fourier du spectre angulaire.
Cette étude est particulièrement utile aux techniques de caractérisation par antenne tour-
nante (convolution dans le domaine angulaire), mais peu pour les techniques de caracté-
risation par réseau linéaire où dans ce cas les travaux reportés dans [331] seront mieux
adaptés. M. Steinbauer propose dans [330] un paramètre permettant de caractériser la sé-
paration entre les trajets multiples en prenant en compte le domaine spatial et le domaine
temporel.
2.6.2 Les macrocellules
A part l’étude de F. Ikegami en 1980 [178] visant à caractériser finement les phéno-
mènes de propagation pour un nombre limité de situations, la plupart des études angu-
laires expérimentales ont commencé à partir de 1995.
Des études expérimentales à bande étroite sur le campus de l’université d’Austin au
Texas ont permis de caractériser les variations (au cours du temps et du déplacement
du mobile à petite échelle) de la signature spatiale associée à un réseau linéaire à 900
MHz dans [322, 323, 332] et à 1800 MHz dans [333—336]. Il apparaît que la signature
spatiale varie notablement avec le déplacement du mobile mais que la/les direction(s) de
propagation varie(nt) peu pour des déplacements du mobile de quelques longueurs d’onde.
Dans [335, 337], l’influence de la hauteur de la station de base sur l’étalement angulaire
dans le plan azimutal est caractérisée. Il apparaît que plus le réseau est proche du sol,
plus l’étalement angulaire est élevé, ce qui va dans le même sens que les études [181,338].
Des mesures angulaires à large bande dans la gamme des 1,8 GHz (contexte du Dcs),
se basant sur une antenne tournante au niveau de la station de base [324, 339—343] ont
permis d’obtenir des spectres de puissance retard-angle dans plusieurs types d’environne-
ments (rural, suburbain, urbain et à l’intérieur des bâtiments) et d’en déduire des valeurs
de dispersion angulaire. Ces études ont aussi permis dans [324,339], d’étudier l’impact du
filtrage spatial sur la réduction de la dispersion des retards. Dans [341], un modèle basé
sur les distributions conjointes et marginales des retards et des angles dans trois types
d’environnements (rural, suburbain et urbain) est proposé. Dans ces études, les méca-
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nismes de propagation tels que les phénomènes de diﬀraction, de réflexion (diﬀuse ou
spéculaire), de guidage dans les rues sont identifiés par comparaison à l’environnement
de mesure. Ces études ont largement été menées dans le cadre des projets européens
COST231 [162] et TSUNAMI [324]. En particulier, ces mesures ont montré que dans la
très grande majorité des cas la fenêtre angulaire dans laquelle arrive les ondes pour une
macrocellule est inférieur à 120◦. Ceci justifiera, par la suite l’emploi de réseaux linéaires
ayant une ouverture de l’ordre de 120◦ pour ce type de mesure.
A partir de 1997, les études spatio-temporelles du canal macrocellulaire commencent
à se faire à partir d’un réseau linéaire [344—349] ou circulaire [350]. Les méthodes de
mesure utilisées dans [346, 350] étant basées sur des réseaux virtuels, l’environnement
doit rester statique (diﬀuseurs statiques et pas de mouvement du mobile). Le grand
nombre de mesures eﬀectuées ont permis d’analyser les statistiques des paramètres du
canal (dispersions des retards et dispersions angulaires, pertes de puissance moyenne)
notament en fonction de la distance émetteur-récepteur. Des analyses plus précises des
trajets ont permis de les mettre en relation avec l’environnement physique de propagation
et ainsi d’oﬀrir une meilleure compréhension des phénomènes. Les mesures étudiées dans
[344,345] concernent un campus universitaire, celles étudiées dans [346], le milieu urbain
macrocellulaire, celles étudiées dans [350], le milieu urbain et rural macrocellulaire et
urbain microcellulaire, celles étudiées dans [347], le milieu urbain et suburbain avec deux
hauteurs d’antennes, celles étudiées dans [348,349], le milieu suburbain et urbain dense.
Dans [344], des résultats sur les profils de puissance angle-retard permettent de mettre en
évidence les mécanismes de propagation des trajets par comparaison à l’environnement
de mesure. Dans [345], l’analyse des variations au cours du déplacement du mobile des
paramètres de dispersion montrent que, lorsque le trajet direct disparaît, les dispersions
des retards et dispersions angulaires augmentent. Les études menées dans [346, 350] ont
permis d’établir des modèles synthétiques à trajets de cas typiques pour un environnement
urbain macrocellulaire. Dans [350], les dispersions angulaires vues par la station de base
sont assez élevées par rapport aux résultats d’autres campagnes de mesures dans ce même
type d’environnement (17◦ pour la valeur médiane alors que généralement les valeurs
sont inférieures à 10◦), ce qui peut s’expliquer par le fait que l’antenne de station de
base est juste au niveau des toits. Dans [349], les paramètres sont étudiés pour chacune
des polarisations, +/- 45◦, au niveau de la station de base. Les valeurs du coeﬃcient de
corrélation entre dispersion angulaire et dispersion des retards sont estimées entre 0,8 et
0,95 dans [345] et à 0,4 dans [348].
Des campagnes de mesures larges bandes (5 MHz) eﬀectuées au sein du projet TSUNAMI-
II à l’aide d’un système dans la gamme des 1,8 GHz et d’un réseau linéaire à double
polarisation (+/- 45◦), ont permis diﬀérentes analyses du canal, non seulement sur les
paramètres caractéristiques (dispersion angulaire, dispersion des retards, pertes de puis-
sance moyenne dues au phénomène de masquage) [351, 352], mais aussi sur la forme des
profils de puissance dans le domaine retard, angle et Doppler [353—356]. Ces mesures
ont eu lieu dans plusieurs villes du Danemark et de la Suède pour plusieurs hauteurs
d’antenne au niveau de la station de base. L’analyse précise de la répartition des carac-
téristiques des trajets (puissance, coeﬃcient de Rice, retard et angle d’arrivée), et de la
forme des profils de puissance moyens, a pu être envisagée grâce à l’estimation paramé-
trique des caractéristiques des trajets par la méthode SAGE [357]. Dans [353], il apparaît
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qu’un profil de puissance Laplacien est mieux adapté qu’un profil de puissance gaussien
pour la grande majorité des cas. Par contre, la distribution angulaire des trajets est bien
décrite par une distribution gausienne [354, 356]. Sur ces bases, un modèle statistique
spatio-temporel à double polarisation (+/-45◦) est développé et une méthode de simula-
tion permettant de prendre en compte les apparitions et disparitions de trajets au cours
du temps est proposée dans [355]. Il faut noter que ce modèle est valide lorsqu’il n’y a
qu’une seule zone de diﬀusion alors que, dans certains cas, des mesures à plusieurs zones
de diﬀusion (correspondant à plusieurs groupes de trajets) ont été identifiées. Les études
à grande échelle des paramètres caractéristiques ont permis de développer un modèle
statistique à l’ordre 2 (selon la distance parcourue) liant entre elles, les dispersions de
retards, les dispersions angulaires et les pertes de masquage [352].
Toujours au sein du projet TSUNAMI-II, des mesures ont permis d’extraire les disper-
sions des retards et les dispersions angulaires [358], et de valider un modèle géométrique
à 3 dimensions, prenant en compte la hauteur d’antenne de la station de base.
Plus récemment, une campagne de mesure à Paris [359, 360], dans la gamme des 2
GHz et pour deux hauteurs de station de base (2 et 7 m au-dessus du niveau moyen des
toits), a permis d’étudier les répartitions des pertes de puissance moyenne, des dispersions
des retards et des dispersions angulaires en fonction de la distance. Il apparaît une aug-
mentation de la dispersion des retards avec la distance émetteur-récepteur bien décrite
par le modèle proposé dans [219], et une diminution des dispersions angulaires toujours
avec la distance émetteur-récepteur (valeur médiane de 7◦ à 700 m, 9◦ à 500 m, 13◦ à
300 m et 19 ◦ à 100 m). Des profils de puissance retard-angle sont choisis comme étant
représentatifs d’une certaine catégorie (petite ou grande dispersion des retards, petite ou
grande dispersion angulaire et cas typiques). Ces profils sont ensuite mis en relation avec
un modèle géométrique, ce qui permet ensuite de générer des réponses impulsionnelles
multicapteurs variant dans le temps pour un simulateur.
Le système Umts utilisant des porteuses diﬀérentes pour la voie montante et la voie
descendante (mode Fdd), il est important de connaître la diﬀérence sur les profils angu-
laires obtenus pour deux fréquences porteuses diﬀérentes. Dans [351], l’étude du canal en
liaison montante et descendante (écart de 68 MHz autour de 1750 MHz), sur une bande
de 5 MHz, montre qu’il n’y a que peu de diﬀérence sur les Dsp angulaires et que les
directions moyennes et dispersions angulaires peuvent être considérées identiques dans la
plupart des cas. Cette constatation est confirmée par l’étude menée dans [361] pour des
porteuses de 1935 et 2125 MHz (5 MHz de largeur de bande). Dans [362], une analyse
statistique des dispersions angulaires au niveau du mobile, estimées à partir de mesures
à 1920 MHz et 2120 MHz montre que ce paramètre est aussi très corrélé. Les dispersions
angulaires élevées, 75◦ en moyenne et supérieures à 53◦ dans 90 % des cas vont dans le
sens des modèles de diﬀusion uniforme autour du mobile utilisés pour obtenir le spectre
Doppler.
Une autre méthode pour caractériser le canal consiste à utiliser des méthodes dé-
terministes de lancer ou tracé de rayons. Dans [363, 364], plusieurs facteurs tels que les
hauteurs de bâtiments et leurs répartitions ou la hauteur d’antenne sont étudiés dans
plusieurs villes (Seoul, Munich et Rosslyn) afin d’obtenir les tendances générales des pro-
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priétés statistiques du canal de propagation en milieu urbain à 900 MHz. Les coeﬃcients
de corrélation entre dispersions des retards et dispersions angulaires sont faibles (infé-
rieures à 0.5). Les dispersions de retards augmentent et les dispersions angulaires restent
globalement constantes avec la distance émetteur-récepteur. La dispersion des retards ne
dépend que peu de la distribution des hauteurs de bâtiments contrairement à la disper-
sion angulaire qui y est très sensible. Globalement la dispersion angulaire augmente avec
la diminution de la hauteur d’antenne de station de base. Les résultats de [363] montrent,
comme [353], que le profil moyen de puissance angulaire est mieux modélisé par une fonc-
tion laplacienne que par une fonction gaussienne. Dans [365], une étude extensive pour
plusieurs hauteurs d’antenne de station de base et plusieurs distances émetteur-récepteur
permet d’étudier les histogrammes des caractéristiques des réponses tels que le nombre
de groupes de rayons et le nombre de rayons par groupe, des caractéristiques des trajets
telles que les angles d’azimut, d’élévation, les retards. A partir de ces résultats, des mo-
dèles statistiques de réponses impulsionnelles spatio-temporelles peuvent être établis et
valider par comparaison des paramètres caractéristiques générés par le modèle statistique
et générés par le tracé de rayons.
Les études précédentes ne caractérisent les directions que dans le plan azimutal. Néan-
moins la caractérisation 3D (azimut et élévation) peut être importante, en particulier
lorsqu’on veut identifier les objets et le type d’interaction responsables du dernier re-
bond. Ceci est d’autant plus justifié dans le cas de mesures de direction au niveau du
mobile, où les ondes se propagent avec une élévation qui peut être importante.
Des études à large bande des directions en 3D au niveau du mobile sont eﬀectuées à
l’aide d’un réseau rectangulaire synthétique à Paris dans [104, 366, 367] et à l’aide d’un
réseau sphérique à double polarisation à Helsinki dans [368—371]. Le réseau sphérique
étant un réseau à commutateur, il permet d’eﬀectuer des mesures avec le mobile en dé-
placement. De plus, il permet de déterminer toutes les directions alors que le réseau
rectangulaire ne peut déterminer les directions que dans la demi-sphère supérieure. Le
système de mesure avec le réseau sphérique à double polarisation est décrit dans [372].
Des études en 3D à double polarisation au niveau de la station de base ont été eﬀectuées
à l’aide d’un réseau vertical de 8 éléments se déplaçant horizontalement sur 29 longueurs
d’onde dans [371, 373—375]. A part dans [104, 366, 367] où les mesures sont faites à 900
MHz, les autres mesures concernent la gamme des 2 GHz. Dans [371], des mesures di-
rectives 3D au niveau du mobile et directives 3D au niveau de la station de base ont été
eﬀectuées séquentiellement pour les mêmes positions émetteur-récepteur, ce qui a per-
mis une description et une compréhension plus précise des phénomènes. Ce type d’étude,
bi-directionelle, est aussi utile pour la caractérisation Mimo. La plupart de ces études
ont pour but d’identifier et de quantifier les principaux mécanismes de propagation (dif-
fraction au dessus des toits, guidage des ondes, nombre de rebonds, ...) pour diﬀérentes
hauteurs d’antennes.
Dans [374], une analyse statistique prenant en compte les groupes de trajets est me-
née. Les groupes sont identifiés à partir de l’environnement et de la mesure et sont défi-
nis comme provenant d’un même obstacle (bâtiment en visibilité de la station de base)
ou d’un même phènomène (guidage dans les rues ou diﬀraction au-dessus des toits par
exemple). Jusqu’à 4 groupes sont identifiés par réponse et leurs propriétés (puissance
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relative, puissance en fonction des retards, nombre) sont analysées. Ces études montrent
qu’une part importante de l’énergie est transmise par diﬀraction au-dessus des toits et
par guidage dans les rues. De plus, les réflexions/diﬀractions multiples sont fréquentes et
le modèle géométrique à un rebond est donc critiquable.
Les résultats de [367], montrent que la distribution des diﬀuseurs autour du mobile
est composée d’une zone circulaire pour les obstacles proches (faibles retards et élévations
au niveau du mobile assez importantes) et d’une zone rectangulaire pour le guidage dans
la rue (retards élevés et élévations au niveau du mobile souvent faibles). Cette conclusion
est confirmée dans [371]. Le spectre angulaire au niveau de la station de base est assez
indépendant de l’environnement proche du mobile au moins lorsque le mobile est assez
proche de la station de base [373]. Trois grands types de phénomènes de propagation
sont identifiés dans [373] : la propagation par guidage dans les rues, la propagation par
diﬀraction par dessus les toits et la propagation par diﬀusion sur les grands bâtiments en
visibilité de la station de base.
L’étude menée dans [368] montre que l’élévation au niveau du mobile est trés dépen-
dante de la hauteur des bâtiments situés dans l’environnement proche du mobile et de la
position de la station de base mais dépend peu de la polarisation (verticale ou horizon-
tale). L’étude [369] confirme ce résultat et donne en plus des statistiques sur les valeurs
de direction moyenne et de dispersion angulaire en fonction de diverses configurations
(pico-, micro- et macrocellule). Plus l’antenne de la station de base est haute, plus la
direction moyenne et la dispersion angulaire sont élevées en milieu urbain. Les disper-
sions angulaires pour la polarisation horizontale sont plus élevées de quelques dizaines
de % par rapport à la polarisation verticale. Une distribution analytique acceptable de-
vrait refléter l’aspect asymétrique du spectre en élévation ainsi qu’un étalement variable.
A ce titre, une loi du type de celle proposée dans [184] serait correcte. La hauteur des
bâtiments a une grande influence sur la propagation [371]. Des diﬀusions sur les petits
objets métalliques tels que les lampes d’éclairage publique ont été observées dans [371].
Les mesures montrent que le canal de propagation et les phénomènes prépondérants (pro-
pagation par guidage, diﬀraction au niveau des toits, diﬀusion lointaine sur les grands
bâtiments) peuvent changer assez rapidement avec le déplacement du mobile [369, 371].
2.6.3 L’intérieur des bâtiments
L’estimation des directions d’arrivée des ondes à partir de mesures à l’intérieur des
bâtiments remontent au début des années 90. Citons, par exemple, les études de J.P.
Barbot à 2,2 GHz à l’intérieur d’un centre commercial [376, 377], de Y. Ogawa dans la
bande des 2 GHz [378], de A.H. Abu-Bakar à 900 MHz [379], de P.C.F. Eggers à 1,8
GHz [324, 339], ou dans les bandes millimétriques, les travaux de A. Plattner [380] à 5
et 60 GHz et de T. Manabe [255]. Dans [376,377], c’est un réseau circulaire synthétique
et un traitement par formation de faisceaux pour l’estimation du spectre angulaire qui
sont utilisés. Dans [379], un réseau synthétique carré dans le plan horizontal et une
technique d’estimation des directions d’arrivée en 3D basé sur l’algorithme Music sont
utilisées. Dans [378], un réseau synthétique linéaire et une méthode d’estimation 2D
(angle d’azimut et retard) basée sur l’algorithme Music sont mis en oeuvre. Alors que
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les méthodes précédentes sont basées sur des réseaux virtuels, les méthodes exploitées
dans [255, 339,380] sont basées sur une antenne tournante. A part l’étude reportée dans
[324,339] (quelques résultats de dispersion angulaire et de profils angle-retard), toutes ces
études sont des études de cas et n’ont donc pas comme but une caractérisation statistique
du canal. Elles ont plutôt comme but l’analyse des mécanismes de propagation et leurs
relations avec l’environnement. De telles études sont importantes pour l’élaboration et la
validation de méthodes déterministes de lancer ou tracé de rayons. De telles comparaisons
entre mesures et techniques déterministes sont eﬀectuées dans [381] à 1,8 GHz, dans
[382—385] à 5.2 GHz, et dans [267] à 60 GHz. Ces études montrent que les ondes peuvent
arriver de toutes les directions (étalement angulaire élevé dû à l’aspect confiné de ce type
d’environnement) et sont très dépendantes de l’environnement proche de la position de
mesure.
D’un point de vue de la modélisation du canal de propagation et de son eﬀet sur les
systèmes, il est important, en plus de bien comprendre les phénomènes, de bien quantifier
les paramètres caractéristiques et de trouver des modèles à grande échelle sur ceux-ci et
les réponses de canal. On retrouve des études de ce type pour la gamme de fréquence
des 2 GHz dans [368, 369, 381, 386—390], pour la gamme de fréquence des 5 GHz dans
[273,391—397], pour la gamme des 24 GHz dans [398,399] et pour la gamme des 60 GHz
dans [49, 265,272,400,401].
La première étude à grande échelle ayant permis une description statistique de la
réponse angle-retard remonte à 1997 [391, 392]. Elle a permis d’établir un modèle de
propagation spatio-temporel précis prenant en compte le regroupement des trajets. Le
spectre de puissance des retards des groupes et des retards relatifs à l’intérieur des groupes
est de type exponentiel décroissant alors que les retards suivent une double loi de Poisson.
Les angles des groupes sont répartis selon une loi uniforme sur 360◦ et les angles des
trajets à l’intérieur des groupes sont répartis selon une loi laplacienne. Des valeurs des
paramètres utiles au modèle sont données pour deux environnements diﬀérents.
Peu d’études ont permis de caractériser les directions d’arrivée des ondes en 3-D.
Dans [368,369,390], ce type d’étude est envisagé à l’aide d’un réseau sphérique et a permis
de caractériser la Dsp angulaire en 3-D (azimut et élévation) et plus particulièrement le
spectre en élévation. Dans [390], les mesures servent à valider un modèle statistique spatio-
temporel. Dans [398,399], un réseau virtuel cubique a permis de caractériser les directions
en azimut et en élévation par la méthode d’estimation présentée dans [402]. L’étude
reportée dans [398], propose un modèle sur les distributions des paramètres angulaires en
azimut et en élévation et des paramètres retards ainsi que sur le profil de puissance global
selon les diﬀérentes dimensions (angle d’élévation, angle d’azimut, retard). Dans [399],
un modèle du même type mais incluant plusieurs groupes de trajets et non pas un seul
comme dans [398] est proposé. Dans le domaine azimutal et le domaine des retards,
celui-ci est du même type que celui développé dans [391,392]. Les angles d’élévation des
groupes et le spectre de puissance angulaire d’élévation sont modélisés par une double
loi exponentielle (une croissante pour les angles négatifs et une autre décroissante pour
les angles positifs). L’approche à diﬀérentes échelles utilisée dans [398, 399] est la même
que celle utilisée dans [403,404]. Dans [386—389], une méthode à lancer de rayons 3D est
utilisée dans le but de caractériser les statistiques des paramètres (dispersions des retards
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et angulaires) du canal et de modéliser sa réponse impulsionnelle spatio-temporelle à une
fréquence de 2,5 GHz. Ce modèle est complet et permet de simuler le canal à moyenne
échelle (apparitions/disparitions des trajets) pour un bâtiment donné. Les paramètres
pour plusieurs gammes de fréquence et plusieurs bâtiments sont données dans [389].
Dans [381, 393—395], des statistiques sur les valeurs de dispersion des retards et de
dispersion angulaire sont données. Dans [381], les mesures sont eﬀectuées dans un envi-
ronnement de type bureau en Los et Nlos, dans [393], les mesures sont eﬀectuées dans
un environnement de type bureau en Nlos (émetteur et récepteur dans des pièces diﬀé-
rentes au même étage ou à diﬀérents étages), dans [394], les mesures sont eﬀectuées dans
un hangar d’avions et une usine de voitures où beaucoup de robots sont en mouvements,
et dans [395], les mesures sont eﬀectuées dans un couloir. Notons que contrairement à la
plupart des mesures à l’intérieur des bâtiments où l’émetteur, le récepteur et les objets
présents dans le milieu doivent rester fixes pendant une mesure (utilisation d’un analyseur
de réseau, d’un réseau d’antenne virtuel, et/ou d’une antenne tournante), les mesures [394]
sont basées sur un vrai réseau d’antennes et une méthode temporelle de sondage, ce qui ne
nécessite pas l’absence de mouvement. Des valeurs de dispersion angulaire assez faibles
par rapport aux valeurs obtenues dans d’autres campagnes de mesures sont reportées
dans [394]. En eﬀet, elles sont comprises entre 5 et 25◦ dans l’usine de voiture et entre
10 et 35◦, dans le hangar d’avions. De même les mesures dans un couloir [395] aﬃchent
des valeurs inférieures à 20◦ en Los et inférieures à 40◦ en Nlos (récepteur multicap-
teurs dans le couloir et émetteur dans une pièce avoisinante). On pourra comparer aux
valeurs comprises entre 20 et 105◦ dans [393] et entre 25 et 80◦ dans [381]. Dans [265,400],
on trouvera des valeurs d’étalement angulaire, tel qu’il a été défini dans [328] pour des
mesures à 60 GHz.
Assez récemment, un modèle du type de celui développé dans [391,392,399] a été mis
au point à partir de mesure à 5,2 GHz [396, 397]. La particularité de ce modèle est de
prendre en compte la dépendance qu’il peut y avoir entre le domaine des retards et le
domaine angulaire. En particulier, des densités de probabilité conjointe angle-retard des
groupes et angle-retard des trajets à l’intérieur des groupes sont proposées. Les paramètres
obtenus sont comparés avec des modèles du même type [392,399].
Les études de propagation à l’intérieur des bâtiments présentées précédemment montrent
que l’étalement angulaire est assez élevé par rapport aux autres types de milieux. Le ca-
nal est mieux modélisé avec plusieurs groupes de trajets et il est donc important dans
la caractérisation du canal de ne pas seulement introduire la dispersion angulaire, mais
aussi des paramètres relatifs aux groupes de trajets.
2.6.4 Les microcellules
La grande diﬀérence entre liaison en microcellule et liaison en macrocellule concerne
la position de l’antenne de station de base : elle est au-dessus du niveau des toits pour
une macrocellule alors qu’elle est en dessous dans le cas d’une microcellule. Sur le canal
de propagation, cela se traduit par un étalement angulaire généralement plus élevé en
microcellule qu’en macrocellule et une grande dépendance du spectre angulaire au niveau
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de la station de base à l’environnement proche de cette dernière [372, 373]. Le mode
principal de propagation en environnement microcellulaire est le guidage par les bâtiments
bordant une rues. Dans [373], le pourcentage de puissance véhiculé par des phénomènes
de guidage est de 95 %.
Plusieurs études (déjà citées dans le paragraphe précédent) ont donc caractériser l’eﬀet
de la hauteur des antennes, en particulier lorsqu’elle est un peu au-dessus du niveau des
toits ou un peu en dessous [335,337,347,365,369,372,373,375].
Parmi les premières études expérimentales sur l’aspect angulaire du canal en micro-
cellule, on peut citer les travaux reportés dans [379] en 1994. Ces mesures sont faites à 870
MHz à l’aide d’un réseau virtuel rectangulaire dans le plan horizontal et on exploite la
méthodeMusic pour estimer le pseudo-spectre angulaire. Cette étude a permis de mettre
en évidence le rapport entre les trajets et les modes de propagation tels que le guidage
dans une rue, les trajets diﬀractés, les trajets issus de réflexion diﬀuse ou spéculaire.
Des campagnes de mesures dans la gamme des 2 GHz, avec un réseau circulaire vir-
tuel dans [350], avec un réseau linéaire dans [347], et avec un réseau virtuel rectangulaire
dans [405] ont permis de caractériser la répartition des dispersions angulaires dans le cas
Los et Nlos . Ces mesures montrent que la direction du trajet dominant correspond
à la direction du mobile seulement dans le cas Los. Dans le cas Nlos, la direction du
trajet dominant correspond à l’orientation de la rue, ce qui s’explique par le fait que
contrairement au cas macrocellulaire, les ondes arrivant par dessus les toits sont large-
ment négligeables. Ceci est aussi confirmé dans [375]. Les valeurs médianes de dispersion
angulaire sont de 7,5◦ dans le cas Los et de 15 à 48◦ dans le cas Nlos [347, 350, 405].
Dans [405], l’étude Los, où la station de base et le mobile sont placés dans la même
rue, montre que les modes de propagation comportant plus d’un rebond ne transmettent
qu’une énergie négligeable. Dans le cas NLos, des modèles simples (une seule zone de
diﬀusion décrite par une fonction exponentielle dans le domaine des retards et gaussienne
dans le domaine angulaire) sont paramétrés par des mesures dans [405].
Dans [406—408], des méthodes déterministes sont appliquées afin d’analyser les sta-
tistiques des paramètres du canal de propagation. Dans [406], un modèle simplifié des
bâtiments environnant la rue (largeur de rue, position du mobile et de la station de base,
position dans le plan horizontal des bâtiments) permet de calculer les rayons (subissant 1
ou plusieurs rebonds) joignant la station de base au mobile. Ce modèle permet d’obtenir
les variations de la réponse angle-retard avec le déplacement du mobile et montre que
les dispersions angulaires et dispersions des retards sont assez corrélées. La dispersion
angulaire moyenne est de 15◦ et baisse avec l’augmentation de la distance de séparation.
Dans [407], des simulations à l’aide d’un logiciel de tracé de rayons permettent de décrire
les statistiques sur les groupes de trajets et les trajets à l’intérieur des groupes (nombre,
étalement des retards et angulaire, puissance, ...) dans les cas Los et Nlos. Dans le cas
Los, 2 groupes de trajets au plus sont identifiés, alors que dans le cas Nlos, plus de 4
groupes peuvent être identifiés. Dans [408], une comparaison entre une technique de tracé
de rayons et des mesures eﬀectuées à 8,45 GHz, dans un milieu microcellulaire suburbain
est exposée. Cette comparaison permet de valider la technique de tracé de rayon et ainsi
d’utiliser cette technique afin de développer un modèle statistique. Le modèle développé
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prend en compte la dépendance de la dispersion angulaire et de la puissance au domaine
des retards.
Dans [409,410], des mesures au niveau du mobile avec un réseau circulaire virtuel ont
permis à l’aide de l’algorithme Music d’identifier les trajets et leur provenance physique
afin de valider une méthode de tracé de rayons.
Dans [369], l’étude du spectre angulaire en élévation au niveau du mobile, pour plu-
sieurs hauteurs d’antenne de station de base, montre que plus l’antenne est haute, plus
la dispersion angulaire en élévation est élevée (2,1◦ pour 3 m et 5,7◦ pour 13 m). Par
contre le rapport de puissance entre polarisation verticale et horizontale reste le même
quelle que soit la hauteur d’antenne.
Des études à des fréquences plus élevées ont aussi été entreprises afin de répondre
aux besoins des réseaux multimedia extérieurs aux bâtiments. Dans ce sens, des études
de propagation spatio-temporelles pour les microcellules ont été menées dans la gamme
des 5 GHz [411,412], dans la gamme des 8 GHz [413] et dans la gamme des 25 GHz [414].
Dans [412], l’eﬀet du déplacement des voitures et en particulier le passage d’une voiture
coupant le trajet direct est étudié. Un modèle permet d’obtenir la durée de masquage du
trajet direct. Les variations de la puissance, de la direction, du Doppler et du retard du
trajet direct, sont analysées à partir des mesures et semblent bien correspondre à ce que
le modèle prédit. L’étude reportée dans [413] traite des cas Los et Nlos. Quel que soit
le cas, la corrélation entre les dispersions des retards et les dispersions angulaires est de
0,7. L’objectif de l’étude reportée dans [414] est de confirmer les méthodes de lancer de
rayons en jugeant de la pertinence des trajets à l’environnement. A cette fréquence, les
arbres présents dans les rues sont une source d’atténuation.
2.6.5 Les études analytiques liées au profil de puissance angulaire
Il existe plusieurs méthodes permettant d’aboutir à un modèle analytique angulaire.
Les formes analytiques pourront être choisies pour leur simplicité et leur adéquation aux
résultats de mesure (ou de méthodes déterministes) mais aussi pour leurs significations
physiques. Il est aussi possible de déduire des formes analytiques à partir d’un raison-
nement physique, par exemple géométrique. Quelle que soit la forme de la réponse du
canal, continuum de trajets ou trajets spéculaires, des formes analytiques continues sont
généralement utilisées en tant que fonction de densité de probabilité, par exemple, des
paramètres associés aux trajets spéculaires ou en tant que Dsp. Cette Dsp peut repré-
senter la Dsp à petite échelle, c’est à dire représentant le canal sur une zone locale où les
hypothèses de stationnarité statistiques sont valables, ou la Dsp à moyenne ou grande
échelle, c’est à dire sur un site donné pour un type d’environnement donné. Les distri-
butions théoriques associées aux caractéristiques des diﬀuseurs (répartition spatiale et
coeﬃcient de transmission) dans un modèle géométrique ainsi que la transformation per-
mettant de relier ces caractéristiques aux domaines retard, angle et/ou Doppler, peuvent
servir à calculer ces fonctions de distribution ou Dsp. Le profil de puissance angulaire cal-
culé ou estimé par simulation peut ensuite être approché par une forme analytique (plus)
simple. Il sera ensuite possible à partir d’une forme analytique sur le profil de puissance
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angulaire, de déduire la forme analytique de la fonction de corrélation spatiale. Notons
que ces profils analytiques ne représentent généralement qu’un groupe de trajets ou un
trajet diﬀus alors que dans la réalité, plusieurs groupes de trajets sont présents. Il est
alors possible, grâce à la linéarité du canal, d’additionner plusieurs spectres de puissance
(ou plusieurs fonctions de corrélation), ayant chacun(e) leurs propres paramètres, afin
d’obtenir la forme globale d’un canal comportant plusieurs groupes de trajets.
Les premières formes analytiques de spectre angulaire au mobile et à la station de
base sont issues d’un modèle géométrique simple, le modèle de diﬀusion à un anneau
autour du mobile. Il a permis de déduire la fonction de corrélation spatiale au niveau
du mobile dans [175, 176] et le spectre angulaire au niveau de la station de base dans
[68, 176]. Ce modèle de diﬀusion autour du mobile a été utilisé dans [104, 133, 415, 416]
pour le calcul de fonctions analytiques liées au canal. Dans [104], ce modèle permet
de déduire la fonction de corrélation fréquentielle. Ce modèle de diﬀusion sert de base
dans [415] à l’élaboration d’une fonction de corrélation spatio-temporelle conjointe (espace
à la station de base et évolution temporelle due au déplacement du mobile). Dans [133],
il est utilisé dans un contexte Mimo afin de calculer la corrélation entre antennes dans
diﬀérentes configurations. Dans [416], ce modèle associé au modèle de Von Mises, pour
le coeﬃcient de transmission du diﬀuseur en fonction de l’angle au niveau du mobile,
permet de développer un modèle de corrélation conjointe, dans les domaines espace à
l’émission-espace à la réception-temps, très utile pour les études Mimo à bande étroite
en environnement urbain et rural.
Ce type de modèle ne donne pas de bonnes propriétés dans le contexte large bande
et de plus, il génère un spectre angulaire à la station de base assez diﬀérent de ceux
rencontrés en réalité. Dans ce contexte, plusieurs autres modèles sur la répartition des
diﬀuseurs ont été proposés et analysés. La plupart de ces modèles géométriques sont soit
basés sur une zone de diﬀusion elliptique [417,418], soit sur une zone circulaire [418,419].
Dans [417—419], les diﬀuseurs sont uniformément répartis dans l’espace dans un cas, borné
par un cercle centré sur le mobile et dans l’autre, par une ellipse définissant le retard
maximal et dont les foyers sont situés sur les sites de la station de base et du mobile.
Dans [419], seule la fonction de densité de probabilité marginale angulaire est calculée
alors que dans [417], les fonctions de densité de probabilité conjointe angle-retard et
marginales sont calculées. Dans [418], toutes les densités de probabilité (marginales et
conjointes) sont calculées pour les deux types de modèle, circulaire et elliptique. Les
développements analytiques [417—419] ne prennent pas en compte la puissance (toutes les
puissances sont considérées constantes quels que soient le retard et l’angle) mais celle-ci a
pourtant un rôle non négligeable. En eﬀet, une méthode, permettant de prendre en compte
non seulement les angles d’arrivée au niveau du mobile mais aussi la puissance associée à
chaque diﬀuseur (fonction de la longueur de trajet et donc du retard de propagation), est
développée dans [420]. Elle permet d’obtenir une forme analytique du spectre Doppler
pour le modèle elliptique qui dépend de la direction de déplacement du mobile et qui
est donc diﬀérent du spectre de Clarkes. Le modèle elliptique est étendu au cas d’une
propagtion en 3D dans [358] et permet ainsi d’obtenir une densité de probabilité angle-
retard dépendante des hauteurs d’antenne. De plus, ce modèle, ajoutant un degré de
liberté, permet un paramétrage plus souple sur des mesures.
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Ces deux modèles supposent des diﬀuseurs répartis uniformément dans un espace
délimité fixé à priori mais d’autres types de distributions peuvent être utilisés, en parti-
culier pour le modèle de diﬀusion circulaire centré sur le mobile. On retrouve par exemple
des distributions coniques circulaires autour du mobile [421], une distribution gaussienne
autour du mobile [104, 382, 422] ou une distribution de Rayleigh [422]. Dans [421], une
méthode basée sur un changement de variable, permettant de passer de la distribution
des diﬀuseurs centrée sur le mobile à la distribution angulaire au niveau de la station de
base, est proposée. Dans [104], une forme analytique de la distribution angle-retard est
déduite.
Ces modèles géométriques ont tout d’abord été utilisés pour l’étude des profils angu-
laires sans se soucier des profils des retards engendrés. Dans [423], l’influence de plusieurs
distributions de diﬀuseurs (uniforme dans tout le plan horizontal, gaussienne autour du
mobile et uniforme dans un cercle centré sur le mobile) sur le profil des retards est analysé.
Il apparaît, contrairement à la plupart des études précédentes sur le profil de puissance
des retards, que celui généré par ces modèles géométriques ne donne pas un profil expo-
nentiel décroissant mais plutôt un profil en puissance inverse des retards [423, 424]. Le
paramètre d’une loi de Poisson sur les retards des trajets dans le contexte d’un modèle
géométrique elliptique varie en fonction du retard [424]. Dans [422], l’influence des diﬀé-
rentes lois de distribution des diﬀuseurs (uniforme, gaussienne et Rayleigh), sur les profils
de puissance des retards et profils de puissance angulaires, est analysée. Ceci permet par
comparaison à des résultats de mesures de savoir quelle distribution de diﬀuseurs est plus
adéquate pour quel profil de puissance (profil angulaire, profil angle-retard ou profil des
retards). La plupart des modèles géométriques font l’hypothèse d’un seul rebond. L’ana-
lyse par simulation d’un modèle multi-rebond dans [422] montre que le profil de puissance
des retards est plus proche de ceux observés dans la réalité, alors que le profil angulaire
reste approximativement identique au cas où un seul rebond est considéré. Dans [218],
des expressions analytiques de spectre retard-Doppler, dans le cas général où émetteur et
récepteur sont en déplacement sont développées à partir d’une interprétation géométrique
à 1 seul rebond. Cette étude suppose un champ poissonien de diﬀuseurs.
Si beaucoup d’études concernant le domaine angulaire sont conduites à partir d’une
interprétation géométrique, d’autres études sont plutôt basées sur des formes analytiques
de profil angulaire, ayant été considérées comme proche de celles obtenues lors de cam-
pagnes de mesures. Ces modèles analytiques de profil de puissance angulaire permettent
de déduire, après calcul, la fonction de corrélation.
Le modèle de diﬀusion circulaire autour du mobile a été modifié dans [186] où l’auteur
a introduit un spectre angulaire à la station de base en puissance de cosinus (l’exposant
permettant de régler la dispersion angulaire), afin d’obtenir une meilleure adéquation à
ses mesures. Malheureusement, ce spectre angulaire, s’il permet de simuler le canal dans
le domaine spatial, ne se prête pas à une forme simple pour la fonction de corrélation spa-
tiale. Des modèles plus simples mais ayant toujours une justification physique, permettant
ce calcul, ont donc été proposés par la suite. On retrouve ainsi dans [187, 425], l’expres-
sion de la fonction de corrélation spatiale pour un spectre angulaire gaussien tronqué à
-180◦ et 180◦ autour de la valeur moyenne, dans [104, 426], l’expression de la fonction
de corrélation pour un spectre angulaire gaussien tronqué à -90◦ et 90◦ autour de la va-
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leur moyenne, dans [86, 109], l’expression de la fonction de corrélation spatiale pour un
spectre angulaire uniforme d’étalement quelconque (pas seulement 360◦ comme c’est le
cas au niveau du mobile). Des simplifications sur la fonction de corrélation sont proposées
dans [97,102,103], dans le cas où le spectre angulaire est gaussien et de faible écart-type.
Il est aussi possible, pour de faibles dispersions angulaires d’exprimer la réponse spatiale
par un développement en série de Taylor [97,99].
Plus récemment, des mesures ont montré qu’un spectre angulaire laplacien était plus
adéquat que le spectre angulaire gaussien [353]. Dans [356], la fonction de corrélation
est calculée pour un tel spectre tronqué à -180◦ et 180◦ autour d’une valeur moyenne
de 0◦. Une expression prenant en compte une moyenne angulaire quelconque est donnée
dans [427].
Dans [179], un spectre angulaire généralisant le spectre uniforme sur 360◦, est proposé
pour décrire les directions de propagation au niveau du mobile. Il est décrit par la fonction
de Von Mises ou, plus généralement, par la superposition de la fonction de Von Mises et
d’une loi uniforme sur 360◦. Cette loi a permis dans [179], de déduire le spectre Doppler et
la fonction de corrélation spatiale résultante au niveau du mobile (fonction de corrélation
temporelle si le mobile est en déplacement linéaire uniforme) et de déduire une fonction de
corrélation conjointe espace à l’émission- espace à la réception particulièrement adaptée
au contexte Mimo dans [416]. Ce type de loi permet grâce à un paramètre lié à la
dispersion angulaire d’obtenir des modèles de spectre Doppler beaucoup plus proches des
mesures que le spectre Doppler de Clarkes.
Dans [428,429], des formes analytiques de fonctions de corrélation pour des spectres
angulaires uniforme, gaussien tronqué, laplacien tronqué (les deux sont tronqués à -180◦
et 180◦ autour de la moyenne) sont calculées et comparées entre elles. Dans [430], des
approximations sont faites sur ces trois lois et le cas de profils de puissance angulaire
comportant deux groupes de trajets (somme de deux fonctions analytiques), est traité.
Des études dans le cas de profils de puissance angulaire 3D (azimut et élévation) sont me-
nées dans [431], en particulier, la corrélation spatiale pour un spectre angulaire uniforme
tant en azimut qu’en élévation. Grâce à une expansion en modes orthogonaux (somme
pondérée de fonctions de Bessel) de la fonction de corrélation, les coeﬃcients de pondé-
ration de la série représentant la corrélation peuvent être calculés à partir des coeﬃcients
de la série de Fourier appliquée au spectre angulaire [431]. Cette méthode est appliquée
au spectre angulaire uniforme, au spectre angulaire de Von Mises, au spectre angulaire
en puissance de cosinus, au spectre angulaire laplacien tronqué et au spectre angulaire
gaussien tronqué (troncation à -90◦ et 90◦ autour de la moyenne. Le nombre de termes
utiles dans la série (pour une erreur acceptée considérée comme négligeable) est d’autant
plus grand que les valeurs de dispersion angulaire et valeurs d’abscisse de la fonction de
corrélation (distance maximale entre antenne) sont grands.
Toutes ces études font apparaître des hypothèses, soit quant à la direction moyenne
(centrée sur 0), soit quant à la troncation (à +/-90◦ ou +/- 180◦). Dans ce contexte,
une généralisation pour les lois uniforme, gaussienne tronquée, et laplacienne tronquée
est proposée dans [432].
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Toutes ces formules de fonction de corrélation spatiale permettent d’eﬀectuer des
études analytiques sur les performances des systèmes mais permettent aussi de calculer
les paramètres d’entrée d’un simulateur spatio-temporel basé sur la décomposition de la
matrice de corrélations entre canaux (diﬀérents canaux séparés spatialement).
2.6.6 Les modèles de simulation du canal de propagation
Dans cette partie, on entend par modèle de simulation les modèles permettant de
générer des réponses impulsionnelles.
Peu de modèles empiriques, issus d’un traitement de mesures, existent. On retrouve
des modèles où une seule Dsp est fournie et considérée comme représentative de l’envi-
ronnement de mesure [346, 350, 359, 360]. Dans [346, 350], ce sont le retard, la direction
d’arrivée et le spectre Doppler de chaque trajet qui sont spécifiés. Dans [359,360], les me-
sures sont exploitées afin de trouver le modèle géométrique équivalent [433]. Ces modèles
sont gaussiens et stationnaires et ne décrivent pas les statistiques des retards, des direc-
tions d’arrivée, ou des puissances moyennes des trajets mais seulement une réalisation
d’une densité spectrale de puissance correspondant à un tronçon stationnaire de mesure.
Ces modèles ont leurs avantages mais il est aussi important d’établir des modèles portant
sur les statistiques des profils de puissance multidimensionnels. Les modèles cités dans la
suite sont de ce type et représentent donc le canal pour un environnement donné plutôt
que pour une zone particulière où le canal est considéré stationnaire.
En ce qui concerne l’intérieur des bâtiments, on retrouve le modèle de Spencer [392], le
modèle issu du projet Magic WAND [403,404], le modèle de Heddergott [399], le modèle
de Zwick [388, 389], le modèle de Döhler [434] et le modèle de Chong [396, 397]. Des
modèles géométriques tels que ceux présentés dans [426,435] permettent aussi de simuler
le canal de propagation à l’intérieur des bâtiments.
Les modèles de Spencer, de Heddergott et de Chong sont directement issus de traite-
ments statistiques sur des campagnes de mesures conséquentes, alors que les modèles de
Zwick et Döhler proviennent de traitements statistiques de données issues de méthodes
déterministes de lancer de rayons. Les modèles présentés dans [426,435], ne sont pas issus
directement de traitement de mesures, mais plutôt d’un raisonnement physique prenant
en compte les connaissances préalables sur le canal de propagation.
Dans [392, 396, 397, 399, 403, 404], les modèles prennent explicitement en compte des
groupes de trajets. Les spectres de puissance associés à un groupe de trajets sont de
type laplacien dans le domaine angulaire et exponentiel décroissant dans le domaine des
retards. Dans [396,397], la dépendance sur les caractéristiques des trajets et des groupes
entre domaine angulaire et domaine des retards, est analysée et permet d’aboutir à un
modèle précis. Des dépendances de ce type sont aussi prises en compte dans [388,389]. Le
modèle présenté dans [388,389] est le plus complet puisqu’il prend en compte les directions
sur les deux sites en trois dimensions (azimut et élévation) ainsi que la polarisation.
De plus, il est adapté à des fréquences de 900 MHz, 1,8 GHz, 2,5 GHz et 5,2 GHz.
Généralement, les environnements proches des sites d’émission et de réception à l’intérieur
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des bâtiments étant statistiquement identiques, on peut considérer que les statistiques sur
le profil de puissance angulaire sont les mêmes à l’émission et à la réception.
En ce qui concerne les modèles basés directement sur des mesures à l’extérieur des
bâtiments, on retrouve le modèle de Pedersen [354—356], et le modèle de Ichitsubo [436].
Le modèle de Pedersen permet de générer des réponses de canal sur une grande
échelle et ceci en introduisant des phénomènes d’apparition et de disparition des trajets.
Ce modèle est bien adapté à un environnement de type urbain typique macrocellulaire
puisqu’il se caractérise par de faibles dispersions angulaires, de grandes dispersions des
retards et surtout, un seul groupe de trajets. L’association de ce modèle avec un modèle
sur les variations conjointes à moyenne échelle de la dispersion angulaire, de la dispersion
des retards et des pertes de puissance moyenne [352], permet d’obtenir un modèle réaliste
à petite, moyenne et grande échelle de variation. Le modèle présenté dans [437] est très
proche de celui de Pedersen mais avec en plus un modèle sur les glissements et transitions
des trajets dans le domaine des retards et le domaine angulaire. Il est très utile pour les
études à moyenne échelle et en particulier pour l’étude de la radiolocalisation. Ces deux
modèles de Pedersen et de Cabrera ont l’avantage de pouvoir être simplement paramétrés
par des valeurs de dispersion (des retards et angulaires) déjà publiées ou mesurées.
Le modèle de Ichitsubo [436] est basé simultanément sur des mesures et sur un modèle
géométrique à un rebond. Il permet de prendre en compte dans le calcul des profils
de puissance, la distance entre station de base et mobile mais aussi la hauteur de la
station de base. Les modèles sur les profils angulaires, profils des retards, et pertes de
puissance moyenne en fonction de la distance de séparation, sont du même type que les
modèles classiques de pertes de puissance moyenne. En ce qui concerne le domaine des
retards, cela diﬀère un peu des profils classiques de type exponentiel décroissant mais ont
déjà été reconnus comme plus adéquats dans certaines situations [294, 295]. Ces formes
analytiques sont en très bonne concordance avec le modèle géométrique à un rebond et
une distribution exponentielle de la distance diﬀuseurs-mobile (zone circulaire centrée sur
le mobile). Ce modèle a l’avantage d’être réaliste puisque basé sur des mesures et d’être
en relation avec certains paramètres de la liaison et de l’environnement. Il a été adapté à
des mesures eﬀectuées dans Tokyo.
Les modèles présentés dans [438, 439] permettent de simuler les évanouissements
spatio-temporels à partir des propriétés de corrélation spatiale et temporelle. Dans [439],
une décomposition de la matrice de corrélation permet d’estimer la transformation ma-
tricielle à appliquer au vecteur aléatoire gaussien (dont les éléments sont décorrélés). Le
canal est représenté par un banc de Fir dont les coeﬃcients varient au cours du temps.
La plupart des autres modèles ne sont pas basés directement sur des mesures mais
plutôt sur une interprétation géométrique. Les modèles géométriques ont l’avantage de
pouvoir générer toutes les caractéristiques des trajets (puissance, direction des ondes,
retards, décalage Doppler). Ces modèles, lorsqu’un seul rebond est considéré, engendrent
une dépendance statistique entre retards et angles. Les modèles géométriques se diﬀéren-
cient par deux facteurs, la distribution des diﬀuseurs et le calcul des atténuations associé
à chaque diﬀuseur. La distribution des diﬀuseurs peut être bornée par une ellipse dont
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les foyers sont les positions de l’émetteur et du récepteur, ou par un cercle dont le centre
est la position du mobile [418]. Il est possible de considérer des zones géographiques de
diﬀusion [426, 435, 440, 441], ce qui entraîne un modèle à groupes de trajets. Un modèle
mixte, intégrant plusieurs distributions de diﬀuseurs, est proposé dans [442]. Selon le type
d’interaction à modéliser (réflexion spéculaire ou diﬀuse), deux types de loi d’atténuation
peuvent être employés. Dans [358, 426, 443], une multiplication entre les pertes de puis-
sance dues aux distances diﬀuseur-mobile, diﬀuseur-station de base et pertes de réflexion
due aux diﬀuseurs, est utilisée, ce qui correspond au cas d’une réflexion diﬀuse alors que
dans [417,426,440,441], l’atténuation dépend de la longueur totale du trajet. Récemment,
un modèle basé sur une interprétation géométrique en 3D, a été proposé dans [444]. Il per-
met d’étudier divers scénarios (nombre d’antennes variables, déplacement du mobile ou
pas, disposition verticale, horizontale ou mixte des antennes). Il considère des diﬀuseurs
dont la position permet d’obtenir le même profil des retards que dans le modèle normalisé
TU-2 de l’Etsi. A la diﬀérence de la plupart des modèles géométriques, les diﬀuseurs ont
une extension spatiale (surface rectangulaire s’apparentant à un bâtiment).
Les travaux relatifs à la modélisation du canal au sein du projet européen COST259
sont reportés dans [321,445—449]. Ces modèles sont très complets et permettent de simuler
le canal à n’importe quelle échelle de déplacement du mobile (des évanouissements rapides
aux changements d’environnement) et dans la plupart des environnements. Il est, en
partie, basé sur le principe du modèle géométrique à un et deux rebonds.
2.7 Les études du canal dans le contexte MIMO
Les systèmesMimo nécessitent une connaissance simultanée des caractéristiques spa-
tiales d’émission et de réception. Les études concernant le domaine spatial ayant été
eﬀectuées avec une antenne multicapteurs sur un seul des deux sites ne sont pas suﬃ-
santes, néanmoins elles permettent dans certaine limite de caractériser le canalMimo. En
eﬀet, les mesures pendants lesquelles le mobile se déplace, permettent, si le mouvement
des diﬀuseurs présents dans le milieu de propagation est négligeable, de caractériser le
domaine spatial au niveau du mobile. Généralement, l’antenne au niveau du mobile étant
omnidirectionnelle et le mouvement linéaire, la caractérisation angulaire ne peut s’eﬀec-
tuée qu’avec une ambiguïté de 180◦. Si en plus du déplacement du mobile, le système
de mesure comporte un réseau d’antennes au niveau de la station de base la caractéri-
sation spatiale se fait simultanément sur les deux sites. Ceci montre que les études de
propagation dans le contexte Simo/Miso peuvent être utiles dans le contexte Mimo.
Les études basées sur les méthodes déterministes de type lancer/tracé de rayons per-
mettent intrinsèquement de caractériser le canalMimo. Néanmoins, l’ajout d’une dimen-
sion supplémentaire (en l’occurence spatiale) nécessite des méthodes déterministes plus
précises.
Les premières études Mimo, faisant intervenir un modèle de canal assez réaliste (des
corrélations données entre les diﬀérents canaux), remontent à 1998 avec les travaux de
C.N. Chuah [132,134] basés sur des méthodes déterministes de tracé de rayons appliquées
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à l’intérieur des bâtiments, ceux de P.F. Drissen [131] s’appuyant sur la méthode des
images dans une rue, ou ceux de D.S. Shiu [133] basés sur un modèle géométrique à un
anneau centré sur le mobile. La caractérisationMimo par la mesure remonte quant à elle à
l’année 2000. Beaucoup de ces mesures ne sont pas à large bande et ne sont pas exploitées
pour l’estimation des directions conjointement sur les deux sites mais plutôt directement
pour caractériser la répartition de la capacité du canal, ce qui n’est pas suﬃsant dans le
contexte de la modélisation du canal.
Avant de présenter les modèles de canal pouvant servir à la simulation de systèmes
Mimo, on présente les campagnes de mesures ayant permis de caractériser le canal et sa
capacité en particulier.
2.7.1 La mesure et la caractérisation
Les mesures de propagation dans un contexte Mimo sont exploitées de deux grandes
façons. Il est possible de caractériser directement la matrice de canal (généralement par la
densité de probabilité des éléments de la matrice, par les corrélations entre éléments, et/ou
par la répartition des valeurs singulières de cette matrice), ou d’exploiter une méthode
d’estimation permettant d’obtenir une description plus physique du canal (estimation
d’un spectre angulaire conjoint émission-réception ou estimation paramétrique angulaire
conjointe émission-réception). Dans le premier cas, les caractéristiques des réseaux sont
considérées comme parties intégrantes du canal alors que dans le deuxième cas, les réseaux
d’antennes sont exclues du canal (au moins en partie) et il est donc possible d’utiliser
ces résultats pour d’autres réseaux d’antennes (diﬀérentes structures, diﬀérents nombres
d’antennes, diﬀérents diagrammes d’antennes).
Plusieurs campagnes de mesure ne visent pas seulement à caractériser le canal mais
aussi l’influence de la structure du réseau. Dans [450—452], des mesures dans le contexte
EDGE (fréquence porteuse à 1,9 GHz) avec 30 kHz de largeur de bande à l’extérieur
des bâtiments en macrocellule (suburbain, autoroute, parcours piétons) ont permis de
quantifier la capacité et les propriétés de corrélation pour plusieurs configurations de
réseau d’antennes (diversité angulaire, spatiale, de polarisation) tant à l’émission qu’à la
réception. Dans tous les cas, il y a 4 antennes d’émission et 4 antennes de réception. Des
valeurs de capacité assez proches du cas théorique ont été observées tant que les niveaux
de corrélation sont restés inférieurs à 0,5. Il apparaît que les diversités de position et
de polarisation permettent d’obtenir une capacité plus élevée que la diversité angulaire.
Des mesures du même type en environnement urbain, suburbain et de l’extérieur vers
l’intérieur des bâtiments ont été eﬀectuées dans [327] à une fréquence porteuse de 2 GHz.
Plusieurs configurations de réseau d’antennes, tant à la station de base qu’à la station
mobile, ont été utilisées (diversité de position et de polarisation) dans [327].
D’autres mesures de propagation à l’extérieur des bâtiments dans le contexte macro-
cellulaire sont reportées dans [453] à 2,11 GHz, dans [454] à 3,7 GHz et dans [455—457] à
2 GHz dans un contexte Umts. Les mesures présentées dans [453] concernent un milieu
urbain (Manhattan) et ont permis de valider l’hypothèse de modélisation consistant à
séparer la corrélation dans le domaine spatial d’émission de celle de réception. A partir
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de cette hypothèse, un modèle de canal simple est proposé. Ce modèle prend en compte 4
paramètres (2 polarisations et domaine spatial d’émission et de réception) correspondant
aux coeﬃcients de décroissance d’une fonction de corrélation exponentielle adaptée aux
mesures. Ces 4 paramètres sont décrits à l’ordre 1 par leurs moyenne et à l’ordre 2 par
la matrice de covariance de dimension 4×4 et leur répartition est considérée gaussienne.
Les résultats de capacité montrent que ce modèle est correct. Dans [454], des mesures à
large bande de 2 antennes d’émission vers 2 antennes de réception sont eﬀectuées dans un
environnement suburbain autour de Chicago. Le rapport des 2 valeurs singulières calculé
à partir de la matrice de canal 2×2 est utilisé afin de quantifier le degré d’indépendance
entre les 2 canaux virtuels et donc la capacité (plus la valeur est proche de 1 plus les
canaux sont indépendants). Il apparaît que plus la dispersion des retards est grande plus
cette valeur se rapproche de 1, ce qui laisse supposer que la dispersion angulaire est d’au-
tant plus grande que la dispersion des retards l’est. Les études reportées dans [456, 457]
portent sur l’analyse des valeurs propres de la matrice de corrélation du canal dans un
environnement suburbain. Dans [455], des valeurs de matrice de corrélation dans le cas
d’une liaison de 4 canaux (2 antennes d’émission et 2 antennes de réception) sont données
dans le cas Los et Nlos.
Toujours à l’extérieur des bâtiments mais dans un contexte fixe à fixe avec plusieurs
hauteurs d’antennes, des résultats de mesures sont reportés dans [458—460] à 2,5 GHz
sur une bande de 4 MHz et dans [461,462] à 2,44 GHz. Dans [458—460], elles ont permis
de caractériser la matrice de canal bande étroite ainsi que la capacité. Les réseaux d’an-
tennes utilisés sont des réseaux soit à diversité de position soit à diversité de polarisation
comportant 2 éléments à l’émission et à la réception. Ces mesures ont permis d’étudier les
pertes de puissance moyenne, le facteur de Rice et le rapport de puissance entre les dif-
férentes polarisations en fonction de la distance. Ces paramètres et leurs corrélations ont
servi à établir un modèle sur la matrice de canal dans [459], modèle qui a servi dans [460]
à prédire la capacité et à la comparer à celle estimée par les mesures afin de le valider.
Le modèle est basé sur une séparation en deux matrices 2×2, une pour la composante
principale (composante de Rice) et l’autre pour la composante diﬀuse. Dans [461,462], 5
antennes d’émission et 7 de réception sont utilisées. Le réseau de réception est en croix
avec des écarts de 91 cm entre antennes et le réseau d’émission est un réseau linéaire
horizontal avec des écarts de 52 cm. Ces mesures sont le plus généralement en visibilité
directe et sont comparées à un modèle champ proche ne prenant en compte qu’un seul
trajet. Il apparaît que plus les antennes sont basses plus les pertes de puissance moyenne
sont élevées et moins la corrélation est élevée. La capacité est plus grande dans le cas où
l’antenne d’émission est à 5 m plutôt qu’à 10 m de hauteur.
A l’intérieur des bâtiments, on retrouve des mesures à 1,95 GHz dans [463], dans la
bande UMTS à 2 GHz dans [464—468], à 2,4 GHz dans [469—472] et dans la bande des 5
GHz dans [473—485].
L’étude menée dans [463] porte sur des mesures à bande étroite (30 kHz) avec 12
antennes d’émission et 15 antennes de réception polarisées verticalement et horizontale-
ment. Des modèles sur les pertes de puissance moyenne en fonction de la distance pour les
diﬀérentes configurations de polarisation sont présentés. La capacité du canal est analysée
en fonction de la distance avec et sans normalisation de la puissance moyenne et pour
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les diﬀérentes configurations de polarisation. Ce type d’étude, avec et sans normalisation
de la puissance moyenne, permet de séparer l’eﬀet des pertes de puissance moyenne et
du canal normalisé sur la capacité. La baisse de la capacité en fonction de la distance
provient plus des pertes de puissance moyenne que du canal normalisé. Néanmoins, une
faible diminution de la capacité avec l’augmentation de la distance, dans le cas où le canal
est normalisé, traduit l’eﬀet de la propagation à travers un couloir et ce, quelle que soit
l’orientation des réseaux d’antennes. L’utilisation des deux polarisations sur chacun des
deux sites permet d’obtenir des capacités plus élevées.
Les études menées dans [470—472] sont basées sur des mesures à bande étroite avec
4 antennes d’émission et 4 antennes de réception dans un cas, et 10 antennes d’émission
et 10 antennes de réception dans l’autre cas. Contrairement à beaucoup d’études qui
supposent une répartition de Rayleigh des amplitudes et une répartition uniforme sur
360◦ de la phase, ces hypothèses ne sont pas admises à priori mais sont vérifiées à partir
des mesures. Les valeurs de corrélation sont comparées à celles obtenues par le modèle de
Jakes et la répartition de la capacité est calculée dans [470,472]. Dans [471], les résultats de
mesures sont comparés à ceux du modèle de Spencer (étendu au cas Mimo en considérant
l’indépendance entre le domaine spatial d’émission et de réception), à ceux du modèle basé
sur la séparation des fonctions de corrélation spatiale de l’enveloppe complexe en émission
et en réception ainsi qu’au modèle basé sur la séparation des fonctions de corrélation
spatiale de la puissance en émission et en réception (les deux derniers modèles supposent
une répartition complexe gaussienne des éléments de la matrice de canal). Si le modèle de
Spencer présente de bons résultats lorsque ses paramètres sont bien optimisés, les modèles
gaussiens basés sur les matrices de corrélation (que ce soit de l’enveloppe complexe ou de
la puissance) divergent lorsque les distances entre antennes diminuent et/ou le nombre
d’antennes augmente. Dans [469], les mesures sont eﬀectuées avec deux réseaux d’antennes
identiques en émission et réception ayant chacun 16 antennes réparties uniformément dans
un carré (espacement minimum d’une longueur d’onde). Les histogrammes de puissance
montrent que le canal de Rayleigh est un bon modèle dans le cas Nlos, alors que le canal
de Rice (facteur de Rice égal à 2) est mieux adapté dans le cas Los. L’étude porte aussi
sur l’évolution de la capacité ergodique en fonction du nombre d’antennes en émission et
en réception et notamment en fonction du rapport entre le nombre d’antennes en émission
et le nombre d’antennes en réception.
Les études menées dans [464—468] sont largement basées sur l’analyse des répartitions
des valeurs singulières. Dans [464], la capacité par sous canaux et la capacité globale
sont analysées dans un cas où il y a une grande corrélation entre les canaux, et dans un
autre cas, où au contraire il y a une grande décorrélation. Plusieurs configurations de
réseaux d’antennes sont utilisées (diversité de polarisation, diversité de position, nombre
d’antennes en émission et en réception) pour l’analyse de la capacité. Dans [465—468],
des matrices de corrélation spatiale en émission et en réception sont estimées et utilisées
comme paramètres d’entrée du modèle de canal présenté dans [486]. La validité du modèle
est vérifiée par comparaison de la répartition des valeurs singulières dans le cas de diversité
de position sur les deux sites dans [465] et dans le cas de diversité de polarisation sur
les deux sites dans [466]. A la diﬀérence de la plupart des cas en diversité de position,
où les antennes ont des diagrammes identiques, les atténuations moyennes par canal,
dans le cas de diversité de polarisation, peuvent être diﬀérentes et il est indispensable
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de prendre en compte dans le modèle, en plus des matrices de corrélation spatiale, une
pondération diﬀérente pour chacun des canaux. Notons qu’au contraire de [465,466] où la
corrélation est calculée sur la puissance, dans [467,468], les corrélations sont calculées sur
les coeﬃcients complexes. Dans [467,468], un modèle bande étroite assez complet faisant
intervenir le spectre Doppler est présenté. Il est basé sur une description statistique des
matrices de corrélation des coeﬃcients complexes en émission et en réception. Ces études
ont été eﬀectuées dans le contexte du projet IST-METRA.
Dans la bande des 5 GHz, beaucoup d’études ont été menées, en particulier du fait
que cette gamme de fréquence est prévue pour les réseaux locaux sans fil type Hiperlan.
Les travaux présentés dans [473—480] ont été eﬀectués dans le contexte du projet Euro-
péen IST SATURN. Contrairement à la plupart des études précédentes, ces études ne
prennent en compte que la diversité de position à l’aide de réseaux linéaires uniformes
sur les deux sites. Dans [473], des mesures ont montré, comme dans [463], qu’une relation
entre les pertes de puissance moyenne et les propriétés de corrélation du canal est im-
portante pour une bonne prédiction de la capacité. L’analyse des variations des valeurs
singulières au cours du temps dans [474] caractérise l’évolution du rapport signal à bruit
des canaux équivalents Siso. Les variations du canal sont causées par le mouvement des
personnes présentes dans le milieu. Lorsque le canal est riche en trajets multiples (nombre
de trajets multiples plus élevé que le nombre de canaux indépendants) et que ceux-ci sont
suﬃsamment séparés angulairement, les valeurs singulières subissent des variations moins
prononcées que les éléments de la matrice de canal alors que dans le cas contraire ces
variations sont très proches de celles subies par les trajets multiples. Le masquage proche
d’un des deux sites d’émission ou de réception provoque une diminution de toutes les
valeurs singulières.
Dans [475—479], la méthode de modélisation est basée, comme dans [467, 468], sur
la séparation des matrices de corrélation entre les éléments complexes de la matrice de
canal en émission et en réception. Ce modèle est adéquat pour ces campagnes de mesures
mais des erreurs, d’autant plus grandes (même si dans l’absolu, elles restent inférieures à
5%) que le nombre d’antennes est grand, sont à noter. La méthode d’estimation utilisée
dans [475] n’est pas basée sur le calcul direct des matrices de corrélation d’émission et de
réception mais par une minimisation de l’erreur quadratique moyenne entre la matrice
de corrélation globale des canaux mesurés et celle des canaux modélisés. Les amplitudes
complexes sont considérées gaussiennes ce qui est vérifié par les mesures. Dans [475,479],
les traitements sont eﬀectués à bande étroite tandis que dans [477,478], ils sont eﬀectués
à large bande. Ce qui nécessite de spécifier, dans le cadre de la modélisation une matrice
de corrélation par trajet discriminé dans le domaine des retards. Le profil des retards
est bien modélisé par une fonction exponentielle décroissante et la vérification sur la
répartition des dispersions des retards montre une bonne adéquation entre les mesures
et le modèle. La capacité est donnée pour une largeur de bande de 20 MHz comme c’est
le cas dans la norme Hiperlan/2. Dans [479], le modèle est établi dans le cas Los et la
composante directe est prise en compte séparement d’une manière déterministe via la
réponse de réseau associée au trajet direct.
Les mesures à large bande reportées dans [480], sont utilisées pour caractériser les
spectres angulaires en émission et en réception ainsi que les paramètres de dispersion
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angulaire et de dispersion des retards. La répartition des coeﬃcients de corrélation spatiale
selon les deux axes, horizontal et vertical, et pour plusieurs distances de séparation est
étudiée. Du fait de l’utilisation d’un réseau rectangulaire virtuel (réseau linéaire déplacé
selon la verticale), les dispersions angulaires en élévation peuvent être calculées.
Les études menées dans [482] portent sur l’influence de l’orientation et de la position
des réseaux sur la capacité du canal, dans le cas où un des deux réseaux est situé dans
un couloir, alors que l’autre est situé dans une pièce jouxtant le couloir. L’orientation et
la position du réseau situé dans la pièce ont peu d’influence sur la capacité, par contre,
une orientation perpendiculaire au couloir (du réseau situé dans le couloir) entraîne une
capacité plus grande que lorsque le réseau est parallèle au couloir. Dans [481], le modèle
consistant à séparer les matrices de corrélation d’émission et de réception n’est pas adapté
à la campagne de mesure. En eﬀet, ce modèle donne des capacités inférieures à celles
calculées directement sur les mesures.
Les études reportées dans [483—485] portent sur l’influence de la configuration des
réseaux d’antennes sur la capacité et notamment dans [484, 485] sur l’utilisation d’an-
tennes très proches les unes des autres (distance inférieure à une demi longueur d’onde).
Dans [483], l’étude porte sur la diversité de polarisation. Sur un des deux sites, deux
antennes (sépararées spatialement) à trois polarisations orthogonales sont utilisées. Dans
le cas d’un trajet direct prépondérant, la diversité de polarisation permet de créer deux
canaux indépendants. Les résultats de ces études montrent que la configuration du réseau
a une grande importance et que des distances entre antennes inférieures à une demi lon-
gueur d’onde permettent d’obtenir des capacités supérieures à celles prédites en théorie
(sans tenir compte du couplage), et ce, du fait du couplage entre antennes qui modifie les
diagrammes d’antennes. La modification de ces diagrammes d’antennes entraîne aussi un
changement des réponses impulsionnelles [485] puisque la puissance des trajets est mo-
difiée. Ceci montre l’importance d’une modélisation précise des phénomènes de couplage
dans le cas où des antennes sont proches.
Quelques mesures dans la bande GSM (900 MHz) à l’intérieur d’un tunnel de mé-
tro sont reportées dans [487, 488]. Plusieurs configurations d’antennes sont analysées. Il
apparaît que la capacité est plus élevée lorsque le tunnel est plus large.
Contrairement à ce qui a été présenté précédemment, où les études portent principa-
lement sur la matrice de canal, considérée comme aléatoire, d’autres études sont basées
sur une estimation paramétrique du canal. Dans ce cas, le canal est représenté par les ca-
ractéristiques des trajets qui lui sont associés. Cette approche a l’avantage de fournir une
compréhension précise des phénomènes de propagation, ce qui peut servir à l’élaboration
et l’amélioration des méthodes déterministes de lancer/tracé de rayons.
Dans le contexte de l’estimation multidimensionnelle appliquée à des mesures de pro-
pagation, on retrouve principalement les universités techniques de Ilmenau [489—499] et de
Vienne [330,499—503], l’université de Karlsruhe [498] et l’université de Aalborg [504,505].
A part à Aalborg, où les mesures sont basées sur le sondeur large bande PropSound, les
autres mesures sont basées sur le sondeur large bande RUSK.
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Afin d’aboutir à un modèle paramétrique de canal, des méthodes d’estimation multi-
dimensionnelles, intégrant non seulement l’estimation des décalages Doppler et des retards
mais aussi l’estimation des directions de départ et d’arrivée, sont développées et analysées
dans [489, 494, 496, 498, 500, 504]. Dans [489, 490, 494, 496], c’est l’algorithme ESPRIT
multidimensionnel qui est utilisé alors que dans [498, 500], c’est une forme séquentielle
d’estimation basée sur l’algorithme ESPRIT 1D et 2D. Dans [504,505], c’est l’algorithme
SAGE qui est utilisé. Les méthodes d’estimation présentées dans [494,496,505] prennent
en compte la polarisation des trajets.
La plupart de ces études ne sont pas menées à grande échelle et aucune description
statistique sur les paramètres des rayons, qui seraient issus de plusieurs mesures, n’est
donnée. Au contraire, les paramètres des rayons issus d’une mesure particulière servent
directement à simuler le canal dans [491, 493—495] d’une manière déterministe. Dans
[497,499], le modèle à rayons est directement utilisé pour le calcul de la capacité.
A part dans [498], où les mesures sont eﬀectuées à l’intérieur des bâtiments, dans [447]
où les mesures sont eﬀectués sur un circuit de voiture à grande vitesse de déplacement
et dans [493, 495] où les mesures sont eﬀectuées sur une autoroute, toutes les autres
mesures sont eﬀectuées dans des configurations du type microcellule/campus. A part
dans [447,501,502] où la gamme de fréquence traitée est celle des 2 GHz (bande UMTS),
toutes les autres études portent sur la gamme des 5 GHz dans le contexte Hiperlan/2.
2.7.2 La modélisation du canal
Les modèles de canal dans le contexteMimo ne sont pas dans leurs principes diﬀérents
de ceux utilisés dans le cas Simo/Miso. Il est possible d’obtenir des modèles physiques
déterministes à partir de la mesure, avec par exemple une technique d’estimation des
paramètres des rayons, à partir de méthodes de lancer/tracé de rayons ou à partir d’un
modèle géométrique dans lequel les positions des diﬀuseurs et les interactions des ondes
avec ceux-ci sont spécifiées. De plus, avec plusieurs réalisations (plusieurs modèles dé-
terministes), il est possible d’établir des modèles statistiques. Généralement, les modèles
statistiques issus d’une interprétation géométrique font intervenir d’une manière statis-
tique les répartitions spatiales des diﬀuseurs et l’interaction entre ceux-ci et les Oem. Ces
modèles qu’ils soient déterministes ou statistiques, portent en ce qui concerne le domaine
spatial, soit sur la matrice de canal, soit sur des paramètres directement liés aux trajets.
Ils peuvent intégrer entièrement les antennes ou séparer l’eﬀet des antennes de celui du
milieu de propagation. Généralement, les modèles analytiques comportent un ou plusieurs
paramètres qu’il s’agit généralement de spécifier à partir des résultats issus des études
expérimentales.
Les modèles géométriques permettent naturellement de caractériser les dimensions
spatiales simultanément en émission et en réception. Certains modèles développés dans
le contexte Mimo bande étroite sont basés sur l’hypothèse d’un seul rebond, sur des
diﬀuseurs répartis dans un cercle dont le centre est le mobile [133, 416, 506]. Dans [416],
cela a permis d’obtenir une expression analytique du canal Mimo qui prend en compte
une diﬀusion non uniforme autour du mobile. L’inconvénient du modèle géométrique à
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un seul rebond réside dans le fait que, pour une direction de départ et un retard donné,
une seule direction de départ est possible, ce qui dans le casMimo large bande peut poser
un problème, puisque ce n’est pas forcément réaliste. Pour cette raison, et pour plus de
facilité à fixer indépendament les caractéristiques statistiques spatiales d’émission et de
réception, les modèles géométriques à deux rebonds sont préférés pour la caractérisation,
la modélisation et la simulation du canal Mimo [141—145, 507—509]. Ils permettent en
particulier de fixer indépendamment les caractéristiques spatiales sur chacun des deux
sites mais en plus de refléter l’eﬀet de goulot d’étranglement [141,146].
Dans [141—145], ces modèles ont surtout servis à mettre en valeur et à prédire les
propriétés du canal Mimo bande étroite alors que dans [507—509], les modèles sont aussi
basés sur une interprétation statistique des paramètres directement liés aux réponses de
canal (retard, angle d’arrivée, ...) et peuvent être utilisés dans le contexte de la simulation
à large bande. Le modèle présenté dans [141—143] est basé sur la spécification de l’étale-
ment angulaire vu par chacun des deux sites et sur la matrice de transfert liant chacun des
diﬀuseurs locaux à un site à chacun des diﬀuseurs locaux à l’autre site. Dans [144, 145],
les zones de diﬀusion sont décrites par deux cercles centrés sur chacun des deux sites.
En fonction du rapport du rayon de ces zones et de la distance entre émetteur et ré-
cepteur, l’eﬀet de goulot d’étranglement peut apparaître. Dans [507], l’interaction entre
diﬀuseur et onde, et en particulier la dépolarisation, est prise en compte d’une manière
physique. Dans sa définition, le modèle permet de prendre en compte la propagation en
trois dimensions. Le modèle présenté dans [508, 509] est largement basé sur les études
eﬀectuées au sein du COST259 [321] et plus récemment du COST273. Il prend en compte
la polarisation ainsi que la notion de groupe de trajets d’une manière physique. Cette
notion de groupe de trajets est démontré comme ayant une importance sur la capacité du
canal et il est donc important de la prendre en compte [510,511]. C’est un modèle mixte
s’appuyant sur l’hypothèse d’un seul ou de deux rebonds selon le type de phénomènes
à modéliser mais aussi directement sur les fonctions d’étalement associées au canal. Il
peut prendre en compte le phénomène de goulot d’étranglement en particulier pour le
mode de propagation par guidage. Il peut par son aspect générique s’appliquer à tout
type d’environnement et dans [508,509], les paramètres sont donnés pour des liaisons de
type macrocellule et microcellule en milieu urbain.
Une autre approche de modélisation dans le contexte Mimo est celle basée sur la
théorie des matrices aléatoires. Cette approche est utilisée dans [512—514]. Plutôt que de
prendre en compte les caractéristiques physiques de la propagation, on s’attache à générer
des matrices dont les propriétés sont réalistes et ce à partir d’hypothèse considérées
comme acceptables [514]. Il est par exemple, comme dans [512], possible de vérifier que
les valeurs singulières estimées sur les mesures sont identiques à celle générées par le
modèle. Dans [512,513], l’aspect large bande est pris en compte en modélisant le profil de
puissance des retards. Cette approche par le biais des propriétés des matrices aléatoires
est assez utile pour le développement analytique du calcul de capacité puisque ce dernier
est largement basé sur la répartition des valeurs singulières.
Certaines méthodes de simulation visent à générer des matrices aléatoires (gaus-
siennes) dont les éléments ont de bonnes propriétés d’intercorrélation. Généralement,
l’hypothèse d’indépendance entre corrélation spatiale en émission et corrélation spatiale
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en réception est acceptée. Cette hypothèse a été vérifiée plusieurs fois par des mesures à
l’intérieur des bâtiments comme cela a été décrit dans le paragraphe 2.7.1 sur la mesure
et la caractérisation. Elle permet en particulier d’utiliser les résultats issus du contexte
Simo etMiso (une des deux matrices de corrélation est déjà fournie). Le modèle du projet
Metra [465,466,486] repose sur la spécification des matrices de corrélation en émission
et en réception portant sur la puissance des éléments et non sur leur valeur complexe.
Plus tard, dans le contexte des projets I-Metra et Saturn, la corrélation complexe sera
spécifiée [467,468,476]. Si le canal est large bande, une matrice de corrélation pour chaque
trajet défini dans le domaine des retards doit être spécifiée. Notons que l’indépendance
entre les évanouissements temporels et la matrice de canal représentant les évanouisse-
ments spatiaux considérée dans la simulation du canal Metra [467, 468, 486] n’est pas
correct d’un point de vue physique, dès lors qu’au moins un des deux sites est en dépla-
cement. Ces matrices de corrélation peuvent être obtenues à partir de mesures mais aussi
dans le cas de diversité de position à partir des formes analytiques de corrélation comme
celles données dans [432].
Un modèle basé explicitement sur l’hypothèse Wssus appliquée à des mesures dans
la gamme des 900 MHz est développé dans [515]. Il découple la modélisation dans le
domaine temporel de celle dans le domaine spatial. La méthode d’estimation des retards
et du spectre Doppler de chaque trajet est celle développée dans [308] et la méthode de
modélisation du domaine spatial repose comme dans les études présentées précédemment
sur la séparation des matrices de corrélation d’émission et de réception.
Un autre type de modèle est le modèle paramétrique dont la forme générique fut
initialement proposée dans [130] pour des études dans le contexte Mimo. Plusieurs des
études de ce type, aboutissant à un modèle paramétrique déterministe à partir de mesures,
ont été présentées dans le paragraphe précédent. Il existe très peu d’études statistiques
conjointes sur les paramètres associés aux rayons. On peut citer le modèle s’appliquant
à plusieurs gammes de fréquence à l’intérieur des bâtiments, présenté dans [389]. Ce
modèle, basé essentiellement sur des études par lancer de rayons, prend en compte une
propagation dans les trois dimensions spatiales ainsi que la polarisation sur les deux sites.
Dans [516], un modèle paramétrique statistique, basé sur le modèle de Spencer [392]
pour caractériser les directions à l’intérieur des bâtiments et les retards et un modèle
géométrique à un seul rebond pour caractériser les angles au niveau de la station de base
située à l’extérieur des bâtiments, est proposé. Il permet de simuler le canal pour des
liaisons en pénétration de l’intérieur vers l’extérieur des bâtiments.
Récemment, des modèles Mimo compatibles avec les précédents modèles de profils
de puissance des retards normalisés ont été proposés notamment au sein des organismes
de normalisation 3GPP et 3GPP2 [517]. Ces modèles s’appuient, comme ceux présentés
dans [518, 519], sur une séparation des trajets prédominants dans le domaine des re-
tards. Les retards et puissances moyennes associés à chaque trajet prédominant peuvent
être fixés à partir des modèles classiques de profil de puissance des retards. Chacun des
trajets prédominants est non sélectif en fréquence et présente des évanouissements spatio-
temporels générés par des profils de puissance angulaire en émission et en réception, dans
le cas le plus général, de dispersion non nulle. Les variations temporelles des puissances
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moyennes, dispersions angulaires et dispersion des retards à moyenne échelle sont géné-
rées à partir du modèle présenté dans [352] et les formes de profils de puissance angulaire
sont issues des études du canal dans le domaine spatial en particulier du COST259 et du
COST273.
Des synthèses sur les diﬀérents types de modèles et de mesures de canal dans le
contexte des systèmes Mimo sont reportés dans [159,520,521].
2.8 Conclusion
Nous avons présenté dans ce chapitre une synthèse historique retraçant les travaux,
en particulier issus de méthodes expérimentales, eﬀectuées sur l’étude du canal de pro-
pagation, dans le contexte des liaisons terrestres cellulaires. Il a permis de mieux cerner
l’évolution des études de propagation en donnant une liste de références assez exhaustive.
Ces études de propagation ont comme principales applications les systèmes de radiocom-
munication cellulaire. C’est pour cette raison que l’on observe une étroite relation entre
l’évolution des études de propagation et les études systèmes.
Les études sur le canal de propagation ont réellement commencé à partir du début des
années 60. Ces premières études s’attachaient à une description bande étroite pour une
seule antenne d’émission et une seule antenne de réception, c’est à dire aux variations et à
la répartition des atténuations à petite échelle caractéristiques des systèmes radiomobiles.
L’intérêt pour les techniques de diversité dans les systèmes de communication radio-
mobiles justifie les études expérimentales de propagation sur la diversité spatiale et la
diversité de polarisation qui commençèrent dans les années à 70. L’ordre de diversité
alors envisagé étant de 2, les études spatiales menées ne permirent pas d’obtenir une
description précise du domaine spatial. Ce n’est donc qu’avec l’idée d’utiliser des tech-
niques multicapteurs, en particulier de formation de faisceaux, à partir des années 90,
que des études plus poussées sur le domaine spatial et en particulier le domaine angulaire
apparurent.
Les largeurs de bande prévues pour les systèmes de communications augmentant, des
études à large bande devinrent indispensables et des mesures de ce type commencèrent
au début des années 70.
Durant les années 80, de nouvelles gammes de fréquence et de nouveaux environne-
ments tel que l’intérieur des bâtiments, sont analysés. Ceci est lié à la démocratisation
des systèmes cellulaires mais aussi à l’arrivée des réseaux locaux sans fil.
Vers le début des années 90, les fréquences centimétriques et millimétriques sont trai-
tées et les études de propagation en environnement microcellulaire urbain (antenne de
station de base placée en dessous du niveau des toits) et pour les liaisons fixes à fixes
commencent. Ce type de cellule s’explique par le nombre croissant d’utilisateurs, parti-
culièrement en ville. Dans la deuxième moitié des années 90, l’analyse multicapteur du
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canal de propagation est envisagée afin de répondre aux besoins des études des systèmes
à formation de faisceaux.
Depuis peu, un intérêt particulier s’est porté sur les systèmesMimo, ce qui a entraîné
une caractérisation spatiale simultanée sur les deux sites.
Actuellement l’intérêt, se porte principalement sur l’élaboration de modèles complets
prenant en compte toutes les dimensions spatiales et temporelles et ce pour l’étude des
futurs systèmes Mimo.
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Chapitre 3
Propagation et rayonnement des
OEM
3.1 Introduction
L’objectif de ce chapitre est de présenter la base théorique sous-tendant la propagationdes Oem et les antennes. Ces éléments seront utiles au chapitre suivant portant sur
la description physique du canal de propagation dans un contexte cellulaire terrestre.
La propagation desOem d’une zone de l’espace à une autre et d’un instant à l’autre est
décrite par les équations de Maxwell et en particulier par l’équation d’onde, appelée aussi
équation de propagation. De plus une liaison entre deux points nécessite le rayonnement
et la réception du champ électromagnétique, opérations eﬀectuées par des antennes.
Après avoir présenté les équations de Maxwell sous leurs formes générales ainsi que
les simplifications qu’il est possible d’eﬀectuer dans le contexte cellulaire terrestre, on
présente l’équation d’onde et plusieurs de ses solutions élémentaires. On décrit ensuite les
diﬀérents phénomènes de propagation pouvant être rencontrés dans le contexte des com-
munications sans fil (décalage Doppler, dispersion fréquentielle et interactions obstacles-
Oem). Enfin, la caractérisation des antennes, éléments incontournables d’un système de
communications sans fil, est abordée. On abordera en particulier les réseaux d’antennes,
éléments indispensables des systèmesMimo ainsi que la rotation des antennes permettant
ainsi de prendre en compte le mouvement de l’émetteur et/ou du récepteur dans le cas
radiomobile.
3.2 Les équations de Maxwell
Les équations de Maxwell permettent de décrire tous les phénomènes électromagné-
tiques classiques. Il existe plusieurs formes des équations de Maxwell telles que la forme
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diﬀérentielle, la forme intégrale ou la forme harmonique [522]. Leurs formes diﬀérentielles
s’expriment dans le domaine temporel par :
∇×−→E (−→r ,t) = − ∂
∂t
−→
B (−→r ,t)
∇×−→H (−→r ,t) = ∂
∂t
−→
D (−→r ,t) +−→J (−→r ,t)
∇ ·−→D (−→r ,t) = ρ (−→r ,t)
∇ ·−→B (−→r ,t) = 0
(3.1)
et dans le domaine fréquentiel par :
∇×−→E (−→r ,ω) = −jω−→B (−→r ,ω)
∇×−→H (−→r ,ω) = jω−→D (−→r ,ω) +−→J (−→r ,ω)
∇ ·−→D (−→r ,ω) = ρ (−→r ,ω)
∇ ·−→B (−→r ,ω) = 0
(3.2)
où −→r , t et ω représentent le vecteur de position dans l’espace 3D, le temps et la pulsation
temporelle. Les vecteurs 3D
−→
E et
−→
H sont l’intensité du champ électrique (exprimée en
V olt/m) et l’intensité du champ magnétique (exprimée en Ampe`re/m),
−→
D et
−→
B sont la
densité de flux électrique ou induction électrique (vecteur 3D dont les éléments sont expri-
més en Coulomb/m3) et la densité de flux magnétique ou induction magnétique (vecteur
3D dont les éléments sont exprimés en Weber/m2 ou Tesla). La quantité ρ est la densité
de charge volumique (exprimée en Coulomb/m3) et
−→
J est la densité de courant électrique
(vecteur 3D dont les éléments sont exprimés en Ampe`re/m2). Les deux dernières quanti-
tés peuvent être considérées comme les sources produisant le champ électromagnétique.
∇ est l’opérateur nabla ou opérateur diﬀérentiel qui permet de représenter le gradient, le
rotationnel et la divergence. ∇× est l’opérateur rotationnel et ∇· est l’opérateur de diver-
gence. Leurs expressions dépendent du système de coordonnéess utilisé pour représenter
les vecteurs.
Dans le contexte de la propagation des ondes, les études du champ électromagnétique
se font dans les régions de l’espace sans présence de source. Dans ce cas, les deux quantités−→
J et ρ sont nulles, ce qui simplifie les équations 3.1 et 3.2.
Dans un milieu linéaire et isotrope tel que le milieu terrestre, les densités de flux
électrique, magnétique et de courant électrique sont reliées aux intensités des champs
électrique, magnétique et électrique par :
−→
D (−→r ,ω) =  (−→r ,ω)−→E (−→r ,ω)
−→
B (−→r ,ω) = µ (−→r ,ω)−→H (−→r ,ω)
−→
J (−→r ,ω) = σ (−→r ,ω)−→E (−→r ,ω)
(3.3)
où  = 0 − j00, µ = µ0 − jµ00 et σ = σ0 − jσ00 représentent, la permittivité (exprimée
en Farad/m), la perméabilité (exprimée en Henry/m) et la conductivité (exprimée en
Siemens/m). Dans le vide, ces valeurs sont de  = 0 = 8.854×10−12 Farad/m, µ = µ0 =
4π × 10−7 Henry/m et la conductivité est nulle. La vitesse de lumière et l’impédance
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dans le vide s’expriment par c = 1/
√
0µ0 = 3×108 m/s et η0 = √µ0/0 = 377 Ohm. Les
parties réelles de la permittivité et de la perméabilité définissent les propriétés réfractives
du milieu alors que leur partie imaginaire définissent les propriétés absorbantes, c’est à
dire les pertes. Les pertes peuvent être de type diélectrique (00 6= 0), de type magnétique
(µ00 6= 0) et/ou de type conductif (σ 6= 0). Dans la plupart des cas, la perméabilité est
réelle et égale à celle du vide.
Lorsque le milieu est anisotrope comme ce peut être le cas dans l’ionosphère, les
grandeurs , µ et σ ne sont plus des scalaires mais des tenseurs (qui peuvent être repré-
sentés par des matrices de dimension 3× 3) [522,523]. Lorsque le milieu est non linéaire,
ces grandeurs dépendent elles-mêmes des intensités du champ magnétique et du champ
électrique [523]. Les variations de ces paramètres avec l’espace et la fréquence dans les
relations 3.3 caractérisent, respectivement un milieu non-homogène et dispersif en fré-
quence [522, 523]. Du point de vue du traitement du signal, ces relations correspondent
à des opérations de filtrage spatio-temporel. On peut considérer l’air, d’un point de vue
électromagnétique et dans le contexte des communications sans fil terrestres à courte
distance comme du vide. Précisons que ceci n’est une approximation valable que dans
certaines gammes de fréquences. Par exemple, dans les longueurs d’onde millimétriques,
le dioxygène et l’eau constituent un milieu à pertes.
Dans la suite, on suppose que le milieu est linéaire, isostrope, homogène et non disper-
sif en fréquence (sur les largeurs de bande considérées en pratique). La perméabilité est
considérée égale à celle du vide et la conductivité purement réelle. Dans ces conditions,
en reportant les relations constitutives 3.3 dans 3.2, on obtient en régime harmonique :
∇×−→E (−→r ,ω) = −jωµ−→H (−→r ,ω)
∇×−→H (−→r ,ω) = jωc−→E (−→r ,ω)
(3.4)
où c est la permittivité équivalente complexe, prenant en compte les pertes diélectriques
et de conduction :
c = − j
σ
ω
= 0 − j
³
00 +
σ
ω
´
(3.5)
3.3 Equation d’onde et solutions
L’objectif de cette partie est de présenter l’équation d’onde et ses solutions élémen-
taires qui, rappelons le, ne sont pas des solutions physiques mais des solutions théoriques
utiles aux développements mathématiques et à la représentation des phénomènes. Celles-
ci se déduisent des équations de Maxwell. Le type de solution dépend essentiellement
du milieu de propagation et donc des valeurs de perméabilité, de permittivité et de
conduction. L’onde peut être complexe ou réelle selon que le vecteur d’onde est lui-même
complexe ou réel. Une onde complexe se caractérise par une atténuation exponentielle
du champ. Cette atténuation est dirigée dans la direction de propagation pour des ondes
uniformes (ou ondes homogènes). Les plans équi-phases sont alors orientés de la même
façon que les plans équi-amplitudes. Au contraire, lorsque ces deux plans ne sont pas
orientés de la même façon, on parle d’ondes non-uniformes [523].
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On présentera tout d’abord les principales solutions élémentaires monochromatiques
(une composante fréquentielle) ondes planes, qui constituent le type d’onde le plus utilisé
dans le contexte de la propagation puis la solution élémentaire onde sphérique monochro-
matique. On introduira enfin, l’eﬀet Doppler et les phénomènes de dispersion fréquentielle,
phénomènes qui peuvent apparaître dans le contexte de la propagation.
3.3.1 L’équation d’onde
L’équation d’onde s’obtient à partir des équations de Maxwell (pour un milieu linéaire)
en éliminant l’un des deux champs. Elle s’exprime, dans le domaine fréquentiel par :
∇2−→Ψ + k2−→Ψ = 0 (3.6)
où
−→
Ψ peut représenter, le champ électrique ou le champ magnétique. ∇2, représenté aussi
par ∆ ou (∇ ·∇), est l’opérateur laplacien. Selon le système de coordonnéess utilisé pour−→
Ψ , diﬀérentes formules sont à utiliser pour le laplacien. Le nombre d’onde k est défini
par :
k = ω
√
µc (3.7)
3.3.2 Généralités sur les ondes planes
La solution élémentaire d’onde plane est largement utilisée dans le contexte de la
propagation en espace libre. Physiquement, cette approximation est valable dans le cas
où la zone d’observation est suﬃsamment éloignée de la source [77]. Avant d’expliciter
la condition champ lointain généralement utilisée pour valider cette approximation, on
donne une définition d’une onde plane.
Definition 1 d’une ONDE PLANE : une onde plane est une onde dont les surfaces
équiphases forment des plans.
Quelle que soit la forme des surfaces équi-phases (par exemple sphériques ou planes),
la direction de propagation de l’onde en un point est définie par la direction perpen-
diculaire à la surface équi-phase autour de ce point. La direction de propagation d’une
onde plane est donc identique en tout point. En pratique, on l’utilise lorsque l’hypothèse
champ lointain est satisfaite. L’hypothèse champ lointain signifie que les distances entre
la source et les diﬀérents points du récepteur (zone locale géographique d’évaluation de
l’onde) sont approximativement égales. Les diﬀérences entre ces distances doivent être
largement inférieures à une longueur d’onde afin que les diﬀérences de phase soient lar-
gement inférieures à π radians. La condition champ lointain de Fraunhaufer permet de
définir une distance minimale entre la source et la zone d’évaluation :
d > dfrau =
2D2
λ
et d >> λ (3.8)
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où D est la dimension maximale des antennes (ou de la zone spatiale d’évaluation de
l’onde), d est la distance émetteur-récepteur et λ est la longueur d’onde (= 2πc/ω dans le
vide). Pour une zone de 3 λ de côté (par exemple un réseau linéaire de 4 dipôles espacés
de λ), dfrau = 2,7 m à 2 GHz et dfrau = 9 cm à 60 GHz. Ces valeurs montrent à quel
point l’approximation par une onde plane est une bonne approximation dans la majorité
des cas.
Lorsque l’onde est plane, il est plus simple d’utiliser les coordonnées cartésiennes pour−→
Ψ , ce qui permet de séparer les 3 composantes cartésiennes de
−→
Ψ et donc de résoudre les
3 équations correspondantes séparément en utilisant pour chaque composante :µ
∂2
∂2x
+
∂2
∂2y
+
∂2
∂2z
¶
Ψ+ k2Ψ = 0 (3.9)
où
∂
∂x
est l’opérateur de dérivation partielle par rapport à la variable x et Ψ représente
une des 3 composantes cartésiennes. Précisons que cette séparation n’est possible que pour
les coordonnées cartésiennes mais pas pour les coordonnées sphériques ou cylindriques.
Une des solutions possibles et très utilisée est l’onde monochromatique :
−→
Ψ (−→r ,t) = −→A exp
n
j
³
ωt−−→k ·−→r
´o
(3.10)
où
−→
A est un vecteur 3D représentant la polarisation et l’amplitude du champ concerné
(
−→
E 0 ou
−→
H0). Le vecteur d’onde
−→
k et le nombre d’onde k sont reliés par :
−→
k ·−→k = k2 (3.11)
Afin d’obtenir plus d’information sur la polarisation des champs électrique
−→
E 0 et
magnétique
−→
H 0, on introduit les équations de Maxwell en rotationnel pour une onde du
type 3.10 : −→
k ×−→E 0 = ωµ−→H 0−→
k ×−→H 0 = −ωc−→E 0
(3.12)
Ceci montre que le vecteur d’onde associé au champ électrique est nécessairement le
même que celui associé au champ magnétique. A partir de 3.12, il est possible de déduire
les relations suivantes : −→
k ·−→E 0 = 0−→
k ·−→H 0 = 0
(3.13)
Il faut préciser que, puisque
−→
k ,
−→
E 0 et
−→
H 0 sont en général des vecteurs complexes,
les relations 3.13 n’impliquent pas obligatoirement d’orthogonalité dans l’espace. Les
relations 3.10, 3.12 et 3.13 montrent que le type d’onde dépend des propriétés du vecteur
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d’onde
−→
k . On peut exprimer le vecteur d’onde par :
−→
k = bββ − jbαα (3.14)
où bβ est le vecteur unitaire (ou vecteur directeur) désignant la direction de propagation
(direction perpendiculaire aux plans équi-phases) et bα est le vecteur unitaire désignant la
direction de l’atténuation spatiale (direction perpendiculaire aux plans équi-amplitudes).
3.3.3 Onde plane réelle
Une onde réelle (nécessairement uniforme) est définie pour α = 0 et β 6= 0. Elle peut
exister dans le vide et plus généralement dans un milieu sans pertes. Le vecteur d’onde
s’exprime alors :
−→
k = bkk = bk · ω
v
(3.15)
où bk est le vecteur unitaire pointant dans la direction de propagation de l’onde et v =
1/
√
µ0 est la vitesse de la lumière dans le milieu considéré (dans le vide, elle est égale
à c). En considérant que la direction de propagation est orientée selon l’axe des z d’un
repère orthonormé. On obtient l’expression suivante :
−→
Ψ (rz,t) =
−→
Ψ
³
t− rz
c
´
=
−→
A exp
n
j
³
ωt− ω
c
· rz
´o
(3.16)
Les relations 3.12, 3.13 et 3.15 montrent que l’onde est forcément de type Tem (Trans-
verse ElectroMagnétique), c’est à dire que les vecteurs
−→
E 0,
−→
H 0, et
−→
k forment un triède.
Le vecteur
−→
A , qu’il représente le champ électrique ou le champ magnétique, est per-
pendiculaire à la direction de propagation bk. La figure 3.1 représente une onde plane
réelle.
Ce modèle d’onde est largement exploité dans le contexte des communications sans
fil cellulaires.
3.3.4 Onde plane complexe
Une onde complexe, définie pour α 6= 0 et β 6= 0. Elle peut exister indiféremment
dans un milieu avec ou sans pertes. Les conditions sur le vecteur d’onde font de 3.10, une
fonction de base de Laplace contrairement au vecteur d’onde 3.15 qui fait de 3.10 une
fonction de base de Fourier. Une onde plane complexe s’exprime donc par :
−→
Ψ (−→r ,t) = −→A
Atte´nuationz }| {
exp {−αbα ·−→r } ·
Pr ogression de phasez }| {
exp
n
j
³
ωt− bββ ·−→r ´o (3.17)
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λ=2π/β 3λ β, α
Fig. 3.1 — Fronts d’onde plane réelle
Selon l’angle entre le vecteur directeur de la partie réelle (direction de propagation
perpendiculaire aux plans équi-phases) bβ du vecteur d’onde et le vecteur directeur de sa
partie imaginaire (direction de l’atténuation de l’onde) bα, on définit les ondes uniformes
et non-uniformes.
3.3.5 Onde plane complexe uniforme
Une onde complexe uniforme peut exister uniquemement dans un milieu à pertes
(pertes de conduction et/ou pertes diélectriques, généralement). Elle se caractérise par
α 6= 0, β 6= 0 et bβ = bα = bk et le vecteur d’onde peut donc se réduire à :
−→
k = bkk = bk · (β − jα) (3.18)
En considérant que la direction de propagation est orientée selon l’axe z d’un repère
orthonormé. On obtient, l’expression suivante :
−→
Ψ (rz,t) =
−→
A exp (−α · rz) exp {j (ωt− β · rz)} (3.19)
L’onde décrite par 3.19 est, comme dans le cas précédent, aussi de type Tem. La
figure 3.2 représente une onde plane complexe uniforme.
Les molécules de dioxygène et d’eau absorbent les ondes dans certaines gammes mil-
limétriques. Dans ces gammes de fréquence, la solution 3.19 devient utile à la caractéri-
sation de la propagation.
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Fig. 3.2 — Fronts d’onde plane complexe uniforme
3.3.6 Onde plane non-uniforme
Une onde non-uniforme est nécessairement complexe (α 6= 0 et β 6= 0) . Ce qui
caractérise une onde non-uniforme, c’est la non-collinéarité des vecteurs directeurs bα etbβ : bα · bβ < 1 (3.20)
Dans ce cas, l’onde se propageant est, dans le cas le plus général, une combinaison
linéaire d’une onde transverse électrique (Te) et d’une onde transverse magnétique (Tm)
[524], ce qui peut être vérifié avec les relations 3.12 et 3.13. Deux cas sont à séparer : si
le milieu présente des pertes, alors bα · bβ 6= 0 et si le milieu est sans pertes, alors bα · bβ = 0
[523,524]. Dans le cas d’un milieu sans pertes, on obtient donc
−→
k ·−→k = k2 = β2−α2. La
longueur d’onde eﬀective λe = 2π/β est dans ce cas inférieure à la longueur d’onde dans
le vide λ = 2π/k et d’autant plus courte que le coeﬃcient d’atténuation est élevé. En
considérant que la direction de propagation est orienté selon l’axe z et que l’atténuation
est orientée selon l’axe x. On obtient l’expression suivante :
−→
Ψ (−→r ,t) = −→A
Atte´nuationz }| {
exp {−α · rx} ·
Pr ogression de phasez }| {
exp {j (ωt− β · rz)} (3.21)
Le vecteur de Poynting présente alors une composante réelle dans la direction de
propagation bβ et une composante imaginaire dans la direction de l’atténuation bα, ce qui
signifie que toute la puissance réelle est transmise dans la direction de propagation (milieu
sans pertes) et toute la puissance réactive (capacitive pour une onde Tm et inductive pour
une onde Te) est transmise dans la direction d’atténuation, perpendiculaire à la direction
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Fig. 3.3 — Fronts d’onde plane non-uniforme (milieu sans pertes)
de propagation. La figure 3.3 représente une onde plane non-uniforme se popageant dans
un milieu sans pertes.
Ce type d’onde peut exister à proximité d’un obstacle [523,525]. Les ondes de surface
sont aussi de ce type. Les ondes planes non-uniformes étant toujours très confinées autour
des obstacles [523], elles pourront être négligées dans notre contexte.
3.3.7 Onde sphérique
Pour déduire la forme analytique d’une onde sphérique, il est plus simple d’utiliser
l’équation d’onde 3.6 en coordonnée sphérique. Sous sa forme vectorielle, l’opérateur
laplacien en coordonnées sphériques étant trop complexe (pour cette forme, on pourra se
reporter à [526]), on se limite au cas scalaire, ce qui donne [77,522] :µ
1
r2
∂
∂r
µ
r2
∂
∂r
¶
+
1
r2 sin (θ)
∂
∂θ
µ
sin (θ)
∂
∂θ
¶
+
1
r2 sin (θ)
∂2
∂φ2
+ k2
¶
Ψ = 0 (3.22)
où θ est l’angle d’azimut et φ est l’angle d’élévation dans le repère considéré. Plusieurs
solutions basées sur les pôlynomes de Legendre, les fonctions sphériques de Bessel, de
Hankel et/ou de Neumann peuvent être déduites [522]. Dans le cas où il y a symétrie
sphérique (la solution est indépendante des angles d’azimut et d’élévation), l’équation
d’onde sphérique se réduit à :µ
1
r2
∂
∂r
µ
r2
∂
∂r
¶
+ k2
¶
Ψ = 0 (3.23)
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Source
Fig. 3.4 — Front d’onde d’une onde sphérique
Une des solutions s’exprime par :
Ψ (r,t) =
A
r
exp (j (ωt− kr)) (3.24)
La solution 3.24 n’est évidemment pas valide en r = 0 à cause de la singularité qui
entraînerait une valeur de champ infinie, ce qui n’est pas physiquement réaliste. La figure
3.4 représente une onde sphérique à symétrie angulaire.
Dans [522], il est montré qu’une onde sphérique peut être représentée par une combi-
naison linéaire adéquate d’ondes élémentaires planes. Les nombres d’onde associés à ces
ondes élémentaires peuvent alors être, soient distincts et réels, soient tous identiques et
complexes (les directions des ondes élémentaires données par le vecteur unitaire bk sont
dans les deux cas diﬀérentes deux à deux). Ceci montre qu’un modèle constitué d’ondes
planes (réelles ou complexes) permet de représenter des ondes sphériques.
Les ondes sphériques peuvent être utiles à la caractérisation du canal de propagation
sans fil lorsque la condition champ lointain n’est pas valable.
3.3.8 Solutions, ondes composées et base de Maxwell
L’équation d’onde et le milieu considéré étant linéaires, toutes combinaisons linéaires
de n’importe lesquelles des solutions élémentaires présentées précédemment est aussi so-
lution de l’équation d’onde (il faut évidemment que toutes ces ondes élémentaires soient
compatibles avec le milieu considéré). On dit que les ondes exprimées par des sommes
d’ondes élémentaires sont des solutions décomposées sur une base de Maxwell. Ce type
de décomposition est très utile dans la description physique du canal de propagation
puisqu’elle détient une signification physique.
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Précisons que les ondes élémentaires décrites étant des fonctions mathématiques, une
combinaison linéaire adéquate de celles-ci peut permettre d’obtenir un champ électroma-
gnétique quelconque conforme à la réalité sans pour autant que chaque onde élémentaire
n’ait une réelle existence physique. Il est, par exemple, possible de représenter n’importe
quel signal sur une base de Fourier, ce qui signifie que n’importe quel champ électroma-
gnétique peut être représenté par une combinaison linéaire d’ondes planes réelles sachant
que ce type d’ondes constitue une base de Fourier (de la même manière, les ondes planes
complexes forment une base de Laplace). Néanmoins, on essaye généralement d’utiliser
des fonctions élémentaires ayant une signification (voir une existence) physique dans un
contexte donné, afin de pouvoir déduire les principales propriétés du milieu étudié.
3.4 Les phénomènes de propagation
3.4.1 Eﬀet Doppler
Le mouvement relatif de la source et du récepteur entraîne ce que l’on appelle l’eﬀet
Doppler. Cet eﬀet est lié au changement de longueur du trajet de propagation au cours du
temps. On suppose une propagation en espace libre. Supposons que la source se déplace à
une vitesse constante vs m/s, bien inférieure à la vitesse de la lumière, dans une direction
faisant un angle Ψs avec la direction de propagation de l’onde (vecteur vitesse
−→v s) et
que le récepteur se déplace à une vitesse constante vr m/s, bien inférieure à la vitesse de
la lumière, dans une direction faisant un angle Ψs avec la direction de propagation de
l’onde (vecteur vitesse −→v r). Si la source émet une onde monochromatique de fréquence
fc, la fréquence mesurée en champ lointain au niveau du récepteur est égale à fc + fd où
fd est définie par :
fd = fc
bk (−→v s −−→v r)
c
(3.25)
= fc
³vs
c
cos (Ψs) +
vr
c
cos (Ψr)
´
Si la source et le récepteur se rapprochent l’un de l’autre, la fréquence du signal reçu est
supérieure à celle du signal émis et si par contre ils s’éloignent l’un de l’autre, la fréquence
du signal reçu est inférieure à celle du signal émis. En déplacement perpendiculaire à la
direction de propagation, il n’y a pas de décalage de fréquence car la composante radiale
de vitesse est nulle (pour une onde sphérique il y aurait un décalage de fréquence).
Les phénomènes de décalage Doppler sont très répandus dans le contexte radiomobile
puisque le mobile et/ou les obstacles sont susceptibles d’être en mouvement.
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3.4.2 Dispersion fréquentielle
Dans les solutions élémentaires précédentes, nous n’avons pas fait intervenir explici-
tement les dépendances à la fréquence. Les phénomènes de dispersion fréquentielle s’ex-
priment par une variation des propriétés électromagnétiques du milieu en fonction de la
fréquence. Dans un milieu sans pertes, ceci se traduit par une variation de la vitesse de
propagation avec la fréquence. Dans un milieu à pertes, l’atténuation peut dépendre de la
fréquence et même si la vitesse de propagation de l’onde est constante avec la fréquence,
on observe des dispersions fréquentielles. Dans les deux cas, c’est la variation du nombre
d’onde avec la fréquence qui caractérise la dispersion fréquentielle. A ce titre, la fonc-
tion représentant le nombre d’onde en fonction de la fréquence est appelée relation de
dispersion.
Dans le premier cas, la relation de dispersion reliant la partie réelle du nombre d’onde
et la fréquence n’est plus linéaire contrairement au cas non-dispersif. Plutôt que d’avoir
k = ω/c, on a, par exemple, dans les plasmas :
k (ω) =
1
c
q
ω2 − ω2p (3.26)
La pulsation temporelle de plasma ωp dépend des propriétés et du nombre des parti-
cules élémentaires [523]. On remarque que pour des pulsations temporelles ω < ωp, l’onde
ne se propage plus puisque le nombre d’onde est purement imaginaire. Au delà ω > ωp,
elle se propage à une vitesse qui dépend de la fréquence et pour ω >> ωp, on a k ' ω/c,
et le milieu n’est donc plus dispersif pour les gammes de fréquences très supérieures à
la fréquence de plasma. Par exemple, l’ionosphère présente une fréquence de plasma de
l’ordre de 9 MHz qui dépend de la densité électronique [523], et en dessous de cette fré-
quence l’onde ne traverse plus l’ionosphère mais au contraire se réfléchit sur elle. Ceci
explique, en partie, les gammes de fréquences utilisées pour les liaisons par réflexions
ionosphériques et les liaisons de type terre-satellite.
Dans les milieux dispersifs, plusieurs vitesses de propagation peuvent être introduites,
chacune ayant sa propre signification. On définit ainsi la vitesse de phase et la vitesse de
groupe. La vitesse de phase se définit par vp = ω/k = c
q
ω2/
¡
ω2 − ω2p
¢
. Dans le cas d’un
milieu non-dispersif, la relation de dispersion étant linéaire, la vitesse de phase est égale
à la vitesse de la lumière dans le milieu. La vitesse de groupe est la vitesse à laquelle un
groupe d’ondes de fréquences assez proches se propage. Elle s’exprime par vg = dω/dk
et représente donc la pente de la relation de dispersion autour d’une fréquence donnée.
Lorsque la fréquence considérée est supérieure à ωp, on a vg < c < vp et vpvg = c2.
La vitesse de phase peut donc être supérieure à la vitesse de la lumière dans le vide.
Néanmoins, l’information se propage à la vitesse de groupe et non à la vitesse de phase
et son transport reste donc toujours inférieure à la vitesse de la lumière dans le vide.
D’autre part, le phénomène de dispersion fréquentielle se retrouve dans les milieux à
pertes et plus particulièrement lors des interactions contre des obstacles. A titre d’exemple,
on pourra observer la variation des coeﬃcients de réflexion du sol en fonction de la fré-
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quence dans [19,47,522]. On a, dans ce cas, une atténuation dépendante de la fréquence.
Ceci montre que les phénomènes de dispersion, entraînés par les interactions que l’onde
a subies lors de sa propagation, se manifestent dans la forme d’onde reçue.
Quel que soit le phénomène qui engendre la dispersion en fréquence, vitesse de propa-
gation dépendante de la fréquence (donc phase non linéaire et retard de groupe dépendant
de la fréquence) et/ou atténuation dépendante de la fréquence, celui-ci a tendance à dé-
former les signaux transmis dans le domaine temporel.
Dans le contexte de l’Ulb, il est donc important de prendre en compte la dispersion
fréquentielle notamment par la dépendance de l’atténuation à la fréquence (la vitesse de
groupe pouvant être considérée indépendante de la fréquence dans le contexte de liaison
terrestre à courte distance). Pour les systèmes classiques, où la largeur de bande est très
inférieure à la fréquence porteuse, ces variations peuvent être négligées.
3.4.3 Interactions obstacles-OEM
Le grand nombre d’obstacles et l’irrégularité du terrain caractéristique du milieu de
propagation cellulaire rend l’utilisation des équations de Maxwell très peu eﬃcace d’une
part à cause de la diﬃculté de les résoudre mais aussi pour des raisons de compréhen-
sion des phénomènes. On préfère dans ce cas introduire les phénomènes bien connus de
réflexion, de réfraction, de diﬀusion et de diﬀraction [19, 47, 522, 523]. Ces phénomènes
représentent des interactions possibles entre les obstacles et le champ électromagnétique.
Ils sont considérés comme les mécanismes physiques de base de la propagation dans le
contexte des communications sans fil cellulaires et sont illustrés sur la figure 3.5. Ces
mécanismes de propagation expliquent la possibilité de communication pour des liaisons
radiomobiles où l’émetteur et le récepteur ne sont pas nécessairement en visibilité géo-
métrique. La communication pourra alors se faire par trajets multiples.
3.4.3.1 Réflexion et réfraction
La réflexion et la réfraction ont lieu sur des obstacles de grandes dimensions par
rapport à la longueur d’onde. La réfraction décrit l’onde transmise à travers l’obstacle.
Si l’obstacle est parfaitement conducteur, il n’y a pas de transmission de l’onde, ce qui
signifie que toute l’énergie est réfléchie.
Si la surface est totalement lisse, ou du moins que les irrégularités sont de dimen-
sion négligeable par rapport à la longueur d’onde, la réflexion et la réfraction sont régies
par les lois de Snell-Descartes et de Fresnel. Les coeﬃcients de réflexion et de réfraction
dépendent des propriétés électromagnétiques de l’obstacle, de la polarisation, de la fré-
quence et de la direction de l’onde incidente. Notons que ces lois ne sont pas vérifiées à
proximité de l’obstacle, c’est à dire qu’il existe une zone de réarrangement de quelques lon-
gueurs d’onde de part et d’autre de l’interface (à 2 GHz, elle est de 50 cm environ) [524].
L’optique géométrique ne peut s’appliquer qu’en dehors de la zone de réarrangement.
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Fig. 3.5 — Les interactions des Oem avec les obstacles.
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Lorsqu’il y a des irrégularités de dimension comparable voire supérieure à la longueur
d’onde sur la surface de l’obstacle, la réflexion devient diﬀuse, et dans ce cas l’onde
est réfléchie dans plusieurs directions pour une seule direction incidente [527]. De même
lorsque le plan de réflexion est de dimension finie, même s’il est lisse, la réflexion devient
diﬀuse. On parle alors de réflexion diﬀuse cohérente. Des résultats concernant la réflexion
sur un plan rectangulaire de dimensions finies sont donnés dans [528]. L’expression du
champ rayonné prend alors la forme d’un sinus cardinal centré autour de la direction
correspondante à la réflexion spéculaire. Lorsque les dimensions du plan augmentent, le
lobe principal du sinus cardinal devient de plus en plus étroit et la réflexion tend donc vers
une réflexion spéculaire pour des dimensions très supérieures à la longueur d’onde (c’est
souvent l’hypothèse de dimensions infinies des obstacles lisses qui permet de considérer
la réflexion comme spéculaire).
3.4.3.2 Diﬀraction
La diﬀraction a lieu sur l’arrête d’obstacle de grandes dimensions par rapport à la lon-
gueur d’onde ou sur des obstacles dont certaines dimensions sont de l’ordre de la longeur
d’onde. Le principe de Huyghens [47, 522], qui dit que chaque point éclairé de l’obstacle
peut s’apparenter à une source repropageant l’onde sous forme sphérique, permet de
prendre en compte et calculer la diﬀraction. On peut citer, par exemple, la diﬀraction
par dessus les toits ou sur les coins des bâtiments [522]. La diﬀraction permet d’"éclairer"
des zones qui seraient considérées comme zones d’ombre par l’optique géométrique. Gé-
néralement, l’énergie diﬀractée est de plus en plus faible au fur et à mesure que l’on se
rapproche de l’obstacle et que la fréquence devient plus grande. Beaucoup d’études sur
les pertes de puissance dans le contexte radiomobile se font à partir de modèles prenant
en compte la diﬀraction [47,522].
3.4.3.3 Diﬀusion
La diﬀusion d’une onde a lieu lorsque celle-ci arrive dans un milieu contenant beau-
coup d’obstacles de dimensions de l’ordre de la longueur d’onde. Dans ce cas, l’onde
est redirigée dans toutes les directions avec diﬀérentes atténuations. L’eﬀet sur un obs-
tacle pris séparément relève de la diﬀraction mais lorsqu’on l’étudie dans une zone à
fortes densité d’obstacles, on préfèrera utiliser une approche statistique débouchant sur
le mécanisme de diﬀusion. On retrouve ce type de phénomènes en présence d’arbres, par
exemple.
3.5 Antennes et rayonnement électromagnétique
Les antennes forment l’interface entre le champ vectoriel électromagnétique et le signal
scalaire reçu (ou émis). Elles permettent de recevoir et de rayonner des signaux. Le
rayonnement d’une antenne est classiquement caractérisé en champ lointain. Les antennes
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sont une composante indispensable à tout système de communications sans fil et leur
caractérisation et leur modélisation sont d’autant plus importante dans le contexteMimo
puisque ce sont elles qui échantillonnent spatialement le champ électromagnétique.
Dans cette partie, on introduit les fonctions générales permettant de caractériser les
antennes et notamment l’influence sur ces fonctions de la rotation d’une antenne. Dans le
contexte Mimo, plusieurs antennes sont utilisées sur chacun des sites. Pour cette raison
les réseaux d’antennes sont abordés dans le dernier paragraphe. Les modèles d’antennes
et de réseaux d’antennes, donnés en annexe A.2, pourront être utilisés en association à
des modèles du canal de propagation (canal hors antennes), afin de fournir un modèle
global du canal de transmission Mimo, dépendant séparément des antennes et du canal
de propagation.
3.5.1 Caractérisation du rayonnement des antennes
Le rayonnement d’un champ électromagnétique est causé par une source de courant
telle qu’une antenne. On définit, à partir du vecteur de densité de courant
−→
J
³−→
r0
´
ca-
ractérisant l’antenne, le vecteur de rayonnement :
−→
F
³−→
k
´
=
Z
V
−→
J
³−→
r0
´
exp
³
j
−→
k .
−→
r0
´
d3
−→
r0 (3.27)
où
−→
k est un vecteur à éléments réels. La relation 3.27 s’apparente à une Tf 3D sur un
vecteur 3D. Cette quantité dépend de la fréquence (c’est à dire du nombre d’onde), ainsi
que de la direction définie par les angles d’azimut et de coélévation. En champ lointain
(les termes en 1/r2 et 1/r3 deviennent négligeables [523]), le rayonnement s’exprime par
le potentiel vecteur :
−→
A (−→r ) = µ exp (−jkr)
4πr
−→
F (θ,φ) (3.28)
La relation 3.28 signifie qu’à tout point −→r , il est possible d’associer une valeur de
champ qui ne dépend que de la direction de ce point par rapport à la source. L’annexe
A.1 introduit les repères spatiaux utilisés et plusieurs systèmes de coordonnées. Le vecteur−→
F peut s’exprimer en fonction de ses composantes sphériques par :
−→
F = barFr +−→F ⊥ = barFr + bavFv + bahFh (3.29)
Les grandeurs utilisées dans la relation 3.29 dépendent des angles d’azimut θ et de
coélévation φ. Notons qu’on utilise parfois les notations suivantes bav = bφ, Fv = Fφ,bah = bθ, Fv = Fθ et bar = br. On parle alors de composantes et coordonnées en phi et theta
plutôt que de composantes et coordonnées verticales et horizontales, respectivement.
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Il est possible d’exprimer les intensités du champ électrique et du champ magnétique
en champ lointain, générées par une antenne, par :
−→
E (θ,φ,r) = −jkη exp (−jkr)
4πr
³br ×−→F ´× br (3.30a)
= −jkη exp (−jkr)
4πr
[bavFv (θ,φ) + bahFh (θ,φ)]
−→
H (θ,φ,r) = −jk exp (−jkr)
4πr
br ×−→F (3.30b)
= −jk exp (−jkr)
4πr
[bavFv (θ,φ)− bahFh (θ,φ)]
où l’impédance du milieu est définie par η =
p
µ/. Les relations 3.30a et 3.30b montrent
que l’onde est polarisée dans le plan perpendiculaire à la direction de propagation (elle
constitue une onde Tem). Les composantes Fv et Fh représentent, respectivement, les
composantes en polarisation verticale et horizontale. Ces deux composantes suﬃsent donc
à caractériser le rayonnement champ lointain d’une antenne.
Lorsque l’antenne est utilisée en réception, on introduit une longueur eﬀective d’an-
tenne
−→
h = (bavFv + bahFh) /Iin. La tension en Volt ainsi obtenue aux bornes de l’antenne
pour un champ incident
−→
Ei, s’exprime par V =
−→
Ei ·−→h .
A partir des composantes Fv et Fh, plusieurs fonctions caractéristiques d’antennes
peuvent être déduites. En particulier, l’intensité de rayonnement, définie comme la puis-
sance rayonnée par unité d’angle solide, s’exprime par :
U (θ,φ) =
dP
dΩ
=
ηk2
32π2
h
|Fv (θ,φ)|2 + |Fh (θ,φ)|2
i
(3.31)
En pratique on s’arrange souvent pour que l’orientation de l’antenne caractérisée et le
repère utilisé soientt tels qu’elle pointe (le gain dans la direction de pointage est maximal)
dans la direction d’azimut θ = 0 et de coélévation φ = 90◦, c’est à dire dans la direction de
l’axe x. La puissance totale rayonnée correspond à l’intégrale de 3.31 sur tous les angles
solides de la sphère.
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On introduit aussi le diagramme de rayonnement vectoriel (normalisé) :
g (θ,φ) =
∙
gv (θ,φ)
gh (θ,φ)
¸
(3.32)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Fv (θ,φ)vuuut 1
4π
⎛
⎝
πZ
0
2πZ
0
|Fv (θ,φ)|2 dΩ+
πZ
0
2πZ
0
|Fh (θ,φ)|2 dΩ
⎞
⎠
Fh (θ,φ)vuuut 1
4π
⎛
⎝
πZ
0
2πZ
0
|Fv (θ,φ)|2 dΩ+
πZ
0
2πZ
0
|Fh (θ,φ)|2 dΩ
⎞
⎠
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Le diagramme de rayonnement vectoriel sera largement utilisé dans la modélisation
physique du canal de transmission. A partir de 3.32, on peut définir le diagramme de
rayonnement normalisé appelé aussi gain de directivité [523] :
D (θ,φ) = G (θ,φ)GH (θ,φ) (3.33)
L’intégration sur tous les angles solides de la sphère du gain de directivité donne
4π, ce qui pourrait correspondre à une antenne isotropique de gain unitaire dans toutes
les directions. Pour cette raison, on définit la directivité d’une antenne (en dB) par
10 log (max {D (θ,φ)}). Pour une antenne isotrope, cette valeur est de 0 dB. On pourrait
aussi normaliser le diagramme de rayonnement par rapport à son maximum et on le
nomme alors gain normalisé.
Dans le contexte de la représentation du canal de transmission, les diagrammes sont
explicitement exprimés en fonction de la fréquence afin de prendre en compte l’aspect
large bande. Dans ce cas, la normalisation prend en compte la fréquence et le diagramme
vectoriel s’exprime par :
g (f,θ,φ) =
∙
gv (f,θ,φ)
gh (f,θ,φ)
¸
(3.34)
=
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
Fv (f,θ,φ)vuuuut 14π
⎛
⎜⎝ 1
B
B/2Z
−B/2
πZ
0
2πZ
0
|Fv (f,θ,φ)|2 dΩdf +
πZ
0
2πZ
0
|Fh (f,θ,φ)|2 dΩdf
⎞
⎟⎠
Fh (f,θ,φ)vuuuut 14π
⎛
⎜⎝ 1
B
B/2Z
−B/2
πZ
0
2πZ
0
|Fv (f,θ,φ)|2 dΩdf +
B/2Z
−B/2
πZ
0
2πZ
0
|Fh (f,θ,φ)|2 dΩdf
⎞
⎟⎠
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
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On trouvera des expressions analytiques de diagramme vectoriel pour les antennes
élémentaires de type linéaire et boucle dans l’annexe A.2.
3.5.2 Rotation d’antenne
Dans le contexte radiomobile et/ou multicapteurs, les antennes peuvent subir des
rotations et il est important de pouvoir caractériser ce phénomène. Tout d’abord, on
s’intéresse au gain de directivité (fonction scalaire de la direction) subissant une rota-
tion d’angle θ0 en azimut et φ0 en coélévation. On obtient le nouveau diagramme de
rayonnement avec :
Dθ0,φ0 (θ,φ) = D
³eθ,eφ´ (3.35)
eθ = arctanÃekyekx
!
eφ = arccosÃekz
k
!
⎡
⎢⎣
ekxekyekz
⎤
⎥⎦ = Mθ0,φ0
⎡
⎣
kx
ky
kz
⎤
⎦
⎡
⎣
kx
ky
kz
⎤
⎦ = k
⎡
⎣
cos (θ) sin (φ)
sin (θ) sin (φ)
cos (φ)
⎤
⎦
où Mθ0,φ0 est la matrice de rotation définie dans l’annexe A.1 appliquée ici pour une
rotation en azimut de θ0 et en élévation de φ0. La relation 3.35 peut aussi s’appliquer à
toute fonction scalaire dépendante des directions θ et φ. Dans le cas où on prend en compte
la polarisation, il faut exprimer la relation entre les composantes verticale et horizontale de
l’antenne pour une direction de référence et celles pour une rotation d’angle θ0 en azimut
et φ0 en élévation. La rotation est alors appliquée à la direction mais aussi aux deux
composantes de polarisation. Afin d’eﬀectuer la rotation du vecteur de polarisation, on
transforme au préalable les coordonnées sphériques verticale et horizontale en coordonnées
cartésiennes. Après que la rotation en coordonnées cartésiennes ait été eﬀectuée, une
transformation des coordonnées cartésiennes en coordonnées sphériques est appliquée en
prenant en compte les nouvelle directions. Cette opération de rotation du diagramme
vectoriel d’antenne s’exprime par :
∙
gθ0,φ0 (θ,φ)
0
¸
=MTeθ,eφMθ0,φ0Mθ,φ
∙
g (θ,φ)
0
¸
(3.36)
où le terme nul vient du fait que la composante radiale n’est pas considérée (rayonnement
en champ lointain). Les grandeurs eθ, eφ etMθ0,φ0 sont identiques à celles utilisées dans la
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relation 3.35. Il est possible de simplifier la transformation 3.36 par :
gθ0,φ0 (θ,φ) = Rotantθ0,φ0 {g (θ,φ)} (3.37)
=
⎡
⎢⎣
Meθ,eφ,1,1 Meθ,eφ,2,1
Meθ,eφ,1,2 Meθ,eφ,2,2
Meθ,eφ,1,3 Meθ,eφ,2,3
⎤
⎥⎦
T
Mθ0,φ0
⎡
⎣
Mθ,φ,1,1 Mθ,φ,2,2
Mθ,φ,2,1 Mθ,φ,2,2
Mθ,φ,3,1 Mθ,φ,3,2
⎤
⎦g (θ,φ)
Par la suite, toute fonction faisant apparaître la notation θ0,φ0 en indice signifiera que
cette fonction a subi une rotation du type de celle décrite dans 3.35, 3.36 ou 3.37.
3.5.3 Réseaux d’antennes
Un réseau d’antennes est constitué comme son nom l’indique par plusieurs antennes
élémentaires (appelées aussi éléments) dont les signaux issus des ports, d’entrée ou de
sortie, selon le cas émission ou réception, sont utilisés en coopération. Pour l’applica-
tion concernée, la disposition relative des antennes élémentaires est figée et elles sont
généralement fixées sur un même support.
Le plus souvent le centre de phase de ces antennes élémentaires est situé à diﬀérentes
positions. Parmi les réseaux les plus répandus, on retrouve les réseaux uniformes cir-
culaire, sphérique, cylindrique, linéaire et rectangulaire. Pour ces réseaux, les antennes
élémentaires sont généralement choisies les plus identiques possibles et ce d’autant plus
dans le contexte de l’estimation des directions d’arrivée et/ou des propriétés de polarisa-
tion des ondes.
Les réseaux peuvent aussi être constitués d’antennes élémentaires colocalisées se dif-
férenciant par leurs propriétés de rayonnement. Dans cette catégorie, on retrouve des
réseaux à antennes colocalisées de polarisations diﬀérentes [204], les antennes multifais-
ceaux [498] ou les antennes multimodales [528]. Dans ce cas, il n’y a pas à proprement
parlé plusieurs antennes élémentaires mais plutôt plusieurs sorties sur une seule antenne.
Dans le contexte de la mesure, il est possible de construire l’équivalent d’un réseau
d’antennes par déplacement d’une antenne élémentaire au cours du temps (réseau virtuel
ou synthétique). Le temps de mesure étant plus long, il faut s’assurer que le milieu de
propagation reste statique, ce qui constitue un inconvénient. L’avantage de ce type de
réseau est l’absence de problèmes liés au couplage ou à la diﬀérence de rayonnement des
antennes élémentaires.
Un réseau d’antennes peut être caractérisé par les diagrammes vectoriels de chacune
des antennes ainsi que par les positions et les orientations relatives des antennes. Dans
le cas où le couplage est négligeable, cela suﬃt à caractériser le réseau d’antennes. Dans
toute la suite de cette partie, on suppose que le réseau comporte N antennes.
On définit l’orientation des antennes par leurs angles d’azimut
©
θ0n
ª
n=1→N et de coélé-
vation
©
φ0n
ª
n=1→N dans un repère de référence. Les positions des antennes sont définies
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par rapport à une origine de référence, correspondant généralement au centre de phase du
réseau, par les vecteurs de position {−→r n}n=1→N . Les diagrammes de rayonnement vecto-
riels des antennes prises chacune séparément sont notés {gn (f,θ,φ)}n=1→N et leurs gains
par {cn}n=1→N (ce coeﬃcient est utile du fait de la normalisation des {gn (f,θ,φ)}n=1→N).
La mise en réseau de plusieurs antennes vient modifier leurs diagrammes vectoriels pour
deux raisons : d’une, part les diﬀérentes antennes peuvent être orientées dans diﬀérentes
directions et d’autre part, des phénomènes de couplage induits par la proximité des an-
tennes peuvent apparaître. Les phénomènes de couplage sont représentés par une trans-
formée linéaire matricielle C (f) (la matrice C (f) est de dimension N ×N) des sorties
des antennes sans prise en compte du couplage, ce qui équivaut à modifier le diagramme
de rayonnement qu’elles auraient si elles étaient considérées séparément.
Ce changement des diagrammes peut s’exprimer par la matrice résultante des dia-
grammes vectoriels des antennes du réseau :
G (f,θ,φ) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
³
g
(res)
1 (f,θ,φ)
´T
...³
g
(res)
n (f,θ,φ)
´T
...³
g
(res)
N (f,θ,φ)
´T
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.38)
= C (f)
⎡
⎢⎢⎢⎢⎢⎢⎢⎣
c1gT1,θ01,φ01
(f,θ,φ)
...
cngTn,θ0n,φ0n
(f,θ,φ)
...
cNgTN,θ0N ,φ0N
(f,θ,φ)
⎤
⎥⎥⎥⎥⎥⎥⎥⎦
La matrice G (f,θ,φ) est de dimension N×2. gn,θ0n,φ0n (f,θ,φ) représente le diagramme
de rayonnement vectoriel de l’antenne n après rotation de θ0n en azimut et φ
0
n en éléva-
tion. La matrice de couplage C (f) dépend généralement de la disposition des antennes.
Lorsqu’il n’y a pas de couplage, cette matrice s’identifie à une matrice identité IN . Gé-
néralement, plus les antennes sont proches, plus la matrice C (f) s’éloigne d’une matrice
diagonale (plus deux antennes sont proches, plus la valeur de couplage entre ces deux
antennes est grande). Un modèle de matrice de couplage, dans le cas d’un réseau linéaire
uniforme constitué de dipôles, est donné dans l’annexe A.2.
L’orientation et la position des antennes définissent la structure géométrique du ré-
seau. Dans le contexte de l’estimation des propriétés spatiales des ondes incidentes, il
est avantageux d’utiliser des antennes les plus identiques. On peut alors considérer que
les diagrammes vectoriels {gn (f,θ,φ)}n=1→N sont tous identiques. Les phénomènes de
couplage et de diﬀérence de gain seront généralement corrigés sous forme logicielle (opé-
ration d’égalisation spatiale d’antennes). Des réseaux composés d’antennes élémentaires
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identiques sont présentés dans l’annexe A.2 pour les structures géométriques les plus
utilisées.
Dans le contexte du traitement d’antennes, on utilise souvent la réponse de réseau.
Elle permet d’exprimer le lien entre une onde électromagnétique élémentaire et le vecteur
de signal. La réponse de réseau inclut toutes les caractéristiques du réseau (géométrie
et propriétés de rayonnement des antennes élémentaires) et présuppose un type d’onde
élémentaire particulier. Elle nécessite dans la forme de l’onde élémentaire la notion de
direction de l’onde.
La réponse de réseau à une onde élémentaire i prenant explicitement en compte la
polarisation s’exprime par la matrice suivante :
Ai (f) =
£
av,i (f) ah,i (f)
¤
(3.39)
= Gi (f)¯
h
f
(res)
i (f) f
(res)
i (f)
i
où av,i et ah,i sont, respectivement, la réponse de réseau pour la composante verticale
et pour la composante horizontale. L’opérateur ¯ constitue la multiplication terme à
terme de deux matrices de même dimension. Les valeurs de la matrice Gi et du vecteur
f
(res)
i dépendent du type d’onde élémentaire (plane ou sphérique, par exemple) reçu et du
réseau d’antennes. Le vecteur fi, appelé facteur de réseau, prend en compte la position
du centre de phase des antennes alors que la matrice Gi prend en compte les propriétés
de rayonnement des antennes dans le réseau.
Le signal vectoriel en sortie du réseau pour une onde élémentaire de puissance Pi,
de phase φi, d’angle auxiliaire de polarisation γi (0 ≤ γi < π/2) et de déphasage de
polarisation ηi (−π ≤ ηi < π) s’exprime par :
si (f) = ai (f)
p
Pi exp (jϕi) (3.40)
ai (f) = Ai (f) ·
∙
cos (γi)
exp (jηi) sin (γi)
¸
Plutôt que la matrice Ai, on introduit souvent le vecteur ai qui présuppose que la
polarisation de l’onde est connue et toujours la même quelle que soit l’onde élémentaire i.
Les diﬀérentes types de polarisation (circulaire, elliptique, linéaire) de l’onde élémentaire
dépendent des valeurs de γi et ηi [522,523] (par exemple, la polarisation linéaire verticale
s’obtient avec γi = 0).
Dans le cas d’ondes élémentaires planes, la réponse de réseau dépend seulement de la
direction de l’onde et s’exprime par :
A (f,θi,φi) =
£
av (f,θi,φi) ah (f,θi,φi)
¤
(3.41)
= G (f,θi,φi)¯
£
f (res) (f,θi,φi) f
(res) (f,θi,φi)
¤
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où le facteur de réseau f (res) (θi,φi) s’exprime par :
f (res) (f,θi,φi) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
exp
µ
j
2π (f + fc)
c
bar,i ·−→r 1¶
...
exp
µ
j
2π (f + fc)
c
bar,i ·−→r n¶
...
exp
µ
j
2π (f + fc)
c
bar,i ·−→r N¶
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.42)
θi = arctan
µbar,i · bybar,i · bx
¶
φi = arccos (bar,i · bz)
Le vecteur bar,i est le vecteur unitaire de direction de l’onde élémentaire, entièrement défini
par les directions d’azimut θi et de coélévation φi. Lorsque les angles θi et φi couvrent
l’ensemble des directions, on parle de motif de réseau (array manifold en anglais) et
on note cette fonction matricielle A (θ,φ). Le motif de réseau caractérise entièrement la
réponse de réseau à des ondes élémentaires planes.
Lorsque l’hypothèse champ lointain n’est plus valide à l’échelle du réseau et que l’onde
est sphérique sur l’ensemble du réseau, la réponse de réseau dépend de la position −→r s,i
de la source i, c’est à dire pas seulement de sa direction vue par le centre de phase du
réseau mais aussi de sa distance rs,i. Dans ce cas, le facteur de réseau s’exprime par :
f
(res)
i (f) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
rs,i
k−→r s,i −−→r 1k exp
µ
−j 2π (f + fc)
c
(k−→r s,i −−→r 1k− rs,i)
¶
...
rs,i
k−→r s,i −−→r nk exp
µ
−j 2π (f + fc)
c
(k−→r s,i −−→r nk− rs,i)
¶
...
rs,i
k−→r s,i −−→r Nk exp
µ
−j 2π (f + fc)
c
(k−→r s,i −−→r Nk− rs,i)
¶
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.43)
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et la matrice des diagrammes vectoriels pour la source i s’exprime par :
Gi (f) =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
³
g
(res)
1
¡
f,θi,1,φi,1
¢´T
...³
g
(res)
n
¡
f,θi,n,φi,n
¢´T
...³
g
(res)
N
¡
f,θi,N ,φi,N
¢´T
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.44)
θi,n = arctan
µ
(−→r s,i −−→r n) · by
(−→r s,i −−→r n) · bx
¶
φi,n = arccos
µ
(−→r s,i −−→r n) · bz
k−→r s,i −−→r nk
¶
La direction définie par θi,n et φi,n correspond à la direction de la source i vue de
la position −→r n. L’arctangente dans les relations 3.44 doit prendre en compte le signe du
numérateur et du dénominateur afin d’obtenir l’angle θi,n sans ambiguïté de 0 à 2π.
Un réseau peut être amené à se déplacer en translation et rotation. La nouvelle matrice
des diagrammes de rayonnement Gθ0,φ0 (f,θ,φ) peut se calculer à partir de la relation 3.37
(en remplaçant g (θ,φ) parGT (f,θ,φ)). Le vecteur de coordonnées des nouvelles positions
d’antennes dans un repère orthonormé défini par les vecteurs unitaire bx, by et bz s’obtient
par :
rθ0,φ0,n =Mθ0,φ0
⎡
⎢⎢⎢⎣
bx · ³−→r n −−→tr´by · ³−→r n −−→tr ´bz · ³−→r n −−→tr´
⎤
⎥⎥⎥⎦ (3.45)
où
−→
tr est le vecteur de translation, θ0 et φ0 sont les angles d’azimut et d’élévation de
rotation dans le repère défini par les vecteurs unitaires bx, by et bz.
Les possibilités d’estimation des paramètres de l’onde élémentaire (polarisation, di-
rection et amplitude complexe) dépendent largement du type de réseau utilisé (structure
géométrique et propriétés de polarisations des antennes). Des modèles de facteur de réseau
pour des ondes planes sont présentés dans l’annexe A.2.
3.6 Conclusion
Dans ce chapitre, nous avons dressé les bases théoriques concernant la propagation
des Oem dans le contexte des communications sans fil. Les équations de Maxwell et leurs
simplifications ont permis d’aboutir à l’équation d’onde. Diﬀérentes solutions élémentaires
ont été présentées et leurs importances relatives dans le contexte de la caractérisation du
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canal de propagation ont été précisées. Dans la plupart des cas, les ondes planes et
sphériques réelles sont suﬃsantes pour une caractérisation correcte.
La dispersion fréquentielle est à prendre en compte dans le cas de l’Ulb et se ca-
ractérise par une variation de l’amplitude en fonction de la fréquence. Les phénomènes
de décalage Doppler et les interactions obstacles-Oem sont, quant à eux, prépondérants
dans le contexte radiomobile, du fait du grand nombre d’obstacles et du mouvements
éventuels de l’émetteur, du récepteur et/ou des obstacles.
La dernière partie, traitant de la caractérisation des antennes, a permis d’introduire
les fonctions utiles à leur prise en compte dans un modèle de canal de transmission. No-
tamment, des formules de rotation de diagrammes de rayonnement prenant en compte la
polarisation ont été déduites. Ces rotations sont importantes dans le contexte radiomo-
bile où les antennes sont amenées à se déplacer. La caractérisation et la modélisation des
réseaux d’antennes, éléments indispensables aux systèmesMimo ont aussi été introduites.
Le travail présenté dans ce chapitre permet de développer dans la suite une description
physique rigoureuse du canal de propagation et du canal de transmission.
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Chapitre 4
Modélisation physique du canal
de propagation et du canal de
transmission
4.1 Introduction
L’objectif de cette partie est de décrire et de modéliser la liaison électromagnétiqueentre 2 zones séparées géographiquement. On définit tout d’abord le canal de pro-
pagation et le canal de transmission.
Definition 2 Canal de propagation : Le canal de propagation est la liaison entre le
champ électromagnétique de la zone d’émission et le champ électromagnétique dans la
zone de réception.
Definition 3 Canal de transmission : Le canal de transmission est la liaison entre
le(les) signal(aux) scalaire(s) émis avant la(les) antenne(s) d’émission et le(les) signal(aux)
scalaire(s) reçu(s) à la sortie de la(des) antenne(s) de réception. Le canal de transmission
englobe donc les antennes d’émission et de réception en plus du canal de propagation.
Cette distinction entre canal de transmission et canal de propagation permet de dé-
coupler la modélisation du milieu de propagation de celle des organes du système tels que
les antennes.
Le milieu étant constitué d’air sur les 2 zones d’émission et de réception, il s’appa-
rente au vide. Néanmoins, la présence d’obstacles en dehors des zones d’émission et de
réception entraîne, via certaines interactions obstacle-Oem décrites dans la partie 3.4.3,
une somme de plusieurs ondes élémentaires au niveau des deux zones. Chaque onde élé-
mentaire est considérée comme une source. Ainsi les ondes élémentaires, provenant des
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obstacles en visibilité des zones d’émission et/ou de réception via les interactions obstacle-
Oem, participant à la transmission du champ électromagnétique du site d’émission au
site de réception, sont considérées comme des sources. On appelle chaque solution élémen-
taire, un trajet ou mode de propagation. La propagation de l’Oem d’une zone de l’espace
à une autre se fait donc, dans le cas le plus général par l’intermédiaire de plusieurs trajets
ou modes de propagation et c’est pourquoi on parle de propagation par trajets multiples.
L’objectif de ce chapitre n’est pas de caractériser le champ électromagnétique sur les deux
zones, mais de caractériser la liaison entre ces champs par l’intermédiaire des trajets ou
modes de propagation.
Dans le cas le plus général, le champ électromagnétique s’exprime par 3 composantes
de champ électrique et 3 composantes de champ magnétique. Pour cette raison, on a
besoin, dans le cas le plus général, de deux canaux de transmission, l’un portant sur
le champ magnétique et l’autre sur le champ électrique. Chacun de ces canaux peut se
caractériser par une matrice 3× 3 liant les 3 composantes du champ concerné d’émission
à celles de réception. Précisons que dans le cas d’onde élémentaire Tem, la connaissance
d’un des deux canaux est suﬃsante puisque les deux canaux sont totalement dépendants.
Dans ce chapitre, on choisit arbitrairement de s’intéresser au canal de propagation
liant les composantes du champ électrique. On suppose que toutes les ondes élémentaires
sont uniformes et Te. Ceci est acceptable d’un point de vue physique (les obstacles sont
suﬃsamment éloignés des sites d’émission et de réception) et constitue une supposition
indispensable pour la prise en compte des antennes telles que nous les avons décrites dans
la partie 3.5. De plus, cette hypothèse n’engendre aucune restriction sur l’ensemble des
fonctions de transfert associées au canal de transmission.
Dans un premier temps, on s’intéresse à la représentation physique du canal de pro-
pagation. Sous certaines conditions, une description locale nous permettra de simplifier
les expressions liées au canal de propagation. On qualifie cette représentation de modèle
en zone locale. La prise en compte du déplacement du site d’émission et/ou de réception
ainsi que des antennes (ou réseaux d’antennes) nous permettra d’aboutir à une expression
spécifique du canal de transmission dans la dernière partie.
4.2 Définition du canal de propagation dans le domaine
spatial
Afin de se focaliser sur les grandeurs et dépendances spatiales du canal, on omet la
dépendance en temps et en fréquence. La figure 4.1 introduit la configuration géométrique
considérée.
Un repère orthonormé de référence <(O,bx,by,bz) et deux repères orthonormés secon-
daires, <e(Oe,bxe,bye,bze) et <r(Or,bxr,byr,bzr), sont définis. Toutes les grandeurs spatiales sont
indicées par e quand elles concernent le site d’émission et par r quand elles concernent le
site de réception.
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Fig. 4.1 — Situation géométrique considérée
Le canal de propagation est défini comme l’opérateur (linéaire) tranformant le vecteur
d’entrée −→u e (−→r ), représentant le champ électrique d’émission en fonction de la position
d’émission, en vecteur de sortie −→u r (−→r ), représentant le champ électrique de réception
en fonction de la position de réception. On suppose que les zones d’émission (domaine de
définition−→u e (−→r )) et de réception (domaine de définition−→u r (−→r )) sont finies et disjointes,
centrées respectivement sur Oe et Or.
La distance entre le centre de la zone d’émission, Oe, et le centre de la zone de récep-
tion, Or, que l’on nomme distance globale de séparation et le vecteur unitaire de direction
de la droite (OeOr), que l’on nomme direction globale de l’axe émetteur-récepteur s’ex-
priment par :
d = k−→r 0r −−→r 0ek (4.1)bd = −→r 0r −−→r 0ek−→r 0r −−→r 0ek = 1d (dxbx+ dyby + dzbz)
Selon le repère (base et point d’origine associé) choisis pour décrire les coordonnées de
−→u e, −→u r et des vecteurs de positions −→r (en fait seuls les vecteurs de position dépendent
des bases et des points d’origine, les vecteurs de champ ne dépendant que de la base), plu-
sieurs formes de relations entrée-sortie sont possibles. Le canal de propagation déterminé
entièrement avec les coordonnées dans le repère <, est défini par la relation entrée-sortie
suivante (en omettant les dépendances temporelles des vecteurs d’entrée et de sortie) :
u<r
³
r<abs,r
´
=
Z
R3e
eT<,< ³r<abs,e,r<abs,r´u<e ³r<abs,e´ d3r<abs,e pour r<abs,r ∈ R3r (4.2)
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où R3e est le domaine de définition 3D du vecteur d’entrée et R
3
r est le domaine de défi-
nition 3D du vecteur de réception. On nomme eT<,< (rabs,e,rabs,r) la fonction de transfert
du canal de propagation absolu. Les vecteurs de coordonnées des positions d’émission et
de réception sont définis par :
r<abs,e =
⎛
⎝
bx−→r abs,eby−→r abs,ebz−→r abs,e
⎞
⎠ =
⎛
⎝
rabs,e,x
rabs,e,y
rabs,e,z
⎞
⎠ (4.3)
r<abs,r =
⎛
⎝
bx−→r abs,rby−→r abs,rbz−→r abs,r
⎞
⎠ =
⎛
⎝
rabs,r,x
r0abs,r,y
rabs,r,z
⎞
⎠
La grandeur scalaire diﬀérentielle d3rabs,e est définie par :
d3r<abs,e = dr
<
abs,e,xdr
<
abs,e,ydr
<
abs,e,z (4.4)
Les vecteurs de coordonnées de la polarisation à l’émission et à la réception sont
définis respectivement par :
u<e (r) =
⎡
⎣
bx−→u e (r)by−→u e (r)bz−→u e (r)
⎤
⎦ (4.5)
u<r (r) =
⎡
⎣
bx−→u r (r)by−→u r (r)bz−→u r (r)
⎤
⎦
Les vecteurs de polarisation −→u e et −→u r sont exprimées dans 4.5 par leur coordonnées
cartésiennes.
Plutôt que d’exprimer le canal dans un repère commun pour l’émission et la réception,
on préfère utiliser le repère <e pour les grandeurs spatiales concernant le site d’émission
et le repère <r pour les grandeurs concernant la réception. En utilisant les relations
suivantes concernant les vecteurs de positions relatives et absolues :
−→r abs,e = −→r 0e +−→r e (4.6)
−→r abs,r = −→r 0r +−→r r
et les vecteurs de polarisation :
u<e = M<e→<u
<e
e (4.7)
= MT<→<eu
<e
e
u<r = M<r→<u
<r
r
= MT<→<ru
<r
r
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dans 4.2, on obtient la relation suivante qui est définie, dans la suite, comme étant la
fonction de transfert du canal de propagation :
eT (−→r e,−→r r) = eT<e,<r (−→r e,−→r r) =M<→<r eT<,< (−→r 0e +−→r e,−→r 0r +−→r r)MT<→<e (4.8)
Les matrices M<→<r = Mθrot,r ,φrot,r et M<→<e = Mθrot,e,φrot,e sont des matrices
de rotation permettant, respectivement, de passer des vecteurs unitaires de base et des
coordonnées associés au repère < à ceux associés au repère <e et des vecteurs unitaires
de base et des coordonnées associés au repère < à ceux associés au repère <e (annexe
A.1). Les angles θrot,e et φrot,e représentent donc l’angle de rotation azimutal et l’angle
de rotation d’élévation du repère < permettant d’aboutir au repère <e (de même pour
θrot,r et φrot,r mais pour passer de < à <e).
Le canal eT, défini dans 4.8, relie les coordoonées dans le repère <e du vecteur de
polarisation d’entrée aux coordoonées dans le repère <r du vecteur de polarisation de
sortie. Les positions d’émission sont relatives au point Oe et les positions de réception
sont relatives au point Or. Dans la suite, les repères ne seront pas indiqués explicitement
dans les notations relatives au canal. On peut écrire la nouvelle relation entrée-sortie :
ur (rr) =
Z
R3e
eT (re,rr)ue (re) d3re pour rr ∈ R3r (4.9)
On notera la fonction de transfert du canal de propagation indiﬀéremment par eT (re,rr)
ou eT (−→r e,−→r r) sachant que re et re sont des vecteurs contenant respectivement, les co-
ordonnées des positions d’émission dans le repère <e et les coordonnées des positions de
réception dans le repère <r, c’est à dire :
re =
⎛
⎝
bxe−→r ebye−→r ebze−→r e
⎞
⎠ =
⎛
⎝
re,x
re,y
re,z
⎞
⎠ (4.10)
rr =
⎛
⎝
bxr−→r rbyr−→r rbzr−→r r
⎞
⎠ =
⎛
⎝
rr,x
rr,y
rr,z
⎞
⎠
Généralement, l’axe des z, l’axe des ze et l’axe des zr seront orientés vers l’extérieur
de la surface de la terre (vers le haut) afin que le les angles d’azimut θe et de coélévation
φe représente bien des directions dans le plan horizontal et dans le plan vertical, respec-
tivement. Puisque les liaisons sont à courtes distances à l’échelle du rayon terrestre, la
courbure sur la distance émetteur-récepteur est négligeable, ce qui permet d’aﬃrmer que
l’axe des z, l’axe des ze et l’axe des zr sont orientés dans la même direction, c’est à dire
vers le haut (vers l’extérieur de la surface terrestre). On s’arrangera généralement pour
que l’axe des xe soit orienté dans la direction azimutal du point Or et l’axe des xr pointe
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dans la direction azimutal du point Oe. Dans ce cas, on a :
bze = bzr = bz (4.11)bxe = −bxr = 1q
d2z + d2y
(dxbx+ dyby)
bye = −byr = bxe × bze
Dans le cas où en plus les points Or et Oe sont à la même altitude, les angles d’azimut
et d’élévation (au point Or ou Oe) correspondent à la diﬀérence angulaire dans le plan
horizontal et vertical, respectivement avec la direction de la droite (OeOr) (direction d’un
hypothètique trajet direct).
4.3 Décomposition en trajets élémentaires
Dans cette partie, on s’intéresse à une description spatiale et temporelle complète
du canal de propagation en terme de trajets élémentaires. On discerne deux types de
milieu de propagation, le milieu statique et le milieu dynamique. Dans le cas d’un milieu
statique, il n’y a pas d’objets en mouvements. Au contraire, dans le cas dynamique, des
objets peuvent être en mouvement et le canal de propagation varie dans le temps. Dans
le cas statique, la fonction de tranfert du canal de propagation eT (•), peut se mettre sous
la forme suivante :
eT (f,−→r e,−→r r) = N(
−→r e,−→r r)X
i=1
eTi (f,−→r e,−→r r) (4.12)
Dans le cas dynamique, le canal de propagation dépend aussi du temps et sa fonction
de transfert s’exprime par :
eT (t,f,−→r e,−→r r) = N(t,
−→r e,−→r r)X
i=1
eTi (t,f,−→r e,−→r r) (4.13)
où N (•) est le nombre de trajets dépendant des positions au niveau des deux sites et
du temps dans le cas d’un milieu dynamique. La variable scalaire t est la variable temps
relative à une référence quelconque. La variable scalaire f représente la fréquence relative
à la fréquence de référence fc aussi appelée fréquence centrale ou fréquence porteuse dans
le cas des modulations classiques. Les dépendances aux fréquence, temps et positions
(d’émission et de réception) de référence ainsi que les bases des repères spatiaux ne sont
pas explicitement incluses dans la notation pour plus de lisibilité. Par souci de généralité,
on considére le milieu dynamique.
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4.3.1 Expression générale d’un trajet
On s’intéresse dans toute la suite à la caractérisation et la modélisation détaillées des
trajets. Sous les hypothèses d’ondes uniformes réelles et transverses au niveau des deux
sites, un trajet peut se mettre sous la forme :
eTi (t,f,−→r e,−→r r) = expµ−j2πfcc (Li (t,−→r e,−→r r))
¶
(4.14)
×
Atte´nuationz }| {
αi (t,f,
−→r e,−→r r)
De´polarisationz }| {
χi (t,f,−→r e,−→r r)
× exp
µ
−j2πf
c
(Li (t,
−→r e,−→r r))
¶
Li (t,
−→r e,−→r r) = Li
³
0,
−→
0 ,
−→
0
´
+ L(var)i (t,
−→r e,−→r r) (4.15)
= Li + L
(var)
i (t,
−→r e,−→r r)
= c
³
τ i + τ
(var)
i (t,
−→r e,−→r r)
´
Les fonctions Li (t,
−→r e,−→r r), αi (t,f,−→r e,−→r r) et χi (t,f,−→r e,−→r r) caractérisant le trajet
i sont continues selon toutes leurs variables et dans la zone d’existence finie de ce trajet.
Si des cassures apparaîssaient, cela traduirait un changement de trajet (pour autant que
αi (t,f,
−→r e,−→r r) ne s’annule pas). La zone d’existence d’un trajet est le domaine de défini-
tion des fonctions Li (t,
−→r e,−→r r), αi (t,f,−→r e,−→r r) et χi (t,f,−→r e,−→r r), domaine défini selon
la dimension temporelle, la dimension fréquentielle, les 3 dimensions spatiales d’émission
et les 3 dimensions spatiales de réception. Ce domaine de définition est fini et fermé.
Cette définition d’un trajet a le double avantage d’être stricte d’un point de vue mathé-
matique et d’avoir une signification physique intuitive. Une représentation géométrique
d’un trajet est proposée par la figure 4.2.
La relation 4.14 présente quatre parties.
La première partie, concerne le déphasage à bande étroite à une fréquence fc entraîné
par la longueur du trajet i, qui dépend elle-même du temps, de la position de l’émetteur
et de la position du récepteur.
La seconde partie, αi (•), concerne l’atténuation complexe du trajet i engendrée par
les interactions contre les obstacles rencontrés par ce trajet et par la distance parcourue
par ce trajet. D’une manière générale, cette atténuation dépend du temps, de la fréquence,
de la position en émission et de la position en réception. Les variations fréquentielles de
l’atténuation sont dues au caractère éventuellement dispersif des obstacles. Les variations
temporelles et spatiales de l’atténuation sont liées au changement de la configuration
géométrique.
La troisième partie, χi (•), traduit la dépolarisation entre le site d’émission et le site
de réception.
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Fig. 4.2 — Représentation géométrique d’un trajet et de la variation de sa longueur
La quatrième partie concerne le déphasage en fonction de la fréquence relative f et de
la longueur du trajet. Dans 4.15, la longueur Li représente la longueur du trajet pour les
positions de référence d’émission −→r 0e et de réception −→r 0r ainsi que l’instant de référence,
ce qui signifie que L(var)i
³
0,
−→
0 ,
−→
0
´
= 0. La deuxième égalité de 4.15 fait intervenir le
retard de propagation du trajet i, τ i + τ
(var)
i (t,
−→r e,−→r r) (en s) plus souvent utilisé que
la longueur de trajet dans le contexte des communications sans fil. Précisons que pour
que Li ait un sens physique, il faut que sa variation temporelle (vitesse d’élongation)
soit bien inférieure (en valeur absolue) à la vitesse de la lumière (approximation non-
relativiste valide), ce qui est bien entendu vérifié dans notre contexte. De même, la valeur
absolue de la variation de L(var)i en fonction de la position d’émission ou de réception ne
doit pas être trop élevée (inférieure à 1 puisqu’un déplacement de d m ne peut engendrer
une élongation supérieure à d m).
En introduisant le nombre d’onde, k (f) = 2π (f + fc) /c (relation valide pour une
onde plane réelle se propageant dans le vide), l’expression de phase de la première partie et
de la quatrième partie de 4.14 peuvent s’unifier pour donner exp (−jk (f) (Li (t,−→r e,−→r r))).
4.3.2 La longueur de trajet
L’expression de la longueur de trajet doit permettre de représenter n’importe quel
type d’ondes réelles uniformes et en particulier, les ondes planes et sphériques. Il est, de
plus, avantageux de prendre en compte la notion de direction d’arrivée (ou de départ) de
l’onde pour deux raisons principales. En eﬀet, cette notion de direction de l’onde oﬀre une
description intuitive d’un trajet et est compatible avec les fonctions introduites pour la
4.3 Décomposition en trajets élémentaires 127
caractérisation d’antennes telles que le diagramme de rayonnement. La prise en compte
des antennes dans le canal de transmission nécessite des méthodes de caractérisation des
antennes et du canal de propagation compatibles entre elles, c’est à dire qui détiennent
des paramètres communs.
La longueur de trajet L(var)i (•) peut s’exprimer, sans pertes de généralité, par :
L(var)i (t,
−→r e,−→r r) = −
Z t
0
Veff,i
¡
t0,−→r e,−→r r
¢
dt0 −
Z −→r e
−→
0
bare,i ¡t,−→r 0e,−→r r¢ · d−→r 0e(4.16)
−
Z −→r r
−→
0
barr,i ¡t,−→r e,−→r 0r¢ · d−→r 0r
= −Vvirt,i (t,−→r e,−→r r) t− bare,virt,i (t,−→r e,−→r r) ·−→r e
−barr,virt,i (t,−→r e,−→r r) ·−→r r
Les deux intégrales
R −→r e−→
0
bare,i (t,−→r 0e,−→r r) · d−→r 0e et R −→r r−→0 barr,i (t,−→r e,−→r 0r) · d−→r 0r sont des
intégrales curvilignes et ne dépendant donc que des points de départ et d’arrivée en
l’occurrence que de −→r e et −→r r, respectivement, puisque les points de départ sont les
origines des repères, respectivement, <e et <r. Ces intégrales peuvent aussi s’exprimer
par la somme des intégrales selon chaque coordonnée. Pour le site d’émission, cela revient
à : Z −→r e
−→
0
bare,i ¡−→r 0e¢ · d−→r 0e = Z −→r x
0
are,x,i
¡
t,−→r 0e,−→r r
¢
dr0ex (4.17)
+
Z −→r y
0
are,y,i
¡
t,−→r 0e,−→r r
¢
dr0ey
+
Z −→r z
0
are,z,i
¡
t,−→r 0e,−→r r
¢
dr0ez
On obient de la même manière mais en utilisant les coordonnées dans le repère <r,
l’intégrale
R −→r r
0 barr,i (t,−→r e,−→r 0r) · d−→r 0r.
En utilisant les coordonnées dans <e pour les grandeurs vectorielles propres au site
d’émission (−→r e, −→r 0e et bare,i) et les coordonnées dans <r pour les grandeurs vectorielles
propres au site de réception (−→r r, −→r 0r et barr,i), on obtient :
L(var)i (t,
−→r e,−→r r) = L(var)i (t,re,rr) (4.18)
=
Z t
0
Veff,i
¡
t0,re,rr
¢
dt0 −
Z re
0
baTre,i ¡t,r0e,rr¢ · dr0e
−
Z rr
0
baTrr,i ¡t,re,r0r¢ · dr0r
= Vvirt,i (t,re,rr) t− baTre,virt,i (t,re,rr) · rebaTrr,virt,i (t,re,rr) · rr
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où les vecteurs unitaires de direction bare,i et barr,i s’expriment par :
bare,i =
⎡
⎣
are,x,i
are,y,i
are,z,i
⎤
⎦ =
⎡
⎣
cos (θe,i) sin
¡
φe,i
¢
sin (θe,i) sin
¡
φe,i
¢
cos
¡
φe,i
¢
⎤
⎦ (4.19)
barr,i =
⎡
⎣
arr,x,i
arr,y,i
arr,z,i
⎤
⎦ =
⎡
⎣
cos (θr,i) sin
¡
φr,i
¢
sin (θr,i) sin
¡
φr,i
¢
cos
¡
φr,i
¢
⎤
⎦
Dans 4.19, les angles θe,i et φe,i représentent l’angle d’azimut et l’angle d’élévation
du trajet i au niveau du site d’émission dans le repère <e alors que les angles θr,i et
φr,i représentent l’angle d’azimut et l’angle d’élévation du trajet i au niveau du site de
réception dans le repère <r. Il est possible d’exprimer les vecteurs unitaires de directionbaTre,virt,i et baTrr,virt,i, de la même façon que 4.19, en remplaçant θe,i, φe,i, θr,i et φr,i, respec-
tivement, par θe,virt,i, φe,virt,i, θr,virt,i, φr,virt,i. Les angles θe,virt,i, φe,virt,i, θr,virt,i, φr,virt,i
représentent alors des directions virtuelles. Les vecteurs diﬀérentiels spatiaux s’expriment
par :
dre =
⎡
⎣
dre,x
dre,y
dre,z
⎤
⎦ (4.20)
drr =
⎡
⎣
drr,x
drr,y
drr,z
⎤
⎦
Les relations 4.18, 4.19 et 4.20 permettent de retrouver l’expression 4.17.
Le scalaire réel Veff,i représente la vitesse eﬀective d’élongation de trajet au cours du
temps due aux mouvements éventuels des objets rencontrés par le trajet i (Veff,i << c
comme cela a été dit précédemment). Pour une liaison fixe à fixe, la vitesse eﬀective est
directement reliée à une grandeur plus utilisée, le décalage Doppler fd,i :
fd,i (t,f,re,rr) = f
diff
d,i (t,f,re,rr) (4.21)
= (fc + f) efdiffd,i (t,re,rr) = (fc + f) Veff,i (t,re,rr)c
Les fonctions Vvirt,i, bare,virt,i et barr,virt,i correspondent, respectivement, à une vitesse
eﬀective virtuelle, et aux vecteurs unitaires de directions virtuelles sur le site d’émission
et de réception. Dans le seul cas où ces fonctions sont constantes, les deux types de
grandeur sont équivalentes. Les grandeurs Veff,i, bare,i et barr,i s’obtiennent en dérivant
partiellement les grandeurs virtuelles. Pour Veff,i, on obtiendrait :
Veff,i (t,re,rr) = Vvirt,i (0,re,rr) +
∂Vvirt,i (t,re,rr)
∂t
t (4.22)
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ou pour une des coordonnées du vecteur unitaire de direction d’émission, par exemple la
coordonnée x, on obtiendrait :
are,x,i (t,re,rr) = are,virt,x,i (t,0,rr) +
∂are,virt,x,i (t,re,rr)
∂re,x
re,x (4.23)
Connaisant L(var)i (t,
−→r e,−→r r), il est possible de retrouver les fonctions Veff,i (t0,re,rr),baTre,i (t,r0e,rr) et baTrr,i (t,re,r0r). En eﬀet, pour are,x,i, on a :
are,x,i (t,re,rr) =
∂L(var)i (t,re,rr)
∂re,x
(4.24)
Cette relation montre que les variations de la longueur de trajet en fonction des
positions d’émission ne peuvent être trop brusques, puisque are,x,i (t,re,rr) est toujours
inférieur à 1.
Comme L(var)i (t,
−→r e,−→r r) est continue et indéfiniment dérivable, les fonctions Veff,i (t0,re,rr),bare,i (t,r0e,rr) et barr,i (t,re,r0r) existent et le sont aussi.
4.3.3 La matrice de dépolarisation
La matrice χi, de dimension 3×3, est la matrice de dépolarisation du trajet i entre le
site d’émission et le site de réception (c’est en fait la multiplication des matrices de dépo-
larisation propres à chaque obstacle rencontré par le trajet i). Elle relie les coordonnées
cartésiennes du vecteur de polarisation du champ émis à celles du vecteur de polarisation
du champ reçu. Sachant que les ondes sont supposées transverses, on peut exprimer cette
matrice par :
χi =
3×2z}|{
Mr,i
2×2z }| {
χ(TE)i
2×3z}|{
MTe,i (4.25)
où χ(TE)i est la matrice de dépolarisation, Mr,i est entièrement définie par la direction
du trajet i au niveau du site de réception etMe,i est entièrement définie par la direction
du trajet i au niveau du site d’émission :
Mr,i =
⎡
⎣
cos (θr,i) cos
¡
φr,i
¢
− sin (θr,i)
sin (θr,i) cos
¡
φr,i
¢
cos (θr,i)
− sin
¡
φr,i
¢
0
⎤
⎦ (4.26)
Me,i =
⎡
⎣
cos (θe,i) cos
¡
φe,i
¢
− sin (θe,i)
sin (θe,i) cos
¡
φe,i
¢
cos (θe,i)
− sin
¡
φe,i
¢
0
⎤
⎦
χ(TE)i =
∙
χvv,i χhv,i
χvh,i χhh,i
¸
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La matrice de dépolarisation χ(TE)i est, dans le cas le plus général, dépendante du
temps, de la fréquence et des positions d’émission et de réception. Cette matrice dépend
des diﬀérentes interactions subies par l’onde (réflection diﬀuse ou spéculaire, transmission
ou diﬀraction) et ne comportent pas de structure particulière simple. Les composantes
χvv,i et χhh,i représentent les coeﬃcents complexes de copolarisation liant les polarisations
verticales d’émission et de réception d’une part et les polarisations horizontales d’autre
part. Les matrices χhv,i et χvh,i représentent les coeﬃcients complexes en polarisation
croisée. Lorsque les directions des trajets sur les deux sites sont connues, il est possible
d’exprimer la fonction de transfert du canal de propagation par :
eT (t,f,−→r e,−→r r) = N(t,
−→r e,−→r r)X
i=1
Mr,i (t,
−→r e,−→r r) eT(TE)i (t,f,−→r e,−→r r)Me,i (t,−→r e,−→r r) (4.27)
où eT(TE)i est une matrice 2×2, liant les composantes verticale et horizontale d’émission à
celle de réception. Il suﬃt de remplacer dans 4.14, χi par χ
(TE)
i pour obtenir l’expression
de eT(TE)i .
Toutes les grandeurs introduites dépendent, dans le cas le plus général de t, f , −→r e
ou −→r r. La caractérisation par polarisation transverse permet donc non-seulement de
réduire le nombre de fonctions relatives mais surtout d’être compatible avec l’utilisation
des diagrammes de rayonnement vectoriels des antennes.
4.3.4 Modélisation physique des fonctions introduites
La connaissance des fonctions θe,i (•), φe,i (•), θr,i (•), φr,i (•) , χ(TE)i (•), αi (•) et
Veff,i (•) et du paramètre constant Li, permettent de modéliser le trajet i. Des méthodes
de lancer/tracé de rayons appliquées à un environnement numérisé ou des mesures du
canal de propagation, associées à des techniques d’estimation adaptées, permettraient de
fixer ces fonctions. Il est aussi possible de fixer ces fonctions grâce à un raisonnement
géométrique (les positions et les vecteurs vitesses des objets sont connus à priori) couplé
à un raisonnement électromagnétique (la forme des objets et leurs interactions avec les
ondes sont décrites) comme le montrent les figures 4.2 et 4.3. On s’intéresse à cette
deuxième démarche de modélisation.
Des modèles simples supposant des objets ponctuels agissant comme des diﬀuseurs
isotropes sont souvent utilisés. On nomme ces modèles les modèles géométriques. Dans
[507,528], des modèles plus élaborés prennent en compte des formes d’objets cylindriques,
sphériques ou de surface rectangulaire. La prise en compte de la forme et de l’orientation
des objets a l’avantage de permettre intrinsèquement la modélisation de la dépolarisation
subie par l’onde, chose qui n’est pas possible avec des objets ponctuels. Dans tous ces
modèles, les objets sont généralement considérés statiques et il faut donc, dans le cas où
on veut modéliser un milieu dynamique, prendre en compte le mouvement des objets.
Si ces objets sont ponctuels, leurs positions initiales et leurs déplacements en translation
éventuels sont suﬃsants. Dans le cas d’objets non ponctuels, il faudra aussi prendre en
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instant t1
instant t2 0e,1(re,1) Oe,2(re,2)
0r,1(rr,1)0r,1(re,1)
trajectoire de l'objet 1
trajectoire de l'objet 2
trajectoire de l'objet 3
Fig. 4.3 — Modélisation des diﬀuseurs par des points
compte leurs orientations initiales et leurs rotations éventuelles. Quel que soit le modèle
sous-tendant, il est clair que les variations temporelles et spatiales des vecteurs unitaires
de direction, sont dépendants de la position, de la forme et du mouvement des objets en
visibilité des sites respectifs.
On présente un modèle géométrique basé sur des objets ponctuels. Les diﬀérentes lon-
gueurs d’un trajet pour des instants et des positions d’émission et de réception diﬀérentes
sont représentées sur la figure 4.3.
Pour chaque trajet, la position initiale et la trajectoire des objets rencontrés sont
connues. On obtient l’expression suivante pour la longueur de trajet :
Li (t,
−→r e,−→r r) =
Nobsi−1X
j=1
k−→r s,i,j+1 −−→r s,i,jk+ k−→r s,i,1 − (−→r e +−→r 0e)k (4.28)
+ k(−→r r +−→r 0r)−−→r s,i,Nobsik
=
Nobsi−1X
j=1
°°°−→r (var)s,i,j+1 (t)−−→r (var)s,i,j °°°+ °°°−→r (var)s,i,1 (t)− (−→r e +−→r 0e)°°°
+
°°°(−→r r +−→r 0r)−−→r (var)s,i,Nobsi (t)°°°
Li = Li
³
0,
−→
0 ,
−→
0
´
=
Nobsi−1X
j=1
k−→r s,i,j+1 −−→r s,i,jk+ k−→r s,i,1 −−→r 0ek
+ k−→r 0r −−→r s,i,Nobsik
où Nobsi est le nombre d’objets rencontrés par le trajet i. L’indice j = 1 correspond
au premier objet rencontré par le trajet i en provenance du site d’émission et l’indice
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j = Nobsi correspond au dernier objet rencontré par le trajet i juste avant que l’onde
arrive sur le site de réception. La position dépendante du temps de l’objet j du trajet i
est définie par :
−→r s,i,j (t) = −→r s,i,j +−→r (var)s,i,j (t) (4.29)
−→r s,i,j = −→r s,i,j (0)
La forme 4.28 ne fait pas apparaître les directions des trajets au niveau des sites
d’émission et de réception. Dans le cas où on veut prendre en compte des antennes non-
isotropes dans la modélisation du canal de transmission, ces directions sont nécessaires.
Les vecteurs unitaires de direction à l’émission et à la réception s’expriment par :
bare,i (t,−→r e) = −→r (var)s,i,1 (t) +−→r s,i,1 −−→r 0e −−→r e°°°−→r (var)s,i,Nobsi (t) +−→r s,i,Nobsi −−→r 0e −−→r e°°° (4.30)
barr,i (t,−→r r) = −→r (var)s,i,1 (t) +−→r s,i,1 −−→r 0r −−→r r°°°−→r (var)s,i,Nobsi (t) +−→r s,i,Nobsi −−→r 0r −−→r r°°°
La vitesse eﬀective d’élongation de trajet s’exprime alors par :
Veff,i (t,
−→r e,−→r r) =
∂Li (t,
−→r e,−→r r)
∂t
(4.31)
=
Nobsi−1X
j=2
−→
V i,j (t) · (bar,inc,i,j+1 (t)− bar,inc,i,j (t))
+
−→
V i,1 (t) · (bare,i (t,−→r e) + bar,inc,i,2 (t))
+
−→
V i,Nobsi (t) · (barr,i (t,−→r r)− bar,inc,i,Nobsi (t))
où
−→
V i,j (t) est le vecteur vitesse de l’objet j rencontré par le trajet i et s’exprime par :
−→
V i,j (t) =
∂−→r (var)s,i,j (t)
∂t
(4.32)
et le vecteur unitaire bar,inc,i,j détermine la direction de l’onde incidente sur l’objet j
rencontré par le trajet i. Il s’exprime par :
bar,inc,i,j (t) = −→r s,i,j−1 (t)k−→r s,i,j−1 (t)k pour j > 1 (4.33)
Le vecteur unitaire déterminant l’incidence sur le premier objet (j = 1) est égal à
l’opposé de bare,i (t,−→r e).
Ce modèle ne permet pas de prendre en compte la dépolarisation. Précisons que la
matrice de dépolarisation pourrait être fixée indépendamment de ce modèle. Les atté-
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nuations complexes peuvent se modéliser en prenant en compte la longueur de trajet ou
plus généralement, les distances entre deux objets consécutifs ainsi que des coeﬃcients
d’atténuation complexes propres à chaque objet.
Deux cas particuliers de ce modèle sont souvent utilisés dans le contexte de la modé-
lisation du canal. Le premier est le modèle géométrique classique à un rebond (un seul
objet donc Nobsi = 1) où les objets sont statiques (
−→r (var)s,i (t) = 0). Ce modèle est bien
adapté au cas Siso et Simomais il présente le désavantage, dans le casMimo large bande,
d’engendrer une dépendance entre le retard de propagation τ i, la direction au niveau du
site d’émission et la direction au niveau du site de réception. Pour cette raison, on utilise
plus souvent le modèle géométrique à deux rebonds dans un contexte Mimo.
Afin de réduire le nombre de paramètres, on utilise généralement des formes analy-
tiques de densité de probabilité décrivant les positions, les coeﬃcients d’atténuation et
la matrice de dépolarisation de chaque objet. Le modèle de canal de propagation devient
alors un modèle stochastique.
4.4 Description et modèle en zone locale
Cette description et le modèle qui en découle a pour objectif de simplifier l’expression
des trajets, en remplaçant les fonctions introduites dans 4.14, 4.15 et 4.18 par des para-
mètres constants sans pour autant que l’erreur sur la fonction de transfert ne soit trop
élevée. Cette approximation par des paramètres constants est envisageable sur des zones
fréquentielle, temporelle et spatiales d’émission et de réception suﬃsamment limitées. Les
deux principaux modèles qui sont déduits sont connus mais par contre, aucune condition
ni définition des zones dans lesquelles il est valide n’est donné. L’objectif de cette partie
est de définir ces zones et leurs relations.
Ce modèle doit contenir des paramètres constants, propres à chacune des dimensions
(temps, fréquence, espace à l’émission et espace à la réception). Le modèle en zone locale
détient donc, en particulier, un nombre constant de trajets :
eT(zl)tl,fl,−→r e,l,−→r r,l (t,f,−→r e,−→r r) = NX
i=1
eT(zl)tl,fl,−→r e,l,−→r r,l,i (t,f,−→r e,−→r r) (4.34)
Ce modèle est valide localement autour de l’instant t = tl, de la fréquence f = fl,
autour de la position d’émission −→r e = −→r e,l, et de la position de réception −→r r = −→r r,l
(l’indice l signifiant local). Afin de ne pas alourdir la notation, on omet la notation
explicite tl,fl,
−→r e,l,−→r r,l. Dans la suite, on choisit de fixer toutes ces valeurs à 0, c’est à
dire que les modèles présentés dans la suite sont valides autour de tl = 0, de fl = 0, de
−→r e,l =
−→
0 et de −→r r,l =
−→
0 . On a donc par définition N .= N
³
0,
−→
0 ,
−→
0
´
, le nombre de
trajets. Les paramètres associés à chaque trajet sont listés dans le tableau 4.1.
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Décalage Doppler relatif efdiffd,i = efdiffd,i ³0,−→0 ,−→0 ´
Angle d’azimut en émission θe,i = θe,i
³
0,
−→
0 ,
−→
0
´
Angle de coélévation en émission φe,i = φe,i
³
0,
−→
0 ,
−→
0
´
Angle d’azimut en réception θr,i = θr,i
³
0,
−→
0 ,
−→
0
´
Angle de coélévation en réception φr,i = φr,i
³
0,
−→
0 ,
−→
0
´
Angle de dépolarisation χ(TE)i = χ
(TE)
i
³
0,0,
−→
0 ,
−→
0
´
Atténuation complexe αi = αi
³
0,0,
−→
0 ,
−→
0
´
Retard absolu de propagation τ i =
Li
c
Tab. 4.1 — Liste des paramètres (constants) utiles à la description du canal de propagation
en zone locale
A partir des paramètres angulaires, il est possible d’obtenir les deux vecteurs unitairesbare,i = bare,i ³0,−→0 ,−→0 ´ et barr,i = barr,i ³0,−→0 ,−→0 ´ de direction et la matrice de dépolarisation
χi = χi
³
0,0,
−→
0 ,
−→
0
´
(et χ(TE)i = χ
(TE)
i
³
0,0,
−→
0 ,
−→
0
´
) pour chaque trajet.
Pour considérer qu’un modèle est valide, on peut utiliser comme critère l’erreur qua-
dratique normalisée entre cette approximation et le modèle de référence. L’erreur est dans
ce cas une matrice de même dimension que eT et eT(zl), c’est à dire de dimension 3 × 3.
Puisque le canal s’exprime par une somme de plusieurs expressions, correspondant aux
diﬀérents trajets, on préfère comparer l’expression entre chaque trajet approché afin de
déterminer les conditions d’une bonne approximation pour chaque trajet. Pour définir
les conditions d’une bonne approximation de la fonction de transfert du canal de propa-
gation, on eﬀectue une moyenne pondérée par la puissance, des zones de chaque trajet
permettant ainsi de donner d’autant plus d’importance aux trajets transmettant de forte
puissance.
On définit à partir de ce jeu de paramètres, deux modèles en zone locale, le modèle
large bande et le modèle bande étroite. Ces modèles détiennent les mêmes paramètres
mais se diﬀérencient selon l’expression des trajets. Avant de présenter, ces deux modèles
et les conditions dans lesquels il peuvent être considérés valides, on détermine la zone
spatiale dans laquelle une onde sphérique peut être approchée par une onde plane.
4.4.1 Zone spatiale onde plane
On omet la notation spécifiant le site, sachant que le raisonnement est applicable à
l’un ou l’autre des deux sites. Puisqu’on s’intéresse uniquement à la dimension spatiale,
on omet la dépendance au temps. L’objectif de cette partie est de déterminer le volume
spatial dans lequel l’approximation par une onde plane est valable. Pour cela, on prend en
compte une onde sphérique de rayon de sphéricité rs. Une onde sphérique peut se mettre
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sous la forme :
Ψ (−→r ) = A0
rs
k−→r s −−→r k exp (−jk (k
−→r s −−→r k− rs)) (4.35)
où −→r s est la position de la source de l’onde sphérique (en visibilité du site sur lequel
l’onde est caractérisée). L’expression de la longueur de trajet en fonction de la position
−→r s’exprime alors par Lspatiale (−→r ) = k−→r s −−→r k− rs.
Dans le cas d’une onde plane, Ψ (−→r ) a pour expression :
Ψ (−→r ) = exp (jkrbar · br) (4.36)
où le vecteur unitaire bar pointe dans la direction de l’onde. Si ce vecteur unitaire pointe
dans la direction de l’onde au niveau du site d’émission, on a bke = bare et s’il pointe dans
la direction de l’onde au niveau du site de réception, on a bkr = −barr. L’expression de la
longueur de trajet en fonction de la position s’exprime par Lspatiale (−→r ) = −rbar · br.
Il est possible d’approcher l’onde sphérique par une onde plane dans un volume parti-
culier, si dans ce volume, la diﬀérence de phase sur un plan perpendiculaire à la direction
de la source sphérique (et délimité par le volume) est inférieure à une valeur fixée arbi-
traire et généralement inférieure à π/8. On exprime cette valeur par 2πdmax/λ. De plus,
l’atténuation à l’intérieur de ce volume doit être approximativement la même. On nomme
ce volume, zone spatial onde plane. En considérant que la source est placée à l’origine
d’un repère orthonormé et que l’on évalue la zone spatiale onde plane autour de points
situés sur l’axe z, le plan perpendiculaire est formé par le plan xy, on obtient la première
condition portant sur les surfaces équiphases :p
x2 + y2 + z2 ≤ dmax + z (4.37)
x2 + y2 ≤ d2max + 2dmaxz
L’inéquation 4.37 correspond à une zone placée à l’intérieur d’un paraboloïde de
révolution autour de l’axe z, dont l’origine est placée en z = −dmax. Cette zone est
représentée en 2D sur la figure 4.4.
On en déduit le rayon maximal rmax ,1 dans le plan perpendiculaire à la direction de
la source en un point éloigné de z = rs de la source :
rmax ,1 =
p
d2max + 2dmaxrs (4.38)
et lorsque dmax << rs, ce qui est généralement le cas puisque dmax << λ, on obtient
l’approximation suivante :
rmax ,1 '
p
2dmaxrs (4.39)
ce qui revient, en choisissant dmax = λ/16 (2πdmax/λ = π/8) et en posant dfrau = rs et
D = 2rmax ,1, à la distance de Fraunhaufer 3.8.
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source
dmax rmax
Fronts d'onde
sphérique
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rs+dmax
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r's
Volume
onde plane
dmax
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Fig. 4.4 — Illustration géométrique du volume onde plane
La deuxième condition concernant l’erreur sur le module peut s’exprimer pour une
distance rs à la source par :
r2s (1− ε)2 ≤ x2 + y2 + z2 ≤ r2s (1 + ε)2 (4.40)
où ε est l’erreur relative absolue maximale acceptée sur le module, toujours inférieure à
1 et généralement inférieure à 10%. Les deux inéquations de 4.40 définissent une zone
comprise entre deux sphères centrées sur la source, de rayon rs
p
(1− ε) et rs
p
(1 + ε).
Généralement, la moitié de la diﬀérence de rayons entre ces deux sphères, rmax ,2 = rsε/2,
est supérieure à rmax ,1, c’est à dire que rs > 8dmax/ε2. Par exemple, pour ε = 0.1,
dmax = λ/16, on obtient rs > 50λ (par exemple, rs > 7.5 m à 2GHz). Dans tous les
cas, on approche la zone spatiale onde plane par une zone de forme shérique centrée sur
z = rs, dont le rayon est égal à :
rmax = min
³
rsε,
p
2dmaxrs
´
(4.41)
Cette zone dépasse légèrement la paraboloïde dans le plan perpendiculaire à la direc-
tion de la source lorsque rmax = rmax ,1 mais elle constitue une très bonne approximation
dès que rs >> dmax, ce qui est supposé vérifié dans 4.41. Ce dépassement provient du
fait que la tangente à la parabole n’est pas parallèle à la direction de l’axe des z.
A l’intérieur de cette zone, l’erreur angulaire maximale sur la direction est égale à :
∆ψ = arctan
µ
rmax
rs
¶
(4.42)
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et dans le cas où rmax =
√
2dmaxrs, on obtient :
∆ψ = arctan
Ãr
2dmax
rs
!
(4.43)
En prenant dmax = λ/16 et une fréquence de 2 GHz, l’écart angulaire maximal est de
4,5◦ pour 3 m, de 2◦ pour 15 m et inférieur à 1◦ à partir de 60 m.
Afin d’être plus général, il est possible d’utiliser la notation utilisée dans 4.16 rendant
compte explicitement de la dépendance de la direction de l’onde en fonction de la position
−→r et une expression d’atténuation complexe fonction, elle aussi, de la position −→r :
Φ (−→r ) = Aspatiale (−→r ) exp
Ã
jk
Z −→r
0
bar ¡−→r 0¢ · d−→r 0! (4.44)
La première condition de 4.37 peut alors s’exprimer par :Z −→r
0
bar ¡−→r 0¢ · d−→r 0 − bar ·−→r < dmax (4.45)¯¯¯¯
¯¯Aspatiale (−→r )−Aspatiale
³−→
0
´
Aspatiale
³−→
0
´
¯¯¯¯
¯¯ < ε (4.46)
Les conditions 4.45 et 4.46 sont une généralisation, respectivement, des conditions
4.37 et 4.40, en ce sens qu’elles ne sont pas restrictives à une onde sphérique. Dans le cas
particulier d’une onde sphérique, on a bar (−→r ) = (−→r s −−→r ) / k−→r s −−→r k et Aspatiale (−→r ) =
A0rs/ k−→r s −−→r k.
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4.4.2 Modèle en zone locale à large bande
L’expression associée à un trajet du modèle en zone locale à large bande est :
eT(zllb)i (t,f,−→r e,−→r r) = αiχi exp (−j2πfcτ i) exp (−j2πfτ i) (4.47)
× exp
³
j2π (f + fc) efdiffd,i t´
× exp
µ
j
2π (fc + f)
c
re ((bare,i · bre) + rr (barr,i · brr))¶
= αiχi exp (−j2πfcτ i) (4.48)
× exp
³
−j2πf
³
τ i + τ
(var)
i (t,
−→r e,−→r r)
´´
× exp
³
j2πfc efdiffd,i t´
× exp
µ
j
2πfc
c
(re (bare,i · bre) + rr (barr,i · brr))¶
τ (var)i (t,
−→r e,−→r r) = τ (t)i (t) + τ
(e)
i (
−→r e) + τ (r)i (
−→r r) (4.49)
= −
µefdiffd,i t+ re (bare,i · bre)c + rr (barr,i · brr)c
¶
L’approximation faite dans4.47 et 4.48 peut être considérée comme une approximation
à l’ordre 0 d’un développement en série des fonctions αi, χi, Veff,i, bare,i et barr,i autour
de t = 0, f = 0, −→r e =
−→
0 et −→r r =
−→
0 (par exemple d’un développement en série de Mac
Laurin). En eﬀet, toutes ces fonctions étant infiniment dérivables, il est possible de les
représenter par un développement en série.
Selon la relation considérée 4.47 ou 4.48, deux interprétations sont possibles. L’expres-
sion 4.48 fait apparaître un terme de retard de propagation variant en fonction du temps,
de l’espace à l’émission et de l’espace à la réception, alors que l’expression 4.47 fait appa-
raître un nombre d’onde 2π (fc + f) /c et une composante Doppler f
diff
d,i = (f + fc)
efdiffd,i
variant en fonction de la fréquence.
Ce modèle nécessite 3 conditions, liées d’une part aux expressions de longueur de
trajet et d’autre part à l’atténuation et à la dépolarisation, qui doivent être simultanément
vérifiées.
4.4.2.1 Conditions sur la longueur de trajet
La première condition, portant sur la longueur de trajet s’exprime par :¯¯¯
L(var)i (t,
−→r e,−→r r)−
³
−bare,i · brere − barr,i · brrrr − c efdiffd,i t´¯¯¯ ≤ dmax (4.50)
où dmax est une distance généralement inférieure ou égale à λ/2. La relation 4.50 repré-
sente l’extension de l’hypothèse champ lointain abordée dans 4.4.1 qui prend en compte
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les positions sur les deux sites mais aussi les variations temporelles. La relation 4.50
impose des limites en temps et en espace dépendantes les unes des autres. On définit
les zones limites spatiales d’émission et de réception comme étant de forme sphérique.
Elles peuvent donc être entièrement caractérisées par un diamètre en émission eD(zllb)e,i et
un diamètre en réception eD(zllb)r,i . Ces deux valeurs de diamètre et la durée limite eT (zllb)i
sont interdépendantes. Il existe un compromis entre ces valeurs : plus l’une est grande,
plus les deux autres ou une des deux autres sont petites. Afin de simplifier et de four-
nir une compréhension plus intuitive, on découple la condition 4.50 en deux conditions
successives, liées d’une part au domaine spatial (sur les deux sites) et d’autre part au
domaine temporel. Généralement, le milieu étant considéré statique dans le contexte de
la modélisation, seule la première condition portant sur les zones spatiales d’émission et
de réception sera à prendre en compte. On pose dmax = dmax ,r + dmax ,t et :
L(var2)i (t,
−→r e,−→r r) = −bare,i (t) · brere − barr,i (t) · brrrr − cZ t
0
efdiffd,i ¡t0¢ dt0 (4.51)
on peut poser les conditions suivantes :¯¯¯
L(var)i (t,
−→r e,−→r r)− L(var2)i (t,
−→r e,−→r r)
¯¯¯
≤ dmax ,esp (4.52)¯¯¯
L(var2)i (t,
−→r e,−→r r)−
³
−bare,i · brere − barr,i · brrrr − c efdiffd,i t´¯¯¯ ≤ dmax ,tps (4.53)
Si les deux conditions 4.52 et 4.53 sont vérifiées, alors la relation 4.50 l’est aussi. De
plus, cette séparation en deux conditions permet de donner une importance diﬀérente
à l’erreur causée dans le domaine spatial (à un instant donné) de celle causée dans le
domaine temporel (pour les positions d’émission et de réception de référence des sites
respectifs). Si le milieu est statique, la deuxième condition est toujours valide quel que
soit dmax ,tps et en particulier pour dmax ,tps = 0. La condition 4.52 impose un compromis
entre eD(zllb)e,i (t) et eD(zllb)r,i (t) alors que la deuxième impose eT (zllb)i . Les valeurs eD(zllb)e,i eteD(zllb)r,i dépendront du couple de fonction eD(zllb)e,i (t) et eD(zllb)r,i (t) considéré sur la zone
temporelle eT (zllb)i .
Afin d’obtenir une relation simple entre le diamètre (ou rayon) de la zone d’émission
et le diamètre (ou rayon) de la zone de réception, on considère une onde sphérique. En
supposant un rayon de sphéricité rse,i (t) au niveau du site d’émission et un rayon de
sphéricité rsr,i (t) au niveau du site de réception (dmax ,esp << rsi,e (t) et dmax ,esp <<
rsr,i (t)) et en s’inspirant de la partie 4.4.1, on trouve la relation suivante entre les rayons
limites des deux zones, émission et réception :
r2max ,e,i (t)
2rse,i (t) dmax ,esp
+
r2max ,r,i (t)
2rsr,i (t) dmax ,esp
= 1 (4.54)
où rmax ,e,i (t) est le rayon limite de la zone locale d’espace à l’émission et rmax ,r,i (t) et
le rayon de la zone locale spatiale de réception, tous les deux imposés par le trajet i. La
représentation de rmax ,e,i (t) en fonction de rmax ,r,i (t) forme une ellipse dont le coeﬃcient
d’ellipticité est égal au rapport entre les 2 rayons de sphéricité. Le coeﬃcient d’ellipticité
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rayon de sphéricité rs
= distance à l'objet 
rs
rayon de sphéricité rs
> distance à l'objet 
rs
Fig. 4.5 — Rayon de sphéricité et distance objet-point d’observation
et la dimension de l’ellipse sont susceptibles d’évoluer au cours du temps. Puisqu’il n’y
a pas qu’une seule valeur possible mais un ensemble de valeurs devant vérifier la relation
4.54 pour les diamètres des zones limites spatiales d’émission et de réception, on se sert
des valeurs des axes principaux de l’ellipse, c’est à dire b(zllb)e,i (t) et b
(zllb)
r,i (t) tel que :
³ eD(zllb)e,i (t)´2
4b2e,i (t)
+
³ eD(zllb)r,i (t)´2
4b2r,i (t)
= 1 (4.55)
Les axes principaux be,i (t) et br,i (t) sont égaux à la moitié des valeurs maximales
possibles de eD(zllb)e,i (t) et eD(zllb)r,i (t).
Précisons que les rayons de sphéricité sont égaux à la distance entre l’objet et l’origine
du repère (du repère <e pour l’émission et du repère <r pour la réception) dans le seul
cas où l’objet peut être considéré comme un point relativement à la longueur d’onde
(voir figure 4.5). Dans les autres cas, les rayons de sphéricité seront forcément supérieurs
à la distance à l’objet. En considérant que rse,i (t) est la distance de l’objet au niveau du
site d’émission et que rsr,i (t) est la distance de l’objet au niveau du site de réception,
la relation 4.55 (ou 4.54) constitue la relation la plus restrictive puisqu’elle entraîne
l’ellipse la plus petite. Ceci permet, en pratique, à partir de la connaissance des distances
minimales des objets par rapport au deux sites de fixer la relation 4.55 (ou 4.54). Lors de
campagnes de mesures, on pourra s’arranger pour que les distances des objets en visibilités
des sites vérifient 4.55 (ou 4.54) vis à vis des dimensions des réseaux d’antennes.
La deuxième condition 4.53 impose une condition sur la durée eT (zllb)i et il suﬃra
de considérer dans 4.54 les valeurs minimales de b(zllb)e,i (t) et b
(zllb)
r,i (t) sur tout t ∈
4.4 Description et modèle en zone locale 141
h
−eT (zllb)i /2, eT (zllb)i /2i, c’est à dire :
b(zllb)e,i = min
t∈
h
−eT (zllb)i /2, eT (zllb)i /2i {be,i (t)} (4.56)
b(zllb)r,i = min
t∈
h
−eT (zllb)i /2, eT (zllb)i /2i {br,i (t)}
4.4.2.2 Conditions sur les amplitudes
Les deux conditions suivantes portent sur l’atténuation et la dépolarisation.
On considère les diﬀérences sur le module de l’atténuation en échelle logarithmique.
La condition sur le module et la phase de l’atténuation s’exprime alors par :¯¯¯¯
20 log
¯¯¯¯µ
αi (t,f,
−→r e,−→r r)
αi
¶¯¯¯¯¯¯¯¯
dB
≤ ε|α| (4.57)
|arg (αi (t,f,−→r e,−→r r))− arg (αi)| ≤ εarg(α)
où ε|α| représente l’erreur relative maximale acceptée pour le module de l’atténuation,
généralement inférieure à 3 dB et εarg(α) est l’erreur de phase maximale acceptée, gé-
néralement inférieure ou égale à π/4. En pratique, cette hypothèse est beaucoup moins
contraignante (à part peut-être pour des obstacles très proches) que les conditions sur
la longueur de trajet. On suppose donc que la condition 4.57 n’impose que la limite
fréquentielle eB(zllb)i .La diﬀérence entre deux matrices nécessite l’utilisation d’une norme
adéquate représentative de la "distance" entre les deux matrices. On utilise pour cela
la norme de Frobenius [529]. La condition sur la matrice de dépolarisation s’exprime, à
partir de cette norme, par :
kχi (t,f,−→r e,−→r r)− χikF√
8
≤ εχ (4.58)
où k•kF est la norme de Frobenius. Elle est définie comme la racine carrée de la somme des
éléments au carré de la matrice. Sachant que χi est une matrice définie par 4.25 et 4.26,
la norme maximale du numérateur de 4.58 est de
√
8, ce qui explique la normalisation.
La valeur εχ est comprise entre 0 et 1, où 0 signifie que les deux matrices χi (t,f,−→r e,−→r r)
et χi sont identiques et 1 qu’elles sont les plus diﬀérentes possibles.
Sachant que les trajets sont transverses sur les deux sites, on peut utiliser les relations
4.25 et 4.26 pour calculer la valeur εχ en fonction des erreurs sur les directions d’arrivée
des trajets sur les deux sites θ0e, φ
0
e, θ
0
r et φ
0
r et sur l’angle de dépolarisation γ
0. Des
simulations permettent de montrer que pour des angles θ0e, φ
0
e, θ
0
r et φ
0
r inférieurs à π/2
en valeur aboslue, la norme εχ, en plus d’être toujours inférieure à 1 vérifie l’inéquation
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suivante :
εχ < 0,08
¡
ψ0e + ψ
0
r + γ
0¢ (4.59)
ψ0e = arccos
¡
cos
¡
θ0e
¢
cos
¡
φ0e
¢¢
ψ0r = arccos
¡
cos
¡
θ0r
¢
cos
¡
φ0r
¢¢
Dans 4.59, tous les angles sont exprimés en degrés. La relation 4.59 signifie que l’erreur
sur la matrice de dépolarisation ne dépend que de la somme de l’erreur angulaire sur la
direction en émission, de l’erreur angulaire sur la direction en réception et de l’erreur sur
l’angle de dépolarisation. Par exemple, pour une valeur de εχ = 25%, la somme de ces
angles doit rester inférieure à 30◦. En considérant la relation 4.43 et ses valeurs dans la
partie 4.4.1 (par exemple, 4,5◦ à 3 m), on peut aﬃrmer que dans la plupart des cas, les
conditions sur la longueur de trajet 4.52 et 4.53 sont plus restrictives que 4.58.
En supposant que les conditions 4.52 et 4.53 sont eﬀectivement plus contraignantes
que 4.57 et 4.58, on peut considérer que la zone locale en terme de limite temporelle et
spatiale sur les deux sites est imposée par les seules conditions 4.52 et 4.53. Dans ce cas,
les conditions 4.57 et 4.58 déterminent la limite fréquentielle eB(zllb)i de la zone locale.
Avec les largeurs de bande utilisées dans les systèmes de communications, généralement
inférieures à 1% de la fréquence porteuse, les conditions 4.57 et 4.58 seront vérifiées quelle
que soit la zone temporelle et spatiale sur les deux sites imposée par les conditions 4.52
et 4.53. Précisons que pour les systèmes Ulb, le modèle en zone locale ne peut plus être
considéré valide dans le domaine fréquentiel. Il est nécessaire, dans ce cas, de modéliser
l’atténuation complexe et la matrice de dépolarisation χi par une fonction de la fréquence
(αi (f) et χi (f)).
4.4.2.3 Définition de la zone globale
Dans la zone délimitée par le diamètre eD(zllb)e,i dans le domaine spatial d’émission,
par le diamètre eD(zllb)r,i dans le domaine spatial de réception, par la durée eT (zllb)i dans le
domaine temporel et la largeur de bande eB(zllb)i dans le domaine fréquentiel, le trajet i
de la fonction de transfert du canal de propagation peut s’exprimer sous la forme 4.47 et
4.48. Cette zone est propre au trajet i et il faut donc définir une zone globale prenant en
compte les zones de tous les trajets, dans laquelle la fonction de transfert du canal peut
être approché par :
eT(zllb) (t,f,−→r e,−→r r) = NX
i=1
eT(zllb)i (t,f,−→r e,−→r r) (4.60)
La zone locale globale dans laquelle ce modèle est valide pourrait être définie par
les valeurs minimales, moyennes ou médianes de eT (zllb)i , b(zllb)e,i , b(zllb)r,i et eB(zllb)i sur tous
les trajets i. Afin de pondérer l’importance des diﬀérentes zones, on prend en compte la
puissance transmise par les trajets. En eﬀet, il n’est pas acceptable qu’un trajet de très
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faible puissance puisse imposer une zone excessivement petite par rapport aux trajets à
l’ensemble de la fonction de transfert. On peut, par exemple, définir la limite temporelle
comme le quantile à N% (50% pour la médiane) de la variable eT (zllb)i / |αi|2 multipliée
par |αi|2. On fera de même pour obtenir eB(zllb), eb(zllb)e et eb(zllb)r .
A l’intérieur de la zone locale, on peut eﬀectuer l’approximation suivante :
eT(zllb) (t,f,−→r e,−→r r) ' eT (t,f,−→r e,−→r r) pour
⎧
⎪⎪⎪⎨
⎪⎪⎪⎪⎩
t ∈
h
−eT (zllb)/2, eT (zllb)/2i
f ∈
h
− eB(zllb)/2, eB(zllb)/2i
re ∈
h
− eD(zllb)e /2, eD(zllb)e /2i
rr ∈
h
− eD(zllb)r /2, eD(zllb)r /2i
(4.61)
où eD(zllb)e et eD(zllb)r doivent vérifier 4.55 avec les valeurs eb(zllb)e et eb(zllb)r .
4.4.3 Modèle en zone locale à bande étroite
En imposant des restrictions supplémentaires, il est possible de simplifier les relations
4.47, 4.48 et 4.60, en les remplaçant par :
eT(zlbe) (t,f,−→r e,−→r r) =
Atténuation complexe constante
NX
i=1
z }| {
αi exp (−j2πfcτ i) ×
Matrice de dépolarisation constantez}|{
χi (4.62)
×
Variation temporellez }| {
exp
³
j2πfc efdiffd,i t´
Variation fréquentiellez }| {
exp (−j2πfτ i)
× exp
µ
j
2πfc
c
(rr (barr,i · brr))¶| {z }
Variation spatiale d0émission
exp
µ
j
2πfc
c
(rr (barr,i · brr))¶| {z }
Variation spatiale de réception
Le modèle décrit par 4.62 est le modèle le plus utilisé dans le contexte de la modé-
lisation et de l’estimation paramétrique du canal de propagation. Dans ce modèle, les
variations fréquentielles, temporelles et spatiales sont totalement indépendantes, ce qui
présente un avantage pour l’analyse spectrale. Il signifie que la diﬀérence entre la lon-
gueur de trajet maximale et minimale sur une durée eT (zlbe), une zone spatiale d’émissioneD(zlbe)e et une zone spatiale de réception eD(zlbe)r est inférieure à la résolution de Fourier de
la longueur de trajet (dans le domaine temporel) oﬀerte par une largeur de bande eB(zlbe)
(la résolution de longueur dans le domaine temporelle au sens de Fourier est de c/B
pour une largeur de bande B). Il signifie aussi que le nombre d’onde peut être considéré
indépendant de la fréquence dans cette zone locale.
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Ces limites doivent évidemment être toutes inférieures ou égales aux limites définies
dans le modèle en zone locale à large bande :
eD(zlbe)e ≤ eD(zllb)e (4.63)eD(zlbe)r ≤ eD(zllb)reT (zlbe) ≤ eT (zllb)eB(zlbe) ≤ eB(zllb)
mais aussi vérifier la condition supplémentaire suivante :¯¯¯¯
f
c
L(var)i (t,
−→r e,−→r r)
¯¯¯¯
≤ 1
2M
(4.64)¯¯¯¯
f
c
³bare,i · brere + barr,i · brrrr + c efdiffd,i t´¯¯¯¯ ≤ 12M
oùM est généralement supérieur ou égal à 2 (erreur de phase au plus inférieure ou égale à
π dans les deux cas). La relation 4.64 représente l’extension de l’hypothèse bande étroite
utilisée dans le contexte du traitement d’antenne, qui prend en compte les positions sur les
deux sites mais aussi les variations temporelles. En considérant que la deuxième relation
4.64 est valide sur une plage de fréquence définie par − eB(zlbe)/2 ≤ f ≤ eB(zlbe)/2 et en
définissant la valeur efdiffd = maxn¯¯¯ efdiffd,i ¯¯¯o, on peut exprimer les conditions conjointes
sur les limites spatiales d’émission et de réception, temporelle et fréquentielle par :
eB(zlbe)
c
³ eD(zlbe)e + eD(zlbe)r + c efdiffd eT (zlbe)´ = 2M (4.65)eD(zlbe)e + eD(zlbe)r + c efdiffd eT (zlbe)
λc
=
2fc
M eB(zlbe) (4.66)
où λc = c/fc est la longueur d’onde centrale. Les relations 4.65 ou 4.66 expriment le
compromis entre les limites fréquentielle, spatiale d’émission, spatiale de réception et
temporelle. La relation 4.66 montre que la somme des dimensions spatiales des zones
exprimées en longueur d’onde (longueur d’onde centrale), doit rester inférieure à une
fraction de l’inverse de la largeur de bande normalisée.
En supposant le milieu statique ( efdiffd = 0), M = 2 et une largeur de bande relative
B/ fc (où B est la largeur de bande) de 0,25 % (cas de l’Umts), on obtient une zone locale
de 200 longueurs d’onde qui doit être partagée entre les zones d’émission eD(zlbe)e et de
réception eD(zlbe)r ( eD(zlbe)e /λc+ eD(zlbe)r /λc = 200). Dans le contexte de l’Hiperlan, la largeur
de bande relative étant de 0,4 %, on obtient une zone de 125 longueurs d’onde. Dans le
contexte de la mesure du canal de transmission, les largeurs de bande relatives peuvent
être de 5 % (par exemple B = 100 MHz et fc = 2 GHz), ce qui réduit la zone totale à
10 longueurs d’onde. A part pour les systèmes de mesure où la largeur de bande peut
être assez élevée, la condition 4.64 sera généralement moins restrictive que les conditions
pour le modèle en zone locale à large bande. Ce qui signifie que, dans ce cas, la validité
du modèle en zone locale à large bande implique la validité du modèle en zone locale à
bande étroite (la largeur de bande étant fixée).
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Fig. 4.6 — Géométrie dans le plan azimutal du modèle en zone locale
L’hypothèse représentée par 4.64 signifie que pour n’importe quels position d’émission,
position de réception et instant appartenant à la zone locale, les variations en fréquence
autres que celles entraînées par le retard de propagation τ i doivent être négligeables, c’est
à dire que :
exp
µ
j2π
f
c
³bare,i · brere + barr,i · brrrr + c efdiffd,i t´¶ ' 1 (4.67)
En prenant en compte les conditions 4.52, 4.53 et 4.64, l’erreur maximale sur la lon-
gueur de trajet, à l’intérieur des limites temporelles eT (zlbe), fréquentielle eB(zlbe), spatiale à
l’émission eD(zlbe)e et spatiale à la réception eD(zlbe)r , est égale à (f + fc) / (Mc)+dmax ,esp+
dmax ,tp.
Dans la suite, on ne spécifie pas dans la notation des limites de la zone si elles cor-
respondent au modèle en zone locale à large bande ou à bande étroite. Lorsque cela n’est
pas spécifié, ces limites sont données dans le contexte du modèle en zone locale à bande
étroite que l’on nomme plus simplement modèle en zone locale. Les limites temporelle,
fréquentielle, spatiale d’émission et spatiale de réception seront simplement notées eT , eB,eDe et eDr. La figure 4.6 illustre les aspects géométriques du modèle en zone locale pour
une propagation dans le plan azimutal (les limites fréquentielles et temporelles ne sont
pas représentées).
Le modèle en zone locale est souvent utilisé mais les conditions dans lesquelles il est
valable ne sont généralement pas abordées. Cette partie a permis de définir ces conditions
dans le contexte Mimo où l’espace à l’émission conjointement à l’espace à la réception
doivent être pris en compte. De plus, ces conditions prennent en compte les milieux
non-statiques et les variations en fréquence.
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4.5 Déplacement du ou des deux sites
Lorsqu’il y a déplacement du ou des deux sites, comme par exemple dans le contexte
cellulaire où le terminal peut être amené à se déplacer au cours de la communication,
des variations temporelles supplémentaires du canal de propagation vu par les deux sites
apparaîssent. Les variations temporelles se déduisent alors des expressions 4.12 et 4.13,
respectivement dans un milieu statique et dans un milieu dynamique, et du déplacement
éventuel des deux sites.
Dans ce contexte, on définit une nouvelle forme pour la fonction de transfert du
canal, entièrement définie par le canal de propagation eT de 4.13 et les trajectoires du site
d’émission et du site de réception :
T (t,f,−→r e,−→r r) = eT (t,f,−→r e +−→ρ e (t) ,−→r r +−→ρ r (t)) (4.68)
où −→ρ e (t) et −→ρ r (t) représentent les trajectoires des sites d’émission et de réception,
respectivement. Dans l’expression T (t,f,−→r e,−→r r), la variable spatiale de position −→r e est
donc relative à une origine qui se déplace selon −→ρ e (t) et la variable spatiale de position−→r r est donc relative à une origine qui se déplace selon −→ρ r (t). Les trajectoires −→ρ e (t) et−→ρ r (t) sont relatives, respectivement, aux positions de référence −→r 0e et −→r 0r. La fonction
de transfertT (t,f,−→r e,−→r r) est donc la matrice de transmission entre les positions absolues
d’émission −→r 0e +−→ρ e (t) +−→r e et de réception −→r 0r +−→ρ r (t) +−→r r. C’est généralement la
forme T qui est définie comme étant le canal de propagation dans le contexte radiomobile.
Dans le cas de liaison fixe à fixe, on a T (t,f,−→r e,−→r r)=eT (t,f,−→r e,−→r r).
Prenons par exemple, le cas d’un émetteur et d’un récepteur isotropes (émetteur et
récepteur ponctuels) se déplaçant dans un milieu statique :
T (t,f) = T
³
t,f,
−→
0 ,
−→
0
´
= eT³f,−→0 +−→ρ e (t) ,−→0 +−→ρ r (t)´ (4.69)
La relation 4.69 montre que les variations temporelles du canal sont entièrement liées
aux variations spatiales au niveau des sites en déplacement.
Le modèle en zone locale de la fonction de transfert du canal s’exprime par :
T (t,f,−→r e,−→r r) =
NX
i=1
αiχi exp (−j2πfcτ i) exp (−j2πfτ i) (4.70)
× exp
⎛
⎝j2π
tZ
0
fd,i
¡
t0
¢
dt0
⎞
⎠
× exp
µ
j
2πfc
c
(re (bare,i · bre) + rr (barr,i · brr))¶
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où fd,i (t) est le décalage Doppler englobant les eﬀets du mouvement des diﬀuseurs mais
aussi du déplacement des sites d’émission et de réception :
fdi (t) = f
diff
d,i + f
e
d,i (t) + f
r
d,i (t) (4.71)
fed,i (t) =
fc
c
bare,i · d−→ρ e (t)dt
f rd,i (t) =
fc
c
barr,i · d−→ρ r (t)dt
Remarquons que les composantes de décalage Doppler liées aux sites d’émission et
de réception sont indépendantes du temps dans le seul cas où les déplacements des sites
d’émission et de réception sont rectilignes uniformes, c’est à dire que −→ρ e (t) =
−→
V et et
−→ρ r (t) =
−→
V rt,
−→
V e = bVeVe et −→V r = bVrVr étant, respectivement, les vecteurs vitesses de
déplacement des sites d’émission et de réception. Dans ce cas, on parlera de modèle en
zone locale à déplacement uniforme et l’expression 4.71 se simplifie par :
fed,i =
Vefc
c
bare,i · bVe = Vefcc cosψe,i (4.72)
f rd,i =
Vrfc
c
barr,i · bVr = Vrfcc cosψr,i
La zone locale de la fonction de transfert T (t,f,−→r e,−→r r) peut se définir à partir de
la zone locale associée à eT (t,f,−→r e,−→r r). En eﬀet, les zones locales dans les domaines
spatiaux d’émission eDe et de réception eDr, englobent le déplacement éventuel des sites
d’émission et de réception ainsi que les positions spatiales. On définit alors de nouvelles
limites :
eDe = De +De,traj (4.73)eDr = Dr +Dr,traj
où De et Dr sont les diamètres des sphères définissant, respectivement, l’ensemble des
positions −→r e et −→r r où T (t,f,−→r e,−→r r) peut être approchée par le modèle en zone locale.
De,traj et Dr,traj sont les diamètres définissant, respectivement, l’ensemble des positions−→ρ e (t) de la trajectoire du site d’émission et l’ensemble des positions −→ρ r (t) de la tra-
jectoire du site de réception. La connaissance du déplacement des sites d’émission et
de réception permet de déterminer la limite temporelle du modèle en zone locale. En
supposant un déplacement uniforme pour les deux sites, on a :
De,traj = VeTe (4.74)
Dr,traj = VrTr
Les relations 4.73 et 4.74 montrent qu’il doit y avoir un compromis entre les limites
temporelles imposées par le déplacement et les limites spatiales. La limite temporelle T
retenue est la valeur minimale entre Te, Tr et eT . En pratique, les limitesDe etDr pourront
être choisies, respectivement, comme la dimension des réseaux d’antennes d’émission et
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de réception (tant que ces dimensions sont respectivement inférieures à eDe et eDr, ce qui
est généralement le cas pour les réseaux utilisés en pratique) et les relations 4.73 et 4.74
permettront de déterminer les longueurs De,traj et Dr,traj et donc les durées Te et Tr si
les vitesses de déplacement Ve et Vr sont connues.
Pour les largeurs de bande et les tailles de réseaux utilisées en pratique, le modèle en
zone locale est valide mais souvent pour des durées relativement courtes et il est donc
nécessaire de prendre en compte les variations temporelles des paramètres de trajet, ce
qui donne :
T (t,f,−→r e,−→r r) =
N(t)X
i=1
αi (t)χi (t) exp (−j2πfcτ i (t)) exp (−j2πfτ i (t)) (4.75)
× exp
⎛
⎝j2π
tZ
0
fd,i
¡
t0
¢
dt0
⎞
⎠
× exp
µ
j
2πfc
c
(re (bare,i (t) · bre) + rr (barr,i (t) · brr))¶
Le modèle exprimé dans 4.75 est utile dans le contexte de la modélisation à moyenne
échelle où, contrairement au modèle en zone locale, les trajets sont susceptibles de changer
de caractéristiques, d’apparaître ou de disparaître.
Dans le contexte radiomobile à l’extérieur des bâtiments, peu de trajets sont sus-
ceptibles de subir des variations temporelles dues au mouvement des obstacles alors que
tous les trajets subissent des variations dès que le mobile est en mouvement. Pour cette
raison, le milieu est généralement considéré statique quel que soit le trajet i (fdiffd,i = 0).
Par contre, pour les liaisons fixes à fixes, le mouvement des obstacles doit être pris en
compte puisqu’il représente la seule cause de variation temporelle des caractéristiques de
trajets. Par exemple, le mouvement des personnes à l’intérieur des bâtiments pour les
réseaux locaux sans fil sont à prendre en compte dans la simulation du canal. Les valeurs
et variations temporelles à moyenne échelle des paramètres sont généralement pris en
compte d’une manière probabiliste.
4.6 Prise en compte des antennes et canal de transmission
Le canal de propagation que nous avons défini précédemment décrit le lien entre les
champs électriques (ou magnétiques) émis et reçu. Dans les systèmes de communication
sans fil, ce sont plusieurs signaux temporels qui sont émis et reçus. Les antennes per-
mettent de transformer ces signaux en champ électromagnétique et inversement le champ
électromagnétique en signaux temporels. Le lien entre les signaux temporels émis et reçus
est décrit par le canal de transmission. Comme il a été défini, ce canal englobe non seule-
ment le canal de propagation mais aussi les antennes d’émission et de réception (réseaux
d’antennes d’émission et de réception).
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La prise en compte des antennes, qu’il soit question d’un réseau ou d’une seule antenne
nécessite aussi la prise en compte de la rotation de ces dernières au cours du temps. Cette
rotation étant utile pour des émetteurs/récepteurs non-isotropes (ce qui est le cas de ceux
utilisés en pratique), on inclut cette rotation au cours du temps dans les diagrammes
d’antennes (diagrammes variables au cours du temps par rotation). On suppose que pour
les dimensions des antennes élémentaires constituant les réseaux utilisés en pratique,
l’hypothèse champ lointain est valide. De plus, les ondes sont considérées transverses
Tem. Ces deux hypothèses rendent complètes la caractérisation des antennes par leurs
diagrammes de rayonnement en polarisation verticale et horizontale.
4.6.1 Forme générale
La prise en compte des réseaux d’antennes dans le canal de transmission permet de
relier les signaux temporels émis à ceux reçus. Supposons qu’on utilise un réseau en
réception composé de Nr antennes et un réseau en émission composé de Me antennes. La
matrice des Flvt est donc de dimension Nr ×Me et se définit par :
s (t) =
Z
Ttr (t,f) e (t) exp (j2πtf) df (4.76)
Ttr (t,f) =
⎡
⎢⎢⎢⎢⎢⎢⎣
Ttr,1,1 (t,f) · · · Ttr,1,m (t,f) · · · Ttr,1,Me (t,f)
...
...
...
Ttr,n,1 (t,f) · · · Ttr,n,m (t,f) · · · Ttr,n,Me (t,f)
...
...
...
Ttr,Ne,1 (t,f) · · · Ttr,Ne,m (t,f) · · · Ttr,Ne,Me (t,f)
⎤
⎥⎥⎥⎥⎥⎥⎦
(4.77)
où e (t) est le vecteur de dimension Me × 1 des signaux temporels d’entrée et s (t) est le
vecteur de dimension Nr × 1 des signaux temporels de sortie.
La position d’une antenne est définie par son centre de phase. Les vecteurs de coor-
données des positions des antennes d’émission sont notées {re,m}m=1→Me et les vecteurs
de coordonnées des positions des antennes de réception sont notées {rr,n}n=1→Nr (po-
sition relative au déplacement). La matrice des diagrammes de rayonnement du réseau
d’émission est notée GTe (f,θe,φe) et celle du réseau de réception G
T
r (f,θr,φr). L’expres-
sion de la fonction de transfert du canal de transmission entre l’antenne m d’émission et
l’antenne n de réception s’exprime alors par :
Ttr,n,m (t,f) =
N(t,re,n,rr,n)X
i=1
hTr,i,n (t,f)T
(TE)
i (t,f,re,m (t) ,rr,n (t))he,i,m (t,f)| {z }
Ttr,i,n,m(t,f)
(4.78)
hr,i,n (t,f) = g
(res)
r,n,θ0r(t),φ0r(t)
¡
f,θr,i,n (t) ,φr,i,n (t)
¢
(4.79)
he,i,m (t,f) = g
(res)
e,m,θ0e(t),φ0e(t)
¡
f,θe,i,m (t) ,φe,i,m (t)
¢
(4.80)
re,m (t) = Me (t) re0,n ou` Me (0) = I3
rr,n (t) = Mr (t) rr0,n ou` Mr (0) = I3
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où l’angle θr,i,n est l’angle d’azimut du trajet i à la position rr,n de réception, l’angle
φr,i,n est l’angle de coélévation du trajet i à la position rr,n de réception, l’angle θe,i,m est
l’angle d’azimut du trajet i à la position re,m d’émission et l’angle φe,i,m est l’angle de
coélévation du trajet i à la position re,m d’émission. Les matrices Me (t) et Mr (t) sont
les matrices de rotation de réseau et sont déterminées, respectivement, par les angles de
rotation θ0e (t), φ
0
e (t) et θ
0
r (t), φ
0
r (t). Le déplacement en translation des réseaux d’antennes
est intrinsèquement pris en compte dans T(TE)i . En plus des déplacements en translation
éventuels des sites d’émission et de réception et du mouvement des diﬀuseurs, les rotations
des réseaux d’antennes peuvent entraîner des changements conséquents sur l’atténuation
des trajets au cours du temps.
4.6.2 Formes simplifiées
Généralement, on peut considérer que le modèle en zone locale dans le domaine spatial
est valide vis à vis des zones spatiales couvertes par les réseaux d’émission et de réception,
ce qui permet de simplifier 4.78, 4.79 et 4.80 par :
Ttr,n,m (t,f) =
N(t)X
i=1
hTr,i,n (t,f)T
(TE)
i (t,f,re,m (t) ,rr,n (t))he,i,m (t,f) (4.81)
hr,i,n (t,f) = g
(res)
r,n,θ0r(t),φ0r(t)
¡
f,θr,i (t) ,φr,i (t)
¢
(4.82)
he,i,m (t,f) = g
(res)
e,m,θ0e(t),φ0e(t)
¡
f,θe,i (t) ,φe,i (t)
¢
(4.83)
Les angles décrivant les directions d’arrivée sur les deux sites sont alors indépendants
des positions d’émission et de réception. Un modèle encore plus simple, généralement
valide dans le contexte de la mesure, consiste à considérer, en plus de l’approximation en
zone locale dans le domaine spatial, qu’il n’y a pas de rotation de réseau d’antennes au
cours du temps. Dans ce cas, l’expression 4.81 se simplifie encore pour donner :
Ttr,n,m (t,f) =
N(t)X
i=1
hTr,i,n (f)T
(TE)
i (t,f,re,m,rr,n)he,i,m (f) (4.84)
hr,i,n (t,f) = g
(res)
r,n
¡
f,θr,i,φr,i
¢
(4.85)
he,i,n (t,f) = g(res)e,n
¡
f,θe,i,φe,i
¢
(4.86)
Dans le contexte des systèmes de communications, les largeurs de bande sont telles
que les antennes peuvent être considérées non-sélectives et le canal peut être approché
par le modèle en zone locale à bande étroite dans les domaines spatiaux et fréquentiels,
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ce qui simplifie 4.84 :
Ttr,n,m (t,f) =
N(t)X
i=1
αi (t) exp (−j2πfcτ i (t))hTr,i,n (t)χi (t)he,i,m (t)| {z }
Amplitude complexe
(4.87)
× exp (−j2πfτ i (t)) exp
⎛
⎝j2πfc
tZ
0
efdiffd,i ¡t0¢ dt0
⎞
⎠
× exp
µ
j
2πfc
c
(are,i (t) · re,m + arr,i (t) · rr,n)
¶
hTr,i,n (t) = g
(res)
r,n
¡
0,θr,i,φr,i
¢
(4.88)
he,i,n (t) = g
(res)
e,n
¡
0,θe,i,φe,i
¢
(4.89)
4.6.3 Plusieurs types d’échantillonnage
Dans la suite, on présente diﬀérents types d’échantillonnage spatial du champ élec-
tromagnétique.
Lorsque chaque réseau d’antennes comporte des antennes identiques et plutôt omni-
directionnelle, orientées dans la même direction mais positionnées diﬀéremment les unes
des autres, on peut considérer que les réseaux eﬀectuent un échantillonnage spatial de
position du champ électromagnétique. Dans ce cas, on peut représenter le canal de trans-
mission de la manière suivante :
Ttr (t,f,re,rr) =
MeX
m=1
NrX
n=1
Ttr,n,m (t,f) δ (re − re,m) δ (rr − rr,n) (4.90)
Quand chaque réseau d’antennes comporte des antennes identiques et directives, dont
les centres de phase sont identiques mais orientés dans diﬀérentes directions, on peut
considérer que le réseau eﬀectue un échantillonnage spatial de direction du champ élec-
tromagnétique. Dans ce cas, on peut représenter le canal de transmission de la manière
suivante :
Ttr (t,f,θe,φe,θr,φr) =
MeX
m=1
NrX
n=1
Ttr,n,m (t,f) δ
¡
θe − θe,m;φe − φe,m
¢
δ
¡
θr − θr,n;φr − φr,n
¢
(4.91)
Quand chaque réseau d’antennes comporte des antennes identiques et plutôt omnidi-
rectionnelle, de même centre de phase, orientées dans 3 directions perpendiculaires et de
polarisation linéaire, on peut considérer que le réseau eﬀectue un échantillonnage spatial
de la polarisation du champ électromagnétique. Dans ce cas, la notation 4.77 pourra être
utilisée et la matrice Ttr (t,f) de dimension 3× 3 peut être considérée comme la liaison
entre les composantes cartésiennes de polarisation. En utilisant 3 boucles, on échan-
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tillonnerait le champ magnétique et en utilisant 3 dipôles on échantillonnerait le champ
électrique.
Les relations 4.90 et 4.91 montrent qu’un même canal de propagation peut entraîner
des canaux de transmission très diﬀérents selon le type de réseau utilisé.
Enfin, il est possible d’obtenir un échantillonnage conjoint (polarisation et position,
polarisation et direction, direction et position, ou polarisation, position et direction) per-
mettant d’estimer, sous certaines conditions sur les réseaux employés, tous les paramètres
associés au canal de propagation à partir du canal de transmission. Les réseaux d’antennes
les plus eﬃcaces pour une estimation de tous les paramètres asssociés au canal de propa-
gation sont les réseaux sphériques à double polarisation. De tels réseaux utilisés sur les
deux sites et associés à des méthodes d’estimation adéquates permettraient d’"enlever"
entièrement l’eﬀet des antennes sur le canal. Généralement, les réseaux utilisés ne per-
mettent d’estimer les angles que dans un plan, dans une certaine ouverture angulaire,
et/ou pour une certaine polarisation.
4.7 Conclusion
Dans ce chapitre, nous avons proposé une approche physique de la modélisation mi-
croscopique du canal de propagation et du canal de transmission. Cette approche permet
de rendre compte des changements à long terme du canal tels que les changements des
caractéristiques des trajets ou l’apparition/disparition de ceux-ci. Elle permet de repré-
senter n’importe quel type de canal tant que celui-ci ne fait intervenir que des ondes
uniformes. Ce modèle prend en compte toutes les caractéristiques de propagation, dont
les dimensions spatiales de position, de direction et de polarisation, ce qui rend son uti-
lisation possible pour n’importe quel type d’antennes ou de réseaux d’antennes. De plus,
l’approche intègre le mouvement des diﬀuseurs en séparant leurs influences de celle du
déplacement du ou des sites d’émission/réception.
Dans les deux premières parties, on a proposé une description physique du canal de
propagation basée sur une décomposition en trajets élémentaires. Un exemple, basé sur
un raisonnement géométrique, permettant de modéliser les trajets a été présenté.
Dans la troisième partie, on a démontré qu’une description du canal par un ensemble
fini de paramètres constants était possible sous certaines conditions. Les conditions d’ap-
proximation de ce modèle ont été mises en évidence notamment en prenant en compte
l’aspect spatial conjointement sur les deux sites. Cette analyse a permis d’introduire
le modèle en zone locale dans le cas large bande et bande étroite ainsi que les limites
temporelle, spatiale et fréquentielle dans lesquelles ils sont valides.
Dans les deux dernières parties, on s’est intéressé à l’application de cette approche
dans le contexte des communications sans fil où les antennes peuvent être déplacements.
D’une part, on a défini une nouvelle forme de fonction de transfert du canal dans le cas
ou au moins l’un des deux sites, émission ou réception, est en mouvement et d’autre
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part, on a pris en compte les antennes et leurs rotations éventuelles dans l’espace 3D afin
d’obtenir la fonction matricielle du canal de transmission dans le contexte Mimo.
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Chapitre 5
Caractérisation spatio-temporelle
du canal de propagation sans fil
5.1 Introduction
Puisque les signaux traités dans un contexte Mimo varient dans le temps et dans l’es-pace, la représentation et la caractérisation du canal prendront ces deux domaines
en considération, d’où le terme de "caractérisation spatio-temporelle". Avec les systèmes
Mimo, la caractérisation du canal de transmission se rapproche un peu plus de la ca-
ractérisation de la propagation des ondes (électromagnétiques) en milieu non guidé. En
eﬀet, pour les systèmes classiques Siso, la considération d’un système linéaire dans le
domaine temporel (Flvt) est suﬃsante, ce qui constitue le même type de description que
pour les systèmes filaires. Au contraire, dans le cas des systèmes Mimo, la considération
d’un système linéaire dans les domaines temps et espace est beaucoup plus adaptée même
si une description par une batterie de Flvt, comme suggéré sur la figure 5.1 (canal de
transmission Mimo), est suﬃsante du point de vue système (elle contient implicitement
le milieu de propagation et les antennes).
Cette description conjointe dans les domaines temps et espace constitue une descrip-
tion propre aux communications sans fil. Ces remarques montrent que du point de vue de
la modélisation du canal, il est important de séparer le système antennaire, c’est à dire les
réseaux d’antennes qui sont propres au système et le canal de propagation qui ne dépend
quant à lui que du milieu de propagation (ainsi que de la configuration géométrique, tem-
porelle et fréquentielle de la liaison), comme cela est représenté sur la figure 5.1. Dans la
suite, on s’intéresse essentiellement au canal de propagation prenant en compte la dimen-
sion polarisation, c’est à dire aux liens entre les vecteurs 3D de signaux spatio-temporels
d’entrée et de sortie.
Si dans le domaine temporel, ce type de caractérisation a été largement étudié et
éclairci depuis l’article de Bello en 1963 [10], la plupart des études de ce type concernant le
domaine spatial [326,525,530—532] s’applique au cas Simo (ouMiso), intègre les antennes
156 Caractérisation spatio-temporelle du canal de propagation sans fil
N antennes M antennes
V
ec
te
ur
 N
-D
 d
e 
si
gn
au
x
te
m
po
re
ls
 é
m
is
V
ec
te
ur
 M
-D
 d
e 
si
gn
au
x
te
m
po
re
ls
 re
çu
s
Si
gn
al
  v
ec
to
rie
l 3
-D
sp
at
io
-te
m
po
re
l é
m
is
Si
gn
al
  v
ec
to
rie
l 3
-D
sp
at
io
-te
m
po
re
l r
eç
u
Canal de transmission MIMO
Milieu de propagation 
/ Canal de propagation
Fig. 5.1 — Canal de propagation et canal de transmission.
dans le canal, suppose une propagation en 2D et/ou manque de généralité. On retrouve
quelques études portant sur la caractérisation dans un contexte Mimo [1, 533,534], mais
celles-ci ne prennent en compte ni la dimension polarisation ni les phénomènes physiques
de propagation permettant de simplifier la description (comme le fait que le nombre
d’onde est constant pour un milieu et une fréquence donnés). Ce chapitre est une ex-
tension des travaux initialement reportés dans [535,536] et a pour objectif de formaliser
la caractérisation spatio-temporelle dans le contexte des communications sans fil Mimo
tout en intégrant les références cités précédemment comme des cas particuliers.
Dans une première partie, on développe quelques méthodes de caractérisation du
signal vectoriel spatio-temporel rencontré dans le contexte de la propagation radioélec-
trique. Ces développements s’appuient sur la Tf et la Stft (Short Term Fourier Trans-
form ou transformée de Fourier à temps court) ainsi que sur les changements de va-
riables cartésiennes-sphériques d’une fonction vectorielle complexe de variables d’espace.
Connaissant les particularités du signal vectoriel spatio-temporel, il est ainsi possible en
se basant, en plus, sur la théorie des systèmes linéaires et de leur caractérisation, de dé-
finir le canal, c’est à dire l’entité liant les signaux vectoriels spatio-temporels. Ceci fait
l’objet de la deuxième partie pour le canal déterministe et de la troisième partie pour
le canal stochastique (que l’on caractérise à l’ordre 2). La dimension temporelle, si elle
est bien connue, sera tout de même présentée afin d’obtenir une caractérisation complète
du canal et de comparer, quand cela met en valeur certaines diﬀérences, le domaine spa-
tial au domaine temporel. Dans toute la suite, on utilise la représentation complexe des
signaux et des systèmes [45].
5.2 Le signal vectoriel spatio-temporel
Comme nous l’avons vu dans les chapitres 3 et 4, le champ électrique et le champ
magnétique peuvent être représentés par un signal vectoriel de dimension 3 variant dans
le temps et dans l’espace 3D. Si cette représentation peut s’appliquer à n’importe quel
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type de champ (électrique ou magnétique), nous l’utilisons et l’analysons plus en détail,
dans le contexte de signaux se propageant dans un milieu non-dispersif s’apparentant au
vide.
L’analyse d’un signal passe par la définition d’une ou de plusieurs transformées.
Comme dans le cas de l’analyse harmonique temporelle, nous nous intéressons plus parti-
culièrement à la décomposition sur des exponentielles complexes (définies dans le domaine
temporel et spatial) aussi appelées cissoïdes, c’est à dire à des transformées basées sur
l’analyse de Fourier.
5.2.1 Cas général 3D
Le cas général 3D est le cas où le signal vectoriel spatio-temporel varie selon la di-
mension temporelle et les 3 dimensions spatiales d’un repère géométrique orthonormé.
On définit la Tf multidimensionnelle du signal vectoriel spatio-temporel s (t,r) =£
sx sy sz
¤T ∈ C3 (rappelons qu’il est en fait l’enveloppe complexe du signal) par :
S (f,k) = S (f,kx,ky,kz) = S (f,k,θ,φ) (5.1)
=
Z
R3
Z
R
s (t,r) exp (−j (2πft− k · r)) dtd3r
=
Z
R
+∞Z
0
πZ
0
2πZ
0
s (t,r,Θ,Φ) exp (−j (2πft− rk · bar (Θ,Φ))) r2 sin (Φ) dΘdΦdrdt
où f ∈ R est la fréquence temporelle relative à la fréquence centrale (ω = 2πf est la
pulsation temporelle) et t est le temps. k ∈ R3 est la pulsation spatiale, équivalente au
vecteur d’onde, définie par :
k =
£
kx ky kz
¤T
= kbk (5.2)bk = £ cos (θ) sin (φ) sin (θ) sin (φ) cos (φ) ¤ = bar (θ,φ)
où k est le nombre d’onde et, θ et φ sont les angles d’azimut et de coélévation désignant
la direction du vecteur d’onde, c’est à dire la direction de propagation. r ∈ R3 est la
position spatiale définie par :
r =
£
rx ry rz
¤T
= rbr (5.3)br = £ cos (Θ) sin (Φ) sin (Θ) sin (Φ) cos (Φ) ¤ = bar (Θ,Φ)
où r est la distance du point à l’origine et Θ et Φ sont les angles d’azimut et de coélévation
désignant la direction par rapport à l’origine de la position.
158 Caractérisation spatio-temporelle du canal de propagation sans fil
LaTfmultidimensionnelle inverse permet d’obtenir le signal vectoriel spatio-temporel
à partir du spectre par :
s (t,r) = s (t,rx,ry,rz) = s (t,r,Θ,Φ) (5.4)
=
1
(2π)3
Z
R3
Z
R
S (f,k) expj(2πft−k·r) dfd3k
=
1
(2π)3
Z
R
+∞Z
0
πZ
0
2πZ
0
S (f,k,θ,φ) exp (j (2πft− kbar (Θ,Φ) · r)) k2 sin (φ) dθdφdfdk
Le spectre de Fourier S (f,k) (S =
£
Sx Sy Sz
¤T ∈ C3) correspond à une décom-
position en ondes harmoniques planes réelles (onde uniforme dans un milieu sans pertes).
L’amplitude complexe de l’onde plane réelle de vecteur d’onde k (c’est à dire de nombre
d’onde k et de direction θ et φ en azimut et coélévation respectivement) et de fréquence
f est égale à S (f,k) d3kdf/ (2π)3 = S (f,k,θ,φ) k2 sin (φ) dθdφdf/ (2π)3. En utilisant 5.1
et 5.4, on peut aussi déduire le spectre de pulsation spatiale variant dans le temps S (t,k)
et le spectre fréquentiel variant dans l’espace S (f,r).
Au regard des propriétés de la Tf, toute onde peut donc être représentée par une
somme d’ondes planes réelles. Cette remarque montre que n’importe quelle distribution
d’énergie dans l’espace et le temps, qu’elle soit périodique ou non, propagée ou non,
peut être représentée par une superposition d’ondes planes périodiques se propageant.
L’ensemble des ondes planes pouvant coexister dans un milieu physique donné, est fixé
par l’équation d’onde décrivant le milieu. L’équation d’onde peut être vue comme un filtre
linéaire spatio-temporel venant restreindre l’ensemble des ondes planes pouvant coexister
dans une situation donnée [77].
De même que la Tf d’un signal spatio-temporel est une décomposition en ondes
planes réelles, la transformée de Laplace d’un signal spatio-temporel est une décomposi-
tion en ondes planes complexes. Le spectre de Laplace doit s’accompagner de la zone de
convergence (les limites d’intégration de la deuxième relation de 5.1 doivent appartenir à
cette zone). Dans la suite, on utilise exclusivement les fonctions de base de Fourier, c’est
à dire les exponentielles complexes (exp (+/− j (2πft− k · r)) avec f,k ∈ R), car elles
permettent une interprétation physique intuitive des phénomènes du fait que les ondes
peuvent eﬀectivement être considérées planes et réelles dans notre contexte.
Dans la suite du document et pour plus de lisibilité, on pourra noter quand cela est
utile Ξ =
£
Θ Φ
¤
, Ω =
£
θ φ
¤
(bar (Ω) = bar (θ,φ) par exemple), dΞ = sin (Φ) dΘdΦ
et dΩ = sin (φ) dθdφ. Les notations intégrales sont simplifiées et les bornes d’intégration
ne sont plus spécifiées (par exemple,
R
dΩ =
πR
0
2πR
0
dΩ ou
R
dr =
+∞R
0
dr).
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5.2.2 Cas général 1D
Le cas général 1D est le cas où le signal vectoriel spatio-temporel varie selon la di-
mension temporelle et selon une seule dimension spatiale. Dans le contexte des commu-
nications sans fil terrestres, ce cas est utile pour la caractérisation de signaux issus de
réseaux Ula (Uniform Linear Array ou réseau linéaire uniforme) ou dans le cadre du dé-
placement rectiligne d’un mobile. La dépendance à la position spatiale peut alors se faire
par l’intermédiaire d’une seule variable d’espace, la distance pour la direction considérée.
De plus, ce type de caractérisation, si elle n’est pas complète dans le cas le plus général,
a l’avantage de simplifier la représentation graphique et conceptuelle. Nous choisissons
que cette coordonnée scalaire d’espace représente la coordonnée sur une ligne droite (elle
aurait aussi pu représenter une coordonnée d’espace sur une ligne courbe ce qui n’est pas
utile dans notre contexte, mais qui pourrait l’être dans le cas de réseau circulaire).
En supposant que le signal spatio-temporel est défini pour une direction particulièrebar (Ξ0), on peut définir les relations suivantes entre un spectre en nombre d’onde-fréquence
et le signal vectoriel spatio-temporel :
SΞ0
³
f,ek´ = Z Z sΞ0 (t,r) exp³−j ³2πft− ekr´´ dtdr
sΞ0 (t,r) =
1
2π
Z Z
SΞ0
³
f,ek´ exp³j ³2πft− ekr´´ dfdek (5.5)
où sΞ0 (t,r) = s (t,r,Θ0,Φ0) est le signal vectoriel spatio-temporel considéré dans la direc-
tion de déplacement bar (Ξ0) et ek est le nombre d’onde exprimé en rad/m. En appliquant
5.4, on obtient la relation suivante entre le spectre en vecteur d’onde-fréquence et le signal
vectoriel spatio-temporel :
sΞ0 (t,r) =
1
(2π)3
Z Z
S (f,k) exp
¡
j
¡
2πft− rk · bar ¡Ξ0¢¢¢ dfd3k (5.6)
A partir des relations 5.5 et 5.6, on peut exprimer le spectre en nombre d’onde-
fréquence à partir du spectre en vecteur d’onde-fréquence par :
SΞ0
³
f,ek´ = 1
(2π)2
Z
S (f,k) δ
³ek − k · bar ¡Ξ0¢´ d3k (5.7)
Géométriquement l’intégration 5.7 collecte toutes les valeurs du spectre en vecteur
d’onde-fréquence dont le vecteur d’onde vérifie ek = k · bar (Ξ0). Il est important de noter
qu’il n’est pas possible, dans le cas le plus général, d’obtenir le spectre en vecteur d’onde-
fréquence S (f,k) à partir du spectre en nombre d’onde-fréquence SΞ0
³
f,ek´. On peut
appuyer sur le fait que SΞ0
³
f,ek´ 6= S (f,k · bar (Ξ0)) même si sΞ0 (t,r) = s (t,r·bar (Ξ0)).
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5.2.3 Signal spatio-temporel constitué d’ondes planes réelles
Lorsque les ondes constituant le signal spatio-temporel sont eﬀectivement (c’est à
dire physiquement) des ondes planes réelles, il est possible de simplifier la caractérisation
décrite dans 5.2.1 et 5.2.2. En eﬀet, dans ce cas, l’ensemble des valeurs de fréquence et de
vecteur d’onde où le spectre S (f,k) peut potentiellement prendre des valeurs diﬀérentes
de 0 (support du spectre S (f,k)), dépend de la relation de dispersion k0 (f) caractéristique
du milieu physique de propagation (k0 (f) ∈ R puisque le milieu est considéré sans pertes).
Le support du spectre S (f,k) est défini par l’ensemble des valeurs de fréquence et de
vecteur d’onde, qui vérifient la relation suivante :
k · k = k = k0 (f) (5.8)
Appuyons sur le fait que le support défini par 5.8 n’est valable que si les ondes sont
eﬀectivement planes et réelles. Par exemple, le support du spectre en vecteur d’onde
d’une onde sphérique monochromatique présente un étalement du nombre d’onde [77] et
la relation 5.8 n’est donc plus vérifiée et ceci même dans un milieu sans pertes de relation
de dispersion k0 (f).
Dans un milieu sans pertes non-dispersif en fréquence où la vitesse de propagation
est c (comme c’est le cas du vide), la relation de dispersion est linéaire et le support du
spectre S (f,k) est décrit par :
k = k0 (f) =
q
k02x + k02y + k02z =
2π (f + fc)
c
=
2π
λ0 (f)
(5.9)
Afin de mieux comprendre ce qu’implique cette relation, on se place dans le cas d’une
propagation dans un plan. En considérant une propagation dans le plan horizontal xy
(kz = 0), l’ensemble des valeurs possibles de f , kx et ky est donc défini par un cône dont
l’axe principal est l’axe des fréquences f (le repère étant orthonormé et formé par l’axe
des kx, l’axe des ky et l’axe des fréquences f comme représenté sur la figure 5.2).
Un point de ce cône correspond au support du spectre d’un signal monochromatique se
propageant dans une direction particulière sous forme d’une onde plane réelle. Une ligne
verticale inscrite dans la surface du cône correspond au support du spectre d’un signal
large bande se propageant dans une direction particulière sous la forme d’une onde plane
réelle. Un cercle horizontal inscrit dans le cône correspond au support du spectre d’un
signal monochromatique se propageant dans toutes les directions sous la forme d’ondes
planes réelles. Une portion délimitée par deux cercles horizontaux inscrits dans le cône
et séparés verticalement, correspond au support du spectre d’un signal large bande se
propageant dans toutes les directions sous forme d’ondes planes réelles. C’est ce dernier
cas qui nous intéresse dans la suite.
Dans le cas où le nombre d’onde est une fonction de la fréquence, on peut définir :
s (t,r) = sP (t,r) =
1
4π
Z Z
SP (f,Ω) exp
¡
j
¡
2πft− k0 (f) bar (Ω) · r¢¢ dΩdf (5.10)
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kx
ky
ω=2πf
Fig. 5.2 — Support possible du spectre de pulsation spatiale-fréquence dans un milieu sans
perte non-dispersif en fréquence
où SP (f,Ω) est le spectre direction-fréquence (exprimé en unité homogène à s par Hz, où
l’indice P est relatif au mot "plane" d’onde plane), aussi appelé spectre angle-fréquence
3D. L’amplitude complexe de l’onde plane de direction d’azimut θ, de coélévation φ et
de fréquence f est égale à SP (f,θ,φ) sin (φ) dθdφdf/4π. Par identification de 5.10 à la
troisième ligne de 5.4, on peut trouver :
SP (f,Ω) =
4π
(2π)3
Z
S (f,k,θ,φ) δ
¡
k − k0 (f)
¢
k2dk = S
¡
f,k0 (f) ,θ,φ
¢ k0 (f)2
2π2
(5.11)
Le spectre direction-fréquence se calcule alors à partir du signal spatio-temporel par :
SP (f,Ω) =
2¡
λ0 (f)
¢2 Z Z s (t,r) expµ−j µ2πft− 2πλ0 (f)bar (Ω) · r
¶¶
dtd3r (5.12)
où λ0 (f) est la longueur d’onde dans le milieu considéré. Même si la relation de dispersion
du milieu k0 (f) n’est pas connue, il est possible de l’estimer à partir de S (f,k,θ,φ) et
ce, d’autant plus facilement que le signal est large bande. De plus S (f,k,θ,φ) permet
de vérifier si la décomposition 5.10 est valide. La non-validité de 5.10 permet de mettre
en valeur le fait que le signal spatio-temporel n’est pas physiquement composé d’ondes
planes réelles.
En plus du spectre direction-fréquence, il est possible de définir un spectre de fréquence
variant dans l’espace ainsi qu’un spectre de direction variant dans le temps. Il faut tout
de même remarquer que le spectre de direction variant dans le temps n’est pas immédiat
à obtenir. En eﬀet, il n’est pas possible de l’obtenir à partir du signal spatio-temporel
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puisque la transformation permettant de passer de la variable spatiale de position à une
variable angulaire de direction des ondes Ω nécessite la variable fréquentielle 5.12. Il est
par contre possible d’obtenir ce spectre à partir du spectre direction-fréquence défini dans
5.12 par Tf inverse dans le domaine temporel. De même, il n’est pas possible d’obtenir
le signal spatio-temporel s (t,r) directement par Tf dans le domaine spatial du spectre
de direction variant dans le temps mais seulement en repassant par le spectre direction-
fréquence. Ces remarques sont bien illustrées par la figure 5.3 (en particulier la flèche en
pointillés indique que la transformation n’est pas possible).
Si le signal spatio-temporel est décrit par 5.10, il est possible d’exprimer le spectre en
nombre d’onde-fréquence 5.5 en fonction du spectre direction-fréquence par :
SP,Ξ0
³
f,ek´ = 1
2
Z
SP (f,Ω) δ
³ek − k0 (f) bar (Ω) · bar ¡Ξ0¢´ dΩ (5.13)
De même que ce qui a été remarqué dans la partie 5.2.2, le spectre en nombre d’onde-
fréquence SP,Ξ0
³
f,ek´ pour une direction particulière dans l’espace n’est pas suﬃsant
pour obtenir SP (f,Ω). La forme de 5.13 montre que la valeur du spectre en un nombre
d’onde ek est la somme de toutes les valeurs SP (f,Ω) dont la direction Ω relative à l’axe
de déplacement bar (Ξ0) est telle que bar (Ω) · bar (Ξ0) = cos (ψ), c’est à dire la somme de
toutes les ondes incidentes dont la direction fait un angle ψ avec la direction bar (Ξ0) de
l’espace (les vecteurs unitaires de direction bar (Ω) forment un cône dont l’axe principal est
la direction portée par le vecteur unitaire bar (Ξ0)). Le spectre SΞ0 ³f,ek´ est donc nul pour
des valeurs (absolues) de nombre d’onde ek supérieures à k0 (f) et il serait alors possible
d’exprimer ce spectre en fonction de ψ = arccos (bar (Ω) · bar (Ξ0)) = arccos³ek/k0 (f)´ (où
l’angle ψ varie de 0 à π) plutôt que de ek :
S0P,Ξ0 (f,ψ) = SP,Ξ0
³
f,ek´ k0 (f)
vuut1−Ã ek
k0 (f)
!2
(5.14)
Dans le cas particulier où la propagation se fait dans le plan horizontal xy (SP (f,θ,φ) =
SP (f,θ) δ (φ− π/2)) et que le vecteur unitaire de direction du déplacement bar (Ξ0) est
aussi compris dans le plan xy (angle de déplacement Θ0 en azimut et Φ0 = π/2 en coélé-
vation), on peut exprimer le spectre de nombre d’onde par :
SP,Θ0
³
f,ek´ = 1
2
2πZ
0
SP (f,θ) δ
³ek − k0 (f) cos ¡θ −Θ0¢´ dθ (5.15)
=
SP
Ã
f,Θ0 + arccos
ek
k0 (f)
!
+ SP
Ã
f,Θ0 − arccos
ek
k0 (f)
!
2k0 (f)
vuut1−Ã ek
k0 (f)
!2 pour ek < k0 (f)
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SP(f,Ω)
SP(t,Ω)
SP(f,r)
sP(t,r) SPT(f,Ω)
SPT(t,Ω)
SPT(f,r)
sPT(t,r)
Ft/f
Txyz/vh
Txyz/vh
Fr/ΩFr/Ω
Fr/Ω Ft/f Ft/f
Ft/f
Fr/Ω
Transformée matricielle (polarisation)
TF spatial valide en bande étroite seulement
TF simple
Fonctions Vectorielles 3D Fonctions Vectorielles 2D
Fig. 5.3 — Représentation d’un signal spatio-temporel par diﬀérentes fonctions
La relation 5.15 est une formule bien connue dans le contexte radiomobile : c’est celle
qui a originalement été utilisée par [175] puis par [176] pour le calcul du spectre Doppler
et de la fonction de corrélation associée aux évanouissements temporels à bande étroite.
Dans le cas où 5.15 est vérifiée, on a S0P,Ξ0 (f,ψ) = (SP (f,Θ
0 + ψ) + SP (f,Θ0 − ψ)) /2,
c’est à dire que le spectre angulaire S0P,Ξ0 (f,ψ) est égal à la moyenne du spectre angulaire
azimutal pris en Θ0+ψ (angle ψ avec la direction Θ0 d’évaluation) et en Θ0−ψ (angle ψ
avec la direction Θ0 d’évaluation). Ceci traduit bien l’ambiguïté des réseaux linéaires et
explique l’intérêt des réseaux linéaires rayonnant dans un secteur angulaire limité inférieur
à 180◦ autour de l’axe perpendiculaire à l’axe du réseau.
Le spectre angle-fréquence SP (f,θ,φ) permet de représenter entièrement un signal
spatio-temporel constitué d’ondes planes réelles dès lors que la relation de dispersion du
milieu est connue. Ceci montre la capacité des antennes tournantes ou multi-faisceaux à
caractériser le canal dans le domaine spatial des positions via la mesure dans le domaine
angulaire et sur une zone locale.
Sachant qu’une onde peut toujours être approchée par une onde plane réelle ou une
superposition d’ondes planes réelles dans une zone d’espace suﬃsamment restreinte, le
spectre angle-fréquence décrit entièrement un signal spatio-temporel quelconque en zone
locale.
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5.2.4 Signal spatio-temporel bande étroite constitué d’ondes planes
réelles
Dans le contexte des communications sans fil terrestres, les signaux spatio-temporels
seront tels que le support de leur spectre vérifiera 5.9. Les largeurs de bande étant gé-
néralement très inférieures à la fréquence centrale, on pourra en plus considérer que le
nombre d’onde est constant sur toute la bande, k0 ' 2πfc/c = 2π/λc.
Dans ce cas, le support du spectre sur la figure 5.2 est un cylindre de hauteur égale
à la largeur de bande, de rayon égal au nombre d’onde k0 et dont le centre est placé sur
l’axe des fréquences en fc, la fréquence centrale. Dans le cas 3D, le support en vecteur
d’onde forme une sphère de rayon k et 5.12 peut se simplifier par :
SP (f,Ω) =
2
λ2c
Z Z
s (t,r) exp
µ
−j
µ
2πft− 2π
λc
bar (Ω) · r¶¶ dtd3r
s (t,r) = sp (t,r) =
1
4π
Z Z
SP (f,Ω) exp
µ
j
µ
2πft− 2π
λc
bar (Ω) · r¶¶ dΩdf (5.16)
Dans ce cas, le domaine temporel est complètement séparé du domaine spatial dans
l’exponentielle complexe de 5.16 et il est donc possible de passer du signal spatio-temporel
au spectre angulaire variant dans le temps et inversement comme cela est indiqué par une
flèche pointillée sur la figure 5.3. Il serait pratique dans le cas bande étroite de considérer
une variable de position er = r/λc exprimée en longueur d’onde centrale plutôt qu’en unité
de longueur.
5.2.5 Signal spatio-temporel constitué d’ondes planes réelles transverses
Dans la grande majorité des cas, non seulement les ondes sont planes et réelles mais
aussi transverses (voir chapitre 3). On peut alors exprimer le spectre angle-fréquence par :
SP (f,Ω) =MTT (Ω)SPT (f,Ω)
SPT (f,Ω) =
£
Sv (f,Ω) Sh (f,Ω)
¤T ∈ C3 (5.17)
où la matrice MT (Ω) de dimension 2 × 3, permettant de relier les composantes carté-
siennes x, y et z de polarisation aux composantes verticale v et horizontale h, est définie
dans A.59. Le spectre SPT (f,Ω) (vecteur de dimension 2) est une décomposition du
spectre angle-fréquence (vecteur de dimension 3) sur les composantes verticale et hori-
zontale. Ce spectre direction-fréquence peut s’obtenir à partir de SP (f,Ω) (et donc de
s (t,r) en utilisant 5.10) par :
SPT (f,Ω) =MT (Ω)SP (f,Ω) (5.18)
carMT (Ω)MTT (Ω) = I2.
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A partir du spectre ainsi défini, il est possible d’obtenir 3 autres fonctions carac-
téristiques du signal spatio-temporel de la même manière qu’avec le spectre SP (f,Ω).
Ces fonctions sont représentées par la figure 5.3. Puisque les composantes verticale et
horizontale n’ont un sens que lorsque le plan de polarisation est spécifié et que ce plan
de polarisation est spécifié par la direction Ω, les fonctions vectorielle 2D de la posi-
tion r déduite de SPT (f,Ω) par Tf n’ont pas une existence physique réelle. Néanmoins,
elles comportent toute l’information d’un signal spatio-temporel constitué d’ondes planes
réelles et restent utiles lorsque l’on veut prendre en compte les antennes d’un réseau.
5.2.6 Caractérisation conjointe position-angle
Comme nous l’avons mis en valeur précédemment, le spectre angulaire est une carac-
térisation complète en zone locale. Le terme "zone locale" fait naturellement penser à
l’importance d’un spectre angulaire variant selon les zones spatiales, c’est à dire selon les
positions spatiales. Ce type de spectre peut être défini, dans le domaine temporel, à partir
de méthodes temps-fréquence. En associant une représentation temps-fréquence [537,538]
judicieuse à la caractérisation angulaire (dans le domaine spatial, on devrait parler de
représentation position-direction), on peut donc aboutir à une caractérisation complète
de n’importe quel signal spatio-temporel. De plus une telle représentation détient un sens
physique évident puisque les ondes (atténuations et directions) varient eﬀectivement en
fonction de la position. Les 2 seules transformées linéaires de ce type sont la Stft (dont
l’expansion de Gabor est un cas particulier de la version discrète) et la transformée en
ondelettes. Afin de simplifier les expressions, et parce qu’on s’intéresse exclusivement au
domaine spatial, on ne prend pas explicitement en compte la dimension temporelle.
On définit le spectre angulaire variant dans l’espace à partir de la Stft :
ST FT (γ)s (r,Ω) = 2¡
λ0
¢2 Z s ¡r0¢ γ∗r ¡°°r0 − r°°¢ exp ¡jk0bar (Ω) · r0¢ d3r0
s (r) ' 1
4π
Z Z
ST FT (γ)s
¡
r0,Ω0
¢
γr
¡°°r− r0°°¢ exp ¡−jk0bar ¡Ω0¢ · r0¢ d3r0dΩ0 (5.19)
La fonction γr (r) généralement choisie est une gaussienne centrée en r = 0, c’est à
dire que la fenêtre spatiale est radialement gaussienne. En considérant que l’extension
spatiale de la fenêtre γr (kr− r0k) est toujours inférieure à l’extension des zones locales,
et que le nombre d’onde du milieu est k0, le spectre angulaire variant dans l’espace défini
dans 5.19 décrit entièrement n’importe quel signal spatio-temporel (ou plus exactement,
la deuxième ligne constitue une très bonne approximation du signal spatio-temporel).
Précisons que, comme précédemment, si les ondes sont considérées transverses, il est
possible d’appliquer la transformée matricielle à ST FT (γ)s (r,Ω) (en eﬀet cette fonction
est une fonction vectorielle 3D comme s), afin d’obtenir un spectre angulaire variant dans
l’espace pour les composantes verticale et horizontale.
Généralement, les dimensions des réseaux d’antennes sont telles qu’ils sont inclus dans
la zone locale et la caractérisation proposée dans 5.19 n’est donc pas utile (le spectre
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angulaire est constant quelle que soit la position dans le réseau). Par contre, lorsque le
site où le signal spatial est caractérisé en déplacement (cas radiomobile par exemple),
la distance parcourue est telle que des variations du spectre angulaire apparaissent, ce
qui dans ce cas nécessite la description proposée dans 5.19. Sachant qu’un mouvement
est linéique (une trajectoire peut se représenter par une ligne), on peut se contenter des
variations du spectre angulaire selon une seule variable spatiale (la distance parcourue
sur cette ligne). Si la direction de déplacement est rectiligne et orientée selon le vecteur
unitaire bar (Ξ0), on peut écrire :
ST FT (γ)s (r,Ω) = 2¡
λ0
¢2 Z s ¡r0¢ γ∗r ¡°°r0 − rbar (Ξ0)°°¢ expjk0ar(Ω0)·r0 d3r0
s (r) ' 1
4π
Z Z
ST FT (γ)s
¡
r0,Ω0
¢
γr
¡°°r− r0bar (Ξ0)°°¢ exp−jk0bar(Ω0)· rdr0dΩ0 (5.20)
Les développements précédents basés sur le spectre en nombre d’onde peuvent être
combinés aux relations 5.19 et 5.20, afin d’obtenir un spectre en nombre d’onde variant
dans l’espace. La caractérisation qui en découle peut, par exemple, s’appliquer à l’étude
du spectre Doppler (variant dans le temps) dans le cas radiomobile pour des déplacements
importants.
Tout ce qui a été développé ici sera utilisé par la suite. Pour être plus complet, il
faudrait traiter la caractérisation spatio-temporelle d’un signal aléatoire. La caractérisa-
tion statistique à l’ordre 2 (quadratique) est alors basée sur des représentations de type
énergétiques et corrélatives (transformées non-linéaires) qui se traduisent, respectivement
par une Densité Spectrale de Puissance (Dsp matricielle de dimension 3 × 3 ou 2 × 2)
et une fonction de corrélation (matriciel de dimension 3 × 3 ou 2 × 2), dans le cas clas-
sique, et par le spectre physique (matricielle de dimension 3× 3 ou 2× 2) et la fonction
d’ambiguïté (matricielle de dimension 3 × 3 ou 2 × 2) dans le cas de représentations
position-direction [537—539].
5.3 Représentations mathématiques et caractérisation dé-
terministe du canal
L’objectif de cette partie est de décrire un opérateur capable de transformer le signal
d’entrée afin de fournir le signal de sortie pour n’importe quel type de canal rencontré
dans notre contexte. Deux grands types de représentations sont envisageables, la repré-
sentation interne et la représentation externe. La représentation interne prend en compte
la connaissance à priori des phénomènes physiques à l’intérieur d’une équation appelée
équation d’état. L’approche externe considère la transformation comme une boîte noire
en prenant en compte seulement la relation entre l’entrée et la sortie. Le développement
suivant est exclusivement basé sur la représentation externe.
Rappelons que le canal de transmission Mimo est défini comme la liaison entre le
vecteur des signaux temporels d’entrée et le vecteur des signaux temporels de sortie.
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Forme 1 Forme 2
s (u) = (He) (u) = R eh (u,v) e (v) dv R h (u,ζ) e (u− ζ) dζ
Tab. 5.1 — Représentations et relations entrée sortie d’un système linéaire
Le canal de transmission intègre, comme cela a été suggéré dans l’introduction de ce
chapitre (voir figure 5.1), le réseau d’antennes d’émission, le milieu de propagation et
le réseau d’antennes de réception. On s’intéresse dans la suite au lien entre le signal
spatio-temporel généré par le réseau d’émission et signal spatio-temporel reçu au niveau
du réseau de réception. On montrera comment il est possible de prendre en compte ces
antennes pour obtenir le canal de transmission.
Dans la première partie, on rappellera certaines notions générales sur les systèmes
linéaires et leurs représentations. On traitera ensuite plus spécifiquement le domaine
spatial et temporel séparément. La prise en compte physique de la propagation des ondes
permet ensuite d’aﬃner la représentation dans le domaine spatial. Enfin, une synthèse
incluant le domaine temporel et spatial est proposée.
5.3.1 Généralités
La transformation entre le signal d’entrée et de sortie peut schématiquement se mettre
sous la forme :
signal reçu = transformation (signal transmis) + bruit
On suppose généralement que le bruit est un Bbag. On s’intéresse par la suite à la
transformation et on omettra donc le bruit dans les relations entre l’entrée et la sortie.
Puisque dans notre contexte, les interactions des Oem avec le milieu (et avec les an-
tennes) peuvent être considérées linéaires, on s’intéresse à une transformation linéaire
entre l’entrée et la sortie.
Pour des signaux d’entrée et de sortie de carré intégrable, la relation entrée-sortie
d’un système linéaire H (H est un opérateur de Hilbert-Schmidt) s (u) = (He) (u) peut
s’exprimer de 2 manières diﬀérentes comme indiqué dans le tableau 5.1.
Dans le tableau 5.1, e (v) est le signal d’entrée fonction de la variable v et s (u) est
le signal de sortie fonction de la variable u. La fonction eh (u,v) est définie comme étant
le noyau de H et on la nomme souvent réponse bi-temporellle. Elle représente, dans le
cas temporel, la réponse à une impulsion émise à l’instant v. La deuxième forme fait
apparaître une opération de convolution généralisée par l’intermédiaire de la variable re-
lative ζ et on nomme donc généralement h (u,ζ) = eh (u,u− ζ), la réponse impulsionnelle.
Précisons qu’une famille de réponses impulsionnelles peut être définie à partir de eh (u,v)
par h(α) (u,ζ) = eh (u+ (1/2− α) ζ,u− (1/2 + α) ζ) [540]. Par exemple, les 8 fonctions de
Bello [10] sont déduites pour α = −1/2 et α = 1/2. Dans toute la suite on considérera
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α = 1/2 (le symbole de Weyl, c’est à dire la Tf selon ζ de h (u,ζ), permet alors d’obtenir
la classique fonction de tranfert variant dans le temps définie initialement par [541]).
Par Tf du noyau eh (u,v) selon l’une ou les deux variables u et v, il est possible d’ob-
tenir 3 nouvelles fonctions. Chacune des 4 fonctions résultantes caractérise entièrement
le système et oﬀre une vision complémentaire des mêmes phénomènes. Elles permettent
de relier le signal d’entrée ou son spectre au signal de sortie ou au spectre du signal de
sortie. En particulier, cette représentation permet une analyse simple des relations entre
les statistiques du signal d’entrée et celles du signal de sortie. En rappelant que la réponse
impulsionnelle est de carré intégrable, il est possible de décomposer cette fonction en une
somme pondérée de fonctions orthogonales de normes identiques [34]. Ceci permet de
décomposer le système en plusieurs sous-systèmes transmettant chacun une certaine part
de l’énergie.
De même que pour le noyau eh (u,v), la Tf de h (u,ζ) selon l’une ou les deux variables
permet d’obtenir 3 nouvelles fonctions. Chacune des 4 fonctions résultantes caractérise
entièrement le système et oﬀre une vision diﬀérentes et complémentaires des mêmes phé-
nomènes. Dans le cas de systèmes sélectifs en fréquence, variant dans le temps et sous-
étalé [542, 543] (le produit des étalements selon le domaine dual de u et de l’étalement
selon ζ est très inférieur à 1), l’interprétation du symbole de Weyl est assez similaire à
la notion de réponse temporelle et fréquentielle propres, respectivement, aux systèmes
invariants et sans mémoire. Ceci explique le terme de fonction de transfert variant dans
le temps utilisé initialement par [541]. La forme 2 représente donc un outil intéressant
essentiellement dans le cas sous-étalé [542, 543], ce qui explique son utilisation fréquente
pour la description du canal dans le domaine temporel [10,541—544].
Pour plus de compréhension sur les domaines temporel et spatial et afin de simplifier
les notations, on les traite séparément ces deux domaines.
5.3.2 Domaine spatial
En cherchant à relier le signal spatial émis ou son spectre défini dans 5.1 et 5.4 au
signal spatial reçu ou à son spectre, on obtient les 4 relations entrée-sortie suivantes :
s (rr) =
Z eh (rr,re) e (re) d3re
s (rr) =
Z eh (rr,ke) e (ke) d3ke
s (kr) =
Z eh (kr,re) e (re) d3re
s (kr) =
Z eh (kr,ke) e (ke) d3ke
(5.21)
où h est une matrice carré de dimension 3× 3 reliant les 3 composantes de polarisation
du signal émis à celle du signal reçu. Les variables re et rr représentent respectivement la
position d’émission et la position de réception (vecteurs 3D de coordonnées qui peuvent
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H(κ, k )
h(r,ρ)
T(r,k )U(κ,ρ)
F r/κ Fρ/k
F r/κFρ/k
Réponse impulsionnelle
variant dans l'espace (ou
fonction d'étalement des positions relatives)
Fonction d'étalement
position relative -
pulsation spatial Doppler
Fonction de tranfert
variant dans l'espace
Fonction bi-fréquentielle (ou
fonction d'étalement 
en pulsation spatiale Doppler)
Fig. 5.4 — Fonctions spatiales du canal de forme 1 - Coordonnées absolues
Domaines duals Transformée directe Transformée inverse
rr À kr (Frr/kr)
R
(•) exp (−jkr · rr) d3rr 1
(2π)3
R
(•) exp (jkr · rr) d3kr
re À ke (Fre/ke)
R
(•) exp (−jke · re) d3re 1
(2π)3
R
(•) exp (jke · re) d3ke
Tab. 5.2 — Définition des transformées de Fourier dans le domaine spatial pour la forme
1 - Cas général
être considérées dans 2 repères indépendants), et les variables ke et kr représentent
respectivement les pulsations spatiales d’émission et de réception. Plutôt que d’utiliser
une notation diﬀérente pour chacune des fonctions noyaux définies dans 5.21, ce sont les
paramètres entre parenthèses qui déterminent le type de fonction.
Les 4 fonctions noyaux introduites dans 5.21, mathématiquement équivalentes mais
d’interprétation physique complémentaire, sont reliées par Tf comme illustré par la figure
5.4 ; les opérateurs de Tf étant définis dans le tableau 5.2.
Tant que la fonction noyau matricielle eh (rr,re) est de carré intégrable, elle peut être
décomposée en plusieurs modes propres indépendants (pouvant être appelés sous-canaux
ou modes de propagation dans notre contexte) :
eh (rr,re) =X
k
ehk (rr,re) =X
k
Uk (rr)ΛkVHk (re) (5.22)
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Les matrices {Uk (rr)}k et {Vk (rr)}k représentent la base orthonormée de fonctions
propres, respectivement, d’entrée et de sortie et les matrices {Λk}k contiennent les racines
carrées des valeurs singulières. Chaque matrice Λk est une matrice diagonale contenant
la racine carrée des valeurs singulières (maximum de 3 valeurs singulières) associées à
la matrice de canal ehk (rr,re) elle-même associée au kie`me mode propre. Chacun de ces
sous canaux transmet de manière indépendante une portion du signal global, comme on
peut le remarquer en reportant l’expression 5.22 dans la première relation entrée-sortie
de 5.21 :
s (rr) =
X
k
Uk (rr)Λkek (5.23)
où ek =
R
VHk (re) e (re) d
3re est la projection, sur le mode k, du signal émis. Les fonctions
propres d’entrée peuvent être vues, sous certaines conditions (notamment qu’il n’y ait
pas d’eﬀet de goulot d’étranglement [146]), comme des fonctions indiquant une (ou un
ensemble de) direction(s) de propagation dans l’espace au niveau du site d’émission, et
symétriquement les fonctions propres de sortie peuvent être vues dans le domaine spatial
comme des fonctions indiquant une (ou un ensemble de) direction(s) de propagation
dans l’espace au niveau du site de réception. Comme on le verra dans la suite, cette
identification entre les directions de propagation dans l’espace et les modes propres n’a
un sens qu’en zone locale d’espace à l’émission et à la réception.
On pourra trouver dans [34] la méthode permettant de déterminer les fonctions
propres d’entrée et de sortie ainsi que les valeurs singulières dans le cas scalaire tem-
porel. Il est assez simple de l’appliquer au domaine spatial matriciel, en remarquant que
cela constitue 2 décompositions imbriquées l’une dans l’autre (l’une de nature continue
pour le domaine des positions spatiales et l’autre de nature matricielle pour le domaine
de la polarisation).
Comme nous venons de remarquer, la décomposition présentée est en fait une im-
brication de 2 décompositions, l’une basée sur des vecteurs singuliers [529] (d’entrée et
de sortie) orthonormés de dimension 3 correspondant à la transmission de la dimension
polarisation (décomposition des hk (rr,re) dans 5.22) et l’autre basée sur des fonctions
propres (d’entrée et de sortie) correspondant à la dimension spatiale. En eﬀet si on omet
la dépendance aux positions d’émission et de réception, on obtient la décomposition ma-
tricielle suivante : eh = UΛVH = 3X
l=1
ul
p
λlv
H
l (5.24)
et au contraire si on omet la polarisation, la fonction noyau devient un scalaire (eh (rr,re)),
on obtient la décomposition fonctionnelle suivante :
eh (rr,re) =X
k
uk (rr)
p
λkv
H
k (re) (5.25)
L’expression 5.22 constitue une généralisation de 5.24 et 5.25 prenant en compte
conjointement la dimension spatiale de position et la dimension spatiale de polarisation.
Dans le contexte des transmissions Mimo, le nombre d’entrées et de sorties étant quan-
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Domaines duals Transformée directe Transformée inverse
rÀ κ (Fr/κ)
R
(•) exp (−jκ · r) d3r 1
(2π)3
R
(•) exp (jκ · r) d3κ
kÀ ρ (Fk/ρ)
R
(•) exp (jk · ρ) d3k 1
(2π)3
R
(•) exp (−jke · re) d3ρ
Tab. 5.3 — Définition des transformées de Fourier dans le domaine spatial pour la forme
2 - Cas général
tifiable, cette décomposition se fait directement sur une matrice de canal comportant
les diﬀérents canaux entre les entrées et les sorties (ceci intègre la dimension spatiale de
position, de polarisation ainsi que les propriétés de rayonnement des réseaux).
En utilisant la forme 2 du tableau 5.1 et en l’appliquant au domaine spatial, on obtient
4 relations entrée-sortie supplémentaires :
s (r) =
Z
h (r,ρ) e (r− ρ) d3ρ
s (r) =
Z
T (r,k) e (k) expjk·r d3k
s (k) =
Z
H (κ,k− κ) e (k− κ) d3κ
s (r) =
Z
U (κ,ρ) e (r− ρ) expjκ·r d3ρd3κ
(5.26)
Afin de faciliter l’analogie avec le domaine temporel, nous avons utilisé les notations
des 4 fonctions généralement utilisées dans le domaine temporel [10]. Les vecteurs r et ρ
représentent respectivement la position de réception et la position relative de l’émission
par rapport à la réception et les vecteurs de pulsation spatiale Doppler κ et de pulsation
spatiale k sont respectivement leurs variables duales. Les relations de changement de
variables s’expriment par :
rr = r re = r− ρ
kr = k+ κ ke = k
(5.27)
Les expressions introduites dans 5.26, mathématiquement équivalentes mais d’inter-
prétation physique complémentaires, sont reliées par Tf comme illustré par la figure 5.5 ;
les opérateurs de Tf étant définis dans le tableau 5.3.
En prenant en compte les phénomènes physiques (voir l’exemple présenté dans la
partie 5.3.4), on peut remarquer que dans le domaine des positions r, le canal présente
des évanouissements sélectifs et dans le domaine des pulsations spatiales k, il présente
l’allure d’un spectre de largeur limitée et s’apparente donc plus à un domaine d’étalement
qu’à un domaine d’évanouissements sélectifs. En ce qui concerne les fonctions noyaux
introduites dans 5.21, les évanouissements sélectifs ont typiquement lieu selon les variables
de position à la réception rr et à l’émission re. Le domaine des étalements est le domaine
des pulsations spatiales de réception kr et d’émission ke. Cette constatation indique que
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H(κ, k )
h(r,ρ)
T(r,k )U(κ,ρ)
Fr/κ Fρ/k
F r/κFρ/k
Réponse impulsionnelle
variant dans l'espace (ou
fonction d'étalement des positions relatives)
Fonction d'étalement
position relative-
Pulsation spatial Doppler
Fonction de tranfert
variant dans l'espace
Fonction bi-fréquentielle (ou
fonction d'étalement 
en pulsation spatiale Doppler)
Fig. 5.5 — Fonctions spatiales du canal de forme 2 - Coordonnées relatives
le canal est typiquement sur-étalé dans le domaine spatial (voir exemple dans la partie
5.3.4).
Le caractère sur-étalé peut se justifier qualitativement par la réflexion suivante. On
suppose que le canal varie en émission toutes les demi-longueurs d’onde. Si pour une
position d’émission, on mesure le canal pour diﬀérentes positions de réception (on mesure
h (r0,ρ) en fonction de ρ = rr−r0 pour r = r0 fixé, c’est à dire la réponse à une impulsion
émise à la position r = r0), on s’aperçoit que le canal reste essentiellement non nul pour
toutes les positions de réception et donc forcément sur une zone d’espace bien supérieure
à l’inverse d’une demi-longueur d’onde. Le produit de l’étalement en ρ par l’étalement en
κ est donc typiquement supérieur à 1. Cette remarque sera illustrée par l’exemple traité
dans 5.3.4.
La propriété de sur-étalement engendrant la non-mesurabilité du canal, on peut se
demander comment le canal Mimo est mesuré en pratique. En fait, la mesure du ca-
nal dans le domaine spatial exploite la dimension temporelle, en émettant des signaux
temporellement orthogonaux (ou le plus possible) pour diﬀérentes positions d’émission
(codes, instants ou fréquences diﬀérents judicieusement choisis par rapport aux propriétés
temporelles du canal); ceci n’étant possible que parce que le canal est largement sous-
étalé dans le domaine temporel. Si le canal n’était pas sous-étalé dans au moins un des
deux domaine, il serait impossible de mesurer les fonctions de canal qu’elles soit liées au
domaine spatial ou au domaine temporel.
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H(ν, f )
h(t,τ )
T(t, f )U(ν,τ )
F t/ν F τ/f
F t/νF τ/f
Réponse impulsionnelle
variant dans le temps (ou
fonction d'étalement des retards)
Fonction 
d'étalement
retard-Doppler
Fonction de tranfert
variant dans le temps
Fonction bi-fréquentielle (ou
fonction d'étalement Doppler)
Fig. 5.6 — Fonctions temporelles du canal de forme 2 - Coordonnées relatives
5.3.3 Domaine temporel
Contrairement au domaine spatial où la première forme de représentation est la plus
intuitive (elle fait intervenir l’espace à l’émission et l’espace à la réception), c’est la
deuxième forme de représentation qui est la plus intuitive pour le domaine temporel.
Pour la deuxième forme de représentation, les 4 relations entrée-sortie constitutives sont
les suivantes [10] :
s (t) =
Z
h (t,τ) e (t− τ) dτ
s (t) =
Z
T (t,f) e (f) exp (j2πft) df
s (f) =
Z
H (ν,f−ν) e (f−ν) dν
s (t) =
Z
U (ν,τ) e (t− τ) exp (j2πνt) dτdν
(5.28)
où f et t sont les variables naturelles de fréquence et de temps (changement de l’état du
canal au cours du temps), τ et ν sont les variables d’étalement de retard de propaga-
tion et de décalage Doppler. Les expressions introduites dans 5.28, mathématiquement
équivalentes mais d’interprétation physique complémentaires, sont reliées par Tf comme
illustrées par la figure 5.6; les opérateurs de Tf étant définis dans le tableau 5.4.
Pour dresser l’analogie entre le domaine temporel et le domaine spatial, on peut
comparer les variables t et f aux variables r et k et τ et ν aux variables ρ et κ.
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Domaines duals Transformée directe Transformée inverse
tÀ ν (Ft/ν)
R
(•) exp (−j2πνt) dt R (•) exp (j2πνt) dν
τ À f (Fτ/f )
R
(•) exp (j2πτf) df R (•) exp (−j2πτf) dτ
Tab. 5.4 — Définition des transformées de Fourier dans le domaine temporel pour la
deuxième forme de représentation
h(fr,fe)
h(tr,te)
h(tr,fe)h(fr,te)
F tr/fr F te/fe
F tr/frF te/fe
Fig. 5.7 — Fonctions temporelles du canal de forme 1 - Coordonnées absolues
La deuxième forme de représentation, basée sur les temps absolus en émission et en
réception, est décrite par les 4 relations constitutives suivantes :
s (tr) =
Z eh (tr,te) e (te) d3te
s (tr) =
Z eh (tr,fe) e (fe) d3fe
s (fr) =
Z eh (fr,te) e (te) d3te
s (fr) =
Z eh (fr,fe) e (fe) d3fe
(5.29)
où te et tr représentent, respectivement, le temps d’émission et le temps de réception et fe
et fr représentent, respectivement, la fréquence d’émission et la fréquence de réception.
La fonction eh (tr,te) représente donc le lien entre la valeur émise à l’instant te et la valeur
reçue à l’instant tr. Les expressions introduites dans 5.29, mathématiquement équivalentes
mais d’interprétations physiques complémentaires, sont reliées par Tf comme illustré par
la figure 5.7 ; les opérateurs de Tf étant définis dans le tableau 5.5.
Domaines duals Transformée directe Transformée inverse
tr À fr (Ftr/fr)
R
(•) exp (−j2πfrtr) dtr
R
(•) exp (j2πfrtr) dfr
te À fe (Fte/fe)
R
(•) exp (−j2πfete) dte
R
(•) exp (j2πfete) dte
Tab. 5.5 — Définition des transformées de Fourier dans le domaine temporel pour la
première forme de représentation
5.3 Représentations mathématiques et caractérisation déterministe du canal 175
Les relations de changement de variables, permettant de passer des fonctions de canal
de forme 1 aux fonction de canal de forme 2 décrites dans 5.28, s’expriment par :
tr = t te = t− τ
fr = f + ν fe = f
(5.30)
La fonction de transfert d’un système invariant permet de relier par simple multi-
plication, le spectre du signal d’entrée au spectre du signal de sortie ou que la réponse
temporelle d’un système sans mémoire permet de relier, par simple multiplication, le si-
gnal d’entrée au signal de sortie. Similairement, la fonction de transfert variant dans le
temps permet de relier approximativement par simple multiplication le spectre de Fourier
à temps court du signal d’entrée au spectre de Fourier à temps court du signal de sortie et
ceci tant que le canal est sous-étalé [540,542,543,545]. Ceci signifie que les exponentielles
complexes (distributions de Dirac dans le domaine fréquentiel) et les distributions de Di-
rac sont les fonctions propres des systèmes invariants et des systèmes sans mémoire ; les
valeurs propres correspondantes étant données par la fonction de transfert (à la fréquence
de la sinusoïde) et par la réponse temporelle (à l’instant de décalage de la distribution
de Dirac).
Comme le canal considéré est justement sous-étalé, la fonction de transfert T (t,f)
peut être considérée comme une fonction de pondération temps-fréquence au sens de la
Stft :
ST FT (γ)s (t,f) ≈ L(α)H (t,f)ST FT (γ)e (t,f) (5.31)
où ST FT (γ)s (t,f) est la Stft du signal de sortie et ST FT (γ)e (t,f) est la Stft du signal
d’entrée [537]. Les erreurs d’approximation sont bornées par une valeur dépendant du
produit d’étalement et de la fenêtre d’analyse γ choisie [542] (généralement la fenêtre
choisie est une gaussienne). On peut alors considérer que l’ensemble des fenêtres γ diﬀé-
remment décalées en temps et en fréquence forment une base singulière approximative,
ce qui signifie que les valeurs L(α)h (t,f) sont les racines carrées des valeurs singulières
comme le montre la relation suivante :¡Hγt0,f0¢ (tr) = Z eh (tr,te) γt0,f0 (te) df0dt0 ≈ L(α)H (t0,f0) γt0,f0 (tr) (5.32)
où γt0,f0 (t) = γ (t− t0) exp (j2πf0t) et γ (t) est une fonction localisée en temps et en
fréquence, généralement une gaussienne dont la largeur aura été judicieusement choisie
(par rapport aux étalements Doppler et de retard). Cette constatation est intéressante
puisqu’elle signifie que toutes les fonctions singulières se déduisent d’une fonction unique
de support localisé dans le plan temps-fréquence, la fonction γ. Cela signifie aussi qu’un
canal sous-étalé est tel que pour une zone d’occupation du signal d’entrée suﬃsamment
petite en temps et en fréquence, ce signal ne subit aucune distorsion mais est seulement
multiplié par une valeur complexe, la racine de la valeur singulière correspondant à la
fréquence et au temps de décalage. C’est, entre autre, de cette considération sur les
systèmes sous-étalés que découlent les systèmes multiporteuses basés sur l’exploitation de
signaux localisés en temps et en fréquence. L’expression 5.31 est aussi d’une grande utilité
en simulation puisqu’on peut ne prendre en compte qu’une partie locale du signal émis
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Fig. 5.8 — Représentation physique d’un modèle de canal à 1 seul trajet
et non sa totalité dans le calcul du signal de sortie [542]. Son application en simulation
numérique revient à du filtrage de Gabor et sera exploitée dans le prochain chapitre.
5.3.4 Comparaison du domaine spatial et du domaine temporel
La première diﬀérence entre le domaine temporel et le domaine spatial porte sur
la causalité. En eﬀet tout système physique étant causal, la fonction de canal eh (tr,te)
est forcément nulle pour tr < te, ce qui n’est évidemment pas le cas pour le domaine
spatial. Les autres diﬀérences peuvent être mises en évidence par la prise en compte des
phénomènes physiques de propagation, en l’occurrence de la notion de trajets multiples.
Pour cela, on prend l’exemple du modèle physique le plus simple, le modèle à un seul
trajet. Ce modèle peut être représentatif d’une liaison dans le vide entre deux zones
de l’espace suﬃsamment séparées et suﬃsamment limitées pour que l’approximation de
liaison par une seule onde plane sur les 2 sites soit valide (dans les zones d’émission et
de réception, le front d’onde est plat et perpendiculaire à la direction liant les centres de
ces zones). Ce type de liaison est représentée par la figure 5.8.
Pour que cette approximation soit valide il faut que les largeurs de zone d’émission
De, de zone de réception Dr et de bande B vérifient conjointement les relations 4.54 (ou
4.55) et 4.66, ce qui est généralement le cas pour les systèmes utilisés. Afin de simplifier
l’analyse, on prend en compte une seule dimension spatiale sur chacun des deux sites
et chaque site détient son propre repère avec l’origine placée dans les zones respectives
d’évaluation. On traite les deux domaines séparément pour plus de clarté.
Les fonctions de canal de forme 1 sont définies par :
eh (rr,re) = β1 exp³j 2πfcc re cos (Ψe,1)´ exp³j 2πfcc rr cos (Ψr,1)´eh (rr,ke) = β1 exp³j 2πfcc rr cos (Ψr,1)´ δµke − 2πfcc cos (Ψe,1)
¶
eh (kr,re) = β1δµkr − 2πfcc cos (Ψr,1)
¶
exp
³
j 2πfcc re cos (Ψe,1)
´
eh (kr,ke) = β1δµkr − 2πfcc cos (Ψr,1)
¶
δ
µ
ke −
2πfc
c
cos (Ψe,1)
¶
(5.33)
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dans le domaine spatial et par :
eh (tr,te) = β1δµtr − te − L1c
¶
exp (j2πν1t)e
eh (tr,fe) = β1 exp ¡j2πL1c fe¢ exp (j2πtr (ν1 + fe))eh (fr,te) = β1 exp (−j2πte (ν1 + fr)) δµte − L1c
¶
eh (fr,fe) = β1 exp ¡j2πL1c fe¢ δ (fr − fe − ν1)
(5.34)
dans le domaine temporel. En ce qui concerne la forme 2, on obtient dans le domaine
spatial :
U (κ,ρ) = β1δ
µ
κ− 2πfc
c
(cos (Ψe,1) + cos (Ψr,1))
¶
exp
µ
−j 2πfc
c
ρ cos (Ψe,1)
¶
h (r,ρ) = β1 exp
³
j 2πfcc r (cos (Ψe) + cos (Ψr,1))
´
exp
³
−j 2πfcc ρ cos (Ψe,1)
´
T (r,k) = β1 exp
³
j 2πfcc r (cos (Ψe,1) + cos (Ψr,1))
´
δ
µ
k +
2πfc
c
cos (Ψe,1)
¶
H (κ,k) = β1δ
µ
κ− 2πfc
c
(cos (Ψe,1) + cos (Ψr,1))
¶
δ
µ
k +
2πfc
c
cos (Ψe,1)
¶
(5.35)
et dans le domaine temporel :
T (t,f) = β1 exp (j2πν1t) exp
¡
j2πf L1c
¢
h (t,τ) = β1 exp (j2πν1t) δ
µ
τ − L1
c
¶
H (ν,f) = β1δ (ν − ν1) exp
¡
j2πf L1c
¢
U (ν,τ) = β1δ (ν − ν1) δ
µ
τ − L1
c
¶ (5.36)
Les paramètres du trajet sont les constantes suivantes :
- β : Amplitude complexe.
- L : Longueur entre le centre des zones d’émission et de réception.
- ν1 : Décalage Doppler.
- Ψe : angle de séparation entre la ligne reliant les centres des zones et la ligne d’évaluation
dans l’espace au niveau du site d’émission (Ψe,1 = arccos
³bke,1 · bue´ où bue est la
direction d’évaluation dans le repère d’émission et bke,1 est la direction de l’onde au
niveau du site d’émission).
- Ψr : angle de séparation entre la ligne reliant les centres des zones et la ligne d’évaluation
dans l’espace au niveau du site de réception (Ψr,1 = arccos
³bkr,1 · bur´ où bur est la
direction d’évaluation dans le repère de réception et bkr,1 est la direction de l’onde
au niveau du site de réception).
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5.3.4.1 Remarque sur les diﬀérences entre les 2 domaines
On remarque que le canal temporel détient un comportement en quelque sorte opposé
à celui du canal spatial, dans le sens où une seule valeur singulière non-nulle apparaît dans
le domaine spatial (1 seul mode de propagation, son amplitude dépendant des dimensions
des 2 zones), alors que BT (où T est la durée de définition en émission ; la durée de
définition en réception est donc de T +
L
c
) valeurs singulières indépendantes et de même
valeur caractérisent le domaine temporel. Le fait qu’une des fonctions de canal de forme
1 dans le domaine spatial soit composée d’un seul Dirac dans le plan 2D indique qu’il
n’y a qu’un seul mode singulier. A l’opposé, le fait que la fonction d’étalement (fonction
appartenant à la forme 2) soit composée d’un seul Dirac dans le plan 2D indique que le
nombre de modes singuliers est égal au nombre de degrés de liberté oﬀerts par le signal
émis.
Ce modèle de canal est donc idéal du point de vue de la transmission de signaux
temporels (canal plat en fréquence et invariant comme on peut le remarquer sur le bloc
de droite de la figure 5.9) mais le pire cas du point de vue de la transmission de signaux
spatiaux. Cela fait pressentir que le nombre de modes de propagation dans le domaine
spatial (le nombre de valeurs singulières non nulles) ne peut être plus grand que le nombre
de trajets. Cela montre pourquoi, selon le point de vue des transmissions de signaux
variant dans l’espace, il est important d’avoir un canal riche en trajets multiples (il
s’agit alors d’exploiter le mieux possible les trajets multiples), alors que ce type de canal
est plutôt destructeur du point de vue des transmissions de signaux variant dans le
temps (il s’agit dans ce cas de lutter contre l’eﬀet des trajets multiples et donc d’annuler
leurs eﬀets). Les trajets de propagation sont en quelque sorte la représentation physique
et géométrique des modes singuliers dans le domaine spatial (sous certaines conditions
sur les trajets, notamment qu’il n’y ait pas d’eﬀet de goulot d’étranglement [146]). Les
fonctions singulières (toujours à petite échelle d’espace, c’est à dire en zone locale) sont
alors associées aux trajets et sont fonctions de la direction d’arrivée des trajets (des
ondes planes) sur les sites respectifs alors que les valeurs singulières correspondent à
l’atténuation engendrée par les trajets.
5.3.4.2 Justification du choix sur la forme utilisée pour chaque domaine
C’est la représentation de forme 1 en espace (relations 5.33) et la représentation
de forme 2 en temps (relations 5.36), qui sont généralement utilisées dans le contexte
de la caractérisation et de la modélisation du canal car ce sont elles qui ont le sens
physique le plus intuitif (elles sont directement reliées à des paramètres physiques). Dans
le domaine temporel, les paramètres des trajets (retard et Doppler) font appels à la
notion de transmission (diﬀérence de temps et décalage de fréquence entre émission et
réception) alors que dans le domaine spatial, les paramètres des trajets (direction des
ondes et nombre d’onde) sont, au contraire, liés aux sites (émission ou réception). Cette
similitude est mise en évidence par la figure 5.9 représentant le module des fonctions de
canal, de forme 1 pour le domaine spatial et de forme 2 pour le domaine temporel. Cette
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Fig. 5.9 — Représentation du module des fonctions de canal pour le modèle physique à
un seul trajet (représentation de forme 1 pour le domaine spatial et de forme 2 pour le
domaine temporel)
figure illustre aussi les remarques précédentes sur la notion de canal idéal et sur les modes
singuliers.
La prise en compte de la polarisation peut se faire par le formalisme décrit par les
relations 4.25 et 4.26 basé sur l’hypothèse d’onde transverse au niveau des deux sites.
L’analyse des relations 4.25 et 4.26 montre que la décomposition de la matrice de dépola-
risation du canal propre au trajet considéré (relation 5.24) donnerait 2 valeurs singulières
non-nulles (2 composantes transverses), c’est à dire 2 modes de propagation pour le mo-
dèle à un seul trajet.
On définit dans le tableau 5.6 les variables d’étalement et d’évanouissement.
Variables
d’évanouissement
Variables d'évanouissement
Module
Variables
d’étalement
Variables d'étalement
Module
Variables
spatiales
Position en réception rr
Position en émission re
Pulsation spatiale en réception kr
Pulsation spatiale en émission ke
Variables
temporelles
Temps absolu t
Fréquence f
Fréquence Doppler ν
Temps de retard τ
Tab. 5.6 — Variables d’évanouissement et variables d’étalement
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Les paramètres associés aux trajets d’un canal à trajets multiples sont des grandeurs
homogènes aux variables d’étalement. Les fonctions évaluées selon les variables d’éva-
nouissement s’apparentent à des processus sélectifs. En d’autres termes, les fonctions de
canal sont définies sur un intervalle fini selon les variables d’étalement mais sur toutes
les valeurs possibles en ce qui concerne les variables d’évanouissement. En fait, il existe
une limitation de définition du canal selon les variables d’évanouissement mais celle-ci est
due aux propriétés des signaux transmis (largeurs spatiales et temporelles en émission
et en réception) et constitue donc une contrainte externe, alors que la limitation selon
les variables d’étalement est une caractéristique interne au canal et constitue donc une
contrainte interne.
5.3.5 Structure simplifiée des fonctions dans le domaine spatial
Les relations 5.21, 5.26, 5.28 et 5.29 sont suﬃsamment générales pour traiter le cas
de toute transmission linéaire dans le domaine spatial et dans le domaine temporel.
Dans le cas qui nous intéresse concernant la transmission par Oem, il est possible de
simplifier ces relations en prenant en compte les caractéristiques du signal spatio-temporel
présentées précédemment dans la partie 5.2. La première constatation est que pour un
milieu donné, il existe une relation de dispersion liant la fréquence du signal au nombre
d’onde et la deuxième constatation est que, localement, les signaux spatio-temporels sont
physiquement constitués d’ondes planes réelles transverses.
En considérant un signal monochromatique transmis à la fréquence fc et bien repré-
senté par 5.10 (signal défini en émission et en réception sur des zones d’espace limitées),
on peut simplifier les relations 5.21 par :
s (rr) =
Z
S
eh (rr,re) e (re) d3re
s (rr) =
Z
S
ehPe (rr,Ωe) eP (Ωe) dΩe
sP (Ωr) =
Z
S
ehPr (Ωr,re) e (re) d3re
sP (Ωr) =
Z
S
ehPr;Pe (Ωr,Ωe) eP (Ωe) dΩe
(5.37)
où Ωr et Ωe représentent des vecteurs à 2 éléments contenant les angles d’azimut et
d’élévation, respectivement au niveau du site d’émission et au niveau du site de réception.
Ce type de représentation du canal de propagation radioélectrique est bien illustré par
la figure 5.10. Les zones locales, en gris foncé, ont un diamètre eDe à l’émission et eDr
à la réception. Ces zones locales, disjointes l’une de l’autre, dépendent elles-mêmes des
zones libres d’obstacles électromagnétiques, de rayon Re,v pour l’émission et Rr,v pour la
réception (elles doivent vérifier les conditions zones locales définies dans le chapitre 4). La
troisième zone en gris très clair correspond à la zone susceptible de contenir des obstacles
électromagnétiques, aussi appelés diﬀuseurs. Cette figure peut être mise en relation avec
la figure 4.6 du chapitre 4 représentant un modèle à trajet en zone locale.
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Fig. 5.10 — Représentation physique du canal de propagation radioélectrique en zone locale
Les fonctions introduites dans 5.37 peuvent être reliées aux fonctions introduites dans
5.21 par l’intermédiaire de 5.11. La figure 5.11 représente les fonctions introduites dans
5.37 ainsi que leurs relations aux fonctions 5.21. Les relations Frr/Ωr et Fre/Ωe (qui sont
définies dans la partie 5.2.3) dépendent respectivement des nombres d’onde en émission
et en réception qui, dans le cas le plus général, peuvent être diﬀérents l’un de l’autre
(diﬀérence causée par des phénomènes Doppler et/ou du fait de milieux diﬀérents sur les
2 sites). Dans le contexte des liaisons à courtes distances du type cellulaire, ces eﬀets sont
négligeables et ces deux nombres d’onde seront identiques (k0e = k0r). Les relations entre
les signaux spatiaux et leurs spectres angulaires respectifs sont données par 5.10 et 5.12
et représentés par la figure 5.3.
De plus, le fait que les ondes soient transverses sur les deux sites permet d’eﬀectuer
la transformation matricielle définie dans 5.17 et 5.18 sur les lignes (en réception) et les
colonnes (en émission) de ehPr;Pe (Ωr,Ωe) :ehPT (Ωr,Ωe) =MT (Ωr) ehPr;Pe (Ωr,Ωe)MTT (Ωe) (5.38)
On peut alors obtenir par Tf de cette réponse bidirectionnelle, les 3 autres fonctions
représentées en bas de la figure 5.11 en gris foncé. Ces fonctions sont utiles puisqu’elle
permettent, entre autre, de réduire la dimension des matrices de 3×3 à 2×2 (4 fonctions
scalaires à décrire plutôt que 9). Elles ont de plus un sens physique plus prononcé que
leur homologue de dimension 3 × 3 (plus compatible avec la caractérisation d’antenne
notamment).
Rappelons que la caractérisation décrite précédemment n’est valable qu’en zone locale.
Ceci n’est en rien limitatif puisqu’on peut associer cette caractérisation aux méthodes
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Fig. 5.11 — Fonctions spatiales caractéristiques du canal de propagation radioélectrique
en zone locale
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Domaines duals Transformée directe Transformée inverse
rr À (rr,Ωr)
(ST FT r)
2¡
λ0r
¢2 RS f (r0r,•) γ∗rr ,Ωr (r0r) d3r0r 14π RS f (γ) (r0r,Ω0r,•) γr0r,Ω0r (rr) dr0rdΩ0r
re À (re,Ωe)
(ST FT e)
2¡
λ0e
¢2 RS f (•,r0e) γ∗re,Ωe (r0e) d3r0e 14π RS f (γ) (•,r0e,Ω0e) γr0e,Ω0e (re) dr0edΩ0e
Tab. 5.7 — Définition des transformées position-direction dans le domaine spatial pour la
première forme de représentation
STFT eSTFT r
hPr(rr,Ωr,re)
(γ)
hPe(rr,re,Ωe)
(γ)
hPr;Pe(rr,Ωr,re,Ωe)
(γ)
h(rr,re)
hPT(rr,Ωr,re)
(γ)
hPT(rr,re,Ωe)
(γ)
hPT(rr,re)hPT(rr,Ωr,re,Ωe)
(γ)
STFT rSTFT e
STFT r STFT eSTFT rSTFT e
T xyz/vh
Ondes Planes et transverses localement
(fonctions matricielles 2x2)
Ondes Planes localement
(fonctions matricielles 3x3)
Fig. 5.12 — Fonctions spatiales caractéristiques du canal de propagation radioélectrique.
temps-fréquence linéaires (ou plutôt position-direction) introduites par les relations 5.19
dans le cas général et 5.20 dans le cas où les changements selon les positions ont lieu sur
des lignes. Les relations 5.37 se généralise pour devenir :
s (rr) =
Z
S
eh (rr,re) e (re) d3re
s (rr) =
Z
S
eh(γ)Pe (rr,re,Ωe) e(γ)P (re,Ωe) dΩed3re
s
(γ)
P (rr,Ωr) =
Z
S
eh(γ)Pr (rr,Ωr,re) e (re) d3re
s
(γ)
P (rr,Ωr) =
Z
S
eh(γ)Pr;Pe (rr,Ωr,re,Ωe) e(γ)P (re,Ωe) dΩed3re
(5.39)
Les relations entre les fonctions introduites dans 5.39 sont rappelées dans le tableau
5.7 et illustrées par la figure 5.12.
La fonction f peut représenter une fonction de canal ou du signal, f (γ) étant la Stft
spatiale correspondante. La famille de fonction γr0,Ω0 (r) , γ (kr− r0k) exp (jk0bar (Ω) · r)
est un ensemble de versions diﬀéremment décalées en temps et en fréquence d’une fenêtre
de référence γ (r) symétrique en 0, typiquement une gaussienne.
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Le fait que les ondes soient localement transverses sur les deux sites permet d’eﬀectuer
la transformation matricielle définie dans les équations 5.17 et 5.18 sur les lignes (en
réception) et les colonnes (en émission) de eh(γ)Pr ;Pe (rr,Ωr,re,Ωe) :
eh(γ)PT (rr,Ωr,re,Ωe) =MT (Ωr) eh(γ)Pr;Pe (rr,Ωr,re,Ωe)MTT (Ωe) (5.40)
A partir de la fonction matricielle 2× 2 introduite dans 5.40, il est possible d’obtenir
par Stft les 3 autres fonctions représentées sur la figure 5.12 par les boîtes en gris
foncé. La fonction ehPTr;PTe (rr,re) est une représentation équivalente complète du canal
dans le seul domaine des positions d’émission et de réception mais ne détient pas pour
autant une grande signification physique. Il est possible de définir les relations entrée-
sortie exploitant ces fonctions matricielles 2 × 2 comme dans 5.39 mais en ajoutant la
transformée matricielle sur les signaux d’entrée et de sortie.
Les variations de position en rr ou re de eh(γ)PTr (rr,Ωr,re,Ωe) (ou eh(γ)Pr ;Pe (rr,Ωr,re,Ωe))
représentent des variations à "long terme" et n’interviennent pas, en pratique, sur l’étendu
d’un réseau d’antennes mais plutôt au cours d’un déplacement d’un ou des deux sites.
Dans ce dernier cas, il est suﬃsant de considérer les variations à long terme seulement
selon une ligne (on décrit dans ce cas la variation d’une fonction angulaire au cours de
la trajectoire, c’est à dire fonction d’une variable de position scalaire). Les fonctions et
les transformées introduites dans 5.39 et 5.7 peuvent alors être basées sur les 2 relations
5.20 plutôt que sur les 2 relations 5.19.
La caractérisation définie par les fonctions 5.39 reste valide pour tout type de canal
de propagation dans un contexte radioélectrique cellulaire (ou dans tout autre contexte
de propagation des Oem où l’hypothèse d’onde plane Tem est valide en zone locale)
et ce pour n’importe quel volume d’émission et de réception, pour peu que la fenêtre
γ soit judicieusement choisie (son extension spatiale doit être inférieure ou égale à la
zone locale). La caractérisation par les fonctions représentées dans 5.12 est complète
(chacune des 8 fonctions décrit entièrement le canal) tant que les signaux spatiaux sont
physiquement constitués d’ondes planes transverses sur des zones locales d’émission et de
réception arbitrairement petites.
Ici, nous avons approfondi la structure du domaine spatial sans prendre en compte
le domaine temporel. Pourtant, il a été noté que ces restrictions dépendaient largement
du domaine temporel (un signal se propageant engendre une dépendance des domaines
spatiaux et temporels) et en particulier de la fréquence du signal. Cette caractérisation
conjointe est le sujet de la partie suivante.
5.3.6 Prise en compte des antennes
Le canal caractérisé jusqu’à présent représente le lien entre les champs électromagné-
tiques émis et reçus (champs électromagnétiques propagés) dans deux volumes disjoints
de l’espace. Dans le contexte des systèmes de communication sans fil et en particulier des
systèmes Mimo, on utilise des antennes afin de faire le lien entre un vecteur de signaux
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temporels et un champ électromagnétique. Une antenne échantillonne (en réception) ou
synthétise (en émission) le champ électromagnétique. Selon le type de réseau d’antennes
utilisé, l’échantillonnage peut être interprété comme un échantillonnage des positions, des
directions et/ou des composantes de polarisation.
L’objectif de cette partie est de montrer d’une part comment à partir des fonctions
de canal décrites précédemment, il est possible d’obtenir la matrice de canal liant les
vecteurs d’entrée et de sortie et d’autre part de définir des fonctions spatiales scalaires
représentatives du canal vu par une antenne particulière (qui pourrait constituer l’élément
de base d’un réseau). Pour plus de détails sur la caractérisation et la modélisation des
réseaux d’antennes, on se reportera au chapitre 3 et à l’annexe A.2.
Les fonctions de canal introduites dans les boîtes grises foncées des figures 5.11 (cas
zone locale) et 5.12 (cas général) sont directement compatibles avec la caractérisation
des antennes en champ lointain puisque le diagramme angulaire vectoriel d’antenne est la
réponse de l’antenne à des ondes planes transverses. Il faut, pour cela, que la dimension
des antennes utilisées soit inférieure à la dimension de la zone locale : l’hypothèse d’onde
plane transverse sur la zone occupée par une antenne est donc valide.
5.3.6.1 Caractérisation scalaire du canal
La caractérisation scalaire du canal dans le domaine spatial peut s’obtenir en s’aﬀran-
chissant de la polarisation, en considérant le canal vu par une antenne d’émission donnée
et une antenne de réception donnée (chacune orientée dans une direction particulière).
Pour une antenne particulière à l’émission (diagramme vectoriel 2D ge (Ω)) et une an-
tenne particulière à la réception (diagramme vectoriel 2D gr (Ω)), on définit la fonction
spatiale de canal scalaire suivante :
eh(γ)ant (rr,Ωr,re,Ωe) = gTr (Ωr) eh(γ)PT (rr,Ωr,re,Ωe)ge (Ωe) (5.41)
On s’aperçoit que pour prendre en compte un couple d’antennes (caractérisées cha-
cune par son diagramme angulaire vertical et horizontal) il faut des fonctions angulaires
bidirectionnelles liant les composantes verticales et horizontales d’émission et de récep-
tion (eh(γ)PT (rr,Ωr,re,Ωe) ou ehPT (Ωr,Ωe)). A partir de la fonction scalaire définie dans
5.41, il est possible de définir 3 autres fonctions et d’aboutir ainsi à la représentation de
la figure 5.13. Si la caractérisation se fait en zone locale, on pourra réduire la dépendance
des fonctions à 2 variables, c’est à dire à une variable angulaire ou de position spatiale
sur chaque site.
Les fonctions ainsi définies sont utiles lorsqu’on considère des réseaux où toutes les
antennes pointent dans la même direction, comme par exemple les réseaux Ula ou Ura
(la matrice de canal est alors simplement une version échantillonnée de eh(γ)ant (rr,re)). Au
contraire, si les orientations sont amenées à être diﬀérentes, comme par exemple, dans le
contexte radiomobile où la trajectoire se caractérise par une translation mais aussi par une
rotation d’antenne au cours du temps ou pour les réseaux à structure polaire (antennes
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hant(rr,Ωr,re)
(γ)
hant(rr,re,Ωe)
(γ)
hant(rr,re)
(γ)
hant(rr,Ωr,re,Ωe)
(γ)
STFT rSTFT e
STFT r STFT e
Fig. 5.13 — Fonctions spatiales scalaires caractéristiques du canal de propagation radio-
électrique vu par un couple d’antennes particulières.
multifaisceaux, réseaux circulaires, sphériques ou cylindriques), il faudrait ajouter à la
fonction scalaire de canal eh(γ)ant, la dépendance à l’orientation de l’antenne au niveau de
l’émission Ω0e et au niveau de la réception Ω0r.
Généralement, les antennes utilisées ne sont sensibles qu’à une seule composante de
polarisation (par exemple, verticale à l’émission comme à la réception) et eh(γ)ant est sim-
plement un des éléments de eh(γ)PT . Dans le cas où plusieurs antennes élémentaires sont
utilisées dans un même réseau, on introduit la fonction de canal matricielle eh(γ)ant :
eh(γ)ant (rr,Ωr,re,Ωe) = Gr (Ωr) eh(γ)PT (rr,Ωr,re,Ωe)GTe (Ωe) (5.42)
où les matrices des diagrammes de rayonnement vectoriels de réception et d’émission sont
définies par :
Gr (Ωr) =
⎡
⎢⎣
gTr,1 (Ωr)
...
gTr,Nr (Ωr)
⎤
⎥⎦ Ge (Ωe) =
⎡
⎢⎣
gTe,1 (Ωe)
...
gTe,Ne (Ωe)
⎤
⎥⎦ (5.43)
Les études sur la fonction matricielle définie dans 5.42 pourront se faire d’une manière
identique aux fonctions de canal de propagation matricielle. Ce type de fonction peut
être utile, par exemple, dans le cas où la diversité de polarisation autant que de position
doit être prise en compte (par exemple, lorsqu’on utilise sur chaque site, 2 antennes
élémentaires diﬀérentes de polarisations croisées).
5.3.6.2 Réseau d’antennes, vecteur signal et signal spatial
Afin d’être le plus général possible, on considère que toutes les antennes peuvent être
diﬀérentes les unes des autres. Un réseau d’antennes permet en émission de synthétiser
une Oem (signal vectoriel 2D ePT (Ω)) à partir d’un vecteur de signal e de la manière
5.3 Représentations mathématiques et caractérisation déterministe du canal 187
suivante :
ePT (Ω) =
NX
i=1
eigi,Ωi (Ω) exp ¡−jk0bar (Ω) · ri¢ (5.44)
où les {ei}i=1→N représentent les éléments du vecteur de signal e (en omettant la dé-
pendance temporelle), les couples de valeurs {ri;Ωi}i=1→N caractérisent la structure
géométrique du réseau (position et orientation des antennes, voir annexe A.2) et les
{gi (Ω)}i=1→N représentent les diagrammes vectoriels 2D des antennes composant le ré-
seau (gi,Ωi (Ω) est donc le diagramme vectoriel 2D tourné de Ωi). Symétriquement, ce
même réseau permet en réception d’analyser l’Oem reçue (signal vectoriel 2D sPT (Ω))
sous forme d’un vecteur de signal es :
esi = Z sTPT (Ω)gi,Ωi (Ω) exp ¡jk0bar (Ω) · ri¢ dΩ (5.45)
où les {esi}i=1→N représentent les éléments du vecteur de signal es (en omettant la dé-
pendance temporelle). On peut vérifier que si sPT (Ω) = ePT (Ω), on a ei = esi ; par
contre pour une Oem donnée (sPT (Ω) ou ePT (Ω)), il y a, non pas une seule mais un
ensemble de solutions pour le couple de vecteurs de signal (es ou e) / réseau d’antennes
({ri;Ωi}i=1→N et {gi (Ω)}i=1→N).
Si toutes les antennes du réseau sont identiques, le diagramme vectoriel g (Ω) =
gi (Ω) est en quelque sorte assimilable à la fenêtre d’analyse ou de synthèse d’une Stft
discrète dans le domaine spatial. A partir de cette remarque, on se rend compte que la
signification des échantillons ei (ou esi) dépend largement du type de réseau. Pour une
antenne tournante ou une antenne multifaisceaux, dont le centre de phase est en r0, lesei , e(r0,Ωi) représente des échantillons de directions (échantillonnage angulaire) et
au contraire pour un réseau linéaire ou rectangulaire dont la direction de pointage est
Ω0, les ei , e(ri,Ω0) représentent des échantillons de position (échantillonnage spatial
de position). Généralement les antennes élémentaires sont sensibles à une polarisation
particulière et on peut donc considérer que les échantillons, en plus de correspondre
à des directions et des positions particulières, correspondent aussi à une polarisation
particulière.
5.3.6.3 Canal de transmission
Contrairement au canal scalaire (liant deux signaux scalaires), on s’intéresse ici au
lien entre le vecteur d’entrée e et le vecteur de sortie es, c’est à dire à la matrice de canal
de transmission, ce qui inclut les antennes dans le canal. La relation entrée-sortie utilisée
dans le contexte des systèmesMimo est basée sur la matrice htr du canal de transmission
(voir figure 5.1) : es|{z}
Nr×1
= htr|{z}
Nr×Ne
e|{z}+
Ne×1
n|{z}
Nr×1
(5.46)
où n est un vecteur de bruit qui dépend du bruit externe passé à travers les antennes et
surtout des bruits internes aux composants de réception.
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En combinant les relations 5.44,5.45 et 5.37, on peut aboutir à la matrice htr du canal
de transmission :
htr,nm =
1
16π2
Z Z
gTr,n,Ωr,n (Ωr) ehPT (Ωr,Ωe)ge,m,Ωe,m (Ωe) (5.47)
× exp ¡jk0rbar (Ωr) · rr,n¢ exp ¡jk0ebar (Ωe) · re,m¢ dΩrdΩe
ou dans le cas où le canal est décrit par eh(γ)PTr;PTe (rr,Ωr,re,Ωe) :
htr,nm =
1
16π2
Z Z
gTr,n,Ωr,n (Ωr) eh(γ)PT (rr,Ωr,re,Ωe)ge,m,Ωe,m (Ωe) (5.48)
×γrr,Ωr (rr,n) γre,Ωe (re,m) drrdΩrdredΩe
où htr,nm est l’élément de la ligne n et de la colonne m de la matrice de canal htr, c’est à
dire le coeﬃcient d’atténuation complexe liant le signal m d’entrée au signal n de sortie.
Le problème central de l’estimation du canal spatial consiste à estimer les fonctions
de canal introduites précédemment (par exemple ehPTr;PTe (Ωr,Ωe)), ou une partie de
leurs caractéristiques, à partir de la matrice htr (qui elle-même aura dû être estimée à
partir des signaux émis et reçus) et de la connaissance du réseau d’antennes (topologie
et diagrammes des éléments).
5.3.7 Synthèse - Domaine spatio-temporel
En associant le domaine spatial au domaine temporel, on obtient 4×4 = 16 fonctions
matricielles (l’aspect matriciel est lié à la dimension polarisation).
Il est possible d’associer n’importe quel système de fonction du domaine spatial à
n’importe quel système de fonction du domaine temporel. Nous nous intéressons ici aux
fonctions détenant un sens physique intuitif (lié à la notion de trajets multiples), c’est
à dire à la représentation de forme 1 dans le domaine spatial et à celle de forme 2 dans
le domaine temporel. De plus, la prise en compte des restrictions imposées par les phé-
nomènes physiques permet de simplifier cette caractérisation et de la rendre encore plus
intuitive (voir partie précédente 5.3.5). On présente donc l’association entre les fonctions
spatiales introduites par la figure 5.11 et les fonctions temporelles introduites par la figure
5.6. Il aurait également été possible de prendre en compte les fonctions introduites par
la figure 5.12.
Les nombres d’onde à l’émission et à la réception se déduisent de la relation de dis-
persion 5.9 et du fait que fr = f + ν et fe = f :
k0e (f) =
2π (fc + f)
c
= k0 (f)
k0r (f,ν) =
2π (fc + f + ν)
c
' k0 (f)
(5.49)
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H(ν,f,Ωr,Ωe)
H(ν,f,Ωr,re)H(ν,f,rr,Ωe)
h(t,τ,Ωr,re) h(t,τ,rr,Ωe)
U(ν,τ,rr,Ωe) T(t,f,Ωr,re)H(ν,f,rr,re)
U(ν,τ,Ωr,re) T(t,f,rr,Ωe)h(t,τ,rr,re)
U(ν,τ,Ωr,Ωe) T(t,f,Ωr,Ωe)T(t,f,rr,re)U(ν,τ,rr,re)
h(t,τ,Ωr,Ωe)
: Possible uniquement à bande étroite
Fig. 5.14 — Fonctions caractéristiques spatio-temporelles du canal de propagation radio-
électrique en zone locale
L’approximation de la deuxième ligne vient du fait que les vitesses de déplacement
mises en jeux dans le contexte des communications sans fil sont très inférieures à la
vitesse de la lumière (physique non-relativiste). Pour les systèmes classiques (modulation
sur fréquence porteuse), on peut négliger la dépendance à la fréquence relative f (k0r =
k0e = k0 = 2πfc/c) car les largeurs de bande y sont très inférieures à la fréquence centrale
(précisons que pour cette approximation, il faudrait aussi prendre en compte la dimension
des zones spatiales d’émission et de réception à caractériser, comme cela est montrer
dans le chapitre 4). Dans le cas de l’Ulb, il faut néanmoins conserver cette dépendance
en fréquence. Dans la plupart des études sur le canal de transmission (hors Ulb) cette
dépendance n’est pas prise en compte.
En prenant en compte les deux parties précédentes concernant le domaine spatial
et le domaine temporel, on peut déduire la représentation de la figure 5.14 prenant en
compte conjointement la dimension temporelle et la dimension spatiale (temps, espace et
polarisation) dans le cadre de la caractérisation en zone locale.
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Les fonctions introduites par la figure 5.14 sont matricielles de dimension 2× 2 dans
le cas où la caractérisation de la polarisation se fait en terme de composantes verticale et
horizontale, et de dimension 3×3 dans le cas où cette caractérisation se fait en coordonnées
cartésiennes. Dans le cas où les propriétés de polarisation des antennes sont prises en
compte (voir 5.3.6), ces fonctions se réduisent à des fonctions scalaires.
On peut constater que les fonctions angulaires ne permettent d’obtenir les fonctions
des positions que si elles sont aussi fonction de la variable fréquence f (à part dans
le cas bande étroite où l’approximation présentée dans 5.49 est valide). Par exemple,
la fonction d’étalement U (ν,τ ,Ωr,Ωe) ne permet pas d’obtenir directement (par double
transformée sur les directions d’émission et de réception) la fonctionU (ν,τ ,re,rr), puisque
les transformées dans le domaine spatial font intervenir la fréquence. Par contre, il est
possible indirectement comme cela est montré par la figure 5.3, d’eﬀectuer au préalable
ou simultanément une Tf selon τ permettant d’obtenir une fonction de la fréquence puis
d’eﬀectuer après la double Tf spatiale, la Tf inverse pour revenir à la variable τ . Cela
signifie que même s’il n’est pas possible d’obtenir U (ν,τ ,re,rr) directement à partir de
U (ν,τ ,Ωr,Ωe), cette dernière fonction fournit quand même une description complète du
canal de propagation radioélectrique en zone locale. Ceci est vraie pour toutes les autres
fonctions angulaires reliées de la même façon par au moins une flèche en ligne pointillée.
Lorsqu’au moins un des deux sites est en déplacement comme dans le cas radiomobile,
il y a deux manières de définir les fonctions de canal. Quand, seul, le domaine temporel
est pris en compte, les variations temporelles sont dues aussi bien au déplacement du
mobile qu’au mouvement des diﬀuseurs. Quand le domaine spatial est pris en compte,
deux solutions se présentent comme cela a été suggéré dans le chapitre 4 : il est possible
soit de considérer que l’origine du repère spatial associé au site en déplacement suit la
trajectoire du mobile (ce qui constitue une extension directe du cas où seul le domaine
temporel est pris en compte et signifie que le support spatial du signal au niveau du site
mobile reste le même quel que soit l’instant) soit que le repère spatial reste fixe (ce qui
signifie que le support spatial du signal au niveau du site mobile varie dans le temps).
Ces deux cas sont représentés sur la figure 5.15. Si le rayon de la sphère est inférieur (un
réseau hypothétique est inclus dans cette sphère) à la dimension de la zone locale en tout
point de la trajectoire, alors une caractérisation spatiale en zone locale (comme dans la
figure 5.11) est suﬃsante dans le cas où le repère spatial est mobile. Alors que dans le
cas où il est fixe, il sera nécessaire d’introduire la caractérisation incorporant la Stft
spatiale (comme dans la figure 5.12) au niveau du site mobile (la dépendance de position
du site mobile à moyenne échelle pourra être scalaire tant que la trajectoire est connue).
Dans le premier cas, cela signifie que le spectre Doppler intègre les eﬀets du dé-
placement du mobile en plus des eﬀets liés aux mouvements des diﬀuseurs, ce qui est
intéressant d’un point de vue système alors que dans le deuxième cas, le spectre Doppler
n’intègre que les eﬀets du mouvement des diﬀuseurs, ce qui est intéressant d’un point de
vue propagation (l’eﬀet du déplacement est explicitement considéré comme faisant partie
de la dimension spatiale).
Face au grand nombre de configurations de liaisons potentiellement envisageables et au
manque de connaissances précises, le canal de propagation est souvent considéré comme
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temps
Zone spatiale
Repère spatial mobile
Repère spatial fixe
Fig. 5.15 — 2 définitions du support spatio-temporel du signal sur le site mobile
aléatoire. Les fonctions associées au canal deviennent alors des fonctions (matricielles)
aléatoires ou processus aléatoires multidimensionnels.
5.4 Caractérisation stochastique
Une description stochastique complète de ces fonctions aléatoires devrait porter sur
une fonction de densité de probabilité multidimensionnelle ou, de manière équivalente
sur l’ensemble des moments statistiques. Ce type de description, en plus d’être très com-
plexe souﬀre du manque de connaissance disponible sur le canal. Pour cette raison, on
se limitera en pratique aux moments d’ordre 1 et 2. Pour des processus gaussiens, cette
description étant complète, elle sera généralement suﬃsante pour la caractérisation des
canaux de propagation. En eﬀet, le grand nombre de phénomènes rencontrés (en l’occur-
rence d’interactions avec des diﬀuseurs) entraîne une tendance au caractère gaussien des
fonctions de canal. Même si les fonctions de canal ne sont pas gaussiennes, la description
à l’ordre 2 a l’avantage d’être une description énergétique complète.
On ne présente que la caractérisation concernant les fonctions ayant une signification
physique immédiate, c’est à dire les fonctions de type 1 pour le domaine spatial et de
type 2 pour le domaine temporel (les caractérisations stochastiques de type 2 pour le
domaine spatial et de type 1 pour le domaine temporel peuvent être utiles du point de
vue des systèmes de communications et sont traitées dans [1]). Ce choix est également
motivé par le fait qu’il est possible de simplifier ces fonctions, en posant des hypothèses de
stationnarité statistique (selon les variables d’évanouissement) représentatives des canaux
réels, contrairement aux fonctions liées à la représentation complémentaire (de type 2 pour
l’espace et de type 1 pour le temps), où il ne serait pas possible de définir des hypothèses
de stationnarité ayant un sens ou une réalité physique.
Comme précédemment, on traite les deux domaines spatial et temporel séparément
pour plus de clarté. On présente la caractérisation à l’ordre 2, sur des processus centrés
(la moyenne peut être considérée comme une composante déterministe qui serait décrite
séparément).
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Fig. 5.16 — Fonctions temporelles de corrélation du canal
5.4.1 Domaine temporel
5.4.1.1 Cas général
On définit les 4 fonctions de corrélations associées aux 4 fonctions temporelles du
canal introduites dans 5.28 de la manière suivante :
Rh
¡
t,τ ; t0,τ 0
¢
= E
©
h (t,τ)h∗
¡
t0,τ 0
¢ª
RT
¡
t,f ; t0,f 0
¢
= E
©
T (t,f)T ∗
¡
t0,f 0
¢ª
RH
¡
ν,f ; ν0,f 0
¢
= E
©
H (ν,f)H∗
¡
ν0,f 0
¢ª
RU
¡
ν,τ ; ν0,τ 0
¢
= E
©
U (ν,τ)U∗
¡
ν0,τ 0
¢ª (5.50)
Ces fonctions sont reliées par double Tf (selon x et x0, où x peut représenter une des
4 variables t,τ ,ν ou f) [10] et peuvent être représentées par la figure 5.16.
Les fonctions de corrélations purement temporelle Rh et purement fréquentielle RH
ainsi définies permettent de relier les statistiques d’ordre 2 d’entrée à celles de sortie
(relation entre les fonctions de corrélation d’entrée et de sortie) dans le domaine temporel
et le domaine fréquentiel, de la manière suivante :
Rs
¡
t,t0
¢
=
Z Z
Re
¡
t− τ ,t0 − τ 0
¢Rh ¡t,τ ; t0,τ 0¢ dτdτ 0
Rs
¡
f,f 0
¢
=
Z Z
Re
¡
f − ν,f 0 − ν0
¢RH ¡ν,f ; ν0,f 0¢ dνdν0 (5.51)
Une description alternative consiste à considérer la corrélation en fonction des va-
riables absolues t et f et des variables relatives d’écart en temps et en fréquence ∆t
et ∆f , c’est à dire R0T (t,f ;∆t,∆f) , RT (t+∆t/2,f +∆f/2+; t−∆t/2,f −∆f/2). A
partir de cette fonction, il est possible de définir la distribution de Wigner-Ville et la
fonction d’ambiguïté [537,538] (reliées entre elles par quadruple Tf puisque le processus
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Fig. 5.17 — Représentation mixte énergétique et corrélative des fonctions temporelles ca-
ractéristiques d’ordre 2 du canal
représentant le canal est bidimensionnel), respectivement :
WVT (t,f ; ν,τ) =
Z Z
R0T (t,f ;∆t,∆f) exp (−j2π (∆tν +∆fτ)) d∆td∆f
XT (ζ,ξ;∆t,∆f) =
Z Z
R0T (t,f ;∆t,∆f) exp (−j2π (tζ + fξ)) dtdf
(5.52)
De la même manière, on peut obtenirWVT (t,f ;∆t,τ),WVT (t,f ; ν,∆f), XT (t,ξ;∆t,∆f)
et XT (ζ,f ;∆t,∆f). On peut alors représenter les 7 fonctions et leurs relations par la fi-
gure 5.17. Les fonctions à l’intérieur de "boîtes" voisines sont reliées par Tf simple. La
relation de Tf quadruple, représentée par la flèche en pointillés, est l’extension du théo-
rème de Wiener-Kintchine pour un processus bidimensionnel non-stationnaire selon les
deux variables. En eﬀet, WVT (t,f ; ν,τ) est une représentation énergétique (extension de
la notion de Dsp au cas non-stationnaire) du canal alors que XT (ζ,ξ;∆t,∆f) est une
représentation corrélative du canal (extension de la notion de fonction d’autocorrélation
au cas non-stationnaire).
La distribution de Wigner-Ville définie dans 5.52 est d’une grande utilité, dès lors
que le canal n’est pas stationnaire selon au moins une des deux variables t ou f . Selon
la variable de fréquence f , cela peut être utile lorsqu’on se place dans le contexte de
l’Ulb où les caractéristiques électromagnétiques du milieu physique, et en particulier des
obstacles, changent de manière notoire sur la bande de fréquence couverte. Similairement,
les études du canal à long terme, par exemple dans le contexte radiomobile, nécessitent
une caractérisation non-stationnaire selon la variable temporelle.
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5.4.1.2 Cas stationnaire et modèle WSSUS
Généralement, les durées et les largeurs de bande fréquentielle sur lesquelles le canal
est considéré sont suﬃsamment limitées pour que la fonction de transfert variant dans
le temps puisse être considérée comme un processus bidimensionnel stationnaire au sens
large (on parle plus exactement de stationnarité au sens large sur un intervalle [546])
selon les deux variables. La stationnarité au sens large signifie que les moments d’ordre
1 (moyenne) et d’ordre 2 (fonction de corrélations ou distribution de Wigner-Ville par
exemple) ne dépendent ni du temps absolu t ni de la fréquence f . Dans le cas gaussien,
la stationnarité au sens large implique donc la stationnarité au sens strict.
Historiquement, la dénomination d’hypothèseWss (Wide Sense Stationary) d’un mo-
dèle de canalWssus s’applique à la stationnarité au sens large dans le domaine temporel
alors que la dénomination d’hypothèse Us (Uncorrelated Scattering ou diﬀuseurs décor-
rélés) s’applique à la stationnarité au sens large dans le domaine fréquentiel. Comme
l’hypothèse de stationnarité est équivalente à l’hypothèse de décorrélation dans le do-
maine dual (dual au sens de la Tf), l’hypothèse Wss est équivalente à la décorrélation
pour deux composantes de Doppler ν diﬀérentes et l’hypothèse Us (deux composantes de
retards τ diﬀérents sont décorrélées) est équivalente à la stationnarité en fréquence. Ces
remarques sont bien illustrées par les simplifications suivantes des fonctions de corrélation
5.50 :
Rh
¡
t,τ ; t0,τ 0
¢
= δ
¡
τ 0 − τ
¢
P
¡
t0 − t,τ
¢
RT
¡
t,f ; t0,f 0
¢
= RT
¡
t0 − t,f 0 − f
¢
RH
¡
ν,f ; ν0,f 0
¢
= δ
¡
ν 0 − ν
¢
Q
¡
ν,f 0 − f
¢
RU
¡
ν,τ ; ν 0,τ 0
¢
= δ
¡
ν0 − ν
¢
δ
¡
τ 0 − τ
¢
D (ν,τ)
(5.53)
Les relations 5.53 se traduisent pour les représentations temps-fréquence basées sur
la distribution de Wigner-Ville et la fonction de corrélation R0T par :
WVT (t,f ;∆t,τ) = P (∆t,τ)
R0T (t,f ;∆t,∆f) = RT (∆t,∆f)
WVT (t,f ; ν,∆f) = Q (ν,∆f)
WVT (t,f ; ν,τ) = D (ν,τ)
(5.54)
Alors que les relations 5.53 expriment bien la décorrélation pour des composantes
diﬀérentes de Doppler et/ou de retard par la présence des distributions de Dirac δ (τ 0 − τ)
et δ (ν0 − ν), les relations 5.54 expriment bien la stationnarité temporelle et fréquentielle
(les spectres et corrélations ne dépendent plus du temps absolu t et de la fréquence f).
Les fonctions introduites dans 5.53 et 5.54 (mathématiquement équivalentes) et re-
présentées sur la figure 5.18, peuvent être interprétées comme des Dsp ou Dsip selon
les variables de retard et/ou Doppler et comme des fonctions d’autocorrélation selon les
variables d’écart ∆t et ∆f . Par exemple, P (∆t,τ) est, pour ∆t = 0, une Dsp selon la
variable τ et est, pour ∆t 6= 0, une Dsip selon la variable τ . A l’opposé, P (∆t,τ) peut
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P(∆t,τ)
RT(∆t,∆f)
Q(ν,f)
D(ν,τ)
F∆t/ν F∆f/τ
F∆t/νF∆f/τ
Fig. 5.18 — Fonctions caractéristiques temporelles d’ordre 2 du modèle WSSUS
être interprétée comme une fonction d’autocorrélation selon la variable ∆t à τ fixée. Ces
fonctions sont reliées par Tf simple (théorème de Wiener-Kintchine) comme le montre
la figure 5.18.
Les 2 fonctions les plus utilisées en pratique sont la fonction RT (∆t,∆f) appelée
tout naturellement la fonction de corrélation du canal (fonction de corrélation du proces-
sus bidimensionnel que forme la fonction de transfert) ainsi que la fonction de diﬀusion
D (ν,τ). La fonction de diﬀusion D (ν,τ) = E
n
|U (ν,τ)|2
o
représente, le coeﬃcient de
transmission pour un retard τ et un Doppler ν. Elle peut être composée de distributions
de Dirac qui correspondent alors à des trajets spéculaires et/ou par une/des fonctions
continues qui correspondent plutôt à des diﬀusions.
Ces fonctions sont d’une grande utilité en pratique puisqu’elles permettent de réduire
le nombre de variables, ce qui simplifie l’analyse et/ou la modélisation. Vis à vis des durées
de trame temporelle et des largeurs de bande des systèmes classiques (ce qui n’englobe
pas les systèmes Ulb), le modèle Wssus est dans la grande majorité des cas justifié.
La définition de canal aléatoire sous-étalé est basée sur les étalements de la fonction
de diﬀusion de la même façon que celle d’un canal déterministe sous-étalé est basé sur
les étalements de la fonction d’étalement [545].
5.4.1.3 Caractérisation simplifiée et paramètres synthétiques
Les fonctions de 2 variables déduites des hypothèses de stationnarité décrivent entière-
ment les propriétés statistiques d’ordre 2. Lorsqu’on désire étudier un ensemble de canaux
Wssus (ou considérés comme tels), il est plus simple de synthétiser l’information propre
à chacun de ces canaux. On définit, dans ce sens, des fonctions marginales d’une seule
variable de type énergétique (Dsp 1D) et de type corrélative (fonction d’autocorrélation
1D). A partir de ces fonctions, on définit ce qu’on appelle des paramètres synthétiques ou
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paramètres caractéristiques propres aux diﬀérents domaines (ils permettent d’eﬀectuer
simplement des analyses sur un ensemble de canauxWssus).
On définit ainsi le profil de puissance moyen des retards, le profil de puissance moyen
Doppler ainsi que les fonctions de corrélation en fréquence et en temps, respectivement :
Pτ (τ) ,
Z
D (ν,τ) dν = P (0,τ)
Pν (ν) ,
Z
D (ν,τ) dτ = Q (ν,0)
Rfreq (∆f) , RT (0,∆f) =
Z
Q (ν,∆f) dν =
Z
Pτ (τ) exp
j2π∆fτ dτ
Rtemps (∆t) , RT (∆t,0) =
Z
P (∆t,τ) dτ =
Z
Pν (ν) expj2π∆tν dν
(5.55)
Dans le cas où le canal n’est pas stationnaire selon le temps et/ou la fréquence, il faut
conserver la dépendance au temps et/ou à la fréquence dans la définition de ces fonctions
(voir figure 5.17). On obtiendrait, par exemple, pour un canal non-stationnaire dans le
temps (par exemple sur un déplacement de plusieurs dizaines de mètres à l’extérieur des
bâtiments), un profil de puissance moyen des retards variant dans le temps Pτ (τ ,t) ou,
par exemple, dans le cas de l’Ulb (où le canal ne peut pas être considéré stationnaire en
fréquence), un profil de puissance moyen des retards variant en fréquence Pτ (τ ,f).
Quand on veut encore synthétiser l’information, on définit des paramètres synthé-
tiques et non plus des fonctions marginales 1D. On définit tout d’abord le paramètre
d’atténuation de puissance moyenne (aussi appelée perte de puissance moyenne ou path
Loss) :
A ,
Z
Pτ (τ) dτ =
Z
Pν (ν) dν = RT (0,0) (5.56)
Le paramètre défini dans la relation 5.56 est utile pour fixer le rapport signal à bruit
moyen et permet donc d’établir (quand la configuration géométrique de la liaison à la-
quelle correspond le canal est connue) le bilan de puissance. Ce paramètre est plus sou-
vent exprimé en dB. Pour définir les autres paramètres, il est plus simple d’introduire
les fonctions normalisées par l’atténuation moyenne des fonctions définies dans 5.55 (par
exemple, on définit ePτ (τ) = Pτ (τ) /A ou eRfreq (∆f) = Rfreq (∆f) /A). Les profils de
puissance moyens Doppler et des retards normalisés détiennent alors toutes les propriétés
des fonctions de densité de probabilité et il est donc possible de définir tous les paramètres
habituellement liés à ce type de fonctions (moyenne, écart-type, skewness, kurtosis ...).
S’il existe plusieurs manières de définir des mesures d’étalement, on utilise ici la plus
répandue dans ce contexte, c’est à dire l’écart-type. On définit ainsi la dispersion qua-
dratique moyenne des retards (Dispersion Rms des retards, c’est à dire l’écart-type des
retards) et la dispersion quadratique moyenne Doppler (Dispersion Rms Doppler, c’est à
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dire l’écart-type Doppler), respectivement, par :
στ =
sZ
(τ − τ)2 ePτ (τ) dτ
σν =
sZ
(ν − ν)2 ePν (ν) dν
(5.57)
où τ et ν sont respectivement le retard moyen et le Doppler moyen définis par :
τ =
Z
τ ePτ (τ) dτ
ν =
Z
ν ePν (ν) dν (5.58)
D’autres paramètres d’étalement tels que la fenêtre ou l’intervalle (des retards ou
Doppler) peuvent être définis [547]. Il est aussi possible de définir des paramètres de
forme tel que le skewness et le kurtosis des retards ou du Doppler [547]. Ces paramètres
sont respectivement les cumulants d’ordre 3 et 4 normalisés et permettent de caractériser
la forme (la symétrie et concavité/convexité) des profils de puissance moyen.
De la même manière, on définit des paramètres liés à l’étalement des fonctions de
corrélation fréquentielle et temporelle. On définit ainsi la bande de cohérence Bc,n% et le
temps de cohérence Tc,n% à n% (n ≤ 100) de la manière suivante :
min
©
Bc,n%
ª
tel que
¯¯¯ eRfreq ¡Bc,n%¢¯¯¯ = n
min
©
Tc,n%
ª
tel que
¯¯¯ eRtemps ¡Tc,n%¢¯¯¯ = n (5.59)
Les valeurs de 0,9, 0,7 et 0,5 pour n sont communément utilisées en pratique. A 90%,
cela permet de connaître la largeur de bande (respectivement la durée) sur laquelle le
canal reste approximativement constant, c’est à dire sur laquelle il n’y a pas de distorsion
d’amplitude, ce qui constitue une information importante si on veut dimensionner le
système de telle façon qu’il n’y est pas besoin d’égalisation. A 50%, cela permet de
connaître quel écart en fréquence (respectivement en temps) est nécessaire pour avoir
une décorrélation, ce qui constitue une information importante pour les techniques de
diversité fréquentielle (respectivement temporelle). Si les paramètres définis dans 5.57
et 5.59 sont utiles dans le cadre de la caractérisation et de la modélisation du canal
de propagation, ils sont aussi très importants pour les aspects systèmes. En eﬀet, à
partir de ces paramètres d’étalement ainsi que des paramètres d’étalement du système
(largeur de bande Bs et durée symbole Ts), on peut définir 4 types d’évanouissement
(évanouissements vus par le système) et donc autant de type de canal (canal vu par le
système) comme cela est représenté sur la figure 5.19.
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Fig. 5.19 — Diﬀérents types d’évanouissement temporels fonctions des paramètres d’éta-
lement du canal relativement aux paramètres d’étalement du signal temporel
On peut montrer que les bandes de cohérence (temps de cohérence) et dispersion des
retards (dispersion Doppler) traduisant l’étalement dans les domaines duals au sens de
la Tf varient en proportion inverse en accord avec la relation d’incertitude [548] :
στBc,n% ≥ arccos (n/100) /2π
σνTc,n% ≥ arccos (n/100) /2π
(5.60)
Les facteurs στBc,n% et σνTc,n% peuvent donc être considérés comme des paramètres
de forme sans unité représentatif respectivement des domaines retard/fréquence et Dop-
pler/temps. La relation d’incertitude 5.60 montre que les paramètres d’étalement ne
constituent pas une information entièrement redondante avec les paramètres de cohé-
rence.
Il est aussi possible de définir une dispersion fréquentielle et temporelle de la même
manière que dans 5.57 en remplaçant le profil de puissance moyen par le module de la
fonction de corrélation. Dans ce cas, la relation d’incertitude est définie de façon classique,
c’est à dire que le produit des dispersions Rms (en retard et en fréquence ou en Doppler
et en temps) est supérieur ou égal à 1/4π [30].
5.4.2 Domaine spatial
5.4.2.1 Cas général
En reprenant le formalisme de Bello et en l’appliquant au domaine spatial et plus
exactement aux fonctions de forme 1, on peut définir les 4 fonctions de corrélation de la
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manière suivante :
R0eh ¡rr,re; r0r,r0e¢ = Eneh (rr,re)⊗ eh∗ ¡r0r,r0e¢o
R0eh ¡rr,ke; r0r,k0e¢ = Eneh (rr,ke)⊗ eh∗ ¡r0r,k0e¢o
R0eh ¡kr,re;k0r,r0e¢ = Eneh (kr,re)⊗ eh∗ ¡k0r,r0e¢o
R0eh ¡kr,ke;k0r,k0e¢ = Eneh (kr,ke)⊗ eh∗ ¡k0r,k0e¢o
(5.61)
où le symbole ⊗ représente le produit de Kronecker. Il serait possible de définir les
matrices de corrélation d’une manière diﬀérentes Reh =E
½
Vec
³eh´Vec³eh´H¾ mais les
expressions définies dans 5.61 permettent d’obtenir des relations entrée-sortie de manière
simple car les colonnes correspondent aux diﬀérentes composantes de corrélation du signal
d’entrée alors que les lignes correspondent aux diﬀérentes composantes de corrélation du
signal de sortie. Les fonctions introduites dans 5.61 décrivent entièrement les propriétés
de corrélation spatiale (pour diﬀérentes positions et/ou pulsations spatiales et diﬀérentes
composantes de polarisation). Chacune des fonctions de corrélation décrites dans 5.61 est
en fait une matrice de corrélation de dimension 9 × 9 comportant les fonctions d’auto-
corrélation et d’intercorrélation entre les 9 canaux formés par la dimension polarisation
(il n’y a en fait que 45 = 9× (9 + 1) /2 fonctions de corrélations non-redondantes). Ces
fonctions sont reliées par double Tf. Les relations entrée-sortie d’ordre 2 s’expriment par :
Rvecs
¡
rr; r
0
r
¢
=
Z Z
R0eh ¡rr,re; r0r,r0e¢Rvece ¡re; r0e¢ d3red3r0e
Rvecs
¡
rr; r
0
r
¢
=
Z Z
R0eh ¡rr,ke; r0r,k0e¢Rvece ¡ke;k0e¢ d3red3r0e
Rvecs
¡
kr;k
0
r
¢
=
Z Z
R0eh ¡kr,re;k0r,r0e¢Rvece ¡re; r0e¢ d3red3r0e
Rvecs
¡
kr;k
0
r
¢
=
Z Z
R0eh ¡kr,ke;k0r,k0e¢Rvece ¡ke;k0e¢ d3red3r0e
(5.62)
où Rvece = Vec
³
E
©
eeH
ªT´T et Rvecs =Vec³E ©ssHªT´T sont les vecteurs comportant
les 9 fonctions d’auto et d’intercorrélations spatiales des signaux émis et reçus. Chaque
élément de la matriceR0eh (rr,re; r0r,r0e) représente la fonction de corrélation (les 9 fonctions
d’autocorrélation correspondent aux éléments
h
R0eh
i
k,l
pour k,l = 1,5 ou 9 et les 36
fonctions d’intercorrélation correspondent aux autres éléments) entre le canal reliant le
signal émis en re sur une composante de polarisation particulière et reçu en rr sur une
composante particulière de polarisation au canal reliant le signal émis en r0e sur une
composante particulière de polarisation et reçu en r0r sur une composante particulière de
polarisation. La signification de chacun des éléments des 3 autres matrices de fonctions
de corrélation se déduit aisément par analogie.
Pour rr = r0r = cste1 et re = r0e = cste2, c’est à dire pour un couple de positions
données d’émission et de réception, la matrice de corrélation Reh est constante et décrit
entièrement les propriétés à l’ordre 2 des 9 canaux formés par les combinaisons entre
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les diﬀérentes composantes de polarisation (pour le couple de position d’émission et de
réception).
Plutôt que de continuer le développement avec les matrices de fonctions de corrélation
introduites dans 5.61 (et 5.62), on prend en compte les restrictions imposées par les
propriétés physiques de la propagation des Oem comme cela a été fait précédemment
dans le cas déterministe. Des développements avec ces fonctions de corrélation, mais sans
la prise en compte de la polarisation donc avec des fonctions de corrélation scalaires, ont
été faits dans [1,535,536].
5.4.2.2 Caractérisation position-direction
Comme nous l’avons vu, le nombre d’onde du milieu étant constant (pour une fré-
quence donnée), il est possible de considérer localement (en position d’émission d’une part
et de réception d’autre part) que le spectre en pulsation spatiale est nul pour des normes
de pulsation spatiale diﬀérentes du nombre d’onde. Le terme localement nous amène tout
naturellement à considérer des distributions locales tel que nous l’avons fait précédem-
ment dans 5.3.5. Néanmoins, la diﬀérence majeure réside dans le fait qu’ici on s’intéresse
à l’aspect énergétique dans un contexte aléatoire, ce qui sous-entend des distributions
locales de type quadratique et non linéaire comme la Stft utilisée précédemment.
On utilise ici la notion de spectre physique en l’appliquant à une fonction de canal
spatial. Ceci aboutit à la définition d’un spectre physique de transfert (le terme transfert
provenant du fait que l’on traite d’un canal et non d’un signal [549]). On applique le dé-
veloppement suivant pour les fonctions matricielles de canal associées à la caractérisation
en terme de composante verticale et horizontale de polarisation (les 4 fonctions de droite
sur la figure 5.12), sachant que celui-ci aurait aussi bien pu être fait pour les fonctions
matricielles de canal associées à la caractérisation en terme de composante cartésienne de
polarisation (les 4 fonctions de gauche sur la figure 5.12) ou pour les fonctions scalaires
de canal associées à la caractérisation pour une antenne élémentaire donnée de la figure
5.13.
On définit tout d’abord, la fonction de corrélation fenêtrée :
R(γ)PT (rr,re;∆rr,∆re) = Rγ (rr;∆rr) ∗rr RPT (rr,re;∆rr,∆re) ∗re Rγ (re;∆re)
Rγ (r;∆r) = γ
µ
r +
∆r
2
¶
γ∗
µ
r − ∆r
2
¶
RPT (rr,re;∆rr,∆re) = E
½ehPT µrr + ∆rr
2
,re +
∆re
2
¶
⊗ eh∗PT µrr − ∆rr2 ,re − ∆re2
¶¾
(5.63)
où la fonction de corrélation Rγ (r;∆r) est associée à la fenêtre γ. Il aurait été possible
de définir une fenêtre diﬀérente entre émission et réception (par exemple d’étalement
diﬀérent) voir une fenêtre dépendant conjointement de ∆rr et de ∆re mais pour des
raisons de simplicité d’écriture, on a supposé deux fenêtres identiques, ce qui est suﬃsant
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dans notre contexte. Comme précédemment dans le cas déterministe, il est sous-entendu
que la fenêtre est choisie telle que son étalement spatial correspond (ou soit inférieur)
à une zone locale où l’hypothèse physique d’ondes planes Tem réelles est valide, ce qui
permet de considérer les pulsations spatiales de norme constantes. Dans bien des cas
pratiques et si l’étalement de la fenêtre est bien choisi, R(γ)eh ≈ Reh.
Les éléments
h
R(γ)PT (rr,re; 0,0)
i
k,l
pour k,l = 1,4 représentent alors les atténuations
moyennes de puissance des 4 canaux définis pour les diﬀérentes liaisons entre les com-
posantes verticales et horizontales de polarisation. Les autres éléments de la matrice
R(γ)PT (rr,re; 0,0) représentent les intercorrélations entre les diﬀérents canaux. Dans le cas
stationnaire (dans le sens stochastique), ces fonctions deviennent des paramètres (atté-
nuations moyennes de puissance et intercorrélations) ne dépendant plus des positions
d’émission et de réception re et rr.
A partir de la fonction de corrélation 5.63, il est possible de définir la matrice des
spectres et inter-spectres physiques de transfert spatial d’un canal aléatoire (non-forcément
stationnaire selon les variables de position d’émission et de réception), c’est à dire l’es-
pérance de la matrice des spectres physiques (et interspectres physiques) associés à la
réponse spatiale ehPT (rr,re) :
SPPT (rr,Ωr; re,Ωe)| {z }
4×4
= E
neh(γ)PT (rr,Ωr,re,Ωe)⊗ eh(γ)∗PT (rr,Ωr,re,Ωe)o
=
4¡
λ0e
¢2 ¡λ0r¢2
R R R(γ)PT (rr,re;∆rr,∆re)
exp (−j2π (k0rbar (Ωr) ·∆rr + k0ebar (Ωe) ·∆re)) d3∆rrd3∆re
(5.64)
Ainsi, la matrice définie dans 5.64 peut se construire à partir de la connaissance de
10 fonctions scalaires complexes (4 correspondant aux spectres et 6 correspondant aux
interspectres). Les éléments [SPPT (rr,Ωr; re,Ωe)]k,l pour k,l = 1,4 correspondent aux
spectres physiques alors que les autres éléments correspondent aux interspectres physique.
On peut définir deux autres fonctions matricielles de la même manière que dans 5.64 et
ainsi aboutir à la représentation de la figure 5.20.
Chacune de ces fonctions décrivent entièrement les propriétés quadratiques à l’ordre
2 du canal de propagation dans le domaine spatial, et ce tant que le nombre d’onde
est constant tant au niveau du site de réception qu’au niveau du site d’émission et que
l’étalement de la fenêtre γ a été bien choisi.
La fonction matricielle définie dans 5.64 est reliée à par transformée matricielle à la
matrice de dimension 9× 9 des spectres et interspectres physique liés à la description en
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SP PT(rr,Ωr;re,Ωe)
SP PT(rr,∆rr;re,Ωe)SP PT(rr,Ωr;re,∆re)
R (γ)(rr,re;∆re,∆rr)PT
F∆re/Ωe
F∆rr/Ωr
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F∆re/Ωe
F∆rr/Ωr
Fig. 5.20 — Fonctions caractéristiques spatiales à l’ordre 2 du canal de propagation ra-
dioélectrique
terme de composantes cartésiennes de polarisation :
SPPr;Pe (rr,Ωr; re,Ωe)| {z }
9×9
= E
neh(γ)Pr ;Pe (rr,Ωr,re,Ωe)⊗ eh(γ)∗Pr ;Pe (rr,Ωr,re,Ωe)o (5.65)
= fMTT (Ω)| {z }
9×4
SPPT (rr,Ωr; re,Ωe)| {z }
4×4
fMT (Ω)| {z }
4×9
où fMT (Ω) = (MT (Ω)⊗MT (Ω)) (voir annexe A.3). Le fait que les ondes puissent être
considérées comme Tem permet de réduire la dimension matricielle de 9×9 à 4×4 à partir
du moment où la dépendance aux directions à l’émission et à la réception est explicite.
On pourrait déduire 3 autres fonctions matricielles associées à 5.65 et représenter ces 4
fonctions comme sur la figure 5.20.
Il est possible à partir des caractéristiques du canal de propagation à l’ordre 2 et
des caractéristiques des antennes élémentaires utilisées au niveau du site d’émission et
de réception d’obtenir les caractéristiques d’ordre 2 du canal scalaire vu par le couple
d’antennes élémentaires. Pour cela, on applique 2 transformées matricielles à SPPT (en
général, ce sont les diagrammes vectoriels en terme de composantes verticale et horizontale
qui sont spécifiés pour les antennes) de la manière suivante :
SPant (rr,Ωr; re,Ωe)| {z }
Nr×Ne
= E
neh(γ)ant (rr,Ωr,re,Ωe)⊗ eh(γ)∗ant (rr,Ωr,re,Ωe)o (5.66)
= eGr (Ωr)| {z }
Nr×4
SPPT (rr,Ωr; re,Ωe) eGe (Ωe)| {z }
4×Ne
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où eGr (Ωr) ( eGe (Ωe)) sont des matrices de transformations déduites des diagrammes vec-
toriels des antennes élémentaires (voir 5.43) prises en compte en réception (en émission) :
eGr (Ωr)=Gr (Ωr)⊗Gr (Ωr)∗ (5.67)
A partir de SPant, il est bien évidemment possible d’obtenir les 3 autres fonctions de la
même manière qu’avec SPPT ou SPPr;Pe . La relation 5.66 montre que la connaissance des
fonctions caractéristiques du canal de propagation à l’ordre 2, prenant en compte la po-
larisation, permet de caractériser entièrement les statistiques d’ordre 2 du canal matriciel
Mimo quels que soient les réseaux utilisés en émission et en réception (et plus générale-
ment le canal vu par chacun des couples d’antennes constituant les réseaux d’émission et
de réception) et ce pour peu que les diagrammes vectoriels de réseaux sont connus (voir
chapitre 3). Pour que SPant constitue une description complète du canal de propagation
à l’ordre 2, il faut que eGr (Ωr) et eGe (Ωe) vérifie certaines propriétés (même si c’est le cas
rien n’assure que la connaissance des propriétés d’ordre 2 de la matriceMimo associée au
canal de transmission permette de connaître entièrement les propriétés d’ordre 2 du canal
de propagation). On pourrait déduire 3 autres fonctions matricielles associées à 5.66 et
représenter ces 4 fonctions comme sur la figure 5.20.
Les fonctions représentées sur la figure 5.20 permettent de relier les moments d’ordre
2 d’entrée et de sortie :
R(γ)vecsPT (rr,∆rr) =
Z Z
R(γ)PT (rr,re;∆rr,∆re)R(γ)vece (re,∆re) d3red3∆re
R(γ)vecsPT (rr,∆rr) =
Z Z
SPPT (rr,∆rr; re,Ωe)SPvecePT (re,Ωe) d3redΩe
SPvecsPT (rr,Ωr) =
Z Z
SPPT (rr,Ωr; re,∆re)R(γ)vece (re,∆re) d3red3∆re
SPvecsPT (rr,Ωr) =
Z Z
SPPT (rr,Ωr; re,Ωe)SPvecePT (re,Ωe) d3redΩe
(5.68)
où R(γ)vecsPT =Vec
³
E
©
sPT s
H
PT
ªT´T et R(γ)vecePT =Vec³E ©ePTeHPTªT´T sont les vecteurs
comportant les 2 fonctions d’autocorrélation et les 2 fonctions d’intercorrélation du si-
gnal de réception et du signal émis. Les vecteurs SPsPTr (rr,Ωr) et SPePTe (re,Ωe), s’ob-
tenant par Tf de R(γ)vecsPT et R(γ)vecePT respectivement, sont les vecteurs comportant les
2 fonctions d’autocorrélation (pour la composante verticale et horizontale) et les deux
fonctions d’intercorrélation (entre la coordonnée verticale et la coordonnée horizontale et
inversement) du signal de réception et du signal émis. Il serait possible de constituer des
relations entrée-sortie pour les 2 autres familles de fonctions matricielles (polarisation en
composantes cartésiennes et canal vu par des antennes).
5.4.2.3 Hypothèses de stationnarité
Comme cela a été souligné les fonctions introduites précédemment sont indispensables
à une caractérisation non-stationnaire du canal dans le domaine spatial. Dans ce para-
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Fig. 5.21 — Fonctions caractéristiques spatiales à l’ordre 2 du canal de propagation ra-
dioélectrique dans le cas stationnaire
graphe, on propose deux hypothèses de stationnarité qui permettent de simplifier les
fonctions introduites en diminuant le nombre de variables. Ces hypothèses détiennent
de plus un sens physique et pourront donc largement être posées dans le contexte de la
caractérisation mais aussi de la modélisation du canal de propagation.
Sur de petites zones de déplacement en émission et en réception, on peut considérer
que les statistiques à l’ordre 2 restent essentiellement identiques (les supports d’intégra-
tion sont alors implicitement restreints à ces zones de déplacement). Selon cette hypothèse
de stationnarité au sens large, toutes les fonctions précédentes deviennent indépendantes
des variables de position absolues de réception rr et d’émission re. Les fonctions caractéris-
tiques d’ordre 2 liées aux coordonnées verticale et horizontale de polarisation représentées
sur la figure 5.20 deviennent alors :
RPT (rr,re;∆rr,∆re) , RPT (∆rr,∆re)
R(γ)PT (rr,re;∆rr,∆re) , R(γ)PT (∆rr,∆re)
SPPT (rr,Ωr; re,∆re) , PPTr (Ωr;∆re)
SPPT (rr,∆rr; re,Ωe) , PPTe (∆rr;Ωe)
SPPT (rr,Ωr; re,Ωe) , PPTer (Ωr;Ωe)
(5.69)
Il serait possible de définir par analogie ce type de fonctions dans le cadre de la
description cartésienne ou de la description du canal vu par des antennes particulières. Ces
fonctions sont représentées sur la figure 5.21 (les relations étant inchangées par rapport
à 5.20).
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L’analyse des fonctions de corrélations définies dans 5.61 montrerait que la stationna-
rité au sens large selon les variables de position d’émission et de réception est équivalente
à une décorrélation totale pour des pulsations spatiales diﬀérentes, et donc en particulier
pour des directions diﬀérentes, que ce soit en émission ou en réception.
Les hypothèses de stationnarité peuvent se résumer par les deux lignes suivantes :
- Wss en émission selon re ≡Us en émission selon ke ⇒Us en émission selon Ωe,
- Wss en réception selon rr ≡Us en réception selon kr ⇒Us en réception selon Ωr.
Les modèles basés sur ces fonctions seront tout naturellement nommés modèles spa-
tialement stationnaires au sens large (S-Wss) ou modèles à diﬀuseurs spatialement dé-
corrélés (S-Us pour Spatially-Uncorrelated Scattering).
5.4.2.4 Caractérisation simplifiée et paramètres synthétiques
Comme dans le cas temporel, afin d’interpréter plus immédiatement les principales
caractéristiques d’un canal, il est souvent utile de définir des fonctions simplifiées et
des paramètres caractéristiques synthétisant l’information. Afin de réduire le nombre de
variables des fonctions, il est possible de définir des fonctions marginales d’émission et de
réception, de diminuer le nombre de variables sur chacun des 2 sites et/ou de réduire le
nombre d’éléments de la matrice (c’est à dire simplifier la caractérisation de la dimension
polarisation).
On définit à partir des fonctions simplifiées des paramètres propres à l’émission et à
la réception traduisant les caractéristiques spectrales d’une part, et, corrélatives d’autre
part. On s’attache à la description en terme de composantes verticale et horizontale
sachant que cela pourrait s’appliquer à la description cartésienne du canal ou à la des-
cription du canal vu par des antennes particulières. Ces paramètres sont constants dans le
cas stationnaire S-Wss mais varient à moyen terme en fonction des positions d’émission
et de réception dans le cas plus général ou l’hypothèse de stationnarité n’est pas vérifiée.
Puisqu’il y a plusieurs combinaisons de polarisation entre émission et réception (ou
plusieurs combinaison d’antennes d’émission et de réception), on a naturellement plusieurs
atténuations. On définit les 4 gains moyens correspondant aux liens entre les composantes
de polarisation verticales et horizontales d’émission et de réception :
Avv = [RPT (0,0)]1,1 =
h
R(γ)PT (0,0)
i
1,1
Avh = [RPT (0,0)]4,1 =
h
R(γ)PT (0,0)
i
4,1
Ahv = [RPT (0,0)]1,4 =
h
R(γ)PT (0,0)
i
1,4
Ahh = [RPT (0,0)]4,4 =
h
R(γ)PT (0,0)
i
4,4
(5.70)
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Fig. 5.22 — Fonctions caractéristiques spatiales à l’ordre 2 du canal de propagation ra-
dioélectrique dans le cas stationnaire - cas scalaire
où Avh représente l’atténuation moyenne au canal liant la composante verticale d’émission
à la composante horizontale de réception (les autres atténuations se déduisant simple-
ment). Rappelons qu’il n’est pas possible de définir une atténuation moyenne globale
indépendamment de la répartition de la puissance émise sur les diﬀérentes composantes
de polarisation. Si on considère que ces puissances sont égales, l’atténuation moyenne
globale est égale à (Avv +Avh +Ahv +Ahh) /2. Une autre possibilité est de définir une
atténuation de puissance moyenne globale par (Avv +Avh +Ahv +Ahh) /4. Elle repré-
sente alors l’atténuation de puissance moyenne sur toutes les combinaisons possibles de
polarisation, c’est à dire sur tous les canaux formés par la dimension polarisation.
Les 6 coeﬃcients de corrélation s’obtiennent en normalisant par les puissances moyennes
définies précédemment dans 5.70 les éléments de la matrice RPT (0,0). Par exemple, le
coeﬃcient de corrélation entre le canal reliant les composantes verticales d’émission et
de réception et le canal reliant les composantes horizontales d’émission et de réception
s’obtient par :
cvevr;hehr =
[RPT (0,0)]2,2√
AvvAhh
=
[RPT (0,0)]3,3√
AvvAhh
(5.71)
Les 5 autres coeﬃcients de corrélation se déduisent de la même manière.
Afin de simplifier la caractérisation, on introduit souvent des fonctions scalaires [1,
535, 536] pour la caractérisation du canal. Une fonction scalaire peut alors représenter
un des éléments des matrices introduites dans 5.69, des matrices de description du canal
dont la dimension polarisation est exprimée en coordonnées cartésiennes, des matrices de
description du canal vu par des antennes particulières. Quelle que soit la signification de
ce groupe de fonctions scalaires, on peut les représenter par la figure 5.22.
Les paramètres introduits par la suite se déduisent de ces fonctions dans le cas où
R (∆rr,∆re) représente une autocorrélation (et non pas une intercorrélation).
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La définition des paramètres dans le domaine spatial n’est pas exactement similaire à
ceux du domaine temporel du fait de l’aspect tri-dimensionnel de la dimension spatiale.
Ainsi, on définit des fonctions simplifiées variant selon une variable scalaire d’espace, c’est
à dire dans notre cas selon une ligne droite comme cela a été introduit dans la partie 5.2.2.
Les paramètres que l’on introduit sont basés sur la description scalaire du canal.
On définit le profil de puissance moyen angulaire en émission, le profil de puissance
moyen angulaire en réception, la fonction de corrélation en émission ainsi que la fonction
de corrélation en réception :
P e (θe,φe) =
1
4π
Z
P (Ωr,Ωe) dΩr = RP (0,Ωe)
P r (θr,φr) =
1
4π
Z
P (Ωr,Ωe) dΩe = PR (Ωr,0)
Re (∆re) = R (0,∆re) =
1
4π
Z
PR (Ωr,∆re) dΩr
Rr (∆rr) = R (∆rr,0) =
1
4π
Z
RP (∆rr,Ωe) dΩe
(5.72)
On définit le gain moyen par :
P =
1
4π
Z
P e (θe,φe) dΩe =
1
4π
Z
P r (θr,φr) dΩr = R
e (0) = Rr (0) (5.73)
On définit les paramètres de dispersion angulaire Rms d’élévation en émission et en
réception par :
σφe =
sZ ¡
φe − φe
¢2
P e (θe,φe) dΩe/
¡
4πP
¢
σφr =
sZ ¡
φr − φr
¢2
P r (θr,φr) dΩr/
¡
4πP
¢ (5.74)
où φe et φr sont les directions moyennes d’émission et de réception en élévation définies
par :
φe =
Z
φeP
e (θe,φe) dΩe/
¡
4πP
¢
φr =
Z
φrP
r (θr,φr) dΩr/
¡
4πP
¢ (5.75)
Le calcul des dispersions angulaires Rms azimutales se fait d’une manière un peu
diﬀérente du fait de la définition modulo 2π des angles d’azimut. Ils sont définis, respec-
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tivement, en émission et en réception par :
σθe =
sZ Z θe+π
θe−π
¡
θe − θe
¢2
P e (θe,φe) dΩe/
¡
4πP
¢
σθr =
sZ Z θr+π
θr−π
¡
θr − θr
¢2
P r (θr,φr) dΩr/
¡
4πP
¢ (5.76)
où les directions moyennes d’émission et de réception en azimut s’expriment par :
αe exp
jθe =
Z
P e (θe,φe) exp (jθe) dΩe
αr expjθr =
Z
P r (θr,φr) exp (jθr) dΩr
(5.77)
De la même manière que nous avons défini des temps de cohérence et bande de cohé-
rence, il est possible de définir des distances de corrélation (en émission et en réception)
mais pour une direction particulière de l’espace, c’est à dire pour une direction de dépla-
cement. Dans ce sens, on définit les fonctions de corrélations suivantes :
ReΘ0e,Φ0e (∆re) = R
e ¡bar ¡Θ0e,Φ0e¢ ·∆re¢ (5.78)
RrΘ0r,Φ0r (∆rr) = R
r ¡bar ¡Θ0r,Φ0r¢ ·∆rr¢
Ces fonctions correspondent aux fonctions de corrélation spatiales évaluées selon la
direction de déplacement Θ0e,Φ0e (azimut et élévation) en émission et Θ0r,Φ0r en réception. Il
est possible de relier chacune de ces fonctions aux profils de puissance moyens respectifs.
en ce qui concerne l’émission, on a :
ReΘ0e,Φ0e (∆re) =
1
4π
Z
P e (θe,φe) exp
¡
jk0
¡bar ¡Θ0e,Φ0e¢ · bar (θe,φe)¢∆re¢ dΩe(5.79)
=
1
2π
Z
P eΘ0e,Φ0e
³eke´ exp³jeke∆re´ deke
où P e (θe,φe) et P
e
Θ0e,Φ0e
³ek´ sont reliés par la relation 5.13.
En posant ek = k0 (bar (Θ0r,Φ0r) · bar (θe,φe)) = k0 cos (Ψ), on peut remarquer que le
spectre P eΘ0e,Φ0e
³eke´ ne dépend en fait que de l’angle Ψ (angle de l’onde relativement à la
direction de déplacement) puisque k0 est considéré constant et défini par le milieu. Par
analogie, on peut obtenir les mêmes résultats pour la réception.
Les distances de corrélation en émission et en réception (sous-entendues pour les
directions de déplacement considérées) sont respectivement définies par :
min
n
Dec,n% > 0
o
tel que
¯¯¯
ReΘ0e,Φ0e
³
Dec,n%
´¯¯¯
/P =
n
100
min
n
Drc,n% > 0
o
tel que
¯¯¯
RrΘ0r ,Φ0r
³
Drc,n%
´¯¯¯
/P =
n
100
(5.80)
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Fig. 5.23 — Diﬀérents types d’évanouissement spatiaux fonctions des paramètres d’étale-
ment du canal relativement aux paramètres d’étlament du signal spatial
On peut de plus définir les étalements en pulsation spatiale (scalaire) de la manière
suivante :
σeke =
sZ ³eke − eke´2 P eΘ0e,Φ0e ³eke´ deke/ ¡2πP¢
σekr =
sZ ³ekr − ekr´2 P rΘ0r ,Φ0r ³ekr´ dekr/ ¡2πP¢
(5.81)
où eke et ekr sont respectivement la pulsation spatiale moyenne d’émission et de récep-
tion :
eke =
sZ ekeP eΘ0e,Φ0e ³eke´ deke/ ¡2πP¢
ekr =
sZ ekrP rΘ0r ,Φ0r ³ekr´ dekr/ ¡2πP¢
(5.82)
Ces paramètres moyens sont reliés à l’angle moyen par rapport à la direction de
déplacement par arccos
³eke/k0e´ pour l’émission et par arccos³ekr/k0r´ pour la réception.
Si les paramètres définis dans 5.80 et 5.81 sont utiles dans le cadre de la caractérisation
et de la modélisation du canal de propagation, ils sont aussi très importants pour les
aspects systèmes. En eﬀet, à partir de ces paramètres d’étalement ainsi que des paramètres
d’étalement du système (extension spatiale du réseau d’émission De et de réception Dr
et résolution de pulsation spatiale d’émission Bke et de réception Bkr), on peut définir 4
types d’évanouissement (évanouissements vus par le système) et donc autant de type de
canal (canaux vus par le système), comme cela est représenté sur la figure 5.23.
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Il faut bien noter que la représentation de la figure 5.23 et donc les paramètres spatiaux
d’étalement permettent d’obtenir des informations pour savoir s’il est plus judicieux d’uti-
liser des méthodes de formation de faisceaux ou de diversité spatiale (de position et/ou de
direction) mais ne renseigne pas forcément sur la possibilité de multiplexage spatial [550].
La dimension polarisation, non traité par ces paramètres et la représentation de la figure
5.23 peut permettre de créer de la diversité entre antennes même si dans le volume oc-
cupé par le réseau, le canal n’est pas sélectif. Comme dans le domaine temporel, les deux
types de paramètres (distance de corrélation et dispersion en pulsation spatiale) varient
en proportion inverse en accord avec la relation d’incertitude [548] :
σekeDec,n% ≥ arccos (n/100) /2π
σekrDrc,n% ≥ arccos (n/100) /2π (5.83)
Dans le cas où la propagation se fait exclusivement dans le plan azimutal, et que
les directions de déplacement sont choisies dans ce même plan, ce qui est générale-
ment le cas, il est possible de relier le profil de puissance moyen angulaire d’entrée
P e (θe,φe) = P
e (θe) δ (φe − π/2) au profil de puissance moyen P eΘ0e,Φ0e
³eke´ = P eΘ0e ³eke´
par la relation de Gans 5.15. Dans ce cas et si la dispersion angulaire est suﬃsamment
petite, on pourra utiliser une relation approchée liant la dispersion angulaire azimutale,
la distance de cohérence et l’angle moyen d’azimut relativement à la direction de dé-
placement [77], ce qui permet de réduire à 2 valeurs (dispersion angulaire et direction
moyenne) la caractérisation dans le plan azimutal et pas seulement pour une direction de
déplacement.
Une définition un peu diﬀérente des paramètres caractéristiques spatiaux est proposée
dans [551]. Le vecteur de direction moyen s’exprime par :
µΩ = µΩar
¡
θ,φ
¢
=
Z
ar (θ,φ)P (θ,φ) dΩ/
¡
4πP
¢
(5.84)
où les angles θ et φ définissent la direction moyenne dans le plan 3D. Il est montré
dans [551] que la norme µΩ est directement reliée au paramètre de dispersion des direction
suivant :
σΩ =
sZ
k(ar (θ,φ)− µΩ)k2 P (θ,φ) dΩ/
¡
4πP
¢
=
q
1− µ2Ω (5.85)
où σΩ est un scalaire compris entre 0 et 1 (car 0 ≤ µΩ ≤ 1) et de plus σΩ = 0 (pas
d’étalement angulaire, c’est à dire que l’énergie arrive dans une direction particulière)
et σΩ = 1 (étalement maximal, c’est à dire que les ondes arrivent également de toutes
les directions de l’espace), si et seulement si, µΩ = 1 et µΩ = 0 respectivement. Ainsi le
paramètre vectoriel 3D µΩ comporte les informations de direction moyenne mais aussi de
dispersion des directions. Il est démontré dans [551] que le paramètre de dispersion σΩ et
le paramètre de distance de cohérence min
Θ0,Φ0
©
Dc,n%
ª
vérifie la relation d’incertitude 5.83.
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Fig. 5.24 — Fonctions caractéristiques à l’ordre 2 du canal de propagation radioélectrique
- Cas ST-WSSUS
5.4.3 Canal St-Wssus et caractérisation à partir de mesures
De la même manière que dans le cas déterministe, on présente la synthèse des 2
domaines. Afin de simplifier la représentation, en particulier de diminuer le nombre de
variables, on considère le cas stationnaire dans tous les domaines ce qui aboutit au canal
St-Wssus : lorsque l’hypothèse Wssus (stationnarité en temps et en fréquence) ainsi
que l’hypothèse S-Wss (stationnarité du canal selon les variables de position d’émission
et de réception) sont valides, on parle de canal St-Wssus. On peut alors représenter les
fonctions et leurs relations comme sur la figure 5.24.
Les fonctions ainsi définies peuvent être à la base des modèles St-Wssus spatio-
temporels de canal pour des applications Mimo large bande. Au moins une de ces fonc-
tions devra être spécifiée analytiquement (les autres pouvant être déduites de celle-ci).
Dans le contexte de la simulation, il faudra trouver un moyen de simuler une des fonc-
tions aléatoires de canal définies dans 5.14 (avec éventuellement une prise en compte du
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système, c’est à dire des filtres et des réseaux d’antennes d’entrée et de sortie) dont les
propriétés statistiques d’ordre 2 vérifient le modèle spécifié.
Dans la plupart des cas pratiques rencontrés dans le contexte de la caractérisation,
les fonctions caractéristiques d’ordre 2 du canal définies précédemment, doivent être es-
timées. En eﬀet, dans le cas d’analyses sur des mesures de propagation, par exemple,
une seule réalisation statistique est disponible. Néanmoins, sous certaines conditions et
dans certaines limites imposées par le système (type d’antennes, largeur de bande, durée
de mesure ...), cette réalisation statistique peut permettre d’estimer les fonctions ou une
partie de leurs caractéristiques.
La dimension réalisation exploitée par l’opérateur d’espérance mathématique E{•}
n’étant pas accessible par la mesure (il n’y a qu’une seule réalisation), elle doit être
remplacée par une ou plusieurs des dimensions mesurables (temps, fréquence, espace à
l’émission et/ou espace à la réception). Dans la plupart des cas, on utilisera la moyenne
temporelle pour estimer tout ou partie des fonctions caractéristiques d’ordre 2. Pour
que la moyenne temporelle corresponde asymptotiquement (quand la durée est infinie) à
l’espérance mathématique, il faut que le canal soit ergodique (selon la dimension temps),
ce qui implique qu’il soit stationnaire selon la dimension temporelle. Comme les fonctions
à estimer concernent l’ordre 2 statistique, il est suﬃsant d’avoir la propriété d’ergodisme
au sens large, ce qui suppose la propriété de stationnarité au sens large (Wss).
Pour conclure, on peut dire que les propriétés de stationnarité et d’ergodisme ne
sont pas strictement vérifiables à partir de mesures de propagation puisqu’il faut que la
fonction de transfert du canal soit ergodique (au moins selon une des dimensions) pour
pouvoir calculer des grandeurs statistiques représentatives utiles à la vérification de la
propriété de stationnarité. C’est pour cette raison qu’on considère dans le contexte de la
caractérisation du canal par des mesures de propagation ces hypothèses comme vraies au
moins localement (dans certaines limites temporelle, fréquentielle et spatiale sur les deux
sites).
5.5 Conclusion
Ce chapitre a dressé une synthèse sur la caractérisation spatio-temporelle du canal
d’un point de vue signal et ce, dans le contexte particulier où la transmission se fait par
propagation d’ondes radioélectriques. Dans une certaine mesure (il faut en particulier
que le milieu soit linéaire), cette étude peut aussi s’appliquer aux canaux associés aux
communications par ondes acoustiques.
Dans un premier temps, nous avons défini le type d’entrée et de sortie (et donc
la représentation mathématique associée) associé à ce canal. Pour cela nous avons non
seulement pris en compte les dimensions temporelles et spatiales du canal mais aussi la
dimension polarisation, caractéristique intégrante des ondes radioélectriques. Sur cette
base, nous avons défini les signaux transmis (d’entrée et de sortie), ainsi que plusieurs
méthodes de caractérisation basées sur la Tf, la Stft, la théorie du changement de
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variable (sphériques-cartésiennes), ainsi que sur la réduction du nombre de dimension
spatiale de 3 à 1, tout cela en prenant en compte les phénomènes physiques.
Dans les deux parties suivantes, nous avons discuté de la description des dimensions
temporelles et spatiales (prenant en compte la polarisation) séparément puis conjointe-
ment aussi bien dans un contexte déterministe que stochastique. La prise en compte des
connaissances physiques quant aux dimensions spatiales et temporelles nous a permis
de mettre en évidence les principales diﬀérences mais aussi les analogies possibles entre
ces deux domaines, notamment par l’intermédiaire d’un modèle physique simple. D’autre
part, nous avons montré, en particulier, que la notion de spectre angulaire de transfert
n’est valide que localement et qu’il faut donc pour rester dans un contexte général d’ap-
plication, définir un spectre angulaire de transfert variant dans l’espace. Nous avons aussi
montré comment les antennes peuvent être prises en compte pour définir, à partir des
fonctions associées au canal de propagation, un canal théorique représentant le canal vu
par des antennes particulières et le canal matriciel de transmission Mimo. D’autre part,
quel que soit le domaine, nous avons défini, dans le contexte statistique, des fonctions ca-
ractéristiques d’ordre 2 permettant de prendre en compte le cas non-stationnaire. Enfin,
dans le cas statistique stationnaire, nous avons introduit les principaux paramètres liés
aux diﬀérents domaines permettant de synthétiser l’information.
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Chapitre 6
Modélisation et simulation du
canal de transmission MIMO
6.1 Introduction
Ce chapitre traite du problème de la modélisation à un niveau proche des préoccupationssystèmes et en particulier de la simulation du canal. On s’intéresse à la modélisation
du canal de propagation, et plus particulièrement à celle du canal de transmissionMimo,
dans l’objectif de décrire un simulateur du point de vue de l’implantation (numérique).
Afin que l’implantation soit la plus indépendante possible de l’application visée, il
convient de décrire une structure de simulation générique pouvant prendre en compte
une multitude de cas (concernant les communications sans fil en milieu terrestre à courte
distance). Comme dans les chapitres précédents, l’approche proposée est basée sur la
séparation des phénomènes de propagation et du système proprement dit (possible pour
les gammes de fréquence concernées). Comme nous le verrons dans la première partie,
cette séparation peut se faire par le biais du modèle à rayons, physiquement justifié
et présenté dans le chapitre 4. Deux des particularités du simulateur proposé sont la
possibilité de simuler des systèmes Mimo (avec n’importe quels types d’antennes) et de
pouvoir simuler des chaînes de communication sur des canaux non-stationnaires selon la
dimension temporelle (simulateur réaliste même pour de longues durées de simulation).
Dans une première partie, on présente la méthode permettant de générer le canal de
transmissionMimo sous sa forme discrète, c’est à dire de générer la matrice des fonctions
de transfert variant dans le temps, puis la méthode permettant, à partir de celui-ci,
d’obtenir un vecteur de signaux de sortie échantillonnés à partir d’un vecteur de signaux
d’entrée échantillonnés.
La deuxième partie traite plus spécifiquement de l’approche stochastique de modé-
lisation des paramètres liés à la propagation (par opposition aux paramètres systèmes),
c’est à dire des rayons. Cette approche est fortement motivée par la possibilité de définir
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les paramètres de ce modèle à partir de données expérimentales concernant les fonctions
de canal (chapitre 5).
6.2 Modèle générique et simulation du canal
6.2.1 Généralités
La simulation du canal consiste à générer une des fonctions de canal décrites dans la
figure 5.14 et à l’utiliser afin d’obtenir le signal de sortie à partir du signal d’entrée via
l’application conjointe de la relation 5.46 et d’une des relations 5.28.
Puisqu’on se place dans le contexte de la simulation numérique, il faudra aussi prendre
en compte l’échantillonnage des signaux à l’entrée et à la sortie du canal. Les échantillons
d’entrée et de sortie correspondent soit à des échantillons temporels, soit à des échantillons
tempo-fréquentiels (systèmes multiporteuses) en ce qui concerne le domaine temporel et
aux diﬀérentes antennes d’émission et de réception en ce qui concerne le domaine spatial.
On discerne 2 grandes approches pour la modélisation et la simulation du canal :
- L’approche basée sur les évanouissements sélectifs : le canal est mathémati-
quement représenté par un coeﬃcient de transfert complexe variant en
fonction du temps, de la fréquence, des positions d’émission et/ou des positions de
réception. A petite échelle, ces évanouissements sont généralement modélisés par
un processus complexe gaussien stationnaire. La simulation numérique de ces éva-
nouissements peut alors s’envisager par le filtrage d’un bruit blanc gaussien (souvent
utilisé pour les évanouissements temporels) ou par une transformation matricielle
linéaire sur des échantillons gaussiens indépendants (souvent utilisée pour générer
les évanouissements spatiaux dans un contexte Simo/Miso ou Mimo).
- L’approche basée sur la notion de trajets multiples : chaque trajet transfère une
version du signal émis, atténuée, déphasée, retardée, décalée en fréquence, avec
une certaine direction de départ et une certaine direction d’arrivée. Ces trajet se
représentent généralement par des distributions de Dirac pondérées et positionnées
dans un espace multidimensionnel. Cette approche détient une grande signification
physique.
Ces 2 méthodes s’utilisent souvent conjointement. Par exemple, dans les modèles
normalisés proposés initialement dans le projet COST207 [161, 552], les trajets sont dé-
terminés par leur retard et leur puissance moyenne et on applique pour chacun d’eux des
évanouissements temporels à valeurs complexes (matrice complexe pour un canalMimo).
Le modèle utilisé dans la suite est celui présenté dans le chapitre 4. Il fait intervenir
la notion de trajets multiples. Ce modèle permet intrinsèquement de prendre en compte
les caractéristiques du canal de propagation indépendamment de celles du système, en
particulier des antennes d’émission et de réception.
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Décalage Doppler relatif eνdiff 0i (t) = eνdiffi + δeνdiffi (t)
Angle d’azimut en émission θ0e,i (t) = θe,i + δθe,i (t)
Angle de coélévation en émission φ0e,i (t) = φe,i + δφe,i (t)
Angle d’azimut en réception θ0r,i (t) = θr,i + δθr,i (t)
Angle de coélévation en réception φ0r,i (t) = φr,i + δφr,i (t)
Matrice de dépolarisation (2× 2) χ0i (t) = χi + δχi (t)
Atténuation complexe α0i (t) = αi × δαi (t)
Retard absolu de propagation τ 0i (t) = τ i + δτ i (t)
Instant d’apparition tapp,i
Instant de disparition tdisp,i
Tab. 6.1 — Liste des paramètres et fonctions liés aux trajets utiles à la simulation du
canal de transmission
6.2.2 Le modèle à rayons
6.2.2.1 Description
Plutôt que d’employer le terme de trajet souvent utiliser dans le sens de trajet prédo-
minant, on utilisera souvent le terme rayon. Un rayon est, contrairement à l’appellation
trajet, toujours spéculaire et admet donc comme modèle mathématique une distribution
de Dirac multidimensionnelle. Le modèle à rayons est un modèle entièrement paramé-
trique s’appuyant sur la possibilité de représenter le lien entre deux zones séparées de
l’espace par un ensemble de plusieurs chemins de propagation.
Vis à vis des largeurs de bande et des dimensions des réseaux d’antennes envisagés
pour la plupart des systèmes de communication, on peut supposer que les paramètres
associés à ces rayons ne dépendent que du temps. La dépendance au temps est impor-
tante pour des simulations réalistes de longue durée (simulation du canal dite à moyenne
échelle). Ces changemements de propriétés des rayons proviennent essentiellement du
mouvement du (des) site(s) mobile(s) et à moindre mesure du mouvement des diﬀuseurs
actifs présents dans le canal. Si la première cause touche tous les trajets, la deuxième
cause touche un nombre limité de trajets (en eﬀet une minorité de trajets entrent en
interaction avec des diﬀuseurs mobiles).
On ajoute donc aux paramètres de rayons définis dans le tableau 4.1, des paramètres
prenant en compte les variations temporelles des rayons. Pour déterminer les paramètres
à ajouter, il faut se poser la question du type de phénomènes rencontrés dans des cas
concrets. On peut séparer ces phénomènes en apparition/disparition de rayons (birth and
death process [546]) et glissements de rayons [355,388,404,437,553—555]. Afin de prendre
en compte ces phénomènes, on complète les paramètres associés aux rayons comme indi-
qué dans le tableau 6.1.
Les instants d’apparition et de disparition définissent la période sur laquelle les rayons
sont à prendre en compte. On rappelle qu’on nomme paramètres de position tous les
paramètres du tableau 6.1 autre que l’atténuation complexe et les instants d’apparition
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Fig. 6.1 — Les diﬀérentes méthodes permettant de fixer les valeurs des paramètres (ou de
certains des paramètres)
et de disparition. Les composantes variables des paramètres (dont le nom commence par
δ) sont définies par une fonction continue à un seul paramètre (sinusoïde, droite, fonction
arctangente ou triangulaire). La fonction δαi (t) doit être continue et tendre vers 0 aux
instants d’apparition ti,app et de disparition ti,app du trajet (fonction sinusoïdale définie
sur π ou utilisation de 2 fonctions de transition de type arctangente). Elle aura la même
forme pour tous les rayons et ne dépendra, en conséquence que des instants d’apparition
et de disparition.
Si on voulait prendre en compte d’éventuelles ondes sphériques, il suﬃrait d’ajouter
2 paramètres à chaque rayon : le rayon de sphéricité sur le site d’émission et le rayon de
sphéricité sur le site de réception. Dans le cas de l’Ulb, il serait nécessaire d’ajouter une
dépendance à la fréquence de l’atténuation (α0i (t,f)) et de la matrice de dépolarisation
(χ0i (t,f)). Les trajets de propagation deviennent alors dispersifs en fréquence et ne sont
plus représentables par une distribution de Dirac.
6.2.2.2 Paramétrage du modèle
Le problème réside maintenant dans le choix de la valeur de ces paramètres. Cela
nécessite des connaissances sur la propagation dans le milieu considéré. Diﬀérentes mé-
thodes pour fixer ces paramètres, ou au moins certains d’entre-eux, sont exposées sur
la figure 6.1. On peut envisager une approche déterministe, une approche probabiliste
ou une approche mixte. Par exemple, les modèles normalisés, spécifiant retards et puis-
sance des trajets prépondérants, permettent de fixer les τ i et les |αi|2 alors que les autres
paramètres doivent être fixés d’une autre manière (par exemple aléatoirement).
Il est aussi possible d’obtenir ces paramètres à partir d’une technique de lancer/tracé
de rayons appliquée à un environnement particulier ou à partir de mesures [446,491,494,
495,499]. Une analyse et une modélisation statistique basées sur des résultats de mesures
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(par exemple, [356, 392, 396, 397, 399], dans le contexte Simo de propagation en 2D) ou
de lancer/tracé de rayons [388,389,408] peuvent fournir des modèles probabilistes sur les
valeurs de paramètres des rayons.
En plus de ces méthodes, des approches théoriques basées sur les phénomènes phy-
siques permettent aussi d’obtenir des lois décrivant la valeur de ces paramètres. Parmi
les modèles théoriques prenant en compte tant l’aspect polarisation que l’aspect spa-
tial à l’émission et à la réception, on retrouve en particulier, le modèle de Svantes-
son [507, 528, 556, 557]. Ce modèle est basé sur les propriétés d’interactions entre l’onde
électromagnétique et des formes parfaites telles que des cylindres ou des sphères associées
à un modèle géométrique statistique des positions des diﬀuseurs. Dans [509], un modèle
stochastique sur les paramètres de rayons et une méthode générique de simulation basée
sur les résultats de plusieurs campagnes de mesures (COST259 et du COST273) sont
proposés. Ces deux modèles permettent de simuler le canal de transmission Mimo de
systèmes exploitant la diversité de polarisation. Il est aussi possible pour des raisons d’ab-
sence d’information, ou par simplicité, de fixer arbitrairement certains des paramètres.
Un modèle stochastique sur les paramètres des rayons est développé par la suite.
6.2.3 Simulation numérique
Quelle que soit la manière dont on génère les valeurs des paramètres de rayons, il
s’agit ensuite de les utiliser afin de simuler le canal de transmission puis d’eﬀectuer la
transformation linéaire du signal d’entrée pour obtenir le signal de sortie. Le problème
de l’obtention de la matrice des fonctions de transfert variant dans le temps associée au
canal de transmission dans le cas continu est décrit dans la partie 4.6 du chapitre 4. Les
relations entrée-sortie présentées dans le chapitre 5 permettent ensuite d’obtenir le signal
de sortie à partir du signal d’entrée et du canal de transmission.
On s’intéresse ici plus particulièrement à la simulation numérique, qui constitue la
base de la simulation logicielle et matérielle du canal de transmission et de son eﬀet sur
le signal à transmettre. On présente la structure du simulateur, l’expression du canal
de transmission Mimo dans le cas continu (le temps et la fréquence sont des variables
continues) puis son expression dans le cas discret. Enfin, on montrera comment à partir du
canal de transmission discret et des échantillons d’entrée, on peut obtenir les échantillons
de sortie.
6.2.3.1 Structure du simulateur
La figure 6.2 illustre la structure du simulateur.
Tout d’abord, on remarque le découplage entre système et milieu de propagation per-
mettant de simuler un canal de propagation donné pour n’importe quel type de système,
en particulier n’importe quel type de réseaux d’antennes (dans les zones spatiales et pour
la bande de fréquence concernées).
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Fig. 6.2 — Structure du simulateur de canal
6.2 Modèle générique et simulation du canal 221
Structure géométrique
Position (et orientation)
des antennes
Réseau d'antennes
Diagrammes de 
rayonnement
vectoriels
Modèle théorique
d'antenne élémentaire
(dipôle, boucle,...)
Modèle de matrice
de couplage
Mesures
d'antennes
Fig. 6.3 — Paramètres et fonctions associés à un réseau d’antennes
Naturellement, les paramètres des rayons décrits précédemment font partis des para-
mètres liés au canal de propagation. Nous avons choisi, de placer la configuration géomé-
trique de la liaison et son évolution au cours du temps (parcours du/des mobiles) dans les
paramètres liés au canal de propagation car celles-ci influent sur les paramètres de rayons.
En eﬀet, en considérant que le mouvement des diﬀuseurs est négligeable, les variations
temporelles des caractéristiques des rayons peuvent être entièrement déduites de leurs
variations spatiales le long de la/des trajectoire(s) du/des mobile(s).
En ce qui concerne le système, on remarque le découplage entre les caractéristiques
d’échantillonnage spatial, données par la connaissance des antennes, et les caractéristiques
temporels d’échantillonnage, de largeur de bande B et de durée de simulation Tsimul.
La période d’échantillonnage doit être inférieur à l’inverse de la bande B afin de res-
pecter le théorème d’échantillonnage de Nyquist. Dans le cas des systèmes multiporteuses
numériques, on peut ajouter une fréquence d’échantillonnage décrivant l’écart entre sous-
porteuses.
En ce qui concerne les aspects spatiaux, on doit spécifier la structure géométrique du
réseau ainsi que les diagrammes de rayonnement (chapitre 3). Les paramètres et fonctions
à modéliser pour chaque réseau d’antennes sont donnés plus en détail par la figure 6.3.
On peut soit utiliser des modèles théoriques de diagrammes de rayonnement et/ou de
couplage (annexe A.2), soit utiliser des mesures de diagrammes de rayonnement. Pour
les réseaux d’antennes, il est nécessaire de spécifier sa structure géométrique, c’est à dire
la position du centre de phase des diﬀérents éléments ainsi que les orientations (annexe
A.2).
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Lorsque les modèles d’antennes et l’échantillonnage du signal transmis est spécifié, il
est possible en prenant en compte les caractéristiques des rayons et le parcours du/des
mobiles de calculer le canal de transmission discret. Celui-ci est constitué d’une somme
de diﬀérents modes physiques de propagation correspondant dans notre cas à des trajets
discrets.
A partir de la connaissance des modèles d’antennes et des paramètres des rayons, on
peut déduire le canal de transmission Mimo analogique, puis à partir de la connaissance
de l’échantillonnage du signal transmis, le canal de transmission Mimo discret.
6.2.3.2 Canal de transmission MIMO analogique
Nous appliquons ici le formalisme du chapitre 4 dans l’objectif d’obtenir la matrice
des fonctions de tranfert variant dans le temps associée au canal de transmission à partir
des paramètres du tableau 6.1. Sous l’hypothèse bande étroite (chapitre 4), la fonction de
transfert variant dans le temps entre l’antenne m d’émission et l’antenne n de réception
s’exprime par :
Tn,m (t,f) = Gr,n (f)Ge,m (f)
×
NX
i=1
ΠTex,i (t− ti,app) eαi,n,m (t,f) exp (−j2πfcτ i (t))| {z }
Atténuation complexe globale
×exp
µ
j
2πfc
c
bar ¡θrotr,i (t) ,φrotr,i (t)¢ · rr,n¶| {z }
Facteurs de réseau à large bande de réception
×exp
µ
j
2πfc
c
bar ¡θrote,i (t) ,φrote,i (t)¢ · re,m¶| {z }
Facteurs de réseau à large bande d’émission
×exp (−j2πfτ i (t)) exp
Ã
j2π
Z t
ti,app
νi
¡
t0
¢
dt0
!
| {z }
Déphasage fréquentiel et temporel
(6.1)
où Gr,n (f) et Ge,m (f) représentent les fonctions de transfert associées, respectivement,
à la chaîne de réception n et à la chaîne d’émission m. N est le nombre total de rayons
sur toute la durée de simulation et ΠTex,i (t) est la fonction porte de largeur Tex,i =
ti,app− ti,disp correspondant à la durée d’existence du rayon i. Les positions rr,n et re,m de
réception et d’émission restent fixes quel que soit le déplacement des sites, ce qui signifie
qu’elles sont décrites dans un repère local aux réseaux respectifs. Ce sont donc ces repères
locaux qui subissent les translations et les rotations au cours du temps imposées par les
mouvements des sites d’émission et de réception.
La fonction scalaire complexe eαi,n,m (t,f) représente l’atténuation du trajet i (scalaire
complexe) vue par l’antenne n de réception et l’antenne m d’émission et s’exprime par
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(chapitre 4) :
eαi,n,m (t,f) = g(res)r,n ¡f,θrotr,i (t) ,φrotr,i (t)¢α0i (t)χ0i (t) (6.2)
×g(res)e,m
¡
f,θrote,i (t) ,φ
rot
e,i (t)
¢
où les g(res)r,n et g
(res)
e,n sont les diagrammes de rayonnement vectoriels de réception et
d’émission, comme définis dans le chapitre 3. Cette atténuation prend en compte la dé-
pendance en fréquence du diagramme de rayonnement vectoriel des antennes mais aussi
la rotation d’antenne au cours du temps due à l’éventuel mouvement des sites d’émission
et/ou de réception. En eﬀet, les angles indicés par rot représentent la direction "vue" par
les antennes et s’obtiennent par :
bar ¡θrotr,i (t) ,φrotr,i (t)¢ = Mθor,r(t),φor,r(t)bar ¡θ0r,i (t) ,φ0r,i (t)¢ (6.3)bar ¡θrote,i (t) ,φrote,i (t)¢ = Mθor,e(t),φor,e(t)bar ¡θ0e,i (t) ,φ0e,i (t)¢
où Mθor,r(t),φor,r(t) est la matrice de rotation définie dans A.15, θor,r (t) et φor,r (t) étant
les orientations en azimut et en coélévation, que subissent les antennes de réception au
cours du temps.
La pseudo-composante de décalage Doppler instantanée νi (t) se déduit de 4.71 :
νi (t) = fceνdiffi (t) + νei (t) + νri (t)
νei (t) =
fc
c
bar ¡θrote,i (t) ,φrote,i (t)¢ · d−→ρ e (t)dt
νri (t) =
fc
c
bar ¡θrotr,i (t) ,φrotr,i (t)¢ · d−→ρ r (t)dt
(6.4)
où −→ρ e (t) et −→ρ r (t) représentent l’évolution temporelle de la position du site d’émission
et de réception. On parle de pseudo-composante Doppler, car elle ne prend pas en compte
le mouvement de rotation des 2 sites. Dans le cas où seuls des mouvements de rotation
existent, le décalage Doppler instantané maximum possible entre l’antenne n de réception
et l’antenne m d’émission est égal à :
νrotmax ,n,m (t) = maxi
©
νroti,n,m (t)
ª
(6.5)
=
fc
c
⎛
⎝rr,n
s
sin2
¡
φor,r (t)
¢µdθor,r (t)
dt
¶2
+
µ
dφor,r (t)
dt
¶2
+re,m
s
sin2
¡
φor,e (t)
¢µdθor,e (t)
dt
¶2
+
µ
dφor,e (t)
dt
¶2⎞
⎠
La relation 6.5 déduite en particulier de A.21 montre que le Doppler maximum est
d’autant plus grand que les normes des vecteurs positions et les normes des vitesses
angulaires de rotation sont grands. Symétriquement, on peut exprimer le décalage Doppler
instantané maximum dans le cas où le mouvement des sites se manifeste seulement par une
translation (sans mouvement de diﬀuseurs). Dans ce cas, le Doppler maximum s’exprime
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par :
νmax (t) = max
i
{νi (t)} (6.6)
=
fc
c
µ°°°°d−→ρ e (t)dt
°°°°+ °°°°d−→ρ e (t)dt
°°°°¶
La relation 6.6 montre que le Doppler instantané maximum dépend linéairement de la
somme des vitesses de déplacement. En prenant en compte les diﬀérents types de mouve-
ment, le décalage Doppler instantané maximum sera la somme de νmax (t), de νrotmax ,n,m (t)
et de fcmax
neνdiffi (t)o.
6.2.3.3 Canal de transmission MIMO discret
La discrétisation du canal de transmissionMimo nécessite de connaître les caractéris-
tiques de celui-ci notamment en terme d’étalement Doppler et d’étalement des retards. En
eﬀet, contrairement à la discrétisation du domaine spatial (antennes) qui est intrinsèque
au système, la discrétisation du domaine temporel doit être vue comme un moyen de
représenter le canal de transmission réel. Il s’agit alors de choisir des instants et des fré-
quences d’échantillonnage permettant de reconstruire les fonctions de transfert Tn,m (t,f)
avec le moins d’erreurs possible. La solution la plus immédiate serait de considérer une
grille d’échantillonnage régulière définie par un temps d’échantillonnage et une fréquence
d’échantillonnage mais la vitesse de variation du canal dépendant fortement des vitesses
de déplacement, il est préférable de considérer, pour des raisons de complexité numérique
un échantillonnage temporel adaptatif.
En ce qui concerne le domaine fréquentiel, on suppose un échantillonnage fixe pour
toute la durée de simulation. Cette fréquence d’échantillonnage devra alors vérifier :
∆fe <
1
max
t
∆τ (t)
(6.7)
∆τ (t) = max
i,j
¡
τ 0i (t)− τ 0j (t)
¢
L’échantillonnage du domaine temporel pourra quant à lui se faire à 2 rythmes diﬀé-
rents (variation lente à moyenne échelle et variation rapide à petite échelle). En eﬀet, les
variations temporelles des paramètres des rayons sont beaucoup plus lentes que celles des
fonctions de transfert du canal de transmission. Ces temps d’échantillonnage dépendent
de la vitesse de déplacement possible des diﬀuseurs, des sites d’émission et de réception
donc aussi du type de liaison (intérieur des bâtiments, milieu urbain, milieu rural). On
préfère donc raisonner sur un échantillonnage spatial pour ensuite en déduire via les
vitesses, un échantillonnage temporel.
On spécifie la distance d’échantillonnage (∆d0e) associée au paramètres de rayons,
et celle (∆de) associée aux fonctions de transfert variant dans le temps. La distance
d’échantillonnage ∆d0e devra être choisie en fonction de la proximité et de la taille des
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objets. Elle dépend donc essentiellement du type d’environnement. En milieu urbain, à
l’extérieur des bâtiments, elle est de l’ordre de 1 m alors qu’à l’intérieur des bâtiments,
elle est plutôt de 10 cm (rapport 10 dans la dimension des obstacles). La distance ∆de
ne dépend quant à elle que de la longueur d’onde λ, et donc de la fréquence porteuse fc :
elle ne devra pas dépasser λ/2, c’est à dire 7,5 cm à 2 GHz (le temps d’échantillonnage
maximal reste ainsi inférieur à l’inverse de l’étalement Doppler du canal).
A partir des vitesses de déplacement du/des sites (définies en fonction de la position
échantillonnée à ∆d0e) et des vitesses maximales possibles des diﬀuseurs, on en déduit les
temps d’échantillonnage respectifs. Puisque le rapport des vitesses entre le milieu urbain
et l’intérieur des bâtiments est d’environ 20 et que le rapport entre les dimensions des
obstacles est de l’ordre de 10, les temps d’échantillonnage à l’intérieur des bâtiments et
à l’extérieur des bâtiments en milieu urbain sont du même ordre de grandeur.
On définit de cette manière, les instants d’échantillonnage t0p des paramètres de rayons
et les instants d’échantillonnage tp des fonctions de transfert variant dans le temps :
t0p , t0 [p] =
∆d0e
3
pX
p0=1
p0
Ve [p0] + Vr [p0] + V diffmax
(6.8)
∆t0p = t
0 [p+ 1]− t0 [p]
tk , t [k] = t0
∙¹
k
αech
º¸
+∆t0j k
αech
k µ k
αech
−
¹
k
αech
º¶
∆tp =
∆t0p
αech
où Ve [p] , Ve (p∆d0e) est la vitesse maximale du site d’émission (parmi toutes les antennes
du réseau) prenant en compte le déplacement en translation et en rotation (de même pour
Vr [p] , Vr (p∆d0e) mais pour la réception). V diffmax est la vitesse maximale de déplacement
des diﬀuseurs et αech =
∆d0e
∆de
(on s’arrange pour que αech soit un entier). On suppose donc
que tous les paramètres de trajets sont indicés par p (par exemple ∆αi,p , ∆αi
¡
t0p
¢
).
De même que dans la relation 6.7, on peut définir la condition sur le temps d’échan-
tillonnage en fonction de l’étalement Doppler maximal instantané par :
∆tp <
1
∆νmax
¡
t0p
¢ (6.9)
∆νmax
¡
t0p
¢
= 2
µ
max
n,m
©
νmax
¡
t0p
¢ª
+ νrotmax ,n,m
¡
t0p
¢
+ fcmax
neνdiffi ¡t0p¢o¶
Sachant que, quel que soit le canal à simuler, il sera de toute façon largement sous-étalé
(∆τ (t)∆νmax (t) << 1), on pourra toujours choisir ∆fe et ∆tp tels que ∆tp∆fe ≥ 1.
En considérant que le temps d’échantillonnage du signal est te, il est souhaitable que
te∆fe = 2−Nf , afin de gagner en temps de calcul lors de la convolution du signal d’entrée
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par le canal. En prenant en compte 6.7, on peut alors déterminer Nf et donc ∆fe :
Nf =
⎧
⎨
⎩
»
− log2
te
2∆τ
¼
pour
te
2∆τ
< 1
1 sinon
∆fe =
2−Nf
te
(6.10)
En posant p =
j
k
αech
k
, la fonction de transfert discrète entre l’antenne m d’émission
et l’antenne n de réception peut alors s’exprimer par :
Tn,m [k,l] = Gr,n (l∆fe)Ge,m (l∆fe)
×
NX
i=1
ΠTex,i
¡
tp − tpi,app
¢ eαi,n,m,p (l∆fe) exp (−j2πfcτ i,p)
× exp
µ
j
2πfc
c
bar ¡θrotr,i,p,φrotr,i,p¢ · rr,n¶| {z }
Facteur de réseau (déphasage spatial) de réception
× exp
µ
j
2πfc
c
bar ¡θrote,i,p,φrote,i,p¢ · re,m¶| {z }
Facteur de réseau (déphasage spatial) d’émission
×exp (−j2πl∆feτ i,p) exp
⎛
⎝j2π
kX
k0=αechpi,app
νi,p∆tp
⎞
⎠
| {z }
Déphasage fréquentiel et temporel
(6.11)
L’équation 6.11 montre clairement que le calcul de la matrice des fonctions de trans-
fert discrètes peut se faire en 2 temps : tout d’abord, on calcule les paramètres des rayons
et leur variation au cours du temps est calculée aux instants d’échantillonnage tp puis,
à partir de ceux-ci, on peut, dans un deuxième temps, calculer les fonction de transfert
discrètes. Si on voulait, simuler une matrice de fonctions de transfert pour une applica-
tion Ulb, il serait nécessaire de prendre en compte le facteur de réseau large-bande car
l’hypothèse bande étroite n’est plus valide (chapitre 3) et ajouter dans eαi,n,m,p une pon-
dération par une fonction de la fréquence propre au rayon. De même que dans le domaine
temporel, on pourrait envisager 2 échantillonnages fréquentiels : celui de la fonction de
transfert à ∆fe et celui de l’atténuation complexe eαi,n,m,p à ∆f 0e >> ∆fe. pourrait alors
s’envisager à L’échantillonnage fréquentiel de ces variations de paramètres en fonction
de la fréquence pourrait se faire à une échelle plus grande que celle de la fonction de
transfert.
Cette méthode à double échantillonnage adaptatif (dépendant des vitesses de dépla-
cement du/des sites et des diﬀuseurs) du domaine temporel permet d’optimiser le nombre
d’échantillons utilisés pour la représentation du canal de transmission : celui-ci ne dépend
pas seulement de la durée de simulation mais plutôt du potentiel changement physique
et géométrique (donc spatial) que la liaison a subi. A titre d’illustration, on a représenté
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Fig. 6.4 — Représentation du module des évanouissements temporels pour ∆de = λ/10 et
un Doppler de Jakes avec un seul site se déplaçant à vitesse variable
un exemple de module de séquence d’évanouissements temporels sur la figure 6.4 dans le
cas où un seul site est en mouvement et que ∆de = λ/10.
6.2.3.4 Simulation d’une chaîne de transmission
Lorsqu’on veut obtenir les échantillons du signal de sortie à partir des échantillons du
signal d’entrée et des échantillons du canal de transmission, il est nécessaire d’eﬀectuer une
opération linéaire (filtrage linéaire variant dans le temps et dans l’espace sous sa version
discrète). Comme le canal est toujours considéré sous-étalé, il est possible d’utiliser une
méthode basée sur la Stft et plus exactement, dans notre cas sa version discrète. Cela
permet d’envisager une multiplication des échantillons de la Stft discrète du signal
d’entrée avec ceux associés à la fonction de transfert variant dans le temps pour obtenir
la Stft discrète du signal de sortie comme le montre la figure 6.5. En plus de cet aspect
temporel, on prend en compte l’aspect spatial en multipliant le vecteur d’entrée par la
matrice de canal. Enfin, des échantillons de bruit sont ajoutés (Bbag filtré par le filtre
de réception) à la Stft discrète du signal de sortie.
La dimension des vecteurs et de la matrice de canal est déterminée par le nombre
d’antennes d’émission Me et le nombre d’antennes de réception Nr. e et e comportent
Me éléments alors que s, es, b et eb comportent Nr éléments. Les 2 matrices de canal T
ou eT sont de dimension Nr ×Me.
Afin de compléter les informations données par le schéma, on donne les formes ma-
thématiques des diﬀérents signaux. On définit tout d’abord, la Stft discrète du signal
d’entrée (sur l’antenne m) et la Stft discrète inverse avec fenêtre rectangulaire sur le
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Fig. 6.5 — Algorithme global de calcul du signal reçu
signal de sortie (sur l’antenne n) :
em [k,l] = (k+1)NfX
k0=kNf
em
£
k0
¤
exp
−j2π k
0l
Nf (6.12)
sn
£
k + k0Nf
¤
=
1
Nf
NfX
k=1
esn £k0,l¤ expj2π klNf (6.13)
On peut remarquer que em [k,l] et esm [k,l] contiennent autant d’échantillons que em [p]
et sn [p]. Rappelons que Nf est une puissance de 2, ce qui permet de gagner du temps de
calcul par l’emploi d’un algorithme de Fft. La relation entre les Stft discrètes d’entréeem, et la Stft discrète de sortie esn est donnée par :
esn [k,l] = MX
m=1
eTn,m [k,l] em [k,l] +ebn [k,l] (6.14)
où ebn [k,l] représentent les échantillons de la Stft d’un bruit Bbag filtré par la chaîne
de réception n : ebn [k,l] = eb0n [k,l]Gr,n [l] (6.15)
oùeb0n est une séquence 2D gaussienne à éléments indépendants et identiquement distribués
et Gr,n [l] = Gr,n (l∆fe) . Après addition du bruit, on utilise la formule 6.13 afin d’obtenir
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le signal reçu. Rappelons que cette technique de calcul (relation 6.14) n’est possible que
si ∆tp∆fe ≥ 1, car le canal matriciel T ne peut qu’être suréchantillonné dans l’opération
d’interpolation linéaire permettant d’obtenir eT.
Si les contraintes concernant la fréquence d’échantillonnage ont été exposées, il convient
de préciser les contraintes concernant le temps d’échantillonnage ∆tp qui dépend de ∆de
et des vitesses de déplacement. Pour éviter des phénomènes transitoires trop importants,
on préfère choisir ∆de << λ/2 (donc ∆tp << 1/∆νmax
¡
t0p
¢
) mais dans le même temps
une petite valeur de ∆de impose le calcul d’un plus grand nombre d’expressions de phase,
ce qui se traduit par un temps de calcul important. La valeur ∆de = λ/10 est un bon
compromis. On utilise une interpolation linéaire pour obtenir la fonction de transfert
échantillonnée au même rythme que la Stft discrète du signal émis :
eTn,m [k,l] = µTn,m ∙» kαt,p
¼
,l
¸
− Tn,m
∙¹
k
αt,p
º
,l
¸¶µ
k
αt,p
−
¹
k
αt,p
º¶
(6.16)
+Tn,m
∙¹
k
αt,p
º
,l
¸
αt,p =
∆tp
Nf te
La méthode présentée permet d’obtenir des temps de calcul assez faibles vis à vis de
la précision et de la généralité du modèle de canal. Pour un simulateur de canal temps
réel, ce qui est critique concerne justement la transformation (linéaire) du signal d’entrée
pour obtenir le signal de sortie car la fonction de transfert du canal peut être calculée au
préalable.
6.3 Modélisation stochastique des paramètres de rayons
L’approche de simulation présentée précédemment suppose que les paramètres des
rayons soient connus. Dans cette partie, on s’intéresse exclusivement à la description des
paramètres de rayons, c’est à dire au modèle de propagation proprement dit. On présente
l’approche générale, pour ensuite, présenter les diﬀérents aspects du modèle. Pour une
présentation plus claire, on donnera tout d’abord un modèle sur les paramètres de rayons
omettant la dépendance temporelle puis, dans un deuxième temps, on s’intéressera à la
prise en compte des variations temporelles.
6.3.1 Approche générale
Comme nous l’avons évoqué précédemment, les caractéristiques des rayons doivent
être fixées avant de pouvoir simuler le canal de transmission. Pour cela, on propose une
approche aléatoire de description (et génération) des paramètres de rayons.
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Quand on aborde le problème de la modèlisation d’un ensemble de phénomènes, il
faut se poser la question des échelles à prendre en compte. En plus de cette notion
d’échelle, on utilise la notion de groupe de trajets mainte fois remarquée par l’analyse
de mesures de propagation. Cette notion de groupe peut être vue comme une approche
à 2 échelles dans le domaine des étalements de trajets (description à deux échelles de
la fonction d’étalement), alors que la notion d’échelle proprement dite s’applique aux
variations dans le domaine temporel.
La figure 6.6 illustre l’approche générale basée sur les notions d’échelle et de groupe
de trajets.
6.3.1.1 Notion d’échelle
Cette notion d’échelle est bien illustrée par la représentation de la puissance reçue
en fonction de la distance entre l’émetteur et le récepteur de la figure 6.7. La puissance
moyenne à grande échelle est globalement inversement proportionnelle à dn, avec n géné-
ralement supérieure ou égale à 2, alors que les variations à petite et moyenne échelle se
caractérisent par des évanouissements sélectifs.
D’une manière plus générale, en s’appuyant sur les fonctions caractéristiques d’ordre 2
présentées dans le chapitre 5, on peut donner la définition suivante des diﬀérentes échelles
de variations :
- Petite échelle : échelle où les propriétés statistiques (au moins à l’ordre 1 et 2) des
fonctions de canal ne changent pas (fonction de corrélation multidimensionnelle et
Dspmultidimensionnelle constantes sur cette échelle). Seuls les phénomènes d’inter-
férence entre trajets induisent des fluctuations du niveau de la fonction de transfert.
C’est l’échelle où l’hypothèse Wssus est valide.
- Moyenne échelle : échelle où la fonction de corrélation et la Dsp associées au canal
changent mais où ces dernières comportent les mêmes propriétés statistiques. C’est
l’échelle des phénomènes de masquage, d’apparition/disparition et glissement de
rayons ainsi que de changement du vecteur vitesse du mobile. On peut donc observer
à cette échelle des variations sur les caractéristiques de rayons.
- Grande échelle : échelle des changements sur les propriétés statistiques des Dsp et
fonctions de corrélation. Ce sont, par exemple, les pertes de puissance moyenne en
fonction de la distance émetteur-récepteur ou les changements d’environnement.
La petite et la moyenne (et grande) échelle correspondent aux 2 échelles de variation
temporelle ayant permis précédemment d’envisager 2 rythmes diﬀérents d’échantillon-
nage temporel : les variations des caractéristiques des rayons constituent les variations
à moyenne (et grande) échelles alors que les variations de déphasage temporel engen-
drées par le Doppler constituent les variations à petite échelle (aussi appelées variations
rapides).
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Fig. 6.6 — Approche globale de génération des rayons
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Fig. 6.8 — Propagation par groupe de trajets
La diﬀérence entre moyenne et grande échelle se fait ici au niveau des statistiques
de description des paramètres de rayons. Le modèle qui est présenté par la suite est un
modèle à moyenne échelle car les descriptions statistiques des rayons sont constantes. En
particulier, cette description ne dépend pas de la distance émetteur-récepteur.
6.3.1.2 Notion de groupe de trajets
Un groupe de trajets est défini comme un ensemble de trajets aﬀectés par la même
influence physique (figure 6.8).
Puisqu’un groupe défini à partir de considérations physiques présente des trajets ayant
des chemins de propagation assez proches et donc des caractéristiques de position (re-
tards, angles, Doppler, ...) assez proches, celui-ci pourra généralement aussi être identifié
sur la fonction de diﬀusion. Cette dernière remarque montre l’utilité de la fonction de
diﬀusion et ce d’autant plus que celle-ci détient un grand nombre de dimensions dans
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l’identification des groupes. La méthode optimale pour identifier des groupes de trajets
consiste certainement à utiliser conjointement des informations sur l’environnement phy-
sique et sur la fonction de diﬀusion comme dans [374]. La figure 6.9 donne une idée
plus exhaustive sur la signification physique de diﬀérents types de groupes et sur leur
interprétation sous forme de modèle géométrique.
Quelle que soit la signification des groupes, les fonctions de diﬀusion structurées en
groupes de trajets se retrouvent dans beaucoup de modèles basés sur des campagnes de
mesures (voir chapitre 2). On retrouve, par exemple, à l’intérieur des bâtiments le modèle
de Saleh et Valenzuela [229] étendu au cas spatial par Spencer [392] ou les mesures spatio-
temporelles de Heddergott à 24 GHz [398, 399]. Plus récemment, des mesures à 5 GHz
à l’intérieur des bâtiments ont permis d’aboutir à un modèle statistique à groupes de
trajets [396,397]. Cette décomposition en groupe a aussi été remarquée dans [321,356,374]
pour des mesures en milieu urbain. En plus de ces études, les modèles géométriques comme
celui de Blanz [441], de Fuhl [426], de Lu [435] ou plus récemment [442, 558], exploitent
aussi la notion de groupe de trajets.
Ces modèles ont étés établis dans un contexte Simo/Miso, mais récemment des mo-
dèles mixtes géométriques/statistiques basés sur la notion de groupe de trajets pour des
applicationsMimo ont été proposés d’une part dans [508,509] et d’autre part dans [507].
La prise en compte du regroupement des trajets dans un contexte Mimo est importante
comme cela est montré dans [511]. Dans ce contexte, les modèles réalistes, statistiques
ou géométriques, devraient toujours être basés sur la notion de groupes de trajets. Les
modèles du 3GPP en voies de normalisation pour les applicationsMimo [517] préconisent
d’ailleurs, sur la base des projets européens du COST (COST259 [321] et COST273) la
prise en compte du regroupement de trajets.
En conclusion, le regroupement des trajets, que ce soit pour des applications à l’ inté-
rieur ou à l’extérieur des bâtiments est à prendre en compte dans tout modèle générique..
A part les modèles géométriques, peu ou pas de modèles basés sur des mesures prennent
en compte le regroupement des trajets simultanément dans les domaines retards, direc-
tion à l’émission et direction à la réception. De plus, une composantes supplémentaire
permettant de modéliser les variations à moyenne échelle doit être ajoutée pour une si-
mulation réaliste du canal de transmission dans un contexte Mimo. Ce modèle à groupe
de trajets à variations temporelles à moyenne échelle est l’objet des parties suivantes.
6.3.2 Expression générale de la fonction d’étalement dumodèle à groupe
de trajets
En prenant en compte tous les domaines, l’expression générale de la fonction d’étale-
ment (voir figure 5.14 du chapitre 5) d’un modèle à groupe de trajets s’exprime par :
U (ν,τ ,Ωr,Ωe) =
GX
g=1
qePg eUg ³ν − eνg,τ − eτg,Ωr − eΩr,g,Ωe − eΩe,g´ (6.17)
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Fig. 6.9 — Diﬀérents types d’influences (de groupes)- Interprétation physique géométrique
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où G est le nombre de groupes. ePg est la puissance totale de groupe, telle que la somme des
(4) éléments de la diagonnale de fMg = RE½¯¯¯ eUg (ν,τ ,Ωr,Ωe)¯¯¯2¾ dνdτdΩrdΩe soit égale à
2. eνg et eτg représentent le Doppler moyen et le retard de référence (retard minimum par
exemple). eΩr,g (eΩe,g) est un vecteur à 2 éléments comportant l’angle d’azimut et l’angle
de coélévation associés à la direction moyenne de réception (d’émission) du groupe g. Un
trajet direct (ou plus généralement une composante de Rice) peut être pris en compte en
considérant un groupe formé par un seul rayon dont les paramètres sont déterministes.
En supposant la validité de l’hypothèse St-Wssus, on peut définir la fonction de
diﬀusion par :
D (ν,τ ,Ωr,Ωe) = Egr {U (ν,τ ,Ωr,Ωe)⊗U∗ (ν,τ ,Ωr,Ωe)} (6.18)
=
GX
g=1
ePg eDg ³ν − eνg,τ − eτg,Ωr − eΩr,g,Ωe − eΩe,g´
eDg (ν,τ ,Ωr,Ωe) = Egr neUg (ν,τ ,Ωr,Ωe)⊗ eU∗g (ν,τ ,Ωr,Ωe)o
Ici, on suppose que les paramètres externes sont déterministes, c’est à dire que l’espé-
rance Egr {•} ne s’applique qu’à la fonction aléatoire eUg (ν,τ ,Ωr,Ωe). La deuxième égalité
provenant de la propriété suivante liée à l’hypothèse St-Wssus s’écrit :
Egr
neUg ³ν − eνg,τ − eτg,Ωr − eΩr,g,Ωe − eΩe,g´ (6.19)
⊗eU∗g0 ³ν − eνg,τ − eτg,Ωr − eΩr,g,Ωe − eΩe,g´o
= 0 pour g 6= g0
Connaissant les fonctions de diﬀusion matricielles de groupe eDg, il faut pouvoir gé-
nérer des réalisations statistiques particulières des fonctions d’étalement matricielles eUg
sous la forme du modèle à rayons (génération des paramètres internes de groupe).
6.3.3 Modélisation des fonctions d’étalement de groupe
La problématique consiste à générer aléatoirement les paramètres de rayons telle que
la fonction de diﬀusion résultante associée soit celle désirée. L’algorithme de simulation
des rayons pour le groupe g peut se présenter sous la forme de la figure 6.10.
La fonction d’étalement associée doit s’exprimer par :
eUg (ν,τ ,Ωr,Ωe) = NgX
i=1
αg,iχg,iδ (ν − νg,i) δ (τ − τg,i) (6.20)
×δ (Ωr −Ωr,g,i) δ (Ωe −Ωe,g,i)
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Fig. 6.10 — Synoptique de l’algorithme de calcul des paramètres de rayons d’un groupe -
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où les atténuations complexes αg,i du groupe g doivent vérifier
PNg
i=1E
n
|αg,i|2
o
= 1. Les
paramètres αg,i, χg,i, νg,i, τg,i, Ωr,g,i, Ωe,g,i sont appelés paramètres intra-groupes et
sont relatifs aux paramètres externes de groupes (par exemple le retard τg,i est relatif au
retard de groupe eτg). On définit la matrice des profils de puissance :
PeUg (ν,τ ,Ωr,Ωe) =
¯¯¯ eUg (ν,τ ,Ωr,Ωe)⊗ eU∗g (ν,τ ,Ωr,Ωe)¯¯¯2 (6.21)
=
NgX
i=1
|αg,i|2
¡
χg,i ⊗ χ∗g,i
¢
δ (ν − νg,i) δ (τ − τg,i)
×δ (Ωr −Ωr,g,i) δ (Ωe −Ωe,g,i)
Au moins un des paramètres de rayons dans 6.20 doit être une variable aléatoire pour
que la fonction d’étalement eUg soit une fonction aléatoire. Si seule la phase de αg,i était
une variable aléatoire alors le profil de puissance PeUg (ν,τ ,Ωr,Ωe) serait une fonction
déterministe et on aurait eDg (ν,τ ,Ωr,Ωe) = PeUg (ν,τ ,Ωr,Ωe). Pour plus de simplicité, on
omet la dimension polarisation, c’est à dire la matrice χg,i.
Dans toute la suite, on suppose que les phases sont indépendantes et uniformément
réparties de 0 à 2π. On suppose le cas le plus général où tous les paramètres sont aléatoires.
De plus les paramètres d’un rayon sont supposés indépendants et identiquement distribués
des paramètres respectifs d’un autre rayon. Pour plus de simplicité on omet la référence
au groupe, c’est à dire l’indice g mais on gardera à l’idée que toutes les fonctions de densité
de probabilité décrites ici sont conditionnées au groupe et en particulier aux paramètres
externes de groupe. En supposant qu’elle existe, la fonction de densité de probabilité
globale (des vecteurs de paramètres indicés par i) conditionnée au nombre de rayons Ng
s’exprime donc par :
fgr0 (P,ν,τ ,θr,φr,θe,φe | N) =
NY
i=1
fgr
¡
Pi,νi,τ i,θr,i,φr,i,θe,i,φe,i
¢
(6.22)
où Pi = |αi|2. Sous ces conditions d’indépendance et en utilisant les propriétés concernant
les probabilités conjointes et conditionnelles [546, 559], on peut montrer que la fonction
de diﬀusion s’exprime par [356,420] :
eD (ν,τ ,Ωr,Ωe) = E {N}E {Piδ (ν − νi) δ (τ − τ i) (6.23)
δ (Ωr −Ωr,g,i) δ (Ωe −Ωe,g,i)}
∝
Z
P × fgr (P,ν,τ ,θr,φr,θe,φe) dP
∝ E {P | ν,τ ,θr,φr,θe,φe} fgrpos (ν,τ ,θr,φr,θe,φe)
De la relation 6.23, on peut déduire plusieurs méthodes simples de modélisation des
paramètres de rayons lorsque seul eD (ν,τ ,Ωr,Ωe) est spécifié. D’une part, il faut dé-
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E {P | pos} = mgr (pos) fgrpos (pos)
Méthodes de type 1 Constante quelle que soit la position ∝ à la fonction de diﬀusion eD (pos)
Méthodes de type 2 ∝ à la fonction de diﬀusion eD (pos) Loi uniforme multidimensionnelle
Tab. 6.2 — Les deux principales méthodes de modélisation des rayons
crire mgr (pos) =E{P | pos}, la puissance moyenne conditionnée aux positions (le vec-
teur pos = [ν,τ ,θr,φr,θe,φe] est introduit pour des raisons de simplicité d’écriture) et
fgrpos (pos), la densité de probabilité des positions. Ces deux fonctions fixent la fonction
de diﬀusion eD (pos). D’autre part, il faut préciser la répartition de la puissance P condi-
tionnée aux positions (la moyenne conditionnée étant fixée parmgr (pos)) afin de pouvoir
générer les atténuations complexes de rayons.
Les 2 principales approches pour définir mgr (pos) et f
gr
pos (pos) connaissant eD (pos)
sont exposées dans le tableau 6.2 alors que les 3 principales distributions pour P connais-
sant la valeur moyenne conditionnée mgr (pos) sont illustrées par la figure 6.11.
Pour la méthode de type 2, il faut spécifier les étalements associés à la loi uniforme
multidimmensionnelle. Pour cela, on peut par exemple, fixer une dynamique et en fonction
de la forme de la fonction de diﬀusion, en déduire les étalements minimums des lois
uniformes telles que dans ces limites les puissances moyennes des rayons soient au-dessus
de la dynamique [560].
Si la puissance P est de répartition exponentielle, le module de l’atténuation |α| = √P
suit une loi de Rayleigh et, du fait de la loi uniforme sur la phase, l’atténuation complexe
suit une loi circulaire gaussienne (les parties imaginaire et réelle sont 2 variables aléatoires
gaussiennes dont la moyenne est nulle et l’écart-type est égal à
p
mgr (pos) /2).
Si la puissance P est de répartition lognormale, ln (P ) est une loi gaussienne de
moyenne et d’écart-type donnés, respectivement, par :
µln (pos) = ln
⎛
⎜⎜⎜⎜⎝
mgr (pos)sµ
σ (pos)
mgr (pos)
¶2
+ 1
⎞
⎟⎟⎟⎟⎠
(6.24)
σln (pos) =
vuutlnÃµ σ (pos)
mgr (pos)
¶2
+ 1
!
où σ (pos) est l’écart-type de la loi lognormale qui peut être fixée arbitrairement. Se-
lon les valeurs de σ (pos), on aboutit à des distributions des parties réelle et imaginaire
qui peuvent être très diﬀérentes. Les 2 principales lois pour σ (pos) sont σ (pos) = 0
et σ (pos) = mgr (pos). Un écart-type nul, σ (pos) = 0, engendre une valeur détermi-
niste de P . La puissance P est donc une constante pour la méthode 1 et P (pos) ∝eD (pos) pour la deuxième méthode ; les parties réelle et imaginaire cos (arg (α)) /√2P et
sin (arg (α)) /
√
2P , ont alors pour fonction de densité de probabilité une loi proportion-
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Positions réparties uniformément
dans certaines limites 
Puissance moyenne conditionnée 
aux positions proportionnelle
à la fonction de diffusion
Positions réparties
selon une densité de probabilité   fgr,pos 
proportionnelle à la fonction de diffusion
Puissance moyenne conditionnée 
aux positions constante
Répartition uniforme de 0 à 2π de la phase 
Répartition gaussienne
circulaire 
de l'atténuation complexe
Partie réelle et imaginaire (indépendantes l'une de l'autre) de l'atténuation
Répartition de Clarkes
des parties imaginaire
et réelle de l'atténuation
Répartition exponentielle
de la puissance
(m/σ=1)
Répartition lognormale
de la puissance
Puissance fixe
(écart-type σ=0)
Rapport de la moyenne
sur l'écart-type m/σ=1
Puissance des atténuations
Répartition de Rayleigh
du module de l'atténuation
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Fig. 6.11 — Modèles de répartition de puissance des trajets
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Fig. 6.12 — Méthode 1 de génération des rayons
nelle au spectre Doppler de Clarkes car arg (α) est uniforme de 0 à 2π. Un écart-type
égal à la moyenne, σ (pos) = mgr (pos) (comme pour la répartition exponentielle de P ),
engendre un écart-type σln (pos) =
p
ln (2) et une moyenne de ln
¡
mgr (pos) /
√
2
¢
. La loi
lognormale sur la puissance P comprend donc comme cas particulier le cas déterministe.
Pour illustrer les diﬀérentes méthodes, on donne une réalisation statistique de profils
de puissance angulaire à 100 rayons pour chaque méthode et pour une fonction de diﬀusion
marginale angulaire gaussienne d’écart-type de 5 ◦ et de moyenne 0◦ sur les figures 6.12
et 6.13.
Lorsque le nombre de rayons tend vers l’infini, le profil de puissance de la fonction
d’étalement qui est dans le cas le plus général une fonction aléatoire tend vers la fonction
de diﬀusion qui, elle, est une fonction déterministe :
lim
Ng→∞
PeUg (ν,τ ,Ωr,Ωe) = eDg (ν,τ ,Ωr,Ωe) (6.25)
Dans ce cas, quelle que soit la méthode utilisée pour générer les paramètres des rayons,
les profils de puissance générés sont tous identiques. En pratique, ce cas est utilisé lors-
qu’on veut modéliser un trajet diﬀus ou un groupe constitué par un continuum de trajets
(la fonction d’étalement et les évanouissements qui lui sont liés sont alors de nature
gaussienne, ce qui peut se montrer via le théorème de la limite centrale [559]).
Dans [311], on retrouve la méthode 1 avec des puissances de rayons constantes pour
générer un canal de transmission G-Wssus (GaussienWssus) large bande variant dans
le temps, dont la fonction d’étalement vue par le système est constituée d’un continuum
de trajets. Dans ce cas, le nombre de rayons doit être suﬃsamment important pour que
dans chaque unité de résolution du système, le nombre de rayons soit suﬃsamment grand,
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Fig. 6.13 — Méthode 2 de génération des rayons
par exemple, supérieur ou égal à 10. On trouvera dans [560] la description d’un modèle à
1 seul groupe, prenant en compte les dimensions temporelle et spatiales à l’émission et à
la réception, basé sur la deuxième méthode. Ce modèle a été développé dans le contexte
de la simulation du canal Mimo pour des liaisons fixes à fixes du type Bll.
Le nombre de rayons minimal permettant d’obtenir une approximation acceptable de
6.25 dépend des étalements dans les diﬀérents domaines de la fonction de diﬀusion mais
aussi des paramètres du système. On définit le nombre moyen de rayons E {Ng} = Ng
par :
Ng = 10× (1 +B∆τ ×Nr ×Me) (6.26)
Dans [356], ce concept de modèle est utilisé pour générer des fonctions d’étalement
dans le domaine retard/angle d’arrivée au niveau de la station de base. La fonction
d’étalement générée n’est pas une fonction à continuum de trajets et les rayons géné-
rés représentent des trajets prépondérants auxquels il faut ensuite associer un spectre
Doppler pour générer les évanouissements rapides. Dans ce type de modèle, les fonctions
PeUg (ν,τ ,Ωr,Ωe) dépendent beaucoup de la méthode utilisée et aucune des deux fonctions,
mgr (pos) ou f
gr
pos (pos) ne sont constantes.
Dans l’expression 6.23, on ne fait aucune hypothèse sur les propriétés d’indépendance
entre variables aléatoires, mais si la fonction de diﬀusion est entièrement séparable, on
peut la simplifier par :
eDg (ν,τ ,Ωr,Ωe) ∝ Pg,ν (ν)Pg,τ (τ)Pg,θr (θr)Pg,φr (φr)Pg,θe (θe)Pg,φe (φe) (6.27)
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L’expression 6.27 signifie qu’il est possible de modéliser les profils de puissance sépa-
rément dans les diﬀérents domaines. Cette hypothèse d’indépendance est supposée dans
beaucoup de modèles basés sur des mesures [229,356,392,398,399].
Dans toute la suite, on applique cette hypothèse de séparabilité ; ce qui ne signifie
pas, comme dans [229,356,392,398,399] que c’est la fonction de diﬀusion globale du canal
qui est séparable mais seulement celle associée à un groupe donné comme dans le modèle
proposé dans [396,397].
Dans la suite, on ne s’intéresse qu’au domaine des retards et aux domaines des angles
d’azimut d’émission et de réception car les mesures présentées ne nous permettent de
caractériser que ces 3 domaines (le formalisme est identique pour les autres domaines et
on peut donc facilement déduire les fonctions correspondantes aux autres domaines). On
définit ainsi les fonctions de diﬀusion marginales suivantes :
Pg,τ (τ) ∝ E {P | τ} fgrτ (τ)
Pg,θr (θr) ∝ E {P | θr} fgrθr (θr)
Pg,θe (θe) ∝ E {P | θe} fgrθe (θe)
(6.28)
Il faut donc pour générer les fonctions d’étalement spécifier les 6 fonctions de densité
de probabilité suivantes :
fgrP ;τ (P,τ) = f
gr
P |τ (P | τ) fgrτ (τ)
fgrP ;θr (P,θr) = f
gr
P |θr (P | θr) f
gr
θr (θr)
fgrP ;θe (P,θe) = f
gr
P |θe (P | θe) f
gr
θe
(θe)
(6.29)
Comme, on se place dans le contexte où la fonction d’étalement doit être constituée
d’un continuum de trajets, il est suﬃsant de spécifier les fonctions de diﬀusion marginales,
les fonctions de densité de probabilité définies dans 6.29 dépendants seulement de la
méthode choisie pour générer les paramètres de rayons.
6.3.4 Modélisation des paramètres associés aux fonctions de diﬀusion
de groupe
On suppose que l’environnement, les positions de l’émetteur et celles du récepteur
sont connues et peuvent jouer sur les lois décrivant les paramètres (par exemple le retard
minimum possible est directement relié à la distance entre le site d’émission et le site
de réception). L’ensemble des paramètres sont des variables aléatoires. L’algorithme de
simulation des fonctions paramètres de groupe qui permettent d’obtenir les paramètres
de rayons est illustré sur la figure 6.10. Pour la génération des paramètres de groupe on
se reportera à la figure 6.14.
Les paramètres associés aux groupes sont les paramètres externes de groupe, c’est à
dire les positions moyennes de groupe ainsi que les autres paramètres liés aux fonctions
de diﬀusion de groupe. Puisque les paramètres liés aux fonctions de diﬀusion dépendent
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Fig. 6.14 — Synoptique de l’algorithme de calcul des paramètres de groupe - cas station-
naire
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du type de forme analytique adoptée pour chaque domaine (retard, angle d’azimut, ...),
on préfère définir au préalable un modèle sur les dispersions Rms dans les diﬀérents
domaines. Les formes analytiques ainsi que leurs paramètres doivent alors dépendre des
valeurs de dispersions et des paramètres externes de positions des groupes.
Puisque les mesures traitées ne permettent d’analyser et de modéliser que le domaine
des retards, des angles d’azimut d’émission et de réception, on ne prend en compte que
ces domaines dans la description suivante. Le modèle ici décrit peut être vue comme le
modèle à moyenne échelle de la figure 6.6, c’est à dire pour un type d’environnement
donné.
6.3.4.1 Positions moyennes de groupe
En supposant que les paramètres des groupes sont indépendants d’un groupe à l’autre,
on peut exprimer la fonction de densité de probabilité globale des positions de groupe
par : efglob ³eτ ,eθr,eθe´ = efglobeθe|eτ,eθr ³eθe | eτ ,eθr,´ efglobeθr |eτ ³eθr | eτ´ efglobeτ (eτ) (6.30)
Les formes analytiques des densités de probabilité dans les 3 domaines sont considérées
indépendantes les unes des autres et seuls les paramètres associés à ces lois dépendront
des variables de positions. Par exemple, l’écart-type des angles de réception dépend du
retard mais la forme de la densité de probabilité des angles de réception n’en dépend
pas. Cette hypothèse permet de décrire les paramètres de efglobeθr|eτ en fonction des retardseτg et les paramètres de efglobeθe|eτ,eθr ³eθe,g | eτg,eθr,g´ en fonction de eτg et eθr,g. En particulier on
cherchera à modéliser la moyenne et l’écart-type conditionnels [559], ce qui donne pour
les angles de réception :
meθr (eτ) = Eneθr | eτo (6.31)
σeθr (eτ) =
s
E
½³eθr −meθr (eτ)´2 | eτ¾
Du fait que les retards eτg sont aléatoires, les valeurs meθr (moyenne des angles de
réception en fonction des retards de groupe) et σeθr (écart-type des angles de réception en
fonction des retards de groupe) sont des variables aléatoires. Ces deux fonctions couplées à
la connaissance de la densité de probabilité des retards permettent d’obtenir la moyenne
et l’écart-type globaux (et donc déterministes) des angles de réception [559]. Pour les
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angles d’émission, on obtient :
meθe
³eτ ,eθr´ = Eneθe | eτ ,eθro = m(1)eθe (eτ)m(2)eθe ³eθr´ (6.32)
σeθe
³eτ ,eθr´ =
s
E
½³eθe −meθe ³eτ ,eθr´´2 | eτ ,eθr¾
= σ(1)eθe (eτ)σ(2)eθe ³eθr´
De même que précédemment, mais à partir des fonctions de densité de probabilitéefglobeθr|eτ ³ eθr | eτ´ et efglobeτ (eτ), il est possible d’obtenir la moyenne et l’écart-type globaux.
Pour plus de simplicité et comme le montre 6.32, on considère dans le modèle que
mglobeθe
³eτ ,eθr´ et σglobeθe ³eτ ,eθr´ sont séparables. Les fonctions décrites dans 6.31 et 6.32,
ainsi que la moyenne des retards meτ et l’écart-type des retards σeτ , doivent ensuite per-
mettre de paramétrer les fonctions de densité de probabilité introduites dans 6.30. En
eﬀet, les paramètres des lois analytiques sont généralement la moyenne et l’écart-type et
sont, dans le cas contraire, au moins reliés d’une manière unique à ceux-ci.
6.3.4.2 Dispersions RMS et puissance de groupe
On définit pour chaque groupe un vecteur contenant les paramètres de dispersion
Rms eσg = £ eστ,g eσθr,g eσθe,g ¤. Dans la suite on omet l’indice g de groupe.
On suppose pour ce modèle que la puissance en dB ePdB,g = 10 log( ePg) et le logarithme
des dispersions eσg est un vecteur aléatoire gaussien [559]. Ce modèle est une extension
du modèle proposé dans [352] (modèle qui ne prend pas en compte le domaine spatial au
niveau du mobile, c’est à dire à l’émission). Ce modèle détient l’avantage, en plus d’être
un modèle particulièrement satisfaisant vis à vis de la réalité physique, de bien se prêter à
la simulation du fait des propriétés générales sur les vecteurs gaussiens (une transformée
linéaire d’un vecteur gaussien à éléments indépendants reste un vecteur gaussien).
Ce vecteur aléatoire gaussien est décrit par la matrice de corrélation ρ = UUH entre
les 4 paramètres, les écart-types et les moyennes des 4 paramètres. Sachant que les
moyennes et écart-types du logarithme des dispersions Rms (paramètres des variables
alatoires gaussiennes) sont entièrement décrits par la moyenne et l’écart-type des disper-
sionsRms, ce sont ces derniers que l’on définit. Les coeﬃcients de corrélation ne dépendent
d’aucune des positions moyennes de groupe contrairement aux moyennes et écart-types
des dispersions Rms qui dépendent des retards de groupe (moyenne meσ (eτ) =
E
©£ eστ eσθr eσθe ¤ | eτª et écart-type σeσ (eτ) =rEn(eσ −meσ (eτ))2 | eτo). La matrice U
correspond à la matrice à appliquer à des éléments indépendants gaussiens pour obtenir
en sortie des variables aléatoires gaussiennes dont la matrice de corrélation est ρ. Les
puissances dépendent, quant à elles, de toutes les variables de positions de groupe et on
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définit la moyenne et l’écart-type conditonnels :
m eP
³eτ ,eθr,eθe´ = E n ePdB | eτ ,eθr,eθeo (6.33)
= m(1)eP (eτ)m(2)eP ³eθr´m(3)eP ³eθe´
σ eP
³eτ ,eθr,eθe´ =
s
E
½³ ePdB −m eP ³eτ ,eθr,eθe´´2 | eτ ,eθr,eθe¾
= σ(1)eP (eτ)σ(2)eP ³eθr´σ(3)eP ³eθe´
Dans 6.33, on considère que la moyenne et l’écart-type conditionnels sont tous les 2
séparables. Plutôt que de prendre en compte les dispersions angulaires, on peut envisager
de prendre en compte les dispersions en nombre d’onde normalisé (voir chapitre 5). Cette
variable de dispersion devra aussi être une fonction déterministe (pas obligatoirement
une fonction logarithmique) d’une variable aléatoire gaussienne pour que la méthode
de simulation présentée ne soit pas remise en question. Ce point est développé dans le
chapitre 7 concernant l’exploitation des mesures.
6.3.4.3 Forme des groupes
Nous avons, dans les 2 parties précédentes, décrit l’approche de modélisation des
paramètres de position moyenne, de dispersion Rms et de puissance des groupes mais
pour décrire entièrement ces groupes et pouvoir à partir de ceux-ci, générer les rayons, il
manque la forme (mathématique) de chacun d’eux et ce, dans les diﬀérents domaines (on
a considéré précédemment que les fonctions de diﬀusions de groupe pouvaient s’exprimer
par la multiplication de fonctions de diﬀusion marginales à une seule dimension).
Les formes seront généralement symétriques pour les fonctions de diﬀusion marginales
concernant les angles d’azimut ou le Doppler dû au mouvement des diﬀuseurs alors qu’au
contraire, elles seront plutôt asymétriques pour les fonctions de diﬀusion des retards. Les
lois gaussiennes ou laplaciennes tronquées, les lois uniformes, en puissance de cosinus
[68, 186] ou de Cramer Von Mises [179] sont généralement de bonnes candidates pour
décrire les fonctions de diﬀusion angulaires.
Les fonctions de diﬀusion des retards sont quant à elles plutôt bien modélisées par
une loi exponentielle décroissante ou plus généralement par une loi gamma [559] (qui est
une généralisation de la loi exponentielle permettant de moduler le rapport moyenne sur
écart-type et donc la forme). Dans le cas de trajets diﬀus, des lois symétriques telles que
la loi gaussienne [403] ou la loi laplacienne peuvent être plus adéquates comme le montre
les mesures.
Les formes des groupes ainsi que leurs paramètres sont, dans le cas le plus général,
conditionnés aux variables de dispersion et de position respectives de groupe. Les mesures
traitées dans la suite montre que ces formes dépendent essentiellement des dispersions
Rms mais très peu des positions moyennes. Puisque la plupart des lois admettent comme
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Fig. 6.15 — Exemple de variations de profils de puissance moyen en fonction de la position
du mobile
paramètres la moyenne, c’est à dire la position moyenne, et l’écart-type, il est suﬃsant de
spécifier la forme. Pour les autres lois, telles que la loi gamma ou la loi de Cramer-Von-
Mises, il sera nécessaire de spécifier la relation entre les paramètres de lois et la moyenne
et l’écart-type.
6.3.5 Variations des paramètres au cours du temps
Comme cela a été évoqué dans la présentation du modèle générique de simulation, les
simulations réalistes à long terme doivent prendre en compte les changements des jeux de
rayons, c’est à dire simuler des canaux non-stationnaires selon la dimension temporelle.
Ces phénomènes de variations sont bien illustrés par la figure 6.15 qui représente les
variations temporelles de profils de puissance moyens estimés à partir de de mesures en
milieu suburbain.
Concernant l’apparition/disparition des rayons, un modèle basé sur un double pro-
cessus de Poisson a initialement été proposé dans [553] et réutilisé par la suite dans
[355, 388, 389, 404]. Ces modèles ne prennent pas en compte les groupes de trajets et
on propose ici de l’étendre à un modèle à groupe de trajets. Un autre modèle basé sur
un modèle de Markov est proposé dans [554, 555] et permet, en plus, de caractériser les
glissements de trajets tant dans le domaine des retards que dans le domaine angulaire.
Les parcours (−→ρ e
¡
t0p
¢
, −→ρ r
¡
t0p
¢
en ce qui concerne les déplacements et θor,e
¡
t0p
¢
,
φor,e
¡
t0p
¢
, θor,r
¡
t0p
¢
et φor,r
¡
t0p
¢
en ce qui concerne les rotations des sites respectifs) ainsi
que la distance émetteur/récepteur de référence (d = k−→ρ e (0)−−→ρ r (0)k) sont supposés
être connus à priori. Ceci permet éventuellement d’ajuster les lois du modèle (en particu-
lier pour le retard-absolu, l’atténuation moyenne de puissance et/ou les caractéristiques
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du trajet de Rice) et surtout de déduire le canal de transmission à partir des caractéris-
tiques spatiales des variations de rayons.
On peut définir 2 échelles de variations temporelles, l’une correspondant aux ap-
paritions/disparitions de groupe et l’autre aux apparitions/disparitions des rayons à
l’intérieur des groupes. A partir des considérations physiques, et en particulier, des
études [352, 355], on peut donner comme ordre de grandeur 100 à 200 m de distance
d’existence de groupe (dans quasiment tous les cas supérieurs à 27 m en ce qui concerne
les mesures traitées par la suite) et de 1 à 20 m de distance d’existence des rayons à
l’intérieur des groupes. L’échantillonnage des paramètres associés aux groupes et l’échan-
tillonnage des paramètres des rayons sera le même et sera celui défini dans 6.8 (les instants
t0p).
6.3.5.1 Variations des paramètres de groupe
Le modèle doit prendre en compte les apparitions et disparitions de groupe (le premier
groupe sera, quant à lui toujours présent), les glissements de groupes ainsi que les varia-
tions de dispersion et de puissance de groupe. Un algorithme de calcul des paramètres
de groupe variant dans le temps est illustré sur la figure 6.16. L’initialisation consiste à
appliquer le modèle stationnaire présenté sur la figure 6.14 en associant, en plus à chaque
groupe un paramètre de glissement et une durée de vie.
Le premier groupe étant toujours présent, le processus d’apparition/disparition sui-
vant ne s’applique qu’aux groupes secondaires. Comme dans [355, 388, 389, 404, 553], on
définit un double processus de Poisson pour générer les positions d’apparition et de dis-
parition des groupes secondaires (les positions doivent être comprises comme les positions
sur la trajectoire du mobile). L’apparition de nouveaux groupes est déterminée par une
loi de Poisson homogène [546] de fréquence moyenne eΛ groupes par mètres (taux d’appa-
rition de groupe) et la longueur d’existence par une distribution exponentielle de moyenneeΓ mètres (inverse du taux de disparition de groupe). La distance entre 2 apparitions de
groupe e∆app,g = edapp,g+1− edapp,g est donc décrite par une variable aléatoire de distribution
exponentielle :
fe∆app
³e∆app,g´ = eΛe−eΛe∆app,g pour e∆app > 0 (6.34)
La longueur d’existence e∆ex,g = eddisp,g− edapp,g, d’un groupe est également une variable
aléatoire de distribution exponentielle :
fe∆ex
³e∆ex,g´ = 1eΓe−
e∆ex,geΓ pour e∆ex,g > 0 (6.35)
En conséquence, le nombre de groupes secondaires suit une répartition de Poisson de
moyenne eΛeΓ :
P
³ eN = n´ =
³eΛeΓ´n
n!
e−
eΛeΓ (6.36)
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Fig. 6.16 — Synoptique de l’algorithme de calcul des paramètres de groupe variant dans
le temps
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Rappelons que la distance considérée pour les apparitions/disparitions (ainsi que les
variations spatiales) des groupes prend en compte le mouvement de l’émetteur et du
récepteur. On déduit les instants d’apparition et de disparition des distances d’apparition
et de disparition par :
dapp,g = ρe (tapp,g) + ρr (tapp,g) =
Z tapp,g
0
Ve (t) + Vr (t) dt (6.37)
ddisp,g = ρe (tdisp,g) + ρr (tdisp,g) =
Z tdisp,g
0
Ve (t) + Vr (t) dt =
où on rappelle que ρe et ρr (V e et Vr) sont les normes des vecteurs positions (des vecteurs
vitesses) du site d’émission et du site de réception. Le processus considéré dans le domaine
temporel devient alors un double processus de Poisson inhomogène [546] dès que la/les
vitesses de déplacement change(nt) au cours du temps.
En ce qui concerne la présence ou non d’un trajet direct, on pourra utiliser un pro-
cessus de Markov à deux états [546] (modèle utilisé dans [389]).
Une fois que l’existence d’un groupe est déterminé, il faut lui associer les paramètres
définis précédemment et ensuite les faire varier sur la longueur d’existence. Pour cela,
on discerne 2 modèles diﬀérents selon les paramètres de groupe concernés (positions
moyennes ou dispersions Rms et puissance). On suppose qu’un groupe gardera la même
forme tout au long de son existence pour des raisons de simplicité.
Afin de prendre en compte des changements sur la forme du premier groupe, on
suppose qu’il apparaît et disparaît mais que la position de disparition coïncident avec
l’apparition suivante. Ces positions de transition peuvent s’obtenir de manière itérative
(comme le double processus de Poisson) par :
ed0k+1 = e∆0k + ed0k (6.38)
où la variable e∆0k est une variable aléatoire exponentielle dont la fonction de densité de
probabilité est définie dans 6.35.
Les variations des paramètres de position d’angle moyen (au niveau du site fixe) et
retard moyen de groupe sont modélisées par des glissements de type linéaire pour des
raisons de simplicité mais aussi car ce type de glissement a été observé sur des mesures
dans [554, 555]. Les pentes de ces droites doivent être définies en particulier en fonction
de la longueur d’existence de groupe, éventuellement d’une manière aléatoire. Certaines
contraintes, comme par exemple un glissement maximum de 10 ns tous les 3 m pour les
retards, sont à prendre en compte. On peut se reporter à [437] ou [561] pour des modèles
de glissement basés sur la géométrie dans le plan azimutal de la liaison et un mouvement
rectiligne du mobile. L’angle moyen au niveau du site mobile est quant à lui modélisé par
un processus aléatoire dont la distance de corrélation dépendra de la proximité moyenne
des diﬀuseurs. Afin de pouvoir simplement simuler les variations de l’angle moyen, on
choisit un processus gaussien (gaussienne tronquée définie sur 2π autour de la moyenne)
dont on précise la moyenne, l’écart-type et la fonction de corrélation (forme exponentielle
décroissante avec sa longueur de corrélation).
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La pente des glissements angulaires est quant à elle très dépendante de la configu-
ration de la liaison à simuler. Par exemple, pour une liaison de type macrocellulaire
en milieu suburbain, l’angle moyen au niveau de la station de base du premier groupe
(groupe correspondant à la diﬀusion dans l’environnement proche du mobile) est directe-
ment donné par la position du mobile relativement à la station de base. Pour les autres
groupes, l’angle associé à un groupe restera relativement constant pendant toute la durée
d’existence du trajet.
En ce qui concerne les variations de puissance et des dispersions Rms, on utilise la
méthode développée dans [352]. Le vecteur eσg (d) devient donc un processus aléatoire
dépendant de la distance d. En plus des caractéristiques introduites précédemment, on
associe à chaque élément de eσg (Puissance en dB, logarithme des dispersions Rms de re-
tard, logarithme des dispersions Rms angulaires), une fonction de corrélation. Dans [352],
une fonction de corrélation de forme exponentielle ou double exponentielle est proposée.
Pour une caractérisation complète du vecteur aléatoire gaussien eσg (d) on devrait préci-
ser les 6 fonctions d’intercorrélations (et pas seulement leur valeur en 0) en plus des 3
fonctions d’autocorrélation mais ce modèle présente l’avantage d’une description et d’une
simulation plus simples. Le choix de la moyenne et de l’écart-type de la puissance est
bien évidemment dépendant de la position moyenne mais aussi de la puissance du pre-
mier groupe. En eﬀet, il est important de prendre en compte la puissance du premier
groupe afin de correctement modéliser la répartition du rapport de puissance du premier
groupe sur les puissances des groupes secondaires.
On supposera que toutes les fonctions de corrélations s’expriment par une loi expo-
nentielle dont les 4 paramètres (distances de corrélation pour un niveau de corrélation
égal à 1/e1, le maximum étant égal à 1) devront être spécifiés. Dans un contexte ma-
crocellulaire, on peut retenir des distances de corrélation de l’ordre de quelques dizaines
de mètres pour la puissance, la dispersion des retards et les dispersions angulaires. La
méthode de simulation des dispersions et de la puissance associées à un groupe est donnée
sur la figure 6.17.
Le processus gaussien associé à l’angle moyen au niveau du site mobile aura une
distance de corrélation du même ordre de grandeur que pour la dispersion angulaire au
niveau du site mobile.
6.3.5.2 Variations des paramètres de rayons
Puisque les caractéristiques de groupe changent au cours du temps, les paramètres de
rayons doivent aussi changer. Comme les groupes, les rayons apparaîssent et disparaissent,
subissent des glissements de positions mais aussi des changements de puissance au cours
du temps. Les caractéristiques des fonctions de diﬀusion de groupe changeant au cours
du temps, les fonctions de densité de probabilité introduites dans la partie 6.3.3 évoluent
aussi en conséquence. La fonction de densité de probabilité des paramètres d’un rayon
dépendra donc de l’instant d’apparition du rayon en question.
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Fig. 6.17 — Synoptique de l’algorithme de calcul des paramètres de dispersion et puissance
de groupe variant dans le temps
Le double processus d’apparition/disparition de trajets dépend du nombre moyen de
trajet (Ng) qui lui même dépend, entre autre, de la dispersion des retards (relation 6.26)
et donc du temps puisque les dispersions varient au cours du temps. On utilise donc un
processus de poisson inhomogène (dont le paramètre varie avec la distance parcourue)
pour la génération des positions d’apparition des trajets. La durée de vie moyenne reste
quant à elle constante ce qui se comprend bien physiquement : si le support de la fonction
de diﬀusion diminue, la probabilité de voir un trajet apparaître est moins grande, par
contre la durée de vie moyenne d’un trajet n’a aucune raison de changer.
Plutôt que d’appliquer le processus d’apparition/disparition à un seul rayon, on l’ap-
plique à un ensemble de rayons dont les paramètres de position sont proches. En eﬀet,
généralement les apparitions et les disparitions sont très corrélées pour des rayons pro-
venant d’un même obstacle. Cette méthode permet aussi de simplifier la description des
rayons puisque cet ensemble de rayons détiendra des composantes variables dans le temps
similaire. On peut alors exprimer le taux d’apparition moyen par :
Λg (d) =
N
bis
g (d)
Γg
(6.39)
N
bis
g (d) = Ng (d) /N
0
g (d)
d (t) = ρe (t) + ρr (t)
où Γg est la longueur moyenne d’existence. Cette longueur est fortement dépendante de
la proximité des obstacles autour du/des sites mobiles (ordre de grandeur de quelques
mètres en milieu urbain). Les fonctions de densité de probabilité pourront facilement être
déduites par analogie à celles présentées pour les apparitions/disparitions de groupes (re-
lations 6.34 à 6.36). Afin de ne pas changer le modèle sur la répartition des paramètres de
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rayons à l’intérieur d’un groupe, on utilise la méthode 2 du tabeau 6.2. Ng (d) étant fixée,
par exemple par l’expression 6.26, il est nécessaire de fixer N 0g. On définit tout d’abord
les étalements ∆θbise,g, ∆θ
bis
r,g et ∆τ
bis
g comme des largeurs où les apparitions/disparition de
rayons sont très dépendantes les unes des autres (ces étalements caractérisent en quelque
sorte la zone de corrélation où les rayons restent dépendants les uns des autres), ce qui
permet d’exprimer N 0g par :
N 0g (d) = Ng (d)
&
∆θe,g (d)
∆θbise,g
'−1 &
∆θr,g (d)
∆θbisr,g
'−1 »
∆τg (d)
∆τ bisg
¼−1
(6.40)
' 10B∆τ bisg NrMe
&
∆θe,g (d)
∆θbise,g
'−1 &
∆θr,g (d)
∆θbisr,g
'−1
où la deuxième relation dans 6.40 est déduite de l’expression Ng (d) donnée dans 6.26 et
reste valide pour ∆τg (d) >> ∆τ bisg et B∆τ
bis
g NrMe > 1, ce qui est généralement le cas en
pratique. Les valeurs d’étalement∆θbise,g,∆θ
bis
r,g et∆τ
bis
g pourraient être considérées comme
des variables aléatoires (par exemple uniformes) et ce serait, dans ce cas, les moyennes
de ces variables aléatoires qu’il faudrait considérer dans 6.40.
Ainsi, dès qu’un ensemble de N 0g rayons apparaît, on lui associe tout d’abord des
positions moyennes avec la méthode 2 présentée dans 6.3.3 (tirage aléatoire uniforme)
puis ensuite des rayons à l’intérieur du volume défini par ces positions moyennes et les
étalements ∆θbise,g, ∆θ
bis
r,g et ∆τ
bis
g . Les atténuations des rayons sont ensuites fixées par une
des méthodes décrites sur la figure 6.11.
L’algorithme permettant de générer les paramètres de rayons pour un groupe donné
tout au long de son existence est donné par la figure 6.18.
L’initialisation consiste à appliquer le modèle stationnaire présenté sur la figure 6.10
en associant, en plus à chaque rayon un paramètre de glissement et une durée de vie (la
fonction de pondération en amplitude ne dépendant que des durées de vie).
Les glissements de rayons, en l’occurence d’ensemble de rayons, sont supposés indé-
pendants des glissements de groupe. On considère que les diﬀérents glissements sont tous
linéaires. En supposant un modèle géométrique simple, il est possible de montrer que
la linéarité du glissement des retards et des angles au niveau du site mobile est valide
sur de courtes distances de déplacement relativement à la distance des diﬀuseurs [561].
Puisque la longueur moyenne d’existence de trajets est entre 1 et 10 m (à l’extérieur des
bâtiments), le modèle de glissement linéaire sera un bon modèle. La fonction de pondé-
ration de l’atténuation pourra être supposée de même forme que pour les groupes, c’est
à dire soit de forme sinusoïdale (sinusoïde définie sur π) soit constante avec 2 fonctions
de transition de forme arctangente.
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Fig. 6.18 — Synoptique de l’algorithme de calcul des paramètres de rayons à l’intérieur
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Fig. 6.19 — Synoptique globale de simulation du modèle à rayons.
6.3.6 Structure de simulation des paramètres de rayons
Après avoir défini les caractéristiques du modèle à groupe de trajets et les diﬀérents
algorithmes, on présente ici le synoptique global de simulation des paramètres de rayons.
Comme le suggère la figure 6.16 la génération des paramètres de groupes et de rayons
associés se fait en 2 temps : en premier on génére les paramètres du premier groupe (consti-
tué d’une succession continue de groupes de formes diﬀérentes) puis ceux concernant les
groupes secondaires. En eﬀet les puissances des groupes secondaires doivent dépendre de
celle du premier groupe. La figure 6.19 montre la démarche globale de simulation des
rayons.
Une étape de normalisation de la puissance au niveau de chaque groupe mais aussi au
niveau global de la réponse de canal peut être utile. En eﬀet, il est par exemple possible
de prendre en compte séparément l’atténuation de puissance à grande échelle en fonction
de la distance séparant l’émetteur et le récepteur. Les groupes secondaires peuvent être
normalisés par un même coeﬃcient sur tout le parcours afin que la probabilité de dépas-
sement de la puissance des groupes secondaires sur le premier groupe soit correctement
modélisé. Cela revient à un réajustement de la puissance des groupes à postriori, c’est à
dire après la génération de l’ensemble des rayons.
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6.4 Conclusion
Dans ce chapitre, l’intérêt s’est porté sur la modélisation du canal dans le contexte de
l’étude des systèmes de communications sans fil de type Mimo. En eﬀet, le problème de
la modélisation du canal de transmission détient une importance capitale dans l’évalua-
tion des systèmes Mimo. Contrairement à l’évaluation analytique des performances des
systèmes où des modèles de canal "simples" doivent être utilisés, l’évaluation par simula-
tion des systèmes de communications doit être basée sur des modèles précis. Nous nous
sommes intéressés, dans ce contexte, à la simulation numérique du canal de transmission
Mimo prenant en compte toutes les dimensions nécessaires, en particulier la dimension
spatiale et la polarisation sur les deux sites.
Nous avons proposé une méthode générique de simulation basée sur la séparation
des phénomènes de propagation et de l’interaction entre l’onde électromagnétique et les
antennes. Nous avons présenté les principales caractéristiques de cette méthode dans la
première partie.
Le canal devant pouvoir être simulé sur des durées assez importantes au regard de
la stationnarité (statistique) temporelle, nous avons proposé une adaptation du modèle
paramétrique à rayons en zone locale du chapitre 4. Cette adaptation consiste à ajouter
des périodes d’existence de rayon ainsi que des variations temporelles des paramètres de
rayons. Nous avons proposé une structure de simulation permettant la prise en compte
de n’importe quel type d’antenne ou de réseau d’antennes et plus généralement pouvant
s’appliquer à tout type de système classique (il faudrait eﬀectuer quelques modifications
pour les systèmes à Ulb).
Après une description globale de la structure de simulation, nous avons proposé une
méthode originale de simulation basée sur le calcul des matrices de fonctions de transfert
discrètes variant dans le temps. Cette méthode est basée sur un double échantillonnage
temporel adapté au vitesse de déplacement du/des sites mobiles et des diﬀuseurs. En
eﬀet, du fait que les caractéristiques des rayons varient beaucoup plus lentement que
la fonction de transfert, nous avons défini 2 trames d’échantillonnage temporel, l’une
grossière pour les caractéristiques des rayons et l’autre beaucoup plus fine dépendant
des étalements Doppler instantanés. A partir de cette matrice de fonctions de transfert
(linéairement interpolée), nous avons proposé une méthode de filtrage du signal d’entrée
basée sur la Fft et la Stft discrète. Cette méthode s’appuie sur l’hypothèse largement
justifiée dans notre contexte que le canal est sous-étalé dans le domaine temporel (voir
chapitre 5). Elle permet d’obtenir une complexité équivalente au filtrage par un canal qui
serait temporellement invariant.
La simulation du canal ne pouvant s’eﬀectuer que conditionnellement à la connais-
sance des caractéristiques des rayons, il est important de définir une méthode permettant
de les générer. C’est l’objectif de la deuxième partie dans laquelle une approche sto-
chastique de modélisation des paramètres de rayons est présentée. Après avoir décrit
l’approche générale basée sur la notion d’échelle, tant dans le domaine temporel que dans
le domaine des étalements (notion de groupe de trajets), nous avons donné le formalisme
mathématique décrivant le modèle.
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Ce modèle s’appuie sur une association judicieuse de plusieurs méthodes existantes.
L’approche présentée s’intéresse contrairement à la plupart des études, à prendre en
compte la dépendance entre les diﬀérents domaines associés à la fonction de diﬀusion du
canal (retard, direction à l’émission et à la réception ...) ainsi qu’aux variations tempo-
relles des paramètres de groupes et de trajets à l’intérieur des groupes. En particulier,
nous avons proposé un double processus d’apparition/disparition portant sur les groupes
et les trajets à l’intérieur des groupes. De plus, un modèle,issu de la littérature [352], est
adapté ici pour modéliser les dispersions des groupes conjointement dans les domaines
retard, direction d’émission et direction de réception. Une autre contribution originale
concerne la modélisation des formes analytiques des groupes qui n’est pas figée mais peut
être décrit de manière statistique, conditionnellement aux paramètres de position et de
dispersion des groupes.
Pour finir, nous avons proposé une structure de simulation permettant de préciser
l’implantation du modèle à groupes de rayons.
L’ensemble de cette approche est exploitée par les mesures dans le chapitre suivant.
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Chapitre 7
Exploitation de mesures pour la
modélisation du canal
7.1 Introduction
Dans le chapitre 6, nous avons donné un aperçu de la forme et des caractéristiquesdu modèle à groupes de trajets. Ce modèle est suﬃsamment général pour pouvoir
s’appliquer à un grand nombre de configurations diﬀérentes. Pour le paramétrage des
modèles, nous avons plusieurs campagnes de mesures à notre disposition eﬀectuées en
milieu urbain et suburbain en Simo par FT R&D Belfort [562] (dans la région de Mul-
house) et par l’IETR (à Vitré) et en Mimo par l’IETR (à Vitré). Les mesures FT R&D
Belfort s’apparentent à des configurations en macrocellules et celles de l’IETR en micro
et macrocellules. Dans ce chapitre, on présente les résultats basés sur la campagne de
mesures de FTR&D Belfort en milieu suburbain [562] autour de Mulhouse.
Avant cette phase de modélisation, une analyse descriptive des mesures a été menée
et des modèles concernant les paramètres caractéristiques de propagation ainsi que les
profils de puissance ont été proposés dans [547]. Néanmoins, ces modèles ne prennent
pas en compte la notion de groupe de trajets. La méthodologie de traitement statistique
des mesures et certains résultats sont présentés dans [547] et [561]. Cette phase d’obser-
vation des mesures permet de mettre en évidence et de caractériser les phénomènes de
propagation pour lesquels il faut ensuite définir et/ou adapter des modèles adéquats.
Dans un premier temps, on donne une description de la campagne de mesures concer-
nant l’environnement, le système de mesure et les prétraitements appliqués. On s’intéresse
ensuite à la modélisation des fonctions et paramètres liés au modèle à groupes de tra-
jets défini dans le chapitre 6. On présentera successivement les résultats concernant la
définition des modèles de fonction de diﬀusion de groupe, la répartition du nombre de
groupes, les paramètres caractéristiques de groupes (positions moyennes, dispersions et
puissances dans les diﬀérents domaines) et enfin la modélisation des fonctions de diﬀusion
conditionnellement à la connaissance des paramètres caractéristiques de groupes.
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7.1.1 Remarques sur les outils statistiques utilisés
Les méthodes statistiques d’analyse descriptive et de modélisation statistiques utili-
sées dans les parties concernant la modélisation sont décrites dans les ouvrages [559,563].
On utilisera abondamment les fonctions de distribution cumulative (Fdc) et les fonc-
tions de densité de probabilité (Fdp) éventuellement conditionnelles. Ces fonctions esti-
mées à partir des mesures sont ensuite comparées à des modèles théoriques. L’estimation
des paramètres des modèles théoriques se fait au maximum de vraisemblance. A partir de
ces modèles théoriques de Fdc et des Fdc estimées sur les mesures, on peut entreprendre
des tests d’hypothèse sur la validité du modèle.
On utilise, en particulier le test de Kolmogorov-Smirnov (Ks), par défaut, pour une
probabilité d’erreur de première espèce de α = 1 %. Cela signifie qu’on a 1 % de chance
d’aﬃrmer que l’hypothèse souhaitée est fausse alors qu’elle est vraie (plus α est faible,
plus le test a de chances de ne pas rejeter l’hypothèse désirée). Le résultat d’un test
d’hypothèse n’a aucun sens si on ne précise pas un paramètre de confiance tel que la
probabilité d’erreur de première espèce α. Un autre paramètre important rentrant en
compte dans la décision du test est la taille de l’échantillon.
7.2 Description des mesures et prétraitement
On peut trouver des informations complémentaires sur l’environnement de mesure
étudié et le système de mesure de FTR&D utilisé dans [562].
7.2.1 Environnement de mesure
La campagne de mesures de FTR&D a été eﬀectuée dans un milieu de type suburbain
rural/pavillonnaire aux alentours de Mulhouse (site de Wittenheim [562]).
Le réseau d’antennes de réception fixe est placé sur un bâtiment assez élevé par
rapport au niveau moyen des toits. Chaque mesure correspond à un parcours de 27 m de
la station émettrice mobile (antenne omnidirectionnelle placée sur le toit d’une voiture).
On a à notre disposition un ensemble de 194 mesures dont certaines sont redondantes
(seule, l’orientation du réseau d’antennes est diﬀérente).
Comme le montrent les cartes dans [562], les mesures sont assez uniformément répar-
ties autour de la station de base ce qui permet d’obtenir des statistiques assez représen-
tatives. Le sursol entourant le Ms peut être séparé en 3 catégories : parfois la végétation
(bois) est prépondérante, parfois ce sont les bâtiments (principalement des maisons), et
enfin le sursol paraît parfois dégagé. Ces mesures sont donc assez représentatives de la
propagation pour une macrocellule en milieu suburbain. Une première analyse prenant
en compte la diﬀérence entre les 3 types de sursol, a montré certaines diﬀérences globales
sur les caractéristiques des mesures correspondantes. Pour la modélisation par groupes
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de trajets, nous avons pris en compte l’ensemble des mesures afin d’obtenir un modèle
représentatif de l’ensemble du site.
7.2.2 Système de mesure et format des réponses
7.2.2.1 Sondeur
Le système de mesure est basé sur un sondeur de canal large bande à étalement de
spectre fonctionnant autour de la fréquence porteuse de 2,2 GHz.
Le site de réception fixe est composé d’un réseau linéaire uniforme de 12 antennes
à polarisation verticale espacées de 5 cm soit 0,36λ et d’une antenne omnidirectionnelle
toujours à polarisation verticale. Seules, les 10 antennes du milieu sont utilisées lors des
mesures (les 2 antennes extérieures servent à limiter les problèmes liés aux eﬀets de bord).
Ces antennes ont une ouverture de 120◦ et 12 dB de gain. Le site d’émission mobile est
une voiture surmontée d’un dipôle linéaire à polarisation verticale.
La longueur de la réponse impulsionnelle mesurée est de 10,2 µs et le débit code de
50 MHz (code de longueur 511). Un fenêtrage de Hamming sur les fonctions de transfert
réduit la largeur de bande à -3dB à 10 MHz mais améliore la dynamique.
Les mesures se présentent sous la forme d’un ensemble de réponses impulsionnelles
associées aux diﬀérents capteurs et à diﬀérents instants (diﬀérentes positions du parcours).
Pour chaque parcours, on dénombre 600 positions réparties uniformément tous les 4,6 cm
soit environ tous les λ/3, c’est à dire une réponse toutes les 11 ms. A chaque instant,
on a 10 réponses impulsionnelles associées aux diﬀérents capteurs directifs du réseau et
une réponse correspondant à l’antenne omnidirectionnelle. L’échantillonnage des retards
est de 20 ns, ce qui signifie que chacune des réponses impulsionnelle est constituée de
512 × 2 = 1024 valeurs réelles (512 nombres complexes). La mesure d’un tronçon de 27
m comporte donc 1024× 600× 11 = 6758400 valeurs réelles.
7.2.2.2 Domaine temporel et domaine spatial à la station mobile (MS)
Puisque l’échantillonnage temporel uniforme correspond à un échantillonnage spatial
linéaire uniforme inférieur à λ/2, la dimension temporelle du canal permet d’étudier la
dimension spatiale au niveau du Ms. Le spectre Doppler avec abscisses normalisées par
νmax = fc × v/c (où v est la vitesse de déplacement de Ms en m/s) correspond donc
au spectre des directions (cosinus de l’angle des trajets) au niveau du Ms et ce tant
que l’influence des diﬀuseurs en mouvement sur les variations temporelles du canal reste
négligeable. L’analyse des mesures nous a montré que l’influence des véhicules en mouve-
ment devait eﬀectivement être négligeable (en particulier le Doppler maximal ne dépasse
quasiment jamais fc×v/c). Les évanouissements temporels et le spectre Doppler du canal
peuvent donc nous renseigner sur les directions d’arrivée des trajets (avec une ambiguïté
de 180◦) au niveau du Ms. C’est cette possibilité qui nous permettra de proposer des
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Formation de faisceaux
pour chaque retard, Doppler et instant
Tri des mesures
(selon dynamique et
direction de M S vue par BS)
Calcul des spectrogrammes
retard-Doppler multicapteurs
 variant dans le temps à moyenne échelle 
Caractéristiques puissance,
 retard, Doppler et angle BS
à chaque instants et pour chaque tronçon
Données sous la forme d'une matrice 
individus (trajets)*caractéristiques 
(puissance, retard ...) 
Calcul des angles moyens
pour chaque retard, Doppler et instant
Fig. 7.1 — Prétraitement des données de mesure et mise en forme
modèles angulaires non seulement sur le site de réception multicapteur mais aussi sur le
site mobile.
7.2.3 Estimation des fonctions caractéristiques
Les mesures brutes nécessitent quelques transformations avant d’être exploitées. Ces
étapes de prétraitement et de mise en forme sont représentées par la figure 7.1.
7.2.3.1 Tri des mesures
Tout d’abord, une phase de tri nous permet d’éliminer certaines mesures de l’étude : on
ne conserve que les mesures dont la dynamique est supérieure à 15 dB et dont la diﬀérence
angulaire entre la direction du Ms (vue par Bs) et la normale au réseau de Bs est
inférieure en valeur absolue à 45◦. En eﬀet, plus cette diﬀérence angulaire augmente, plus
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les mesures correspondantes ont des chances d’être filtrées par les diagrammes d’antenne,
ce qui entraîne une vision incomplète du canal. Après examen visuel des profils angulaires
de puissance du canal et conformément à l’idée que la dispersion angulaire associée à ce
type de liaison est relativement faible, on fixe la diﬀérence angulaire maximale à 45◦.
Cette étape de tri réduit à 99, le nombre de mesures.
7.2.3.2 Estimation des fonctions caractéristiques d’ordre 2 du canal
Après cette phase de tri, il s’agit à partir des échantillons de mesure et de la connais-
sance de ce qu’ils représentent (trame de temps, de retard et de position des capteurs),
d’estimer au moins une des fonctions définies dans le chapitre 5. Tout d’abord, on limite
la longueur des réponses impulsionnelles à 5 µs.
Une pré-analyse des mesures montre que les fonctions caractéristiques à l’ordre 2
changent au cours des 27 m de parcours. En eﬀet, sur cette distance, l’hypothèse St-
Wssus, et en particulier l’hypothèse Wss de stationnarité temporelle, n’est pas valide
et il est donc nécessaire d’utiliser des méthodes temps-fréquence. Dans ce contexte, nous
utilisons une Stft avec fenêtre de Hanning dans le domaine temporel afin d’obtenir
un spectre Doppler variant dans le temps pour chaque capteur de réception et chaque
retard. A partir des 600 réponses impulsionnelles multicapteurs constituant une mesure,
on calcule 39 réponses où chacune utilise 30 points pour le calcul du spectre Doppler.
La distance minimale de parcours sur laquelle la mesure doit être stationnaire est donc
de 1,35 m, ce qui semble physiquement valable, et la distance entre chaque réponse est
d’environ 70 cm. On obtient alors une réponse fonction du retard et du Doppler pour
chaque capteur de réception variant dans le temps à « moyenne échelle ».
Une méthode de formation de faisceaux classique avec fenêtre de Chebyshev (lobes
secondaires à -25 dB) permet ensuite de calculer un spectre angulaire pour chaque retard,
chaque Doppler et pour chacune des 39 positions du tronçon. La résolution angulaire
étant mauvaise, on s’intéresse plutôt aux paramètres caractéristiques liés aux profils de
direction (voir 5). L’analyse de ces fonctions nous montre que dans la plupart des cas, quel
que soit le retard, le Doppler ou la position sur le tronçon, le spectre angulaire estimé
correspond approximativement à celui qui serait obtenu si le trajet incident était un
trajet spéculaire [547] arrivant d’une direction donnée par la direction moyenne estimée.
En eﬀet, l’analyse montre que les dispersions angulaires estimées sont celles correspondant
à un trajet spéculaire incident sur le réseau d’antenne. D’autre part, en supposant que
pour chaque retard et chaque Doppler, le trajet est spéculaire dans le domaine angulaire,
les dispersions angulaires pour chaque retard, correspondent à celles qui seraient estimées
(avec une correction systématique pour enlever l’eﬀet de la résolution limitée du système
[547]) à partir des profils angulaires de puissance moyennés dans le domaine Doppler. Ces
2 arguments justifient notre approche.
Tout au long des phases d’estimation, des seuils prenant en compte le niveau des lobes
secondaires et le Rsb ont pu être appliqués.
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Après avoir appliqué ces diﬀérentes phases de traitement, on obtient des Dsp retard-
Doppler-angle à Bs variant dans le temps, c’est à dire selon la position duMs. La dimen-
sion Doppler normalisée est donc relative à la direction des trajets au niveau du site Ms
(chapitre 5) puisque l’influence des diﬀuseurs mobiles est négligeable. Pour plus de sim-
plicité d’écriture, on continuera à parler de spectre Doppler plutôt que de spectre Doppler
normalisé. A partir de ces Dsp variant dans le temps, on déduit les caractéristiques des
trajets en terme de puissance, retard, Doppler et angle d’arrivée à Bs. Contrairement
aux angles d’arrivée à Bs, les retards et le Doppler des trajets appartiennent à une trame
particulière dont les valeurs sont régulièrement espacées (espacées de 20 ns pour le retard
et espacées de 0,1 entre -0,97 et 0,97 pour le Doppler). Ces trajets n’ont pas forcément
de signification physique mais constitue plutôt l’intégration de la puissance de toutes
les contributions (rayons) situées à l’intérieur de l’intervalle de résolution retard-Doppler
du système. Ceci n’a pas une importance capitale, puisque les analyses portent sur des
groupes et non pas sur les trajets à l’intérieur des groupes.
7.2.3.3 Exemples de fonctions estimées
Des fonctions 1D et 2D et des paramètres caractéristiques du canal ayant été obtenues
par ces traitements sont données sur les figures 7.2 à 7.10. On représente, respectivement,
les fonctions de diﬀusion marginales variant dans le temps, c’est à dire selon les positions
duMs, les fonctions de diﬀusion 2D moyennées sur le parcours et les variations des para-
mètres caractéristiques de canal. Les figures 7.2 à 7.4 concernent une mesure présentant
des étalements assez importants (Ms entouré de bâtiments), alors que les figures 7.5 à
7.10 concernent des mesures pour lesquelles les alentours du Ms sont plutôt dégagés (1
cas avec 3 trajets diﬀus et l’autre cas avec 1 seul trajet diﬀus). On voit sur ces figures
l’intérêt de prendre en compte un modèle à groupes de trajets et les variations temporelles
(spatiales à Ms) à moyenne échelle.
7.2.3.4 Mise en forme des données
L’ensemble des caractéristiques de rayons peut être contenu dans une matrice indivi-
dus × caractéristiques (aussi appelées attributs), ce qui est pratique pour les méthodes de
traitement (statistique) de données [563]. Chaque colonne représente une caractéristique
dont les plus importantes sont le numéro de mesure, la position sur le tronçon (de 0 à
27 m tous les 70 cm), la puissance de trajet, le retard de trajet, le Doppler et l’angle à
Bs. Une autre matrice contient les caractéristiques physiques de la liaison (directions de
l’axe Ms-Bs, distance Ms-Bs, direction de la trajectoire de Ms, dynamique, puissance
moyenne, ...) associée à chacune des 39×99 Dsp. A partir de ces 2 matrices, on peut
envisager tous les traitements désirés sur les caractéristiques statistiques d’ordre 2 du
canal. En particulier, les liens entre les paramètres géométriques et les paramètres des
trajets ont pu être étudiés. Nous avons ainsi montré dans [547] que le modèle géométrique
à 1 rebond n’était pas satisfaisant pour l’obtention conjointe des retards, angles à Bs et
angles à Ms : 1 deuxième rebond proche du Ms est certainement à prendre en compte
pour beaucoup de trajets. Les positions des diﬀuseurs déduites des retards et des angle
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Fig. 7.2 — Profil de puissance variant le long du parcours du Ms - Bâtiments autour du
Ms - Etalements importants
Fig. 7.3 — Moyenne sur le parcours du Ms de profils de puissance 2D - Bâtiments autour
du Ms - Etalements importants
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Fig. 7.4 — Variations des paramètres caractéristiques de canal le long du parcours du Ms
- Bâtiments autour du Ms - Etalements importants
Fig. 7.5 — Profil de puissance variant le long du parcours du Ms - Environnement dégagé
autour du mobile - 2 groupes prépondérants et 1 troisième moins important
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Fig. 7.6 — Moyenne sur le parcours du Ms de profils de puissance 2D - Environnement
dégagé autour du mobile - 2 groupes prépondérants et 1 troisième moins important
Fig. 7.7 — Variations des paramètres caractéristiques de canal le long du parcours du Ms
- Environnement dégagé autour du mobile - 2 groupes prépondérants et 1 troisième moins
important
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Fig. 7.8 — Profil de puissance variant le long du parcours du Ms - Environnement dégagé
autour du mobile - 1 seul groupe (trajet diﬀus)
Fig. 7.9 — Moyenne sur le parcours du Ms de profils de puissance 2D - Environnement
dégagé autour du mobile - 1 groupe (trajet diﬀus)
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Fig. 7.10 — Variations des paramètres caractéristiques de canal le long du parcours du
Ms - Environnement dégagé autour du mobile - 1 groupe (trajet diﬀus)
à Bs ont quand même pu montrer une certaine cohérence avec l’environnement physique
(étude sur carte) [547,561].
7.3 Définition des modèles analytiques des profils de puis-
sance de groupe
La première étape concerne l’identification des groupes à partir des caractéristiques
des Dsp variant dans le temps. Une fois que les groupes sont identifiés, on connaît quels
trajets appartiennent à quel groupe. La deuxième étape concerne donc l’extraction des
paramètres caractéristiques de groupe et le choix des modèles analytiques de profil de
puissance à tester. La dernière étape vise à eﬀectuer un choix parmi les diﬀérents modèles
potentiels.
7.3.1 Identification des groupes
Plusieurs méthodes d’identification des groupes sont envisageables. Tout d’abord, on
peut appliquer des méthodes de classification automatique comme les techniques d’agré-
gation autour des centres mobiles ou la classification hiérarchique [563]. Ces algorithmes
sont basés sur la définition de distances (généralement euclidiennes) qui permettent de
juger de la proximité entre individus et/ou entre groupes d’individus. Dans notre cas, les
individus sont les diﬀérents trajets d’une même réponse et les distances sont calculées
à partir des diﬀérentes caractéristiques associées aux trajets (puissance, retard, Doppler
et angle à Bs) qu’il est possible de pondérer diﬀéremment. Il serait aussi possible de
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considérer des paramètres fonctions des caractéristiques de trajets (comme par exemple,
les positions de diﬀuseurs associées à un modèle géométrique à 1 rebond).
Des études eﬀectuées dans [561] ont eu pour objet l’adaptation et l’évaluation de ces
méthodes, en associant en particulier des prétraitements de type Acp (Analyse en Com-
posantes Principales). Les méthodes développées ont montrées de bonnes performances
pour certaines des mesures mais pas toutes. Dans [9], des méthodes de classification ap-
pliquées à des mesures de propagation à 60 GHz ont montré de bonnes performances.
Cette dernière méthode donne une importance diﬀérente aux paramètres retard et angle
d’arrivée. Dans notre cas, il s’agit d’identifier un groupe sur la totalité du parcours, c’est
à dire sur les 39 Dsp, ce qui pose des problèmes supplémentaires du fait que les méthodes
de classification sont, à priori, appliquées indépendamment d’une Dsp à l’autre.
Comme dans la plupart des études par groupes de trajets sur des mesures ( [374,392]
par exemple), nous avons finalement utilisé l’approche visuelle. On se base alors sur les
profils de puissance 1D (profil des retards, profils angulaires et profils Doppler) variant
dans le temps et leurs moyennes temporelles ainsi que sur la moyenne des profils 2D
(profils retard-angle et profils retard-Doppler essentiellement) sur tout le tronçon (voir
figure 7.2 à 7.10). Cet examen visuel nous permet d’identifier les groupes qu’on sépare
dans le domaine des retards (retard mimimum et maximum de groupe) et de définir quels
types de forme analytique sont à tester dans chacun des 3 domaines. L’avantage de cette
méthode réside dans la sûreté de la validité du découpage en groupe et ses 2 inconvénients
résident dans la durée importante et dans le fait que cette méthode est subjective. Malgré
ces inconvénients, elle nous permet de fonder notre étude sur des groupes corrects.
7.3.2 Extraction des paramètres caractéristiques de groupe
Après cette phase d’identification, des traitements sont appliqués afin d’extraire les
paramètres de groupes, notamment les positions moyennes, les valeurs maximales et mi-
nimales de position (et en conséquence, les étalements respectifs), les dispersions Rms,
les skewness et les kurtosis [547] (cumulants d’ordre 3 et 4 renseignant sur la forme des
fonctions [559]) dans les domaines des retards, du Doppler et des angles à Bs.
En ce qui concerne les puissances, on discerne les puissances de groupes normalisées
sur une seule Dsp ou sur les 39 Dsp d’un tronçon. D’autre part, la puissance est de 3
types : elle représente soit la puissance maximale de trajets, soit la puissance maximale
sur le profil des retards, soit la puissance totale de tous les trajets du groupe. Ces diﬀé-
rentes définitions de la puissance permettent de fournir des informations complémentaires.
Lorsqu’on veut étudier les changements à moyenne échelle des groupes, il est nécessaire
d’utiliser la normalisation sur l’ensemble du tronçon. La puissance totale est très dépen-
dante des étalements dans les diﬀérents domaines. Quand cela n’est pas précisé, c’est
la puissance maximale sur le profil de puissance des retards de groupe qui est utilisée.
Remarquons que cette définition de la puissance est dépendante de la largeur de bande
(tous les trajets situés dans le même intervalle de résolution des retards sont intégrés et
cet intervalle de résolution dépend de la largeur de bande) et ce, surtout pour les groupes
de dispersions Rms des retards limitées.
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Domaine Spectre
Retards Gaussien, laplacien, uniforme, exponentiel, lognormal, gamma.
Doppler
Clarkes, plat, gaussienne ν,gaussienne θms, Von Mises,
gaussien ν double, gaussien θms double, Von Mises double.
Angle à Bs Gaussien, laplacien, uniforme.
Tab. 7.1 — Les diﬀérentes lois testées pour les profils de puissance marginaux de groupe
7.3.3 Choix des modèles à évaluer
On entend par modèle, la forme analytique devant représenter les profils de puissance
de groupe. Puisqu’on considère la séparabilité des profils de puissance de groupe, il suﬃt
d’avoir un modèle 1D par profil de puissance marginale (profil de puissance des retards,
profil de puissance angulaire et profil de puissance Doppler).
Dans un premier temps, on sélectionne des modèles puis, dans un deuxième temps,
on les teste afin d’estimer les paramètres associés et d’évaluer leur adéquation respective.
Le choix des diﬀérents modèles à tester a été fait durant l’analyse visuelle. Ces formes
analytiques de groupes sont celles de fonctions de densité de probabilité usuelles (les
fonctions de densité de probabilité détiennent en eﬀet la propriété d’être positive, comme
les Dsp) et peuvent être, en particulier, choisies parmi celles habituellement utilisées dans
le cadre de la modélisation du canal de propagation.
La démarche consiste à savoir, à partir d’un examen visuel des profils de puissance ou
des cumulants normalisés d’ordre 3 et 4 correspondants (skewness et kurtosis), quel type
de lois pourrait être adéquat. Cette approche est plutôt de type empirique puisqu’elle
ne prétend pas expliquer les phénomènes mais plutôt aboutir à une forme analytique qui
"coïncide" particulièrement bien avec la mesure. Néanmoins, des raisonnements logiques
basés sur les phénomènes physiques permettent d’exclure des familles de fonctions et au
contraire d’en conserver d’autres. Par exemple, un raisonnement logique montre qu’un
profil de puissance angulaire azimutal est plutôt de forme symétrique alors qu’au contraire
un profil des retards est plutôt de forme asymétrique. Généralement, les formes analy-
tiques choisies ont 2 paramètres, la moyenne ou la référence et l’écart-type. Certaines
lois dont la forme est modulable comporte un troisième paramètre appelé, paramètre de
forme. Les diﬀérentes lois testées sont résumées dans le tableau 7.1. On pourra se reporter
à l’annexe A.4 pour obtenir des détails sur principales formes analytiques et en particulier
sur la loi de Von Mises (qui est rarement utilisée).
Les lois gaussienne, laplacienne, exponentielle et gamma sont toutes tronquées selon
l’étalement du domaine concerné, ce qui signifie, dans l’absolu que les limites de profils
de puissance devraient être considérées pour ces lois comme des paramètres de modèle.
Néanmoins, l’analyse nous montre que le rapport de la dispersion Rms sur l’étalement
étant suﬃsamment petit, ces paramètres peuvent être omis.
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La loi gamma utilisée dans le domaine des retards est une généralisation de la loi
exponentielle dont la forme est ajustable comme cela est indiqué dans l’annexe A.4. Cette
loi et la loi exponentielle sont considérées en référence au retard minimal de groupe.
Les spectres Doppler observés, qu’ils soient associés à un groupe ou à une réponse
entière, ne correspondent presque jamais à des spectre angulaires au niveau du Ms de
type uniforme en azimut (spectre classique de Clarkes/Gans/Jakes) ou en 3D (spectre
plat). Pour cette raison, il nous a paru important de tester des modèles angulaires non-
isotropes tels que le spectre gaussien et le spectre de Vm, particulièrement bien adapté
à ce type de problème [179]. Ce modèle de Vm (voir annexe A.4) permet donc à partir
du spectre Doppler, d’obtenir un modèle angulaire azimutal au niveau du mobile dont la
dispersion angulaire est ajustable, ce qui est important dans un contexte Mimo.
Les spectres Doppler de type gaussien (et gaussien double) sont définis en fonction
du Doppler normalisé comme dans le COST 207 [161] et en fonction des angles au niveau
du Ms. Dans ce dernier cas, le spectre Doppler doit être déduit par la relation de Gans
5.15. Le terme "double" utilisé pour les spectres gaussiens et de Vm signifie qu’une
somme pondérée de deux de ces spectres forment le spectre global de groupe. Ces lois
composites ont été choisies après le constat que, pour certaines mesures, aucun modèle
n’était acceptable (en particulier, les dispersions Doppler générées n’étaient pas correctes
pour ces mesures). L’étude visuelle de ces mesures a montré que la forme des spectres
Doppler faisait apparaître 2 pics généralement situés aux alentours de 0,5 et -0,5 en terme
de Doppler normalisé, ce qui motive le choix de ces modèles.
Les lois gaussienne, laplacienne et uniforme dans le domaine angulaire ont été retenues
pour leur propriété de symétrie, de facilité de paramétrage (paramétrage par l’angle
moyen et la dispersion angulaire) et du fait que la validité de ces formes a souvent été
appuyée par des mesures et/ou qu’elles ont souvent été utilisées dans le contexte de la
modélisation du spectre angulaire.
On trouvera une description analytique des principales lois du tableau 7.1 dans l’an-
nexe A.4.
7.3.4 Evaluation et choix des modèles à retenir
L’analyse des profils de puissance de groupe se fait séquentiellement dans chaque
domaine (retard, Doppler et angle à Bs). Pour juger de l’adéquation d’un profil de puis-
sance, il faut choisir un critère à minimiser ou à maximiser. Ce critère nous permet, par
l’intermédiaire d’un algorithme d’optimisation adéquat, d’une part de fixer les paramètres
optimaux du modèle (au sens du critère) et d’autre part de comparer via la valeur finale
de ce critère (valeur pour les paramètres retenus), plusieurs modèles entre-eux. Le critère
utilisé est celui de l’Eqm. Le problème d’optimisation s’exprime donc par :
EQMMk = min
Pa
NabcX
i=1
(Pmod ,k (xi | Pa)− Pmes,i)2 (7.1)
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où Pmod ,k (xi | Pa) représente la valeur (scalaire) du modèle k en l’abscisse xi (scalaire)
pour des valeurs de paramètre spécifiées dans le vecteur Pa et Pmes,i représente le profil de
puissance mesuré pour l’abscisse i. Les profils de puissance sont tous les deux normalisés
de telle sorte que leur somme respective sur les abscisses soit égale à 1. Cette normalisation
permet de comparer plusieurs modèles diﬀérents portant éventuellement sur des domaines
diﬀérents. En conséquence, l’Eqm minimale, EQMMk, est comprise entre 0 et 1 puisque
les profils de puissance sont à valeurs réelles positives. On parlera d’erreur ou de distance
minimale pour la racine de l’EQMMk.
Ces méthodes sont appliquées au domaine des retards et au domaine Doppler. Le
profil angulaire étant constitué de trajets spéculaires d’angles quelconques. On définit un
"profil cumulatif" :
FDCP,j =
1PNabc
i=1 Pmes,i
jX
i=1
Pmes,i (7.2)
Pmes,i = Pmes [θi]
θn ≤ θm pour n ≤ m
où j varie de 1 à Nabc et Pmes,i est la puissance du trajet i où les angles θi sont rangés dans
l’ordre croissant. La notation FDC s’explique par le fait que la représentation discrète de
la séquence FDCP,j en fonction de l’abscisse formée par la séquence des angles des trajets
θi détient toutes les propriétés d’une Fdc discrète. Cette fonction de répartition prend
en compte la puissance relative de chaque trajet comme une mesure de probabilité. Cette
méthode permet d’utiliser les distances et les méthodes de test d’hypothèse associées
utilisées en statistique [559]. On retrouve, par exemple, la distance de Kolmogorov (écart
maximal entre la Fdc du modèle et la Fdc empirique) qui est utilisée dans le test
d’hypothèse de Ks ou la distance de Cramer Von Mises équivalente à l’Eqm sur FDCP,j .
qui est utilisée dans le test de même nom [559]. L’étude des modèles obtenus selon les 2
critères (associés à la distance de Kolmogorov et à celle de Cramer Von Mises) montre
que ces 2 critères aboutissent généralement au même modèle (les 2 critères sont souvent
minimisés pour le même modèle).
D’autre part, la répartition des angles de trajets (toujours au sein d’un même groupe)
a été étudiée et des modèles de Fdc ont été testés par le test de Ks.
Après l’application de ces méthodes, on obtient pour chaque groupe les paramètres et
les erreurs associés aux diﬀérents modèles. Pour la répartition des angles des trajets, on
a en plus les résultats du test de Ks. Pour l’analyse des modèles, on ne prend en compte
que les groupes dont la dispersion Rms est supérieure à celle du système (sans étalement
des trajets) tant le domaine des retards que dans le domaine Doppler. Dans le domaine
des retards, la dispersion minimale est fixée à 10 ns (8 ns de dispersion du système seul)
et dans le domaine Doppler à 0,05. Cela réduit le nombre de groupes à 6181 (groupes
diﬀus conjointement dans les domaines retard et Doppler-angle).
On définit pour chaque groupe et dans chaque domaine le modèle optimal comme celui
minimisant l’Eqm. Afin de savoir si un modèle est important à conserver, on s’intéresse à
deux caractéristiques. D’une part on s’intéresse à la fréquence d’occurrence du choix des
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Domaine Spectre
Retards Gaussien : 32 %, laplacien : 42 %, gamma.:26 %
Doppler Vm : 34 % et Vm double : 66 %
Angle à Bs Laplacien : 63 % et gaussien : 37 %
Tab. 7.2 — Occurrence globale des modèles
diﬀérents modèles et d’autre part à la répartition des erreurs de tous les modèles quand
l’Eqm est minimisée pour un modèle particulier.
Selon cette analyse, le modèle exponentiel, le modèle uniforme et le modèle lognormal
dans le domaine des retards ne paraissent pas nécessaires à conserver car lorsqu’il sont
choisis, les valeurs des erreurs des autres modèles sont particulièrement proches et ce
contrairement aux trois autres modèles. De plus, ces deux modèles ne sont valables que
dans 4% des cas et les erreurs associées restent assez élevées et proches d’au moins un
des trois autres modèles (gaussien, laplacien ou gamma) quand ils sont choisis. On ne
conserve donc, pour l’étude, que les spectres gaussien, laplacien et gamma (le spectre
gamma comporte le cas particulier de la loi exponentielle).
Dans le domaine Doppler, le spectre classique de Clarkes n’est jamais valide quand
on prend en compte le spectre Vm et il n’est valide que dans 0,6 % dans le cas où on ne
le prend pas en compte. Le spectre plat est quant à lui valide dans seulement 2,9 % des
cas. Quand les spectres Doppler composites ne sont pas pris en compte, le spectre Vm
est valide dans 93 % des cas. Quand on prend en compte les spectres composés, les lois
Vm et Vm doubles suﬃsent à couvrir 96 % des cas (dont 30 % pour le spectre Vm). On
ne conserve donc que les spectres Vm et Vm doubles.
Dans le domaine angulaire, le spectre uniforme n’est valable que dans 1,7 % des cas,
avec en plus, des erreurs assez élevées et proches des deux autres modèles. On ne conserve
donc que le modèle gaussien et le modèle laplacien, ce qui est en accord avec la plupart
des études sur les spectres angulaires.
Le tableau 7.2 donne un ordre d’idée sur les occurrences relatives des diﬀérents mo-
dèles.
La répartition des erreurs de tous les modèles confondus pour chacun des 3 domaines
est donnée sur la figure 7.11.
Dans le domaine angulaire, les erreurs sur les deux modèles sont équivalentes (moyenne
de 0,1 et écart-type de 0,05 environ). Dans le domaine des retards, les moyennes des
erreurs associées au modèle gaussien sont plus faible (de 0,07 contre 0,1 pour les 2 autres
modèles) mais les écart-types plus élevés (0,09 contre 0,06 pour les 2 autres modèles).
En ce qui concerne le domaine Doppler, la moyenne et l’écart-type des erreurs sont plus
faibles dans le cas du modèle Vm que dans le cas du modèle Vm double (0,095 contre
0,13 pour la moyenne et 0,07 contre 0,12 pour l’écart-type).
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Fig. 7.11 — Répartition des erreurs des modèles dans les 3 domaines
Les formes analytiques des profils de puissance seront mises en relation avec les pa-
ramètres de position moyenne et de dispersion Rms dans la suite.
7.4 Nombre de groupes
La répartition du nombre de groupes est particulièrement bien modélisée par une loi
de Poisson (tronquée puisqu’au moins un groupe est présent), comme le montre la figure
7.12.
Le test de Ks ne peut rejeter l’hypothèse d’une loi de Poisson. Les mesures sont donc,
sur ce point là, en accord avec le modèle proposé dans le chapitre 6.
7.5 Positions moyennes, dispersions et puissance de groupe
Les dispersions (Rms) Doppler et les dispersions (Rms) des retards de groupe sont
corrigées de manière à prendre en compte la résolution limitée des réponses de canal vues
par le système. On peut obtenir une dispersion corrigée eσx par la relation :
eσx = ( qσ2x − (σx,syst)2 pour σx > σx,syst
0 sinon
(7.3)
On fixe σx,syst = 10 ns dans le domaine des retards et σx,syst = 0,05 dans le domaine
Doppler normalisé. Les seuls groupes à être pris en compte sont les groupes de dispersions
non nulles, ce qui constitue la majorité des groupes. Une étude a montré que les groupes
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Fig. 7.12 — Répartition du nombre de groupes par réponse
formés d’un seul trajet spéculaire sont de puissance bien moindre que la puissance maxi-
male des groupes diﬀus (20 dB de diﬀérence en moyenne), ce qui pousse à conclure que la
dispersion nulle estimée est simplement un artefact de mesure et d’estimation (une limite
due à la dynamique). Cette remarque est un argument supplémentaire pour le rejet de
ces groupes.
En faisant l’hypothèse que le spectre angulaire est forcément symétrique, ce qui phy-
siquement se justifie, il est possible dès qu’on traitera d’angles moyens, de "symétriser"
les Fdp estimées. En eﬀet, on ne s’intéresse qu’à la valeur absolue des angles moyens,
c’est à dire à sa déviation par rapport à la référence (direction du Ms vue par Bs) et on
transforme donc les séquences d’angles moyens par :
θ0 =
£ ¯¯
θ
¯¯
−
¯¯
θ
¯¯ ¤
(7.4)
La longueur des séquences d’angle moyen est donc doublée.
Dans chacun des domaines traités, on s’eﬀorce de séparer les caractéristiques et mo-
dèles du premier groupe de celles et ceux des groupes secondaires. On a en tout 6181
groupes à notre disposition dont 3580 premiers groupes et 2601 groupes secondaires.
7.5.1 Premiers groupes
Le nombre d’individus à notre disposition est de 3454.
La répartition des angles moyens suit une loi symétrique dont la Fdc est représentée
par la figure 7.13.
7.5 Positions moyennes, dispersions et puissance de groupe 277
-15 -10 -5 0 5 10 15
0
10
20
30
40
50
60
70
80
90
100
Angle moyen (°)
Pr
ob
a(
D
ire
ct
io
n 
m
oy
en
ne
 <
 a
bs
ci
ss
e)
 e
n 
%
Mesures
Modèle gaussienµ = 0°     
σ = 2,7°  
Fig. 7.13 — Fdc de l’angle moyen de groupe
Plusieurs lois symétriques ont été testées dont la loi gaussienne. Puisque c’est celle
qui donne la distance de Ks la plus petite (le test ne valide pas l’hypothèse gaussienne
pour autant), on retient la loi gaussienne. L’écart-type de ce paramètre reste relativement
faible (2,7◦), ce qui est en accord avec une diﬀusion locale aux alentours du Ms dont le
centre de la zone doit approximativement être la position du mobile.
A plus ou moins 10 % près, les densités de probabilité des puissances conditionnées
aux angles moyens sont constantes, et ce, quels que soit les groupes ou le retard de
référence ce qui signifie que m(2)eP
³eθr´ associé au premier groupe est une constante.
Puisque, d’une part le Doppler moyen ne dépend pas des angles moyens et que d’autre
part, le modèle du spectre Doppler n’a pas besoin du Doppler moyen pour être paramétré
(en eﬀet la dispersion étant très dépendante du Doppler moyen, celle-ci suﬃra à définir
le modèle de spectre Doppler), on ne le décrit pas ici. On montrera que la répartition du
Doppler moyen obtenu par simulation des modèles Vm et Vm double est correcte.
Les dispersions angulaires, des retards et Doppler et la répartition de puissance doivent
maintenant être étudiées afin de paramétrer le modèle lognormal proposé dans le chapitre
6. Les valeurs de dispersion ne dépendant manifestement pas des angles moyens, on ne
cherche pas de modèle sur les paramètres moyens de dispersions Rms et de puissance en
fonction des positions moyennes.
Un examen visuel montre que le modèle lognormal n’est pas du tout adéquat pour la
répartition de la dispersion Doppler et il serait donc intéressant de trouver une autre loi
qui soit en relation avec le modèle gaussien. La dispersion Doppler normalisée étant une
variable comprise entre 0 et 1 (du fait que les composantes de Doppler normalisé sont
comprises entre -1 et 1), il peut être intéressant de chercher parmi les lois de densité de
probabilité dont le support est borné. Parmi ces lois, on a en particulier la loi Bêta, la
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Fig. 7.14 — Fdc des dispersions Doppler - Premiers groupes
loi uniforme ou la loi de Clarkes (répartition de sin(a) quand a est une variable aléatoire
uniforme). Néanmoins, aucune de ces lois n’est adaptée aux mesures et elles ne sont,
de plus, aucunement rattachées à une variable aléatoire gaussienne. En considérant les
propriétés de la fonction logarithmique, on se rend compte que la grandeur :
eσν, log = ln (− ln (eσν)) (7.5)
est justement définie pour 0 < eσν < 1 (exp(− exp (x)) où x est réel et bornée entre 0 et
1). Le modèle gaussien sur la variable eσν, log, et plutôt convaincant de 2 points de vue :
il passe le test du Ks et, en plus, il est compatible avec le modèle de simulation présenté
dans le chapitre 6 (seule la transformation finale concernant la dispersion Doppler est à
changer). On nomme cette loi, "loi log-lognormale" et c’est elle qu’on utilise dans tout le
reste du document pour modéliser la répartition de la dispersion Doppler.
Les répartitions des variables des dispersions des retards, angulaires et Doppler sont
données par les figures 7.14, 7.15 et 7.16. Les modèles lognormaux sont aussi représentés
et leurs paramètres sont donnés sur ces mêmes figures.
On remarque que le modèle lognormal n’est pas très bien adapté à la dispersion des
retards. Le modèle exponentiel serait mieux adapté mais il n’est pas compatible avec la
méthode de simulation proposé dans le chapitre 6. A part la loi concernant la dispersion
Doppler, les autres lois ne passent pas le test de Ks, mais la figure 7.16 montre quand
même une relativement bonne concordance pour la dispersion angulaire. Même si les
paramètres des modèles (moyenne et écart-types du log des variables) suﬃsent à définir
les dispersions Rms dans les diﬀérents domaines (équation A.67), on les donne dans le
tableau 7.3.
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Fig. 7.15 — Fdc des dispersions des retards - Premiers groupes
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Fig. 7.16 — Fdc des dispersions angulaires - Premiers groupes
Moyenne Ecart-type µ σ
Dispersion Doppler 0,30 0,17 0,23 0,55
Dispersion des retards 44,45 44,6 3,30 1,08
Dispersion angulaire 1,45 1,35 -0,02 0,91
Tab. 7.3 —Moyennes et écarts types en linéaire et en échelle log des dispersions de premier
groupe
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Fig. 7.17 — Fdc des puissances totales - Premiers groupes
La puissance totale de groupe normalisée à moyenne échelle est donnée par la figure
7.17.
Un autre paramètre important lié à la puissance est le lien entre la puissance moyenne
du premier groupe et celle des éventuels groupes secondaires. Comme on peut s’y attendre,
la puissance du premier groupe est dans la grande majorité des cas supérieure à celle des
groupes secondaires (dans 91,4 % des cas de réponses formées d’au moins 2 groupes). La
Fdc du rapport de puissance conditionnée au fait que la puissance du premier groupe
n’est pas maximale (strictement inférieure à 0 dB) est donnée sur la figure 7.18.
Le modèle gaussien tronqué proposé est un modèle gaussien de moyenne nulle et
d’écart-type 7 dB limité aux valeurs négatives (il suﬃt de prendre l’opposé du module
d’une variable aléatoire gaussienne ayant les paramètres spécifiés pour simuler ce rapport
de puissance). Le test de Ks à 5% ne rejette pas le modèle gaussien.
Afin de compléter le modèle, on donne la corrélation entre les valeurs de dispersion
(en échelle log) et la puissance en dB dans le tableau 7.4. Ces corrélations caractérisent la
corrélation log-linéaire (log-log -linéaire pour le Doppler). En soulignant le fait que pluseσν, log est élevée, plus la dispersion Doppler est faible, on déduit du tableau 7.4 que les
dispersions sont corrélées entre-elles : si l’une est de valeur élevée, les 2 autres ont une
probabilité assez forte d’être élevées (les 3 valeurs de corrélation sont supérieures à 0,6 en
valeur absolue). Par contre, la puissance paraît quant à elle assez décorrélée des valeurs de
dispersion, avec quand même une tendance à l’anticorrélation. Si ces valeurs de corrélation
suﬃsent à modéliser les phénomènes, il faut préciser qu’une analyse permettant de mieux
comprendre les relations entre variables aléatoires devrait faire intervenir les corrélations
partielles [559].
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Fig. 7.18 — Fdc du rapport de la puissance moyenne maximale du premier groupe sur la
puissance maximale de groupe de la réponse (quand la puissance du premier groupe n’est
pas maximale)
Dispersion
Doppler
Dispersion
des retards
Dispersion
angulaire
P
dB
Dispersion Doppler 1 -0,60 -0,82 0,31
Dispersion des retards -0,60 1 0,64 -0,19
Dispersion angulaire -0,82 0,64 1 -0,28
Puissance en dB 0,31 -0,19 -0,28 1
Tab. 7.4 — Corrélation entre les dispersions associées au premier groupe
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Fig. 7.19 — Fdc des retards minimum de groupe - groupes secondaires
7.5.2 Groupes secondaires
Rappelons que le nombre d’individus est ici de 2601.
Contrairement aux premiers groupes où les retards sont approximativement donnés
par la distance entre émetteur et récepteur, on s’occupe ici des retards minimaux de
groupes et de la dépendance des paramètres à ceux-ci. La répartition des retards mini-
maux est donnée sur la figure 7.19.
Les lois exponentielle, gamma et log normales ont été testées mais les 3 modèles
donnant approximativement le même résultat, on ne retiendra que le modèle exponentiel.
Même si cette loi ne passe pas le test Ks, ce qui se remarque à son inadéquation entre 800
et 1500 ns, elle nous paraît bonne à retenir pour 2 raisons. D’une part la moyenne (en
enlevant les 100 ns qui correspond au plus petit retard minimal de groupes secondaires) et
l’écart-type estimés sont presque égaux (435 ns contre 440 ns respectivement), ce qui est
une propriété de la loi exponentielle et d’autre part cette loi est simple et souvent utilisée
dans ce contexte. Comme alternative, on pourrait proposer une loi composite donc plus
compliquée puisqu’elle nécessiterait au moins 2 fois plus de paramètres (au moins 4).
Contrairement aux premiers groupes, les paramètres des groupes secondaires doivent
être étudiés en fonction des retards de référence (retards minimaux). La méthode choisie
consiste à séparer l’axe des retards en un ensemble de plusieurs classes. Cet échantillon-
nage du domaine des retards doit être fait de telle sorte que le nombre d’individus soit
suﬃsant dans chaque classe. Pour plus de simplicité, on utilise un échantillonnage régulier
toutes les 200 ns de 100 à 1700 ns, puis une classe dont les limites vont de 1700 à 2300
ns. L’eﬀectif de chaque classe est donné dans le tableau 7.5.
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Retard central 100 300 500 700 900 1100 1300 1500
1700
2300
Eﬀectif 521 786 472 380 57 94 84 132 75
Tab. 7.5 — Eﬀectif pour chaque classe de retard minimum des groupes secondaires
Retard central 100 300 500 700 900 1100 1300 1500
1700
2300
Dispersion Doppler O O O O O O O x O
Dispersion des retards O x O x O O O O O
Dispersion angulaire x x x O O O O O O
Angle moyen x x x O O O O x x
Puissance x x O O O O O O O
Tab. 7.6 — Résultats des tests KS en fonction des classes de retards minimaux des groupes
secondaires
Le tableau 7.5 indique qu’on peut accorder plus d’importance aux paramètres corres-
pondant à des retards minimaux inférieurs à 800 ns qu’a ceux correspondant à des retards
minimaux supérieurs à 800 ns. Précisons que tous les individus ne sont pas forcément in-
dépendants puisque plusieurs groupes peuvent en fait représenter un même groupe mais
pris à des positions diﬀérentes sur le tronçon.
Contrairement aux premiers groupes, l’aﬃchage de toutes les Fdc n’est pas envisa-
geable pour toutes les classes de retard. On donnera donc directement le résultat de test
de Ks sur les lois ayant été déclarées comme les mieux adaptées. En ce qui concerne les
dispersions et la puissance, on test les lois lognormales (log-lognormale pour le Doppler).
En ce qui concerne les angles moyens, on teste pour chaque classe de retard le modèle
gaussien. Celui-ci n’est pas parfait mais faute de mieux, on le conserve. Comme pour le
premier groupe et pour les mêmes raisons, on ne caractérise par le Doppler moyen. Les
résultats des tests sont donnés dans le tableau 7.6 où un O signifie que l’hypothèse testée
ne peut être rejetée alors qu’un x signifie que l’hypothèse est rejetable.
Le fait que le test de puissance soit rejeté pour des retards faibles est lié, en particulier,
au fait que la puissance maximale sur le profil des retards de groupe est assez proche de 0
dB sans jamais dépasser cette valeur. En ce qui concerne les angles moyens, on remarque
que souvent une densité de probabilité non maximale en 0 apparaît, ce qui explique le fait
que l’hypothèse de répartition gaussienne est souvent écartée. Cela peut physiquement
s’expliquer puisque les groupes secondaires sont moins probablement dans l’axe du Ms.
A toutes les lois testées dans le tableau 7.6, on doit associer les moyennes et écart-
types. La moyenne des angles moyens est nulle quel que soit le retard minimal (moyenne
égale à la direction du Ms). L’écart-type quant à lui augmente avec les retards comme
le montre la figure 7.20 . Cette dépendance peut se justifier physiquement par le fait que
des angles moyens élevés signifie forcément des retards élevés dès lors que les diﬀuseurs
proches de la station de base sont très improbables.
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Fig. 7.20 — Ecart-types des angles moyens en fonction des retards minimum - Groupes
secondaires
La tendance à l’augmentation de l’écart-type des angles moyens est bien modélisée
par une fonction linéaire dont l’équation est indiquée sur la figure 7.20.
Les paramètres de la répartition des dispersions angulaires dépendent aussi des retards
mais pas des directions moyennes. Comme le montrent les figures 7.21 et 7.22, on observe
une augmentation des dispersions angulaires avec les retards minimaux.
Pour plus de simplicité nous avons, comme pour les angles moyens, utilisé des ré-
gressions linéaires tant pour la moyenne que pour l’écart-type des dispersions angulaires
(l’équation étant donnée sur les figures respectives). La moyenne et l’écart-type pou-
vant être reliés aux 2 paramètres de la loi lognormale par les relations A.68, le modèle
concernant le domaine angulaire est entièrement spécifié.
L’analyse des dispersions des retards en fonction des retards minimaux ne fait pas ap-
paraître de relation particulière et on propose donc de considérer une seule Fdc. Puisque
le tableau 7.6 donne les résultats de test pour chaque retard, il est nécessaire de faire
un test supplémentaire sur la répartition globale des dispersions des retards (et non plus
sur la répartition conditionnée au retard minimal). Les Fdc estimées et modélisées sont
représentées sur la figure 7.23. Le modèle lognormal n’est pas rejeté par le test de Ks.
Comme pour la dispersion des retards, la dispersion Doppler ne dépend pas des retards
minimaux. Une analyse globale des répartitions montre que, comme pour le premier
groupe, le modèle log-lognormal est valide (le test de Ks ne rejette pas cette l’hypothèse).
La moyenne et l’écart-type des dispersions Doppler sont de 0,29 et 0,18, respective-
ment.
7.5 Positions moyennes, dispersions et puissance de groupe 285
0 200 400 600 800 1000 1200 1400 1600 1800 2000
1
2
3
4
5
6
7
8
 
y = 0.0027*x + 1.8
Retard minimum (ns)
M
oy
en
ne
 d
es
 d
is
pe
rs
io
ns
 a
ng
ul
ai
re
s 
(°
)
Mesure
Modèle linéaire
Fig. 7.21 — Moyenne des dispersions angulaires en fonction des retards minimaux
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Fig. 7.22 — Moyenne des dispersions angulaires en fonction des retards minimaux
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Fig. 7.23 — Fdc globale de la dispersion des retards des groupes secondaires
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Fig. 7.24 — Fdc globale de la dispersion Doppler des groupes secondaires
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Fig. 7.25 — Moyenne de la dispersion Doppler en fonction de la déviation angulaire pour
les groupes secondaires
Si la dispersion Doppler ne dépend pas des retards, elle dépend néanmoins des valeurs
absolues des angles moyens (déviation angulaire). Un examen plus approfondi montre que
la moyenne peut être modélisée par une fonction linéaire de la déviation angulaire. La
moyenne des dispersions Doppler et de eσν, log sont représentées en fonction de la déviation
angulaire sur les figures 7.25 et 7.26.
L’écart-type de la dispersion Doppler et de eσν, log est constant et égal à 0,16 et 0,55.
Le test de Ks ne rejette pas l’hypothèse de loi log-lognormale dans 8 cas sur 9. Le fait
que la dispersion Doppler est d’autant plus faible que la déviation angulaire est grande
se comprend aisément à partir d’un raisonnement physique. En eﬀet, plus une zone de
diﬀusion est éloignée du Ms, ce qui est le cas quand la déviation angulaire augmente,
plus la dispersion angulaire associée à cette zone et vue par le Ms a des chances d’être
faible.
Ayant défini tout ce qui concernait les dispersions et les positions moyennes condi-
tionnellement aux retards minimaux, il s’agit maintenant de définir les propriétés des
puissances de groupes conditionnellement aux retards minimaux et aux angles moyens
(la dépendance aux Doppler moyens n’étant pas à prendre en compte comme cela a été
évoqué) puis les corrélations entre puissance et dispersion pour chaque retard.
Etant donné le trop petit nombre d’individus, il n’est pas facile d’étudier la répartition
de la puissance en fonction des retards et des angles. En réduisant le nombre de classes
des retards (échantillonné toutes les 400 ns au lieu de 200 ns) et en définissant des classes
angulaires (échantillonnées à 4◦), on remarque que la distribution de la puissance est
plutôt indépendante des angles moyens. Cela permet de réduire l’étude de la puissance
à sa dépendance aux retards minimaux. La moyenne et l’écart-type de la puissance en
fonction des retards minimaux de groupe sont donnés sur les figures 7.27 et 7.28.
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Fig. 7.26 — Moyenne de eσν, log en fonction de la déviation angulaire pour les groupes
secondaires
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Fig. 7.27 —Moyenne de la puissance conditionnnée aux retards minimaux pour les groupes
secondaires
7.5 Positions moyennes, dispersions et puissance de groupe 289
0 500 1000 1500 2000 2500
1
2
3
4
5
6
7
8
Retard minimum (ns)
E
ca
rt-
ty
pe
 d
e 
la
 p
ui
ss
an
ce
 e
n 
dB
Mesure
Modèle linéaire doubley = -0,0026*x + 7,3 
y = -0.,0043*x + 12 
Fig. 7.28 — Ecart-type de la puissance conditionnnée aux retards minimaux pour les
groupes secondaires
Dispersion
Doppler
Dispersion
des retards
Dispersion
angulaire
P
dB
Dispersion Doppler 1 -0,17 -0,40 0,00
Dispersion des retards -0,22 1 0,20 0,13
Dispersion angulaire -0,44 0,24 1 -0,32
Puissance en dB 0,11 -0,1 -0,22 1
Tab. 7.7 — Corrélation entre les dispersions et la puissance associées aux groupes secon-
daires
Un modèle doublement linéaire pour la moyenne et l’écart-type des puissance en dB
est proposé. Ce modèle linéaire sur la moyenne des puissances en dB signifie que la
puissance moyenne en linéaire suit approximativement une double loi exponentielle. Les
valeurs de moyenne et d’écart-type de ce modèle représentent les paramètres de la loi
gaussienne sur la puissance en dB (loi lognormale sur les puissances en linéaires) et les
valeurs linéaires correspondantes peuvent être obtenues à partir de l’annexe A.4 (relations
A.67).
L’analyse de la matrice de corrélation entre les paramètres de dispersion et la puissance
montre que les éléments de celle-ci ne dépendent ni des retards ni des angles moyens. On
fournit alors la corrélation sur l’ensemble des groupes secondaires quels que soient leur
retard minimal et leur angle moyen. On retrouve globalement les mêmes tendances que
pour le premier groupe (signes des coeﬃcients de corrélation) mais avec des corrélations
(en valeur absolue) beaucoup plus faibles.
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La corrélation entre la puissance totale et (le logarithme de) la dispersion des retards
est plus élevée que la corrélation entre la puissance maximale sur le profil des retards et
(le logarithme de) la dispersion des retards (corrélation de 0,35 contre 0,13).
7.6 Modélisation des formes de profil de puissance de groupes
La modélisation de la forme des groupes doit prendre en compte d’éventuelles dépen-
dances aux positions moyennes et/ou dispersions. Dans un premier temps on s’intéresse
donc à la modélisation de ces formes conditionnellement aux positions et aux dispersions
puis dans un deuxième temps on cherche des relations entre les paramètres de modèle
et les paramètres de groupes pour les lois gamma, de Vm et Vm double. Ce sont les
seules lois qui méritent des précisions puisque ce sont les seules dont au moins certains
des paramètres (si ce n’est tous) ne sont ni la moyenne (correspondant alors à la position
moyenne de groupes) ni l’écart-type (correspondant alors à la dispersion Rms de groupe).
7.6.1 Modèle sur les formes analytiques
Il faut dans un premier temps tester la dépendance entre les 3 domaines (retard, Dop-
pler et angle) des modèles sur les profils de puissance. Ceci revient à tester la dépendance
entre variables qualitatives (les variables qualitatives sont les lois des domaines concer-
nés). Plusieurs méthodes d’analyse et de test sont proposées dans [559]. Une analyse
visuelle de comparaison des domaines 2 à 2 nous a permis de conclure à l’indépendance
entre les domaines (c’est à dire que la connaissance de la forme d’une loi dans un domaine
ne nous apporte aucune information concernant la loi dans un autre domaine). Cette in-
dépendance ne signifie pas forcément qu’une loi dans un domaine est indépendante des
paramètres de groupes dans un autre domaine. Une analyse approfondie de ce type de
dépendance nous montre que la forme de la loi du profil de puissance Doppler dépend
du retard minimal de groupe. C’est néanmoins le seul cas de dépendance direct entre
domaines diﬀérents. Une analyse séparée entre premier groupe et groupes secondaires ne
faisant pas apparaître de diﬀérences notables, on fait l’étude sur l’ensemble des groupes.
Par contre, les formes de groupes dépendent dans tous les cas des dispersions dans le
domaine concerné comme le montrent les figures 7.29 à 7.31.
A part pour la dispersion Doppler où un modèle quadratique est mieux adapté, des
modèles linéaires et éventuellement linéaires par morceaux (2 morceaux) ont été choisis.
Pour chacune des figures, le modèle de la courbe qui n’est pas précisé peut facilement être
déduit en considérant que la somme des probabilités pour chaque valeur de dispersion est
égale à 1.
Au dessus d’une dispersion Doppler de 1/
√
2 = 0,707, le modèle Vm n’est théori-
quement plus valable (la dispersion maximale est de 0,707 et correspond à la dispersion
Doppler associée au spectre de Clarkes), alors que le modèle Vm double peut l’être (la
dispersion Doppler maximale du modèle Vm double est égale à 1), mais la figure 7.29
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Fig. 7.29 — Probabilité de la loi sur les profils de puissance Doppler conditionnellement
à la dispersion Doppler
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Fig. 7.31 — Probabilité de la loi sur les profils de puissance angulaires conditionnellement
à la dispersion angulaire
montre, au contraire, une augmentation de la probabilité d’avoir le modèle Vm. On peut
relativiser ce problème, d’une part en remarquant que le modèle n’est pas validé sur le
critère de la dispersion Doppler le plus adéquat mais sur l’Eqmm, et que d’autre part
il n’y a que 3% de cas où le Doppler est eﬀectivement supérieur à 0,707. Globalement,
le spectre Doppler Vm double est donc mieux adapté aux fortes valeurs de dispersion
Doppler.
Les groupes, dont les dispersions des retards sont élevées, sont plutôt mieux modélisés
par une loi gamma, c’est à dire une loi asymétrique, alors que les groupes de dispersions
des retards faibles sont, au contraire, mieux modélisés par les lois symétriques, telle qu’une
loi gaussienne ou laplacienne.
Dans le domaine angulaire, le modèle gaussien est d’autant plus probable que la
dispersion angulaire est élevée et à partir de 13◦, il est certain.
Comme nous l’avons fait remarquer, la forme du profil de puissance Doppler dépend
aussi du retard minimal, ce qui est illustré par la figure 7.32.
On remarque que le modèle de Vm est d’autant plus probable que le retard mini-
mal est élevé. On rappelle que la dispersion Doppler n’étant pas reliée au retard minimal,
cette dépendance et celle avec la dispersion Doppler constituent des informations complé-
mentaires non-redondantes. La valeur de probabilité du modèle de Vm pour les premiers
groupes n’apparaît pas sur cette figure mais elle correspond approximativement à l’ex-
trapolation du modèle linéaire, c’est à dire à une probabilité de 0,23.
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Fig. 7.32 — Probabilité de la loi sur les profils de puissance Doppler conditionnellement
au retard minimal
7.6.2 Domaine des retards
L’étalement des retards, c’est à dire le support du profil de puissance des retards, est en
moyenne 4,5 fois supérieur à la dispersion des retards et ce quelle que soit la dispersion des
retards. Ce paramètre est important en particulier pour les lois symétriques gaussienne
et laplacienne puisque la diﬀérence entre la valeur moyenne et le retard minimal est égale
à la moitié de l’étalement des retards. L’écart-type des lois estimées est, comme prévue,
toujours très proche de la dispersion des retards de groupe.
La loi gamma nécessite le paramétrage de sa forme qui est elle même reliée au rapport
retard moyen sur dispersion des retards que l’on nomme rapport de forme (voir relation
A.73 de l’annexe A.4). Il s’avère que ce paramètre dépend de la dispersion des retards. La
moyenne et l’écart-type conditionnels à la dispersion des retards concernant le premier
groupe sont donnés par les figures 7.33 et 7.34.
Le rapport de la moyenne sur l’écart-type peut être considéré constant égal à 6,7. La
distribution de ce rapport est bien modélisé par une loi gamma dont le rapport de forme
est 6,7 (a =
√
6,7) et la moyenne est donnée par la figure 7.33. Dans 12% des cas, le
rapport de forme est compris entre 0,999 et 1,001, ce qui signifie que dans 12% des cas
le profil de puissance des retards de groupe est approximativement une loi exponentielle.
Pour les groupes secondaires, la moyenne est la même mais la relation entre écart-type
et moyenne est diﬀérente. L’écart-type du rapport de forme est bien modélisé par une loi
exponentielle décroissante comme le montre la figure 7.35.
On remarque que le rapport moyenne sur écart-type du rapport de forme est, cette
fois, contrairement au cas des premiers groupes, dépendant de la dispersion des retards
puisqu’il augmente avec elle.
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Fig. 7.33 — Moyenne du rapport de forme (retard moyen/dispersion des retards) de la loi
gamma
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Fig. 7.34 — Moyenne/écart-type du rapport de forme de la loi gamma
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Fig. 7.35 — Ecart-type du rapport de forme pour la loi gamma et pour les groupes secon-
daires
7.6.3 Domaine angulaire
Le seul paramètre à modéliser pour le domaine angulaire concerne le rapport de
l’étalement sur la dispersion. Le rapport moyen entre l’étalement angulaire et la dispersion
angulaire diminue avec l’augmentation de la dispersion comme le montre la figure 7.36.
Le rapport entre étalement et dispersion angulaire étant suﬃsamment grand, les dis-
persions angulaires estimées sur les mesures sont très proches des paramètres de dispersion
des lois gaussienne et laplacienne.
7.6.4 Domaine Doppler
Quel que soit le type de profil de puissance Doppler, Vm et Vm double, leur paramé-
trage n’est pas simple du fait qu’il n’existe pas de relation simple entre les paramètres de
groupe et les paramètres associés à ces 2 modèles. Nous proposons, pour chaque type de
profil une méthode particulière de modélisation. La simulation basée sur ces deux modèles
montre une excellente adéquation entre les paramètres Doppler de position moyenne et
de dispersion Doppler. On se reportera à l’annexe A.4 pour la description analytique du
spectre Vm et du spectre Doppler associé.
296 Exploitation de mesures pour la modélisation du canal
0 2 4 6 8 10 12 14
2
3
4
5
6
7
8
9
10
11
12
Dispersion angulaire (°)
m
oy
en
ne
 d
u 
ra
pp
or
t d
e 
l'é
ta
le
m
en
t s
ur
 la
 d
is
pe
rs
io
n
Moyenne
Modèle exponentiel
y = 9,02*exp(-0,18*x) + 2 
Fig. 7.36 — Dépendance entre l’étalement et la dispersion angulaire.
7.6.4.1 Modèle de Von Mises
On modélise la distribution conditionnelle aux dispersions Doppler du paramètre µvm
puis on détermine d’une manière déterministe le paramètre κvm en fonction de µvm et de
la dispersion Doppler.
La forme du spectre Doppler, à une symétrie près, ne dépend que du paramètre défini
dans la relation A.77 (on a alors µvm égal à µ
0
vm, −µ0vm, π−µ0vm ou µ0vm−π). On pourra
supposer dans toute la suite l’équiprobabilité entre ces 4 valeurs.
Les fonctions de densité de probabilité conditionnelles de |µvm| associées aux premiers
groupes sont représentées pour plusieurs classes de dispersion Doppler sur la figure 7.37.
Si les mesures ne permettent d’obtenir que |µvm| et pas µvm c’est à cause de l’am-
biguïté des réseaux linéaires. On suppose que le signe µvm à associer à |µvm| est équi-
probable (positif ou négatif avec la même probabilité). D’après la figure 7.37, on choisit
de modéliser le paramètre µvm par une loi uniforme entre 0 et 2π pour les valeurs de
dispersion Doppler inférieures à 0,125 et par un modèle gaussien de moyenne π/2 et
d’écart-type 0,5 (pour |µvm|, le signe étant équiprobable) pour les valeurs de dispersion
Doppler supérieures à 0,125.
Pour les groupes secondaires, le paramètre µvm ne dépend pas de la dispersion Dop-
pler. Comme le montre la figure 7.38, un modèle gaussien sur µ0vm de moyenne 0,93 et
d’écart-type 0,33 est un modèle adéquat. Ce modèle n’est pas rejeté par le test de Ks.
Cette répartition signifie qu’il est peu probable que les ondes arrivent dans l’axe de dé-
placement de Ms (µ0vm = 0), c’est à dire dans l’axe de la rue ou perpendiculairement à
celui-ci (µ0vm = π/2).
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Fig. 7.38 — Répartition du paramètre µ0cvm pour les groupes secondaires
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cx bx ax
x = A -0,13 1 0,61
x = B -0,53 1,5 1,2
x = C -0,23 0,28 0,65
x = D -0,33 0,92 0,084
Tab. 7.8 — Coeﬃcients des polynômes du modèle VM
Fig. 7.39 — Logarithme du paramètre κvm en fonction de paramètre µvm et de la dispersion
Doppler eσν pour le modèle proposé
Pour modéliser la relation déterministe entre le paramètre κvm, le paramètre µvm et
la dispersion Doppler eσν, log, on choisit un modèle impliquant 4 trinômes du second degré
décrivant les coeﬃcients d’un polynôme du troisième degré. Mathématiquement, on a :
ln (κvm) = D
¡
µ0vm
¢
(eσν, log)3 + C ¡µ0vm¢ (eσν, log)2 +B ¡µ0vm¢ eσν, log +A ¡µ0vm¢ (7.6)
où les coeﬃcients D, C, B, et A sont eux-mêmes des fonctions polynomiales (trinôme
du second degré) du paramètre µ0vm (où µ0vm varie, on le rappelle de 0 à π/2). On a, par
exemple, pour D (µ0vm) :
D
¡
µ0vm
¢
= cD
¡
µ0vm
¢2
+ bDµ
0
vm + aD (7.7)
Les 4× 3 = 12 coeﬃcients sont donnés dans le tableau 7.8.
Comme le montrent les figures 7.39 et 7.40, le paramètre κvm est une fonction déter-
ministe de µ0vm et de la dispersion Doppler. Les paramètres µ0vm et la dispersion Doppler
étant des variables aléatoires, le paramètres κvm est donc aussi une variable aléatoire.
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Fig. 7.40 — Adéquation entre modèle et réalité pour le profil de puissance Doppler de Vm
L’adéquation de ce modèle polynomiale est vérifiée en simulant le profil de puissance
Vm pour plusieurs valeurs de µvm et de κvm et en calculant la dispersion Doppler Rms
correspondante. Les courbes représentées par la figure 7.40 montrent la bonne adéquation
du modèle pour quelques valeurs de µvm. Notons une petite dérive pour des valeurs de
dispersion Doppler comprises entre 0,6 et 0,7.
Plus globalement, on peut vérifier que les répartitions statistiques des dispersions
Doppler et du Doppler moyen générées par le modèle correspondent à celles des mesures
concernées par le modèle Vm. Les résultats de simulation pour les premiers groupes (à
titre d’exemple) sont donnés sur les figures 7.41 et 7.42 . Ils montrent que la méthode de
simulation proposée permet de rendre compte correctement des statistiques. Le modèle
associé aux groupes secondaires montre des résultats aussi convaincants.
On peut représenter la méthode de simulation des spectres Doppler de Vm (quand la
dispersion Doppler est déjà connue) par le synoptique de la figure 7.55.
7.6.4.2 Modèle de Von Mises double
Le modèle de Vm double comporte 5 paramètres. Le modèle exploite des résultats
concernant le modèle à 2 trajets spéculaires. La dispersion Rms d’un tel modèle s’exprime
en fonction de l’écart de position ∆x et du rapport de puissance α entre les 2 trajets par :
σx = ∆x
√
α
1 + α
(7.8)
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Fig. 7.41 — Répartitions du module du Doppler moyen des mesures et de celui généré par
simulation à partir du modèle concernant le profil de puissance Doppler de Vm - Cas des
premiers groupes
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Fig. 7.42 — Répartitions de la dispersion Doppler des mesures et de celle générée par
simulation à partir du modèle concernant le profil de puissance Doppler de Vm - Cas des
premiers groupes
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Fig. 7.43 — Moyenne de la valeur absolue du logarithme du rapport des puissances de
chacune des lois de Vm associées au modèle de Vm double - Premiers groupes
Dans notre contexte, on définit l’étalement par :
∆x =
¯¯
cos
¡
µvm,1
¢
− cos
¡
µvm,2
¢¯¯
(7.9)
où µvm,1 et µvm,2 sont les paramètres de position centrale associés à chacune des 2 lois
Vm composant le profil de puissance de Vm double.
En définissant, en plus, α comme le rapport des énergies associées aux 2 lois, on
trouve une très grande dépendance entre σx et la dispersion Doppler (corrélation de 0,91).
Partant de ce constat, on cherche à modéliser la répartition du rapport de puissance en
fonction des dispersions Doppler. Une fois que le rapport de puissance et la dispersion
Rms Doppler sont connus, l’écart∆x est calculé à partir de la relation 7.8. Dans le modèle
de Vm double, la valeur
¯¯
µvm,1
¯¯
est inférieure à π/2 et la valeur
¯¯
µvm,2
¯¯
est comprise entre
π/2 et π. Comme on peut s’y attendre les répartitions de
¯¯
µvm,1
¯¯
et de π −
¯¯
µvm,2
¯¯
sont
équivalentes.
La répartition de la valeur absolue du logarithme du rapport de puissance est bien
modélisée par une loi gamma (le signe de ln (α) est équiprobable). Les paramètres de cette
loi gamma dépendent de la dispersion Doppler. Les moyennes et écart-types de |ln (α)|
sont représentés pour les premiers groupes par les figures 7.43 et 7.44 et pour les groupes
secondaires par les figures 7.45 et 7.46.
Le modèle sur la moyenne est identique pour les 2 types de groupes alors que le
modèle sur les écart-types diﬀère d’un cas à l’autre (modèle linéaire par morceaux pour
les premiers groupes et modèle exponentiel pour les groupes secondaires).
A partir de la dispersion et du rapport de puissance, on peut obtenir par l’inter-
médiaire de la formule 7.8, l’écart entre les cosinus des paramètres µvm,1 et µvm,2. La
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Fig. 7.44 — Ecart-type de la valeur absolue du logarithme du rapport des puissances de
chacune des lois de Vm associées au modèle Vm double - Premiers groupes
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
1
2
3
4
5
6
7
Dispersion Doppler normalisée
M
oy
en
ne
 d
e 
|(l
n(
P
ne
g/
P
po
s)
)|
Mesure
Modèle exponentiely = 6,05*exp(-3,8*x)
Fig. 7.45 — Moyenne de la valeur absolue du logarithme du rapport des puissances de
chacune des lois de Vm associées au modèle de Vm double - Groupes secondaires
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Fig. 7.46 — Ecart-type de la valeur absolue du logarithme du rapport des puissances de
chacune des lois de Vm associées au modèle de Vm double - Groupes secondaires
répartition de µ0vm,1 =
¯¯
µvm,1
¯¯
et de µ0vm,2 = π −
¯¯
µvm,2
¯¯
est bien modélisée par une dis-
tribution gaussienne comme le montrent les figures 7.47 et 7.48. Les paramètres de ces
deux lois gaussiennes sont approximativement identiques.
Le modèle gaussien n’est pas rejeté par le test de Ks dans les 2 cas. Quand un des 2
paramètres a été tiré aléatoirement, l’autre est calculé d’une manière déterministe par la
relation 7.9 si cela est possible (−1 < cos
¡
µvm,1
¢
−∆x < 0), et si cela n’est pas possible
un nouveau tirage aléatoire sur les paramètres µvm,1 et |ln (α)| est eﬀectué (et cela jusqu’à
tant que µvm,2 puisse être déduit).
Lorsque le modèle à 2 trajets est paramétré, il reste à associer les paramètres κvm,1
et κvm,2 afin d’obtenir le modèle Vm double. Un modèle simple, où ces deux paramètres
sont non-seulement indépendants entre eux mais aussi indépendants de la dispersion
Doppler, a été testé mais, après son évaluation par simulation, il s’avère qu’il produit un
biais sur les dispersions Doppler. Pour cette raison, on suppose, après observation, que
les variables aléatoires κvm,1 et κvm,2 sont indépendantes, gaussiennes et identiquement
distribuées mais que leur moyenne et leur écart-type sont une fonction linéaire de la
dispersion Doppler. Les modèles sur la moyenne et sur l’écart-type sont représentés sur
les figures 7.49 et 7.50 pour les premiers groupes et sur les figures 7.51 et 7.52 pour les
groupes secondaires.
On voit apparaître une remontée des valeurs moyennes et une diminution des écart-
types des paramètres κvm,1 et κvm,2 pour les dispersions élevées (>0,6). Cela peut venir
du fait que pour ces dispersions se rapprochant de 1, le modèle doit tendre vers le modèle
à 2 trajets spéculaires (d’égale puissance) et pour cela les valeurs de κvm,1 et κvm,2 doivent
tendre vers l’infini.
304 Exploitation de mesures pour la modélisation du canal
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6
0
10
20
30
40
50
60
70
80
90
100
Angle mu (mu'
1
 et mu'
2
) des lois de VM doubles
P
ro
ba
(m
u 
< 
ab
sc
is
se
) e
n 
%
Mesure
Modèle gaussien
µ = 1    
σ = 0,27 
Fig. 7.47 — Paramètres d’angle moyen (µ0vm,1 ou µ0vm,2) de la loi de Vm double - Premiers
groupes
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Fig. 7.48 — Paramètres d’angle moyen (µ0vm,1 ou µ0vm,2) de la loi Vm double - Groupes
secondaires
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Fig. 7.49 — Moyenne de ln (κvm,1) et ln (κvm,2) associée au modèle de Vm double - Pre-
miers groupes
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7
0.6
0.7
0.8
0.9
1
1.1
1.2
Dispersion Doppler normalisée
E
ca
rt-
ty
pe
 d
es
 p
ar
am
èt
re
s 
ln
(k
1)
 o
u 
ln
(k
2)
 
y = 0.57*x + 0.78
Mesure
Modèle linéaire
Fig. 7.50 — Ecart-type de ln (κvm,1) et ln (κvm,2) associé au modèle Vm double - Premiers
groupes
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Fig. 7.51 — Moyenne de ln (κvm,1) et ln (κvm,2) associés au modèle Vm double - Groupes
secondaires
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0
0.2
0.4
0.6
0.8
1
1.2
 
y = - 4.9*x 2 + 4.2*x + 0.36
Dispersion Doppler normalisée
E
ca
rt-
ty
pe
 d
es
 p
ar
am
èt
re
s 
ln
(k
1)
 o
u 
ln
(k
2)
Mesure
Modèle quadratique
Fig. 7.52 — Ecart-type de ln (κvm,1) et ln (κvm,2) associés au modèle Cvm double - Groupes
secondaires
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Une analyse par simulation nous montre que les répartitions des dispersions Doppler
du modèle proposé et celle des mesures sont très proches (figure 7.53 pour les premier
groupes et figure 7.54 pour les groupes secondaires).
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Fig. 7.53 — Répartition de la dispersion Doppler des mesures et de celle générée par
simulation à partir du modèle concernant le profil de puissance Doppler de Vm double -
Premiers groupes
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Fig. 7.54 — Répartitions de la dispersion Doppler des mesures et de celle générée par
simulation à partir du modèle concernant le profil de puissance Doppler de vm double -
Groupes secondaires
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On peut résumer la méthode de simulation des spectres Doppler de Vm doubles
(quand la dispersion Doppler est connue) par le synoptique de la figure 7.55.
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Fig. 7.55 — Synoptique de simulation du profil de puissance Doppler pour les 2 modèles
Vm et Vm doubles (avec la connaissance de la dispersion Doppler)
7.7 Conclusion
L’objectif de ce chapitre était de montrer comment à partir d’une campagne de me-
sure, on pouvait paramétrer le modèle stochastique présenté dans le chapitre 6.
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Nous avons tout d’abord présenté la campagne de mesures. Ces mesures ont été faites
en environnement suburbain par FTR&D Belfort avec le sondeur Simo large bande de
FTR&D [562]. L’antenne multicapteur de réception est placée largement au dessus du
niveau des toits ce qui rend la configuration de la liaison de type macrocellulaire. Plusieurs
méthodes d’analyses ont été développées et des résultats concernant cette campagne sont
présentés dans [547,561].
Nous avons présenté une méthode originale d’estimation des fonctions caractéristiques
d’ordre deux du canal dans le cas non-stationnaire dans le temps (en eﬀet les parcours
de la station mobile étant de 27 m, l’hypothèse Wss n’est plus valide). Cette méthode
est basée, en particulier, sur le fait que pour chaque intervalle de résolution dans le
plan retard-Doppler, la dispersion angulaire est nulle. L’hypothèse que le mouvement des
diﬀuseurs, s’il est présent, a une influence négligeable sur les fonctions de canal (ce qui est
conforté par une pré-analyse des mesures), nous a permis d’analyser le domaine spatial au
niveau de la station mobile en plus du domaine spatial au niveau de la station de base de
réception. Cette caractérisation statistique doublement directionnelle s’inscrit donc dans
un contexte Mimo.
Les parties suivantes ont concerné la modélisation par groupe de trajets en prenant
en compte tant l’aspect large bande (retard de trajets et de groupes) que l’aspect spatial
au niveau des deux sites (direction des trajets conjointement des deux côtés de la liaison).
Nous avons, dès que cela était nécessaire, envisagé une étude séparée entre les premiers
groupes et les groupes secondaires.
Tout d’abord, nous avons identifié les groupes. Des méthodes de classification automa-
tique développées dans [561] n’ayant donné de résultats convaincants que pour certaines
mesures, nous sommes finalement restés sur une identification visuelle qui elle est plus
robuste bien que moins universelle. A partir de méthodes d’optimisation non linéaires et
de critères adaptés, nous avons eﬀectué un choix quant aux formes analytiques les mieux
adaptées pour chacun des profils de puissance marginaux de groupes.
Nous avons successivement décrit les modèles concernant le nombre de groupe par
réponse, les paramètres caractéristiques de groupes (retards moyens, angles moyens, dis-
persions des retards...) et leurs éventuels interdépendances, ainsi que les formes analy-
tiques de profil de puissance, et plus particulièrement, leurs paramètres respectifs. Une
dépendance de la plupart des paramètres au retard de groupe a été constatée. Un modèle
particulièrement bien adapté à la répartition de la dispersion Doppler a été proposé et
validé.
La modélisation de la dépendance des formes analytiques et de leurs paramètres aux
paramètres caractéristiques du canal, et en particulier aux dispersions Rms, a abouti à
des modèles originaux en particulier dans le domaine Doppler où deux méthodes de mo-
délisation du spectre angulaire (spectres anisotropiques basés sur la Fdp de Von Mises),
au niveau du site mobile, ont été proposées et validées.
L’ensemble de ces modèles se caractérise par la prise en compte de la dépendance entre
les diﬀérentes dimensions (retard, Doppler, angles au niveau de la station Mobile et au
niveau de la station de base). Cette dépendance est importante à prendre en compte pour
310 Exploitation de mesures pour la modélisation du canal
les systèmes exploitant la dimension temporelle conjointement à la dimension spatiale,
comme c’est le cas des systèmes Mimo large bande.
Cette étude a débouché sur un modèle réaliste, pouvant être exploité par la méthode
de simulation du chapitre 6 pour les applicationsMimo large bande, utilisant la diversité
d’espace dans le plan horizontal.
Conclusion
Ces dernières années, les travaux de recherche sur les communications sans fil ont étémarquées par l’apparition des techniques de transmissionMimo. Ces techniques sont
aujourd’hui reconnues pour l’amélioration qu’elles peuvent apporter aux liaisons numé-
riques en terme de débit et/ou de qualité. Dans ce contexte, un intérêt particulier doit
être porté à l’étude du canal de transmission. Le travail présenté dans cette thèse s’inscrit
dans ce cadre. Il a pour objectif la caractérisation et la modélisation spatio-temporelles
du canal de propagation. Cette étude trouve une importance encore plus grande dans le
contexte Mimo, sachant que les performances de ces systèmes sont largement tributaires
du canal et de ses caractéristiques. Généralement, les études menées sur la conception
des systèmes s’appuient sur des modèles simplifiés du canalMimo. Le travail présenté ici,
et développé dans le cadre des projets SIMPAA et ANVAR, a pour but d’aboutir à un
modèle suﬃsamment général et plus proche de la réalité physique. Il a aussi pour objectif
de proposer un cadre théorique de la caractérisation et de l’approche de modélisation.
La caractérisation et la modélisation du canal étant envisagées dans un contexte
système, il apparaîssait important de présenter une synthèse bibliographique sur les dif-
férents aspects des communications sans fil, en plus d’une synthèse portant directement
sur l’étude du canal. Ainsi, dans les deux premiers chapitres, nous avons présenté un
état de l’art assez complet sur le sujet. En eﬀet, malgré l’abondance des travaux publiés
sur le sujet des télécommunications sans fil, peu proposent une vision globale prenant en
compte simultanément les diﬀérents aspects d’une chaîne de communication tout en les
replaçant dans leur contexte historique.
Le premier chapitre a mis en évidence les découvertes scientifiques qui ont ponctué le
développement des diﬀérents systèmes de communications. Il aide à mieux comprendre le
cheminement qui a permis d’aboutir aux systèmes spatio-temporels actuels et en particu-
lier aux systèmes Mimo. Ce chapitre permet aussi de mieux cerner les besoins en terme
de connaissances sur le canal de propagation qu’implique l’étude de ces systèmes.
Le deuxième chapitre présente plus spécifiquement les études expérimentales sur le
canal de propagation à trajets multiples, menées depuis les années 50 dans le contexte
des liaisons cellulaires terrestres. Il donne un aperçu sur l’évolution des recherches en
terme de caractérisation du canal, notamment l’évolution des gammes de fréquences, des
environnements et des caractéristiques étudiées. En particulier, il fait apparaître la forte
corrélation entre les études systèmes et les études liées au canal. Il permet aussi de noter
que les études concernant le domaine spatial du canal ne sont pas nouvelles. En eﬀet, les
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premières applications, qui ont porté sur la diversité spatiale ou de polarisation avec 2
antennes, remontent à quelques dizaines d’années. Depuis, l’évolution de ces techniques
a été ponctuée par la recherche de connaissances de plus en plus précises sur le canal, en
passant de la bande étroite, à la large bande et des applications Siso aux applications
Mimo.
Les trois chapitres suivants apportent une contribution dans le domaine de la carac-
térisation du canal de transmission Mimo, tant du point de vue physique (chapitre 3 et
4) que du point de vue signal (chapitre 5). Ces chapitres s’appuient en particulier sur
une approche séparant les réseaux d’antennes, qui font partie du système, du canal de
propagation.
Cette séparation nécessite le rappel des notions sur les phénomènes de propagation des
ondes radioélectriques et sur les antennes en appuyant sur la notion de réseau d’antennes,
composante essentielle des systèmesMimo. Ceci constitue l’objet de notre travail présenté
dans le chapitre 3. Il montre, en particulier, que les modèles d’ondes planes et sphériques
réelles sont suﬃsants pour notre application. D’autre part, nous avons présenté comment
il était possible de caractériser et modéliser les antennes, afin de prendre en compte la
dimension spatiale, polarisation incluse, ainsi que la rotation des antennes aﬀectant, en
particulier, les systèmes mobiles.
Dans le chapitre 4, nous proposons une approche physique et globale de caractéri-
sation et de modélisation du canal de propagation. Cette approche est basée sur une
décomposition en trajets élémentaires et permet de prendre en compte toutes les dimen-
sions du canal, c’est à dire le temps, la fréquence, les dimensions spatiales de positions,
de direction et de polarisation à l’émission et à la réception. Nous avons démontré la
possibilité de décrire le canal par un ensemble fini de paramètres associés aux trajets.
Bien que le modèle en zone locale soit connu, l’originalité de ce chapitre est dans la
démarche entreprise permettant d’y aboutir et dans la définition de ses conditions de
validité, notamment l’extension à un contexte Mimo de l’hypothèse d’onde plane. A la
fin de ce chapitre, des résultats concernant le canal de transmission Mimo, large bande
et variant dans le temps, sont donnés en prenant en compte la rotation éventuelle des
réseaux d’antennes au cours du temps.
Le chapitre 5 porte plus particulièrement sur la caractérisation spatio-temporelle du
canal et la définition des fonctions le décrivant dans le cas déterministe et stochastique.
Par rapport au chapitre 4, la principale contribution ici concerne l’extension de l’approche
de Bello [10], en mettant à un pied d’égalité les domaines spatial, polarisation incluse, et
temporel. Si quelques hypothèses apportées par la connaissance de la structure spatio-
temporelle sont prises en compte, ce travail reste assez général pour pouvoir s’appliquer
à n’importe quel type de canal. Ce développement, portant sur le canal de propagation
(hors antennes), peut prendre en compte sans diﬃcultés les antennes pour aboutir à un
canal de transmission matricielMimo. Ce chapitre donne, en particulier, les conditions de
validité et les limites concernant l’utilisation d’un spectre angulaire pour caractériser le
canal. D’autre part, nous avons montré, en particulier, que la notion de spectre angulaire
de transfert, doublement directionnel, n’est valide que localement et qu’il faut donc pour
rester dans un contexte général d’application, définir un spectre angulaire de transfert
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variant dans l’espace. Nous avons aussi, dans ce chapitre, appuyé sur les diﬀérences et les
similitudes entre les structures temporelles et spatiales du canal. La principale diﬀérence
concerne la propriété de sous-étalement valable dans le domaine temporel mais pas dans
le domaine spatial. C’est en particulier cette constatation qui nous permet de définir
des fonctions caractéristiques du second ordre statistique, ayant un sens physique et
surtout sur lesquelles il est possible de définir des hypothèses simplificatrices telle que la
stationnarité spatiale. Enfin, dans le cas stationnaire, nous avons introduit les principaux
paramètres liés aux diﬀérents domaines permettant de synthétiser l’information sur les
fonctions de canal.
Les deux derniers chapitres traitent du problème de la modélisation et de la simulation
du canal et sont par là même, plus directement liés aux projets SIMPAA et ANVAR.
Sur la base des chapitres précédents et en particulier, du chapitre 4, ils fournissent des
résultats permettant de simuler une chaîne de communication Mimo avec un canal de
transmission réaliste, ce qui répond à un besoin réel des concepteurs de systèmes.
Dans le chapitre 6, nous avons présenté une structure de simulation basée sur le modèle
en zone locale, introduit dans le chapitre 4. Néanmoins, l’objectif de ce simulateur étant
de fournir des simulations à long terme, nous avons proposé une adaptation du modèle
en zone locale. Cette adaptation consiste à ajouter des périodes d’existence de rayons
ainsi que des variations temporelles des paramètres de rayons. La méthode de simulation
permet de prendre en compte n’importe quel type d’antennes. L’approche de simulation
numérique proposée est basée sur un double échantillonnage temporel permettant de
limiter la quantité de calcul pour obtenir la matrice des fonctions de transfert variant
dans le temps. En deuxième étape, la simulation de l’eﬀet du canal sur le signal d’entrée
a été développée. Partant du fait que le canal à simuler est sous-étalé, une méthode basée
sur la Stft discrète a permis d’eﬀectuer la transformation du signal d’entrée par le canal
dans le domaine fréquentiel. D’autre part, un modèle stochastique à groupes de trajets est
proposé dans le but de décrire les paramètres des rayons utiles à la simulation. Il permet
de prendre en compte les apparitions/disparitions à deux échelles diﬀérentes, d’une part
pour les groupes de trajets et d’autre part pour les trajets à l’intérieur des groupes.
Le chapitre 7 a porté sur le paramétrage du modèle théorique, décrit dans le chapitre
6, en se basant sur des résultats de mesures. Les mesures traitées dans ce chapitre ont
été réalisées par FT R&D en environnement suburbain (de type macrocellulaire) à l’aide
d’un sondeur Simo large bande. Nous avons proposé une méthode originale d’estimation
des fonctions caractéristiques d’ordre deux du canal dans le cas non-stationnaire dans le
temps (non Wss). Dans le cas de ces mesures, l’influence du mouvement des diﬀuseurs
s’est avérée négligeable sur les fonctions de canal et a permis d’aboutir à une caracté-
risation doublement directionnelle Mimo, en exploitant le mouvement linéaire uniforme
de l’émetteur. Nous avons montré dans ce chapitre l’existence d’une dépendance entre
les domaines retards, direction d’émission et de réception, ce qui conforte sa prise en
compte dans le modèle vu au chapitre 6. La modélisation de la dépendance des formes
analytiques des profils de puissance de groupes aux paramètres caractéristiques du canal
(positions moyennes et dispersions Rms) a abouti à des modèles originaux, en particulier
dans le domaine Doppler, où deux méthodes de simulation du spectre angulaire au niveau
du site mobile (spectres anisotropiques basés sur la Fdp de Von Mises) ont été proposées
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et validées. Cette étude a débouché sur un modèle réaliste, pouvant être exploité par la
méthode de simulation du chapitre 6 pour les applications Mimo large bande, utilisant
la diversité d’espace dans le plan horizontal.
Les perspectives de cette étude sont multiples.
Nous avons réalisé des campagnes de mesures en Simo et en Mimo dans des envi-
ronnements urbains de type micro- et macrocellulaire. Des mesures en pénétration et à
l’intérieur des bâtiments sont prévues. L’application des approches développées dans le
cadre de ce travail pourra être étendue à ces campagnes de mesures afin d’en extraire des
modèles.
Par ailleurs, afin de rendre le modèle actuel plus complet, il serait intéressant de
pouvoir considérer conjointement la polarisation et la direction des ondes sur les deux
sites d’émission et de réception. Ainsi, il serait possible d’exclure complètement l’eﬀet des
antennes du milieu de transmission.
Ces travaux s’inscrivent et pourront être poursuivis dans le cadre du projet régional
CPER intitulé "PALMYRE" et portant sur la réalisation d’une plate-forme expérimentale
de développement de systèmes radioélectriques Mimo.
Par ailleurs, ce travail pourra aider aux développements de simulateursMimo logiciels
et matériels qui seront d’une grande utilité pour les études systèmes (codage et modula-
tion temps-espace). Dans cette optique, un projet régional PRIRE intitulé "SIMPAA2"
vient de démarrer et a pour but de compléter le projet SIMPAA et de l’étendre aux
réseaux locaux sans fil (Wlan).
Annexes
A.1 Repère spatial et systèmes de coordonnées
Afin de représenter la position spatiale, la direction d’une onde et la polarisation d’une
onde, il est important d’introduire un repère et les systèmes de coordonnées utilisés. La
figure A.1 introduit ce repère.
La sphère S est de rayon unitaire. Le point noté Ω appartient à la surface de la sphère
S, ce qui signifie que
°°°−→OΩ°°° = 1. Les angles θ (θ ∈ [0,2π] rad) et φ (φ ∈ [0,π] rad)
représentent, respectivement les angles d’azimut et de coélévation (l’angle d’élévation est
égal à π/2 − φ rad). Par convention, tous les vecteurs unitaires sont surplombés d’un
accent circonflexe. Le vecteur bar est un vecteur unitaire perpendiculaire à la sphère S
pointant dans la direction Ω (il donne la direction de la composante radiale). Le plan
T (Ω) est le plan tangent à la sphère S au point Ω, c’est à dire le plan transverse à bar. Les
vecteurs unitaires bav, bah et bar dépendent de Ω mais cette dépendance sera omise dans les
notations. Les vecteurs unitaires bx, by et bz forment la base cartésienne (Bcart = {bx,by,bz})
alors que vecteurs unitaires bav, bah et bar forment la base sphérique (Bsphe = {bav,bar,bah}).
Les vecteurs bav et bah appartiennent au plan T (Ω) et pointent en direction des incréments
de φ et de θ, respectivement.
Un point situé dans un espace à 3 dimensions peut s’exprimer, par ses coordonnées
sphériques (r, θ, φ) ou par ses coordonnées cartésiennes (x, y, z). Pour passer des coor-
données cartésienne au coordonnées sphériques, on utilise les relations suivantes :
r =
p
x2 + y2 + z2 (A.10)
φ = arccos
³z
r
´
θ = arctan
y
x
Pour éviter l’ambiguïté sur l’angle d’azimut, il faut connaître les signes de y et de
x. Pour passer des coordonnées sphériques au coordonnées cartésiennes, on utilise les
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Fig. A.1 — Repère spatial et systèmes de coordonnées
relations suivantes :
x = r cos (θ) sin (φ) (A.11)
y = r sin (θ) sin (φ)
z = r cos (φ)
Dans le contexte du rayonnement électromagnétique, certaines grandeurs physiques,
comme le champ électrique ou magnétique peuvent être vectorielles et dépendent de la
position. Dans ce cas, il est intéressant d’utiliser les composantes vectorielles sphériques.
Elles sont alors reliées aux composantes cartésiennes et cette relation dépend de la direc-
tion (c’est à dire des angles θ et φ dans notre cas) de la position considérée. Les vecteurs
unitaires de la base sphérique peuvent s’obtenir à partir des vecteurs unitaires de la base
cartésiennes par :
bav = bx cos (θ) cos (φ) + by sin (θ) cos (φ)− bz sin (φ) (A.12)bah = −bx sin (θ) + by cos (θ)bar = bx cos (θ) sin (φ) + by sin (θ) sin (φ) + bz cos (φ)
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Inversement, les vecteurs unitaires de la base cartésiennes peuvent s’obtenir à partir
des vecteurs unitaires de la base sphérique par :
bx = bav cos (θ) cos (φ)− bah sin (θ) + bar cos (θ) sin (φ) (A.13)by = bav sin (θ) cos (φ) + bah cos (θ) + bar sin (θ) sin (φ)bz = −bav sin (φ) + bar cos (φ)
Dans le seul cas où θ = 0 et φ = 0, les vecteurs unitaires catésiens sont égaux aux
vecteurs unitaires sphériques. Tout vecteur peut s’exprimer, entre autre, dans la base
cartésienne par ses coordonnées cartésienne (ux,uy,uz) ou dans la base sphérique par ses
coordonnées sphériques (ur,uv,uh) :
−→u = ubu = Repère cartésienz }| {bxux + byuy + bzuz = Repère sphériquez }| {barur + bavuv + bahuh (A.14)
où u = k−→u k est la norme de−→u . bxux, byuy et bzuz sont appelées les composantes cartésiennesbavuv, bahuh et barur sont appelées les composantes sphériques. Les relations entre les
coordonnées sphériques (uv,uh,ur) et les coordonnées cartésiennes (ux,uy,uz) s’obtiennent
simplement en remplaçant dans les relations A.12 et A.13, les vecteurs unitaire de la base
sphérique par les coordonnées sphériques (uv,uh,ur) et les vecteurs unitaires de la base
cartésienne par les coordonnées cartésiennes (ux,uy,uz). Dans le contexte de la géométrie
analytique, on introduit des notations vectorielles et matricelles et les transformations
des coordonnées s’écrivent alors :
ucart = Musphe (A.15)
usphe = M
Tucart (A.16)
usphe =
£
uv uh ur
¤T
(A.17)
ucart =
£
ux uy uz
¤T
(A.18)
M =
⎡
⎣
cos (θ) cos (φ) − sin (θ) cos (θ) sin (φ)
sin (θ) cos (φ) cos (θ) sin (θ) sin (φ)
− sin (φ) 0 cos (φ)
⎤
⎦ (A.19)
MMT = I (A.20)
Remarquons que les notations vectorielles A.17 et A.18 donnent les coordonnées des
vecteurs pour une base particulière et cette base doit donc être précisée. Dans notre
cas, on supposera que la base est cartésienne et que le repère est orthonormé lorsque le
contexte ne le précise pas. La matriceM n’est rien d’autre qu’une matrice eﬀectuant une
rotation de repère d’azimut θ et d’élévation φ (MT eﬀectue donc une rotation de repère
de d’azimut −θ et d’élévation −φ.
Dans le contexte des antennes et plus généralement du rayonnement en 3D, on parle
souvent de puissance par unité de surface ou par unité d’angle solide. La puissance dans
un cône angulaire dépend alors de l’intégration de la puissance par unité d’angle solide
dans le cône angulaire en question et la puissance sur une surface donnée dépend de
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l’intégration de la puissance par unité de surface sur la surface en question. Ces pro-
blèmes se traitent dans le contexte de la géométrie diﬀérentielle, qui fait intervenir, entre
autre les opérateurs gradient, divergence, rotationnel ou laplacien. On introduit les in-
créments de longueur infinitésimal dans chacune des directions des vecteurs unitaires liés
aux coordonnées sphériques :
dlr = dr (A.21)
dlθ = r sin (φ) dθ
dlφ = rdφ
A partir de ces longueurs diﬀérentielles, il est possible d’obtenir la surface diﬀéren-
tielle :
dS = dlθdlφ = r
2 sin (φ) dθdφ (A.22)
L’angle diﬀérentiel solide s’exprime par :
dΩ =
dS
r2
= sin (φ) dθdφ (A.23)
En intégrant dΩ sur tous les angles θ et φ possibles, c’est à dire sur toute la sphère,
on obtient 4π steradians, ce qui correspond à l’angle solide d’une sphère.
Le passage d’une intégrale volumique en coordonnées cartésiennes à une intégrale
volumique en coordonnées sphériques est d’une grande utilité dans le contexte de la ca-
ractérisation spatiale du canal, particulièrement pour la caractérisation par un spectre
angulaire des directions d’arrivée. Pour cela, on utilise les relations A.11 liant les coor-
données sphériques aux coordonnées cartésiennes et le Jacobien, ce qui donne :Z
v
f (−→p ) dV =
Z
v
f (x,y,z) dxdydz (A.24)
=
Z
v
f (r,θ,φ) r2 sin (φ)| {z }
|Jacobien|
drdθdφ
=
Z
v
f (r,θ,φ) drdS
En utilisant A.24 et
R
v δ (
−→p −−→p 0) dV = 1, on peut exprimer la distribution de Dirac
en coordonnées cartésiennes et sphériques par :
δ
¡−→p −−→p 0¢ = δ ¡x− x0¢ δ ¡y − y0¢ δ ¡z − z0¢ (A.25)
=
1
r2 sin (φ)
δ
¡
r − r0
¢
δ
¡
θ − θ0
¢
δ
¡
φ− φ0
¢
(A.26)
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Lorsque f (r,θ,φ) est non nulle seulement pour r = r0, on peut définir :
f (−→p ) = f (r,θ,φ) = δ (r − r
0)
r2
ef (θ,φ) (A.27)
La fonction ef (θ,φ) est une fonction angulaire exprimée en unité par stéradian si f (−→p )
est exprimée en unité par m3. Ce type de fonction sera appelée spectre angulaire dans le
contexte de la caractérisation spectrale du signal spatial. Le vecteur −→p devrait alors être
considéré comme une fréquence spatiale c’est à dire comme une grandeur exprimée en
m−1 (en langage physique, si
−→
k est le vecteur d’onde, c’est à dire la pulsation spatiale,
−→p = −→k / (2π)). L’intégrale A.24 peut alors se simplifier par :
Z
S
f (−→p ) dV =
Z
S
ef (θ,φ) dΩ = πZ
0
2πZ
0
ef (θ,φ) sin (φ) dθdφ (A.28)
Si ef (θ,φ) représente un spectre angulaire de puissance en fonction des directions des
ondes, l’intégrale A.28 représente la puissance moyenne.
Un autre cas particulier utile dans le contexte de la caractérisation spatiale du canal
est le cas où on considère une propagation dans le plan azimutal, c’est à dire que :
ef (θ,φ) = ef (θ) δ ³φ− π
2
´
(A.29)
Dans ce cas si ef (θ,φ) est une puissance par stéradian, ef (θ) est une puissance par
radian. La puissance moyenne s’exprime alors par :
Z
v
f (−→p ) dV =
2πZ
0
ef (θ) dθ (A.30)
A.2 Modélisation des antennes et réseaux d’antennes
Dans cet annexe, on propose plusieurs modèles de diagramme vectoriel d’antenne
élémentaires. Dans le contexte du traitement d’antennes et plus généralement des sys-
tèmes Mimo, des réseaux d’antennes sont utilisés. Nous donnons donc des modèles de
réponse de réseau parmi les plus répandus. Souvent les modèles d’antenne élémentaire et
de structure de réseau ne suﬃsent pas à donner un modèle complet de réseau d’antennes
car les phènomènes de couplage viennent modifier les diagrammes des antennes élémen-
taires seules. Les modèles proposés peuvent être utilisés en combinaison avec le modèle
physique de canal de propagation pour obtenir le modèle de canal de transmission.
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A.2.1 Modèles d’antennes élémentaires
A.2.1.1 Antenne linéaire
Pour une antenne linéaire d’épaisseur très faible par rapport à la longueur d’onde et
placée sur l’axe z la densité de courant s’exprime par :
−→
J (−→r ) = bzI (z) δ (x) δ (y) (A.31)
où I (z) est la distribution de courant le long de l’élement d’antenne. La distribution
de courant doit vérifier l’équations d’Helmotz [523], mais des approximations sur cette
distribution sont possibles selon la longueur électrique de l’antenne (longueur exprimée
en longueur d’onde). Si on considère que l’antenne s’étend de z = −l/2 à z = l/2 et en
utilisant 3.27, on obtient :
−→
F = bzFz = bz Z l/2
−l/2
I
¡
z0
¢
exp
¡
jkzz
0¢ dz0 = bz Z l/2
−l/2
I
¡
z0
¢
exp
¡
jk cos (φ) z0
¢
dz0 (A.32)
Le vecteur de rayonnement ne dépend donc que de l’angle φ :
−→
F ⊥ (φ) = bavFv (φ) = −bavFz (φ) sin (φ) (A.33)
où le facteur sin (φ) vient de la relation entre le repère cartésien et le repère sphérique.
Pour une antenne linéaire placée sur l’axe z, seule la composante de polarisation verticale
(pour le champ électrique) existe et celle-ci ne dépend que de l’angle d’élévation. Lorsque
cette antenne linéaire est alimentée en son milieu (en z = 0), ce qui constitue un dipôle,
la distribution de courant vérifiant l’équation d’Helmotz s’exprime par :
I (z) = I sin (k (l/2− |z|)) (A.34)
où I est l’intensité du courant. En insérant A.34 dans A.32 et en utilisant A.33, on obtient
l’expression de la composante verticale suivante :
Fv (φ) = −Fz (φ) sin (φ) = −
2I
k
cos (πL cos (φ))− cos (πL)
sin (φ)
(A.35)
où L = l/λ est la longueur électrique de l’antenne exprimée en longueur d’onde. Selon
la valeur de L, le maximum de gain de l’antenne n’apparaît pas forcémment à φ = π/2.
Lorsque L tend vers 0, on parle de dipôle Hertzien et on peut montrer que Fv (φ) =
sin (φ). Un autre cas particulier est l’antenne demi-onde (dipôle λ/2) et sa composante
verticale s’obtient avec L = 0,5 dans A.35, soit Fv (φ) = (2I/k) cos (π/2 cos (φ)) / sin (φ).
Les antennes monopôles sont alimentées par la partie inférieure (non par le milieu de
l’élément). Si elles sont posées sur un plan de masse considéré infini et parfaitement
conducteur, une antenne monopôle a le même vecteur de rayonnement qu’un dipôle de
longueur double.
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Pour un dipôle fin de longueur l, le diagramme vectoriel 3.32 s’exprime par :
g (θ,φ) =
∙
gv (θ,φ)
gh (θ,φ)
¸
=
⎡
⎣ C
cos (πL cos (φ))− cos (πL)
sin (φ)
0
⎤
⎦ (A.36)
En prenant en compte l’aspect large bande on noterait :
g (f,θ,φ) =
∙
gv (f,θ,φ)
gh (f,θ,φ)
¸
(A.37)
=
⎡
⎢⎢⎣
C 0
f + fc
cos
µµ
πLc +
lf
c
¶
cos (φ)
¶
− cos (πL)
sin (φ)
0
⎤
⎥⎥⎦
Lc =
l
λc
=
lfc
c
A.2.1.2 Antenne à boucle
Contrairement à l’antenne linéaire considérée précédemment, les antennes à boucles
(antenne à boucle circulaire et carré) considérées dans la suite sont placées dans le plan xy
et centrées sur l’axe des z. Au contraire du cas de l’antenne linéaire, l’antenne à boucle ne
comporte qu’une composante horizontale. Si on choisit correctement la surface intérieure
à la boucle d’une antenne à boucle centrée sur l’axe z et la longueur du dipôle hertzien
placé sur l’axe z, alors l’association de ces deux antennes produisent un champ électrique
polarisé circulairement.
Lorsque la circonférence de la boucle, qu’elle soit de n’importe quelle forme (circulaire
ou carré...), est très petite relativement à la longueur d’onde le vecteur de rayonnement
s’exprime par :
−→
F = bahFh (φ) = bahjISk sin (φ) (A.38)
où S est la surface délimitée par la boucle. Dans le cas d’un boucle circulaire S = πa2 =
πA2λ2 avec a le rayon de la boucle en m (A est le rayon de la boucle exprimée en longueur
d’onde) et dans le cas d’une boucle rectangulaire S = l1l2 = λ2L1L2 avec l1 et l2 les côtés
de la boucle en m (l1 et l2 les côtés de la boucle exprimées en longueur d’onde). Ces
boucles sont appelées boucles hertziennes et leur intensité de rayonnement a la même
dépendance en φ que le dipôle hertzien. Par contre, elle est polarisé horizontalement
contrairement au dipôle Hertzien. Dans ce cas, le diagramme vectoriel 3.32 s’exprime
par :
g (θ,φ) =
∙
gv (θ,φ)
gh (θ,φ)
¸
=
∙
0
A2λC sin (φ)
¸
(A.39)
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En prenant en compte l’aspect large bande on noterait :
g (f,θ,φ) =
∙
gv (f,θ,φ)
gh (f,θ,φ)
¸
=
∙
0
C 0 (f + fc) sin (φ)
¸
(A.40)
Le vecteur de rayonnement, dans le cas d’une boucle circulaire de rayon quelconque
a = Aλ s’exprime par :
−→
F = bahFh (φ) = 2πjIAλJ1 (2πA sin (φ))bah (A.41)
où est la fonction de Bessel d’ordre 1. Lorsque ka << 1, on peut faire l’approximation à
l’ordre 1 J1 (x) ' x/2, et on aboutit bien à la relation A.38. Dans ce cas, le diagramme
vectoriel 3.32 s’exprime par :
g (θ,φ) =
∙
gv (θ,φ)
gh (θ,φ)
¸
=
∙
0
ACJ1 (2πA sin (φ))
¸
(A.42)
En prenant en compte l’aspect large bande on noterait :
g (f,θ,φ) =
∙
gv (f,θ,φ)
gh (f,θ,φ)
¸
(A.43)
=
"
0³
Ac +
a
c
f
´
C 0J1
³
2π
³
Ac +
a
c
f
´
sin (φ)
´ #
Ac =
a
λc
=
a
c
fc
On peut trouver d’autres modèles, tels que ceux portant sur les antennes à ouverture,
(antennes à guide d’onde ouvert, antennes cornets, antennes à réflecteur type parabolique
ou hyperbolique, antennes à lentilles ou encore antennes micro-rubans) dans [523].
Précisons que les problèmes d’adaptation et de non perfection de la structure géomé-
trique entraînent dans la réalité des diﬀérences avec les formules théoriques de diagramme
vectoriel présentées précédemment.
A.2.2 Modèles de réseaux d’antennes
On présente dans cette partie les réseaux à structure linéaire (linéaire, rectangulaire)
et circulaire (circulaire, sphérique). Dans toute la suite, les angles θres et φres définissent
l’orientation du réseau par rapport à une orientation de référence. Les éléments utilisés
dans un même réseau sont considérés identiques. Les réseaux sont considérés dans une
direction particulière mais ceci n’est pas restrictif puisqu’on peut utiliser les relations 3.37
et 3.45 en plus de celles présentées dans cette partie pour obtenir les caractéristiques des
réseaux quelle que soit leur orientation.
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A.2.2.1 Réseau linéaire uniforme
Pour un réseau linéaire uniforme (Ula pour Uniform Linear Array en anglais) orienté
selon l’axe x, on a :
gn (θ,φ) = g (θ,φ) (A.44)
−→r n = bxrn
rn =
µ
n− N + 1
2
¶
d
où N est le nombre d’antennes et d est la distance entre les antennes constituant le réseau.
Les antennes pointent dans une direction perpendiculaire au réseau, par exemple dans la
direction de l’axe y, by. Le facteur de réseau géométrique est, dans le cas d’onde plane,
défini par :
f (res)n (θ,φ) = exp
µ
j
2π
λ
dϕn (θ,φ)
¶
(A.45)
ϕn (θ,φ) = ar,lin (θ,φ) ·
µ
n− N + 1
2
¶
ar,lin (θ,φ) = ar,x (θ,φ)
= cos (θ) sin (φ) = cos (ψ)
où ψ est l’angle de séparation entre l’axe du réseau et la direction de l’onde plane. La
variable ar,lin est comprise entre −1 et 1 et ψ entre 0 et π.
La dernière relation de A.45 montre qu’avec ce type de réseau, il n’est pas possible,
dans le cas le plus général d’une propagation en 3D, d’obtenir les angles d’azimut et d’élé-
vation conjointement. Il est seulement possible, sous condition d’avoir un échantillonnage
adapté (d < λ/2), d’obtenir l’angle de déviation entre la direction d’orientation du réseau
et la direction de l’onde. Dans le seul cas où les directions des ondes sont comprises dans
un plan et que le réseau linéaire est placé dans ce plan (la propagation et son eﬀet sur le
réseau peuvent être décrits en 2D), la direction de l’onde est connue avec une ambiguïté
(cône d’ambiguïté). Cette ambiguïté peut être évitée si on utilise des antennes élémen-
taires directives d’ouverture inférieure à 180◦ dans le plan de propagation et pointant
perpendiculairement au réseau dans le plan de propagation.
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A.2.2.2 Réseau rectangulaire uniforme
Pour un réseau rectangulaire uniforme (URa pour Uniform Linear Array en anglais)
placé dans le plan xz, on a :
gn (θ,φ) = g (θ,φ) (A.46)
−→r n = −→r n0,n00
n = n0 +
¡
N 0 − 1
¢
n00
−→r n0,n00 = bxr0n0 + bzr00n00
r0n0 =
µ
n0 − N
0 + 1
2
¶
d0
r00n00 =
µ
n00 − N
00 + 1
2
¶
d00
oùN = N 0N 00 est le nombre d’antennes.N 0 est le nombre d’antennes et d0 la distance entre
antennes selon l’axe x. N 00 est le nombre d’antennes et d00 la distance entre antennes selon
l’axe z. Les antennes constituant le réseau sont orientées dans la direction perpendiculaire
au plan du réseau, c’est à dire dans la direction de l’axe y, by ou son opposée −by. En
reprenant la démarche utilisée dans A.45, il est possible de définir deux composantes
cartésiennes de direction d’onde chacune relative à un des côtés du réseau (axe des x ou
axe des z) :
f (res)n (θ,φ) = exp
µ
j
2π
λ
¡
d0ϕn0 (θ,φ) + d
00ϕn00 (θ,φ)
¢¶
(A.47)
ϕn0 (θ,φ) = a
0
r,lin (θ,φ) ·
µ
n0 − N
0 + 1
2
¶
ϕn00 (θ,φ) = a
00
r,lin (θ,φ) ·
µ
n00 − N
00 + 1
2
¶
a0r,lin (θ,φ) = ar,x (θ,φ) = cos (θ) sin (φ)
a00r,lin (θ,φ) = ar,z (θ,φ) = cos (φ)
Les relations A.47 montrent qu’il est possible d’estimer toutes les directions avec une
ambiguïté entre l’arrrière et l’avant du réseau rectangulaire, ambiguïté qui peut être évité
en utilisant des antennes directives dont l’ouverture se restreint à un des deux côtés du
réseau. En eﬀet, dans le cas où le réseau est placé dans le plan xz, il y a une ambiguité
sur le signe de l’angle d’azimut (devant /derrière le plan du réseau). Si on place le réseau
dans le plan horizontal xy, l’ambiguïté porte sur l’angle de coélévation.
A.2.2.3 Réseau circulaire uniforme
Les réseaux circulaires uniformes (Uca pour Uniform Circular Array en anglais) sont
basés sur une répartition circulaire uniforme des directions de pointage et des positions
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des antennes dans un plan. Un réseau circulaire placé dans le plan xy se caractérise par :
gn (θ,φ) = gθn (θ,φ) (A.48)
gh,n (θ,φ) = cos (θn) gh (θ − θn,φ)
gv,n (θ,φ) = gv (θ − θn,φ)
−→r n = r (bx cos (θn) + by sin (θn))
θn =
n− 1
N
2π
où N est le nombre d’éléments du réseau. La distance entre les capteurs voisins est
donnée par :
d = 2r sin
³ π
N
´
(A.49)
Lorsque N augmente et/où r diminue, la distance entre capteurs d diminue et pour
un rayon nul (r = 0), tous les capteurs ont la même position (mais pointent dans des
directions diﬀérentes). Le facteur de réseau s’exprime par :
f (res)n (θ,φ) = exp
µ
j
2π
λ
rϕn (θ,φ)
¶
(A.50)
ϕn (θ,φ) = (cos (θn) cos (θ) + sin (θn) sin (θ)) sin (φ)
= cos (θ − θn) sin (φ)
Le facteur de réseau A.50 montre que tant que r est diﬀérent de 0, il est possible
d’estimer les directions d’arrivée dans le plan du réseau (ici l’angle d’azimut puisque le
réseau est placé dans le plan xy) mais aussi l’angle de déviation par rapport au plan du
réseau avec une ambiguïté sur le signe ( on ne peut pas savoir si l’onde arrive du dessous
ou du dessus du plan dans lequel est le réseau).
Lorsque le rayon du réseau est nul, on parle plus spécifiquement de réseau à faisceau
uniforme circulaire (Cuba pour Circular Uniform Beam Array en anglais). La condition
de rayon nul permet aussi de caractériser les réseau synthétiques à faisceau uniforme
circulaire (à balayage électronique ou par antenne tournante). Dans ce cas, les antennes
doivent être directives pour permettre l’estimation des directions. La résolution angu-
laire fournit par le réseau sera d’autant plus fine que l’ouverture des antennes et/ou le
rayon r sera grand. Pour éviter les ambiguïtées angulaires, il faut respecter le théorème
d’échantillonnage, c’est à dire d < λ/2. Dans le cas d’une antenne tournante ou de ré-
seau à faisceau uniforme circulaire, les échantillons indicés par n correspondent à un
échantillonnage angulaire uniforme de l’azimut sinon on peut parler d’échantillonnage
position-angle.
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A.2.2.4 Réseau cylindrique uniforme
Les réseaux de type cylindrique sont circulaires dans un plan et linéaire selon l’axe
orthogonal au cercle. En considérant que l’axe principal du cylindre correspond à l’axe
z, on a :
gn (θ,φ) = gθ0
n0
(θ,φ) (A.51)
gh,n (θ,φ) = cos
¡
θ0n0
¢
gh
¡
θ − θ0n0 ,φ
¢
gv,n (θ,φ) = gv
¡
θ − θ0n0 ,φ
¢
n = n0 +
¡
N 0 − 1
¢
n00
−→r n = r
¡bx cos ¡θ0n0¢+ by sin ¡θ0n0¢¢+ bzµn00 − N 00 + 12
¶
d
θ0n0 =
n0 − 1
N 0
2π
où N 0 est le nombre de capteurs sur un cercle et N 00, le nombre de cercles empilés selon
l’axe z (le réseau comportent donc N = N 0N 00 éléments). r est le rayon du cylindre et
d est l’espacement entre les cercle selon l’axe z. Avec N 00 = 1 (N 0 > 1), on retrouve le
réseau uniforme circulaire dans le plan xy, avec N 0 = 1 et r = 0 (N 00 > 1), on retrouve
le réseau linéaire orienté selon l’axe z, et avec N 00 = 1 et r = 0 (N 0 > 1), on retrouve le
réseau à faisceau uniforme circulaire. Le facteur de réseau s’exprime par :
f (res)n (θ,φ) = exp
µ
j
2π
λ
rϕ0n0 (θ,φ) + dϕ
00
n00 (θ,φ)
¶
(A.52)
ϕ0n0 (θ,φ) = cos
¡
θ − θ0n0
¢
sin (φ)
ϕ00n00 (θ,φ) = cos (φ)
µ
n− N + 1
2
¶
Ce type de réseau permet de déterminer sans ambiguïté les directions d’arrivée en
3D.
A.2.2.5 Réseau sphérique uniforme
Un réseau sphérique est un réseau dont les antennes sont placées à la surface d’une
sphère et pointent vers l’extérieur de la sphère, c’est à dire dans la direction du vecteur
radial br. On discerne plusieurs types de réseaux sphériques uniformes selon les positions
des antennes sur la sphère.
On peut considérer que la distance entre une antenne et ses voisines est constante.
L’uniformité stricte des positions sur la surface d’une sphère n’est possible que pour
certains nombres particulier de points (d’antennes). Par exemple, dans [372], un réseau
sphérique uniforme de 32 antennes (à double polarisation) a été conçu mais ne vérifie pas
une uniformité stricte puisque deux distances entre antennes existent (0,641r et 0,714r
où r est le rayon de la sphère). En eﬀet, il n’est pas possible d’obtenir une uniformité
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stricte de 32 points sur la surface d’une sphère. En fait il s’agit souvent d’optimiser les
positions afin de rendre la répartition la plus uniforme possible. Dans [372] la disposition
est basée sur un icosahèdre tronqué (ballon de foot).
On définit, un autre type de répartition uniforme des antennes sur la sphère : la
disposition est telle que les longueurs séparant les antennes en longitude dθ (ou dh) et
latitude dφ (ou dv) sont égales dθ = dφ. Comme dans le premier cas, il n’est pas possible de
vérifier ce critère pour n’importe quel nombre d’antennes et on définit donc des positions
approximatives se rapprochant le plus possible de l’uniformité. On considère que les
dφ sont constants (le nombre de positions le long des longitudes est constant) et pour
chaque angle de coélévation φ on calcule le nombre de capteurs permettant une distance
de séparation en latitude dθ la plus proche possible de dφ. :
gn (θ,φ) = gθn,φn (θ,φ) (A.53)
n =
n0−1X
k
N 00k + n
00
N =
N 0X
n0
N 00n0
φn = φn0 =
2n0 − 1
N 0
π/2 avec 1 ≤ n0 ≤ N 0
θn = θn0,n00 =
n00 − 0,5
N 00n0
2π avec 1 ≤ n00 ≤ N 00n0
N 00n0 =
½ bN 0 sin (φn0)c si mod (N 0 sin (φn0) ,1) ≤ 0.5
dN 0 sin (φn0)e si mod (N 0 sin (φn0) ,1) > 0.5
−→r n = r (bx cos (θn) sin (φn) + by sin (θn) sin (φn) + bz cos (φn)) (A.54)
où N est le nombre d’éléments du réseau sphérique et r le rayon de la sphère. Les valeurs
d’angles se déduisent des formules sur les parties infinitésimales dlθ et dlφ donnée dans
l’annexe A.1. On a alors pour les distances entre antennes :
dφ =
πr
N 0
(A.55)
dθ
¡
n0
¢
=
2πr
N 00n0
sin (φn0) '
πr
N 0
Les relations A.55 montre que les distances entre antennes voisines selon la latitude
est à peu près égale à la distance entre antennes voisines en longitude (elles tendent à être
égales quand N 0 tend vers l’infini). La surface dφdθ (n0) est approximativement constante
quelle que soit la direction, ce qui montre l’uniformité de cette répartition.
Ces réseaux permettent l’estimation en 3D des directions d’arrivée sans les désavan-
tages du réseau cylindrique pour les directions proche de l’axe du cylindre. En eﬀet, toute
les direction peuvent être estimées avec la même précision.
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A.2.2.6 Réseau à diversité de polarisation
En plus de l’échantillonnage des positions et/ou des directions comme dans les réseaux
précédents, il est possible d’échantillonner le vecteur champ c’est à dire la polarisation.
Un réseau à diversité de polarisation orthogonale pourra être constitué de 3 antennes
sélectives en polarisation (par exemple des dipôle électriques ou des boucles magnétiques).
En considérant des antennes identiques, il s’agit alors de les placer selon les 3 axes x, y
et z, c’est à dire que leur diagrammes sont égaux à :
g1 (θ,φ) = g (θ,φ) (A.56)
g2 (θ,φ) = gθ2=0,φ2=90◦ (θ,φ)
g3 (θ,φ) = gθ3=90◦,φ3=90◦ (θ,φ)
−→r 1 = −→r 2 = −→r 3 =
−→
0
Si l’antenne élémentaire caractérisée par g (θ,φ) est un dipôle placé le long de l’axe z, la
première antenne échantillonne le champ électrique selon l’axe z, la deuxième, selon l’axe x
et la troisième selon l’axe y. Si l’antenne élémentaire caractérisée par g (θ,φ) est une boucle
placée dans le plan xy, la première antenne échantillonne le champ magnétique selon l’axe
z, la deuxième, selon l’axe x et la troisième selon l’axe y. Un échantillonnage complet du
champ pourrait donc se faire avec un réseau constitué de 3 dipôles orthogonaux (sensible
au champ électrique) entre eux et 3 boucles orthogonales (sensible au champ magnétique)
entre elles. Un tel réseau est considéré dans [564, 565] pour développer une méthode
d’estimation des directions et des propriétés de polarisation du champ électromagnétique.
Avec un dipôle dans l’axe z, on obtiendrait la polarisation verticale du champ élec-
trique et avec une boucle dans le plan xy, on obtiendrait la polarisation horizontale du
champ électrique (polarisation verticale du champ magnétique) si les ondes sont Tem. Si
ces antennes sont de très petite dimension devant la longueur d’onde, on parle d’antennes
Hertziennes (dipôle et boucle de Hertz) et le diagramme de rayonnement est proportionnel
à sin (φ) pour les deux antennes comme le montre les relations A.35 et A.39.
A.2.2.7 Réseaux à diversité de position et/ou de direction et de polarisation
Il est possible d’utiliser des réseaux uniformes à diversité de position et/ou direction
et polarisation. Dans ce cas, pour chaque position et/ou direction des antennes des dif-
férents réseaux définis précédemment, il serait possible de placer plusieurs antennes de
polarisation orthogonale. Dans [372], un réseau sphérique uniforme à diversité de position,
direction et polarisation (deux polarisations perpendiculaires entre elles et tangentes à
la sphère) permet de caractériser le champ vectoriel en 3D. Ce type de réseau peut per-
mettre, avec des algorithmes adaptés de séparer entièrement le canal de propagation des
antennes.
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A.2.3 Modèle de couplage entre antennes
Dans le cas d’un réseau dont les antennes détiennent les mêmes impédances internes
et impédances de charges [528], l’expression de la matrice de couplage C est :
C = (ZT + ZA) (Z+ ZT )
−1 (A.57)
où ZT est l’impédance de charge et ZA est l’impédance internes des antennes. La relation
montre que pour maximiser la puissance en sortie, les antennes doivent être adaptées
(ZT est choisie comme le complexe conjugué de ZA) mais, par contre, pour minimiser
le couplage (C se rapproche le plus possible d’une matrice diagonale), il faut maximiser
l’impédance de sortie ZT . Il s’agit donc de trouver un compromis entre gains de puissance
et phénomènes de couplage. La matrice Z est la matrice des impédances mutuelles et elle
s’exprime, dans le cas d’un réseau linéaire uniforme de dipôles dont la longueur l est un
multiple de la longueur d’onde, par [528] :
Zm,n = R+ jX (A.58)
R =
p
µ/
4π sin2 (kl/2)
⎡
⎣−2
+∞Z
u0
cos (y)
y
dy +
+∞Z
u1
cos (y)
y
dy +
+∞Z
u2
cos (y)
y
dy
⎤
⎦
X =
p
µ/
4π sin2 (kl/2)
⎡
⎣−2
+∞Z
u0
sin (y)
y
dy +
+∞Z
u1
sin (y)
y
dy +
+∞Z
u2
sin (y)
y
dy
⎤
⎦
u0 = kd |m− n|
u1 = k
q
d2 |m− n|2 + l2 + l
u1 = k
q
d2 |m− n|2 + l2 − l
où
p
µ/ est l’impédance intrinsèque du milieu et d est la distance entre les éléments
constituant le réseau. L’expression A.58 montre que le couplage diminue vite avec la
distance et au dessus d’une longueur d’onde d’écart, il peut être négligé. Chaque élément
de la matrice Z générée par l’expression A.58 comportant des éléments de même valeurs,
la matrice C calculée avec les expressions A.57 et A.58 sera donc du même type (matrice
de Toeplitz symétrique).
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A.3 Matrices de transformation de coordonnées de polari-
sation
On définit la matrice permettant de passer des coordonnées cartésiennes aux coor-
données verticale et horizontale d’une onde Tem de direction Ω = [θ,φ] par :
MT (Ω) =
∙
Mvx Mvy Mvz
Mhx Mhy Mhz
¸
(A.59)
=
∙
cos (θ) cos (φ) sin (θ) cos (φ) − sin (φ)
− sin (θ) cos (θ) 0
¸
Lorsqu’on veut relier les corrélations entre les coordonnées cartésiennes aux corréla-
tions entre les coordonnées verticale et horizontale, il faut définir une matrice de dimension
9 × 4 liant les 9 corrélations concernant les coordonnées cartésiennes aux 4 corrélations
concernant les coordonnées sphériques (vertical et horizontale). En définissant le vecteur
des corrélations entre les composantes cartésiennes de polarisation d’un vecteur v par :
Rveccart = Vec
³
E
©
vvH
ªT´T
(A.60)
=
£ Rxx Rxy Rxz Ryx Ryy Ryz Rzx Rzy Rzz ¤T
et la vecteur de corrélation entre les composantes verticale et horizontale de polarisation
d’un vecteur vTem par :
RvecTem = Vec
³
E
©
vTemv
H
Tem
ªT´T
(A.61)
=
£ Rvv Rvh Rhv Rhh ¤T
où, par exemple, Rxy est la corrélation entre la composante vx et la composante vy de
polarisation et Rvh est la corrélation entre la composante vTem;v et la composante vTem;h
de polarisation. En posant :
RvecTem = fMT|{z}
4×9
Rveccart (A.62)
alors fMT se déduit de MT (Ω) par :
fMT (Ω) = (MT (Ω)⊗MT (Ω)) (A.63)
A.4 Lois de probabilité et de profil de puissance
Les fonctions de densité de probabilité (Fdp) et les profils de puissance normalisés
(fonction de diﬀusion marginale) détenant les mêmes propriétés (fonctions réelles positives
dont l’intégrale est égal à 1), on les présente en même temps. Les moments statistiques
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associés aux fonctions de densité de probabilité sont aussi les paramètres caractéristiques
de canal associé à aux profils de puissance.
On présente les lois gaussienne, lognormale, laplacienne, gamma, et de Von Mises
(vm). Cette annexe est largement basé sur [559] et sur [416] pour la loi vm.
A.4.1 Loi gaussienne
La loi gaussienne est aussi appelée loi de Laplace-Gauss ou loi normale. On dit que
X suit une loi gaussienne N (µ,σ) (X ∼ N (µ,σ)) si sa Fdp est définie par :
f (x | µ,σ) = 1
σ
√
2π
exp
Ã
−1
2
µ
x− µ
σ
¶2!
(A.64)
La valeur moyenne et l’écart-type d’une variable aléatoire gaussienne sont définies
par :
X = E {X} = µ
σX =
r
E
n¡
X −X
¢2o
= σ
(A.65)
A.4.2 Loi lognormale
La loi lognormale est une loi dérivée de la loi gaussienne. Contrairement à la loi
gaussienne, c’est une loi asymétrique. C’est la loi d’une variable aléatoire positive X telle
que son logarithme népérien suive une loi gaussienne, ln (X) ∼ N (µ,σ). Sa Fdp s’exprime
par :
f (x | µ,σ) =
⎧
⎪⎨
⎪⎩
1
σ
√
2πx
exp
Ã
−1
2
µ
ln (x)− µ
σ
¶2!
pour x > 0
0 pour x ≤ 0
(A.66)
La valeur moyenne et l’écart-type d’une variable aléatoire gaussienne s’expriment en
fonction des paramètres µ et σ par :
X = exp
µ
µ+
σ2
2
¶
σX =
p
exp (2µ+ σ2) (exp (σ2)− 1) (A.67)
= X
p
exp (σ2)− 1
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Il est possible, à partir de la moyenne et de l’écart—type d’obtenir les paramètres µ et
σ par :
µ = ln
µ
X√
α2 + 1
¶
(A.68)
σ =
p
ln (α2 + 1)
α =
X
σX
On remarque que quand le rapport de la moyenne sur l’écart-type α = 1, alors µ =
ln
¡
X/
√
2
¢
et σ =
p
ln (2).
Contrairement à la loi gaussienne et à la loi laplacienne, la Fdp d’une loi lognormale
change de forme en fonction de la valeur de ses paramètres µ et σ.
A.4.3 Loi laplacienne
Une loi laplacienne est en fait une loi exponentielle à 2 côtés. On dit que X suit une
loi laplacienne L (µ,σ) (X ∼ L (µ,σ)) si sa Fdp est définie par :
f (x | µ,σ) = 1
σ
√
2
exp
µ
−
√
2
|x− µ|
σ
¶
(A.69)
La valeur moyenne et l’écart-type d’une variable aléatoire laplacienne sont définies
par :
X = µ
σX = σ
(A.70)
A.4.4 Loi Gamma
La loi gamma est en fait une famille de lois dont la loi exponentielle est un cas
particulier. Les lois gamma sont liées aux lois du Khi-2. On dit que X suit une loi gamma
G (a,b,c) (X ∼ G (a,b,c)) si sa Fdp est définie par :
f (x | a,b,c)
⎧
⎨
⎩
=
1
baΓ (a)
exp
µ
−x− c
b
¶
(x− c)a−1 pour x ≥ c
= 0 pour x < c
(A.71)
où Γ (a) est la loi gamma.
Souvent, les définitions des lois gamma sont données pour c = 0. Dans notre contexte
où cette loi peut représenter le profil de puissance des retards la valeur c représentera en
fait le retard minimum de groupe et les deux seuls paramètres à estimer se réduise alors
à a et b.
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Fig. A.2 — Fonction gamma à σX constant
La valeur moyenne et l’écart-type d’une variable aléatoire laplacienne sont définies
par :
X = ab+ c (A.72)
σX = ab
2
Le cas particulier d’une loi exponentielle s’obtient pour a = 1 ; le paramètre b permet
alors d’ajuster l’écart-type.
Il est possible, à partir de la moyenne, de l’écart—type et de c d’obtenir les paramètres
a et b par :
a =
µ
X − c
σ
¶2
(A.73)
b =
σ√
a
Comme la loi lognormale, cette loi n’est pas symétrique et peut changer de forme en
fonction de la valeur de ces paramètres a et b. On remarque que le rapport de la moyenne
sur l’écart-type est réglé par le paramètre a, qui peut donc être appelé rapport de forme.
La fonction gamma est représentée sur la figure A.2 pour σX constante et plusieurs
valeurs de a. Les fonctions caractéristiques ou fonctions de corrélation (selon que la loi
gamma représente une Dsp normalisée ou une Fdp correspondantes sont représentées sur
la figure A.3.
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Fig. A.3 — Fonction caractéristique ou fonction de corrélation associée à la loi gamma à
σX constant
A.4.5 Loi de Von Mises
Cette loi dont l’origine remonte au début du siècle a beaucoup servi depuis dans
l’analyse et la modélisation des variables cycliques telle que les variables de direction.
On l’introduit dans le contexte où la variable est une variable angulaire représentant la
direction d’une onde dans le plan azimutal. Puisqu’on l’utilise pour modéliser un profil
de puissance Doppler, on donnera aussi la forme analytique de ce profil Doppler.
On dit que X suit une loi gamma VM (µ,κ) (X ∼ VM (µ,κ)) si sa Fdp est définie
par :
fθ (θ | µ,κ) = exp (κ cos (θ − µ))
2πI0 (κ)
pour κ ≥ 0 (A.74)
où I0 (·) est la fonction de Bessel modifié d’ordre 0, µ ∈ [−π,π[ est la direction moyenne
et κ ≥ 0 controle la dispersion angulaire, c’est à dire l’écart-type (quand κ = 0, la Fdp est
uniforme de −π à π, ce qui revient à un spectre uniforme en azimut et quand κ augmente,
la dispersion angulaire diminue).
Quand κ est petit, cette Fdp approxime la Fdp en cosinus [186] alors que quand
κ grandit, cette Fdp s’apparente à une gaussienne de moyenne µ et d’écart-type
√
κ.
Quelques représentations de la fonction (angulaire) de Von Mises sont données sur la
figure pour plusieurs valeurs de κ et une valeur constante de µ (µ n’influe pas sur la
forme du profil angulaire de Von Mises.
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Fig. A.4 — Fonction de Von Mises en fonction des angles pour plusieurs valeurs de κ
Le spectre en nombre d’onde (Fdp du nombre d’onde) associé à ce profil angulaire se
calcul par changement de variable en considérant que k = cos (θ) :
fk (k | µ,κ) = 1
π
√
1− k2
exp (κ cos (µ) k) cosh
³
κ cos (µ)
√
1− k2
´
I0 (κ)
, |k| ≤ 1 (A.75)
où cosh (·) est la fonction cosinus hyperbolique. Le nombre d’onde k peut représenter
dans le contexte radiomobile, le doppler normalisé dû au seul mouvement du mobile. Une
propriété importante de la Fdp définie dans A.75 est :
fk (k | µ,κ) = fk (k | −µ,κ) = fk (−k | π − µ,κ) = fk (k | − (π − µ) ,κ) (A.76)
Cela signifie que lorsqu’on ne connait que fk, on ne peut pas connaître le signe de
µ. De plus pour étudier la forme de fk en fonction de µ on pourra se contenter de faire
varier µ de 0 à π, autrement dit, on pourra se limiter à l’étude de la forme de fk (k | µ0,κ)
où µ0 est défini par :
µ0 = arccos (|cos (µ)|) (A.77)
Quelques représentations de la fonction de Von Mises sont donnés sur la figure, pour
plusieurs valeurs κ et un angle constant µ = π/2 et sur la figure, pour plusieurs valeurs
de κ et de µ.
Il est possible, à partir de la transformée de fourier de la fonction A.75, d’obtenir
la fonction caractéristique (si la fonction A.75 représente une fonction de desnité de
probabilité du cosinus de l’angle d’arrivée) ou la fonction de corrélation (si la fonction
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Fig. A.5 — Modèle de Von Mises en fonction de cos (θ) pour plusieurs valeurs de κ
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Fig. A.6 — Modèle de Von Mises en fonction de cos (θ) - Influence de l’angle moyen µ
pour 2 valeurs de κ
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Fig. A.7 — Fonctions caractéristiques ou fonctions de corrélation spatiale en fonction de
κ
A.75 représente un spectre en fonction du cosinus de l’angle d’arrivée) suivante :
φ (er | µ,κ) = I0
³p
κ2 − 4π2er2 + j4πκ cos (µ) er´
I0 (κ)
(A.78)
Les Tf des fonctions de la figure A.5 sont représentées sur la figure A.7 et celles des
fonctions de la figure A.6 sont représentées sur la figure A.8.
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Résumé
Depuis l’apparition des premiers réseaux radiomobiles cellulaires analogiques au dé-
but des années 70, nous avons assisté à une explosion de la demande en systèmes de
communication sans fil. Les services concernés par les télécommunications sans fil se sont
depuis étendus à la transmission de données et aux applications multimédia. Devant la
nécessité d’avoir des débits élevés tout en garantissant une certaine qualité de service, les
techniques MIMO (Multiple Input - Multiple Output) apparaissent commme très pro-
metteuses. En utilisant plusieurs antennes simultanément en émission et en réception, ces
systèmes exploitent la dimension spatiale pour la transmission de l’information. Ainsi la
mise en oeuvre de ces techniques permet d’aboutir à une amélioration substantielle des
débits et/ou des performances des liaisons numériques.
Comme dans toutes les études systèmes, une analyse approfondie du canal de trans-
mission et des mécanismes de propagation associés s’avère indispensable. Si dans un
contexte classique, la caractérisation et la modélisation du canal peuvent se limiter au
domaine temporel, il est nécessaire pour les systèmes MIMO de considérer la dimension
spatiale au même niveau que la dimension temporelle. Une modélisation précise et réaliste
du canal dans le domaine spatial est d’autant plus importante dans un contexte MIMO,
puisque le gain par rapport à un système classique en terme de débit et/ou de perfor-
mance est largement tributaire des propriétés spatiales du canal. C’est dans ce contexte
que s’inscrit le travail présenté dans ce document.
Cette thèse a pour double objectif d’approfondir la connaissance sur les aspects théo-
riques de la caractérisation et de la modélisation spatio-temporelles du canal de transmis-
sion MIMO et de parvenir à un modèle de canal réaliste basé sur des résultats de mesures.
Les deux premiers chapitres constituent une synthèse bibliographique sur l’évolution des
télécommunications sans fil et dressent un état de l’art sur les études du canal de trans-
mission depuis les années 60. Dans les trois chapitres suivants, l’intérêt porte sur une
approche théorique concernant la caractérisation et la modélisation spatio-temporelles
du canal dans un contexte MIMO. Les deux derniers chapitres donnent des résultats
concernant la modélisation basée sur des mesures d’une part et la simulation du canal de
transmission MIMO d’autre part.
Mots clés
Propagation radioélectrique, trajets multiples, communications sans fil, canal de trans-
mission MIMO, caractérisation spatio-temporelle, modélisation et simulation du canal,
mesures de propagation, analyse statistique.
