The purpose of this paper is a thermal optimal control problem using four types of minimization technique. The four types of minimization techniques are the weighted gradient method, the Newton based method, the modified steepest descent method and the steepest descent method using weighting adaptation. The formulation is based on the optimal control theory in which the performance function is expressed by the computed and targeted temperatures. The optimal values can be obtained by minimizing the performance function. The thermal fluid flow is described by the Boussinesq approximated incompressible Navier-Stokes equation and the energy equation is analyzed. BFGS is applied to calculate the Hessian matrix which is used in the Newton-based method. The traction given by the perturbation for the Lagrange multiplier is used in the BFGS method.
INTRODUCTION
The thermal fluid flow is a phenomenon generated by non-homogeneity temperature. The thermal fluid flow is divided into natural fluid flow and forced fluid flow. The natural fluid flow is caused by the difference of the specific gravity between warmed fluid and cool fluid. Forced fluid flow is caused by fan or other items. In recent years, optimal control of thermal fluid flow is used in various places in our life. For instance, optimal control of thermal fluid flow is applied to air-conditioning, heating, refrigerator and bath and so on. Therefore, the optimal control of thermal fluid flow is a key problem. Especially, optimal control in natural fluid flow is one of most-attractive problem. This is because control brings low cost for ecology. Floor heating system and temperature management of grass field in the football stadium are typical examples.
The purpose of this study is the control of the temperature in natural fluid flow. The Boussinesq approximated incompressible Navier-Stokes and the energy equations are employed for the state equations. In the Boussinesq approximation, the density change is approximated by temperature change. In optimal control theory, the control variables making the optimal state can be obtained by minimizing the performance function, which is composed of the square sum of the difference between computed and target temperatures. The control variable can converge to the target temperature in case that the performance function is minimized. Four types of minimization techniques are employed for minimizing the performance function. The four types of minimization techniques are the weighted gradient method, the Newton-based method, the modified steepest descent method and the steepest descent method using weighting adaptation. It is necessary that the information of the Hessian matrix is obtained in case that the Newton-based method is employed. In this study the second order adjoint technique is applied to obtain the traction given by the perturbation for the Lagrange multiplier. The BFGS method is applied to obtain the Hessian matrix which is used in the Newton-based method. The weighting adaptation is used for the Lipschitz constant. The Crank-Nicolson method and the Galerkin method expanded by the mixed interpolation are applied to temporal and spatial discretization, respectively. The stabilized bubble function is applied to velocity and temperature fields. The linear interpolation is utilized for the pressure field.
The purpose of this paper is to analyze the control of thermal fluid flow using four types of minimization techniques. In particular the effects of the four types of minimization techniques and how to find the optimal control temperature are investigated.
STATE EQUATION
The thermal fluid flow is described by the Boussinesq approximated incompressible Navier-Stokes equation and the energy equation, which are employed for the state equations. In the Boussinesq approximation, the density change is approximated by the temperature change and the density change in the continuity equation can be disregarded. In the incompressible flow, density of fluid is assumed to be constant. The Boussinesq approximated Navier-Stokes equation and energy equation are written as follows:
fields and the linear interpolation is applied to the pressure field as follows: For the bubble function interpolation:
(15)
and for the linear interpolation: 
Stabilized Form
In the bubble function, the numerical stabilization is not enough. The stabilized parameter must be used for the stabilization. The stabilized parameter t eB can be written as follows: (19) where Ω e is the element domain and (20) The integral of bubble function is expressed as follows: (21) where is stabilizing parameter. This value is determined to be equivalent to t e S using the stabilized finite element method. (22) where h e is the element size. Generally, the stabilized parameter in Eq. (30) is not equal to the optimal parameter in Eq.(31). Thus, the bubble function which gives the optimal viscosity satisfies the following equation. 
where N e and be are the total number of element and the barycenter point. In the energy equation, n is replaced with k.
OPTIMAL CONTROL THEORY 4.1 Performance Function
In the optimal control theory, control variables can be obtained by minimizing a performance function. The performance function J is composed of the square sum of difference between the computed and the target temperatures. The control variable are computed to minimize the performance function under the condition of the state equation and the boundary conditions. Minimizing the performance function means that the computed temperature should be as close as possible to the objective temperature. The performance function is written as follows: (25) where q, q obj and Q are the computed temperature, the target temperature at the object point and the weighting diagonal matrix.
First Order Adjoint Equation
The Lagrange multiplier method is applied to minimize the performance function. The Lagrange multiplier method is used for the minimization problem under constraints. The extended performance function J* is expressed as follows: (26) where u i *, p* and q* denote the Lagrange multiplier for the velocity, the pressure and the temperature. The extended performance function J* is divided into the Hamiltonian H and the time differentiation term as follows: where the Hamiltonian H is defined as follows:
The stationary condition is needed to minimize the performance function. The first variation of J* should be zero as follows, (29) Therefore, the first order adjoint equation can be obtained as follows: 
MINIMIZATION TECHNIQUE 5.1 Weighted Gradient Method
The weighted gradient method is applied to the minimization technique. This method is a technique where the control variables are renewed by the stationary condition of the modified performance function. The modified performance function K (l) to which the penalty term is added is defined as follows: (62) where q Cont and W (l) are the control variables and the weighting diagonal matrix, in which l is the iteration number. To minimize the modified performance function, the penalty term should be zero. To minimize the extended performance function is equivalent to minimize the modified performance function. Then, the following equation is obtained. 
The computational algorithm is written as follows:
1. Choose an initial control value and convergence criteria e. if J (/+1) < J (l) then set W (l+1) = 0.9W (l) and go to 4, else W = 2.0W (l) and go to 6.
Newton-Based Method
The Newton based method is applied to the minimization technique. The computational algorithm of the Newton-based method is similar to the gradient methods. The difference between the Newton-based method and the gradient method is located in the decent direction which is used for the renewal equation of the control variables. In the gradient method, the steepest decent direction is directly used for the renewal equation of control variables. On the other hand, in the Newton-based method, the Newton direction which is obtained by the steepest decent direction is used for the renewal equation of control variables. The computational algorithm could be written as follows:
1. Choose an initial control value , an initial Hessian Matrix H (0) and a convergence criteria e.
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NUMERICAL STUDY 6.1 First example
In this study, the optimal control of thermal fluid flow by using the weighted gradient method, the Newton-based method, the modified steepest descent method and the steepest descent method using weighting adaptation are presented. The finite element mesh and the computation model are shown in Figure 3 and Figure 4 . The total number of nodes and elements are respectively 2475 and 11760. The boundary condition is shown in Figure 4 . The Rayleigh number, the Prandtl number and the time increment ∆t are set to 1000.0, 0.71 and 0.001, respectively. The specified temperature q is given in Figure 7 . The object point is set in Figure 4 . To reduce the temperature at the object points from initial to target temperature, the optimal control method θ θ ε is applied. The target temperature is set to 0.0. This optimal control problem consists to find the control temperature on the control boundaries so as to minimize the performance function. The four types of the minimization technique is used. As a result, the performance function using each methods is shown in Figure 8 . The time history of the control temperature at the control point for the methods proposed in this paper are shown in Figure 9 . The time history of temperature at the object point is shown in Figure 10 . The temperature without control using the steepest descent method using weighting adaptation of nondimensional time, T = 1.5, are shown in Figure 11 . The temperature with control using the steepest descent method using weighting adaptation of nondimensional time, T = 1.5, are shown in Figure 12 . The control temperature can be found so as to minimize the performance function in Figure 8 using the Newton based method. The temperature at the object point in Figure 8 is reduced using the control temperature in Figure 9 . Therefore, the optimal control of thermal fluid flow using five types of minimization technique is successful.
Second Example
In this study, the optimal control of thermal fluid flow by using the weighted gradient method, the Newton-based method, the modified steepest descent
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Optimal Control of Temperature in Fluid Flow Using Four Types of MinimizationTechniques boundary condition is shown in Figure 6 . In this case, the Rayleigh number, the Prandtl number and the time increment ∆t are set to 1000.0, 0.71 and 0.001, respectively. The specified temperature q is given in Figure 13 . The object point is set in Figure 6 . To reduce the temperature at the object points from initial to target temperature, the optimal control is carried out. The target temperature is set to 0.0. This optimal control problem is to find the control temperature on the control boundaries so as to minimize the performance function. The four types of the minimization technique is used.
As a result, the performance function using each methods is shown in Figure 14 . The time history of the control temperature at the control point of the proposed methods are shown in Figure 15 . The time history of the temperature at the object point is shown in Figure 16 without control using the steepest descent method using weighting adaptation of non-dimensional time, T = 1.5, are shown in Figure 17 . The temperature with control using the steepest descent method using weighting adaptation of non-dimensional time, T = 1.5, are shown in Figure 18 . The control temperature can be found so as to minimize the performance function in Figure 6 using the Newton based method. The temperature at the object point in Figure 8 is reduced using the control temperature in Figure 15 . We can see that the optimal control of thermal fluid flow using four types of minimization technique shows good results.
CONCLUSION
In this study, the optimal control of thermal fluid flow is presented. The control temperature can be found as the minimization of a performance function using four types of minimization techniques. These four types of minimization techniques are the weighted gradient method, the Newton-based method, the modified steepest descent method and the steepest descent method using weighting adaptation. It is shown that the temperature at the object points can be reduced using the control temperature. The temperature at the object points is well controlled using the proposed methods. It is shown that the lowest iteration number is obtained by the steepest descent method using weighting adaptation. 
