Root vectors are important to understand quantized enveloping algebras. In this paper we establish a commutation formula for root vectors. By means of the formula we show that particular orders on root system are not necessary in constructing some integral bases of a quantized enveloping algebra (Theorem 2.4). Moreover using the formula we can show that certain PBW bases are orthogonal bases of the bilinear form considered by Kashiwara in his work on crystal bases, see 3.9.
In [CK] there is a commutation formula for root vectors, our formula here is stronger. For the bilinear form obtained through Drinfeld dual (see [L5, LS] ) Lusztig and Levendorski-Soibelmana showed that certain PBW bases are orthogonal, see loc. cit. However the proofs in [L5, LS] essentially rely on the property [L5, 38.2 .1] which does not hold for the bilinear form in [K] , so it is not easy to use the methods of [L5, LS] to prove Theorem 3.9.
The paper is organized as follows. In Section 1 we fix some notation. In Section 2 we establish the commutation formula, then prove Theorem 2.4 and state two conjectures. In Section 3 we show that certain PBW bases are orthogonal bases of the bilinear form considered in [K] .
Preliminaries.
1.1. Let U be the quantized enveloping algebra over Q(v) (v an indeterminate) corresponding to a Cartan matrix (a ij ) of rank n. Then U is an associative Q(v)-algebra with generators E i , F i , K i , K −1 i (i = 1, 2, ..., n) which satisfy the quantized Serre relations. The algebra U has a Hopf algebra structure. Let U A be the A = Z[v, v −1 ]-subalgebra of U generated by all divided powers E i . We refer to [L2] for the definitions, noting that for defining the divided powers we need to choose integers d i ∈ {1, 2, 3} such that (d i a ij ) is symmetric. As usual we denote the positive parts and negative parts by U + , U + A , U − , U − A respectively. 1.2. Let R ⊂ Z n be the root system with simple roots α i = (a 1i , a 2i , ..., a ni ). For µ = (µ 1 , ..., µ n ) ∈ Z n , we also write µ, α ∨ i for µ i . Define s i : Z n → Z n by s i µ = µ − µ, α ∨ i α i . The reflections s 1 , s 2 , ..., s n generate the Weyl group W of the root system R. Denote by R + the set of positive roots. For
. We have (λ|µ) = (µ|λ). The form (·|·) is non-degenerate and is W -invariant.
Let T i be the automorphisms T i,−1 of U in [L5, 37.1.3] . For each w ∈ W we define T w as in [L5] . We shall write Ω, Ψ : U → U opp the Q-algebra homomorphisms defined by
Let Ω : U → U be the Q(v)-algebra automorphism defined by This gives rise to a total order on R + . If β ∈ R + corresponds to j, we set w β = s i 1 s i 2 · · · s i j−1 . Then define
The commutation formula.

Let s i
We have E (a)
It is known the following elements
form an A-base of U A , see [DL] . A . Note that the element E A i is a product of some divided powers of root vectors and the order of the factors in the product is determined by the reduced expression. We will show that we can arrange the product in any fixed total order on R + (see Theorem 2.4). For the purpose we need the following result, which is stronger than [CK, Lemma 1.7] .
is a long root and α i k is a short root. We have
A . In cases (1) and (3), we have α = β k−1 and E α = E β k−1 . In cases (2) and (4), we have γ = β k−2 and
By induction hypothesis we get
where ρ (a 2 , . . . , a k−2 ) ∈ A. We shall simply write X for the right hand side of the above identity. Then
where ρ (a 2 , . . . , a k−2 ) ∈ A. We shall simply write Y for the right hand side of the above identity. Then
Now assume that we are in case (1), then
Therefore we have (e)
Repeatedly using induction hypothesis we get
We have
Combining (e)-(h) we get
Using induction on a, b, and using (i) and induction hypothesis repeatedly, we see
where ρ(a 1 , . . . , a k ) ∈ A (here we need 2.1 (a)). Thus in case (1) the identity ( * ) is true.
Now assume that we are in case (2). Then
As a similar argument for case (1) we see that the identity ( * ) is true in this case. Now assume that we are in case (3). Then
Using induction hypothesis repeatedly we see
We shall simply write X , X for the second terms of the right hand sides of the above two identities respec-
Using (p) and induction hypothesis repeatedly, we get
Moreover we have
Combining (l)-(r) we see
Using induction on a, b, and using (s) and induction hypothesis repeatedly, we see
where ρ(a 1 , . . . , a k ) ∈ A (here we need 2.1 (a)). Thus in case (3) the identity ( * ) is true.
Now assume that we are in case (4), then
As a similar argument for case (3) we see that the identity ( * ) is true in this case.
Thus we proved the theorem for Case A.
According to the arguments in Case A we get
Noting that j 1 = i 1 , by 2.1 (b) we see that the A-submodule of U
Hence the identity ( * ) is true for Case B.
In this case uu has a reduced expression of the form
, and one of the following three cases happens.
Define p k = i k . We set, for case (5),
for case (6),
for case (7),
By induction hypothesis we get:
Note that we always have (γ 1 |γ k ) = (β 1 |β k ) since (·|·) is W -invariant and
to the identity in (x1) (resp. (x2); (x3)) and using 2.1 (b) (see the argument for Case B) we get
Thus the identity ( * ) is true for Case C. The theorem is proved.
Theorem 2.4. Keep the notation in 2.1. Then:
Where the factors in the product are written in a given total order on R + .
(ii) The elements
form an A-basis of U Using Theorem 2.3 repeatedly we see
where p ∈ Z and A = (a β 1 , a β 2 , . . . , a βν ) (we define
is an A-linear combination of the elements
. Since for any λ in NR + , the number
by 2.1 (a), the elements
form an A-basis of U + A . The theorem is proved. From the above proof we see the following:
Corollary 2.5. Keep the notation in Theorem 2.4 and its proof. If
for some q ∈ Z. (Of course, many a β are 0 in this case.) 2.6. We would like to state two conjectures, one describes the root vectors intrinsically. The conjectures might be helpful for constructing an Abasis of the A-form of the quantized enveloping algebra of a symmetrizable Kac-Moody algebra. For λ ∈ NR + , we denote by U
A for all a ∈ N, then there exists a simple root α j and u ∈ W, f ∈ A, such that u(α j ) = α and E = fT u (α j ).
(We refer to [L2] for the definition of [a] !
dα .) For type A 2 , the conjecture is true.
Conjecture B. For any
form an A-basis of U + A . Where the factors in the product are written according to a given total order on R + . [K] .
Some orthogonal bases of the bilinear form in
In this section we show that certain PBW bases are orthogonal bases of the bilinear from considered in [K] , see Theorem 3.9. For the bilinear form obtained from the Drinfeld dual, a similar result was established in [L5, LS] . Although the difference between the two bilinear forms are small, it is difficult to apply the methods in [L5, LS] for proving Theorem 3.9, since the methods rely on a property ([L5, 38.2.1]) which does not hold for the bilinear form in [K] . [K, Prop. 3.4 .4] we define a bilinear form on U + .
Following Kashiwara
(a) For each P ∈ U + and F i , there exist unique P , P ∈ U + such that
Define ϕ i (P ) = P and ψ i (P ) = P . We have (cf. [K, Prop. 3 
.4.4]).
(b) There is a unique symmetric bilinear form ( , ) on U + such that (1, 1) = 1,
We need some preparation for proving Theorem 3.9. Let X be the set of all sequences i = (i 1 , . . . , i ν ) in [1, n] such that s i 1 · · · s iν is a reduced expression of the longest element w 0 ∈ W . For i = (i 1 , . . . , i ν ) ∈ X , A = (a 1 , . . . , a ν ) ∈ N ν , we shall write
,
The following result plays a key role in the proof, which is essentially a variation of Theorem 2.3.
Lemma 3.2. Let
where A = (a 1 , . . . , a ν ) and B = (b 1 , · · · , b ν ) run through a finite subset of N ν , λ runs through a finite subset of NR + , and
Using Theorem 2.3 repeatedly we see
s−k+1 , where σ(a ν−1 , . . . , a s−k+1 ) ∈ A, and a ν−1 , . . . , a s−k+1 run through a finite subset of N.
Applying Ψ to the identity (a) we get
By our choice on j 1 , . . . , j ν we may require that k m+1 = i s+1 . By (d) and 2.1 (b) we see
where A = (a 1 , . . . , a ν ) runs through a finite subset of N ν and
where c is a suitable integer depending on i 1 , . . . , i k , a s−k+1 , . . . , a s , and
Obviously we have
Combining (e)-(h) and Theorem 2.3 we see the lemma is true.
3.3.
Let a be an integer and b, d positive integers, set
We shall omit the subscript d if d = 1.
n . For β ∈ R + , we shall write Σ β (resp. Σ β ) for any element of U of the form
where u runs through a finite subset of U − , x runs through a finite subset of U + , and λ runs through the set
The following assertions (c) and (d) are obvious.
Lemma 3.4. Let β ∈ NR + and let
Proof. We use induction on ht(β). When ht(β) = 0, 1, the lemma is just 3.1 (a). Assume that ht(β) ≥ 2 and u = F i u . By induction hypothesis we get
where cf. 3.3 (d) ). By (b), (c) and (d) in 3.3 we get
The uniqueness of x 1 = z 1 , x 2 = z 2 follows from PBW theorem (see [L2] ). The lemma is proved. 
Proof. We may assume that y is a monomial E i 1 · · · E i k . Repeatedly using the properties in the definition of the bilinear form we get the proposition.
Corollary 3.6. Let β ∈ R + and F a root vector corresponding to −β. Then for any x ∈ U + there exist unique x 1 , x 2 ∈ U + such that
We shall write ϕ F (x) = x 2 and ψ F (x) = x 1 .
Proof. Since F is a Q(v)-linear combination of monomials of F 1 , . . . , F n with degree −β, the corollary follows from Lemma 3.4. 
We use induction on k = l(w) to prove the proposition. When k = 1, then F = F i 1 , the proposition is just a property of the bilinear form ( , ) since d β = 0 in this case. Assume the proposition is true when l(w) ≤ k − 1. Now assume that k = l(w) ≥ 2. Let u be the shortest element of the coset
. By induction hypothesis, the proposition is true in this case.
Suppose that γ = u (α i k ) is not a simple root, then we have the following cases.
(
Recall that we have
Using 3.3 (b)-3.3 (d) and Corollary 3.6 repeatedly, we get
Therefore we have
We may deal with other cases similarly. The proposition is proved.
where
Proof. (a) follows from Lemma 3.2 and the definition of ϕ F (see Corollary 3.6). (b) follows from the definition of ϕ F and the following identity Proof. Let ξ ∈ Q(v), then ξ ∈ B if and only if ξ 2 ∈ B. The corollary then follows from Theorem 3.9 and 2.1 (a). The corollary is proved. It is not difficult to prove that L = L, see [L4] or [X3] .
