Robustness of a system's behavior to changes in parameter values is a remarkable property of natural systems and especially desirable when designing de novo synthetic gene circuits. Loads on transcription factors resulting from binding to target promoters have been shown to significantly affect the effective time constants of gene transcription networks and to thus alter the overall system's behavior. Here, we employ models that explicitly account for load effects to investigate how these impact the robustness of a stable gene transcription network to parameter perturbations. By employing a combination of sampling-based methods and analytical tools from control theory, we demonstrate that the presence of loading shrinks the region of parameter space where a gene circuit performs the desired function. A number of multi-module synthetic gene circuits are analyzed to demonstrate this point, including an event detector and a molecular signature classifier. These results indicate that for designing genetic circuits that are robust to parameter uncertainty it is highly desirable to find ways to mitigate the effects of transcription factor loading.
parents. We will consider and compare the robustness of two models of GTNs. The first 56 one is the standard Hill function-based model [26] . The second model is one that 57 accounts for the binding of TFs to their target operator sites, which is neglected by the 58 standard Hill function-based model [18] . 59 The dynamics of the Hill function-based model can be written as :
where x = x 1 x 2 · · · x n ∈ R n , u = u 1 u 2 · · · u n with u i representing 61 external input to node i, and the ith element of f (x, u) is given by
with δ i denoting the protein decay rate of x i . Here H i (x) is the Hill function that 63 models the production rate of x i as controlled by its two parents x p and x q and is given 64 
In this expression, K m is the binding constants for the multimerization; K d is the 66 binding constants to the promoters; π are specific production rates; p i is the total 67 concentration of the promoter of node i. When all nodes' p i are the same, we use p T to 68 denote this value. 69 When the effect of the reversible binding between TF and their target promoters is 70 considered, the reaction flux corresponding to this binding reaction appears in the ODE 71 describing the rate of change of the TF's concentration. This additional flux is what has 72 been called retroactivity [5] and can substantially slow down the temporal response of 73 the TF [9, 25] . Explicitly including this flux in the system's ODE requires also adding as 74 state variables the concentration of all the complexes that can be formed between 75 promoter sites and TFs, leading to a system with a much higher dimension than that of 76 the Hill function-based model. In [18] , leveraging the fact that reversible binding 77 reactions are much faster than the process of gene expression, a reduced model was 78 derived that has the same dimension as the Hill function-based model, yet incorporates 79 the effects of the retroactivity fluxes. According to this model, the dynamics of a gene 80 transcription network modify to: 
where R(x) ∈ R n×n , called the retroactivity matrix, is given as
where V i ∈ R ni×n with n i the number of node i's parents. The jkth element of V i is 1 if 83 the jth parent of i is k, and is 0, otherwise. We call R i (x) the retroactivity of node i 84 and will be discussed in more details in the following. 85 The Hill function H i (x) and the retroactivity of node i R i (x) depend on the number 86 of node i's parents and the bindings with its parents [18] . If node i has no parent, one 87 has 1 K d,p = 1 K d,q = 1 K d,pq = 0 in (3) and R i (x) = 0; if node i has a single parent node x p , 88 we let 1 K d,q = 1 K d,pq = 0 in (3), and
When node i has two parents x p and x q , the values of H i (x) and R i (x) depend on the 90 binding type, which is typically one of the following:
91
Competitive binding: x p and x q bind exclusively to the promoters of their common 92 child. In this case, one has 1 K d,pq = 0 in (3) and
Independent binding: x p and x q do not affect each other in their bindings to a 94 common child. That is, even if a node's promoter is bound with one parent, it is 95 still available to be bound with its other parents. In this case, H i (x) is as defined 96 in (3) and
Cooperative binding: x p must be bound to its child's promoters before x q can bind. 98 In this case, one has 1 K d,q = 0 in (3) and
For details on these derivations, the reader is referred to [18] .
100

Numerical Experiments
101
In this section numerical experiments are performed to show the impact of retroactivity 102 on the robustness of a toggle switch, an event detector and a molecular signature 103 classifier to parameter variations. This is performed by comparing the parameter spaces 104 where the desired behavior is obtained for model Σ 1 (without retroactivity) and model 105 Σ 2 (with retroactivity). For simplicity we only consider the case where all promoters 106 have the same total concentration p T , modeling the case in which the systems' parts are 107 inserted all in the same plasmid with concentration p T .
108
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Toggle Switch
109
We first consider the toggle switch, which is a simple module exhibiting bistable 110 behavior, originally constructed in [1] and then used as a switch in many other more 111 sophisticated multi-module systems [2, 3] . As shown in Fig. 2 , the toggle switch is 112 composed of two TF x 1 and x 2 , which negatively regulate each other's transcription.
113
Here, i j indicated that node i is repressing node j. Under suitable conditions (see [4] , 114 for example) the toggle switch has two stable steady states, at each of which, one of the 115 TF appears in a high copy number, while the other one is suppressed. With input u regulating x 1 , the dynamics of the toggle switch without retroactivity 117 Σ 1 are given by
in which we have assumed for simplicity that all the transcription factors have the same 119 half lives. The dynamical model of the toggle switch with retroactivity Σ 2 is given by
where, from expression (6), we have that
Herep T = m j=1 p T i and p T i denotes the total concentration of x 2 's jth child promoter 121 contained in the downstream system. When the toggle switch is not connected to any 122 downstream system,p T = 0.
123
For a given input profile u switching from a low value to a high value, the toggle 124 switch is said to be functional if the output x 2 switches from low to high and keeps this 125 high value even when the input u changes back to its low value. If the toggle switch 126 output does not switch to its high value and latches to it, the toggle is said to be 127 non-functional. As a demonstration of the effect of retroactivity on the toggle switch 128 dynamics, we illustrate numerical simulations in Fig. 3 . The system model without 129 retroactivity Σ 1 is functional. When the toggle switch is not connected to any 130 downstream system, that is,p T = 0, the system model Σ 2 also functions (as indicated 131 in Fig. 3(a) ) but the switching time increases, that is, the system becomes slower. This 132 is in accordance to what demonstrated in previous studies [8, 18] . When the toggle 133 switch is connected to a downstream system, it fails to function as no switch is observed 134 ( Fig. 3(b) ). If in this case, one increases the decay rate, the switching is restored even if 135 the final value is lower ( Fig. 3(c) ). This is in accordance with the fact that if the 136 temporal response of a TF is faster (as obtained, for example, by increased turnover 137 rates), retroactivity has a decreased effect [25] . Figure 3 . Effect of retroactivity on the toggle switch. Comparison between Σ 1 and Σ 2 for fixed parameters. Here, we have set δ = 0.01 min −1 , K d,1 = K d,2 = K m = 1 nM, p T = 1 nM, π 1 = π 2 = 1 min −1 . The system without retroactivity Σ 1 is functional. (a) Model with retroactivity Σ 2 without downstream system (p T = 0). (b) Model with retroactivity Σ 2 with downstream system (p T = 20 nM). (c) Model with retroactivity Σ 2 with downstream system (p T = 20 nM) but with increased decay rate δ = 0.02.
Robustness to parameter variations 139
To determine how retroactivity affects the robustness of the toggle switch to parameter 140 variations, we compare the fraction of parameter space for Σ 1 and Σ 2 that leads to a 141 functional toggle switch. A larger fraction of the parameter space leading to a 142 functional system indicates larger robustness to parameter variations.
143
To this end, we treat each parameter as an independent random variable uniformly 144 distributed in a certain interval. Parameters for concentrations are in nM and time is in 145 minutes. In this section, we choose δ ∈ [0.01, 0.02], which means that the half life of 146 proteins is in [30, 60] minutes. Choose p T ∈ [1, 100] to include both low and relatively 147 high plasmid copy number. By considering that in practice the number of copies of each 148 protein per cell is expected to be less than 20000, we choose π i such that 149 1 ≤ p T πi δ ≤ 20000. Then one has π i ∈ [0.02, 2]. Suppose the disassociation constants K d 150 and K m are in [1, 50] (see, for example [18] ). For each fixedp T , we employ the Latin 151 Hypercube Sampling (LHS) method to take a number of N samples of all the other 152 parameters from their corresponding intervals and run simulations of Σ 1 and Σ 2 for 153 each sample. LHS is a type of stratified Monte Carlo sampling method, which is highly 154
efficient. In fact, in practice it is sufficient that N is larger than 4 3 times the number of 155 random variables to provide a statistically sufficient covering of the entire parameter 156 space [27] . Here, we choose N = 2000, which is much larger than what found to be 157 sufficient for LHS. For the same input profile u(t) as given in Fig. 3 , if a switch in the 158 output of x 2 is observed, we call it a success; otherwise, we call it a failure. We count 159 the number of successes of Σ 1 and Σ 2 and summarize the results in the percentages 160 shown in Fig. 4 Fig. 4 shows that the system without retroactivity Σ 1 always has a larger fraction of 162 the parameter space leading to success when compared to the system with retroactivity 163 Σ 2 . In particular, as the number of promoter sitesp T that x 2 regulates in the 164 downstream system increases, the fraction of the parameter space where the system 165 with retroactivity functions shrinks to the point of never functioning whenp T is 166 extremely high. Note that the percentage of cases where the system with retroactivity 167 functions and the one without retroactivity does not is zero.
168
Event Detector
169
In this section, we perform simulations on an event detector circuit and illustrate how 170 retroactivity affects the robustness of such a multi-module system against parameter 171 perturbations. The event detector (ED) consists of six nodes and is shown in Fig. 5 , in 172 which i → j and i j represent that i is an activator or a repressor of j, respectively.
173
The event detector detects a decrease in the input by switching the value of the output 174 node to a low value and by keeping it even after the input has acquired back the 175 original high value (by virtue of the toggle switch). In particular, when the input u 176 switches to a low value, the cascade consisting of nodes x 1 , x 2 , x 3 propagates the signal 177 to remove repression on the inverter x 4 , eventually resulting in a switch in the state of 178 the toggle module, which leads to a switch of the output node x 7 to a low value. The dynamics of the event detector without retroactivity are given by system model 180
is given as follows: 3 − δx 4
By considering retroactivity, one has system model Σ 2 :
where r(X), r 11 , r 12 , r 21 , r 22 are the retroactivity expressions given by
and 185
with
Here, r 11 , r 12 , r 21 , r 221 follow from (7) since x 4 and x 6 bind competitively to their 186 common child x 5 , and r 222 follows from (6) . Note that when all the above retroactivity 187 expressions are 0, Σ 2 is exactly the same as Σ 1 .
188
For a given input profile u that switches from a high value to a low value, the ED is 189 said to be functional if the output x 2 switches from high to low and keeps this low value 190 even when the input u changes back to its high value. If the ED's output does not 191 switch to its low value and latches to it, the system is said to be non-functional. As a 192 demonstration of the effect of retroactivity on the ED's dynamics, we illustrate 193 numerical simulations in Fig.6 .
194
The output of the ED without retroactivity Σ 1 indicated by blue plots in Fig. 6 195 successfully detects the event while the ED with retroactivity Σ 2 fails. As we 196 progressively increase δ, both Σ 1 and Σ 2 work properly. This reaffirms the fact that 197 retroactivity has less of an impact on TF with faster dynamics as described in the case 198 of the toggle switch. In fact, it is well known that retroactivity leads to delays in the 199 temporal response of transcription factors [9, 25] , which are accumulated through the 200 stages of the cascade as illustrated in Fig. 7 , ultimately leading to the ED's failure. A 201 faster TF turn over rate mitigates the effects of load-induced delays [22, 25] .
202
Robustness to parameter variations 203
To determine how retroactivity affects the robustness of the ED to parameter variations, 204 we compare the fraction of parameter space for Σ 1 and Σ 2 that leads to a functional ED. 205 A larger fraction of the parameter space leading to a functional system indicates larger 206 robustness to parameter variations.
207
To this end, we randomly change all parameters in Σ 1 and Σ 2 and check whether the 208 ED still functions. We employ as before LHS to select 2000 samples of parameters from 209 intervals δ ∈ [0.01, 0.02], π i ∈ [0.02, 2], p T ∈ [1, 100], K d and K m in [1, 50] . If the output 210 of the event detector is able to detect the change of the input and maintain it at the low 211 value, we count it as a success. Results are summarized in Fig. 8 . The percentage of 212 parameter space where Σ 1 successfully functions (red+blue) is 79.75% while that where 213 Σ 2 functions (blue) is only 42.20%. That is, the system model with retroactivity
x Figure 6 . Effect of retroactivity on the event detector. The output of Σ 1 (without retroactivity) and Σ 2 (with retroactivity). Parameter values are set to p T = 1nM,
The value of δ is as indicated in the plots.
successfully functions in about only half of the parameter space where the system model 215 without retroactivity functions.
216
To further determine the relationship between the circuit copy number p T , which 217 determines the load applied by target promoters on their transcription factors, and the 218 failure due to retroactivity, we then fixed p T at the different values 1, 5, 10, 20, 50, 100 219 and randomly changed all the other parameters in their respective intervals. Results are 220 summarized in Fig. 9 . When the total concentration p T is low, the failure due to 221 retroactivity is only 0.1%, which implies that Σ 1 and Σ 2 behave similarly and 222 retroactivity does not have a dramatic impact. By contrast, when p T is increased to 100, 223 the failure due to retroactivity grows to 64.60%. That is, the existence of retroactivity 224 causes 64.60% of the parameter space of the event detector to lead to a non-functional 225 system. All together, these results indicate that retroactivity dramatically decreases the 226 robustness of the ED to parameter variations and that an suggest that an ED built on 227 very low plasmid copy number (p T ) will be more robust to parameter variations. Of 228 course, tradeoffs with noise may become important as the molecule count decreases.
229
Classifier 230
In this section, we consider a molecular signature classifier circuit that is composed of 231 five modules as shown in Fig. 10 . These modules are three sensors, an AND gate whose 232 design is based on [6] , and the toggle switch [1] . The output of the classifier should be 233 switched OFF shortly after all the three inputs u 1 , u 2 , u 3 have become high at the same 234 time. Here, the inputs u 1 , u 2 , u 3 represent the concentrations of three different signaling 235 molecules and the situation of interest is when they are all high simultaneously. As soon 236 as the inputs become all high simultaneously, the concentrations of TF x 6 , x 1 , x 5 , and 237 thus of x 2 become high. Since TF x 3 and x 4 are activated by a cooperative interaction 238 of their parent nodes, the concentration of x 4 becomes high when and only when all the 239 three inputs u 1 , u 2 , u 3 are high at the same time. TF x 4 , in turn represses x 7 . Therefore, 240 the toggle switch TF x 8 switches to its high value and turns OFF the output.
241
The dynamics of the above classifier without retroactivity are Σ 1 :ẋ = f (x, u), 242 PLOS 10/24
x Figure 7 . Propagation of load-induced delays in the event detector. Comparison of Σ 2 (with retroactivity) and Σ 1 (without retroactivity).
where
given as follows: 3 − δx 4 (20) Figure 9 . Percentage of success of Σ 1 (without retroactivity) and Σ 2 (with retroactivity) for different values of p T . 
Here, r(X), r 11 , r 12 , r 21 , r 22 are the same expressions as (10)-(14); A, B, A 1 and B 1 are due to cooperative bindings of x 6 and x 2 to x 3 , and x 3 and x 5 to x 4 , respectively, for which one has by (9) A = pT x2/(K d,2 Km,1) (1 + x2x6/(K d,2 Km,1)) 2 , B = pT x6/(K d,2 Km,1)
For a given triple of input profiles u 1 , u 2 , u 3 , the classifier is said to be functional if 248 the output x 9 switches from high to low when and only when the inputs u i become all 249 high simultaneously. If the classifier's output does not switch to its low value and 250 latches to it, the system is said to be non-functional. As a demonstration of the effect of 251 retroactivity on the classifier's dynamics, we illustrate numerical simulations in Fig. 11 . 252 For the given input profile u 1 , u 2 , u 3 , the output of the classifier without retroactivity 253 Σ 1 indicated by the blue plots successfully switches from high to low as soon as all the 254 inputs become high simultaneously. By contrast, system Σ 2 fails since its output classifier. Once we change δ to 0.02, both Σ 1 and Σ 2 function as this delay does not 262 accumulate as much. This is consistent with the previous observations that retroactivity 263 has less of an impact if the TF have faster turnover rates. Figure 11 . Comparison between the Classifier Σ 1 without retroactivity (indicated in blue) and the one with retroactivity Σ 2 (indicated in red). Parameter values are given by p T = 1, K d,1 = K d,2 = K d,3 = K d,5 = K d,6 = 1, K d,4 = 10, K m = K m,1 = K m,2 = 10, π 1 = π 2 = π 3 = π 4 = π 5 = 1 and π 6 = 2.
Robustness to parameter variations 265
To determine how retroactivity affects the robustness of the classifier to parameter 266 variations, we compare the fraction of parameter space for Σ 1 and Σ 2 that leads to a 267 functional classifier. A larger fraction of the parameter space leading to a functional 268 system indicates larger robustness to parameter variations.
269
To this end, we employ the LHS method as before to obtain 2000 samples from the 270 parameter space. For each sample of parameters, we employ the inputs u 1 , u 2 , u 3 as 271 shown in Fig. 11 . If the output of the classifier at x 9 is low if and only if all u 1 , u 2 , u 3 272 are high, we count it as a success; otherwise, it is counted as a failure. Simulation results 273 including the failure due to retroactivity (marked as red) are shown in Fig. 12 , which 274 suggests that retroactivity leads to malfunction in 47.40% of the parameter space.
275
To further determine the relationship between p T and the loss of function of the 276 classifier, we fixed p T = 1, 5, 10, 20, 50, 100 and randomly changed all the other 277 parameters. Simulations are summarized in Fig. 13 . When the total concentration p T is 278 low, for example p T = 1, the failure due to retroactivity is 0.05%, which implies that Σ Figure 13 . Percentage of success of the classifier Σ 1 (without retroactivity) and Σ 2 (with retroactivity) for different values of p T .
Summary of Findings from Numerical Simulations 283
Simulations on the toggle switch, the event detector and the classifier suggest the 284 following. When we sample the parameter space for Σ 1 and Σ 2 , system with 285 retroactivity Σ 2 encounters substantially more failures than the system without 286 retroactivity Σ 1 . This indicates that retroactivity shrinks the region of parameter space 287 where these stable gene circuits perform the desired function and thus decreases their 288 robustness. In accordance to what previously found, retroactivity's impact on the 289 system's robustness is more dramatic on a slower system than on a faster one. When a 290 system is fast enough, the impact due to retroactivity becomes negligible.
291
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Analytical Measure of Robustness
292
In this section, we analytically compare the robustness of the system with retroactivity to that of the system without retroactivity and thus confirm more generally that retroactivity tends to decrease the robustness of stable gene transcription networks against parameter perturbations. To this end, we analyze the behavior of the systems (with and without retroactivity) close to the common stable equilibrium x * , where x * is such that f (x * , u) = 0 for a fixed u. The objective is to compare the robustness of the equilibrium's stability to parameter perturbations. We thus consider the linearization of Σ 1 and Σ 2 about x * , which leads to the two following linear systems:
are constant matrices. For the system's robustness with respect to parameter 293 perturbations, we restrict ourselves to additive perturbations, which, compared to 294 relative perturbations that inherently have a multiplicative structure, are the most 295 general [28] . To mathematically compare the robustness ofΣ 1 andΣ 2 against additive 296 parameter perturbations, we employ the concept of stability radius, which has a long 297 history in robust control theory [29, 30] . The stability radius measures a system's ability 298 to maintain certain stability conditions of the equilibrium point under additive 299 perturbations to the elements of the system's matrix. If systemΣ 2 has smaller stability 300 radius than systemΣ 1 , it follows that the worst case parameter perturbation inΣ 2 301 pushes the slowest eigenvalue closer to the imaginary axis than the worst case 302 parameter perturbation does inΣ 1 . As a consequence, we should expect much slower 303 convergence to the equilibrium inΣ 2 as compared toΣ 1 in the worst case. In the sequel, 304 we will say thatΣ 1 is more robust thanΣ 2 if the stability radius of the former is greater 305 than that of the latter. 
where | · | denotes the 2-norm. Then r K (M ) is the 2-norm of the smallest perturbation 310 forcing M + ∆ to be unstable. The stability radius defined in (36) is a natural measure 311 of a system's ability to maintain stability of an equilibrium point under perturbations to 312 elements of the system matrix. A system with larger stability radius is able to maintain 313 its stability under larger perturbations to the system's matrix in the 2-norm sense.
314
The computation of r R (M ) is in general a challenging problem [32] . To avoid 315 complex computations, we determine lower and upper bounds of r R (M ) for both the 316 system with retroactivityΣ 2 and the system without retroactivityΣ 1 , which can be (i) r ≈ r, that is, the diagonal entries are all close to each other;
326
(ii) r is large enough, that is, retroactivity is high;
327
(iii)Σ 1 has some low-pass filtering properties in the sense that the H ∞ norm of the 328 matrix A is achieved at ω = 0.
329
Therefore, if the loads resulting at all nodes of the network are balanced (i.e., they are 330 close to each other), if the loads at all nodes are very large, or if the system response to 331 higher frequencies stimulations is lower compared to that at low frequencies (low-pass 332 filtering behavior), which is often the case in biomolecular networks ( [34] [35] [36] ), thenΣ 1 333 is more robust thanΣ 2 .
334
Discussion 335
In this paper, we have analyzed how the robustness of a stable gene transcription 336 network is affected by the loading applied on transcription factors by the promoter sites 337 to which the factors bind. Here, robustness is intended as the ability of a system to keep 338 a desired behavior in the face of parameter perturbations. Specifically, the behavior 339 whose robustness is investigated is the stability of equilibria, which is especially 340 important in systems with memory, including switches, event detectors, and molecular 341 signature classifiers. These enable a cell to make a decision based on changes in the 342 molecular profile of the environment and have been extensively investigated for 343 synthetic biology applications [40] .
344
Our computational study performed by sampling the biologically relevant parameter 345 space indicates that the parameter region where the desired behavior is observed is 346 more than 46% smaller in the system model that includes retroactivity compared to one 347 that does not include it. Since the impact of retroactivity is controlled by the 348 dissociation constant of TF to their promoter sites and by the promoter sites number 349 (DNA copy number), we also studied how the parameter region corresponding to the 350 desired behavior is affected by increasing the DNA copy number. For low copy numbers, 351 the two models (with and without retroactivity) have similar parameter regions leading 352 to the desired behavior (less than 10% difference). However, for medium and high copy 353 numbers this parameter region is more than 50% and 76%, respectively, smaller in the 354 system with retroactivity compared to the one without it. Circuits, or portions of them, 355 are often built on medium or high copy number plasmids, and even when built in a 356 single copy, TFs still bind non-specifically to a large number of decoy sites [37, 38] . 357 Therefore, unless retroactivity is mitigated, appropriately tuning the parameters is 358 harder in practice than in an ideal modular system where the functionality of TFs is not 359 affected by the downstream sites that they regulate. Also, this difficulty becomes more 360 prominent as the circuit size increases. This is illustrated by the reduced robustness of 361 the molecular signature classifier as compared to the event detector, and, in turn, by the 362 reduced robustness of the event detector as compared to the toggle switch ( Fig. 4, Fig. 363 8, Fig. 9, Fig. 12, Fig. 13 ).
364
As the circuit size increases, it is thus important to investigate ways of mitigating 365 the effects of retroactivity. One avenue is the creation of insulation devices, which can 366 be placed at suitable locations in the circuit to enable some level of modularity [22, 25] . 367 Recent works have developed insulation devices for genetic circuits based on fast 368 phosphorylation processes [25] . In fact, it was previously demonstrated theoretically 369 that fast phosphorylation processes can be used to speed up the effective time scale of 370 TFs, such that load-induced delays, occurring at the faster time scale of 371 phosphorylation, become negligible on the slower time scale of gene expression [22] . 372 with σ 1 (·) the largest singular value of a matrix. This makes the computation of r C (M ) 412 possible. By [30] one has that the real stability radius for ∆ ∈ R n×n is given by
The real stability radius can be computed from (40) , or by algorithms proposed in [31] . 414 However, the computation of r R (M ) involves the minimization of unimodal 415 functions [30] , which is a challenging problem [32] . To avoid complex computations, we 416 determine lower and upper bounds of r R (M ) which can be easily computed. which is equal to σ n (M ) by the Schmidt-Mirsky Theorem [33] . Then one has the 423 following upper bound
We complete the proof.
425
The bounds obtained in Lemma 1 are tight in the sense that they can be reached 426 under certain conditions as indicated by the following lemma: 
Then ||M || H∞ σ n (M ) = σ n (M )σ −1 n (jω − M ) which is equal to 1 at ω = 0. We complete the proof.
429
Note that Lemma 1 has given upper and lower bounds for the real stability radius of 430 a matrix. Such bounds have been shown to be tight in Lemma 2 in the sense that they 431 can be reached under certain conditions. This in turn provides a simpler way to 432 compare the robustness of linear systems as will be seen later in the following section.
433
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Robustness Comparison
434
For genetic networks in practice, parameter perturbations are usually real. If the real 435 stability radius ofΣ 1 is larger than that ofΣ 2 , we say Σ 1 is more robust than Σ 2 at 436 their equilibrium. By definition of real stability radius, this means that for all real 437 parameter perturbations with a certain upper bound in its 2-norm, the systemΣ 1 is 438 stable at x * whileΣ 2 may become unstable. Note that the dynamics of Σ i is similar to 439 its linearized systemΣ i when it is sufficiently close to its equilibrium. Thus we call a 440 non-linear system Σ i is more robust if its linearized systemΣ i has larger real stability 441 radius. In this subsection we will compare the robustness of the two linearized systems 442 Σ 1 without retroactivity andΣ 2 with retroactivity under real perturbations to elements 443 of their system matrices A and (I + R) −1 A, respectively, by comparing their real 444 stability radiuses. Since the real stability radius of an unstable matrix is 0, we only 
These two inequalities (45) and (46) give sufficient conditions to determine whether 449 retroactivity increases or decreases the robustness of the gene transcription network 450 against parameter perturbations.
451
When it comes to independent bindings, the retroactivity matrix R is diagonal [18] , which allows us to obtain further analytical results. Let r and r denote the smallest and largest diagonal entry of R. Then 
458
It is worth mentioning that the condition in Lemma 3 separates the retroactivity matrix R and the system matrix A. From (47) bindings. Numerical computations suggest that (45) holds in general, the proof of which 460 is quite challenging though. In the following we will look at serveral cases: Then Σ 1 is more robust than Σ 2 .
463
Case 2: Assume that there exists one TF/promoter binding which leads to extremely large retroactivity, or in other words,r → ∞. Note that lim r→∞ σ n (I + R) −1 A = 0 By the continuity of eigenvalues of a matrix with respect to its entries, there must exist 464 a finite real number µ such that for all r ∈ [µ, ∞), σ n (I + R) −1 A < ||A|| −1 H∞ . Then 465 Σ 1 is more robust than Σ 2 .
466
Case 3: Assume that the retroactivity corresponding to each TF/promoter binding 467 in a gene transcription network is sufficiently large. Since A is Hurwtitz stable, one has 468 ||A|| H∞ and σ n (A) are bounded. Then when r is large enough, one has (48).
469
