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I. INTRODUCTION
O PTICAL LABEL SWITCHING (OLS) technology has made key progress in providing the low-latency and transparent switching desired for the next-generation Internet [1] , [2] . It is also an attractive technology to accommodate Internet protocol (IP)-over-optical on a wavelength-division-multiplexing (WDM) platform using a shim layer that employs optical labels. Label swapping can be an important technology to provide scalability in multiprotocol label switching (MPLS) [3] and OLS networks [1] , [2] . All-optical label swapping may avoid the complexity of optical-to-electrical (O/E) and electrical-to-optical (E/O) conversions in OLS networks, especially when it is coupled with rapid optical switching to provide optical-label-based packet switching. All-optical regeneration and label swapping may offer multihop packet transport and switching in scalable OLS networks without resorting to repeated O/E and E/O conversions. A programmable and pipelined optical router controller with a forwarding table can allow asynchronous switching in an all-optical packet switching fabric without resorting to buffers for store-and-forward switching. Such OLS core routers working with OLS edge routers for interfacing with IP clients provide ultimate possibilities for IP-client-to-IP-client packet transport across the all-optical OLS network. This paper investigates and demonstrates comprehensive operation and experimental studies of OLS routers (OLSRs) with the aforementioned desired characteristics.
Optical label swapping capability is critically dependent on the encoding method for attaching the optical label onto the packet. Optical subcarrier multiplexing (SCM) [4] - [10] is an attractive label-encoding scheme from this perspective. It accommodates both the label and the baseband data payload on the same optical wavelength by treating the payload as a baseband signal while including the label as the subcarrier [7] - [9] . Compared with bit-serial time-domain label-encoding techniques [11] , SCM techniques facilitate label swapping in that frequency-dependent separation of the label, and the data payload is feasible. Optical label swapping techniques reported so far involve relatively complex single side-band transmitters [10], bulky-fiber-based nonlinear optical schemes [11] , [20] , interferometric wavelength converter schemes with large power penalty [7] , overmodulating schemes with intermodulation penalty [12] , or multiwavelength label schemes with relatively low spectral efficiency [19] . For cascaded operations, [19] reported three-hop label swapping based on multiwavelength label switching. [20] reported two-hop optical label swapping using relatively bulky nonlinear fiber wavelength converter. In addition to the limitations mentioned here previously, the demonstrated OLS systems lacked time-to-live (TTL) or optical regeneration considerations. Recent system demonstrations of SCM label swapping have been limited to single-hop operations with label swapping [15] and a two-hop operation without label or data regeneration [16] .
Optical regeneration is important for cascadability of OLSRs and scalability of OLS networks without resorting to optical-electrical-optical (O/E/O) regeneration. Optical re-amplification and reshaping (2R) regeneration can provide significant improvement in cascadability of optical systems by confining the signal degradations in the amplitude domain such as signal-to-noise ratio reductions and signal distortion due to dispersion or nonlinearities. Optical reamplification, reshaping, and retiming (3R) regeneration can offer additional improvement in the time domain to overcome timing jitters by retiming. While 3R regeneration using wavelength converters has demonstrated 1 000 000-km transmission and 2500 cascaded wavelength conversion [23] , it also requires clock recovery and retiming, which are extremely difficult in optical packet switching networks since the packets arrive at burst rates. 2R regeneration is far simpler and offers regeneration capabilities limited by the time-domain degradations, such as timing jitters. This paper will investigate OLS core routers with all-optical label swapping that include 2R regeneration. Using the regenerative optical label swapping, this paper will demonstrate an OLSR [13] with a cascaded multihop operation up to 11 hops with 1E-9 bit-error rate (BER) and error-free up to four hops. Fig. 1 illustrates the basic architecture of an OLS network. The IP packets enter the core router at the ingress edge router and propagate through the core network. The router controller in each core router uses the contents of the extracted labels to perform the forwarding decision and forward the packets toward their egress edge router. Each optical core router performs routing and forwarding operations together with wavelength conversion and label swapping. The all-optical packet switching router in the core performs routing and forwarding operations through tunable wavelength conversion [14] and alloptical label swapping [15] . In the control plane, the router extracts the optical label from the packet and makes the forwarding decision based on the content of the label and the forwarding table. Edge routers provide an interface between legacy networks and the OLS network. They take advantage of queuing in the electrical domain to enhance OLS network performance. Optical labels are produced at the edge router, based on the content of the legacy packets. The optical labels and data payloads are then encoded and sent to the OLS network as an optical packet. This paper will demonstrate an OLS edge router capable of generating an optical label based on the IP header content of the packet. Then, the edge router encodes an optical label switching packet, which subsequently ingresses into the OLS network with OLS core routers. The 2R regeneration in the OLS core routers leads to a successful experimental demonstration of multihop cascaded OLSR operation with the edge routers interfacing to IP clients.
The organization of this paper is as follows. Section I provides the introduction. Section II discusses the setup and performance of an all-optical label rewriting module that also provides 2R regeneration. This module is the key subsystem in the optical label swapping scheme. Section III demonstrates multihop operation of the OLS system with optical label swapping. Specifically, Section III-B introduces an edge router interfacing with the OLS core router with a packet over the synchronous optical network (PoS). Section IV summarizes the paper.
II. ALL-OPTICAL LABEL REWRITING MODULE AND 2R REGENERATION
This section proposes and demonstrates a new scheme of an all-optical label rewriting module in the OLS network. Fig. 2 illustrates the experimental setup of the label rewriting module. The two-arm structure realizes wavelength conversion and 2R regeneration of the payload in one arm and the modulation of the new label in the other arm, and then combines the two together without incurring interference. Details are described hereafter.
A. Experimental Setup of the Label-Rewriting Module
The distributed-feedback laser diode (DFB-LD) provides continuous-wave (CW) light to both arms through a 1 2 fiber coupler. The first two polarization controllers (PC1 and PC2) match the polarizations of the CW lights to the desired polarizations of the Mach-Zehnder interferometer wavelength converter (MZI WC; Alcatel 1901-ICM) and the LiNbO modulator, respectively. 50% of the CW light enters the semiconductor optical amplifier (SOA)-based MZI WC and carries the modulation from the old data payload through cross-phase modulation (XPM). The counterpropagating geometry eliminates the need for a spectrum filter [21] . This wavelength conversion also provides 2R regeneration [13] . The other 50% of the CW light is modulated by the subcarrier signal containing the new label generated by the router controller. To reject the residue baseband optical carrier after the modulation, the setup includes a fiber Bragg grating (FBG) with the reflection peak centered at the wavelength of the DFB-LD, allowing only the double sideband SCM label component to pass. The isolator (ISO) prevents the reflected signal from entering the DFB-LD. The polarization controllers (PC3 and PC4) are adjusted such that the payload from the upper arm and the label from the lower arm have orthogonal polarizations. Then, the polarization beam combiner (PBC) can combine the two optical signals without undesired coherent interference. The PCs can be eliminated if polarization maintaining fibers and couplers are utilized in this module [22] .
To make the operation of the label-rewriting module clear, Fig. 3 shows typical spectra taken in an experiment at various points in the setup. The remainder of the experiment will be explained in Section II-B. Fig. 3(a) shows the spectrum of the incoming payload at point (i) in Fig. 2 . The carrier center wavelength is 1550.76 nm. Fig. 3(b) shows the spectrum of the wavelength converted and 2R regenerated payload at (ii). The carrier center wavelength is changed to 1555.73 nm. Fig. 3(c) shows the spectrum of the new optical label at (iii), with the baseband carrier component already removed. Fig. 3(d) shows the spectrum of the final output, the regenerated OLS packet.
B. BER Performance of the Optical Label Swapping
This section describes the BER performance and the system experiment of the all-optical label swapping module with 2R regeneration. Fig. 4 shows the experimental setup. It consists of five modules. The transmitter module generates the OLS packets. The fiber-transmission-line module introduces signal degradation to the OLS packets. The first label extractor (LE1) module separates the label and the payload. The label rewriting module (LR) regenerates the payload and attaches a new label to it. The second label extractor separates the label and the payload again for final measurements.
The parallel BER tester (ParBERT) synchronously generates the electrical label (155 Mb/s) and data payload (2.488 Gb/s) signals. Although there is theoretically no problem for the SCM scheme to accommodate payload data rate at 10 Gb/s, the data rate is limited by the commercial 2.5-Gb/s SOA device we are using for the cross-gain modulation (XGM) wavelength conversion. Higher data rate experiments are in progress. The SCM transmitter creates the optical packets with the payload as the baseband signal and the label as the 14-GHz double-sideband subcarrier components. In the time domain, the label and the payload are overlapping. Very strict timing or synchronization at the bit level is not required between the label and the payload. Timing in the context of the multihop OLS network is discussed in Section III-A. The packet duration is 619.4 ns (payload 1536 b; label 96 b), with a 206.5-ns guard time between two packets. The data payload contains a pseudorandom bit sequence (PRBS). Again, the PRBS length is limited by the commercial SOA device for XGM wavelength conversion. The OLS packet may go through a transmission line module composed of two erbium-doped fiber amplifiers (EDFAs), an attenuator, and a section of 75-km single-mode fiber (SMF). Typically, the double-sideband subcarrier-modulated signal suffers from the well-known radio frequency (RF) fading effect in transmission. However, in this scheme, a narrow-band filter (the FBG) removes the payload and the optical carrier before the subcarrier label is received, thus suppressing RF fading [9] . Moreover, at 2.5 Gb/s, the dispersion and nonlinear effects are negligible. Thus, the major degradation imposed on the optical signal by the transmission, the attenuation, and the EDFAs is the decrease in optical signal-to-noise ratio (OSNR). After the transmission, LE1 achieves all-optical extraction of the label by utilizing the relatively sharp filtering characteristics of FBG1 [12] . The FBG has a full-width at half-maximum (FWHM) bandwidth of about 10 GHz, a maximum reflectivity of 99.9%, and a reflection center at 1550.76 nm-the same as the SCM transmitter center wavelength. The label passes through FBG1 to the label detector for BER performance measurements. At the same time, the reflected data payload goes to the label rewriting module after being amplified by an EDFA. The details of the label rewriting module as well as the spectra taken at various places within the label-rewriting module are discussed in Section II-A. In this experiment, the new label comes from the ParBERT, instead of the switch controller for BER testing purposes. The regenerated OLS packet then reaches LE2, which includes the FBG2 with the peak reflection wavelength matching the optical carrier wavelength of the regenerated packet (1555.73 nm). The extracted label and data payload subsequently undergo BER measurements respectively.
Two sets of accumulated packet-by-packet BER measurements are carried out. Fig. 5 shows the BER plot and the eye diagrams of the label and payload without the fiber-transmission-line module. The label swapping system imposes essentially no power penalty on either the payload or the label. This is due to the 2R regeneration of the payload and the electrical regeneration of the label. Fig. 6 shows the BER plot and the eye diagrams for the second set of measurements where the transmission-line module is included to purposely deteriorate the OLS packets to test the regeneration capability. The 25-dB attenuation, in addition to the 75-km SMF transmission followed by the EDFA, results in the degraded extinction ratio of 8 dB for the data payload. The extinction ratio improves to greater than 13 dB after the 2R regeneration. As Fig. 6 indicates, for this set of measurements, the label swapping system achieves a 3-dB negative power penalty for the data payload and a 2.5-dB negative power penalty for the label, measured at . This experiment proves that the optical label swapping system works as desired.
III. EXPERIMENTAL DEMONSTRATION OF CASCADE OPTICAL-LABEL SWITCHING ROUTER WITH LABEL SWAPPING AND 2R REGENERATION
This section provides the experimental demonstrations of the OLSR incorporating the optical label swapping scheme discussed in Section II. Specifically, Section III-A examines the cascaded, or multihop, operation of such an optical router. Section III-B examines the interoperability of such an optical router with legacy IP over SONET clients through ingress and egress edge routers. In both cases, Fig. 7 represents the overall network picture that the experiments emulate. Fig. 1 was a special case of Fig. 7 . Legacy network packets (e.g., IP packets) are converted into OLS packets by the ingress edge router. There are three types of OLS packets: P1, P2, and P3 with corresponding labels L1, L2, and L3, respectively. At the first hop, OLSR1 forwards P3 north to OLSR2. On the other hand, P1 and P2 travel through multiple hops OLSR3, OLSR4, …, and finally, . forwards P2 to and sends P1 to the egress edge router, which converts P1 back to a legacy network packet. Fig. 8 illustrates the first experiment demonstrating the cascaded multihop operation of an OLSR with optical label swapping, emulating the network in Fig. 7 . A comparison between Figs. 8 and 7 shows that the actual experiment places OLSR1 and OLSR3 through on the same optical router that has two line cards, each containing an LE and a burst-mode receiver (BMRX) for label detection, and a tunable wavelength converter (TWC) for wavelength switching. Thus, the looping inside one router emulates the cascaded router operation. The edge routers are not realized here because the cascadability is the emphasis in this experiment.
A. Cascaded OLS Core Router Experiment
The experimental setup consists of an optical SCMTx, two LEs, two BMRXs (BMRX1 and BMX2) for label detection, a field programmable gate array (FPGA) that implements the forwarding table and switching controller, two TWCs consisting of a tunable laser diode (TLD) and SOA, a uniform-loss-cyclic frequency (ULCF) arrayed-waveguide grating router (AWGR) [15] , a label rewriting module, and data receivers. The ParBERT synchronously generates the electrical label and payload signals. The bit rates, packet sizes, guard time, and PRBS sequence are the same as those described in Section II-B. The label extractor is also explained in Section II-B. The BMRX asynchronously recovers the label contents from the optical domain to the electrical domain. The recovered label signal is used to make the forwarding decision inside the switch controller, according to the routing algorithm realized on the FPGA. On the FPGA, the inputs from all the line cards are processed in parallel. Moreover, the careful FPGA architecture design ensures that the processing delay is always the same (approximately 260 ns), re- gardless of packet contention and arrival rates. This processing delay is matched by the right amount of fiber delay (FDL1 and FDL2) such that the payload arrives at the TWC right after the tunable laser switches. The FPGA design also ensures that the writing of the new label happens at the right time. As a result, the time-domain misalignment between the payload and the label that belong to the same packet will not accumulate from hop to hop. Based on the forwarding decision, the switch controller sends a control signal to the TLD to switch to the designated wavelength [15] . The TLD generates a probe light for the SOA, and XGM modulates the payload onto this designated wavelength. Payloads with different labels are converted onto different wavelengths corresponding to different desired output ports of the AWGR.
In the experiment, the ParBERT generates repeated patterns of packet 1 (P1), packet 2 (P2), and packet 3 (P3) with different labels (L1, L2, L3 ). The data rates, packet lengths, guard time, and bit pattern are the same as in Section II-B. The label contains destination information as well as a TTL field that decides how many loops the packet should travel. L1 and L2 have the same TTL values. The TTL field of L3 is not used since P3 does not enter the multihop loop. According to L1, L2, and L3, the forwarding table and controller tunes the wavelength of TLD1 to (1544.3 nm), (1544.3 nm), and (1555.6 nm), respectively. Thus, P1 and P2 are converted to , while P3 is converted to . After the AWGR, P3 is forwarded to OLSR2 while P1 and P2 go to the label rewriting module. Section II-B discussed the details of the label rewriting module. The switch controller generates new labels L1' and L2' with the TTL fields decreased by 1. The new label mixes with the 14-GHz subcarrier and drives the modulator in the label rewriting module. At the same time, payload P1 and P2 are regenerated to the fixed wavelength (1555.7 nm) in the SOA-based MZI WC by XPM. The converted payloads and the new labels form packets. The packets travel to line card 2, where, by similar process, the switch controller sends control signals to TLD2 according to the new labels. Based on the contents of L1' and L2', the forwarding table and controller instruct the packets to be converted to (1548 nm) if the TTL fields are greater than 0, or (1552.2 nm) and (1563.6 nm) otherwise. As a result, when the TTL fields are greater than 0, P1 and P2 continue to the label rewriting module to form a loop. At the same time, the ParBERT only sends in P3 to avoid packet collisions in the loop. When the TTL fields decrease to 0, P1 goes to the final output for BER measurements and P2 goes to . At the same time, the ParBERT resumes sending P1 and P2 to start a new round. Thus, by using different TTL values, the experiment demonstrates two-, three-, four-, six-, and 11-hop operations. Fig. 9 shows the timing diagram for a three-hop case. Fig. 9(a) shows the step-by-step snapshots of the router operation, and Fig. 9(b) shows the packet sequences at various locations in the setup. These points are also marked in Fig. 8 . is the packet length (619.4 ns), and is the guard time (206.5 ns). From point (right after the transmitter) to point (right after ATT5 before the AWGR), there is a processing delay , which is approximately 260 ns. Same processing delay occurs from point (right after the loop delay) to point (right after ATT6 before the AWGR). The loop delay occurs between point and . To be simple, it is ensured that 1.652 s so that the loop delay equals an integral number of the total length of packets that travel in the loop. All other delays are small and thus ignored in Fig. 9(b) for simplicity. The number in the parentheses on top of a label represents the TTL value contained in that label. From the packet sequence at point , , and , we can see how the TTL decreases at each hop. Fig. 10 shows the experimental results. Fig. 10(a) shows the packet waveforms for the six-hop case. The top trace is from the tapping of EDFA2. The logic inversions are due to the XGM wavelength converter. The bottom is the final output of P1. Packet-by-packet BER measurements take place on the final output of P1 for each hop count. Fig. 10(b) shows the BER curves. The insets show the payload eye diagrams of the final output (P1), all with clear openings. The six curves are for back-to-back, after two, three, four, six, and 11 hops, respectively. Comparing with back-to-back, all other BER curves show apparent negative power penalties. This is due to reduction in the average power with reduction in the duty cycle for the higher hop numbers. After the normalization of the received power considering the above effects, the penalties for two, three, and four hops are 0.2, 0.1, and 0 dB, respectively, which are negligibly small. The power penalties are measured at . Error floors appear at for six hops and for 11 hops, possibly due to the accumulated timing jitter and residue pattern dependence of XGM-based wavelength converters. The XGM-based SOA wavelength converters SOA1, SOA2 (Alcatel 1901-SOA) exhibit timing jitters and pattern dependence at 2.5 Gb/s unless very high power levels are used. Replacing them with XPM-based wavelength converters (10-Gb/s Alcatel 1901-ICM) and introducing 3R regeneration could eliminate the timing jitter and improve the system performance, thus possibly removing the error floor.
B. Edge Router for a Multihop OLS Network
The second experiment demonstrates IP client-to-IP-client packet communication via edge routers and cascaded optical label switching core routers. As in MPLS networks, OLS networks require edge routers or edge devices to perform optical label generation with label distribution protocol. Edge routers in OLS networks also function as important interfaces for IP, MPLS [3] , asynchronous transfer mode (ATM) [17] , or any legacy format clients or client networks. The main function of an OLS edge router is to seamlessly interface networks that use different protocols by generating or extracting optical labels to be used in the OLS core network.
The working principle of the edge routers is as follows. The ingress edge router receives synchronous PoS frames from the client network emulated by the IXIA performance analyzer. It then assembles the contents of the frames into point-to-pointprotocol (PPP)-encapsulated IP packets. If an IP packet spans multiple SONET frames, the IP packet is reassembled before the ingress edge router further processes the packet. Although not realized in this experiment, the IP packets can be variable size, as demonstrated in a recent experiment [19] , [24] . The ingress edge router, operating as a layer 3 device, uses the contents of the IP header to generate a label containing a preamble, an egress edge router destination address, a priority, a packet duration, an optical TTL, and the source address of the ingress edge router. The OC-3 label and the OC-48 PPP-encapsulated IP packets are then forwarded to the SCM transmitter for transmission to the asynchronous OLS network. Upon receipt of the PPP-encapsulated IP packets, the egress edge router byte aligns the asynchronously received packets, converts them to PoS frames, and sends them to the emulated client network. Fig. 11 shows the experimental setup for two-hop IP-client-to-IP-client communication using edge routers and OLS core routers. This emulates the network in Fig. 7 . The IXIA OC-48c POS Load Module emulates the PoS client network. It generates and sends three different 1500-B IP packets, P1, P2, and P3, to the ingress edge router. Each kind of packet has a different destination IP address. The edge router reads the IP headers, generates labels L1, L2, and L3 at 155 Mb/s, and places them on the three payloads, P1, P2, and P3 at 2.488 Gb/s using SCM, thus creating three kinds of optical label encoded packets. The OLS core router is essentially the same as that described in Section III-A. BMRx1 recovers the contents of L1, L2, and L3 and sends them to the FPGA-based router controller, while the payloads P1, P2, and P3 are amplified and delayed using an EDFA to match the 260 ns processing time through the router controller. Using the recovered labels, the router controller decides where to forward the packets and sends the appropriate control signals to the first TLD1. TLD1 with the SOA2 converts P1 and P2 to 1552 nm and P3 to 1546 nm as dictated by the router controller based on the contents of L1, L2, and L3. SOA1 and SOA3 are used instead of the EDFA to amplify the packets, thus avoiding the gain transient of EDFA. The two wavelengths then assume the switching paths determined by the well-known wavelength routing characteristics of the AWGR. This results in dropping P3 at first hop drop port and forwarding P1 and P2 to EDFA1, where optical gain clamping is used to reduce the gain transient [18] . The router controller generates two new labels, L1' and L2', updating the contents if necessary. In the label rewriting module, P1 and P2 are subcarrier multiplexed with their new labels, L1' and L2'.
The optical packets with new labels now enter the second hop through label extractor 2, where the OLS core router performs forwarding similar to the first hop with an SOA-based MZI WC used in place of the SOA. The router forwards P2 to a drop port (1542 nm) and forwards P1 to the receiver and egress edge router (1546 nm). The egress edge router receives P1 and converts the received OLS packet to SONET frames and sends them back to the IXIA OC-48c PoS load module for performance analysis. Fig. 12 shows the measured packet error rate (PER). The edge router and the IXIA performance analyzer function as layer 3 devices that have no layer 1 or 2 testing access. Hence, the BER cannot be obtained. The crossing in the PER curves is due to the reduction in average optical power after dropping packets. The inset of Fig. 12 shows the packet patterns, and the eye diagrams show back-to-back, after one-hop, and after two-hop routing, respectively. All eye diagrams show clear openings. These results also indicate the successful operation of the OLS edge and the OLS core routers for IP client to IP client packet transport over the OLS network with cascaded stages of optical routers. 
IV. SUMMARY
We proposed and demonstrated an all-optical label swapping system with 2R regeneration capability. The all-optical label swapping achieved near-zero power penalty for a high-quality input signal and negative power penalty for a deteriorated input signal for both labels and data payloads. Using the label swapping scheme, we demonstrated cascaded operation of an all-optical packet routing system. The experiment emulated optical packet switching through two, three, four, six, and 11 hops in the network. Error-free operation was achieved for the two-, three-, and four-hop cases with negligible power penalty. Error floors appeared at in the 6-loop case and at in the 11-hop case. The possible causes are the accumulated time jitters and the residue pattern dependence of the XGM wavelength converter. We also demonstrated the routing of optical packets from IP client-to IP client over a two-hop OLS core routers incorporating edge routers. The interoperation between the core routers and the IP clients emulated by the IXIA performance analyzer through the edge routers were successful, resulting in a low packet loss rate.
