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Abstract: Computer vision inspection system using image processing algorithms have 
been utilized by many manufacturing companies as a method of quality control. Since 
manufacturing industries comprise of many types of products, various image processing 
algorithms have been developed to suit different type of outputting products. In this 
paper, we explored Gabor wavelet feature extraction as a method for vision inspection. 
Unlike conventional vision inspection system which require manual human 
configuration of inspection algorithms, our experiment uses Gabor wavelets to 
fractionate the image into distinctive scales and orientations. Through chi-square 
distance computation, the physical quality of Quad Flan No-Lead (QFN) device can be 
distinguished by computing the dissimilarity of the test image with the trained database, 
thus eliminating the weakness of human errors in configuration of vision systems. We 
performed our algorithm testing using 64 real-world production images obtained from a 
0.3 megapixel monochromatic industrial smart vision camera. The images consists a 
mixture of physically good and defected QFN units. The proposed algorithm achieved 
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1.1.1 Quality Controls using Vision Inspection System 
Globally, manufacturing industries are relying heavily on computer vision 
inspection system to perform quality controlling duties. Computer vision inspection 
systems are replacing manual human inspection simply because automation is more 
reliable, accurate, lower operating costs as well as it can replace labour shortage 
problems. The bloom of computer vision inspection system was initiated in the 1990s 
where fast-consuming products are mass produced and inspections were required to 
inspect before delivering the final outputting products to the next process.  
Computer vision inspection system is performed using a set of image acquiring 
camera on the production lines to capture images of outputting products. These captured 
real-time images are fed into the inspection computer and are analyzed by a 
programmed software whether or not it has surpasses a standard quality value. With 
sophisticated algorithms chosen and taught to the computer, the result of the image 
inspection is able to be used to control any automation to prevent defected appearance 








The dawn of this new technology of utilizing computer vision to perform 
automation in manufacturing industry has surpasses great amount of milestones.  An 
example of a vision inspection system in pharmaceutical industry is illustrated in Figure 
1. Nevertheless, the field of vision inspection has promoted programmers, software 
engineers as well as scientists to develop more distinctive image processing algorithms 
to keep up with the designs of ever-changing complexity of manufacturing products. 
 









1.1.2 Quad Flat No-lead (QFN) 
In semiconductor packaging, Quad Flat No-lead (QFN) devices are one of the 
highest outputting products in today’s manufacturing plants. Figure 2 shows the front 
and the back view of a QFN device. QFN packages may consist of any type of electrical 
integrated circuits (IC), be it a Flip-Flop device or mono-stable multi-vibrators. QFNs 
are famous for their thin features and leadless connection points where they can be 
soldered onto (Printed Circuit Board) PCBs and forms multiple layered controller boards. 
Aside from these special features, they use surface-mount technologies, which connect 
ICs to the surface of PCBs without through-holes. The internal of a QFN consist of one 
or multiple simple processor (silicon die) which is/are electrically connected by very 
thin gold wires (1-2 mils in diameter).  
 
Figure 2: Quad Flat No-Lead Semiconductor 
This type of semiconductor package has advantages such as reduced lead 
inductances, small sized, thin profile and low in weight. Nevertheless, it is an ideal 
choice for many applications where size, thermal, weight and performance are crucial 
criteria. With such outstanding semiconductor created, and will be manufacturing all 
over the world in the future, the need of controlling these outputting devices with 




One of the commonly used automatic inspection system in semiconductor 
machines software is Teledyne Dalsa’s iNspect Express. The Graphic User Interface 
(GUI) for the vision system is shown in Figure 3. In this software, an operator has to 
manually configure the inspection tool and their region of interests (ROI) in order to 
perform vision inspections. With the configuration vary from human to human, there 
may exist variation in the configuration process. Due to this drawback, we proposed a 
method that will automatically distinguish the physical quality of QFNs without the 
need of manual human configuration.  
 
Figure 3: Configuration Interface of Inspection Tools and Region of Interests 
 
1.2 Problem Statement 
Technically, in figure 3, multiple layered of inspection algorithms are required to 
accurately inspect a product. For example, due to minute shifting of location of a QFN, 
edge detection is used to detect the exact location of the device in an image, and the 
orientation angle of the product must be precisely identified before further image 
processing algorithms are configured. The use of manual configuration, at most time, 
causes the inconsistency of algorithms used, and constant testing had to be experimented 
to find out the ultimate accurate inspection recipe, and due to that aspect, longer 
downtime is used to setup a vision inspection system. 
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1.3 Objective of Project 
The objective of this project is to develop a QFN inspection technique using Gabor 
wavelet for the detection of physically defect units. 
 
1.4 Scope of Study 
The scopes of study for this project include: 
 Understanding the Gabor wavelet mathematical function and use it as a feature 
extraction technique. 
 Evaluation and implementation of chi-square distance in order to calculate 
distance between test units and database units 
 Development of interface in MATLAB programming to run the both integrated 
aforementioned algorithms on real-world QFN images. 
 To evaluate the inspection algorithm using real-world production images of QFN 













LITERATURE REVIEW AND THEORY 
 
2.1 Gabor Wavelets 
Gabor Wavelets is a filter which has the capability of extracting features and 
captures the spatial characteristics as well as in frequency domain for pattern recognition. 
The essential characteristic of the wavelet can be applied on images to extract features at 
particular angles which is useful in extracting the energy of a test QFN image [13], [17].  
Gabor Wavelet is commonly used in image processing for their distinctive ability 
in providing optimal resolution both at time and frequency domains. Due to the fact that 
the information about time is lost when any analyzing frequency of a given signal is 
processed through the Fourier Transform into frequency domain, a time-frequency 
analysis method to represent 1-D signal in time and frequency should be used. Hence, 
Gabor function has been proven by numerous researches to achieve a representation of 











Gabor wavelet is optimal both in distortion tolerant feature in texture 
segmentation and also measuring local spatial frequencies. The mathematical 
representation of 2D Gabor wavelet is a complex exponential modulated by a Gaussian 





2𝑥′2+𝛽2𝑦′2))𝑒𝑗2𝜋𝑓𝑥′    (1) 
𝑥′ = 𝑥 cos 𝜃𝑣 + 𝑦 sin 𝜃𝑣     (2) 
𝑦′ = −𝑥 sin 𝜃𝑣 + 𝑦 cos 𝜃𝑣     (3) 
where:  
𝑓 is the central frequency of the sinusoidal plane wave is,  
𝜃 is the anti-clockwise rotation of the Gaussian and the plane wave.  
The α represents the sharpness of the Gaussian along the major axis parallel to the wave 
 β is the sharpness of Gaussian along the minor axis perpendicular to the wave.  
𝛾 equals to the ratio between the centre frequency and 







Figure 4: Real Part of Gabor Wavelets at Five Scales and Eight Orientations 
 
Figure 5: Magnitude Response of Gabor Wavelets with Five Scales and Eight 
Orientations. 
The real parts of 5-scale and 8-orientation Gabor wavelet are shown in Figure 4 and its 
magnitude responses are given in Figure 5. For computational purpose, the energy 
extraction is performed by convoluting an input image of QFN and the Gabor wavelet. 
Let a test image of QFN denote by 𝑄(𝑥, 𝑦)  and the Gabor wavelet in figure 3 is 
𝜑𝑢,𝑣(𝑥, 𝑦) . Thus, the complex convolution of the test images with the wavelets is 
denoted by the equation [17], [5]: 






The Fourier Transform (FT) of the original QFN image in Figure 6.1(a) is done 
to represent the image in frequency domain. The FT image in Figure 6.1(b) is then 
multiplied with the Gaussian masks angular band at 0° as illustrated in Figure 6.1(c). 
Note that same scaling is used for all FT results to allow visual representation for 
comparison purposes.  
Similarly, FT filtered images in Figure 6.2(a) represented the result at higher 
polar radius value. The ripple-type structure of the transformed image can be seen 
through inverse Fourier Transform of the resultant image in Figure 6.2(b). It is the 
indication of presence of positive and negative values which should contribute to the 
energy feature of an image. Thus, the local energies can be computed in Figure 6.2(c) 
through taking the sum of squares of the resultant image values denoted by the finite-
length energy equation below: 
∑ |𝑥[𝑛]|2𝑁𝑛=0      (5) 
  
                             
(a)                                           (b)                                         (c) 
Figure 6.1: (a) Original Image of Good QFN. (b) The magnitude of its Fourier 





          (a)                                          (b)                                          (c) 
Figure 6.2: (a) Multiplication with Gaussian masks at 0°. (b) Inverse Fourier Transform 
(c) Local energy features computed. 
 
Gabor wavelet is able to project orientation selectivity and spatial locality. 
However, the disadvantage of this method is the non-orthogonal characteristic of Gabor 
wavelet. This disadvantage would increase the size of any image representation and any 












2.2 Chi-Square Distance 






𝑖=0     (6) 
The value of 𝑣𝑖  equals to the frequency of a distance being 𝑖 = (0, … , 𝐿), and 𝑝𝑖  is 
probability of the distance being 𝑖  calculated from the tested probability distribution 
function.  
According to Zhao et. al., to determine threshold, the chi-square distance is used 
to differentiate two sets of data, in our case, the first Gabor-energized image with the 
entire array of trained images [19]. The trained images consist of a batch of fifty (50) 
good unit Gabor-energized feature extracted images. Zhao et. al., also mentioned that in 
order to perform chi-square distance test, a large number of test images should be made 
available, which in our case, performed using the aforementioned batch of good QFN 
production images [19]. The usage of chi-square distance is also supported by which in 
their 2013 research article encouraged the used of chi-square distance or Kolmogorov-
Smirnov distance to match index vectors [15]. This is performed in order to find the 
maximum threshold value by calculating the dissimilarity between training samples and 
a test sample, which in our case, a batch of good units and a good unit.  
Dagher et. al., research article in face recognition using voting technique, stated 
that the computation of chi-square distance is a robust distance measure, fast processing 
algorithm and easy to be implemented [13]. It was chosen as their computation 
algorithm for the training phase of their research. In our very own training section, the 
return value of chi-square distance is in term of distance vector between training 





































3.1 Prior to Image Processing Application 
The experiment has been segmented into three stages. The first stage of the 
project involved data acquisition and pre-processing stage. Samples of real-world 
production images are acquired from a local semiconductor packaging plant. The sample 
images consist of good and bad quality units which will be used for training and 
algorithm testing purposes.  
Real-world QFN images from test assembly production line are not appropriate 
for Gabor wavelets processing and chi-square dissimilarity computation. The test images 
are captured by a 0.3 monochromatic industrial smart vision camera. These test images 
shows the bottom pad of the QFN. A sample of a QFN image captured through smart 
camera is shown in Figure 8. 
 








The raw image such in Figure 8 are pre-processed prior to Gabor wavelet feature 
extraction processing. In particular, the image is straightened and background was 
removed. Notably, the images captured with the QFN appeared to be small in relative to 
the rest of its image. The images consist of non-interested dark area because of the 
optics was not properly calibrated accurately to capture the QFN whole. In other words, 
for all the images captured, there exist large, non-interested region for the Gabor wavelet 
and chi-square distance to accurately process. Therefore, pre-processing must be done 
prior to Gabor wavelet feature extraction process by realigning and cropping out the 
region which are useless for the Gabor wavelet to extract features. Thus, a total of 50 of 
good units are manually realigned and cropped. A sample of a pre-processed image is 
shown in Figure 9. These 50 images are used to train the database using Gabor wavelet 
and chi-square distance.  
 
Figure 9: Pre-Processing of Realignment and Cropping  
 
The pre-processing was done with reliable software which does not alter the original 
image but only straightened and resized accordingly to distinctive features of the image. 
There were no alteration of the data in the region of interest and the purity of the images 
is preserved. The Gabor algorithm processes the images in even number of pixels. Thus, 




3.2 Training Phase 
3.2.1 Gabor Wavelet Feature Extraction 
In the training phase, the processes of Gabor wavelet feature extraction and the 
chi-square dissimilarity computation is used to establish a database of knowledge. 50 
pre-processed test images of QFN devices consist of all good QFN units are classified 
from T1 to T50. All of the 50 test images will be Gabor feature extracted and form into 
an array of 50 feature extracted images, the G-array. 
 
3.2.2 Chi-Square Distance Computation 
Chi-square dissimilarity computation was performed between the G-array of 50 
feature-extracted images and the first feature extracted image. The return values of the 
chi-square result would be in terms of integer values with each computation yielding 50 
results.  
[T1 … t50] * T1,…,T50 
Consequently, the subsequent T2 to T50 are chi-square computed with the G-
array as well. Therefore, each sets of computation between the G-array and a single test 
image will yield 50 dissimilarity score. Ultimately, the results returned were 50 










3.3 Threshold Setting 
After the pre-processing stage and training phase have been performed, the 
current workspace now contains the returned values of the chi-square dissimilarity 
computation of 50 Gabor feature-extracted QFN images. The results of each 
computation of [T1 … T50] * T1 to [T1 … T50] * T50 shows the degree of 
dissimilarity between the first image with the G-array up to the last image with the G-
array. It is understandable that the test images are all good QFN units, thus yielding a 
very low dissimilarity value.  
Consequently, the values of all 50 x 50 sets of computation are generated. With 
[T1 … T50] * T1 resulting 50 dissimilarity values, and computations were performed 
from T1 to T50, each computed values generated was averaged to find the mean value 
of dissimilarity. Therefore, the highest mean dissimilarity value of the computation is 














3.4 Algorithm Testing 
The final stage of the experiment involved the testing the robustness of the 
algorithm where the whole integrated algorithm is put to image processing analysis of 
64 test QFN production images. A simple interface was created to run the system by 
feeding the 64 inspection images into the algorithm. Similarly to previous stages, these 
64 inspecting images are required for pre-processing of realignment and cropping. The 
images consist of 50 good units and 14 physically defected units. Figure 10 shows the 
real-world production images used to test the effectiveness of proposed algorithm.  
Recalling the upper limit of threshold value defined during the ‘Threshold 
Setting’ stage, the threshold value represents the highest dissimilarity score between 
good QFN unit and 50 good QFN units. Understandably, if inspecting test images 
during algorithm testing mode consist of any QFN images which are not similar to the 
database would yield a very high chi-square value. With high value detected (exceeding 
the threshold limit), the inspecting image is considered failed.  
 
(a)             (b)          (c) 









RESULTS AND DISCUSSION 
 
4.1 Results in Training Phase 
Fifty (50) QFN images were used to train the algorithm and form a database of 
knowledge to demonstrate the robustness and effectiveness of this project. The images 
of good quality QFNs contain no physical defects and the images were unaltered except 
the stage of pre-processing of realignment and cropping. Additionally, these images 
were captured under a consistent illumination with no disturbance of noises.  
 
Figure 11: Dissimilarity Values Computed between G-array and T1. 
 
Based on the process explanation in previous methodology chapter, figure 11 
shows the result of the G-array dissimilarity with the first trained image, [T1 … T50] * 
T1. Note that the G-array consists of good QFN images T1 to T50 thus; causing the 




Similarly, the G-array was used to compute the chi-square distance for all 
subsequent training images T2 to T50. Figure 12 and 13 depict the chi-square distance 
computation result for T2 to T3 with the G-array. Consequently, the values of zero 
dissimilarity can be seen for all training images from T2 to T50 with the G-array.  
 
Figure 12: Dissimilarity Values Computed between G-array and T2. 
 







The graphs above represent the dissimilarity values of G-array with each training 
images. Therefore, with such high data obtained, the mean values of the dissimilarity 
computation between the G-array and a test image represent intensity of the dissimilarity 
of the images in the G-array is with the single training image. Taking the average of all 
50 trained chi-square distance computed data provide a general overview of how 
identical these images are with each other. The Figure 14 below shows the mean values 
of each computation.  
 
Figure 14: Mean Values of All Chi-Square Computations. 
 
 Notably, the red line in Figure 14 above represents the maximum value of 
dissimilarity between the entire G-array with the test images from T1 to T50. The 
maximum values computed from the mean chi-square values were 3.8013. This value is 
used to define the maximum limit (threshold) for algorithm testing. In summary for the 
training phase, an inspecting image may score lower or equal to this value in order to 
categorize as a physical appearance passes quality inspection. Any values scored higher 
than the threshold value will be considered as physically failed inspection units. 
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4.2 Results in Algorithm Testing 
In the algorithm testing stage, a total of 64 production QFN images were 
inspected using the algorithm. Out of the 64 images, 50 are good QFN units and 14 
consist of defected QFN units. The defected units consist of smeared pads, 
contamination, missing lead, wide pitched and scratched pads. Shown in Figure 15 are a 
good unit and examples of defected units.  
    
Figure 15: Good QFN unit.     Figure 16: Missing lead defect 
 
     
Figure 17: Smeared QFN unit.    Figure 18: Foreign Material 
 
A simple interface was created to inject the 64 production images into Gabor 
wavelet feature extraction. Next, the inspecting Gabor energized image was chi-square 




Out of the 50 good QFN units, all were inspected passed quality. Meanwhile, for 
the 14 defected units, 13 were inspected as failed physical quality with 1 escapee (1 unit 
failed to be detected by the algorithm). The possible reason of the escapee which failed 
to be detected by the algorithm could mainly due to the nature of the defect itself. The 
escapee was a scratched pad escapee where the intensity of the scratches were too 
minimal to be explicitly illustrate by the illumination technique of the vision inspection 
camera module. 
Figure 19 illustrate the graphic representation of algorithm testing. The sample 
of tests images were the aforementioned 64 production images of QFN devices. Images 
1 to 50 are good units, and 51
 
to 64 are defected units. Dissimilarity values were 
obtained through the computation using chi-square distance. Similarly, the red line 
indicates where there threshold value was defined. The threshold value act as the limit 
for the inspecting test image where none inspecting test images should yield any score 
higher than the defined threshold. Any images inspected with dissimilarity values higher 
than the threshold are considered physically defected units.  
 




Note the first 50 good QFN images did not surpass the threshold limit because the 
dissimilarity values computed after Gabor wavelet feature extraction were lower than 
the threshold (good QFN units). Consequently, the defected units starting from image 51 
exceeded the threshold limit. Image 59 was the aforementioned scratch escapee which 
did not exceed the threshold limit (failed to be detected by the algorithm). Ultimately, 63 
out of the 64 were correctly inspected thus; yielding the accuracy of the algorithm at 




The algorithm was integrated in a way which utilizes a batch of good units to act 
as a database of knowledge. With the training images processed with Gabor wavelet and 
chi-square distance computed, it is safe to say that the dissimilarity values obtained from 
database are reliable enough to find a maximum limit as the threshold. With such 
threshold value established, vision inspection can be performed in comparison to the 
threshold value practically without the need of human configuration. Through this 
method, we may have totally eliminated human error in vision inspection system 
configuration. 
The database used for the algorithm testing was limited to 50 Gabor energized 
images. Practically, in real-world application, this algorithm system is designed in a way 
which can be trained using large amount of good quality unit images. Only with larger 
number of training images stored in the database, the system would yield higher 
reliability. Additionally, in our experiment of testing the algorithm, there were only 64 
production images used to be tested, causing each inspecting images yield bigger 
fraction of percentage in the accuracy calculation. Ideally, if sufficient amount of images 






Recommendation and Conclusion 
 
Recommendation 
In aforementioned concern about the percentage accuracy, certain industry has very 
strict regulations in using newly proposed vision inspection algorithms. For instance, 
semiconductor vision inspection system must have the accuracy rate of 99.99%. 
Whereas other industry regulation permits lower accuracy rates, depending to the types 
of products. Despite a very positive result obtained, the progress of this project has 
limited amount of test images for algorithm testing stage. Therefore, as part of the 
recommendation, more data of images are required to ascertain the true accuracy rate of 
this algorithm and clearly define the effectiveness of this algorithm before 
implementation of the proposed algorithm in vision inspection system.  
Moreover, the processing time of the algorithm using MATLAB programming yield 
0.457 seconds per images. The time consumed to process an image and return a pass/fail 
result has taken too long. In real-world application for QFN devices, there are vision 
inspection modules which can process images as fast as 10 milliseconds per image. Due 
to this speed, higher productions of QFNs are able to be outputted from the plant. 
Therefore, to ascertain this experiment be a competent algorithm, the recommendation 
to tackle this situation is to refine the algorithm or otherwise, the entire algorithm has to 
be programmed in another type of programming platform such as OpenCV or C++. By 
doing so, the processing time of the algorithm can be enhanced thus, does not outputting 








In this paper, we have presented an alternative method of vision inspection algorithm 
to inspect the physical quality of QFN devices in semiconductor packaging industry. By 
using Gabor wavelet to extract the features of good quality QFN devices, chi-square 
distance is then used to compute the dissimilarity of the images to form a database. 
Through this method, a vision inspection system may not require human configuration. 
The robustness and the effectiveness of the method have been tested through 
experiments using real-world vision inspection images. Our proposed inspection 
algorithm using Gabor wavelet and chi-square distance algorithms obtained competent 
outcome with the accuracy of 98.43%. Additionally, an average of 0.457 seconds 
processing time for an image was achieved in our experiment. We too, assured the 
consistency of our result, using a batch of good QFN images to train the algorithm; 
however, this algorithm is still subjected to various unforeseen limitations where it could 
yield different result and values under different types of images or products. Therefore, 
to fully comprehend the limitations of this algorithm, in depth experiments has to be 
performed on other sets of images to fully comprehend the behaviour of this algorithm. 
In summary, Gabor wavelet and chi-square distance computation may form a database 
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