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Abstract
For financial institutions and the economy at large, the role of credit
scoring in lending decisions cannot be overemphasised. An accurate and
well-performing credit scorecard allows lenders to control their risk ex-
posure through the selective allocation of credit based on the statistical
analysis of historical customer data. This thesis identifies and investi-
gates a number of specific challenges that occur during the development
of credit scorecards. Four main contributions are made in this thesis.
First, we examine the performance of a number supervised classifica-
tion techniques on a collection of imbalanced credit scoring datasets.
Class imbalance occurs when there are significantly fewer examples in
one or more classes in a dataset compared to the remaining classes. We
demonstrate that oversampling the minority class leads to no overall im-
provement to the best performing classifiers. We find that, in contrast,
adjusting the threshold on classifier output yields, in many cases, an
improvement in classification performance.
Our second contribution investigates a particularly severe form of class
imbalance, which, in credit scoring, is referred to as the low-default port-
folio problem. To address this issue, we compare the performance of a
number of semi-supervised classification algorithms with that of logistic
regression. Based on the detailed comparison of classifier performance,
we conclude that both approaches merit consideration when dealing with
low-default portfolios.
Third, we quantify the differences in classifier performance arising from
various implementations of a real-world behavioural scoring dataset. Due
to commercial sensitivities surrounding the use of behavioural scoring
data, very few empirical studies which directly address this topic are
published. This thesis describes the quantitative comparison of a range
of dataset parameters impacting classification performance, including:
(i) varying durations of historical customer behaviour for model train-
ing; (ii) different lengths of time from which a borrower’s class label
is defined; and (iii) using alternative approaches to define a customer’s
default status in behavioural scoring.
Finally, this thesis demonstrates how artificial data may be used to over-
come the difficulties associated with obtaining and using real-world data.
The limitations of artificial data, in terms of its usefulness in evaluating
classification performance, are also highlighted. In this work, we are in-
terested in generating artificial data, for credit scoring, in the absence of
any available real-world data.
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Chapter 1
Introduction
This chapter introduces the research topic, machine learning and quantitative credit
scoring, and its importance to financial institutions. The motivations for the re-
search are discussed along with a brief description of its significance. The aims and
contributions of the thesis are then specified. Finally, the chapter concludes with a
high-level summary of the organisation of this thesis.
1.1 Background
To position the contribution of this thesis, we begin with a high-level overview of
machine learning and quantitative credit scoring.
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1.1.1 Machine Learning
Artificial intelligence (AI) (McCarthy et al., 1955) is a field of study that draws from
many disciplines including computer science, mathematics and information theory,
cognitive psychology, and philosophy (Cook & Holder, 2001). The goal of AI is to
develop systems that provide solutions to tasks that have traditionally been regarded
as the preserve of intelligent biological systems. As a result of its multi-disciplinary
nature, AI-based systems are the manifestation of a broad spectrum of technologies
and strategies focused on the development of (Mira, 2008): (i) conceptual models;
(ii) the formal representation of these models; and (iii) programming strategies and
hardware to implement such models.
A requirement of an AI-based system is the ability to adapt to changes in its
environment. Machine learning is a discipline within AI concerned with the program-
ming of computers to automatically adapt and learn from data or past experience
(Mitchell, 1997). This can be achieved using an algorithm that specifies a sequence
of instructions which transforms the input to output (Alpaydin, 2004). In machine
learning, algorithms are used to distinguish between meaningful and irrelevant pat-
terns in data. Examples of machine learning applications include the provision of
accurate medical diagnostics (e.g. breast cancer), real-time map-based monitoring of
environmental disasters (e.g. forest fires), and sensory monitoring in the industrial
process (e.g. mechanical failure).
Supervised learning is a core area of machine learning. In supervised learning
the goal is to learn a mapping from the input to the output. The input is data that
describes a collection of individual objects of interest and are commonly referred
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to as instances or examples. The output is some outcome or result provided by
a supervisor. Classification is a form of supervised learning whereby a mapping
(or discriminant function) separates different classes of the instances. The different
classes are specified by the output which, in machine learning, is termed as the class
label. The discriminant function is referred to as a classifier or a model. A set of
instances with their known class label is termed a training set. During classification,
a model is defined by a set of parameters that are optimised to generate a mapping
from training set instances to training set labels. The trained model can be used to
classify or label new, unseen instances.
One-class classification (OCC) is a recognition-based methodology that draws
from a single class of examples to identify the normal or expected behaviour of the
target class. This is a form of semi-supervised classification as the training data
consist of labelled examples for the target class only. This is in contrast to standard
supervised classification techniques that use a discrimination-based methodology to
distinguish between examples of different classes. OCC techniques have been applied
to a wide range of real-world problems such as machine fault detection (Sarmiento
et al., 2005), fraud detection (Juszczak et al., 2008), and identity verification (Hemp-
stalk, 2009).
1.1.2 Quantitative Credit Scoring
The term credit scoring is used to describe the process of evaluating the risk a
customer poses of defaulting on a financial obligation (Hand & Henley, 1997). The
objective is to assign customers to one of two groups: good and bad. A member of
the good group is considered likely to repay their financial obligation. A member
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of the bad group is considered likely to default on their financial obligation. In its
simplest incarnation a credit scorecard consists of a set of characteristics that are
used to assign a credit score to a customer indicating their risk level. This credit
score can then be compared with a threshold in order to make a lending decision. As
credit scoring is essentially a discrimination problem (good or bad), one may resort
to the numerous classification techniques that have been suggested in the literature
(see Lee & Chen, 2005).
Based on both the task and data used, credit scoring is traditionally divided
into two broad types (Bijak & Thomas, 2012). The first, application scoring, is
used at the time an application for credit is made and estimates an applicant’s
likelihood of default in a given time period. The data used for model fitting for this
task generally consists of financial and demographic information about a sample
of previous applicants along with their good/bad status at some later date. The
second type of credit scoring, behavioural scoring, is used after credit has been
granted and estimates an existing customer’s likelihood of default in a given time
period. Behavioural scoring allows lenders to regularly monitor customers and help
coordinate customer-level decision making. The data used for model fitting for this
task is based on the customers’ loan repayment performance and also their good/bad
status at some later date. To be profitable a bank must accurately predict customers’
likelihood of default over different time horizons (1 month, 3 months, 6 months, etc.).
Customers with a high risk of default can then be flagged allowing the bank to take
appropriate action to protect or limit itself from losses.
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1.2 Motivation
The upheaval in the financial markets that accompanied the 2007-2008 sub-prime
mortgage crisis has emphasised the large proportion of the banking industry based
on consumer lending (Thomas, 2009b). Credit scoring is an important part of the
consumer lending process. It is an endeavour regarded as one of the most popular
application fields for both data mining and operational research techniques (Baesens
et al., 2009). Improving the scoring accuracy of the credit decision by as much as
a fraction of a percent can result in significant future savings (West, 2000). Fur-
thermore, global (Bank for International Settlements) and national (central banks)
regulators insist that financial institutions keep better track of their credit scoring
systems. The costs of incorrectly classifying a customer can be high, both financially
and in terms of reputation.
The development of a typical credit scorecard can be represented in three main
stages, namely (van Gestel & Baesens, 2009, pp.252):
 Dataset Construction
– In this stage the raw data is collected for preprocessing and preparation
(i.e. data cleansing, sampling period, label definition).
 Modelling
– This stage involves selecting an appropriate classification approach, e.g.
linear modelling, neural network architecture, kernel based learning. This
stage also includes refining the data using feature selection, feature trans-
formation and coding techniques. The final datasets (or samples) are then
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generated for model evaluation and scorecard construction (e.g. scaling
and cut-off scores). If applicable, reject inference is also performed dur-
ing this stage. Reject inference is a method for inferring how rejected
applicants would have behaved had credit been granted.
 Documentation
– In this stage the model design specifications, information technology (IT)
specifications, and user manual are written. Details of how the scorecard
complies with regulatory specifications are documented. The steps of
the dataset construction and modelling process are clearly reported to
facilitate the replication of results. The IT infrastructure and links with
external entities is also specified. Finally, a guide describing the func-
tioning of the scorecard is written for the end-users.
Although each stage in the credit scoring development process is essential for
the delivery of a well-performing scorecard, the dataset construction, and modelling
stages are of particular interest to this research. The documentation stage will not
be further investigated in this thesis. However, it should be noted that this stage is
important in the development and maintenance of an unbiased scorecard that can
help lenders make the right decision. In this thesis we examine a number of specific
challenges encountered during the dataset construction and modelling stages in the
above framework.
During the modelling stage a supervised learning classifier is implemented to
discriminate between customers who are labelled as either good or bad. Improved
classifier accuracy helps ensure better scorecard performance. However, specific
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challenges may arise during the modelling stage. For example, in credit scoring,
low-default portfolios are those for which very few customers are labelled as bad.
This makes it problematic for financial institutions to estimate a reliable probability
of a customer defaulting on a loan. This thesis assesses the performance of machine
learning classifiers in credit scoring and their suitability to low-default portfolios.
After credit has been granted, lenders use behavioural scoring to assess the like-
lihood of default occurring during some specific outcome period. This assessment
is based on customers’ repayment performance over a given fixed period. Often
the outcome period and fixed performance period are arbitrarily selected, causing
instability in making predictions. Behavioural scoring has failed to receive the same
attention from researchers as application scoring. The bias for application scoring
research can be attributed, in part, to the large volume of data required for be-
havioural scoring studies. Furthermore, the commercial sensitivities associated with
such a large pool of customer data often prohibits the publication of work in this
area. The task of generating and assessing behavioural scoring datasets during the
modelling stage is addressed in this thesis. This is realised using real-world data to
generate a collection of behavioural scoring datasets with varying performance and
outcome periods. In addition we also examine separate approaches used to label the
data.
The credit scoring literature over the last decade has produced numerous stud-
ies examining the issues and challenges that occur during the development of credit
scorecards. For example, the performance of various models used to construct credit
scorecards have been evaluated, (e.g. Baesens et al., 2003; Chen et al., 2011; West,
2000). A concern is that the data used in many of these studies originates from pri-
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vate datasets obtained from financial institutions. Due to non-disclosure agreements
and commercial sensitivities, obtaining real credit scoring datasets is a problematic
and time consuming task. Therefore, part of this work involves the creation of
artificial data in order to examine problems in credit scoring.
1.3 Contributions of the Thesis
In this work, we place particular emphasis on understanding the development of
quantitative credit scorecards. In addition, we investigate some of the key prob-
lems encountered by both practitioners and academics in the fields of credit scoring
and machine learning. In the chapters that follow, we: (i) formalise classification
techniques and their application to credit scoring; (ii) investigate the application of
various approaches for addressing the low-default portfolio problem in credit scor-
ing; (iii) quantify differences between classification models which have been trained
using different implementations of a real-world behavioural scoring dataset; and (iv)
address the lack of data sharing in credit scoring. To achieve this we explore three
main topics in this thesis:
 the applicability of one-class classification to the low-default portfolio problem;
 quantifying differences in model performance based on dataset specifications
(i.e. length of the performance and outcome periods) and the label definition
approach in behavioural scoring.
 the design and implementation of a framework to generate artificial credit
scoring data for application scoring;
8
We propose different approaches to investigate these issues through the imple-
mentation and evaluation of techniques used to assess credit risk. Our main contri-
butions on these initial topics can be summarised in the following:
 A benchmark of supervised and semi-supervised classification tech-
niques on imbalanced credit scoring datasets (Chapter 5): We evaluate
the performance of a selection of supervised and semi-supervised classification
techniques over a number of credit scoring datasets in which the datasets’ class
labels are unevenly distributed (i.e. class imbalance). We demonstrate that
(Kennedy et al., 2012b):
– adjusting the threshold value on classifier output yields, in many cases,
an improvement in classification performance.
– oversampling produces no overall improvement to the best performing
supervised classification algorithms.
– both supervised and semi-supervised classification techniques merit con-
sideration when dealing with low-default portfolios.
 Dataset specification for behavioural scoring (Chapter 6): We perform
an empirical evaluation of the contrasting effects of altering the performance
period and outcome period using 7-years worth of data from the Irish market.
Our results indicate that a 12-month performance period yields an easier pre-
diction task (that is, it gives the highest assurance that the classification will
be correct), when compared with other historical payment periods of vary-
ing lengths. Our findings show that the performance of a logistic regression
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classifier degrades significantly when the outcome window is extended beyond
6-months (Kennedy et al., 2012c).
 Class label definition approaches for behavioural scoring (Chapter
6): We consider different approaches to how the concept of default is defined in
behavioural scoring. Typically, whether the customer is identified as a default
risk or not is set based on either: (i) whether the account is in default at the
end of the outcome period; or (ii) at any time during the outcome period. This
work investigates both approaches and finds that the latter approach resulted
in an easier classification problem (Kennedy et al., 2012c).
 Artificial data generation framework (Chapter 7): We develop a frame-
work for generating artificial credit scoring application data and provide illus-
trative examples of how the framework can be used in practice, with particular
focus on a population drift scenario - an especially difficult scenario to inves-
tigate using freely available real data (Kennedy et al., 2011).
 Credit scorecard development literature review (Chapter 3): We
present a comprehensive review of the credit scorecard development process.
 A review of classification techniques (Chapter 2): We explain the im-
plementation of a selection of supervised and semi-supervised classification
techniques.
Throughout the duration of this research we have publish our results at different
conferences and in different journals. A complete list of published work is provided
in Section 1.5. Although we place particular emphasis on credit scoring for retail
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loans, the techniques and findings described throughout this thesis are applicable to
other areas of credit scoring such as corporate lending and sovereign loans.
1.4 Outline of the Thesis
This thesis is organised as follows:
 Chapter 2 provides a high level overview of concepts from supervised learning.
Semi-supervised learning is then introduced and discussed. The implementa-
tion details of both supervised and semi-supervised classification techniques
are described. An overview of class imbalance is provided. Finally, measures
used to evaluate classifier performance are introduced and discussed.
 Chapter 3 surveys the literature relating to the development of credit score-
cards.
 Chapter 4 continues on from the previous chapter, focusing on literature re-
lating to: (i) low-default portfolios; (ii) behavioural scoring; and (iii) the gen-
eration of artificial data.
 Chapter 5 assesses the performance of supervised classification techniques us-
ing datasets modified to replicate the low-default portfolio problem. Two tech-
niques used to address class imbalance, oversampling and adjusting the clas-
sification threshold, are also evaluated. The applicability of semi-supervised
classification techniques to the low-default portfolio problem are also evalu-
ated.
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 Chapter 6 evaluates the contrasting effects of altering the performance period
and outcome period using 7-years worth of data from the Irish market. We
consider different approaches to how the concept of default is defined.
 Chapter 7 proposes a framework that can be used to generate artificial data
that simulates credit scoring scenarios.
 Chapter 8 summarises key contributions of this work and highlights opportu-
nities for future research.
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1.5 Publications
This thesis is supported by the following publications:
[Kennedy et al. (2010)] Kennedy, K., Mac Namee, B. & Delany, S.J.: Learning
without default: A study of one-class classification and the low-default portfolio
problem. In: Proceedings of 20th Irish Conference on Artificial Intelligence and
Cognitive Science. (2010) 174–187.
[Kennedy et al. (2011)] Kennedy, K., Delany, S.J. & Mac Namee, B.: A Frame-
work for Generating Data to Simulate Application Scoring. In: Credit Scoring
and Credit Control XII, Conference Proceedings, Credit Research Centre, Business
School, University of Edinburgh, CRC. (2011).
[Kennedy et al. (2012b)] Kennedy, K., Mac Namee, B. & Delany, S.J.: Using
Semi-Supervised Classifiers for Credit Scoring. Journal of the Operational Research
Society. (2011) doi:10.1057/jors.2011.30.
[Kennedy et al. (2012c)] Kennedy, K., Mac Namee, B. & Delany, S.J.: A Window
of Opportunity: Assessing Behavioural Scoring. Expert Systems with Applications,
40(4), Mar 2013, 1372–1380.
As a summary, the contributions of this work, the corresponding chapters of this
thesis and the publications are shown in Table 1.1.
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Table 1.1: Contributions, corresponding chapters and publications.
Contribution Chapter Publication
Classification overview Chapter 2
Credit scorecard development literature review Chapter 3
Low-default portfolios Chapter 5 Kennedy et al. (2012b)
Behavioural scoring Chapter 6 Kennedy et al. (2012c)
Artificial data framework Chapter 7 Kennedy et al. (2011)
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Chapter 2
Machine Learning and
Classification
The goal of machine learning is to develop tools and techniques capable of automat-
ing time-consuming human activities in an accurate and timely manner. Machine
learning-based systems achieve this goal by attempting to discover regularities in a
subset of training data which allows for the generation of hypotheses about the data
domain as a whole. As a discipline within artificial intelligence, the performance of
a machine learning-based system should improve as it acquires experience or data.
The three most prominent machine learning paradigms are: (i) supervised learn-
ing ; (ii) unsupervised learning ; and (iii) semi-supervised learning. In supervised
learning tasks the training data is comprised of input data and a corresponding
target value. Cases where the target value is one of a finite number of discrete cat-
egories, are called classification tasks. In unsupervised learning the training data
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consists only of input data. Clustering is one such example whereby the goal is to
discover similar groups or examples within the data. In semi-supervised learning the
training data consists of input data and, in some but not all cases, a corresponding
target value.
This chapter begins with an overview of the basic concepts of supervised machine
learning, with a particular emphasis on binary classification. A selection of super-
vised binary classification algorithms are detailed in Section 2.2. An overview of the
real-world problem of class imbalance is provided in Section 2.3. The class imbalance
problem is characterised as one in which the classes are unevenly distributed. This
can result in a rarity of examples for a specific class, presenting challenges for su-
pervised binary classification algorithms attempting to discover regularities in such
data. As a solution, Section 2.4 introduces a branch of classification, semi-supervised
classification. In addition, a number of semi-supervised classification algorithms are
examined. Finally, in Section 2.5 methods to evaluate the performance of classifica-
tion techniques are detailed.
2.1 Basic Concepts
This section provides a formal expression of the elements involved in supervised
learning. In a typical supervised learning setting, a training set S of examples x ∈ X
and their associated output value y ∈ Y is given. X is the set of all possible examples
in the input space where X = {x1, . . . , xi, . . . , xn}. Typically, each example x is
described by a vector of feature values or attributes. Typically, in machine learning
texts, a feature can be considered as one of two data types: (i) numeric - the feature
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values are real numbers; or (ii) categorical - the feature values are members of a pre-
specified, finite set. Statistics texts differ by extending the data types to include: (i)
nominal - the feature values are members of an unordered set, e.g. {Renter, Owner,
Other}; (ii) ordinal - the feature values are members of an ordered set, e.g. {High,
Medium, Low}; (iii) interval - the feature values are measured in fixed and equal
units and are members of an ordered set, e.g. temperature in degrees Fahrenheit;
and (iv) ratio - the feature values have the properties of an interval data type, but
with an absolute zero point (i.e. no negative values) e.g. income-to-expenses. Y
is the set of all possible output values in the output space. The training set S is
composed of n tuples (or instances).
S = {(x1, y1), . . . , (xi, yi), . . . , (xn, yn)}
Importantly, it is assumed that the examples x in S are independently and identically
drawn (i.i.d.) from X which is an unknown but fixed joint probability distribution
function P (x, y).
2.1.1 The Learning Problem
Using the training set S, the goal of supervised learning is to approximate a function
h : X → Y which can map an example xi to its output value yi. The mapping
function is performed using a learning algorithm which is commonly referred to as
an inducer. A single instance of an inducer for a specific training set is termed a
classifier (Rokach, 2010). The space of classifiers or functions H is referred to as
the classifier space or hypothesis space.
Depending on the output values in Y , the types of learning problems are com-
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monly defined as: (i) regression learning, where Y = R; and (ii) classification learn-
ing, where Y = C such that C constitutes a set of classes where C = {c1, . . . , cn}.
The focus of this thesis is on the latter, classification learning.
It is worth noting that a general multi-class classification learning problem can
be decomposed into a collection of binary classification problems (Xu & Chan, 2003).
Therefore, this work considers the binary classification problem as the fundamental
problem. In a binary classification problem, the two classes can be labelled by 0 and
+1 respectively. For example, the type of borrower in credit scoring (i.e. good and
bad), may be represented as Y = {0, +1}.
2.1.2 Risk Minimisation
To select the optimal classifier from the hypothesis space a loss function is used
as a quantitative measure of the agreement between the prediction of h(x) and the
desired output y. The optimum function h is the minimum expected error (risk),
R(h) = L(h(x), y) =
∫
L(h(x), y) dP (x, y) (2.1)
where L denotes a suitably selected loss function. For binary classification the loss
function is usually the 0/1 loss, i.e. L(h(x), y) is 0 if y = h(x) and 1 otherwise.
As the underlying probability distribution P (x, y) is unknown, the risk cannot
be minimised directly. Instead, a solution that is close to the minimum expected
error is inferred from the available training set S. There are two approaches to ad-
dress this problem, namely, generative-based and discriminative-based classification
(Cunningham et al., 2008). Generative-based approaches learn a model of the joint
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probability P (x, y), or P (y|x)P (x), and the required posterior probabilities are then
obtained using Bayes theorem
P (y|x) = P (x|y)P (y)∑
j P (x|j)P (j)
(2.2)
where the sum in the denominator is taken over all classes. Discriminative-based
approaches learn a direct mapping from the input features x to the class labels y,
i.e. the posterior P (y|x).
For both approaches an induction principle provides a framework with which to
estimate the loss function based on the available information in S (Muller et al.,
2001). Inductive principles differ in their quantitative interpretation of the opti-
mum classifier, for example, one such difference arises from the encoding a priori
knowledge (Cherkassky & Mulier, 2007). Three commonly used inductive princi-
ples include empirical risk minimization (see Clemenc¸on et al., 2005), structural
risk minimisation (see Shawe-Taylor et al., 1998), and regularisation (see Friedman
et al., 2001).
This section has examined two fundamental concepts of supervised learning. The
first concept concerns the use of a learning algorithm to induce a classifier capable
of mapping an example xi to its output value yi. The second concept relates to
the use of a loss function to quantitatively measure the predictions of a classifier
with the expected output. The following section examines a number of supervised
classification learning algorithms.
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2.2 Supervised Classification Algorithms
In this section we compare eight well-known supervised classification methods that
are suitable for credit scoring and most of which require minimal parameter tuning.
We discuss statistical classifiers (e.g. logistic regression), Bayesian classifiers, k -
nearest neighbour classifiers, neural networks and (linear) support vector machines.
Although numerous other classification methods have been presented in the litera-
ture, we limit our discussion to a subset of well-known techniques that are suitable
for credit scoring and require minimal parameter tuning.
A detailed description of the most popular credit scoring models, linear discrim-
inant analysis and logistic regression, is provided at the beginning of the section.
Thereafter, a brief description of the remaining classifiers used in this thesis is pro-
vided.
2.2.1 Fisher’s Linear Discriminant Analysis (LDA)
This time-honoured approach generates a linear discriminant score based on the
linear combination between the input variables which maximises the ratio of variance
between the classes to variance within the classes.
Let y = w1x1 + . . . + wixi + . . . + wnxn be any linear combination of the char-
acteristics x = (x1, . . . , xi, . . . , xn). Adjusting the components of the weight vector
w = (w1, . . . , wi, . . . , wn), results in a projection onto one dimension represented as
y = wTx+w0. Classification is achieved by placing a threshold on y, i.e. w0, which
is the mid-point of the distance between the means. The objective is to select a
projection that best separates two groups.
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Figure 2.1: Samples from two classes (red and blue) and their histograms resulting
from projection onto the line joining the class means. Reproduced from Bishop
(2006).
The simplest measure of separation of the classes is the separation of the class
means (Bishop, 2006). The weights, wn, are selected in order to maximize the
distance between the means, and w is constrained to have unit length so that
∑
n wn = 1. This approach is illustrated in Figure 2.1 (Bishop, 2006). In the
original two-dimensional space both classes (red and blue) are well separated, how-
ever a considerable overlap occurs when the samples are projected onto the line
joining their means (Bishop, 2006). This problem arises from the strong correlation
in the off diagonal matrix of the class distributions, i.e. this approach does not allow
for how closely each class clusters together.
Based on the assumption that two groups have a common sample variance, Fisher
(1936) suggested a sensible measure of separation as:
M =
distance between sample means of two groups
(sample variance of each group)
1
2
(2.3)
where the measure M is the separating distance. This gives a large separation
between the class means while also giving a small variance within each class, thereby
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Figure 2.2: Samples from two classes (red and blue) and their histograms resulting
from projection onto the line based on the Fisher’s linear discriminant analysis.
Reproduced from Bishop (2006).
minimizing the class overlap. Assume sample means for the goods and bads are mg
and mb, respectively, and V is the common sample variance. If y = w1x1 + . . . +
wixi + . . .+ wnxn then the corresponding separating distance M would be:
M = wT · mg −mb
(wT · V · w) 12 (2.4)
where wT is the transpose1 of w. Differentiating 2.4 with respect to w and setting
the derivative equal to zero is maximised when:
wT ∝ (V −1(mg −mb)T ) (2.5)
Figure 2.2 illustrates Fisher’s linear discriminant analysis (LDA) and the im-
proved class separation in comparison to Figure 2.1.
An attractive feature of LDA is the fast and simple approach to determine the
optimal linear separation, merely requiring simple matrix manipulation such as ad-
dition, multiplication, and eigenvalue decomposition (Loog & Duin, 2002). LDA
1A transpose is performed on a matrix by switching the (i,j) elements with the (j,i) elements.
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makes an assumption that the input features are measured on an interval scale or
ratio scale. This enables the ranking of objects and a comparison of size differences
between them. Unlike other forms of linear discriminant analysis, Fisher’s LDA
does not require that the input features are independently and randomly sampled
from a population having a multivariate normal distribution. LDA assumes that
the different groups have equal variance-covariance matrices1.
2.2.2 Logistic Regression
Logistic regression (see Hosmer & Lemeshow, 2000) is perhaps the most commonly
used algorithm within the consumer credit scoring industry (Hand & Zhou, 2009).
A regression model outputs a continuous response variable through the linear com-
binations of predictor variables. As credit scoring is a binary problem we wish to
reduce this outcome to 0 or 1. Logistic regression achieves this by applying a logistic
transformation, which restricts the output from [-∞, +∞] to a probability between
0 and 1. In credit scoring when there are only two outcome groups (i.e. good and
bad) binary logistic regression is used. Multinomial logistic regression refers to cases
where more than 2 outcome groups are used (i.e. good, indeterminate, bad). Binary
logistic regression takes the form of:
g (x) = ln
(
pg
1− pg
)
= b0 + b1x1 + . . .+ bnxn (2.6)
where pg is the probability of belonging to the good class.
pg
1− pg is called the odds
ratio and g (x) is the logit transform of pg. The logit transform is a link function
1A variance-covariance matrix is a table displaying the variability or spread of the data (vari-
ance) and how much two variables move in the same direction (covariance).
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used to relate the probabilities of group membership to a linear function of the input
features (Worth & Cronin, 2003). Logit has many of the desirable properties of a
linear regression model: it is linear in its parameters; may be continuous; and may
range from [-∞, +∞] depending on the range of x (Al-Ghamdi, 2002). The logit
transform is not the only link function available, for example probit and tobit have
been used in credit scoring (see Thomas et al., 2002). However, logit is the easiest to
interpret and generally there is little dissimilarity between it and the performance
of the probit and tobit link functions (Bewick et al., 2005).
The regression coefficients (b0 to bn) are derived using the maximum likelihood
estimation (MLE) method (see Kleinbaum & Klein, 2010). The MLE is an iterative
and calculation intensive approach which begins by guessing the coefficients values
and iteratively changes these values to maximise the log likelihood.
The logistic model produced in Equation 2.6 can be manipulated to estimate
the probabilities of class membership (pg and pb). The first step is to express the
probabilities of class membership in terms of the input features directly:
pg =
exp (b0 + b1x1 + . . .+ bnxn)
(1 + exp (b0 + b1x1 + . . .+ bnxn))
(2.7)
and the probability of belonging to the bad class:
pb =
1
(1 + exp (b0 + b1x1 + . . .+ bnxn))
(2.8)
In the next step, the constant b0 and the regression coefficients b1 to bn are used
to define a classification model. According to the following rules an instance can be
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defined as belonging to pg if:
b0 + b1x1 + . . .+ bnxn > 0 (2.9)
and, similarily, an instance can be defined as belonging to pb if:
b0 + b1x1 + . . .+ bnxn < 0 (2.10)
If pg = pb then an instance has equal probability of belonging to both classes.
These rules are based on a probability cut-off of 0.5. Using a different cut-off
value, pc, the following rules apply:
b0 + b1x1 + . . .+ bnxn > ln
(
pc
1− pc
)
(2.11)
and, similarily, an instance can be defined as belonging to pb if:
b0 + b1x1 + . . .+ bnxn < ln
(
pc
1− pc
)
(2.12)
Previously, a disadvantage of logistic regression was the computational intensity
required during MLE, however improvements in computer hardware have made this
less of an issue. An attraction of logistic regression is that the input features may
be either continuous or discrete, or any combination of both types and they do not
necessarily have normal distributions (Lee, 2005).
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2.2.3 Linear Bayes Normal
This Bayes classifier builds a linear classifier between the classes by assuming nor-
mal densities with equal covariance matrices. Classification is performed using the
maximum posterior probability rule. See Duda & Hart (1973) for further details.
2.2.4 Quadratic Bayes Normal
This is an extension of linear Bayes normal technique that allows the covariance ma-
trices to be different. Two separate regularisation parameters are used to calculate
the covariance matrices. See Duda & Hart (1973) for further details.
2.2.5 Na¨ıve Bayes Kernel Estimation
The na¨ıve Bayes method (see Hand & Yu, 2001) is based on the well established
Bayesian approach. It assumes that all attributes are mutually independent of one
another given the class label. For each class the method estimates the Gaussian
distribution of the attributes. Based on this prior probability, the posterior prob-
ability of a previously unseen instance can be determined. Despite its somewhat
simplified assumption, na¨ıve Bayes has often proven to be successful, competing
with more sophisticated techniques over a variety of applications, particularly in the
field of text classification (Bawaneh et al., 2008). Na¨ıve Bayes Kernel Estimation
is a generalisation of na¨ıve Bayes which models features using multiple Gaussian
distributions. This is known to be more accurate than na¨ıve Bayes which uses a
single Gaussian distribution (John & Langley, 1995).
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2.2.6 Support Vector Machines
The Support Vector Machine (SVM) approach was first proposed by Vapnik (1995).
Using instances from the training data as support vectors, an SVM outlines a class-
separating hyperplane in the feature space. Such as to minimise an upper bound
of generalisation error, a margin that maximises the distance from the separating
hyperplane to the closest support vectors is specified. In order to avoid over-fitting,
a soft-margin is used to allow for some misclassification by means of a slack vari-
able. The ‘kernel trick ’, or Mercers theorem (Mercer, 1909), allows for the data
to be mapped to a higher dimensional feature space such that it becomes linearly
separable. SVMs have been reported to perform well across a range of domains
(van Gestel & Baesens, 2009), including credit risk evaluation. However it is well
documented that SVMs are sensitive to parameter selection, difficult to understand
due to the lack of transparency, and require a large amount of computation time for
large scale classification problems.
2.2.7 Neural Network, Back Propagation Feed-Forward Net-
work
A feed-forward neural network classifier (see Bishop, 1995) consists of a number of
processing units (nodes) organised into different layers. The nodes between each
layer are interconnected and each connection may have a different weight. The
weights on the connections encode the knowledge of the network. Data arrives at
the input layer and passes through the network, layer-by-layer, until it arrives at the
output layer. There is no feedback between the layers. Each node in a hidden layer
27
computes a sum based on its input from the previous layer. A sigmoid function
condenses the sum into a manageable range and is finally passed to the output layer
to produce the final network result. During training, by comparing the differences
between the desired output values and actual output values, the connection weights
are modified so as to learn the function in question.
2.2.8 k-Nearest Neighbour
The nearest neighbour classifier assigns an instance based on the class of its nearest
neighbours. It is more commonly referred to as k-nearest neighbour (k-NN) as it
is often more beneficial to consider more than one neighbour (see Henley & Hand,
1996).
This section described eight well-known supervised classification methods that
are commonly deployed by machine learning-based systems to automate tasks such
as granting credit or detecting fraud. Indeed, we should regard the routine use of
such systems in industry, education, and elsewhere as the ultimate test for machine
learning (Langley & Simon, 1995). It is not uncommon in a real-world setting for
observations of a particular class to occur a lot less frequently as compared with
normal populations. Quite often the cost of incorrectly classifying samples of a rare
class is greater than the contrary case, e.g. classification of a fraudulent transaction
as a legal transaction (false negative). In machine learning, a dataset with uneven
class distributions can be considered as an imbalanced dataset. The next section
identifies the challenges posed by imbalanced datasets to supervised classification.
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2.3 The Class Imbalance Problem
Class imbalance presents a problem to most classification algorithms as they assume
a balanced distribution of the classes (Japkowicz, 2000). Typically these algorithms
attempt to maximise the overall classification accuracy by predicting the most com-
mon class (Drummond & Holte, 2005b). That is, they construct models which
minimise the number of classification errors, without regard for the significance of
misclassifying examples of each class (Seiffert et al., 2009). Whilst such models may
indeed be accurate, frequently, particularly for real-world problems, they are not
very useful.
For sometime now, the class imbalance problem has attracted a lot of attention
within the machine learning community (Bellotti & Crook, 2008; Chawla et al.,
2004). Weiss (2004) differentiates between two types of class imbalance (or data
rarity) based on whether the rarity is an absolute or relative property of the data.
With absolute rarity the number of examples associated with the minority class is
small in an absolute sense. For relative rarity the examples are not rare in an absolute
sense but are rare relative to other objects. Both forms of rarity present challenges
for conventional machine learning-based systems. Typically where absolute rarity
occurs, then there will also be a problem with relative rarity - provided that the
dataset is not too small (Weiss, 2004). Furthermore, Weiss (2004) argues that as
both problems share many similar characteristics, they also use many of the same
solutions.
A number of solutions have been proposed and can be categorised at the data-
level and algorithmic-level (Chawla et al., 2004). At the data-level, solutions attempt
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to balance the class distribution by resampling the data. Such solutions include,
undersampling the majority class and/or oversampling the minority class to ensure
that the class distributions are approximately equal. It should be noted that un-
dersampling is an inappropriate solution to the problem of absolute rarity. Random
oversampling of the minority class is one of the most common techniques used. One
of the drawbacks to using oversampling is the increased possibility of over-fitting
since exact copies of rare objects are made which add no new information to the
dataset. Over-fitting occurs when the classification algorithm induces a model that
is so customised to the training data that it performs poorly on unseen test data
(see Hawkins et al., 2004).
At the algorithmic-level, solutions include adjusting the costs of the various
classes so as to counter the class imbalance, adjusting the threshold (or cut-off) value
on the output of the constructed model, and recognition-based approaches that learn
from one-class rather than discrimination-based based approaches (Chawla et al.,
2004). The simplest approach to overcome the imbalance problem is to simply
adjust the threshold of the constructed model, indeed Provost (2000) cautions that
using such models without adjusting the output threshold may well be a “critical
mistake”. Weiss (2004) provides an overview of the various approaches to dealing
with class imbalance.
In this work we are concerned with studying the impact of absolute rarity on
the predictive performance of classification models. Along with the problems ex-
perienced by class imbalance, rare objects are, by their very nature, atypical and
require special attention. One-class classification (OCC) is one such method used
to address the data rarity problem.
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2.4 One-Class Classification Techniques
Semi-supervised classification, which attempts to learn from both labelled and unla-
belled data has attracted much attention in recent years (see Chapelle et al., 2006;
Zhu & Goldberg, 2009). The basic premise of semi-supervised classification is to
combine unlabelled training data with the labelled data in order to modify and re-
fine the hypothesis for improved classification performance (Cao & He, 2008). For
example, self-training semi-supervised learning algorithms (see Wang et al., 2006)
induce an initial classifier from the labelled examples in the training data. Using
this classifier, the unlabelled examples in the training data are then assigned prob-
abilistic labels and those with the highest probability are appended to the labelled
training data. This process is repeated and each time the most confident unlabelled
examples are labelled (Cao & He, 2008).
OCC techniques are a form of semi-supervised classification that distinguish a set
of target objects from all other objects (Moya et al., 1993). In OCC the training data
consists of labelled examples for the target class only, as non-target class examples
are too expensive to acquire or too rare to characterise. As OCC techniques do not
require labelled examples of the missing class during the initial induction process, it
has been described as an extreme version of semi-supervised learning (Chawla et al.,
2004).
OCC techniques have been successfully applied to a wide range of real-world
problems such as:
 fault detection in semi-conductors where it is difficult to collect data under
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faulty conditions and even harder to collect data for all possible types and
combinations of faults (Sarmiento et al., 2005);
 fraud detection in plastic card transactions. Unlike traditional binary classi-
fication techniques, OCC techniques proved adept at identifying new types of
fraud as fraudsters change tactics adaptively (Juszczak et al., 2008); and
 identity verification based on continuous typist recognition where only the
keystroke patterns of authorised users are known (Hempstalk, 2009).
The term OCC is believed to have originated from Moya et al. (1993) and is only
one of a number of terms used to describe similar approaches - other terms include
outlier detection (Ritter & Gallegos, 1997), novelty detection (Bishop, 1994), and
concept learning (Japkowicz, 1999).
Following the taxonomy described by Tax (2001), OCC techniques can be divided
into three groups: density methods, boundary methods, and reconstruction methods.
This is by no means an exhaustive discrimination, but conceptually it is the simplest
and most popular. For a detailed description of OCC taxonomies refer to (Chandola
et al., 2009).
All OCC methods share two common elements: a measure of the proximity of
an object, z, to the target data; and a threshold, θ, to which the proximity measure
is compared. An object, z, is considered to be a member of the target class when
the proximity of z to the target data is less than the threshold θ. In this work,
we consider the large majority of good payers (i.e. those customers without a loan
default) as the target class.
Density estimation approaches to OCC directly estimate the probability distri-
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butions of features for the target class by fitting a statistical distribution, such as
Gaussian, to the target data. The success of this approach depends on factors such
as the target data sample size and whether the selected statistical distribution is
appropriate for the target data. The density techniques provide the most complete
description of the target data, but as a drawback to this they may require large
amounts of data (Tax & Duin, 1999).
OCC approaches based on boundary estimation fit a boundary around the target
class data, whilst simultaneously attempting to minimise the volume of the enclosed
area. Boundary methods offer a degree of flexibility in that an estimate of the
complete probability density is not necessary. The computation of the boundary
is based on the distances between the objects in the target data. In some cases a
kernel function is used to define a flexible boundary. This approach works well with
small sample sizes and an uncharacteristic training dataset (Tax, 2001).
Reconstruction methods are trained to reproduce an input pattern by assuming
a model of the data generation process. The parameters of the assumed data gener-
ation model are estimated during the learning phase. This differs from density and
boundary methods as reconstruction methods do not rely on statistical assumptions
made about the data. A reconstruction error is used to determine if the object
belongs to the target or outlier class.
A good OCC model should maximise both the number of target objects accepted
and outlier objects rejected. Specifying the trade-off between the fraction of target
objects accepted and the fraction of outlier objects rejected, through the threshold θ
is the most important feature of OCC (Tax, 2001). The threshold is usually adjusted
heuristically (and evaluated using a test dataset) to attain the desired trade-off. Too
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small a value for θ will cause the model to underfit the data and cover the entire
feature space, whereas a large θ will over-fit the data, resulting in a minimised target
space.
In some circumstances certain OCC models can incorporate outlier data. The
performance of a OCC model may be compromised if outlier data is used as the
performance of the model becomes dependent on the outlier data and poor quality
data or low quantities of outlier data which are not representative of the problem
will damage performance (Hempstalk, 2009). For clarity such models are not used
in this study although they may be considered in future work. The remainder of
this section will describe each of the OCC algorithms used in this thesis (in all
cases the actual implementation used is from the Matlab Data Description Toolbox
(DDTools) (Tax, 2009) and some specific details given stem from this).
2.4.1 Gaussian
A density estimation method that assumes the target data is generated from a
unimodal multivariate normal distribution, the Gaussian model is one of the simplest
OCC techniques (see Tax, 2001). For an object, z, the Mahalanobis distance to the
training set distribution is calculated as follows:
f(z) = (z − µ)TΣ−1(z − µ) (2.13)
where µ is the mean and Σ is the covariance matrix of the training set, both of which
are estimated using an Expectation-Maximisation (EM) approach. This distance is
compared to a threshold θ to make a classification. The Mahalanobis distance is
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used in order to avoid numerical instabilities. A caution to the use of the Gaussian
method is that if the assumption that the data fits a normal distribution is violated
the model may introduce a large bias (Tax, 2001).
2.4.2 Mixture of Gaussians
A mixture of Gaussians model (see Bishop, 1995) is a linear combination of k Gaus-
sian distributions. Although this is a more flexible approach than the single Gaussian
method it requires more data as it may display greater variance when only a limited
amount of data is available. To build a mixture of gaussians model the training data
is divided into k clusters, each of which is modelled by a Gaussian distribution. For
an object z a superposition of k Gaussian densities can be written as:
f(z) =
k∑
i=1
αiexp
{−(z − µi)TΣ−1i (z − µi)} (2.14)
where αi are the mixing coefficients, again µ is the mean and Σ is the covariance
matrix. For each cluster i, αi, µi and Σi are estimated using the EM algorithm.
Given a mixture, the threshold, θ on the density determines if z is classified as
target or non-target data.
2.4.3 Parzen Density Estimation
The Parzen density estimator (Parzen, 1962) is an extension of the mixture of Gaus-
sians method. It is a non-parametric technique that uses a kernel to estimate the
probability density function. Each object in the target class is treated as the centre
of a Gaussian distribution. Based on this, a measure of the likelihood that an object
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belongs to the target data is computed by averaging the probability of membership of
the Gaussian distributions. Classification is obtained by comparison to a threshold,
θ. Let p(z) be the density function to be estimated. Given a set D = {z1, z2 . . . zn}
of n target objects, the Parzen density estimate of p(z) is:
p(z) =
1
nh
n∑
i=1
ρ
(
z − zi
h
)
(2.15)
where h is a smoothing parameter, and ρ is typically a Gaussian kernel function:
ρ(z) =
1√
2pi
e−
1
2
z2 (2.16)
The width of the Gaussian kernel, h, is optimised by maximising the likelihood
in a leave-one-out fashion, as per Duin (1976).
When large differences in density exist, the Parzen kernel method will give poor
results in low density areas. Like all density approaches, it requires a large amount
of target data to make a reliable probability density estimation.
2.4.4 Na¨ıve Parzen
The na¨ıve Parzen is a simplification of the Parzen density estimator inspired by the
na¨ıve Bayes approach (see Friedman et al., 2001). A Parzen density is estimated in
each feature dimension separately, and the probabilities are multiplied to give the
final target probability.
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2.4.5 k-Nearest Neighbour
The k -nearest neighbour (Cover & Hart, 1967) method can be adopted to construct a
one-class classifier. The one-class k-NN (Tax & Duin, 2000) classifier is a boundary-
based approach that is based on the number of target objects in a region of a
certain volume. Classification is performed using a threshold on the ratio between
two distances. The first is the distance between the test object z and its kth nearest
neighbour in the training set, NN(zi, k) (k is a parameter of the approach). The
second distance is measured as the distance between the kth nearest training object
and its kth nearest neighbour. If the first distance is much larger than the second
distance, the object is regarded as an non-target object (Tax & Duin, 2000). The
ratio is calculated as follows:
p(z) =
‖(z,NN(z, k))‖
‖(NN(z, k), NN(NN(z, k), k))‖ (2.17)
where Euclidean distance is used to measure the distance between objects. For
further details refer to Tax (2001).
2.4.6 Support Vector Domain Description
The Support Vector Domain Description (SVDD) (Tax & Duin, 1999) is a kernel-
based boundary method which attempts to find the most compact hypersphere
that encloses as many target instances as possible. By minimising the volume of
the hypersphere, the chance of accepting outlier objects is reduced. To generate
a flexible boundary the input space can be mapped into a higher dimensional and
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more separable feature space. This transformation is typically performed using a
Gaussian kernel. Classification is performed by comparing the distance between an
object, z, and the target boundary to a threshold, θ.
2.4.7 k-Means
k-Means clustering (see Bishop, 1995) can be adapted into a relatively straight-
forward reconstruction approach to OCC. The approach subdivides the output
space, onto which new objects are projected, into k cluster prototypes or centres.
The prototypes are located such that the average distance to a prototype centre is
minimised as follows:
k−means = Σi(mink ‖zi − µk‖2) (2.18)
where µk represents the k-th cluster centre. The objects in the training set are
clustered, and when a new object is to be classified its distance from the nearest
prototype is used as a measure that can be thresholded in order to identify outliers.
If the distance is greater than a threshold, θ, the object will be classed as non-target
data. A drawback can be that outliers form in clusters by themselves.
2.4.8 Auto-encoders
An auto-encoder, also referred to as an auto-associator, is a reconstruction based
approach introduced by Japkowicz (1999) based on the work of Hinton (1989). An
auto-encoder is a particular type of neural network with a single hidden-layer, which
is trained to reproduce an input pattern x at the output of the network, NN (x).
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Because the network has a narrow hidden layer (or bottleneck), it compresses redun-
dancies in the input. This feature can be utilised to train the network to reconstruct
examples from a target class as accurately as possible. Such a network will then
perform poorly at reconstructing non-target data which present different structural
irregularities. Classification is achieved by comparing the reconstruction error when
test examples are presented to the network to a threshold.
2.5 Evaluating Classifier Performance
Due to the potentially high costs associated with suboptimal classifier performance
it is necessary to evaluate performance both in absolute real terms and relative to
other classifiers. The four main components used to evaluate classifier performance
are (Japkowicz & Shah, 2011): (i) performance measures; (ii) error estimation; (iii)
statistical significance testing; and (iv) test benchmark selection.
The performance measures component relates to the selection of metrics used to
measure predicted classifier outcomes against the actual outcomes. Once a suitable
performance measure has been selected, the error estimation component is used to
identify an appropriate technique for testing classifier performance. Such techniques
attempt to ensure a representative sample of the population is selected with which
to assess classifier performance. Doing so provides as unbiased an estimate of the
selected performance measure as possible. The statistical significance testing compo-
nent concerns methods used to obtain a precise assessment of the significance of the
results measuring classifier performance. The use of statistical methods to justify
the selection of a particular classifier is an important field of study in machine learn-
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ing (see Dietterich, 1998). The final component, test benchmark selection, considers
the appropriateness of the selected datasets and domains used to evaluate classifier
performance. This is of particular importance when assessing the performance of
a learning algorithm over multiple domains. The datasets from each domain may
differ considerably in terms of complexity and size, thus distorting the suitability of
a particular learning algorithm to a specific domain. As this thesis is concerned with
only the credit scoring domain, we do not provide a discussion of the test bench-
mark selection component. However, a full overview of the issues affecting credit
scoring data is provided in Section 4.3. The remainder of this section provides an
overview of the first three components, with particular emphasis placed on methods
and measures relevant to this thesis.
2.5.1 Performance Measures
This section describes metrics that are often used to evaluate the performance of a
classifier. In this thesis binary classifier output is represented as: 1 for accepting
(non-defaulter or good) or 0 for rejecting (defaulter or bad) a credit applicant. Many
ranking classifiers produce a numeric score which can be binarised by the use of a
threshold. This section begins with what a confusion matrix is and then continues
by describing performance measures derived from the confusion matrix.
2.5.1.1 Confusion Matrix
The decision made by a classifier can be represented in a structure known as a
confusion matrix (or contingency table). For binary classification, the confusion
matrix is a 2 x 2 matrix with the two classes, commonly referred to as the positive
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and negative class. The confusion matrix has four categories:
 true positive (TP) are positive instances correctly classified as positive;
 false negative (FN) corresponds to instances classified as negative but are
actually positive;
 true negative (TN) refers to negative instances correctly classified as negative;
and
 false positive (FP) are negative instances incorrectly classified as positive.
Table 2.1 displays how a confusion matrix can be presented.
Table 2.1: Confusion matrix for binary classification
TP FN Ap
FP TN An
Pp Pn
The acronyms in Table 2.1 are:
 Ap: actual positive class total (TP + FN)
 An: actual negative class total (TN + FP)
 Pp: predicted positive class total (TP + FP)
 Pn: predicted negative class total (TN + FN)
Given the numbers from the confusion matrix, several performance measures
can be calculated, such as sensitivity (Equation 2.19), specificity (Equation 2.20),
the false positive rate (Equation 2.21), the false negative rate (Equation 2.22), the
class accuracy (Equation 2.23), the average class accuracy (Equation 2.24), and the
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harmonic mean (Equation 2.25). Sensitivity, also known as the true positive rate
(TPR), measures the proportion of positive (non-default) examples that are pre-
dicted to be positive. Specificity, also known as true negative rate (TNR), measures
the proportion of negative (default) examples that are predicted to be negative.
The false positive rate (FPR) measures the proportion of negative examples that
are misclassified as positive. The false negative rate (FNR) measures the proportion
of positive examples that are misclassified as negative. Class accuracy measures the
fraction of correctly classified examples. The average class accuracy is calculated
as the mean of the sensitivity and specificity. The harmonic mean provides a suit-
able composite measure of sensitivity and specificity and is calculated as shown in
Equation 2.25.
Sensitivity =
TP
TP + FN
(2.19)
Specificity =
TN
TN + FP
(2.20)
FPR = 1− Specificity = FP
FP + TN
(2.21)
FNR = 1− Sensitivity = FN
FN + TP
(2.22)
Class Accuracy =
TP + TN
TP + TN + FP + FN
(2.23)
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Average Class Accuracy =
TPR + TNR
2
=
Sensitivity + Specificity
2
(2.24)
Harmonic Mean =
2 ∗ Sensitivity ∗ Specificity
Sensitivity + Specificity
(2.25)
Some studies, (e.g. Lessmann et al., 2008), refrain from selecting a classification
threshold contending that studies comparing the same classifiers and datasets could
easily come to different conclusions as a result of employing different methods for
determining classification thresholds. In this thesis we address this issue by clearly
defining the average class accuracy and harmonic mean. Both measures assume
equal misclassification costs for both false positive and false negative predictions.
This may be a problem if we consider that one type of classification error may be a
lot more costly than the other. However, in the absence of available cost matrices the
average class accuracy and harmonic mean are the most appropriate performance
criteria as a means of assessing the accuracy of a classifier at a specific threshold.
The confusion matrix measures classifier performance at a specific threshold,
by way of extension, graphical analysis methods and their associated performance
measures are used to measure classifier performance over a range of threshold values.
Two such methods, the receiver operating characteristic curve and the H measure,
are discussed below.
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Figure 2.3: Example of a classifier’s ROC curve, as represented by the blue line.
The y-axis represents the TPR and the x-axis represents the FPR. Conversely, the
y-axis can represent the FNR and the x-axis the TNR.
2.5.1.2 Receiver Operating Characteristic Curve
A receiver operating characteristic (ROC) curve is a plot which displays how the
number of correctly classified positive instances varies with the number of incorrectly
classified negative instances. Figure 2.3 illustrates the false positive rate on the x-
axis against the true positive rate on the y-axis. Each point on the ROC curve
represents a classification threshold θ ∈ [0, 1] that corresponds to particular values
of the false positive rate, and true positive rate. In Figure 2.3 an operating point has
been selected from which a confusion matrix and associated performance measures
can then be calculated.
The ROC space is a unit square as it holds that 0 ≤ TPR ≤ 1 and 0 ≤ FPR
≤ 1. The point (0,0) represents a trivial classifier that classifies all instances as
negative. Likewise, the point (1,1) classifies all instances as positive. The diagonal
connecting both these points [(0,0),(1,1)] has TPR = FPR. Any classifier falling
along this diagonal line is considered a random classifier as they randomly classify
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instances as positive and negative. The point (0,1) represents the perfect classifier
as it correctly classifies all instances.
A ROC curve is, essentially, a compilation of confusion matrices over the varying
classification thresholds of a classifier. The finite number of instances in a dataset
imposes an upper bound on the number of points used to plot the ROC curve. A
step function at each point in the ROC space is obtained by varying the classification
threshold results. The ROC curve is then plotted by extrapolation over this set of
finite points.
To compare the ROC curves of different classifiers, one often calculates the sum-
mary statistic area under the ROC curve (abbreviated as AUC) (Bradley, 1997;
Hanley & McNeil, 1982). The AUC of a classifier is equivalent to the probabil-
ity that the classifier will rank a randomly chosen positive instance higher than a
randomly chosen negative instance (Fawcett, 2006). In Figure 2.3 the AUC is repre-
sented by the area beneath the blue ROC curve. For perfect classification this value
will be 1, for a classifier which has purely random classification the AUC is 0.5.
A commonly used measure in credit scoring is the Gini coefficient (see Hand,
2005) which corresponds to twice the area between the ROC curve and the diagonal,
or:
GINI = 2 ∗AUC − 1 (2.26)
The AUC and Gini measure performance over all classification thresholds, this
may be misleading when we are interested in classifier performance over a narrow
range of classification thresholds. Using the ROC plots would give more information,
however ROC curves may overlap leading to confusion when selecting the most
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suitable classifier.
Finally, another evaluation measured frequently used in credit scoring is the the
Kolmogorov–Smirnov (KS) statistic, which provides a single value that ranges from
0 to 1. The KS statistic measures the maximum difference between the cumulative
distribution functions of the predicted probabilities of the good class and the bad
class (Seliya et al., 2009).
2.5.1.3 H Measure
The Gini coefficient and the AUC are commonly used in credit scoring to estimate
the performance of classification algorithms in the absence of information on the cost
of different error types. Hand (2009), however, demonstrates how these measures
actually use costs derived from the data used and suggests that their application may
produce misleading results about classification performance. For example, the AUC
uses a probability distribution of the likely cost values that depend on the actual
score distributions of the classifier. As a result the probability distribution of the
likely cost values will vary from classifier to classifier, as per the score distribution.
This prevents different classifiers from being compared in an equal manner.
As an alternative, Hand proposes the H measure (Hand, 2009) that uses a prob-
ability distribution of the likely cost values that is independent of the data. This
Beta distribution (see Hand, 2009) contains two parameters, α and β, that can in-
crease the probability on certain ranges of the cost believed to be more likely. It is
recommended that for situations when nothing is known about the costs then a Beta
distribution with α = 2 and β = 2 should be used. Normally, H measure values
range from zero for models which randomly assign class labels, to one for models
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which obtain perfect classification. In this thesis we adopt the recommended α and
β settings so as to allow for universally comparable results.
Cost curves [for a detailed discussion see Drummond & Holte (2000, 2006)] are
a graphical technique for visualising classifier performance over a range of class
distributions. Flach et al. (2011) argue that the H measure is a linear transformation
of the area under the cost curve, with a number of minor variations, e.g. using a Beta
distribution instead of the uniform distribution for costs. These minor variations
appear to be “no more strongly justified” than the area under the cost curve.
2.5.2 Error Estimation
After an appropriate performance measure is selected, the next step is to test the
classification algorithm. If the data used to test a classification algorithm is not
representative of the actual distribution then any experimental results may lead
to unwarranted and unverified conclusions. The purpose of an error estimation
technique is to generate as unbiased an estimate of the chosen performance measure
as possible. Broadly speaking, error estimation techniques can be split into three
separate approaches (Japkowicz & Shah, 2011): (i) resubstitution; (ii) hold-out; and
(iii) resampling.
The resubstitution error estimate is obtained by using the same dataset to con-
struct a classifier and also to assess its performance (Kim, 2009). This approach
is feasible when the entire population or a highly representative sample thereof is
available. Thus, leading to a convergence towards the true error rate, as the number
of instances used to construct and test the classifier increases.
Using the hold-out approach one randomly splits the dataset into a training set
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and test set. As its input, the learning algorithm uses the labelled instances of
the training set and outputs a classifier. The classifier is then presented with the
unlabelled instances of the withheld test set. The classifier predicts the labels for
each of these instances and the estimate of the error rate is obtained. Typically,
this procedure is repeated many times, with the average of the estimated error rate
called the repeated hold-out estimate. Often a portion of the training set is set aside
for tuning the parameters of the classifier. An advantage of the hold-out approach
is the independence of the test set from the training set.
Resampling error estimation methods are used when it is necessary to obtain a
sufficiently large enough dataset capable of supporting reliable error estimates. One
such frequently used method is k-fold cross validation (CV), which partitions the
dataset into k-subsets of equal size. At each turn, as per the hold-out approach, one
set is used for testing and the remainder for training the learning algorithm. The
error estimation is averaged over every partition made.
2.5.3 Statistical Significance Testing
Statistical significance testing is used in scientific research to determine whether the
performance difference between classification algorithms are attributable to real fac-
tors or apparent factors which are caused by uncontrolled variability of any sort. For
example, Brown & Mues (2012) performed a comparison of classification algorithms
for imbalanced credit scoring datasets by using a set of designed significance tests.
Demsˇar (2006) recommends a set of non-parametric statistical tests that can be used
for comparing the performance of two or more of classifiers over multiple datasets.
Namely, the Wilcoxon signed-rank test (Wilcoxon, 1945) when comparing two clas-
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sifiers and the Friedman test (Friedman, 1937) when more than two classifiers are
compared over multiple datasets. Extensions to Demsˇar (2006) guidelines and rec-
ommendations are provided by Garcıa & Herrera (2008) and Garc´ıa et al. (2010),
including advanced alternatives to the Friedman test. Rather than have classifier
performance ranked separately for each dataset, the Friedman aligned ranks test
(Hodges & Lehmann, 1962) [or its alternative the Kruskal-Wallis one-way analysis
of variance by ranks test (Kruskal & Wallis, 1952)] compare classifier performance
among all the datasets of interest.
2.6 Conclusion
In this chapter we outlined the principle concepts and approaches to classification
problems. Classification is an important research area in the field of machine learn-
ing. The goal of classification is to assign class labels to a set of objects described
by a collection of features. In supervised learning, classification is performed by
constructing a model using a training dataset of labelled examples. Numerous su-
pervised learning algorithms exist with which to perform classification. These tech-
niques span from well established methods, such as logistic regression and linear
discriminant analysis, up to more recent approaches, such as SVMs. Other popular
approaches that appear in the credit scoring literature include linear and quadratic
Bayes normal, na¨ıve Bayes, neural networks, and k-nearest neighbour.
Most supervised classification algorithms assume a balanced distribution of class
labels from which they attempt to maximise the overall class accuracy during the
training process. When the class distributions are imbalanced such algorithms often
49
misclassify examples of the minority class. A number of solutions, categorised at
the data-level and algorithmic-level, have been proposed. Adjusting the threshold
on classifier output is perhaps the simplest. Another approach is to balance the
dataset by resampling the data, e.g. oversampling. For the more extreme cases
of class imbalance (i.e. data rarity), a form of semi-supervised learning, one-class
classification, is recommended.
Although semi-supervised learning techniques normally use both labelled and
unlabelled data during the training process, OCC uses only labelled examples. OCC
techniques have been successfully applied to a number of classification problems
such as fault detection, fraud detection, and identity verification. All OCC methods
share two common elements: a measure of the proximity of an object, z, to the
target data; and a threshold, θ, to which the proximity measure is compared. A
collection of OCC algorithms were described, ranging from the relatively straight
forward Gaussian approach to the computationally intensive SVDD technique.
Finally, measures to evaluate the performance of classification techniques were
detailed. These include measures derived from the confusion matrix, AUC, and
the H measure. Approaches used to generate an unbiased estimate of the selected
performance measure, along with statistical tests to determine the significance of
classifier performance were also detailed.
The next chapter gives a literature review on credit scorecards.
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Chapter 3
Credit Scoring
As discussed in Chapter 2, the goal of classification is to correctly assign class labels
to previously unseen instances of a dataset. For financial institutions, classification
systems, in the form of credit scoring, are used on a daily basis to assess the credit
risks associated with lending to a customer. In credit scoring, a customer’s credit-
worthiness describes their ability and willingness to repay a financial obligation (e.g.
a loan). Credit risk is defined as the risk of loss arising due to any real or perceived
change in a customer’s creditworthiness (Anderson, 2007). In this thesis we use the
term credit scoring to describe the set of decision models and techniques used by
lenders to rank and assess the credit risk presented by different customers. The ob-
jective of credit scoring is to assign both existing and prospective customers to one
of two groups: good or bad. A member of the good group is considered likely to repay
their financial obligation. A member of the bad group is considered likely to default
on their financial obligation. Generally, credit scoring models are categorised into
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two different types, application scoring and behavioural scoring. Application scoring
attempts to predict a customer’s default risk at the time an application for credit
is made, based on information such as applicant demographics and credit bureau
records. Behavioural scoring assesses the risk of existing customers based on their
recent accounting transactions.
This chapter examines credit scoring for loans to households and individuals
(i.e. retail loans) and describes the credit scoring development process, previously
introduced in Section 1.2. The rest of this chapter is organised as follows. Section
3.1 presents a brief overview of the requirement for credit scoring. Section 3.2 begins
with a description of credit scorecards (a decision making tool used to accomplish
credit scoring) and then describes the development process used to construct a
credit scorecard. The two main stages in the development process are (i) dataset
construction and (ii) modelling which are described in Section 3.2.1 and Section
3.2.2, respectively. Finally, a conclusion is provided in Section 3.3.
Other good, detailed discussions on credit scoring can be found in research arti-
cles by Thomas et al. (2005), Crook et al. (2007), Thomas (2009b), and Van Gool
et al. (2011); and books by Mays (2004), Anderson (2007), Thomas (2009a), van
Gestel & Baesens (2009).
3.1 Background
In retail banking, prior to the use of automated credit scoring systems, the credit
risk of an applicant was evaluated in a subjective manner based upon underwriters’
experiences. Typically, information on the customer was obtained through personal
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relationships between the customer and staff at the lender, which curtailed the
movement of customers between lenders (Anderson, 2007). Lending was often a
judgemental process where an underwriter (typically the bank manager) assessed
applications based on criteria known as the 5Cs:
i. Character - is the applicant or any of their family known to the organisation?;
ii. Capital - how much of a deposit is the applicant offering and what is the loan
amount being requested?;
iii. Collateral - what security is the applicant offering?;
iv. Capacity - what is the repaying ability of the applicant?;
v. Condition - what are the general conditions of the economy at present?
Obviously, such a process had a number of shortcomings, particularly with re-
spect to the consistency and reliability - to put it in a word, quality - of credit
granting decisions. Hand (2001) has listed the following key shortcomings: (i) such
decisions were undoubtedly affected by the day-to-day changes in the bank man-
ager’s mood; (ii) decisions were not always replicable as different managers did not
always make the same decisions; (iii) there was no universal formalisation of the de-
cision making process, often making it difficult to teach; and (iv) the human-based
judgement approach could only handle a limited number of applications, resulting
in lost revenue.
Lending to consumers, however, increased dramatically in the second half of
the twentieth century (Thomas et al., 2002). Figure 3.1 illustrates the change in
the amount of consumer credit owed to financial institutions in the United States of
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America (USA) between 1960 and the first six months of 2012. With the introduction
and subsequent popularity of credit cards (first issued in the USA in 1958 and then in
the United Kingdom in 1966), consumer demand necessitated the development and
growth of objective methods capable of automating the lending decision (Thomas,
2009b). During this period, beginning with the USA, demand for mortgage products
also increased. This demand originated from homeownership policies promoted by
successive American governments after the Great Depression of the 1930s, e.g. the
formation of the Federal National Mortgage Association (or Fannie Mae) as part of
President F.D. Roosevelt’s “New Deal” (see Romasco, 1983) policies. Motivations
arising from a fear of both communism and labour unrest, ensured that “stable
housing was intrinsically linked to the maintenance of a loyal citizenry” [(Wright,
1983) in (Shlay, 2006)]. Indeed, by the 1950s homeownership was identified with the
American Dream to the extent that it is now symbolically equivalent to citizenship
(Shlay, 2006).
Along with the increase in public demand for credit products, regulatory changes
also helped to advance the credit scoring cause. In the interests of fairness and
equality, the United States Congress demanded that the decision-making in credit
granting be made transparent. The Equal Credit Opportunity Act (ECOA), first
enacted in 1974 in the US, and subsequent amendments helped to strengthen the
requirement for credit scoring. The ECOA prohibits a creditor from discriminating
against an applicant on the basis of certain prohibited individual details (e.g. race,
colour, or religion).
Statistically developed credit scoring systems were proposed as a means to al-
low creditors to adhere to their regulatory requirements. The US Federal Reserve’s
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Figure 3.1: Total consumer credit owned and securitised (seasonally adjusted).
Source: Federal Reserve Board
Regulation B1 (Section 202.2), which implements ECOA, stipulates that such credit
scoring systems must be, amongst other things: (i) “based on data that are derived
from an empirical comparison of sample groups or the population of creditworthy
and noncreditworthy applicants who applied for credit within a reasonable preceding
period of time;”; and (ii) “Developed and validated using accepted statistical princi-
ples and methodology”. Although creditors forgo some discretion in their lending,
credit scoring systems offer lenders a transparent solution that satisfies the require-
ments of the ECOA, as they provide a clear explanation to credit applicants when
a loan is denied.
Computers provided the necessary means to implement such automated proce-
dures (Hand, 2001). Compared with judgemental schemes, this then resulted in
1http://www.federalreserve.gov/bankinforeg/reglisting.htm
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retail banks reporting substantial reductions in (i) the cost of credit evaluations,
and (ii) loan losses caused by customer defaults [(Greenspan, 2002) in (Mays, 2004,
pp.4)]. In the 1980s with improvements in computational power (e.g. cost, speed,
and storage capacity) retail banks began to use statistical methods to monitor, mea-
sure, detect, predict, and understand many aspects of customer behaviour (Hand,
2001). Gradually this led to the development of techniques estimating, amongst
other things (Hand, 2001; Thomas, 2009a): (i) the risk of default - measuring the
risk of a customer defaulting on a particular product (product default scoring) or
for any product (customer default scoring) (Hand & Henley, 1997); (ii) fraud detec-
tion - techniques that can detect fraud as soon as possible (Phua et al., 2010); (iii)
response to advertisement campaigns - will the customer respond to a direct mailing
of a new product? (Lee & Cho, 2007); (iv) customer retention - will the customer
keep using the product after the expiry of the initial trial period? (Zhao et al.,
2005); (v) attrition - will the customer change to another lender? (Thomas, 2001);
(vi) product usage - will the customer use a certain product, and if so, to what
intensity? (Haenlein et al., 2007); and (vii) profit scoring - techniques to measure
the profitability of a customer on a single product (product profit scoring), and over
all products (customer profit scoring). Product default scoring is regarded as the
original application of credit scoring (Thomas, 2009a). Credit scoring, as previously
mentioned in Section 1.2, remains one of the most popular application fields for both
data mining and operational research techniques (Baesens et al., 2009).
Typically, a credit scoring system is implemented using a credit scorecard. The
scorecard assigns points, mechanically, to key customer characteristics and aspects
of the transaction in order to derive a numeric value which represents the risk that
56
a customer, relative to other customers, will default on their financial obligation.
Credit scoring systems are not perfect and can only estimate credit risk based
on past, not future, performance. Every year, due to the failure of credit scoring
systems to identify individuals who subsequently default on their loan obligation,
a significant portion of customer debt goes unpaid (Finlay, 2011). Frequently, the
cause of this can be attributed to unforeseen circumstances such as: (i) fraud; (ii)
divorce; (iii) financial naivety - lack of financial acumen; and (iv) debt through the
loss of income. The delinquency rate (i.e. customers not current with their loan
repayments) for residential loans in the United States is displayed in Figure 3.2. As
a consequence, there is considerable interest in improving credit scoring systems to
discern between profitable and unprofitable customers on the basis of their future
repayment behaviour (Finlay, 2011). Amongst practitioners and researchers alike,
it is widely accepted that even a small improvement in the assessment of customers’
credit risk can result in significant financial savings (Hand & Henley, 1997).
3.1.1 The Basel II Capital Accord
Along with the financial savings afforded by credit scoring there are also regulatory
issues to adhere to. In some countries, a central bank is responsible for bank super-
vision, while other countries have separate —and sometimes multiple —regulatory
bodies for bank supervision (Mosley & Singer, 2009). The Bank for International
Settlements is an international organisation tasked with promoting international
monetary and financial co-operation between central banks. The Basel Committee
on Banking Supervision (BCBS) is a subcommittee of the BIS charged with the re-
sponsibility for developing guidelines and recommendations on banking regulations
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Figure 3.2: Delinquency rate on all real estate loans, all banks, seasonally adjusted.
Source: Federal Reserve Board
applicable to all member states.
Through the evolution of the Basel Capital Accord (BCBS, 1998; BCBS, 2005a;
BCBS, 2010), the BCBS specify an international standard for banks to employ when
calculating the necessary amount of capital required to offset potential losses aris-
ing from financial and operational risks (i.e. the amount of cash and liquid assets
banks must set aside to cover unexpected losses). The first set of proposals, Basel I,
developed a set of uniform standards on the level of regulatory capital, and focused
principally on credit risk (Wims et al., 2011). Basel I was first published in 1988
and implemented in twelve countries by 1992. It eventually gained universal accep-
tance as compliant banks received an improved credit rating and lower funding costs
(Anderson, 2007). The Basel I regulatory capital calculation uses a straightforward
set of rules that assign risk weights to a given asset or loan class. Basel I uses four
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broad asset types (sovereign, bank, corporate, and individual) which have different
risk weights attached to them. Four basic risk weights were defined, along with an
additional category whose weighting is at the discretion of the national regulator,
including: (i) 0%, e.g. sovereign debt; (ii) 20%, e.g. debt from other banks or public
sector institutions; (iii) 50%, e.g. residential property loans; (iv) 100%, e.g. loans
to private sector companies; and (v) 0%, 10%, 20%, or 50% at regulator’s discretion
(BCBS, 1998). After applying the risk weights to each asset class, the total lending
of the asset classes is calculated to provide the sum of risk weighted assets (RWA).
The required capital ratio is set at a minimum of 8% of the RWA.
A common criticism of Basel I is that it lacked risk sensitivities, affording banks
too much flexibility in controlling their RWA via regulatory arbitrage. Holman (2010)
defines regulatory arbitrage as an activity where “a bank exploits the difference
between its actual risk level and that implied by its regulatory position”. This practise
was performed using complex and opaque financial innovations [e.g. securitisation
and credit derivatives (see Kolb & Overdahl, 2009)] which allowed banks to reduce
their minimum capital requirements without actually reducing the risk involved.
In response to this and other criticisms of Basel I (see Balin, 2008), the Basel II
standard then began to evolve from 1999 until the publication of its framework in
mid-2004.
Basel II is based upon three mutually reinforcing pillars:
i. Minimum capital requirements
ii. Supervisory review process
iii. Market discipline
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The first pillar, minimum capital requirements, describes the methodologies used for
calculating and reporting the minimum regulatory capital requirements for credit
risk, market risk, and operational risk. The second pillar, supervisory review process,
provides guidelines for the supervisory review of the capital adequacy and internal
risk assessment processes stipulated in Pillar 1 (van Gestel & Baesens, 2009). The
supervisory review process pillar addresses the development and improvement of risk
management techniques used to monitor and manage banks’ risks. The third pillar,
market discipline, attempts to harnesses market discipline to motivate prudent self-
regulation by enhancing the degree of transparency in banks’ public reporting. As
Pillar 1 addresses credit risk, it will be described in further detail in the remainder
of this section.
In Pillar 1, the calculation of the minimum capital requirements for credit risk
can be performed using methodologies from a continuum of increasing sophistication
and risk sensitivity:
 Standardised approach
 Internal Ratings-Based (IRB) approach
– Foundation approach
– Advanced approach
Under the standardised approach banks use ratings provided by external credit
ratings agencies to quantify the capital requirements for credit risk. Similar to the
Basel I framework, the standardised approach uses a risk weighting approach. For
increased risk sensitivity, a more detailed classification of the asset classes is defined.
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Through the incentive of lower capital reserve holdings, the IRB approaches
encourage banks to develop their own internal risk ratings which are capable of
measuring banks’ actual credit risk. In the IRB approach, both the foundation and
advanced approaches are based on four key components:
 Probability of default (PD) is the likelihood that a default event will occur.
PD is used as a measure of the borrower’s ability and willingness to repay a
loan.
 Loss given default (LGD) is defined as the expected economic loss incurred in
the case of borrower default. LGD is typically expressed as a percentage of
exposure outstanding at the time of default. In the case of no loss, the LGD
is equal to zero. Should the bank lose the full exposure amount, the LGD
is equal to 100%. A negative LGD would indicate a profit (e.g. due to paid
penalty fees and interests on arrears). LGD gives rise to the term recovery
rate, which can be expressed as 1–LGD.
 Exposure at default (EAD) is an estimate of the amount owed at default,
e.g. the full loan amount plus accrued interest. For certain products such as
term loans (or balloon loans) the amount is known before hand. For other
products such as revolving credit (e.g. credit cards) the amount varies with
the behaviour of the borrower.
 Effective maturity (M) is the length of time before the loan is paid off in full.
As a general rule, under the foundation approach banks provide their own esti-
mates of PD for each asset class, but use estimates provided by regulators for the
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other relevant risk components. For the advanced approach, banks must calculate
the effective maturity and provide their own estimates of PD, LGD and EAD. How-
ever, it should be stipulated that for retail loans there is no distinction between the
foundation and advanced approach, and banks must provide their own estimates of
PD, LGD, EAD.
At this point it is worthwhile to distinguish between the PD of an individual loan
and the PD of a loan portfolio. The PD of an individual loan can be estimated using
a classification model, such as any of the ones described in Section 2.2. For example,
logistic regression uses the log odds score as a forecast of the PD of individual
borrowers, i.e. ln
(
pg
1− pg
)
. The observed PD is then used to assign the customer
to a particular rating class. By grouping individual loans, whose PDs are similar,
into rating classes an accurate and consistent estimate of the PD of a loan portfolio
can be determined.
A loan portfolio consists of individual loans which are grouped together into ho-
mogeneous pools. Typically, the segmentation of a retail loan portfolio is performed
by, amongst other things: product, acquisition channel, credit score, geographic lo-
cation, or loan-to-value (Breeden et al., 2008). Lenders may segment a portfolio
further by PD bands and, occasionally, LGD bands (i.e. rating class) (Thomas,
2009a). The lender estimates the PD of each rating class, which is the expected
number of defaults divided by the number of customers.
Through the use of loan portfolios lenders can utilise the process of securitisation,
whereby illiquid assets such as mortgages are transformed into marketable securities.
The securities are sold to a third party special purchase vehicle (SPV) who then issue
bonds where the loan repayments are used to cover the repayment of the coupons
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and principal of the bonds. Through securitisation, lenders can reduce the size of
their balance sheet, resulting in lower capital requirements.
The above risk components are used to estimate the expected loss (EL) for each
loan portfolio. The EL is a measurement of loss that is anticipated within a one-year
period, and is defined as:
EL = PD ∗ LGD ∗ EAD (3.1)
For example, for a given portfolio, if PD = 2.5%, LGD = 33%, EAD =
e3, 000, 000, then EL = e24, 750. Expected loss can also be measured as a per-
centage of EAD:
EL% = PD ∗ LGD (3.2)
From the previous example, the expected loss as a percentage of EAD would be
0.825% (2.5% * 33%).
After deficiencies in Basel II were exposed by the 2008 financial crisis [e.g. in-
sufficient capital requirements, the excessive use of ratings agencies (Wahlstro¨m,
2009)], a further revision (Basel III) of the framework was initiated and implemen-
tation of the guidelines and recommendations is expected to begin in early 2013.
Basel III extends the existing work in Basel II by strengthening capital requirements
and introducing requirements on bank liquidity and leverage. As a result, financial
institutions must maintain higher capital buffers in order that they are less crisis
prone and in need of government bailouts.
To summarise, under the Basel II Capital Accord (BCBS, 2005a), using the
internal ratings-based approach, banks can calculate their capital requirements by
using their internal data to construct credit risk models. As a consequence of this
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approach greater emphasis is placed on an accurate estimation of customers’ prob-
ability of default (PD) rather than the ability to correctly rank customers based
on their default risk (Malik & Thomas, 2009). The PD is the “central measurable
concept on which the IRB approach is built” (BCBS, 2001). PD also has to be pre-
dicted not just at an individual level but also for segments of the loan portfolio. A
loan portfolio consists of loans segmented into rating bands and the PD is estimated
for the customers in each band. Modelling the PD at the loan level is essentially a
discrimination problem (good or bad), consequently one may resort to the numer-
ous classification techniques that have been suggested in the literature (e.g. Section
2.2). Many of these classification models are derived from statistical methods, non-
parametric methods, and artificial intelligence approaches. By estimating the PD
at the account level, and subsequently at the portfolio level, lenders can estimate
the loss (or the credit risk) associated with a particular loan portfolio.
The purpose of this section has been to introduce retail credit risk by describing
the key drivers behind its establishment and tremendous growth over the second half
of the twentieth century. The next section discusses the various stages in developing
credit scorecards, which are used to assess the creditworthiness of a customer.
3.2 Credit Scorecards
In its simplest form, a credit scorecard consists of a group of features statistically
determined to be predictive in establishing the creditworthiness of a customer (Sid-
diqi, 2005). The purpose of a credit scorecard is to allow banks to use a structured,
transparent, and easy to interpret format with which to assess customers’ credit-
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worthiness. An example of an application scorecard is displayed in Table 3.1. The
table is comprised of features and their attributes. A feature describes a particular
characteristic of the borrower or loan and can be selected from any of the sources
of data available to the lender (Siddiqi, 2005). Features which are considered, by
statistical means or otherwise, to be predictive of customers’ good/bad status are
included in the scorecard. Typically, a feature is specified by a group of one or more
attributes. An attribute is a member of a set of mutually exclusive values or a range
of non-overlapping numbers that the feature can take on. For each attribute, the
scorecard assigns a number of points which contribute to an overall credit score.
The points assigned to an attribute is based on the analysis of historical data, which
involves various factors such as the predictive strength of the feature, the correlation
between features, as well as operational considerations (Siddiqi, 2005). The higher
the score, the lower the risk of defaulting on a financial obligation.
Table 3.1 includes an example showing how a credit score for a loan applicant,
X, would be calculated. The applicant who is 34 years of age, an existing customer
with the bank, with a credit card limit of e3,500, 4 years in their current job and
is not self-employed, earns a gross monthly income of e3,750, and lives in rented
accommodation. Based on this data, the applicant is assigned a credit score of
355 points from a maximum of 443. Lenders look at the score for each applicant
and make a decision, based on a cut-off score, as to whether or not to approve the
loan. Selecting an appropriate cut-off score is a strategic decision for management
involving a trade-off between: (i) expected risk (i.e. predicted bad rate) and return
(profit); and (ii) profit and volume (or market share) (Thomas, 2009a).
Although there are a variety of ways a scorecard can be developed, the standard
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Table 3.1: Application scorecard with a credit score for applicant X
Feature Attribute Points
Attribute value Points for
for applicant X applicant X
Age < 25 69
25 - 29 77
30 - 34 84 34 84
35 - 41 93
42 - 50 104
50+ 110
Bank Customer Yes 29 Yes 29
No 20
Credit limit on credit card Blank 60
< 2,000 55
2,000 - 3,750 59 3,500 59
3,751 - 6,000 64
6,001 - 10,000 71
> 10,000 74
Years at current job < 1 20
1 - 3 24
4 - 6 29 4 29
7+ 36
Accommodation Status Own 42
Rent 28 Rent 28
Parents 32
Other 34
Self-employed Yes 25
No 41 No 41
Gross Monthly Income < 2,500 71
2,500 - 3,150 79
3,151 - 3,850 85 3,750 85
3,851 - 4,350 92
4,351 - 5,100 103
> 5100 111
Score 355
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scorecard development process consists of a number of generic stages identified in
Section 1.2 as: (i) dataset construction; (ii) modelling; and (iii) documentation. A
scorecard development process model is displayed in Figure 3.3. The main tasks
performed when developing application and behavioural scorecards are highlighted
for each of the three stages. During the dataset construction and modelling stages
statistical experts often consult with business experts to assess the consistencies and
the variances between empirical findings and business knowledge and experience. At
the end of each step, expert committee approval (ECA) is required before proceeding
to the next step. The expert committee consists of scorecard developers and business
experts who meet to review the progress of the development project and determine
whether any previous work requires refinement.
Scorecard development is an iterative process and the resultant scorecard must
satisfy a number of performance criteria, including (van Gestel & Baesens, 2009):
 Stability - The scorecard attributes should be estimated from a sufficiently
sized dataset that covers a suitable historical period.
 Discriminative - The scorecard is expected to distinguish between the goods
and bads.
 Interpretable - The output of the scorecard should be understandable and
explainable to non-experts.
 Not overly complex - The scorecard should not over-rely on any single feature
or consist of too many features.
 Conservative - Basel II requires an estimation of, amongst other things, the
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Figure 3.3: A process model for developing a credit scorecard, E.C.A. = expert
committee approval. Note: Reject inference is performed during application scoring,
but not during behavioural scoring. Based on van Gestel & Baesens (2009).
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probability of default of a loan portfolio in order to calculate the amount of
capital to set aside to cover losses. Regulatory bodies suggest overestimating
this measure to cover downturns in the economy.
 Robust - The scorecard should not exhibit any unnecessary volatility over the
economic cycle (i.e. through-the-cycle).
There is no definitive quantitative framework available to ensure that the cri-
terion are satisfied. The decision making process of each financial organisation
varies on account of a range of factors such as the available resources and cor-
porate/regional culture. Although regulatory measures such as the Basel Accords
provide guidelines, ultimately, a fusion of statistical, legal, information technology,
customer, business, and planning expertise is required.
As highlighted previously in Section 1.2, scorecard development relies on suc-
cessful completion of each of the three stages outlined in Figure 3.3. Of particular
interest to this research are the dataset construction, and modelling stages. The
documentation stage will not be further investigated in this work. This is not to
dismiss it as irrelevant as it is important to record the details of information used,
assumptions made, and specifications used for implementation. The rest of this
section examines the different tasks performed during the dataset construction and
modelling stages.
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3.2.1 Dataset Construction
Practitioners often cite the steps performed during this stage as the most time-
consuming activities performed during the construction of credit scorecards1. The
main steps performed when creating a dataset with which to construct a scorecard
are described hereafter.
3.2.1.1 Data Quality
How successful a scorecard is at discriminating between between good and bad ap-
plicants depends largely on the data used during the scorecard development stage.
The first issue that needs to be addressed is the quality of data available. In the
literature data quality is defined by many characteristics, including accuracy, com-
pleteness, and consistency (see Baesens et al., 2009; Lindsay et al., 2010). Data
accuracy relates to the degree of precision of measurements of a feature to its true
value (Baesens et al., 2009). Common examples listed among the typical causes of
poor data accuracy are user input errors and errors in software. Data completeness
refers to the extent to which values are missing in the data (Parker et al., 2006).
Data consistency relates to situations in which multiple data sources are used and
due to a lack of standardisation, two or more data items may conflict with each
other. Although there are various methods used to handle missing or incomplete
data (see Florez-Lopez, 2009), the simplest approach is to remove the affected entries
from the dataset.
1For example see http://www.kdnuggets.com/polls/2003/data_preparation.htm
70
3.2.1.2 Data Quantity
To ensure the construction of a high quality and robust scorecard a sufficient quan-
tity of customer data is required. During this step data sources are identified and
guidelines are established as to how the data may be procured. The amount of
data necessary depends on the objective of the scorecard and the properties of the
data with respect to the scorecard objective. Traditionally, in application scoring,
industry experts recommended using 1,500 instances of each class [(see Anderson,
2007; Lewis, 1992; Siddiqi, 2005)]. Where reject inference (see Section 3.2.2.3) is
performed, an additional 1,500 rejected applicants were required.
Anderson (2007) attributes these numbers to the 1960s, an era when computa-
tional power was limited and the collection of data was more costly. Today, these
quantities are still largely used, and for many practitioners the validity of the rec-
ommendations is based on the understanding that the composition of credit scoring
datasets is homogeneous across lenders and regions (Crone & Finlay, 2012). For
example, consider the different sources of credit scoring data:
 Internal - This type of data details past customer dealings and other account
behaviour. Account balance, years as customer, and existing loans with the
bank are examples of customer account information that is stored internally
by the bank.
 External - This type of data is obtained from application forms and financial
statements. Examples of such information include: number of dependants,
number of years at current address, and income.
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 Bureau - This relates to data held by credit bureau and court records. Credit
bureaus are institutions that collect data on the performance of loans granted
by different lenders. Some credit bureaus also detail the number of loan ap-
plications that were submitted during the last 12 months.
To capture this data the majority of lenders ask similar questions and use stan-
dardised industry data sources supplied by credit bureaus, resulting in features and
properties that are broadly similar (Crone & Finlay, 2012). Another reason for
such recommended sample sizes can be attributed to the fact that they are suffi-
ciently large to exhibit the same properties as the population of interest. Finally,
the dataset should contain enough instances to restrict the occurrence of correlated
variables which can result in over-fitting of the scorecard model.
3.2.1.3 Sampling Period
As mentioned previously, credit scorecards are built using historical data. Although
past performance does not guarantee future performance, in credit scoring, history
is a reliable indicator. To generate application scoring training datasets a snapshot
of each customer is taken at two different points in time (Martens et al., 2010).
The first occurs at the beginning of the loan when the customers’ characteristics
are recorded. The second occurs sometime later at the default observation point,
at which point the customer is classified as either good or bad. The period of time
between the two snapshots is commonly referred to as the outcome window. During
this step the size of the outcome window is specified, based on the business objectives
of the scorecard. For example, a short outcome window (e.g. 6 months) may be
used when the goal is detect defaulters as soon as they have fallen into arrears
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without accounting for the possibility that the borrowers may recover. In order to
limit the chances of misclassifying a customer and to avoid understating the default
rate lenders must decide on an appropriate length of the outcome window. If the
outcome window is too long there is a possibility that differences may arise between
the sample used during scorecard development and as-yet unseen future samples.
Such differences may arise from changes in macro-economic conditions, company
strategy, and personal circumstances (Hoadley, 2001). If the outcome window is
too short valuable information may be lost, for example, certain default events
may not have occurred. Typically, for mortgages, the outcome window is identified
by plotting the monthly cumulative default rate. The cumulative default rate is
calculated as the total number of borrowers divided by the total number of defaults.
A plateau in the monthly cumulative default rate indicates the maturity of the data
sample. One would expect a plateau in the default rate to occur after three to five
years (Siddiqi, 2005). However it is not uncommon to select an outcome window
prior to this period, provided that the discriminatory power and intuitiveness of the
credit scorecard is not affected.
3.2.1.4 Class Label Definition
How a loan account is defined as bad depends on the objectives of the scoring system
and the financial institution’s view of success or failure (McNab & Wynn, 2000).
Typically, in credit scoring, a loan account is labelled as bad when a default has
occurred. Using the Basel II definition (paragraph 452), a default is considered to
have taken place when either or both of the following criteria are fulfilled:
 the borrower is past due more than 90 days on any material credit obligation
73
to the lender.
 the lender considers that the borrower is unlikely to repay its credit obligations
to the lender in full, without recourse by the lender to actions such as realising
security (if held), e.g. home repossession in the event of loan default
According to Anderson (2007), financial institutions can choose between: (i) a cur-
rent status label definition approach that classifies a customer as either good or bad
based on their account status at the end of the outcome window; and (ii) a worst
status label definition approach which classifies a customer as either good or bad
based on their account status during the outcome window. Commonly, as per Basel
II (BCBS, 2005a), a customer’s 90-days worst status covering a one-year period is
considered an appropriate definition for bad accounts. The current status label def-
inition, however, is often used when managing early-stage delinquencies (Anderson,
2007).
3.2.1.5 Dataset Completion
The final step of the dataset construction stage involves splitting the data into two
portions: the training sample and the testing sample. The training sample is used
to build the scorecard and the testing sample estimates how well the scorecard per-
forms. There are various ways to split the training and testing datasets. Normally,
where there is sufficient data available, scorecard builders opt for the hold-out ap-
proach (see Section 2.5.2) with a 70:30 split between the size of the training and
testing samples (Siddiqi, 2005). In the hold-out approach, a portion of the training
sample, called the validation sample, is set aside for tuning the parameters of the
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underlying scorecard model.
Where there is insufficient data available, standard statistical approaches such as
cross-validation (see Bishop, 2006) and bootstrapping (see Japkowicz & Shah, 2011)
can be used to estimate model parameters without losing too much information
(Thomas, 2009a).
3.2.2 Modelling
After the training and testing datasets have been generated, the scorecard can be
developed in the modelling stage. There are a number of different steps to per-
form during the modelling stage, each of which is described hereafter. Much of the
discussion that follows is based on the assumption (highlighted in Section 2.2.2)
that logistic regression is perhaps the most commonly used algorithm within the
consumer credit scoring industry.
3.2.2.1 Feature Selection
Feature selection is the process of choosing a subset of the full set of features available
for use in a scorecard by eliminating features that are either redundant or possess lit-
tle predictive information. In the literature, the topic of feature selection has been
discussed extensively (see Guyon & Elisseeff, 2003), but briefly, feature selection
techniques are commonly categorised into one of three groups: (i) filter techniques;
(ii) wrapper techniques; and (iii) embedded techniques. Filter techniques assess the
relevance of features using only the intrinsic properties of the data and are inde-
pendent of the classification algorithm. With wrapper techniques various subsets of
features are generated and evaluated using a specific classification algorithm. Wrap-
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per techniques combine a specific classification algorithm with a strategy to search
the space of all feature subsets. In the third category of feature selection techniques,
termed embedded techniques, the feature selection strategy is built into the classifi-
cation algorithm. In this thesis, we restrict the rest of our discussion to commonly
used feature selection techniques employed in credit scoring.
In credit scoring there is usually a large set of candidate features emanating
from the variety of sources used to record customer and macroeconomic environ-
ment characteristics (e.g. see Section 3.2.1.2). A robust scorecard typically uses
between 10 and 20 features (Thomas, 2009a), although Mays (2004) recommends
between 8 and 15. There are a number of valid reasons for performing feature selec-
tion during scorecard construction. Firstly, from a practical perspective, in order to
reduce costs it is important to remove as much irrelevant and redundant information
as possible. Otherwise, staff are paid to analyse and understand additional features
that are effectively redundant when assessing customers’ creditworthiness. Secondly,
identifying predictive features assists in providing clearer insight into, and a better
understanding of, the scorecard. Finally, by applying the principle of Occam’s razor,
a simple scorecard with optimal predictive accuracy is preferable to a more complex
scorecard that includes many unnecessary features. The curse of dimensionality is
the term used when too many irrelevant and redundant features and not enough
instances describe the target population (see Loughrey & Cunningham, 2005). This
can result in over-fitting, whereby the induced model accurately classifies the in-
stances in the training sample, including the noisy ones, but performs poorly when
applied to a previously unseen sample.
Feature selection is affected by the following factors (Mays, 2004; Siddiqi, 2005):
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(i) cost; (ii) legal; (iii) business logic; and (iv) statistical analysis. The cost factors
include the computational and financial costs involved in acquiring the input. The
legal factors relate to the use of features that pose a legal, regulatory, or ethical
concern. Credit scorecard builders must ensure that the features used are compliant
with any of these concerns. The situation will vary from country to country. For
example, in the United Kingdom (UK), Section 29 of The Sex Discrimination Act
1975 prohibits the use of features, such as gender, that are discriminatory in the
granting of credit against members of a protected class of customers. By contrast,
Mwangi & Sichei (2011) illustrate that in Kenya, gender is often used in credit
scoring as it has a direct relationship to credit access.
Using business logic, scorecard builders can justify the inclusion and removal
of certain features. With the expert knowledge acquired from previous scorecard
development projects, practitioners select certain features for inclusion because of
their expected predictive power. For example, a particular feature may reveal cer-
tain idiosyncrasies of a sub-population. Business logic may also be used to judge the
reliability of features. For instance, certain commission-based sales agents may ma-
nipulate unconfirmed data to increase an applicant’s chances of being granted credit.
Business logic can flag feature values considered unusual for an instance belonging
to a certain sub-population. Business logic can also be used to determine the future
stability and availability of features as it is important that features used in the initial
dataset should also be available for future samples. Finally, to avoid the overuse of
ratios business logic should be used to justify their inclusion. Ratios are constructed
by combining existing features, a consequence of which may be an increased inci-
dence of correlated features (Anderson, 2007). When the intercorrelations among
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features are very high, this is likely to cause multicollinearity problems, which can
result in poor scorecard performance on previously unseen data (Diamantopoulos &
Siguaw, 2006).
Statistical analysis is the final factor used in variable selection. Statistical analy-
sis techniques are used to identify highly correlated features which must be removed
in order to determine the true contribution of each feature to the class label. Three
commonly used techniques include [(Morrison, 2004) in (Leung Kan Hing, 2008)]:
 Correlation-based feature selection (CFS)
 Stepwise procedures
 Factor analysis
Correlation-based feature selection: CFS methods are an example of fil-
ter feature selection techniques. Two straightforward CFS methods often used in
conjunction with each other are bivariate and pairwise correlation. Bivariate corre-
lation measures the relationship between each feature and the class label. Pairwise
correlation measures the relationship between each of the features. A correlation
matrix, similar to Table 3.2, is constructed containing both the bivariate and pair-
wise correlations. A pairwise correlation threshold (e.g. 0.70) is used to identify
candidate features for removal. For features whose pairwise correlation is above the
correlation threshold (e.g. Expenses and Income in Table 3.2), the feature with
the lowest bivariate correlation value is removed (i.e. Expenses, 0.12). Although
this technique is easy to implement, computationally fast, and scales easily to high
dimensional data; it does not perform any tests of statistical significance and only
one pair of elements is examined at a time (Leung Kan Hing, 2008). Refer to Atiya
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(2001) for an example of a correlation matrix applied to a bankruptcy prediction
dataset.
Table 3.2: Correlation matrix for bivariate and pairwise correlation. The diagonal
of the matrix has values of 1.00 because a variable always has a perfect correlation
with itself.
Expenses Income Loan Value Class Label
Expenses 1 0.71 0.27 0.12
Income - 1 -0.34 0.56
Loan Value - - 1 0.88
Class Label - - - 1
Stepwise procedures: The second technique, stepwise procedures, is a wrapper
feature selection technique, and consists of iteratively performing linear or logistic
regression on the class label using a subset of the features (Thomas, 2009a). Regres-
sion techniques address a shortcoming with correlation methods by evaluating the
correlation between features collectively, rather than one pair at a time. The objec-
tive of the stepwise procedure is to identify the most parsimonious set of features
that adequately describe the class label (Hosmer & Lemeshow, 2000). Features are
added and (or) removed from the regression model using techniques such as for-
ward selection (see Hocking, 1976), backward elimination (see Myers, 1990), and
forward-backward selection (see Pearce & Ferrier, 2000).
In forward selection, the model initially contains no features, and features are
added incrementally until a final model is obtained. In backward elimination, all
features are included in the initial model, the features are then removed incremen-
tally until a final model is obtained. Forward-backward selection is a combination
of the previous two techniques, in which each forward step is followed, though not
necessarily, by a backward step to remove the least predictive feature(s) in the model.
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Factor analysis: The third statistical analysis technique, factor analysis, is used
to transform a large set of correlated features into a smaller set of latent underlying
factors. The goal of factor analysis is to obtain parsimony by using the fewest possi-
ble uncorrelated features to explain the maximum amount of common variance in a
correlation matrix (Tinsley & Tinsley, 1987). In factor analysis, features are divided
into common factors and unique factors (Diamond & Simon, 1990). A common fac-
tor refers to a latent feature that accounts for variance shared by multiple observed
features. A unique factor refers to a latent feature that accounts for variance of
one of the observed features not shared with any other observed feature. Unique
factors are not related to common factors or to other unique factors. Principal axis
factoring and maximum likelihood are two common methods used to perform factor
analysis.
The obvious advantage of factor analysis is the reduction of the number of fea-
tures by combining multiple features into a single factor. Furthermore, the resulting
factors are uncorrelated features which may account for much of the variability in
the original data (Park et al., 2005). However, in practise, the resulting factors
may not necessarily be completely uncorrelated as this is dependant on the factor
rotation and score extraction methods used. Lastly, the factors maybe be difficult
to interpret in a meaningful way, or conflicting interpretations may arise (Ozkaya &
Siyabi, 2008; Yanovskiy et al., 2007).
Other popular feature selection approaches suggested in the credit scoring liter-
ature include: (i) variable clustering (see Leung Kan Hing, 2008); (ii) partial least
squares (see Yang et al., 2011); (iii) a form of factor analysis called principle compo-
nent analysis (see Canbas et al., 2005; Min & Lee, 2005); (iv) univariate statistical
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analysis such as t-tests (see Huang et al., 2004; Shin et al., 2005); (v) variable
ranking using chi-square statistic, Spearman rank-order correlation, and informa-
tion values (see Section 3.2.2.2); and (vi) statistical learning techniques including,
amongst others, decision trees (see Ratanamahatana & Gunopulos, 2003), genetic
algorithms (Shin & Lee, 2002), and neural networks (see Castellano & Fanelli, 2000).
3.2.2.2 Coarse Classification
After the number of features have been reduced to a manageable level, the next step
is to transform the data into a form appropriate for the scorecard modelling process.
Data transformations are often employed to simplify the structure of the data in a
manner suited to the modelling (Carroll & Ruppert, 1988). The most commonly
used approach in credit scoring is coarse classification. For continuous features,
coarse classification codes values into a small number of categories. Similarly, the
attributes of categorical and ordinal features are often aggregated into a smaller
number of categories. This allows each category of each feature to be treated as a
dummy feature having its own weight in the industry standard logistic regression
model (Hand et al., 2005). In contrast, with a continuous feature, a single regression
coefficient is estimated which may not adequately capture the feature’s non-linear
relationship with the class label.
Coarse classification increases a scorecard’s robustness by reducing the possibil-
ity of over-fitting and creating categories with sufficient numbers of good and bad
observations (Baesens et al., 2009). Another benefit occurs when certain features
exhibit a non-monotonic relationship with the likelihood of default. For example,
consider the feature “time living with parents”. In the USA, anecdotal evidence
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suggests that borrowers over the age of 30 living with their parents are deemed of
having a greater risk of default as it is regarded as the norm to leave home by that
time (Siddiqi, 2005, pp.49). However, if the borrower leaves home at too early an
age (e.g. 18-19 years of age), it may indicate a lack of savings due to paying rent
and other household bills and so increase the risk of default. Coarse classification is
used to accommodate such non-linear relationships by creating several separate cat-
egories, each of which has its own weight in the standard logistic regression model.
Another advantage of using coarse classification is the ability to incorporate missing
values by using a separate category. Similarly, the instabilities caused by outliers
and extreme values can be addressed, in part, by aggregating such values into a sep-
arate category. In the literature coarse classification is also referred to as binning,
grouping and discretisation.
The standard approach to coarse classification is to split each feature into ap-
proximately three to six categories (Hand et al., 2005). The model may become
over-parameterised and unwieldy if more categories are used. Conversely, the model
becomes inflexible when fewer are used. When coarse classifying a categorical fea-
ture, attributes with approximately equal good-to-bad ratios are grouped together
into coarse classes (Thomas, 2009a). Typically with ordinal features, adjacent at-
tributes are banded together. For continuous features, an initial division of the
values into 10-20 categories is performed using the range between minimum and
maximum values (Lin et al., 2011). Similarly to ordinal features, adjacent groups
are then banded together to produce a smaller number of coarse categories with
similar good-to-bad ratios. Regardless of the data type, the literature recommends
that categories are sufficiently large enough to contain at least 5% of the sample
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population (Thomas, 2009a). Anything smaller may lead to unreliable estimates of
scorecard attributes.
Estimating the weight of evidence (WoE) of each category, and fine tuning as
required, is the most commonly applied approach to perform coarse classification in
credit scoring (Thomas, 2009a). The weight of evidence of category i is defined as:
WoE = ln
(
ng (i)
nb (i)
/
Ng
Nb
)
(3.3)
where Ng and Nb are the total number of goods and bads in the data sample. The
number of goods in category i is ng (i), and the number of bads is nb (i). Table
3.3 shows an example of how the WoE of a feature is calculated. To calculate the
WoE of a feature, the observations are grouped into equal sized groups (column 1)
based on their feature values. The log odds of each group is then calculated (column
7). This is the log of the ratio of the number of goods (column 2) to the number
of bads (column 3) for each group. The WoE for each group is then calculated by
subtracting the log odds of each group (column 7) from the log odds of the overall
population (i.e. 4.34). A negative WoE indicates that the particular group is more
likely to default on their loan obligation; a positive WoE indicates the reverse.
The information value (IV) is often used in conjunction with the weight of evi-
dence. The IV indicates the predictive power of a feature and is defined as:
j∑
i=1
(
ng (i)
Ng
− nb (i)
Nb
)
∗WoEi (3.4)
where j is the number of categories. The result for each attribute is known as the
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contribution, which are then summed together to give the IV of a feature. The
IV is also referred to as the Kullback divergence measure, and is used to measure
the difference between two distributions (Anderson, 2007). Based on Table 3.3 to
calculate the IV of a feature, first calculate the percentage of goods (column 4)
and the percentage of bads (column 5) in each group/attribute. Next, calculate
the contribution of a group by multiplying the respective WoE (column 8) by the
difference between the percentage of goods and the percentage of bads (column 6).
Sum the contributions (column 9) together to get the IV of the feature. Generally,
characteristics with an IV greater than 0.3 are considered highly predictive (Mays,
2004). An IV greater than 0.5 may be too predictive and should be investigated
further to avoid over-fitting (Siddiqi, 2005). A IV of less than 0.1 is considered weak
and is a candidate for exclusion from the scorecard (Anderson, 2007).
Table 3.3: Analysis of a grouped feature. G = goods, B = bads.
1 2 3 4 5 6 7 8 9
Group # G # B % G % B % G - % B ln
(
#G
#B
)
WoE IV
1 3,041 24 10.05% 6.08% 3.98% 4.84 0.50 0.0200
2 3,047 18 10.07% 4.56% 5.51% 5.13 0.79 0.0437
3 3,042 23 10.05% 5.82% 4.23% 4.88 0.55 0.0231
4 3,036 29 10.03% 7.34% 2.69% 4.65 0.31 0.0084
5 3,029 36 10.01% 9.11% 0.90% 4.43 0.09 0.0008
6 3,016 49 9.97% 12.41% -2.44% 4.12 -0.22 0.0053
7 3,021 44 9.99% 11.14% -1.15% 4.23 -0.11 0.0013
8 3,013 52 9.96% 13.16% -3.21% 4.06 -0.28 0.0089
9 3,017 48 9.97% 12.15% -2.18% 4.14 -0.20 0.0043
10 2,993 72 9.89% 18.23% -8.34% 3.73 -0.61 0.0509
Total 30,255 395 100% 100% 4.34 0.1669
Through a process of experimentation and fine-tuning different groupings can be
combined to surpass some specified minimum predictive strength as measured using
the WoE and IV. In doing so, a number of factors need to be taken into consideration.
Firstly, the more the log odds of a group differ from the log odds of all groups,
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the greater the absolute value of the group’s WoE. To maximise the differentiation
between goods and bads the absolute value of the WoE of each category should
contain enough observations to indicate predictive strength. In the literature, very
few recommendations are provided on the number of observations to use in each
group. The resulting IV should indicate whether or not further observations are
required. Secondly, and just as importantly, the difference between the WoE of
categories should be large enough to ensure an acceptable predictive strength of the
actual feature (Siddiqi, 2005). The utilisation of expert knowledge is also required
during the process as the defined categories should follow some logical trend or have
some logical relationship. Such actions improve the interpretability of a scorecard
making it easier for financial institutions to understand and explain their decisions
to customers (Lin et al., 2011).
The chi-square statistic (see Thomas et al., 2002, pp.132) and Somer’s D con-
cordance statistic (see Thomas et al., 2002, pp.134) can also be used during coarse
classification to identify the optimal groups.
3.2.2.3 Reject Inference
In application scoring when constructing a scorecard, the outcome value (i.e. good or
bad) is only available for customers who were actually granted credit. For customers
who were declined credit - as they were deemed to represent a default risk - one only
has their characteristic values but not their outcome data. This is a form of sample
bias, often referred to as reject bias (see Thomas et al., 2002), where the bank’s
customer database is not representative of the through-the-door applicant population
(Chandler & Coffman, 1977). Reject inference (see Hand & Henley, 1993) attempts
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to address this bias by estimating how rejected applicants would have performed had
they been accepted. By using reject inference techniques practitioners attempt to
(Thomas, 2009a): (i) improve the discrimination of the scorecard; and (ii) provide
an accurate estimate of scorecard performance on the actual application population
to which it will be applied, rather than only the accepted population.
The simplest approach to dealing with reject bias is to obtain the customer
features and outcome for the entire applicant population by granting credit to every
applicant during some time period. Traditionally, retailers and mail order firms
have used this approach (Thomas et al., 2002). However, for many banks this is
financially infeasible given the losses that are likely to occur.
A number of different reject inference approaches have been developed to ad-
dress this bias. A crude way is to simply designate each rejected applicant as bad.
Obviously, a drawback with this approach is that it reinforces the bias of previous
decisions given that some group of customers could be labelled as bad without the
chance of disproving this assumption (Thomas et al., 2002). Two of the most com-
monly used reject inference approaches are extrapolation and augmentation. There
are several variants to each approach. Extrapolation (see Meester, 2000) is a rel-
atively simple method that estimates a preliminary model using only the accepted
applicants. Next, this model is used to extrapolate the probability of default for
the rejected applicants which is used to impute a good–bad classification to the re-
jected applicants based on a cut-off probability. Finally, a new model is estimated
using both rejected and accepted applicants. With the augmentation approach (also
known as re-weighting), a model is estimated using the accepted applicants but each
applicant is weighted by the inverse of the probability of being accepted. To calcu-
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late this inverse probability a second model is estimated using both the accepted and
rejected applicants and this model predicts which applicants will be accepted (Mays,
2004). Based on this approach, in order to simulate the presence of rejected appli-
cants, a disproportionately higher weight is given to the more marginal customers
(Banasik & Crook, 2009).
Alternative reject inference techniques discussed in the literature include: multi-
ple imputation (Fogarty, 2006), mixture methods (Feelders, 2000), iterative reclassi-
fication (Joanes, 1993), bivariate probit with sample selection (Banasik et al., 2003),
bound and collapse methods (Sebastiani & Ramoni, 2000), a modified logistic re-
gression method (Chen & Astebro, 2006), a bound and collapse Bayesian technique
(Chen & A˚stebro, 2011), and using survival analysis to reclassify rejects (Sohn &
Shin, 2006).
Amongst the credit scoring community there seems to be little agreement as
to the improvements (or indeed lack of improvements) associated with using reject
inference techniques. It is also unclear which is the best technique to handle reject
inference. In part, this may be attributable to the relative lack of empirical studies
on datasets that include results for both accepted and rejected applicants. This
makes it difficult to measure the significance of reject bias. Crook & Banasik (2004)
report that only when a very large proportion of applicants are rejected, is there
scope for, at best, modest improvement in scorecard performance through the use
of reject inference. Indeed, the same authors reported that extrapolation appears to
be both useless and harmless, and re-weighting appears to perform no better than
an unweighted estimation of regression parameters.
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3.2.2.4 Segmentation
An early decision in scorecard modelling is whether or not to segment the popu-
lation and build different scorecards for each segment. Segmentation is performed
by dividing the population into several groups and building separate scorecards for
each group. In marketing, Wedel & Kamakura (2000) describe how segmentation
is regularly used to group customers into homogeneous groups based on their pur-
chasing patterns and demographic information such as, amongst others, income,
and age (Hand et al., 2001). In credit scoring, the purpose of segmentation is to
improve scorecard discriminability and allow greater lender flexibility with regard
to product configurations such as interest rate, repayment structure, and other such
requirements. The construction and maintenance of additional scorecards involves
additional labour and requires careful consideration to limit the number of segments.
The three considerations influencing the decision to segment the data are (Thomas,
2009a): (i) operational; (ii) statistical; and (iii) strategic.
Operational considerations are concerned with the acquisition and availability
of data which is responsible for differences between the segments (Anderson, 2007).
For example, younger customers may have less historical data than more established
customers. Another example is whether or not the applicant has a current account
with the bank and a subsequent record of customer behaviour. Operational consid-
erations may include certain biases arising from data which originates from different
channels (e.g. internet customers, mortgage brokers) where the level of third party
advice to the applicant may vary. Finally, mergers between banks can also result in
substantial differences in customer details resulting in separate scorecards for each
88
customer group.
The statistical considerations concern highly predictive features that interact
strongly with one another. Two features interact with one and other when the
predictiveness of one feature varies based on the value of the other feature (Anderson,
2007). For example, the risk associated with marital status may vary depending on
the number of children (e.g. a single parent is often deemed riskier than a couple
with children). To limit the inclusion of too many interacting features, scorecard
builders often prefer to construct separate scorecards for each attribute of a highly
predictive feature.
The strategic considerations relate to policy decisions the bank may wish to
implement. For example, wealthier customers may receive a preferential rate of
interest on their loan. Segmenting the scorecard population in this manner makes
it easier for the bank to manage its customers by employing strategies best suited
to those customers.
To perform segmentation, scorecard builders employ both experience-based and
statistical approaches (Siddiqi, 2005). Experienced-based approaches rely on the
application of business knowledge and industry practices to identify homogeneous
sub-populations with respect to some feature. Statistical approaches use statistical
tools and statistical learning techniques to identify suitable segments of the pop-
ulation. For example, cluster analysis techniques such as K -means clustering and
self-organising maps are used to establish different groups based on certain customer
characteristics. Commonly, after the data has been segmented, logistic regression is
then employed in the normal manner to construct a scorecard for each segment. A
drawback with this approach is that the identified groups may not differ in risk pro-
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files as the customers’ class label (good or bad) is not used during the segmentation
process. Furthermore, the initial segmenting used at the beginning of the iterative
segmentation process is based on random vectors, which may greatly affect the final
outcome, resulting in local, rather than global optimum (Sherlock et al., 2000). This
can be addressed using tree structured classification [e.g. classification and regres-
sion trees (CART) (Breiman et al., 1984)] which use the customers’ class label to
isolate segments. For example, using 3 real world datasets, Bijak & Thomas (2012)
evaluated the use of CART in addition to two other segmentation approaches - Chi-
squared Automatic Interaction Detection (CHAID) trees (Kass, 1980), and Logistic
Trees with Unbiased Selection (LOTUS) (Chan & Loh, 2004). The authors reported
that the suite of segmented scorecards did not perform considerably better than the
single-scorecard system.
To justify the extra costs involved in the development, implementation, main-
tenance, and monitoring of a suite of scorecards, the data needs to be “sufficiently
different” and large in size (Banasik et al., 1996). Further challenges arise when too
few bads occur within each segment for reliable scorecard validation (Mays, 2004).
If these criteria are met then the extra costs associated with multiple scorecards
should be compensated for by the improvement in performance. However impor-
tant model performance is, segmentation is sometimes driven by operational and
strategical factors similar to those previously described.
3.2.2.5 Model Training
With the creation and processing of the training and testing datasets, the training of
the predictive model can begin. It is standard practice in the industry to use logistic
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regression at this stage of the scorecard development. As highlighted previously
in Section 2.2.2, logistic regression is perhaps the most commonly used algorithm
within the consumer credit scoring industry (Hand & Zhou, 2009). Any of the
predictive modelling techniques described in Section 2.2 may also be considered.
A predictive model is trained using the training dataset and the testing dataset is
used to assess the accuracy of the model. Whilst it is important that the model
separates the goods and the bads, it is also necessary to consider how well the
model fits the data in order to avoid problems such as over-fitting (as described
in Section 3.2.2.1). Depending on the performance of the predictive model, the
datasets may need to be revised by revisiting steps from the dataset construction
stage. Performance is often measured using the Gini coefficient (see Section 2.5.1.2)
and the Kolmogorov–Smirnov (KS) statistic (see Hand, 2012).
3.2.2.6 Scaling
The predictive models described in Section 2.2 output a probability that can be
translated into either a good or bad class. For example, binary logistic regression
uses the probability of class membership to express the log likelihood ratio of good-
to-bad (or the log odds) in the form of (repeating Equation 2.6):
ln (odds) = ln
(
pg
1− pg
)
= b0 + b1x1 + . . .+ bnxn (3.5)
In credit scoring, it is common practice to prescribe a score to such probabilities,
e.g. Fair Isaac Corporation (FICO) credit scores range from 300 to 8501. The bank
1http://www.myfico.com/CreditEducation/articles/
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then decides on a cut-off score so those with scores below the cut-off are classified
as undesirable and those with scores above the cut-off are classified as desirable
(Thomas et al., 2001a).
Scorecard scaling is used to transform the output of a predictive classifier to a
score which represents a particular good-to-bad ratio. Scaling does not affect the
predictive strength of the scorecard (Siddiqi, 2005). Instead, scaling is a cosmetic
exercise performed, primarily, to improve the ease of understanding and interpre-
tation of a scorecard to non-expert users. A survey conducted by Thomas et al.
(2001a) identified a number of desirable scorecard properties including: (i) the total
score is positive; (ii) the points for each scorecard attribute are positive; (iii) there
are reference scores which have specific good:bad odds; (iv) the differences between
scores has a constant meaning throughout the scale.
Scaling can be implemented using a variety of approaches (see Thomas et al.,
2001a), one such approach, linear scaling, is described using:
Score = Offset + Factor ∗ ln (odds) (3.6)
where ln (odds) is the log odds score calculated using Equation 3.5. The Factor
represents the number of points, y, required for the odds to increase by some specified
multiple, m, and is defined as:
Factor = y/ln (m) (3.7)
For example, as it is common for the odds to double every 20 points [as per (Siddiqi,
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2005, pp.114) and (Thomas, 2009a, pp.43)], then the Factor is calculated as:
20/ln(2) = 28.85
The Offset is the base point, b, at which some specified odds, j, occur and is defined
as:
Offset = b− (Factor ∗ ln (j)) (3.8)
Using the Factor value calculated above, the Offset for odds of 30:1 at 200 points1
is calculated as:
200− (28.85 ∗ ln (30)) = 101.88
The score corresponding to each set of odds (or attributes) can now calculated using
Equation 3.6 as:
101.88 + (28.85 ∗ ln (odds))
Figure 3.4 displays the scaled score for the above example. At ln(30), or 3.4, the
scaled score is re-calibrated to 200. As the odds double the scaled score increases
every 20 points, e.g. ln(60), or 4.09, the scaled score is 220.
On account of the variety of classification approaches available in the modelling
stage along with the flexibility of approaches in the dataset construction stage score-
card builders often construct at least two or three different scorecards (Siddiqi, 2005,
pp.119). Selecting a final scorecard involves the use of the evaluation measures de-
scribed in Section 2.5.
1these are arbitrarily selected values used for guidance in the current example
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Figure 3.4: Scorecard scaling using linear scaling.
3.2.2.7 Validation
Prior to implementation, the credit scorecard must be evaluated for consistency and
accuracy. This process is referred to as validation and is usually undertaken by a
party independent of the development process and performed using data which was
not used in the modelling stage. Validation is an ongoing activity, performed not
only after the scorecard has been developed, but also on a periodic basis, especially
when any significant structural changes to the scorecard have occurred. A require-
ment of Basel II is a suitable process to validate the estimates of PDs, LGDs and
EADs. The validation of PDs involves two broad dimensions: discriminatory power
and calibration (Stein, 2002).
The discriminatory power refers to degree of separation of the distributions of
scores between the goods and bads (Crook et al., 2007). A Confusion matrix and
the performance measures derived from it are normally used to measure the power
of a model. Other commonly used tools for evaluating credit scoring models include
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power curves (e.g. ROC curve, Kolmogorov-Smirnov statistic) and Cumulative Ac-
curacy Profile (CAP) plots (see Sobehart et al., 2000) which graphically illustrate
the power of various models on a dataset (Stein, 2002).
Calibration refers to the accuracy of the PDs. As discussed in Section 3.1.1,
a loan portfolio is segmented into PD bands or rating grades. According to Basel
II (BCBS, 2005a, para. 501), lenders must calibrate the PD of each rating grade
to ensure that the actual default rates are within the expected range. The goal
of PD calibration is to determine whether the size of the difference between the
estimated PDs and the observed default rates is significant (Crook et al., 2007).
Such a procedure is commonly referred to as backtesting.
The appropriate Basel II body [Validation Group of the BIS Research Task Force
(BCBS:VG, 2005) (BISVG)] considered the Binomial test (see Siegel, 1956), the Chi-
square test, and the Normal test (or Z test) (see Sprinthall & Fisk, 1990) as a means
of testing for significance between the PDs. However, the power of the tests were
found only to be moderate and the BISVG concluded that [(BCBS:VG, 2005) in
Crook et al. (2007)] “at present no really powerful tests of adequate calibration are
currently available”, and called for more research. The response to this call, with
respect to LDPs, is described later in Section 4.1.1.
3.3 Conclusion
Credit scoring is used by banks to rank and assess the risk of loss arising due to any
real or perceived change in customers’ ability and willingness to repay a financial
obligation. Initially, the credit scoring of customers for retail loans was performed as
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a subjective exercise by a bank manager. The 5Cs were used as a subjective guideline
in determining whether or not to grant credit. In the USA, government policy and
legislation (e.g. ECOA) on the access to homeownership and credit coincided with
technological advances, all of which helped to accelerate the demand and adoption
of objective credit scoring systems which assess lending risks based on empirical
evidence. Prior to 1980, modern credit scoring was an American preserve, however
other developed nations soon began to adopt the more advanced data-driven credit
scoring systems (Anderson, 2007).
The correct functioning and refinement of credit scoring systems is an obvious
topic of interest to banks, customers, and regulators alike - as recent events in
the world economy have demonstrated. For example, under the Basel II Capital
Accord, banks are now required to provide the relevant regulatory authorities with
an accurate estimate of customers’ probability of default (PD) as part of estimating
banks’ minimum capital requirements.
A scorecard is a numerical scale used to assign points to customer characteristics’
in order to derive a numeric value which represents the risk that a customer, relative
to other customers, will default on their financial obligation. The process to develop
a scorecard consists of three main stages: (i) dataset construction; (ii) modelling;
and (iii) documentation. This chapter has described a wide range of techniques and
approaches used during the dataset construction and modelling stages.
Scorecard development is a detailed process that requires attention to many
facets. Demographic trends and economic events can create scenarios for which
the standard, accepted scorecard development techniques are unsuited. One such
challenge arises when too few defaulters occur in the sample population, presenting
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difficulties in constructing a robust and reliable scorecard. Another such challenge
occurs in behavioural scoring when scorecard builders must decide on how to define
a default and what length of time (i.e. the number of months) to base customer
behaviour on. Finally, for many academics obtaining actual credit scoring data is
a difficult task on account of data privacy laws and commercial sensitivities. By
using artificial data academics can overcome these restrictions and create specific
conditions under which to investigate specific problems. The next chapter presents
and describes these specific problems in detail and explains how they impact the
scorecard development process.
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Chapter 4
Credit Scoring Challenges
In Chapter 3 the scorecard development process was described, with particular em-
phasis placed on tasks performed during the dataset construction and modelling
stages. The purpose of this chapter is to describe in detail a number of specific
challenges and problems scorecard builders encounter during the aforementioned
stages. In particular, this chapter presents a review of the literature in respect to
low-default portfolios (LDPs), behavioural scoring, and artificial data, which are the
challenges that are the focus of this thesis.
Section 4.1 provides a review of the literature on LDPs. First, the implications
of Basel II regulation with respect to LDPs is highlighted. Next, a review of existing
studies into LDPs is provided. The applicability of certain classification techniques,
namely supervised learning and one-class classification, to LDPs is then considered.
Section 4.1 concludes with a proposal for a set of experiments to examine the limits
of this applicability.
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The second topic addressed by this work is behavioural scoring. The literature on
behavioural scoring is reviewed in Section 4.2. Existing approaches to behavioural
scoring are identified along with the typical features which constitute a behavioural
scoring dataset. Section 4.2 concludes with the outline for an empirical study which
investigates the main issues affecting the construction of behavioural scoring models.
The third and final topic examined in this work is the generation of artificial
credit scoring data. Section 4.3 reviews approaches to generating artificial data, and
motivates the need for artificial data by identifying inadequacies with two popular
credit scoring datasets used in academia. In addition, the lack of data sharing
amongst academics is highlighted and discussed. The merits and pitfalls of using
artificial data are then reviewed. Section 4.3 concludes with an outline of the research
conducted on artificial data in the remainder of this thesis.
In this work, we consider imbalanced credit scoring datasets to exhibit absolute
rarity.
4.1 The Low-Default Portfolio Problem
At certain stages of an economic cycle the number of defaulters can be very low,
which complicates the modelling process. Section 2.3 described how the perfor-
mance of standard supervised classification techniques deteriorates in the presence
of imbalanced data. Imbalanced data refers to a situation where one class is under-
represented compared to the other class. In credit scoring imbalanced data is com-
mon due to the usual absence of defaulters and this is known as the low-default
portfolio problem. In the context of class imbalance, low-default portfolios are con-
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sidered as a case of absolute rarity.
To use the Basel II internal ratings-based (IRB) approach to regulatory capital,
lenders must be able to build models that are validated to have consistent and
accurate predictive capacity (BCBS, 2005a, Paragraph 500). This has raised concern
in the financial industry that lenders with low-default portfolios may be excluded
from the IRB approach due to inability to build and validate accurate models (BBA,
2004). As a consequence such institutions would be forced to use simpler approaches
requiring greater amounts of regulatory capital.
4.1.1 Calibration of Low-Default Portfolios
Many of the papers addressing the LDP problem do not investigate the issue of
comparing the predictive performance of classification models through out-of-sample
testing. Focus is instead given to the application of various statistical techniques
that attempt to bolster the information generated by the monotonic ordering of
the portfolio or by the small number of defaults in the portfolio. Such papers are
concerned with the accurate model validation of LDPs.
Christensen et al. (2004) reported on confidence sets for PD estimates by us-
ing a parametric bootstrap. Similarly, Hanson & Schuermann (2006) also employ
bootstrap approaches to derive confidence intervals around estimates of default fre-
quencies, however this approach requires a certain minimum number of defaults in
at least some rating grades (Pluto & Tasche, 2011).
Pluto & Tasche (2006) [and (Pluto & Tasche, 2011)] address the LDP problem
by proposing a method based on the “most prudent estimation principle”, which
employs the idea of confidence intervals and uses an appropriate upper confidence
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bound as a conservative default probability estimator (Orth, 2011). This approach
relies on the assumption that the ordinal ranking of the borrowers, who are split
into grades of decreasing credit-worthiness, is correct. Forrest (2005) adopted a
similar method to Pluto & Tasche (2006), but in contrast this method is based on
the likelihood approach by working in multiple dimensions, where each dimension
corresponds to a rating grade and each point represents a possible choice of grade-
level PDs. Benjamin et al. (2006) outline an approach to generating conservative
estimates of LDPs using a look-up table, from which a look-up PD is calculated and
compared to the weighted average PD of a firm’s portfolio.
Other authors have examined the use of Bayesian methods for the PD estima-
tion of LDPs. The incorporation of prior information can be particularly useful in
small samples of data that provide only limited information on the parameter of
interest (Orth, 2011). It is possible to use such prior information by specifying a
prior distribution for the parameters of interest (i.e. PD). There are a number of
different ways this can be achieved. Kiefer (2009) combines expert opinion, incor-
porated in the form of a probability distribution, with a Bayesian approach. This
approach dispenses with the choice of a confidence level and instead relies on the
subjective opinions of an expert trained in working with probabilities. This is a
time-consuming process and may not satisfy regulators, particularly when an in-
centive exists for providing a less than conservative estimate of the priors (Orth,
2011). Dwyer (2007) also employs a modified Bayesian approach for validating the
accuracy of the forecasted PD estimates, but without the use of expert information.
Similarly, (Tasche, 2012) uses uninformed priors. Stefanescu et al. (2009) has also
examined model calibration from historical rating transition data using a Bayesian
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hierarchical framework. van der Burgt (2008) proposes an approach that is based on
fitting the cumulative accuracy profile (CAP or Lorentz curve) to a concave func-
tion. Other notable works include Orth (2011) who use an empirical Bayes approach
(see Carlin & Louis, 2008) and argues that the prior information can be obtained
from additional datasets that supplement the original dataset. For example, a bank
may hold an assortment of retail loan portfolios which can be used by the empiri-
cal Bayes approach to estimate the PD for each particular portfolio. However, this
approach is probably more suited to sovereign bonds as supplementary data from
ratings agencies (e.g. Standard & Poor’s) can be utilised.
4.1.2 Modelling Low-Default Portfolios
The question of which classification technique to select for credit scoring remains
a complex and challenging problem. Baesens et al. (2003) highlight the confusion
resulting from comparing conflicting studies. Some studies may recommend one
particular classification algorithm over another, whilst other studies recommend
the opposite. Furthermore, many of these studies evaluate a limited number of
classification techniques, restricted to a small number of credit scoring datasets.
To compound this, many of the datasets are not publicly available, thus curtail-
ing reproducibility and verifiability. Another problem is authors’ expertise in their
own method and failure to undertake a corresponding effort with existing methods
(Michie et al., 1994). Indeed, Thomas (2009b) highlights that studies which have
endeavoured to avoid the aforementioned problems (Baesens et al., 2003; Xiao et al.,
2006) have reported that the differences between the performance of classification
techniques were small and regularly not statistically significant. Great care and con-
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sideration was taken to avoid these issues in this thesis, details of which are given
in Section 5.1.
Overall, the two main technical challenges presented by LDPs are: (i) estimating
an accurate PD when no historical defaults are available; and (ii) assessing a model’s
predictive performance (Stefanescu et al., 2009). Both of these issues arise not only
during the validation of the model, but also prior to this, during the construction
of the model. In many of the works addressing the LDP problem, the construction
of the model is dependent on: (i) making assumptions about the ordering of the
data; (ii) incorporating expert opinion; or (iii) the availability of a certain number
of historical defaults generated either artificially or occurring in reality.
Given any of these dependencies, the models constructed are typically either:
(i) statistical models constructed from a representative pool of data; or (ii) expert
systems (or knowledge-based approaches) whose parameters are determined by fi-
nancial experts. van Gestel & Baesens (2009) highlight several experimental studies
from various domains outside of credit scoring which conclude that quantitative sta-
tistical models outperform human experts (e.g. Meehl, 1955). This is not to say
that certain knowledge-based implementations, such as the BVR-I rating system
used by the Federal Association of German Cooperative Banks (see OeNB/FMA,
2004), cannot be successfully utilised to achieve good predictive ability among loan
applicants (Tang & Chi, 2005). Indeed, an advantage of such approaches is the
ability to generate explanatory models which provide the expert with an explana-
tion as to why a certain credit applicant is accepted or rejected (Hoffmann et al.,
2007). However, such systems are beyond the scope of this work in which we focus
on quantitative approaches.
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Much research has been conducted on adapting classification techniques to con-
struct credit scoring models [e.g. logistic regression (Westgaard & Van der Wijst,
2001), neural networks (West, 2000)]. As a further example, a non-exhaustive list
of such studies is available in Brown (2012). It is possible to combine many of these
classification techniques to create an ensemble classification technique. Much of this
research is performed on the basis that the constructed credit scoring models use
datasets containing a representative number of historical defaults.
There is a paucity of studies in the literature assessing the LDP problem. One
study by Brown & Mues (2012), conducts a comparison of several classification tech-
niques on a range of credit scoring datasets with varying levels of class imbalance.
Five real-life credit datasets are used, and for each dataset a further 8 datasets were
created with good:bad ratios of: (i) 70:30; (ii) 75:25; (iii) 80:20; (iv) 85:15; (v) 90:10;
(vi) 95:5; (vii) 97.5:2.5; and (viii) 99:1. The good:bad ratios were achieved by un-
dersampling the majority class as required to achieve each ratio. The classification
techniques used included linear discriminant analysis, quadratic discriminant analy-
sis, logistic regression, least square support vector machines (linear kernel) (Suykens
& Vandewalle, 1999), neural networks (multi-layer perceptron), C4.5 decision trees,
the k -nearest neighbours algorithm (k -NN), random forests (Friedman, 2001, 2002),
and gradient boosting (see Breiman, 2001). The performance of these techniques
were assessed using the AUC, with Friedman’s test and Nemenyi’s post hoc tests
applied to determine statistically significant differences between the average ranked
performances of the AUCs. The study reported that at extreme levels of class imbal-
ance the more complex techniques, gradient boosting and random forest classifiers,
yielded a “very good performance”. However, the linear discriminant analysis and
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logistic regression classification techniques, gave results that were reasonably com-
petitive even at levels of high class imbalance.
As highlighted previously in Section 2.4, the training data used by one-class
classification techniques consists of labelled examples for the target class only, as
non-target class examples are too expensive to acquire or too rare to characterise.
One-class classification techniques have already been successfully applied to a wide
range of real-world problems, e.g. fault detection. To the best of our knowledge a
benchmarking study of the performance of one-class classification techniques on low-
default portfolios has not been described in the literature. The most closely related
work is Juszczak et al. (2008), which describes a comparison of one- and two-class
classification algorithms used for detecting fraudulent plastic card transactions. The
results of that study found that two-class classifiers will outperform one-class clas-
sifiers - provided that the training and test objects are from the same distribution.
Plastic card fraud detection is also examined by Krivko (2010) who provide a frame-
work for combining one- and two-class classifiers to identify fraudulent activity on
debit card transaction data.
Basel II regulation has established the LDP problem as an outstanding issue
in credit scoring. Supervised classifiers trained to address such problems typically
under-perform as the data on which they are trained is not representative of the
concept to be learned. Further investigation is necessary to accurately ascertain the
possibilities and the limits of using OCC techniques to address the LDP problem.
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4.1.3 Low-Default Portfolios: Thesis Research
One possible approach to addressing the low-default portfolio problem is the use
of one-class classification (OCC) algorithms such as the ones described in Section
2.4. As outlined above, OCC (also known as outlier detection) has attracted much
attention in the data mining community (Chawla et al., 2004). It is a recognition-
based methodology that draws from a single class of examples to identify the normal
or expected behaviour of a concept. This is in contrast to standard supervised
classification techniques that use a discrimination-based methodology to distinguish
between examples of different classes.
In Chapter 5 we compare OCC methods with more common two-class classi-
fication approaches on a number of credit scoring datasets, over a range of class
imbalance ratios. As a means for handling imbalanced data we oversample the
minority class along with adjusting the threshold value on classifier output. The
purpose of this evaluation is to determine whether or not the performance of OCC
methods warrants their inclusion as an approach to addressing the LDP problem.
To the best of our knowledge, no attempt has been made to examine OCC as a
solution to the LDP problem before.
4.2 Behavioural Scoring
Behavioural scoring, is used after credit has been granted and estimates an existing
customer’s likelihood of default in a given time period. Behavioural scoring allows
lenders to regularly monitor customers and help coordinate customer-level decision
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making. The data used for model fitting for this task is based on the customers’
loan repayment performance and also their good/bad status at some later date. To
be profitable a bank must accurately predict customers’ likelihood of default over
different time horizons (1 month, 3 months, 6 months, etc.). Customers with a high
risk of default can then be flagged allowing the bank to take appropriate action to
protect or limit itself from losses.
Behavioural scoring is used by organisations to guide lending decisions for cus-
tomers in: credit limit management strategies; managing debt collection and re-
covery; retaining future profitable customers; predicting accounts likely to close or
settle early; offering new financial products; offering new interest rates; managing
dormant accounts; optimising telemarketing operations; and predicting fraudulent
activity (Hand & Henley, 1997; Malik & Thomas, 2009; McDonald et al., 2012;
McNab & Wynn, 2000; Sarlija et al., 2009).
The financial circumstances of a customer are likely to change over time, and as
such, they are continuously monitored and managed. The first behavioural scoring
system to predict credit risk of existing customers was developed by Fair Isaac Inc.
for Wells Fargo in 19751. Behavioural scorecards have since evolved to influence
decisions across the entire credit cycle. For example, usage scorecards for credit
card products attempt to predict future levels of activity to assist in retention and
incentive strategies. Account management scorecards are used during the lifetime
of an account by lenders to predict the risk of default at a given point in time
(e.g. every month, quarter, year). This allows the lender to set loan limits on
top-up loan decisions and take appropriate measures to contain bad, loss-making
1http://www.fico.com/en/Company/Pages/history.aspx
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accounts. Such information is also valuable to lenders’ marketing departments when
selecting profitable customers for additional products or deciding to what extent
to incentivise increased account usage. A detailed list of the different types of
behavioural scorecards is provided in McNab & Wynn (2000).
4.2.1 Behavioural Scoring: Approaches
Broadly speaking, there are two approaches to behavioural scoring: techniques that
use static characteristics about the customer’s past performance; and techniques
which incorporate dynamic aspects. Thomas et al. (2001b) survey the approaches
and objectives of behavioural scoring, with particular focus on procedures that in-
corporate dynamic aspects of customer behaviour, e.g. Markov models (see Malik &
Thomas, 2012). This thesis does not examine behavioural scoring techniques which
incorporate dynamic aspects of customer behaviour.
Figure 4.1 illustrates the longitudinal aspect to the data used in behavioural
scoring. A sample of customers is selected so that their repayment behaviour either
side of an arbitrarily chosen observation point is available. The period before the
observation point is often termed the performance window. Data on the customers’
performance during this time is structured into features which are used by the
behavioural scoring system to distinguish between customers’ likely to repay their
loan and those likely to default on their financial obligation.
The data used in the performance window is derived from the banks’ own inter-
nal databases and external data sources such as credit bureaus. The data describes
customers’ demographic (e.g. date of birth, address), transactional (e.g. purchase
history), and performance (e.g. arrears) features. Based on the work of McNab
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Figure 4.1: Behavioural scoring performance window and outcome window.
& Wynn (2000), Table 4.1 lists the sources of typical behavioural scoring features.
The appropriateness of the features will vary depending on the behavioural scor-
ing system. For example, features from the promotions history are unsuitable for
behavioural scoring of retail loans with fixed long-term repayment periods.
Table 4.1: Behavioural scoring data sources and associated feature examples (McNab
& Wynn, 2000).
Data Source Feature Example
Delinquency history
Ever in arrears
Maximum arrears level
Usage history
Balance-to-limit ratio
Balance trends
Static information
Customer age
Application score
Payment/purchase history
Purchase frequency
Type of retail goods purchased
Collections activity
Outcomes
Contact frequency
Revolving credit transactions
Number
Type (retail/cash)
Customer service contacts
Inbound contact
Outbound contact
Promotions history
Number of offers
Outcome of offers
Bureau data
Generic scores
Shared account information
The period after the observation point is known as the outcome window. The
purpose of the outcome window is to classify borrowers into distinct populations (i.e.
good and bad) based on their level of arrears (Mays, 2004). The correct classification
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is unavailable at the time when the performance window data arrive and the predic-
tion is needed. However, in order to be able to train the behavioural scoring model,
we assume that the correct classification is available during the training phase. Se-
lecting an appropriately sized outcome period requires careful consideration. As this
period of time is used to classify customers, a comprehension of economic conditions,
operational policies, and borrower volatility is necessary. If this period of time oc-
curs during favourable economic conditions, then the performance of the scoring
model may degrade if the reverse is true. Financial institutions need to consider the
effects on customer behaviour caused by adopting certain operational policies, or
policy bias Thomas (2009a). For example, an early intervention policy may reduce
the incidence of customers missing further loan repayments and subsequently being
classed as bad. Finally, the outcome period should be sufficiently sized so as to
capture a representative sample of bads with which to build a stable behavioural
scoring model.
Typically, the same techniques used in application scoring are used in behavioural
scoring to classify customers into one of two categories: good and bad (Thomas et al.,
2001b). Behavioural scorecard modellers encounter many of the same scorecard de-
velopment and implementation issues as with application scoring, such as: identi-
fying and adjusting for different segments of the population (see Bijak & Thomas,
2012), ensuring the optimal correlation between features (see Tsai, 2009), handling
class imbalance (see Burez & Van den Poel, 2009), and identifying the correct sample
size (see Crone & Finlay, 2012).
To build behavioural scoring models practitioners must make decisions on a
number of important parameters. This involves asking pertinent questions such as:
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The extensiveness of the historical data with which to model customer performance?
How far forward into the future to make reliable predictions? What defines a loan
defaulter? The credit scoring literature does not contain strong recommendations
on how to answer these questions.
To the best of our knowledge, to date very little empirical research has been
published in the literature investigating the effects of different sized time horizons
on classifier performance. Much of the recent research for determining appropriate
time periods in behavioural scoring is conducted in the context of assessing the
applicability of a particular duration model, survival analysis (see Andreeva, 2005),
as a method of identifying loan defaulters. With duration models, the focus is not
whether an applicant will default, but if they default when will this occur (Banasik
et al., 1999). Duration models are not within the scope of this work, and are not
examined in this thesis.
Finally, Section 3.2.1.4 described how financial institutions can classify customers
as either good or bad using either a current status or worst status label definition
approach. To date, no study comparing both these approaches has appeared in the
literature.
4.2.2 Behavioural Scoring: Thesis Research
This thesis investigates some of the main issues affecting the construction of be-
havioural scoring models by examining the performance of retail loans issued by the
main Irish banks in 2003 and 2004. The findings reported in this thesis are based
on real-world data from a credit bureau.
First, we compare the accuracy of scoring models that are built using different
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historical durations of customer repayment behaviour (6-months, 12-months, and
18-months). Next, we quantify the differences between varying outcome periods
from which a customer’s class label is predicted (3-months, 6-months, 12-months,
18-months, and 24-months). Finally, we demonstrate differences between alternative
approaches used to assign customers’ class label (current status or worst status).
4.3 Artificial Data
In credit scoring, over the last decade numerous studies examining the performance
of various models used to construct credit scorecards have been produced, (e.g.
Baesens et al., 2003; Chen et al., 2011; West, 2000). A concern is that the data
used in these studies originates from two sources: (i) the Australian and German
datasets which are publicly available from the University of California Irvine (UCI)
Machine Learning Repository (Asuncion & Newman, 2007); and (ii) private datasets
obtained from financial institutions.
The UCI repository serves several important functions (Salzberg, 1997). The
repository allows published results to be checked and, through comparison with
existing results, allows researchers assess the plausibility of a new algorithm. A
number of researchers (Martens et al., 2011; Salzberg, 1997; Soares, 2003), however,
caution against over-reliance on the UCI repository as a source of research problems.
The repository is cited as a potential source of over-fitting, as researchers’ familiarity
with datasets from the repository may influence them to design algorithms that
are tuned to the datasets (Salzberg, 1997). As a result researchers often ignore
the problem of trying to understand under which conditions an algorithm works
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best (Soares, 2003). It is beneficial that researchers do not over-rely on the UCI
repository, preferably multiple data sources should always be used.
Another issue that has been raised with datasets from the UCI repository is
that the datasets are not truly reflective of the real-world and only capture a small
subset of all of the situations that can arise in real-world scenarios (Drummond &
Holte, 2005a; Saitta & Neri, 1998). The Australian and German credit application
datasets, for example, contain very different class distributions and the overall size
of the datasets is not representative of datasets that occur in modern practice. Such
differences are likely to be an artefact of how the datasets were constructed, which
in turn raises questions about how the data was collected (Drummond & Japkowicz,
2010). Given the different class distributions, the assumption that the sampling of
these datasets is random needs to be treated with caution. The inclusion of certain
features also raises questions about the current relevancy of the UCI data. For
example, in an age of the ubiquitous mobile phone, the use of a telephone feature
in the German dataset is questionable. Consequentially, one should be careful not
to derive too much from experimental results using these datasets alone.
It is desirable to use data derived from more diverse sources. Researchers could
achieve this diversity by using multiple real-world datasets obtained directly from
a financial institution or via another researcher. However, for researchers lacking
the necessary resources, obtaining real-world data is a source of great frustration.
Fischer & Zigmond (2010) describe a number of factors impeding the sharing of data
within academia, which are reiterated below.
Negative Career Impact The need to publish is important to a researcher’s
career and datasets may be part of a long-term endeavour from which an individ-
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ual could generate multiple publications. If a researcher is required to share data
after their first publication the opportunity to generate further publications may be
reduced if a better funded and resourced research group obtains the data.
Limited Resources Sharing data may require extra resources to convert it
into an accessible format for other researchers. This reduces the time and money
available to the originator to pursue their own research activities. Certain datasets
may also require updating and maintenance, and once a researcher has completed
their work it may be no longer feasible to store the data.
Property Rights and Legal Issues Legal and commercial reasons may pro-
hibit the researcher from sharing data. Customer confidentiality, for example, is of
the utmost importance for any financial institution. While with a single anonymised
dataset it may not be possible to identify a particular individual, customer identity
may be compromised through the combination of multiple datasets.
The authors are of the opinion that the above barriers will remain in place for the
foreseeable future. Principally this is due to a lack of incentives for the origina-
tor to share data, and the overly stringent requirements of data protection laws
(see Bergkamp, 2002). Without the provision of publicly available datasets, credit
scoring will remain closed to the wider data mining community.
In order to overcome the aforementioned difficulties we highlight the benefits
of using artificial data. An advantage artificial data has over real-life data is the
flexibility afforded to the manipulation of various parameters used in the evaluation
process. Using artificial data, the researcher has the capability to (Malin & Schlapp,
1980): (i) include as many or as few data samples as they choose; (ii) specify the
precise distribution of the data present; (iii) include noise with a known standard
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deviation; and (iv) test the effects of other variations. Using this approach, the
researcher can design specific experiments aimed at evaluating the performance of
algorithms under particular conditions of interest in a relatively precise manner
(Scott & Wilkins, 1999).
It is important to recognise, however, that the inherent unpredictability of real-
world data (e.g. natural disasters, unforeseen changes in personal circumstances)
cannot be replicated using artificial data. One cause of this unpredictability is the
structural complexities arising from external and uncaptured circumstances (Scott
& Wilkins, 1999). This cannot be replicated as structural regularity must be im-
posed on artificial data in the form of some fixed distributional model (Japkowicz &
Shah, 2011). Furthermore, even though unintended, because of the way it is gener-
ated artificial data can be biased towards a particular classification technique that
is capable of modelling the data more precisely than others. Caution must be exer-
cised when interpreting findings obtained using artificial data as it is analogous to
“laboratory conditions” and may not necessarily translate to real-world conditions.
For these reasons, one should judiciously select the research questions that artificial
data will be used to answer (Japkowicz & Shah, 2011). Despite these concerns, using
artificial data allows a researcher to clearly conceptualise a problem. This allows the
researcher to establish their understanding of the basic assumptions of the problem
along with the imposed constraints. Provided that the beliefs and assumptions used
to generate the data are valid the researcher can then proceed with evaluating and
interpreting the behaviour of existing and novel approaches used on the same or
related problems.
There are many challenges in the credit scoring domain for which artificial data
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can be used as part of the investigation. One such area of interest addressed in
Section 7.2 illustrates how changes to the underlying credit scorecard population
affect the predictive accuracy of a classifier. Another example worthy of consider-
ation, though not explicitly examined in this thesis, involves determining to what
extent the quality of the data affects credit scorecard construction. Using artificial
data it is possible to design experiments with which to examine the data quality
characteristics previously specified in Section 3.2.1.1. It must be stressed, however,
that any conclusion found using artificial data must be verified using real data.
4.3.1 Artificial Data: Previous Work
In credit scoring, researchers typically experiment with artificial data in order to
demonstrate the feasibility of some proposed classification algorithm. A straight-
forward approach, as used by Hand & Adams (2000), is to generate data according
to some p-dimensional multivariate normal distribution with a specified mean vector
µ and covariance matrix Σ for each class. An even simpler approach is to use two
univariate Gaussian distributions as this allows for visualisation of the model (see
Hoffmann et al., 2007; Kelly et al., 1999). Publicly available artificial datasets such
as Ripley’s dataset (Ripley, 1994) have also been used (see Martens et al., 2007).
Whilst such artificially generated data is useful for demonstrative purposes, the
findings may not necessarily translate to real-world conditions. Generally, there are
two approaches to address the lack of availability of real-world data:
 Use existing real-world data as a “seed” with which to generate artificial data.
 Generate artificial data without using any real-world data.
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An example of the first approach is the Synthetic Minority Oversampling Tech-
nique (SMOTE) (Chawla et al., 2002), which is an oversampling approach where
the minority class is oversampled by creating synthetic examples rather than by
oversampling with replacement.
As an example to the second approach, Andersson et al. (2011) highlight how
regulators in the USA use artificially generated credit scores which are correlated
with systematic factors (e.g. unemployment rate) to validate credit scoring models.
Outside of credit scoring, many specialised dataset generators have been described
in the literature. For example, Scott & Wilkins (1999) describe two artificial data
generators, one based on the multivariate normal distribution and the other inspired
by fractal techniques for synthesising artificial landscapes. Other examples include
an IBM dataset generator (Srikant, 1994) which simulates a retail environment and
produces market baskets of goods; and celsim (Myers, 1999) used in the genome
assembly process by generating a user described DNA sequence with a variety of
repeat structures along with polymorphic variants.
Alaiz-Rodr´ıguez & Japkowicz (2008) simulate a medical domain that states the
prognosis of a patient a month after being diagnosed with influenza. Each patient
is described using a number characteristics: (i) patient age; (ii) influenza severity;
(iii) patient’s general health; and (iv) patient’s social status. Three of the charac-
teristics (age, influenza severity, and social status) are completely independent and
one characteristic (general health) is dependent on two other characteristics (age,
and social status). The prognosis class depends on all four characteristics and the
data is generated based on user defined prior probabilities for each characteristic.
By manipulating the prior probabilities for each characteristic the user can simu-
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late various scenarios (e.g. an increasingly virulent influenza outbreak, developing
population, or poorer population).
A number of general frameworks for generating data also exist (Atzmueller et al.,
2006; Melli, 2007), however such general frameworks cannot replicate the rich com-
plexity and intricacies of a specific domain, such as credit scoring. To the best of
our knowledge no published framework exists for generating artificial credit scoring
data.
4.3.2 Artificial Data: Thesis Research
In the present work, to help overcome the lack of data sharing in credit scoring we
propose the design and development of a framework for generating artificial data.
The main purpose of our artificial data framework is to provide researchers with a
means of creating artificial (but suitably realistic) credit scoring datasets with which
to assess the behaviour of classification techniques. Such datasets can enhance
research in data mining and credit scoring (e.g. model development or assessing
performance metrics). Furthermore, artificial data can help overcome limitations
caused by both a deficient data sharing culture and a shortage of reliable real-world
credit scoring datasets.
In domains where access to real-world data may simply be unattainable, and to
overcome the aforementioned limitations currently associated with machine learning
data repositories, we contend that the use of artificial data is acceptable. It should
be stressed that the data must be generated in the correct manner and be sufficiently
grounded in reality in order to avoid the danger of investigating imaginary problems.
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4.4 Conclusion
This chapter has identified three separate, yet demanding, challenges encountered
by both credit scoring researchers and practitioners. The first relates to low-default
portfolios which arise from a shortage of loan defaulters. In this work we propose to
evaluate the applicability of one-class classification techniques to the LDP problem.
This work will also examine the effectiveness of oversampling the minority class along
with adjusting the threshold value on classifier output as an approach to addressing
class imbalance.
This chapter has also reviewed behavioural scoring and described some of the
challenges encountered when constructing such models. This work will provide guid-
ance, not readily available in the literature, on a number of important questions (for
example, how to define a loan defaulter? Or what range of historical data to use
when modelling customer performance?). These questions will be answered in this
work with the construction of behavioural scoring models using credit bureau data
from 2003 up to 2010. An empirical study will then quantify differences between
the performance of the models using a collection of behavioural scoring datasets.
Finally, we have also described the impediments researchers encounter when
attempting to obtain real-world credit risk data. Often legal requirements and com-
mercial sensitivities prevent the sharing of data amongst the research community.
It is our hope that this discussion will lead to greater understanding and awareness
of the issue. Furthermore, we have outlined the benefits of sharing data amongst
researchers to help impress upon the key stakeholders within financial institutions
the potential rewards of data sharing within the credit risk community. In this work,
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to help overcome the lack of data sharing in credit scoring, we propose a framework
with which to generate artificial data suitable for use in credit scoring.
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Chapter 5
Using Semi-supervised Classifiers
for Credit Scoring
As described in Chapter 2 (Section 2.3), class imbalance presents a problem to most
supervised two-class classification algorithms as they assume a balanced distribution
of the classes. In credit scoring, a particularly severe form of class imbalance is
referred to as the low-default portfolio (LDP) problem. LDPs are characterised
by an insufficient default history, such that the average observed default rates (i.e.
the total number of defaults divided by the total number of loans for the entire
portfolio) may be statistically unreliable estimators of default probabilities (Florez-
Lopez, 2009).
This chapter investigates the suitability of oversampling as a solution to a form
of class imbalance known as absolute rarity. In addition, this chapter evaluates
what improvement in classification performance can be achieved by optimising the
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threshold value on classifier output. The suitability of semi-supervised one-class
classification algorithms as a solution to the low-default portfolio (LDP) problem is
evaluated. In this chapter the performance of semi-supervised one-class classification
algorithms is compared with the performance of supervised two-class classification
algorithms. Assessment of the performance of one- and two-class classification algo-
rithms using nine real-world banking datasets, which have been modified to replicate
LDPs, is provided.
The comparative assessment of classification methods can be a subjective exer-
cise. It is influenced, among other factors, by the expertise of the user with each
of the methods used and the effort invested in refining and optimising each method
(Hand & Zhou, 2009; Thomas, 2009b). We attempt to overcome this problem by
restricting our study to a single application area (LDPs); by selecting appropriate
performance measures (H measure and harmonic mean); and finally by using nine
different datasets of varying size and dimension to capture as many as possible of
the particular aspects of the LDP problem.
The remainder of this chapter is organised as follows. Section 5.1 describes the
experimental methodology, and Section 5.2 presents experimental results. Section
5.3 discusses conclusions and directions for future work.
5.1 Evaluation Experiment
The aims of the evaluation described are to examine the effectiveness of oversampling
and the use of one-class classification (OCC) in addressing the LDP problem. This
is achieved by comparing the performance of one-class classifiers to that of the more
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typical two-class classifiers. Furthermore, we investigate to what extent optimis-
ing the threshold value on classifier output yields an improvement in classification
performance. To accomplish the above aims we adopt four separate approaches:
i. Classifying an imbalanced dataset using a selection of two-class classifiers.
ii. Oversampling the minority class of the dataset and employing a selection of
two-class classifiers.
iii. Removing the minority class completely and using OCC.
iv. Repeating (i) - (iii) whilst optimising the threshold value on classifier output
for each of the one- and two-class classifiers.
The first two approaches compare various two-class classifiers on credit scoring
datasets with different degrees of class imbalance. Both approaches illustrate the
adverse consequences of class imbalance. Based on the results of (i) and (ii) the best
performing two-class classifier is then used in approach (iii) where its performance
is compared to a selection of one-class classifiers on the same datasets but with a
greater degree of class imbalance. This process is then repeated using an optimised
threshold value whenever classification is performed. The remainder of this section
describes the datasets, performance measures and methodology used.
5.1.1 Data
The premise for selecting the datasets used in this evaluation is that (i) the datasets
have been used in previous credit scoring studies; and (ii) it must be possible for
other academic researchers to access the datasets so as to ensure the replicability
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of experimental results. A total of nine datasets that matched these criteria were
identified. Details and contact information to obtain the datasets are included in
Appendix C. The datasets have previously been used in studies concerning cor-
porate bankruptcy prediction, assessing individual applicants for revolving credit
products, and assessing retail loan applicants [(e.g. see Hand, 2009; Mozˇina et al.,
2007; Tsai, 2009; West, 2000; Xie et al., 2009)]. The characteristics of the datasets
used are presented in Table 5.1. The Australia, German and Japan credit datasets
are publicly available at the UCI Machine Learning repository1. The Japan credit
screening dataset has been commonly mistaken for the Australia dataset, for exam-
ple, by Tsai & Wu (2008) and Nanni & Lumini (2009). This incorrect version of
the Japan dataset contains the same distributions and feature values (albeit with
different attribute labels) as the Australia dataset. We use the correct version, a
credit screening dataset, which stores the data in a LISP file format. The Iran
dataset is an updated version of a dataset that appears in Sabzevari et al. (2007).
It consists of corporate client data from a small private bank in Iran. The Poland
dataset contains bankruptcy information of Polish companies recorded over a two-
year period (Pietruszkiewicz, 2008). The Spain dataset compiled by Dionne et al.
(1996) comes from a large Spanish bank and details personal loan applicants. The
Thomas dataset is a CD ROM accessory of Thomas et al. (2002) describing appli-
cants for a credit product. Two of the original fourteen features have been removed
due to incomplete records. The Pacific-Asia Knowledge Discovery and Data Mining
conference (PAKDD) dataset is a modified version of the PAKDD 2009 competi-
tion dataset. We removed redundant features and in order to reduce the size of
1http://archive.ics.uci.edu/ml/datasets.html
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the dataset we limit our selection of instances based on four different phone code
feature values. The University College of San Diego (UCSD) set is also a modified
competition dataset used in the 2007 University College of San Diego/Fair Issac
Corporation (UCSD/FICO) data mining contest. We randomly undersampled both
classes to reduce the size of the dataset and removed redundant identity features.
Table 5.1: Characteristics of the nine datasets used in the evaluation experiment.
# Numeric refers to the number of continuous features and # Nominal refers to the
number of categorical features.
# Numeric # Nominal # Instances # Good # Bad Good:Bad
Australia 6 8 690 307 383 44:56
German 7 13 1,000 700 300 70:30
Iran 19 2 413 332 81 80:20
Japan 5 5 125 85 40 68:32
PAKDD 6 10 1,764 1,404 360 80:20
Poland 30 0 240 128 112 53:47
Spain 1 17 2,446 2,110 336 86:14
Thomas 11 1 1,225 902 323 74:26
UCSD 32 6 5,397 2,684 2,713 50:50
All numerical attributes are normalised to values between 0 and 1 by applying
min-max range normalisation. The sample sizes vary considerably from 125 to
5,397 instances. Typically, commercially used credit scoring models are usually
constructed from an initial sample size of between 10,000 and 50,000 (Thomas,
2009b), which is reduced to a development sample of approximately 4,500 to 6,000
(consisting of between 1,500 and 2,000 each of good, bad, and declined applicants).
However, the above datasets are all easily available in public literature whereas many
other datasets used in credit scoring studies are privately held and cannot be shared
amongst researchers. As per Keogh (2007), we believe that the irreproducibility
of results caused by, amongst other things, the refusal to share data or to give
parameter settings hinders the research process. To ensure reproducibility of the
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contents of this chapter, we have provided access to all of the data and developed
techniques used in this chapter. Indeed, for certain scientific disciplines it is not
uncommon for journals and academic conferences to require public data deposition
prior to publication. In keeping with best practices all of the datasets used in this
chapter are publicly available1.
5.1.2 Performance Measures
Two evaluation measures are used in this study: the harmonic mean (see Equation
2.25) and the H measure (see Section 2.5.1.3). The harmonic mean measures clas-
sification performance at a specific classification threshold, whereas the H measure
assesses classifier performance over a distribution of costs. The harmonic mean of
two numbers tends to be closer to the smaller of the two. This is an attractive
feature for low-default portfolios, as such small values can often occur when measur-
ing the classification accuracy of the minority class. The H measure is a relatively
recent approach to classifier performance measurement, and may be considered as
an alternative to the AUC and KS (see Hand, 2009). Demsˇar (2006) examined the
problem of comparing classifiers on multiple datasets and recommends a set of sim-
ple and robust non-parametric tests for statistical comparisons of classifiers. Based
on recommendations given by Demsˇar (2006), differences between the performance
of various techniques were analysed with a Friedman test (Friedman, 1937) with
post hoc pairwise comparisons performed with a Holm’s procedure (Holm, 1979) (all
tests for significance were at the 5% level).
1Refer to Appendix C for details.
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5.1.3 Methodology
To assess the effectiveness of oversampling and OCC, the distribution of the data
must be altered to replicate LDPs. As the standard approach to assess credit scoring
systems is to use a holdout test set, each dataset used was divided into three subsets:
(i) the training set (55%); (ii) the validation set (15%), and (iii) the test set (30%).
The training set and the validation set were used to train and tune the classifiers
while the test set was used to assess their performance. This procedure was per-
formed repeatedly over a number of turns. At the end of each turn the number of
instances in the defaulter class of the training set was reduced by 10%. The model
was then retrained and retuned using the training and the validation sets. To ensure
that the appropriate classifier parameters were estimated, the class distribution of
the validation set remained unmodified so as to correspond with that of the test set.
Figure 5.1 illustrates this process which we refer to as the normal process. It should
be noted that for a real-world imbalanced dataset it is not common practise during
the training phase to set aside a significant number of defaulters in a separate valida-
tion set. Typically, a process of k-fold cross validation is used where a small number
of defaulters are present in the imbalanced datasets. In our approach, it must be
acknowledged that the availability of additional defaulters (from the validation set)
may potentially benefit two-class classifiers which are sensitive to tuning1.
We conduct a second set of experiments on the same datasets whereby we over-
sample the number of instances from the defaulter class. This process was similar to
the normal process except that after reducing the instances in the defaulter class of
1Comment from external examiner
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Figure 5.1: Normal process; training set - TRAIN, validation set - VALIDATE, test
set - TEST.
the training set by 10% the remaining defaulter class instances were oversampled to
produce a balanced training set. This oversampling occurs in the training data only.
The validation set and the test set remain unchanged. We call this the oversample
process, Figure 5.2 illustrates the procedure.
Finally, a third set of experiments using one-class classifiers is performed. When
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Figure 5.2: Oversample process; training set - TRAIN, validation set - VALIDATE,
test set - TEST.
one-class classifiers are used we remove all the instances of the defaulter class from
the training set, so that only instances from the non-defaulter class are used to build
the model. Again, the validation set and testing set remain unchanged. We call this
process the one-class classification process (OCC process).
In all three groups each experiment was conducted 10 times using different ran-
domly selected training, test and validation set splits and the results reported are
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averages of these 10 runs.
5.1.4 Classifier Tuning
The classification techniques used in this evaluation are previously described in Sec-
tion 2.2 and Section 2.4. In our work, we exhaustively varied the parameter settings
of each parameterised classifier in order to obtain the optimal values. The na¨ıve
Bayes (NB), linear Bayes normal (LDC) and Fisher’s linear discriminant analysis
(LDA) supervised classifiers require no parameter tuning. For the quadratic Bayes
normal (QDC) classifier, the regularisation parameters used to obtain the covari-
ance matrix were optimised using the validation set. For the neural network (NN)
the number of hidden layers was fixed at 1 and the number of units in the hid-
den layer matched the dimensionality of the input space, as per Piramuthu (1999),
making the time consuming grid search procedure unnecessary. As a drawback,
however, a relatively large number of hidden units may result in overfitting (Le Cun
et al., 1990). The k-nearest neighbour (k-NN) classifier uses k =10 and Euclidean
distance to determine the similarity between instances. For the logistic regression
(LOG) classifier the number of cross validation iterations used during the maximum
likelihood estimation method (see Section 2.2.2) to obtain the optimal feature class
weights is optimised between 1 and 20 using the validation set. The Support Vector
Machine (Lin SVM) classifier uses a linear kernel and the cost function parameter
(i.e. regularisation parameter) is fixed at 0.5. When compared with an optimised
cost function parameter obtained using a grid search process, a fixed cost function
parameter provides stable results across the imbalance ratios without overfitting.
The linear Bayes normal, Fisher’s linear discriminant analysis, neural network, and
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quadratic Bayes normal supervised classifiers were implemented using PrTools (Duin
et al., 2008). The k-NN, logistic regression, and na¨ıve Bayes supervised classifiers
were implemented using the Weka (version 3.7.1) machine learning framework (Wit-
ten & Frank, 2005). The SVM clasifier was implemented using LibSVM (Chang &
Lin, 2001).
The one-class classifiers were implemented using the Matlab DDTools toolbox
(Tax, 2009). For the Gaussian (Gauss) one-class classifier the regularisation added
to the estimated covariance matrix is optimised using the validation set. For the
mixture of Gaussians classifier (MOG), the number of clusters containing defaulters
is optimised between 1 and 3 using the validation set. For each cluster the full
covariance matrix was calculated. The regularisation for the covariance matrices was
optimised using the validation set. For both the k-Means and k-NN classifiers k was
set at 10. Both the Parzen and na¨ıve Parzen (NParzen) used automated parameter
settings. For the Auto-encoder (AE) the number of hidden layers was fixed at 1
(the default value). The number of hidden units was set to 5 (the default setting).
With the Support Vector Data Description (SVDD), the parameter controlling the
tightness of the boundary, σ, was optimised between 1 and 12 using the validation
set. The range of values for σ were selected based on initial experimentation which
showed that too high a value for σ resulted in overfitting.
The success of feature selection is very much dataset dependent (e.g. see Liu
& Schumann (2005)), therefore the effects of feature selection techniques on the
predictive performance of the described classification models are beyond the scope
of this work. The next section will describe the results of this experimental process.
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5.2 Results and Discussion
Figure 5.3, Figure 5.4, and Figure 5.5 illustrate the resulting H measure when eight
two-class classifiers using the normal process and eight one-class classifiers using
the OCC process were tested on the Australia, German, and Thomas datasets,
respectively. The horizontal axis represents the percentage of defaulters present
in the training dataset. The H measure is represented by the vertical axis. The
two-class classifiers are identifiable by the deteriorating performance caused by the
gradual removal of defaulters from the training dataset. As the number of non-
defaulters used to train the one-class classifiers is fixed, the performance of the one-
class classifiers remains static throughout. Figures C.1 to C.6 in Appendix C are
included to demonstrate the performance of classifiers measured using theH measure
under the normal process and the OCC process on the other 6 datasets. Figures
C.30 to C.38 in Appendix C are also included to demonstrate the performance of
classifiers measured using the AUC (see Section 2.5.1.2) under the normal process
and the OCC process for all 9 datasets. The patterns present in Figure 5.3, Figure
5.4, and Figure 5.5 for the Australia, German, and Thomas datasets are broadly
similar for all datasets.
Three separate segments have been highlighted in Figure 5.3, each representing
a particular level of class imbalance (70:30, 80:20, and 90:10) at which we compare
the performance of two-class classifiers. These three segments are selected as they
represent a broad range of class imbalance. For some datasets (e.g. Spain) the
initial level of imbalance only allows the two-class classifiers to be compared at class
imbalances of 80:20 or 90:10.
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Figure 5.3: Australia: Normal process and one-class classification process test set H measure performance. Selected class imbalance
ratios are also highlighted at 70:30, 80:20 and 90:10.
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Figure 5.4: German: Normal process and one-class classification process test set H measure performance.
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Figure 5.5: Thomas: Normal process and one-class classification process test set H measure performance.
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5.2.1 Two-class Classifier Performance with Imbalance
The effects of class imbalance using the normal process are clearly evident in Figure
5.3. Beginning with a class imbalance of 44:56 (44% non-defaulter, 56% defaulter)
the performance of the two-class classifiers gradually deteriorates as the class im-
balance increases through the removal of instances from the defaulter class in the
training set. The performance of the na¨ıve Bayes and logistic regression classifiers
remains relatively robust while, in contrast, the performance of the Lin SVM, k-NN
and NN classifiers deteriorates rather more rapidly. So that more general compar-
isons can be made, Table 5.2 shows the H measure for each two-class classifier at
imbalance ratios of 70:30, 80:20, and 90:10 for the nine datasets used. The H mea-
sure values vary by dataset, with particularly poor performance recorded for the
PAKDD, Thomas, and Spain datasets. Poor classifier performance, as measured
by the AUC, has previously been reported for the PAKDD (see Xie et al. (2009))
and Thomas (see Wang et al. (2005)) datasets. Reasons for this relatively poor
performance are explained later in the text.
Table 5.2 confirms that the performance of na¨ıve Bayes, logistic regression, LDA,
LDC and, to a slightly lesser extent, QDC remain, for the most part, robust even as
far as a class imbalance of 90:10. In comparison, at 90:10, the performance of the
NN, Lin SVM and k-NN begin to languish. For each dataset and class imbalance
ratio in Table 5.2 we compute a ranking of the different classifiers assigning rank
1 to the classifier yielding the best test set H measure, and rank 8 to the classifier
giving the worst test set H measure. The average ranking of each classifier over the
three selected class imbalance ratios is computed. This figure is then averaged over
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the nine datasets and reported as the average rank. Based on average rank logistic
regression performs best. This should come as no surprise as both (Baesens et al.,
2003) and (Xiao et al., 2006) reported logistic regression as performing strongly
when assessed for credit scoring problems.
At 70:30, the differences in performance of logistic regression and the other su-
pervised classifiers were compared using a Friedman test. No statistically significant
differences between the groups were observed. This is not surprising as previous
studies (Baesens et al., 2003) have reported that the majority of classification tech-
niques yield classification performances that are quite competitive with each other.
At 80:20 k-NN, NN and QDC perform significantly worse than logistic regression.
At 90:10, the performance of Lin SVM shows a marked deterioration compared to
QDC, resulting in k-NN, NN and Lin SVM performing significantly worse than lo-
gistic regression. It should be noted that the performance range of the H measure
values varies considerably from dataset to dataset. Normally, H measure values
range from zero for models which randomly assign class labels, to one for models
which obtain perfect classification. Such variation suggests that some of the datasets
used in the evaluation may be less discriminable than others. Unlike the AUC or
Gini coefficient, the H measure does depend on the class priors. Hence, for two
given datasets the H measure may be different because of two effects1. Firstly, the
classification performance may be different, due to the discriminating power of the
attributes. Secondly, the class distribution can be different, affecting the H measure
through the class priors. As the datasets display different degrees of skewness, it
seems likely that the difference in H measure values is caused by a mixture of both
1A comment from an anonymous reviewer
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effects.
To summarise, our findings show that the performance of two-class classifiers
deteriorates as class imbalance increases - highlighting the reason that LDPs are
such a problem. Up as far as a class imbalance ratio of 90:10 the rate of deterioration
in the performance of many of the two-class classifiers is gradual with no sudden
decreases. Some of the classifiers (na¨ıve Bayes, logistic regression, LDA, LDC)
remain relatively robust to class imbalance. Ultimately, however, at a very high
level of class imbalance the two-class classifiers succumb to a poor classification
performance.
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Table 5.2: Test set H measure performance using the normal process on two-class classifiers. The best test set H measure at each class imbalance ratio is
underlined. The rank of the different classifiers at each class imbalance ratio is averaged over all the datasets and reported as the AR (average rank). For
legibility the H measure figures have been scaled and should be multiplied by 10−2.
Technique Australia German Poland UCSD Iran Japan PAKDD Thomas Spain AR
70:30 80:20 90:10 70:30 80:20 90:10 70:30 80:20 90:10 70:30 80:20 90:10 80:20 90:10 80:20 90:10 80:20 90:10 80:20 90:10 90:10 Total
k -NN(10) 64.1 59.9 50.6 17.5 15.5 11.0 29.3 24.7 19.0 36.0 32.8 27.1 28.2 21.7 11.1 12.1 2.0 1.0 4.6 3.5 2.0 7.2
NB 64.0 62.8 59.2 25.4 25.3 21.0 37.4 35.3 31.0 45.8 45.4 43.6 47.0 44.0 41.6 35.7 4.8 4.2 6.7 4.9 5.1 3.7
Lin SVM 70.4 70.0 61.4 23.2 14.4 5.8 39.5 38.6 37.0 47.1 46.9 40.8 46.4 43.4 39.2 25.2 0.9 0.7 3.4 1.5 1.1 4.9
LOG 65.8 63.9 63.5 26.3 26.0 23.0 38.0 38.8 36.5 49.2 47.9 44.8 54.0 52.9 34.2 24.0 5.7 5.2 7.6 7.8 4.9 2.3
NN 68.4 61.7 50.6 20.7 14.9 9.5 40.9 37.3 35.7 49.5 45.4 33.7 41.2 40.6 22.7 18.2 3.5 2.3 3.9 2.7 2.0 5.7
LDA 70.9 70.1 69.3 23.7 22.4 18.4 27.2 27.9 22.2 46.4 45.9 43.7 43.4 40.5 31.6 28.5 6.0 5.1 7.9 7.4 5.2 3.4
LDC 71.6 69.1 66.9 23.4 23.5 19.4 25.8 24.9 22.1 46.2 45.7 43.3 46.7 44.0 32.3 21.8 6.1 5.6 7.3 7.7 4.9 3.7
QDC 70.7 68.3 64.8 19.9 19.2 16.2 35.1 32.7 29.1 45.0 44.9 43.4 34.4 33.0 30.6 26.0 3.7 4.1 6.4 5.8 4.4 5.1
Table 5.3: Test set H measure performance using the oversample process on two-class classifiers. The best test set H measure for each class imbalance ratio
is underlined. The rank of the different classifiers at each class imbalance ratio is averaged over all the datasets and reported as the AR (average rank). For
legibility the H measure figures have been scaled and should be multiplied by 10−2.
Technique Australia German Poland UCSD Iran Japan PAKDD Thomas Spain AR
70:30 80:20 90:10 70:30 80:20 90:10 70:30 80:20 90:10 70:30 80:20 90:10 80:20 90:10 80:20 90:10 80:20 90:10 80:20 90:10 90:10 Total
k -NN(10) 62.3 54.3 48.5 18.1 13.5 13.2 32.4 27.8 24.2 35.0 31.6 26.2 29.7 22.4 12.3 15.9 2.4 1.1 4.7 4.3 1.4 7.5
NB 61.3 56.3 50.6 25.3 22.1 17.3 38.3 34.7 21.9 45.8 45.0 41.2 45.8 37.8 36.4 29.9 5.6 4.7 7.1 6.6 5.3 4.3
Lin SVM 69.7 62.5 64.0 23.8 21.7 17.8 38.1 39.5 35.9 46.9 46.7 44.8 44.6 41.2 25.5 13.9 5.9 5.2 6.8 7.8 4.7 3.7
LOG 63.1 60.3 56.7 25.5 24.1 21.3 39.7 38.3 36.7 50.1 48.8 45.1 54.5 51.0 33.8 26.7 5.3 4.8 7.9 7.8 5.0 2.4
NN 66.9 61.4 59.9 20.3 18.4 14.5 32.2 34.2 32.5 49.5 47.0 43.2 40.5 33.7 27.4 17.0 4.4 4.0 6.5 6.1 3.4 5.3
LDA 71.0 65.7 67.8 23.6 21.7 18.9 25.3 25.4 19.8 46.2 45.7 43.1 41.3 38.1 32.0 21.3 6.1 5.6 7.7 7.9 5.0 3.6
LDC 71.0 65.7 67.8 23.6 21.7 18.9 25.6 28.3 22.5 46.2 45.7 43.3 43.9 41.1 32.0 21.3 6.0 5.6 7.6 8.0 5.0 3.4
QDC 70.3 62.9 66.0 20.7 17.4 16.6 27.1 30.8 29.6 44.9 45.0 43.3 32.5 30.1 25.9 26.3 4.0 3.5 6.6 6.2 4.5 5.4
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5.2.2 The Impact of Oversampling
Figure 5.6, Figure 5.7, and Figure 5.8 illustrate the resulting H measure when the
eight two-class classifiers using the oversample process were tested on the Australia,
German, and Thomas datasets, respectively. Similarly, for the remaining datasets,
H measure performance of classifiers using the oversample process is displayed in
Figure C.7 to Figure C.12 in Appendix C. Figures C.39 to C.47 in Appendix C
are included to demonstrate the performance of classifiers measured using the AUC
under the oversample process.
With reference to the aforementioned figures (Figure 5.6, Figure 5.7, and Figure
5.8), when contrasted with the normal process, the oversampling process appears to
improve the performance of the weaker two-class classifiers. For example, comparing
the results from the Thomas dataset in Figure 5.5 (normal process) with Figure
5.8 (oversample process), Lin SVM and NN improve substantially. In contrast,
the better performing two-class classifiers from the normal process (e.g. logistic
regression) do not appear to benefit from the oversampling process.
The results of the oversampling process are detailed in Table 5.3. As previously
reported, oversampling improves the performance of the weaker two-class classifiers
- NN, Lin SVM, and k-NN - but fails to raise the performance of the stronger ones -
na¨ıve Bayes, logistic regression, LDA, LDC and QDC. In fact na¨ıve Bayes, QDC and
LDA show a decline in performance. Kolcz et al. (2003) previously reported that
at high levels of data duplication the performance of na¨ıve Bayes deteriorates. As
per the normal process, logistic regression performs best based on the average rank.
At 70:30 no statistically significant difference between the classifiers is detected. At
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Figure 5.6: Australia: Oversample process and one-class classification process test set H measure performance.
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Figure 5.7: German: Oversample process and one-class classification process test set H measure performance.
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Figure 5.8: Thomas: Oversample process and one-class classification process test set H measure performance.
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80:20, k-NN and QDC perform significantly worse than logistic regression. At 90:10,
k-NN and NN perform significantly worse than logistic regression.
Table 5.4 compares the difference between the normal process and oversample
process averaged over the nine datasets at each of the three separate class imbalance
ratios. A positive figure indicates that the oversample process performed better than
the normal process. Lin SVM shows the largest improvement, this is generated in
part by the oversample process performance on the PAKDD and Thomas datasets.
We conjecture that the reason for this large improvement in performance is the
increase in the number of support vectors and the fixed cost parameter. Even though
the performance of NN and k-NN improve with oversampling, it is insufficient to
make a statistically significant difference. The best performing two-class classifier,
logistic regression, shows a small decline in performance when the data is duplicated.
Table 5.4: Average difference in test set H measure performance, oversample process
versus normal process. A positive figure indicates the oversample process outper-
formed the normal process.
Technique 70:30 80:20 90:10
k -NN(10) 2% 4% 8%
NB -1% -2% -5%
Lin SVM -1% 83% 171%
LOG 0% -2% -2%
NN -6% 16% 38%
LDA -2% -3% -3%
LDC 0% 0% 0%
QDC -5% -4% -1%
To summarise, our findings show that oversampling improves the performance of
the two-class classifiers worst affected by class imbalance. However, the performance
of the more robust two-class classifiers displays no overall benefit from oversampling,
suggesting that it is not an appropriate solution to the LDP problem.
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5.2.3 One-class Classifiers
The next step of the evaluation is to compare the classification performance of the
two-class classifiers with that of the one-class classifiers. Based on Figure 5.3, the
cross-over in performance between the best two-class classifier and best one-class
classifier occurs at a high level of imbalance, typically 99:1 (i.e. 99% non-defaulter,
1% defaulter). We select this class imbalance ratio in order to best mirror the LDP
problem.
Based on the results presented in Sections 5.2.1 and 5.2.2 logistic regression using
the normal process (LOG Norm) is the classifier that is taken forward for comparison
with a selection of one-class classifiers at a class imbalance ratio of 99:1. The level
of class imbalance does not affect the one-class classifiers as they do not employ
non-target data during training.
Table 5.5 reports the H measure performance for LOG Norm at a class imbalance
of 99:1, along with the one-class classifiers using the OCC process. The challenging
nature of the LDP problem is underscored by the low H measure scores reported
for the German, PAKDD, Spain, and Thomas datasets. The average ranking of
the classifiers over the nine datasets is also provided which shows that LOG Norm
performs best.
Even at such a high imbalance of 99:1, LOG Norm performs competitively with
the one-class classifiers. The OCC process outperforms LOG Norm on 5 of the 9
datasets albeit with different OCC classifiers.
To summarise, no evidence exists from our experimentation to show that one-
class classification outperforms two-class classification with differences that are sta-
147
Table 5.5: Test set H measure performance of logistic regression normal process
(LOG Norm), and OCC process at a class imbalance ratio of 99:1. The best test
set H measure per dataset is underlined. The average rank (AR) of the classifiers
is also provided. H measure figures should be multiplied by 10−2. Aus = Australia,
Ger = German.
Technique Aus Ger Iran Japan PAKDD Poland Spain Thomas UCSD AR
LOG Norm 50.1 7.7 30.5 20.5 1.8 26.9 2.3 4.5 40.1 2.8
Gauss 52.3 7.1 4.6 25.8 1.6 15.7 1.1 2.9 35.3 3.3
k -Means(10) 30.0 7.0 5.5 28.0 1.3 8.1 1.0 2.2 21.2 5.4
k -NN(10) 27.2 8.1 3.9 23.3 0.9 4.7 0.8 2.2 23.3 6.6
MoG 51.9 6.5 2.8 19.7 1.4 7.6 0.9 2.0 40.6 6.3
NParzen 20.5 5.3 5.8 19.8 0.3 14.9 1.0 0.6 40.8 6.1
Parzen 34.4 9.7 3.6 25.6 1.2 8.2 0.6 2.0 25.8 5.9
SVDD 32.5 9.1 5.4 23.1 1.8 14.5 1.0 3.0 22.6 4.2
AE 51.8 8.3 3.7 31.1 2.2 10.4 0.9 2.8 17.7 4.3
tistically significant. In some ways this is to be expected as the two-class classi-
fiers use more instances during training. However, the fact that OCC outperforms
two-class classifiers on a majority of our selected datasets indicates that, under an
extreme imbalance (a defaulter class rate of 1% or lower) one should consider em-
ploying OCC as an approach to addressing the LDP problem.
5.2.4 Optimising the Threshold
In this section we illustrate the appropriateness of adjusting the threshold on clas-
sifier output as a means of addressing the class imbalance problem. In practice it
is necessary to select a threshold on classification output in order to make actual
classifications. The validation dataset is used to identify an optimised threshold for
both the one- and two-class classifiers. When a classification threshold is used we
use the harmonic mean to measure performance.
Table 5.6 compares the performance of the two-class classifiers using a standard
threshold of 0.5 and an optimised threshold on two datasets (Australia and German)
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at a class imbalance of 90:10. The Australia and German datasets are selected as
they are the most commonly used datasets in credit risk scoring literature. Based
on the performance of k -NN(10), Lin SVM, and LDA, using the standard threshold
of 0.5, for these classifiers, is clearly inappropriate for the German dataset.
Table 5.6: Test set harmonic mean performance of Default threshold (D) versus
Optimised threshold (O) at a class imbalance ratio 90:10 using the Australia (Aus)
and German (Ger) datasets. Harmonic mean figures should be multiplied by 10−2.
Technique Aus (D) Aus (O) Ger (D) Ger (O)
k -NN(10) 39.9 80.7 2.0 58.3
NB 83.6 83.5 67.5 67.5
Lin SVM 45.5 78.8 0.0 50.2
LOG 85.2 85.2 23.6 67.2
NN 68.4 79.1 34.9 57.4
LDA 69.2 87.6 0.9 65.5
LDC 86.7 86.9 66.8 67.8
QDC 82.9 84.5 62.7 63.3
In all but three of the constructed models, the optimised threshold improves the
performance of the two-class classifiers. This supports the recommendation of pre-
vious studies (Provost, 2000; Vinciotti & Hand, 2003) which cite that adjusting the
threshold is the most straight-forward approach to dealing with imbalanced datasets.
Based on the harmonic mean performance measure, we compare the performance of
two-class classifiers using the normal process when an optimised threshold is used.
Figure 5.9 illustrates the classification performance on the Australia dataset, mea-
sured using the harmonic mean, of the two-class classifiers using the normal process
and the one-class classifiers using the OCC process. Similarly, Figures C.13 to C.20
in Appendix C are included for the remaining datasets. When compared with the
H measure performance, the harmonic mean performance of many of the classi-
fiers using an optimised threshold only begins to taper away at high level of class
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imbalance.
Table 5.7 displays the results of the two-class classifiers using the normal process
across our three selected class imbalances of 70:30, 80:20 and 90:10. The harmonic
mean performance of the classifiers using an optimised threshold remains stable
across the selected class imbalances. The deterioration in performance arising from
class imbalance is not as immediate as when a default threshold is used.
As per Table 5.2, the average ranking of the two-class classifiers across the se-
lected class imbalances is provided in Table 5.7. When the classifiers’ average ranking
based on the H measure (Table 5.2) is compared to that of the harmonic mean (Ta-
ble 5.7), five of the eight classifiers attain the same average ranking. This indicates
a satisfactory degree of consistency between the performance measures. Logistic
regression performs best, as per the previous experiments. The performance of the
two-class classifiers declines as the class imbalance increases. At a class imbalance
ratio of 70:30 no statistical significance between the two-class classifiers is detected.
At 80:20, significance is detected, with logistic regression outperforming NN. At
90:10 the performance of k-NN, Lin SVM and NN are inferior to that of logistic
regression.
Table 5.8 displays the results for the oversample process. The average ranking
of the oversampled two-class classifiers reveals that logistic regression performs best
again. At a class imbalance of 70:30 no statistically significant difference is detected
between the oversampled classifiers but at the 80:20 and 90:10 class imbalance ratios,
k-NN and QDC perform significantly worse than logistic regression. As per the
normal process, when the classifiers’ average ranking based on the H measure (Table
5.3) is compared to that of the harmonic mean (Table 5.8), five of the eight classifiers
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Figure 5.9: Australia: Normal process and one-class classification process test set harmonic mean performance.
151
attain the same average ranking. Figures C.21 to C.29 in the Appendix C are
included to demonstrate the harmonic mean performance of the two-class classifiers
using the oversample process and the one-class classifiers using the OCC process.
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Table 5.7: Test set harmonic mean performance using the normal process on two-class classifiers. The best test set harmonic mean for each class imbalance
ratio is underlined. The rank of the different classifiers at each class imbalance ratio is averaged over all the datasets and reported as the AR (average rank).
For legibility the harmonic mean figures have been scaled and should be multiplied by 10−2.
Technique Australia German Poland UCSD Iran Japan PAKDD Thomas Spain AR
70:30 80:20 90:10 70:30 80:20 90:10 70:30 80:20 90:10 70:30 80:20 90:10 80:20 90:10 80:20 90:10 80:20 90:10 80:20 90:10 90:10 Total
k -NN(10) 86.7 85.4 80.7 66.0 63.5 58.3 68.9 66.8 62.4 75.1 73.6 70.5 72.6 71.4 48.5 54.2 52.7 45.6 52.9 51.2 52.9 5.9
NB 85.5 84.8 83.5 69.3 70.0 67.5 67.3 66.2 65.9 78.7 78.2 77.7 75.3 74.5 67.2 63.1 56.9 55.9 58.5 58.6 64.2 3.6
Lin SVM 77.3 71.7 78.8 68.7 30.4 50.2 67.0 65.1 63.5 79.8 79.7 77.1 77.1 74.5 58.5 50.8 17.7 40.0 40.6 42.8 44.1 6.1
LOG 86.1 84.9 85.2 69.0 69.2 67.2 68.7 65.3 64.0 80.7 80.1 78.9 80.9 79.6 62.2 61.6 57.3 56.1 58.4 57.7 62.6 2.9
NN 84.9 84.8 79.1 66.4 60.0 57.4 70.1 65.6 67.6 80.7 79.2 73.7 74.1 75.7 45.8 41.1 52.0 52.5 52.5 49.0 52.8 5.6
LDA 87.7 86.6 87.6 69.9 68.7 65.5 65.3 60.8 61.4 79.8 79.5 78.1 76.5 74.4 63.2 58.4 59.0 59.0 58.2 58.1 64.4 3.3
LDC 88.4 87.5 86.9 69.5 68.1 67.8 61.4 64.4 60.2 79.6 79.5 78.2 76.6 73.1 64.2 52.5 59.5 58.5 58.1 58.2 64.3 3.3
QDC 87.7 86.4 84.5 66.9 66.7 63.3 63.1 62.4 56.7 78.8 78.7 78.2 74.5 68.7 59.2 51.8 56.5 54.7 55.4 54.2 61.8 5.3
Table 5.8: Test set harmonic mean performance using the oversample process on two-class classifiers. The best test set harmonic mean for each class imbalance
ratio is underlined. The rank of the different classifiers at each class imbalance ratio is averaged over all the datasets and reported as the AR (average rank).
For legibility the harmonic mean figures have been scaled and should be multiplied by 10−2.
Technique Australia German Poland UCSD Iran Japan PAKDD Thomas Spain AR
70:30 80:20 90:10 70:30 80:20 90:10 70:30 80:20 90:10 70:30 80:20 90:10 80:20 90:10 80:20 90:10 80:20 90:10 80:20 90:10 90:10 Total
k -NN(10) 84.6 81.1 80.2 63.9 61.6 62.1 70.0 63.1 62.4 74.2 72.6 63.9 72.1 66.0 52.0 52.6 53.8 52.4 52.3 55.0 55.0 7.1
NB 83.9 82.1 80.3 69.7 67.2 64.1 68.7 64.2 57.9 78.8 78.5 77.3 75.2 71.3 59.4 59.4 58.2 57.1 56.1 55.3 63.6 4.7
Lin SVM 79.7 84.1 85.9 70.1 67.0 64.8 66.7 69.0 67.1 79.6 79.3 78.9 74.7 74.0 59.2 46.5 54.2 58.3 58.0 58.0 63.7 3.8
LOG 83.7 81.7 81.1 70.3 69.5 67.2 67.1 66.0 65.7 81.2 80.5 79.3 80.3 77.9 61.6 58.1 57.9 55.1 58.4 57.5 64.7 2.6
NN 87.2 83.2 82.2 66.5 65.5 62.6 66.2 65.3 64.9 80.7 80.1 78.4 71.8 72.6 57.3 43.6 56.1 56.0 57.7 57.4 58.6 5.2
LDA 87.6 85.8 86.4 69.9 67.0 67.1 61.6 63.3 56.8 79.7 79.1 78.3 75.1 72.4 60.8 53.3 57.4 58.1 59.4 58.2 63.5 3.5
LDC 87.6 85.8 86.4 69.9 67.0 67.1 62.6 65.8 60.0 79.7 79.2 78.6 74.7 73.0 60.8 53.3 57.3 58.1 59.5 58.3 63.5 3.0
QDC 88.0 83.9 86.4 66.8 65.7 65.2 60.2 63.7 59.4 78.6 78.5 78.0 73.2 69.4 54.7 51.1 57.2 54.8 54.9 54.5 61.5 5.8
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The average difference, over the nine datasets, between the normal process and
oversample process of the two-class classifiers is displayed in Table 5.9. Based on
the harmonic mean at the class imbalance ratio of 70:30 oversampling makes no
overall difference to the performance of the two-class classifiers. At higher levels
of class imbalance, the non-parametric classifiers NN and Lin SVM benefit from
oversampling, as observed previously. Again, the performance of na¨ıve Bayes is
somewhat impeded by oversampling and the best performance for logistic regression
occurs using the normal process rather than the oversample process.
Table 5.9: Average difference in test set harmonic mean performance, oversample
process versus normal process. Positive figure indicates oversample process outper-
formed normal process.
Technique 70:30 80:20 90:10
k -NN(10) -1% -1% 1%
NB 0% -3% -4%
Lin SVM 1% 49% 18%
LOG -1% 0% -1%
NN -1% 6% 6%
LDA -1% -1% -2%
LDC 0% -1% 0%
QDC -1% -1% 1%
We next compare logistic regression using the normal process to a selection of
one-class classifiers at an imbalance of 99:1. Optimised thresholds are calculated
for all techniques used. The results of this comparison are displayed in Table 5.10
and are, in general, very similar to the results in Section 5.2.3. Logistic regression
remains the best performing classifier. Further to the results of the H measure,
in which logistic regression performs significantly better than k -NN and MOG, the
performance of logistic regression with an optimised classification threshold is signif-
icantly better than a number of one-class classifiers (including SVDD, na¨ıve Parzen,
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mixture of Gaussians and k-NN). Of the one-class classifiers, based on average rank-
ing, the Gaussian performs best. Based on the average ranking, it is worth noting
that the harmonic mean performance of the SVDD classifier is somewhat worse
compared to its corresponding H measure performance. This difference highlights
the sensitivity of selecting appropriate SVDD parameters at a specific classification
threshold.
Table 5.10: Test set harmonic mean performance of logistic regression normal process
(LOG Norm), and OCC process at a class imbalance ratio of 99:1. The best test set
harmonic mean per dataset is underlined. The average rank (AR) of the classifiers
is also provided. Harmonic mean figures should be multiplied by 10−2. Aus =
Australia, Ger = German.
Technique Aus Ger Iran Japan PAKDD Poland Spain Thomas UCSD AR
LOG Norm 79.8 58.5 73.5 53.3 52.4 64.4 57.1 55.4 76.4 2.1
Gauss 79.6 55.9 51.5 56.8 53.3 57.9 52.3 52.4 73.9 3.0
k -Means(10) 67.7 56.4 54.8 57.1 52.0 47.2 51.6 49.9 67.0 5.1
k -NN(10) 66.4 55.6 50.0 58.6 51.1 42.1 51.9 48.5 68.9 5.7
MoG 69.9 55.2 46.1 49.6 39.7 46.9 45.1 46.6 73.0 7.4
NParzen 63.5 53.8 46.8 49.8 46.3 56.0 53.3 44.4 77.4 6.1
Parzen 70.9 58.8 49.2 55.2 50.4 48.6 52.5 48.1 69.7 4.9
SVDD 68.0 57.5 34.3 56.3 52.2 50.7 50.7 51.5 68.3 5.7
AE 79.3 55.4 44.3 56.8 55.4 53.9 51.1 53.9 65.5 5.0
To summarise, selecting an appropriate threshold can substantially improve the
performance of a two-class classifier. However, it is worth noting that this cut-off
decision is dependent on a number of factors, including: (i) what aspect of classifier
performance is being examined; (ii) the relative cost ratio of false positives and false
negatives; and (iii) the strategic considerations of the bank (e.g. how to pool loans
into different risk grades). For these reasons it is common for financial institutions
to use the ROC performance measure to assess classifier performance over a range
of cut-offs. Further discussion of the results with respect to other empirical studies
is reserved in the Conclusions of this chapter.
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5.3 Conclusions
This chapter presented an extensive evaluation of approaches to addressing the LDP
problem when building credit scoring models. Based on our findings presented in this
chapter, we believe that when both target and non-target data is available, the semi-
supervised OCC techniques should not be expected to outperform the supervised
two-class classification techniques. This is based on the fact that two-class classifiers
use more information during training.
Even though it cannot be unanimously proven that OCC is better than two-class
classification at very low levels of defaulters, the performance of OCC merits con-
sideration as a solution to the LDP problem. Based on the H measure performance
measure, OCC outperforms logistic regression on 5 of the 9 datasets. Similarly,
based on the harmonic mean performance measure, OCC outperforms logistic re-
gression on 4 of the 9 datasets. This indicates that, under an extreme imbalance
(a defaulter class rate of 1% or lower) one should consider employing OCC as an
approach to addressing the LDP problem.
Sampling is one of the simplest and most popular solutions to the class imbal-
ance problem. Although oversampling improves the performance of some two-class
classifiers, it does not lead to an overall improvement of the best performing clas-
sifiers - that is the strong do not become stronger. In fact, in our experiment the
performance of the best performing two-class classifier, logistic regression, regis-
tered a small decline when oversampling was applied, which matches the results of
Bellotti & Crook (2008) and Crone & Finlay (2012) with the latter reporting that
oversampling “appears to be of minor importance” with respect to the performance
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of logistic regression.
Based on these findings, oversampling should not be employed with logistic re-
gression as a suitable technique to address the LDP problem. As oversampling does
not introduce any new data, the fundamental “lack of data” issue is not addressed
(Burez & Van den Poel, 2009).
Adjusting the threshold on classification output yields a large improvement in
classifier performance. It is therefore advisable, in addressing the low-default portfo-
lio problem, to optimise the classification threshold before pursuing some of the more
sophisticated methods associated with data sampling and cost sensitive learning.
Although many studies discuss the importance of classification threshold selec-
tion (see Baesens et al., 2003), very few actually conduct any sort of assessment of
the predictive performance of classifiers using an optimised classification threshold.
Many studies sidestep the problem of choosing a specific classification threshold by
using the AUC. The comprehensiveness of this study is enhanced by employing a
threshold specific performance measure such as the harmonic mean.
Our findings also match Lee & Cho (2007) who performed a modest compari-
son of one- and two- class classifiers for response modelling and found that with a
response rate (the minority class) of 1% or lower one should apply OCC to the ma-
jority class. However, with respect to oversampling, our findings are contradicted,
somewhat, by Marque´s et al. (2012) who report that random oversampling improves
classifier performance when using imbalanced data. The results presented in this
chapter were based on experiments performed using 9 real-world datasets and 8 two-
class classifiers. In comparison, Marque´s et al. (2012) used 5 real-world datasets (one
of which should be discounted as it is the incorrect version of the Japan dataset),
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and 2 two-class classifiers (logistic regression and Lin SVM). Marque´s et al. (2012)
do not examine the effects of oversampling below a defaulter class rate of 5%. For
researchers interested in LDPs it would be interesting to see the effects of oversam-
pling assessed at lower defaulter class rates as, typically, LDPs contain very few
or no defaulters. It is worth noting that for the German dataset, the largest AUC
value reported by Marque´s et al. (2012) for the linear kernel SVM classifier is 0.51
which is recorded based on a 20% default rate in the dataset. For higher class im-
balances (default rates of 14.3% to 6.67%) this figure is 0.5. In contrast, Brown &
Mues (2012) report an AUC value of 0.768 for the German dataset when a default
rate of 10% is used. This may indicate that the parameters of the linear kernel
SVM classifier used by Marque´s et al. (2012) were inadequately optimised. Overall,
such discrepancies reflect the fact that it is not uncommon for studies to differ on
the question of oversampling (see Chawla et al., 2004; Drummond & Holte, 2004),
and further research is required as there is no single final answer to the question.
Our work, however, has contributed concrete and meaningful results to the specific
context of low-default portfolios, and also to the topic of class imbalance in credit
scoring.
Finally, there were no statistically significant differences between the results of
the OCC techniques and those of logistic regression which could indicate the supe-
riority of one approach over the other. Therefore, both approaches merit consid-
eration when dealing with LDPs. Thomas (2009b) highlights the idea that a new
methodology, using the same characteristics of the data as used by existing meth-
ods, producing a superior performance is questioned by many experts (see Hand,
2006a). Indeed, Overstreet et al. (1992) observe that based on the flat maximum
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effect, the predictive performance of supposedly different classification techniques is
almost indistinguishable as it is likely that most classification techniques will gener-
ate a model close to the best discrimination possible. Many other issues need to be
considered when comparing the performance of a model, some of which have been
outlined above and will be addressed in future work.
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Chapter 6
Benchmarking Behavioural
Scoring
For financial institutions, behavioural scoring is a valuable tool used to reduce loss
and increase profit. This is achieved via the control of risk by assessing the ongoing
creditworthiness and consumer behaviour of their existing customers. Behavioural
scoring is used throughout the lifetime of the customers’ relationship with the finan-
cial institution. With behavioural scoring models, not unlike application scorecard
models, the dataset construction and modelling stages (e.g. Figure 3.3) are charac-
terised by a range of key parameters settings pertaining to how the data should be
evaluated. Because of the relative lack of authoritative evaluation studies published
in the literature, the purpose of this chapter, by means of quantitative evaluation,
is to address the following important questions:
i. To what extent does the use of different durations of historical customer re-
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payment data for model training affect the classification performance of a
behavioural scoring model?
We evaluate the classification performance of various logistic regression models,
each of which is trained using a particular duration of historical customer
repayment data.
ii. What impact do variations in the outcome window, from which a customer’s
class label is defined (good or bad), have on the classification performance of
a behavioural scoring model?
From a practical perspective, the size of the outcome window is not an ar-
bitrary decision made during the training of the classification model. Quite
often specific business requirements (e.g. long term forecasts) determine the
size of the outcome window. By varying the length of the outcome window,
we quantify differences between performance results of various logistic regres-
sion models. Intuition would suggest a superior classification performance
from models trained using a shorter outcome period compared to models con-
structed using a longer outcome period. The purpose of this assessment is to
quantify such differences, so as to provide practitioners with a benchmark.
iii. What are the differences between alternative approaches used to define a cus-
tomer’s default status?
We compare two approaches used to define the customers’ default status. For
practitioners, in some situations there are valid justifications for employing a
specific label definition approach. For example, to alleviate the low-default
portfolio problem, as examined in Chapter 5, practitioners may boost the
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number of loan defaulters by adopting a particular label definition approach.
The purpose of this assessment is to quantitatively analyse the differences
between both label definition approaches.
Guidance in the literature on the impact of choices made for key modelling pa-
rameters for behavioural scoring models are largely limited to anecdotal evidence
that suggest good practices and processes for implementation. We address this short-
coming in the literature by conducting an empirical investigation into behavioural
scoring. The findings reported in this chapter are based on real-world data from
a credit bureau which details the performance of retail loans issued by the main
Irish banks in 2003 and 2004. Overall, the purpose of the work described is to
present a convenient source of comparison for practitioners who must make certain
behavioural scoring modelling decisions. By identifying and quantifying the impact
of different modelling decisions through the use of real-world data, clear insights into
the dataset construction and modelling stages of behavioural scoring are gained.
Section 6.1 describes our experimental set-up, including the data used and the
experimental methodology. In Section 6.2 we describe our experimental results. Fi-
nally, in Section 6.3 we reflect upon the implications of our findings for practitioners
engaged in behavioural scoring.
6.1 Experiment Set-up
For the sake of clarity, material in Section 4.2.1 which is relevant to the experimental
information is repeated below. In Figure 6.1 a sample of customers is selected so
that their repayment behaviour either side of an arbitrarily chosen observation point
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is available. The period before the observation point, which details a customer’s
historical repayment data, is often termed the performance window. Data on the
customers’ performance during this time is structured into features which are used
by the behavioural scoring system to distinguish between customers’ likely to repay
their loan and those likely to default on their financial obligation.
Figure 6.1: Behavioural scoring performance window and outcome window.
Previously, Section 3.2.1.4 described two approaches used to define the cus-
tomers’ default status: (i) the worst status label definition approach; and (ii) the
current status label definition approach. The current status label definition ap-
proach classifies a customer as either good or bad based on their account status at
the end of the outcome window. The worst status label definition approach classifies
a customer as either good or bad based on their account status during the outcome
window. For example, we define a bad as 2 or more missed loan repayments. If a
customer’s outcome window records the total number of missed loan repayments for
the previous 6-months as [1, 2, 1, 0, 0, 1] then under the current status the customer
is labelled as good. Using the worst status, the customer is labelled as bad.
The purpose of this evaluation is to investigate the efficacy of an assorted set
of performance and outcome window sizes on the classification accuracy of logis-
tic regression (LR) models in behavioural scoring scenarios. This is achieved by
creating multiple behavioural scoring datasets with varying performance and out-
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come window sizes. In this study three different performance window sizes are used
(6-months, 12-months, and 18-months) along with 5 separate observation window
sizes (3-months, 6-months, 12-months, 18-months, and 24-months). This study also
assesses two popular approaches used to label behavioural scoring data, namely
the current status label definition approach and the worst status label definition
approach. To accomplish these aims we perform three overlapping experiments:
i. A comparison of classifier performance under different window sizes by varying
the performance window sizes over a range of fixed outcome window sizes.
ii. A comparison of classifier performance under different window sizes by using
a single fixed performance window size and varying outcome window sizes.
iii. A comparison of classifier performance under different label definition ap-
proaches by using a single fixed performance window size and varying outcome
window sizes, as per (ii).
This section describes the datasets, performance measure and methodology used.
6.1.1 Data
In these experiments we have used data provided by the Irish Credit Bureau (ICB).
Credit bureau data is regarded by many in industry as a reliable source of data with
the potential to increase productivity and profitability in credit decision making
(Mays, 2004). This is due, in part, to: (i) the data privacy and consumer protection
laws which help ensure that the data is highly regulated in terms of its use (Mays,
2004); and (ii) information sharing among lenders lowers credit risk. Typically, in-
formation in the ICB data is gathered from a number of different lenders who report
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to the credit bureau every month. The ICB data details updates on customers’ pay-
ment behaviour and any changes to public records, e.g. court judgements, collection
items, and bankruptcy.
Previously, in Chapter 5, application scorecard models were constructed based
on two separate snapshots of customer information - the first consisted of customer
characteristics on applying for a loan and the second of customer default status
sometime later (typically 12 months). In behavioural scoring the first snapshot is
replaced by a broader aspect of customer behaviour collected over a duration of six
to 24 months but the second snapshot remains the same.
In order to conduct the experiments described in this chapter, it was necessary
to transform the ICB data into multiple experimental datasets. This data transfor-
mation process consisted of three steps: (i) dataset preparation; (ii) dataset gener-
ation; and (iii) dataset labelling. Dataset preparation, described in Section 6.1.1.1,
involved collating and reviewing the ICB data. Dataset generation, described in
Section 6.1.1.2, consisted of generating multiple datasets based on experimental pa-
rameters (e.g. performance window size). This step also included the specification
and generation of additional features based on existing data. During the dataset
labelling step, described in Section 6.1.1.3, a label definition approach was applied
to the experimental datasets.
6.1.1.1 Dataset Preparation
The ICB data used in these experiments was anonymised to protect customer con-
fidentiality and identity. It contains details of 2,500 customers who were approved
for a mortgage loan between January 2003 and December 2004. The data provided
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includes a subset of their application characteristics and full subsequent repayment
behaviour up to December 2010. Based on statistics issued by the Irish government’s
Department of Environment, Community and Local Government (DofE, 2008), the
number of Irish mortgages issued in 2003 stood at 97,726 (or e17,432m worth) and
for 2004 the figure recorded was 104,134 (or e21,003m worth). As such, this data
represents a random sample of just over 1% of all mortgages issued in Ireland be-
tween 2003 and 2004. Typically, for each customer, the ICB receive monthly data
record updates; in this dataset each data record is updated every 3 months result-
ing in multiple data records per customer. Each data record details a customer’s
repayment behaviour for the previous 24-months from the time of the update.
Table 6.1 describes the features of each ICB data record. The features are
grouped into customer loan application data (Application data) and customer repay-
ment behaviour data (Behavioural data). The application data for each data record
remains unchanged from the time of the original loan application. The behavioural
data is updated every 3 months, as specified by Account update date. Depending on
when data is received by the credit bureau from the banks, the account update date
occurs either at the end of the third month or shortly afterwards at the beginning
of the following month. Loan Protection is used to indicate if the customer has
some form of financial protection against an unforeseen adverse personal event. The
Account association feature indicates if the loan is associated with a single or joint
account. The Outstanding loan balance is the overall amount owed. Also included
is a non-standard ICB feature, Loan installment amount, which is the amount re-
paid since the last quarter. This is calculated as the difference between the current
Outstanding loan balance and that of the previous quarter. Features that uniquely
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identify the data record or customer were removed (see Table 6.1). Customers with
missing or incomplete information were removed (18 in total).
Table 6.1: ICB data features. Features removed from the ICB data during the
dataset preparation step are indicated by ∗.
Type Variable Name Description
Application
Account opening date∗ Date of loan drawdown
data
Loan amount Total repayment amount
Term of loan Length of loan in years
Loan protection Financial insurance
Customer location Current residence of the customer
Account association Single or joint account
Payment frequency Monthly or fortnightly repayment
Date of birth∗ Customer date of birth
Behavioural
Account update date∗ Date of loan update
data
Loan installment amount Amount repaid for update
Outstanding loan balance Overall amount owed
Vintage Age of loan in months
Repayment indicators Monthly loan status
Current credit bureau information is contained in the Repayment indicators fea-
ture. These features record not only the current status of the loan, but also the
loan status for each of the previous 23 months. Standard credit bureau repayment
indicators denote:
 Whether currently, or at any stage of the previous 23 months, the account has
been closed (closed);
 The lender and customer have agreed to suspend all or part of the payment
(moratorium);
 The account has been dormant1 for a period of time (dormant);
 The account is pending litigation (litigation);
1Borrowers sometimes retain a dormant account as security for another loan
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 The account has been frozen by the lender (frozen);
 The account has no missed payments (normal);
 The account is in arrears for x number of repayments (arrears).
For example, Figure 6.2 illustrates the repayment indicator values for an account
opened in February, during the first quarter of 2003. In total 11 separate data
records (U1 to U11) detail the lifetime of the loan. The first account update date
(U1) was received by the credit bureau on the 30
th of June 2003. This update
details the account’s repayment indicator feature values for each full month of loan
repayments (i.e. March, April, May, and June of 2003). The next update, U2, was
received by the bureau on the 6th of October 2003, and the account’s repayment
indicators feature values from March until September 2003. Subsequent updates, as
far as U11, were received close to the end of each quarter. At each update customer
repayment behaviour for the previous 24-months is reported. If there are no missed
loan repayments then 0 is used to indicate that the account is not in arrears. A
repayment indicator between 1 and 9 represents the total number of months the
customer is in arrears.
Based on Figure 6.2, according to U4 the customer did not make a full loan
repayment in January 2004, hence the 1 for January 2004. Similarly, a repayment
indicator of 2 indicates that another repayment was missed in February 2004. The
customer is now 2 months in arrears. The following month, March, the customer
makes a full repayment for the month in addition to the outstanding amount for
January. However, the missed repayment for February is still outstanding, hence
a repayment indicator of 1 for March 2004. The C repayment indicator for U11 at
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the end of December 2005 indicates that the customer account was closed and no
outstanding amount was due from the customer. As a result no subsequent data
records are received for this loan.
After collating and reviewing the ICB data, we obtained a dataset of close to
45,000 instances with each instance representing a quarterly snapshot of customer
behaviour over the previous 24-months. The next step describes how the ICB data
is transformed into multiple experimental datasets which are used to train and test
the model.
6.1.1.2 Data Generation
In this step, based on the performance window size, multiple experimental datasets
were generated using the ICB data. The performance window size dictates how many
months worth of the repayment indicators are used to train and test the model. After
the ICB data has been partitioned into multiple datasets based on the performance
window size, additional feature values are generated using the repayment indicator
feature values. Only a single instance of the quarterly snapshots of a customer’s
behaviour over the preceding 24-months is included in each dataset. The most recent
instance (i.e. the one closest to the performance window end date) is retained. The
remainder of this section describes the process used to generate these additional
feature values.
In order to extract the maximum amount of information from the data, an addi-
tional set of features are derived from the repayment indicators to form the combi-
nation features. The combination features describe the state of the account over the
performance window. The ICB data features (see Table 6.1) in addition to the com-
170
Figure 6.2: Example of a customer account detailed by 11 data records.
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bination features are included in the experimental datasets. Depending on the size
of the performance window, a maximum of 61 combination features are defined. For
example, Table 6.2 lists the combination features derived from the arrears repayment
indicator. The combination features for the remaining repayment indicators are de-
rived in the same manner. Table 6.3 to Table 6.8 detail the remaining repayment
indicators.
Table 6.2: Combination features generated based on the arrears repayment indica-
tor. PWSize = performance window size in months. ∗ indicates that the inclusion
of the feature depends on the performance window size.
Feature Name Description
Arrears ever Have arrears occurred at any stage during the performance window
Arrears 1-to-3 Have arrears occurred in the last 3 months
Arrears 4-to-6 Have arrears occurred in months 4-to-6
Arrears 7-to-12
∗
Have arrears occurred in months 7-to-12
Arrears 13-to-PWSize
∗
Have arrears occurred in month 13 or later
Arrears worst Highest number of missed repayments
Missed single Only one missed repayment on a single occasion
Missed twice Only one missed repayment on two separate occasions
Missed thrice Only one missed repayment on three separate occasions
Missed multi Only one missed repayment on more than three separate occasions
Missed double At most 2 repayments in arrears
Missed treble At most 3 repayments in arrears
Missed cont > 3 At most 3 or more repayments in arrears
Arrears closed Was the account in arrears before it was closed
One current Has the account gone directly from 1 missed repayment to normal
Two current Has the account gone directly from 2 missed repayments to normal
Three current Has the account gone directly from 3 missed repayments to normal
The arrears repayment indicator is used to create features to indicate the follow-
ing: that the account has been in arrears sometime during the performance window;
that arrears have occurred over certain time frames (e.g. in the last 3-months); the
highest number of missed payments; that only one missed payment has occurred;
that a missed payment has occurred on two separate occasions; and that the account
has moved from arrears to current (i.e. no outstanding arrears). The size of the
performance window (PWSize) may preclude certain features from being used (e.g.
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if PWSize = 12-months, then the Arrears 13-to-PWSize feature will not be used).
Table 6.3: Combination features generated based on the normal repayment indica-
tor. PWSize = performance window size in months. ∗ indicates that the inclusion
of the feature depends on the performance window size.
Feature Name Description
Normal at present Is the account currently Normal
Normal always Has the account been Normal for the entire performance window
Normal 1-to-3 Has the account been Normal for the previous 3 months
Normal 4-to-6 Has the account been Normal for months 4-to-6
Normal 7-to-12
∗
Has the account been Normal for months 7-to-12
Normal 13-to-PWSize
∗
Has the account been Normal from month 13 and onwards
Normal < 12
∗
Has the account been Normal for all of the previous 12 months
Table 6.4: Combination features generated based on the moratorium (Morat.) re-
payment indicator. PWSize = performance window size in months. ∗ indicates that
the inclusion of the feature depends on the performance window size.
Feature Name Description
Morat. ever Has a moratorium occurred during the performance window
Morat. 1-to-3 Has the account been in moratorium in the last 3 months
Morat. 4-to-6 Has the account been in moratorium in months 4-to-6
Morat. 7-to-12
∗
Has the account been in moratorium in months 7-to-12
Morat. 13-to-PWSize
∗
Has the account been in moratorium in month 13 or later
Most Morat. What is longest the account has been in moratorium for
Total Morat. The total number of months the account has been in moratorium
Arrears-to-Morat. Has the account been in arrears immediately prior to moratorium
It was necessary to exclude a number of instances from the experimental datasets
used to train and test the model. Any instances less than 3 months old (measured
using the account opening date and the performance window end date) were re-
moved (Mays, 2004, pp.151). Instances marked as closed from the beginning of the
performance window were also removed.
This section has described how the ICB data was transformed, based on the
performance window size, into multiple experimental datasets. The process of gen-
erating an additional set of features, known as combination features, was also de-
tailed. The next step describes how a class label is applied to the instances of the
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Table 6.5: Combination features generated based on the dormant repayment indi-
cator. PWSize = performance window size in months. ∗ indicates that the inclusion
of the feature depends on the performance window size.
Feature Name Description
Dormant ever Has a dormancy occurred during the performance window
Dormant 1-to-3 Has the account been dormant in the last 3 months
Dormant 4-to-6 Has the account been dormant in months 4-to-6
Dormant 7-to-12
∗
Has the account been dormant in months 7-to-12
Dormant 13-to-PWSize
∗
Has the account been dormant in month 13 or later
Most Dormant What is longest the account has been dormant for
Total Dormant The total number of months the account has been dormant
Arrears-to-Dormant Has the account been in arrears immediately prior to dormancy
Table 6.6: Combination features generated based on the litigation (Litig.) repay-
ment indicator. PWSize = performance window size in months. ∗ indicates that
the inclusion of the feature depends on the performance window size.
Feature Name Description
Litig. ever Has litigation occurred at any stage during the performance window
Litig. 1-to-3 Has the account been subject to litigation in the last 3 months
Litig. 4-to-6 Has the account been subject to litigation in months 4-to-6
Litig. 7-to-12
∗
Has the account been subject to litigation in months 7-to-12
Litig. 13-to-PWSize
∗
Has the account been subject to litigation in month 13 or later
Most Litig. What is longest the account has been subject to litigation for
Total Litig. The total number of months the account has been subject to litigation
Arrears-to-Litig. Has the account been in arrears immediately prior to litigation
Table 6.7: Combination features generated based on the frozen repayment indicator.
PWSize = performance window size in months. ∗ indicates that the inclusion of the
feature depends on the performance window size.
Feature Name Description
Frozen ever Has the account been frozen at any stage during the performance window
Frozen 1-to-3 Has the account been frozen in the last 3 months
Frozen 4-to-6 Has the account been frozen in months 4-to-6
Frozen 7-to-12
∗
Has the account been frozen in months 7-to-12
Frozen 13-to-PWSize
∗
Has the account been frozen in month 13 or later
Most Frozen What is longest the account has been frozen for
Total Frozen The total number of months the account been frozen
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Table 6.8: Combination features generated based on the closed repayment indicator.
PWSize = performance window size in months. ∗ indicates that the inclusion of the
feature depends on the performance window size. Note: Once Closed, the loan
status remains unchanged.
Feature Name Description
Closed 1-to-3 Was the account closed in the previous 3 months.
Closed 4-to-6 Was the account closed in months 4-to-6.
Closed 7-to-12
∗
Was the account closed in months 7-to-12.
Closed 13-to-PWSize
∗
Was the account closed in month 13 or later
Arrears-to-Closed Was the account in arrears immediately before it was closed.
Morat-to-Closed Was the account on moratorium immediately before it was closed.
experimental datasets.
6.1.1.3 Dataset Labelling
The instances in the generated experimental datasets need a class label in order to
build a model. The class label indicates whether or not the customer defaults on their
loan obligation. Normally, as per Basel II, a default occurs when the customer is
past due on a loan for 90-days or more, i.e. three or more missed monthly payments.
With the ICB data, when a customer is defined as bad using this approach too few
defaulters are generated with which to train the LR model, i.e. an extreme version
of the low-default portfolio problem examined in Chapter 5. In these experiments
a customer is defined as bad if they are more than 60-days in arrears on their loan,
i.e. two or more missed monthly payments. Figure 6.3 displays the monthly default
rate (i.e. customer accounts with 2 or more missed payments) for each month from
January 2003 to December 2010. The monthly default rate for customer accounts
opened in 2003 and 2004 are detailed. A possible explanation for the spike in the
default rate experienced by loans issued in 2004 can be attributed to higher property
prices and larger loan amounts. Given the low default rate as evidenced by Figure
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6.3, the ICB dataset can be considered as representative of the low-default portfolio
problem discussed in Chapter 5.
Figure 6.3: Monthly default rate, up until December 2010, for customer accounts
opened in 2003 and 2004.
In order to maximise the separation between the goods and the bads, indeter-
minates were omitted from the data used to train the model. An indeterminate was
defined as someone whose behaviour is somewhere between good and bad, i.e. 1
month in arrears (Thomas et al., 2001b). Indeterminate accounts were retained in
the test data.
The next section describes the performance measure used in these experiments.
6.1.2 Performance Measures
In Chapter 5 classifier performance was assessed using the harmonic mean and the H
measure. In the context of the low-default portfolio problem, an attractive quality
of the harmonic mean is that it is less sensitive to large numeric values and more
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sensitive to small values (Butler et al., 2009). With low-default portfolios, such small
values can often occur when measuring the classification performance of the minority
class. Thus, we justify using the harmonic mean based on the relatively poor dis-
criminability of certain datasets, e.g. PAKDD, Spain, and Thomas. Generally, it is
accepted that behavioural scoring is more accurate than application scoring (Hand,
2001). Therefore, we dispense with the harmonic mean and select, in the interests
of relevancy, the more widely used and straight forward average class accuracy (see
Equation 2.24). A validation dataset (see Section 6.1.3) was used to identify an
optimised threshold at which to make actual classifications. This is in keeping with
the approach used in Chapter 5, which highlighted how the low-default portfolio
problem can be addressed by optimising the threshold on classification output.
Differences between the performance of the LR classifier on various test datasets
(see Section 6.1.3) were analysed with a Kruskal-Wallis one-way analysis of variance
by ranks test (see Wolfe & Hollander, 1999) and post hoc pairwise comparisons
performed with a Dwass-Steel-Critchlow-Fligner procedure (see Wolfe & Hollander,
1999). The Kruskal-Wallis one-way analysis of variance by ranks test (or simply,
Kruskal-Wallis test) is a non-parametric method for testing whether k groups have
been drawn from the same population. If the result of the Kruskal-Wallis test is
significant, it indicates that there is a significant difference between at least two of the
groups in the set of k groups (Sheskin, 1997). As the test is non-parametric, it makes
no assumption about the shape of the population distribution from which the groups
are drawn. The Kruskal-Wallis is used because an unequal number of observations
were recorded for the LR classifier on various test datasets. In Chapter 5, a Friedman
test was used as an equal number of observations (i.e. classifier performance) were
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obtained for each group (i.e. class imbalance ratio). When significant differences
were indicated by the Kruskal-Wallis test, all possible pairwise comparisons between
the groups were made using the Dwass-Steel-Chritchlow-Fligner post hoc test to
identify specific group differences.
A two-tailed Mann-Whitney U test (see Wolfe & Hollander, 1999) was used to
test for statistically significant differences between the average class accuracies of
the worst status and current status label definition approaches. For all statistical
tests, significance was established at p < 0.05 and statistical analysis was performed
using the statistical package StatsDirect (Buchan, 2011). The Mann-Whitney U
test is appropriate for comparison of two groups only, unlike the Kruskal-Wallis test
which is the most appropriate test when all sample groups are compared with each
other.
The next section describes how the multiple experimental datasets are used to
train and test a classification model.
6.1.3 Methodology
Training data from the experimental datasets was comprised solely of customer
accounts opened in 2003. The training data was then divided into two subsets: (i)
the classifier training set (67%); and (ii) the validation set (33%). The classifier
training set and the validation set were used to train and tune the classifier. Test
sets from the experimental datasets were used to evaluate classifier performance
and were comprised solely of customer accounts opened in 2004. This ensured that
the customer accounts in the training and test sets were mutually exclusive. The
performance window start date was set as the beginning of January 2005 for all of the
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initial test sets. For subsequent test sets the performance and outcome window start
dates were incremented by 3-months, e.g. for the second test set the performance
window start date moved to the beginning of April 2005. Classifier performance was
measured and the process was repeated until the outcome window end date reached
the end of 2010.
Figure 6.4 displays the experimental set-up for a 12-month performance window
and 3-month outcome window. For the training data, the performance window start
date was set as the beginning of January 2004. The performance window end date,
determined by the performance window size, was set as the end of December 2004.
The outcome window began immediately after the performance window end date
and its end date, determined by the outcome window size, was set as the end of
March 2004.
Figure 6.4: Experiment set-up for a 12-month performance window and a 3-month
outcome window (Out).
The first stage of our evaluation, (i), considers the classification performance
of a LR model constructed using a selection of performance window sizes. The
comparison is performed using the worst status label definition approach. Based
on the results of (i) the most accurate performance window size is then used in the
179
next stage of the analysis, (ii), whereby the outcome window sizes are compared
using both the worst status approach and the current status approach. The final
stage of the analysis, (iii), performs a direct comparison of the current status and
worst status label definition approaches. The comparison is performed using the
datasets generated for (ii). In the study the performance window sizes used are
6-months (P6 ), 12-months (P12 ), and 18-months (P18 ). The five outcome window
sizes used are 3-months (O3 ), 6-months (O6 ), 12-months (O12 ), 18-months (O18 ),
and 24-months (O24 ).
6.1.4 Model Training
As previously highlighted in Section 6.1.1, the real-world dataset used in this study
resembles the low-default portfolio problem. By extending the findings presented in
Chapter 5 to behavioural scoring, at such low levels of default, one should consider
using either a LR model or a semi-supervised one-class classification technique with
which to construct a behavioural scoring model. In this work a LR model was
trained and tested on our experimental datasets for a number of reasons. Firstly,
LR was selected as it is widely used to build credit scoring models (Hand & Zhou,
2009). As highlighted at the beginning of this chapter, the purpose of this study is
to provide practitioners with a source of comparison for behavioural scoring and so
it is most appropriate to persist with the most commonly used modelling approach.
Secondly, despite the existence of more sophisticated classification models such as
support vector machines and neural networks, the popularity of LR has endured.
This may be due to the interpretability and fast estimation of its parameters, or, as
demonstrated in Chapter 5, the favourable classification performance achieved by
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LR when compared to other supervised classification approaches.
The LR model was implemented using the Weka (version 3.7.1) machine learn-
ing framework (Witten & Frank, 2005). Tuning involved using the validation set
with which to optimise the LR ridge estimator parameter in order to offset unstable
coefficient estimates that arise from highly correlated data or when the number of
features is relatively large compared to the number of observations. Miller (1984)
describes ridge regression as a shrinkage technique that can be used as an alterna-
tive to other established feature selection approaches, some of which are described in
Section 3.2.2.1. The ridge estimator parameter is used to overcome overfitting and
collinearity by specifying a restriction on the coefficients, β, used by logistic regres-
sion. This restriction reduces the bias of the regression coefficients. As a drawback,
using such an approach can lead to an over-parametrised model that can be difficult
to interpret and maintain. Each experiment was conducted 10 times using different
randomly selected training and validation set splits, and the results reported are
averages of these 10 runs.
Section 6.2 will describe the results of this experimental process.
6.2 Results and Discussion
The results and findings reported in this quantitative evaluation are intended to serve
as a source of comparison for practitioners conducting similar assessments, which
may then assist practitioners in building accurate behavioural scoring models. As
such, the objectives of this evaluation were threefold:
i. First, by adjusting the performance window size, we compare the classification
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results of LR models trained using different durations of historical customer
repayment data. This comparison is repeated for each of the five outcome
window sizes (O3, O6, O12, O18, and O24 ). The findings reported in this
evaluation provide guidelines on what duration of historical customer repay-
ment data should be used when attempting to accurately predict loan defaults
within a specified time frame.
ii. The LR model yielding the best overall average class accuracy is passed to the
next stage of the evaluation. In this stage, we quantify differences between
LR model performance results based on different outcome window sizes. Intu-
itively, a superior classification performance is expected from LR models con-
structed using class labels obtained over a short outcome window compared
to models constructed using class labels obtained from a longer outcome win-
dow. The purpose of this assessment is to quantify such differences. This is
an important topic for practitioners, as business requirements (e.g. short term
forecasts) can often dictate the size of the outcome window.
iii. Finally, we compare two approaches used to define the customers’ default sta-
tus: (i) the worst status label definition approach; and (ii) the current status
label definition approach. Similar to (ii), we quantify differences between LR
model performance results for each outcome window size. The LR models are
trained using a 12-month performance window and a particular label definition
approach. To the best of our knowledge no such evaluation has been published
in the behavioural scoring literature. This evaluation offers practitioners a
source to compare and to appraise differences between both label definition
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approaches. Ultimately though, as per the outcome window, business and reg-
ulatory requirements and can often determine which label definition approach
to use.
6.2.1 Performance Window Selection
For each of the five separate outcome window sizes, Figure 6.5 provides a graphical
representation of the LR models’ classification results when a particular performance
window is used. The reported results are based on the worst status label definition
approach. Beyond a 6-month outcome window the models’ average class accuracies
decrease as the size of the the outcome window increases. By way of comparison,
Figure 6.6 illustrates the current status label definition approach. The patterns of
both figures are broadly similar, though mismatches exist for both the 6-month and
12-month outcome windows. As Basel II adopts the worst status label definition
approach, and for clarity, the results described in the reminder of this subsection
focus exclusively on this approach.
From Figure 6.5, a number of general points are apparent. Firstly, the LR model
using the 12-month performance window outperformed both of the other models
(P6 and P18) when used with shorter outcome windows (i.e., O3, O6, and O12).
This is interesting as it highlights how the 6-month performance window is too
short to allow for a sufficient accumulation of transitions in customer repayment
behaviour with which to build a stable classification model. Conversely, the 18-
month performance window may be too long and events occurring earlier in the
performance period should not be given the same weight or importance as more
recent transitions. Finally, the average class accuracy of the LR model using the
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6-month performance window frequently did not achieve parity with models using
the longer performance windows. This relates to the previous point regarding the
stability of the classification model.
For each different outcome window size used in this experiment differences in
classifier performance were compared using the Kruskal-Wallis test for significance.
The results of the tests established at least one significant difference between the
results of the performance windows in each of the outcome window categories, except
for O24. For O24 no significant difference between the average class accuracies of
the three performance window sizes was detected, which is unsurprising considering
Figure 6.5e. Table 6.9 displays the results of the Dwass-Steel-Chritchlow-Fligner
post hoc test for pair-wise comparisons.
Table 6.9: Average class accuracy post hoc analysis of Kruskal-Wallis test using
Dwass-Steel-Chritchlow-Fligner. Results for the worst status (worst) label definition
approach are provided. Note, no statistical significance was detected between the
average class accuracies using O24. Statistical significance is indicated by ∗.
Outcome Performance p-value
P18 vs. P12 0.0006∗
O3 P18 vs. P6 0.0001∗
P12 vs. P6 < 0.0001∗
P18 vs. P12 0.0003∗
O6 P18 vs. P6 0.5318
P12 vs. P6 < 0.0001∗
P18 vs. P12 0.0041∗
O12 P18 vs. P6 0.9919
P12 vs. P6 0.0003∗
P18 vs. P12 0.4409
O18 P18 vs. P6 0.6139
P12 vs. P6 0.0085∗
On each of the shorter outcome windows (O3, O6, and O12) statistically signif-
icant differences between P12 and both of the other performance windows (P6 and
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(a) 3-Month outcome window (b) 6-Month outcome window
(c) 12-Month outcome window (d) 18-Month outcome window
(e) 24-Month outcome window
Figure 6.5: Average class accuracies (y-axis) of the behavioural scoring classification
model when a particular combination of performance window and outcome window
size definitions are used. The worst status label definition in all cases.
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(a) 3-Month outcome window (b) 6-Month outcome window
(c) 12-Month outcome window (d) 18-Month outcome window
(e) 24-Month outcome window
Figure 6.6: Average class accuracies (y-axis) of the behavioural scoring classification
model when a particular combination of performance window and outcome window
size definitions are used. The current status label definition in all cases.
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P18) were detected. This suggests that a LR model trained with data based on
a 12-month performance window is the most suitable for similar sized, or shorter,
outcome windows.
When the outcome window is extended to 18-months, statistically significant
differences in the average class accuracies of P6 and P12 were detected. When
considered together with Figure 6.5d, this suggests that when using an 18-month
outcome window, a LR model trained with data based on a 6-month performance
window is the least suitable. No significant difference existed between the average
class accuracies of P12 and P18. This once again underlines how the lack of accu-
mulated customer repayment behaviour transitions affect classifier performance.
To summarise, the performance of three separate classification models, each one
trained with data based on a particular performance window size, were compared
using each of the five possible outcome window sizes. We consider a LR model
trained with data based on a 12-month performance window as best suited to the
classification task - particularly when outcome window sizes of 3-months, 6-months,
and 12-months were specified. The literature [e.g. Thomas et al. (2001b)] generally
recommends a performance window of 6 to 12 months. Our work supports this rec-
ommendation and further demonstrates, through quantitative evaluation, how the
classification performance of a LR model trained with data based on a 12-month
performance window is significantly better than its alternatives (P6 and P18) for
three of the five outcome window sizes (O3, O6, and O12). Whilst our findings
are context specific, we believe they offer a robust foundation for the understanding
and development of future behavioural scoring applications. For the longer outcome
windows sizes (O18 and O24), no statistical significance between the average class
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accuracies of the classification models were detected to indicate the most suitable
performance window. This is an interesting result as it suggests, regardless of per-
formance window size, a plateau in classification performance when attempting to
identify future loan defaults beyond a certain point in time. The LR model trained
with data based on a 12-month performance window is carried forward into the
next section where we quantify the effect varying outcome window sizes have on
classification performance.
6.2.2 Outcome Window Selection
In this section we quantify the effects of adjusting the outcome window size on the
average class accuracy of a LR classifier. As discussed in Section 4.2.1, the literature
offers no clear consensus on the most appropriate outcome window size. We compare
differences between LR models trained with data based on a 12-month performance
window and a range of different outcome window sizes. As we are examining the
impact on classifier performance caused by adjusting the size of the outcome window,
it is important that these comparisons are performed using both the worst status
and current status label definition approaches.
Figure 6.7 and Figure 6.8 compare classifier performance when different outcome
window sizes are used together with a fixed performance window size of 12-months,
using the worst status and current status approach, respectively. A cursory glance
at both figures reveals, as expected, that the classification performance of the LR
models using the shorter outcome windows (i.e. O3 and O6) is superior to those
using longer outcome windows (i.e. O18 and O24).
In examining Figure 6.7, it is clear that a divide between the performance of the
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classifiers built based on the shorter outcome windows (O3, O6, and O12) and those
built based on the longer outcome windows (O18, O24) exists. Also, the average
class accuracies of the LR models built based on 3-month and 6-month outcome
windows appear to be closely correlated.
Figure 6.7: Average class accuracy (ACA) comparison of LR models using 3-month,
6-month, 12-month, 18-month, and 24-month outcome windows. Worst status label
definition. The performance window is fixed at 12-months.
Figure 6.8 reveals a clear ordering of classifier performance relative to the size of
the outcome window. A LR classifier trained with data based on a 3-month outcome
window consistently achieves the highest average class accuracy followed by, in order,
LR classifiers using O6, O18, O12, and O24. The relatively ineffectual performance
of the LR classifier using the longest outcome window, 24-months, seems to suggest
that the data is unsuited to predicting loan defaults occurring over a large outcome
window size.
Both Figure 6.7 and Figure 6.8 confirm the intuitive expectation that classi-
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Figure 6.8: Average class accuracy (ACA) comparison of 3-month, 6-month, 12-
month, 18-month, and 24-month outcome windows. Current status label definition
approach. The performance window is fixed at 12-months.
fication accuracy degrades over longer outcome windows. Quite often though, as
discussed in Section 4.2.1, it is business requirements (e.g. lender policies) and data
constraints (e.g. sufficient number of defaulters) that determine the size of the out-
come window. Therefore, as a source of comparison, it is important to measure the
precise extent to which outcome window size influences classifier performance.
To determine differences between the average class accuracies of the LR models
using the worst status definition, a multiple-comparisons test on all rank sums was
conducted using the Kruskal-Wallis test. The results of the test established at
least one significant difference between the results. Similarly, a Kruskal-Wallis test
for significance on classifier performance when the current status definition is used
established at least one significant difference between the average class accuracies.
Table 6.10 displays the results of the Dwass-Steel-Chritchlow-Fligner post hoc test
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for pair-wise comparisons for both the current status and worst status approaches.
Table 6.10: Average class accuracy of LR models trained with data based on a 12-
month performance window, post hoc analysis of Kruskal-Wallis test using Dwass-
Steel-Chritchlow-Fligner. Results for both label definition approaches: worst status
(worst) and current status (current) are provided. Statistical significance is indicated
by ∗.
Outcome
p-value
worst current
O3 vs. O6 0.9766 0.0001∗
O3 vs. O12 0.0052∗ < 0.0001∗
O3 vs. O18 < 0.0001∗ < 0.0001∗
O3 vs. O24 < 0.0001∗ < 0.0001∗
O6 vs. O12 0.0369∗ < 0.0001∗
O6 vs. O18 < 0.0001∗ 0.0002∗
O6 vs. O24 < 0.0001∗ < 0.0001∗
O12 vs. O18 0.0006∗ 0.0394∗
O12 vs. O24 < 0.0001∗ 0.0263∗
O18 vs. O24 0.8156 0.0011∗
When the worst status approach is used, no statistical significance was detected
between the performance of LR models using O3 and O6. However, statistically
significant differences were found between the average class accuracies of LR models
using both O3 and O6 when compared with the classification performance of LR
models using O12, O18, and O24. Similarly, statistically significant differences were
detected between the performance of a LR model trained with data based on a 12-
month outcome window and that of both O18 and O24. These results indicate 3
groups, LR models using O3 and O6, which are better than O12, which, in turn,
is better than O18 and O24. This suggests that, based on the relatively superior
average class accuracies of LR models using O3 and O6, shorter outcome windows
are best suited to a LR model which uses a 12-month performance window for
the current classification task. No statistical significance was detected between the
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average class accuracies of LR models using O18 and O24. It is worth noting that
the performance of a classifier degrades substantially when the outcome window
is extended beyond a 12-month window. For example, the difference in classifier
performance between a 6-month and 12-month outcome window is relatively less
than the difference in classifier performance between a 12-month and 18-month
outcome window.
When analysing the current status approach, statistically significant differences
between the average class accuracies of each outcome window were detected. Based
on classifier performance trained with data based on a 12-month performance win-
dow, this then enables us to infer the order of the most suitable outcome window
size as follows: 3-months, 6-months, 18-months, 12-months, and 24-months. Note
that the performance of a classifier degrades substantially once the outcome win-
dow is extended beyond 6-months. In contrast, for the worst status approach this
degradation occurs when the outcome window is extended beyond 12-months.
To summarise, the results of the statistical comparison between the outcome win-
dows clearly indicate that a LR classifier using either a 3-month or 6-month outcome
window, in conjunction with a 12-month performance window, results in a signifi-
cantly higher average class accuracy than that of a classifier using a longer outcome
window size. This would suggest that the data does not contain information which
allows a LR classifier to reliably distinguish between loan repayers and defaulters
beyond a 6-month outcome window. For the current status approach, the separation
between the performance of the LR classifiers is more pronounced compared to the
worst status approach. In the next subsection, the reasons for such differences are
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further explored.
6.2.3 Current Status versus Worst Status
This section performs a direct comparison of the classification performance of be-
havioural scoring models trained using either a current status or worst status label
definition approach. Sometimes, by default, banks select a particular label defi-
nition approach due to a shortage of history on arrears or because of regulatory
requirements. The purpose of this comparison is to provide practitioners with a
published benchmark. In addition, as highlighted in Section 6.2.2, differences in
both approaches are investigated further. The results of the comparison, performed
with a LR model trained with data based on a 12-month performance window in
combination with one of five outcome windows considered in Section 6.2.2, are illus-
trated in Figure 6.9. After the 6-month outcome window the performance of the LR
model using the current status approach degrades rapidly, to the point where the
average class accuracy is less than 0.5 when a 24-month outcome window is used.
It is clear from Figure 6.9 that a higher average class accuracy can be achieved for
a classification task based on the worst status approach and over longer outcome
window sizes. However, a LR model using the current status approach scored higher
using the 3-month outcome window. A two-tailed Mann-Whitney U test was con-
ducted for each outcome window to find statistically significant differences between
the current status and worst status label definition approaches. At this point some
caution in interpreting quantitative differences is warranted. Is it reasonable for
such significant differences in customer repayment behaviour to occur over such a
short outcome window of 3-months? The differences in classifier performance may
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be an artefact of the data. Despite this caveat, a broad pattern to the results of the
comparison begins to emerge.
For all outcome windows, except the 6-month outcome window, the two-tailed
Mann-Whitney U test found statistically significant differences between the average
class accuracies of the LR models using the current status approach and worst
status approach. This suggests that a LR model using the worst status approach
with an outcome window of 12-months or longer has greater accuracy at identifying
defaulters than when the current status approach is used. A LR model trained with
data based on a 3-month outcome window, the current status approach presents a
classification task that can be performed more accurately compared to the worst
status approach.
The worst status approach uses the entire outcome window and even though a
customer may recover from arrears at some point during the outcome window, they
are still classed as bad. This may be problematic as it implies that the relative
rankings of default risk hold for the entirety of the outcome window (Thomas et al.,
2001b). Conversely, with the current status approach, a customer who recovers from
arrears during the outcome window is classed as good. Although a LR model using
the worst status approach achieves greater accuracy using longer outcome windows,
it may not recognise recent improvements to customers’ financial circumstances.
Overall, it is reasonable to assume that the data used by the performance window
will contain information about whether or not a customer is likely to default on their
loan. However, it is unlikely that a customer’s behavioural patterns will indicate
whether or not the customer will emerge from arrears.
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(a) 3-Month outcome window (b) 6-Month outcome window
(c) 12-Month outcome window (d) 18-Month outcome window
(e) 24-Month outcome window
Figure 6.9: LR model average class accuracies (y-axis) trained with data based on
a 12-month performance window and each outcome window. Current status versus
worst status.
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6.3 Conclusion
Behavioural scoring allows lenders to assess the likelihood of customers defaulting
on their obligation during some specific outcome window. This assessment is based
on customers’ repayment behaviour over a fixed performance window. A customer’s
class label is defined either at the end of the outcome period (current status) or
during the outcome period (worst status).
Using 7-years worth of data from the Irish market this chapter presented an
extensive evaluation of behavioural scoring models built using varying performance
and outcome time horizons. In addition, the chapter also detailed an empirical
comparison of both label definition approaches.
Of the three separate performance windows used, a LR model using the 12-
month performance window reported the highest average class accuracy when used
with the shorter outcome window sizes. Over longer outcome window sizes the
results exhibited greater ambiguity making it less discernible to identify an optimum
performance window size. Frequently though, the 6-month performance window
was unable to match the performance of the 12-month and 18-month performance
windows. This relatively poor performance may be attributed to the fact that less
data is used to train the model.
The impact of outcome window size was examined using a 12-month perfor-
mance window. Rather predictably, of the 5 five different outcome window sizes,
a LR model trained with data based on a 3-month outcome window resulted in
the best accuracy. Quite often the gap in performance between LR models using
either a 3-month outcome window or 6-month outcome window was statistically
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insignificant. As the length of the outcome windows increased, the differences in
the average class accuracy of LR models using the various performance windows
became less distinguishable. Based on these results, it is reasonable to suggest that
credit bureau data, alone, does not contain enough information with which a LR
classifier can reliably distinguish between loan repayers and defaulters beyond a 6-
month outcome window. Quite often the outcome window size is determined by
business considerations or requirements. Such requirements need to consider short
term forecasting.
The evaluation of the behavioural scoring models was conducted using two sep-
arate label definition approaches. LR models using the worst status approach per-
formed better than the current status on a outcome window of 12-month or more.
The current status approach was only superior when a 3-month outcome window
was used, subject to certain caveats. A drawback to using the worst status approach
is that it may be slow to recognise recent improvements to customers’ financial cir-
cumstances. For customers who have previously entered arrears but subsequently
recovered, this may result in an unnecessarily prolonged period of default and pre-
vent banks from extending the appropriate support to customers recovering from
debt.
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Chapter 7
Artificial Data
As discussed in Chapter 3, a credit scorecard for retail loan applicants is constructed
using a sample of previously accepted loan applicants along with their actual out-
comes at some later date. The data describing the loan applicants consists of fi-
nancial and demographic information. Previously, Section 4.3 highlighted that, for
many academic researchers, obtaining real credit scoring data with which to evalu-
ate modelling approaches is a problematic and time-consuming task. It is therefore
reasonable to regard the credit scoring research community, like many other re-
search communities, as one with a weak data sharing culture. This is not meant as
a criticism of the community itself but rather an acknowledgement of the barriers
to sharing data.
In this chapter we aim to address this issue by proposing a framework to generate
artificial datasets that can be used in the design and assessment of classification
techniques for residential mortgage application credit scoring. This framework can
199
be used to generate credit scoring datasets of any size that are customised to the
requirements of a researcher based on a set of tunable parameters (e.g. good:bad
ratio, and custom feature distributions). This in turn could promote: (i) greater
participation and diversified perspectives; (ii) replicable experimental findings; and
(iii) increased creativity and solution proposals.
To ensure that our framework is sufficiently grounded in reality, datasets are
generated using a range of sources:
 Demographic information from the Central Statistics Office, Ireland (CSO,
2010);
 Housing statistics published by the Irish Government Department of the En-
vironment, Heritage and Local Government (DofE, 2008);
 A profile of Irish loan defaulters developed using market data from Moody’s
Global Credit Research (Moodys, 2010b) and the Central Bank of Ireland
(Kelly et al., 2012; Lydon & McCarthy, 2011).
By engaging with a credit scoring expert (see Acknowledgements) and reviewing
the relevant literature we select features that are typical of most credit application
scorecard models. To generate a dataset, data values for the features are obtained by
randomly generating values based on the data distributions specified in the sources
above. In order to assign class labels to the generated data a Credit Risk Score is
estimated using a set of non-linear, multi-feature rules. The classification complexity
is further enhanced by adding random Gaussian noise.
The rest of the chapter is organised as follows. Section 7.1 describes our artificial
data generation framework. A demonstration of how the framework can be used
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to simulate population drift is provided in Section 7.2. Finally, future work and
conclusions are presented in Section 7.3.
7.1 Methodology
Previously, Section 4.3.1 highlighted two approaches to address the lack of availabil-
ity of real world-data. One such approach is the generation of artificial data without
using any real-world data, for which many specialised dataset generators have been
described in the literature, e.g. see Alaiz-Rodr´ıguez & Japkowicz (2008); Scott &
Wilkins (1999); Srikant (1994). The work in this chapter adopts the same approach
of generating artificial data without using any real-world data.
The following section explains the process our framework uses to generate an
artificial residential mortgage application credit scoring dataset. A full credit scoring
dataset of n instances is produced by first generating the feature values for the n
instances and then applying a label to each instance. The process can be decomposed
into two stages: (i) Feature Value Generation; and (ii) Label Application, each of
which will be explained in detail.
7.1.1 Feature Value Generation
A loan applicant is described by 16 separate features, including both categorical and
continuous data types. The features and their attributes were selected based on:
 The advice of an Irish credit risk expert;
 The availability of relevant statistics upon which to base feature value distri-
butions;
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 An evaluation of features described in previously published credit scoring lit-
erature, e.g. (Anderson, 2007; Leung Kan Hing, 2008);
 A review of mortgage application forms used by Irish banks.
The main sources used to obtain statistics about feature values were: (i) the Central
Statistics Office, Ireland (CSO) (CSO, 2010); (ii) the Department of Environment,
Heritage and Local Government (DEHLG) (DofE, 2008); and (iii) analysis of secu-
ritised Irish residential mortgages by international ratings agencies (Fitch Ratings,
2007; Moodys, 2010a). The 16 features used are listed in Table 7.1 and briefly
described below.
Table 7.1: Artificial dataset features
Feature Type Description
Location Categorical Location of purchased dwelling
New Home Binary Newly built dwelling
First-Time-Buyer Binary Never purchased property before
Age Group Categorical Age of the borrower
Income Group Categorical Total income of the borrower
Employment Categorical Borrower’s employment sector
Occupation Categorical Employment activity of the borrower
Household Categorical Family composition
Education Categorical Highest level of formal education
Expenses-to-Income Continuous Ratio of borrower-expenditure-to-income
Loan Value Categorical Amount advanced to the borrower
LTV Categorical Loan-to-value ratio
Loan Term Categorical Length of the loan in years
Loan Rate Categorical Interest rate paid on the loan
House Value Categorical Market value of the property
MRTI Continuous Ratio of mortgage-repayments-to-income
Location This feature describes the location of the property associated with a
mortgage application. The 6 attributes used (Dublin, Cork, Galway, Limerick, Wa-
terford and Other) were obtained using data from Fitch Ratings (2007).
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New Home This binary feature indicates if the borrower is purchasing a newly
built property or a previously occupied property.
First-Time-Buyer (FTB) This binary feature specifies whether or not the bor-
rower has previously purchased property.
Age Group This feature specifies the age of the borrower. The 6 attributes used,
based on attributes previously used by the DEHLG (DofE, 2008), are: (i) 18− 25;
(ii) 26− 30; (iii) 31− 35; (iv) 36− 40; (v) 41− 45; and (vi) 45+.
Income Group The total annual income of the borrower is captured by this
feature. Based on data contained in the DEHLG housing statistics (DofE, 2008), 6
attributes are used. These attributes (in ’000e) are: (i) 40 − 60; (ii) 60 − 80; (iii)
80− 100; (iv) 100− 120; (v) 120− 150; and (vi) 150+.
Employment This feature represents the employment sector of the primary bor-
rower. This feature is based on data contained in the CSO statistical yearbook (CSO,
2010) whose 14 attributes are derived from the EU NACE Revision 2 classification
(Eurostat, 2008).
Occupation This feature attempts to measure the borrower’s seniority within
their employment sector. The CSO Broad Occupational Groupings (CSO, 2010)
and DEHLG housing statistics (DofE, 2008) are used as a basis for the 6 attributes,
which are: (i) Manager/Employer; (ii) Office:Salaried; (iii) Skilled; (iv) Semi-Skilled;
(v) Manual; and (vi) Self-Employed.
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Household The composition of the borrower’s household is defined by this feature.
Household is a strong indicator of potential financial outgoings, e.g. childcare fees,
university fees. Based on data from the CSO (2010) the feature is split into 6
attributes: (i) 1 Adult, no child < 18; (ii) 1 Adult, 1+ child < 18; (iii) 2 Adults,
no child < 18; (iv) 3+ adults, no child < 18; (v) 2 Adults, 1+ child < 18; and (vi)
Other.
Education The Education feature captures the highest level of formal education
attained by the borrower. The feature is divided into 7 attributes as used in the
Irish educational system: (i) Primary or below; (ii) Lower secondary; (iii) Higher
secondary; (iv) Post leaving certificate; (v) Third level non-honours degree; (vi)
Third level honours degree or above; and (vii) Other.
Expenses-to-Income This feature represents the standard level of borrower ex-
penditure on commodities and services. The data is derived from the most recent
CSO Household Budget Survey (CSO, 2010). The attributes used (in ’000e) are:
(i) 0− 30; (ii) 30− 45; (iii) 45− 60; (iv) 60− 75; (v) 75− 90; and (vi) 90+.
Loan Value Group This feature details the principal of the loan. The nine
attributes used by Loan Value Group are based on those used by DEHLG housing
statistics (DofE, 2008), which are (in ’000e): (i) 50 − 100; (ii) 100 − 150; (iii)
150 − 200; (iv) 200 − 250; (v) 250 − 300; (vi) 300 − 350; (vii) 350 − 400; (viii)
400− 450; (ix) 450− 900.
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Loan-to-Value (LTV) This feature expresses the ratio of the loan value to the
market value of the asset. Based on data from DEHLG housing statistics (DofE,
2008) we use 10 attributes: (i) < 45%; (ii) 45% - 55%; (iii) 55% - 60%; (iv) 60% -
65%; (v) 65% - 70%; (vi) 70% - 75%; (vii) 75% - 85%; (viii) 85% - 93%; (ix) 93% -
97.5%; and (x) 97.5% - 100%.
Loan Term The duration of the loan in years is captured by the Loan Term fea-
ture. The data is based on DEHLG housing statistics (DofE, 2008). Five attributes
are employed: (i) 20-years; (ii) 25-years (iii) 30-years; (iv) 35-years; (v) 40-years.
Loan Rate This feature represents the interest rate paid by the borrower on the
loan. For simplicity we do not consider interest-only loans. The attributes used are:
(i) Tracker Type 1 - linked to the European Central Bank (ECB) rate for the life
of the loan; (ii) Tracker Type 2 - linked to the ECB rate for 10 years or less; (iii)
Fixed Type 1 - fixed rate loan for the life of the loan; (iv) Fixed Type 2 - fixed rate
loan reverting to standard variable after 5 years or more; (v) Standard Type 1 -
standard variable loan rate for the life of the loan; and (vi) Standard Type 2 - fixed
rate loan reverting to standard variable after less than 5 years. The data is derived
from analysis provided by Moodys (2010a).
House Value This feature represents the market value of the asset. House Value
is derived from existing features and is calculated as Loan Value divided by Loan-
To-Value. House Value is generated as a continuous value that is then converted in
a categorical value. The categorical values are based on attributes used by DEHLG
housing statistics (DofE, 2008). The attributes used (in ’000e) are: (i) 0 − 150;
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(ii) 150 − 200; (iii) 200 − 250; (iv) 250 − 300; (v) 300 − 350; (vi) 350 − 400; (vii)
400− 500; and (viii) 500+.
Monthly-Repayments-to-Income (MRTI) This is a continuous feature which
expresses monthly mortgage repayments as a percentage of monthly income.
The process of generating feature values for an individual instance starts by ran-
domly generating the values for a small number of core features (Location, New
Home, and Loan Rate). These are randomly generated based on a set of user-
defined prior probabilities, that allow for the incorporation of existing domain in-
formation. Similarly, the non-core feature values are randomly generated based on
conditional prior probabilities, except for House Value and MRTI which are derived
from previously generated feature values. MRTI is derived from existing features as
it expresses the ratio of monthly mortgage repayments to monthly income. House
Value is calculated as Loan Value divided by Loan-To-Value. For the non-core fea-
tures, in order to impose realistic assumptions about the generated data values, it is
necessary to control the correlation between them. This correlation is implemented
through the use of conditional prior probabilities. We emphasise that we do not as-
sume that these correlations capture the full relationship between all of the features,
but rather that they provide a useful explanation from which to generate meaningful
data.
Table 7.2 describes the conditional prior probabilities of each feature. As House
Value and MRTI are both derived from existing features they are omitted. Each
feature listed in Table 7.2 is directly correlated with one or more other features.
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The reasoning behind each correlation is also provided. The basis for many of these
correlations is derived from CSO (2010) and DEHLG (DofE, 2008) publications. In
addition, a Moody’s report (Moodys, 2010b) provides a further means of validating
the conditional prior probabilities. An advantage of our framework is that the user
can define both the conditional and prior probability values, allowing for the creation
of customised datasets. The conditional prior probabilities and the discussed default
settings are detailed in Appendix D. A more in-depth description of the features and
their corresponding attributes is available in Kennedy et al. (2012a)1.
To illustrate the process of generating a new instance we will present an example.
The first step in generating a new instance is to assign a single Location value
randomly drawn from a prior distribution. The default values used are based on
an analysis from Fitch Ratings (2007), which specifies the prior probabilities as:
Dublin (32%); Cork (15%); Galway (7%); Limerick (4%); Waterford (3%); and
Other (39%). Next, a binary flag is randomly applied to indicate whether the loan
relates to a New Home or not. The default prior probabilities, based on DEHLG
statistics (DofE, 2008), are Yes (46%) and No (54%). For the Loan Rate feature the
prior probabilities are specified as per Table 7.3. The remaining feature values are
then generated based on the conditional probabilities as described in Section D.2.
For example, the distribution of possible values for the FTB feature (Yes and No) is
conditional on the Location and New Home features (initially assigned as described
above). The conditional prior probability values for FTB are detailed in Table 7.4.
Based on this, an instance assigned as a New Home and located in Dublin has a
41% probability of being flagged as a FTB and a 59% probability of being assigned
1http://www.comp.dit.ie/aigroup/?page_id=729
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Table 7.2: The conditional prior probabilities (Dependency) of each feature with a brief explanation
Feature Dependancy Explanation
FTB Location The high cost of property for certain locations (e.g. Dublin) restricts the number of FTBs
New Home On the basis of affordability, a FTB is more likely to purchase a new home
Age Group FTB The lower age groups are likely to consist mostly of FTBs
Income Group Location Income is determined, in part, by living expenses which vary by location
FTB As FTBs tend to be younger than non-FTBs, they are likely to earn less
Employment Occupation Occupation strongly influences employment sector
Occupation Income Group The occupation of a borrower can be attributed to their level of income
Location Senior occupations are more likely to reside in a high density location
FTB As FTBs tend to earn less, they are unlikely to be employed in a senior occupation
Household Income Group A large income can be attributed to a household with multiple earners
FTB A FTB is more likely to be a single person or belong to a young family
Education Age Group Younger borrowers tend to have a higher standard of formal education
Expenses- Income Group Expenses are tied to the borrower’s income
to-Income Household The composition of a household affects expenses
Loan Value Location Property prices vary by location
New Home New homes are likely to be cheaper than existing homes
FTB A FTB is likely to borrow less
LTV Location Property prices vary by location
New Home New homes are likely to be cheaper than existing homes
FTB A FTB is unlikely to have as much saved as a non-FTB
Loan Term Location Loan size is influenced by regional property prices. Larger loans normally require a longer term
FTB FTBs are likely to require a longer loan term
Age Group Younger people are likely to earn less and require longer loan terms
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as a non-FTB. Similarly, an existing home outside of Dublin has a 30% probability
of being flagged as a FTB and a 70% probability of being assigned as a non-FTB.
Tables similar to Table 7.4 exist for each other feature and, using these, any number
of plausible residential mortgage applicant instances can be generated. Although all
prior and conditional prior probabilities are grounded in the the information sources
described above, they can all be adjusted to simulate different economic scenarios.
Table 7.3: Loan Rate prior probabilities. The loan rate values used when calculating
the monthly loan repayments are also provided.
Loan Rate Loan Rate Value Prior Probability
Tracker Type 1 1.50% 15.50%
Tracker Type 2 2.50% 9.45%
Fixed Type 1 5.35% 45.00%
Fixed Type 2 5.00% 6.70%
Standard Type 1 3.50% 14.00%
Standard Type 2 4.50% 9.35%
To further ensure the plausibility of the generated data, a set of configurable
rules are used to remove instances that represent scenarios that would never be
expected to arise in real life. For example, any instances with an MRTI of 0.8 or
more are removed. Further details appear in Section D.3.
7.1.2 Label Application
After the feature values for a set of instances have been generated the next stage is
to apply a label (good or bad) to each instance. Figure 7.1 provides an overview of
the labelling process. The instances generated following the approach described in
Section 7.1.1 act as input to this process.
In Step 1, one instance at a time, a set of Coded Rules are used to calculate a
Credit Risk Score for each instance. The higher the Credit Risk Score, the greater
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Table 7.4: A list of conditional prior probabilities (CPP) for the FTB feature. Due
to a lack of available statistical information we do not differentiate between the CPP
of properties located outside of Dublin, the country’s main population centre.
Location New Home FTB CPP
Dublin 1 1 41%
Dublin 1 0 59%
Dublin 0 1 30%
Dublin 0 0 70%
Not Dublin 1 1 38%
Not Dublin 1 0 62%
Not Dublin 0 1 30%
Not Dublin 0 0 70%
the likelihood of default. A Gaussian noise term (from a user-specified distribution)
is then added to the Credit Risk Score in order to simulate uncertainty in the envi-
ronment (e.g. imperfect data capture). In Step 2 the instances are ordered by their
Credit Risk Scores and divided into a user-specified number of equal sized groups.
In Step 3, based on a user-specified default rate, a class label for each instance is
drawn from a Bernoulli distribution, where the parameters of the distribution are
customised for each of the groups created in Step 2. The remainder of this section
will explain these steps in detail.
7.1.2.1 Label Application: Step 1
The coded rules used to determine the Credit Risk Score for an instance were de-
veloped based on extensive consultations with a credit risk expert, and review of a
Moody’s report (Moodys, 2010b) profiling Irish loan defaulters and a Central Bank
of Ireland technical report (McCarthy & McQuinn, 2010) on the loan repayment be-
haviour of Irish mortgage holders. The coded rules take as input the feature values
of a single instance and output an overall Credit Risk Score for that instance.
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Figure 7.1: Data Labelling process.
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For each feature value, the individual coded rules determine the associated Risk
Level (e.g. Location Risk Level, Age Risk Level), where the risk levels are monoton-
ically ordered in increasing levels of risk (i.e. Level 1 is the lowest level of risk) and
are in the range (1, 10). The risk level for a particular feature value is first based on
a user-defined look-up table that maps the possible values of a feature to specific risk
levels. This initial risk level is then modified based on the values of other features
that are deemed to be related to the initial feature. This modification is used in
order to make the labels generated for applicant instances more plausible, and to
increase the complexity of the labelling process.
To better illustrate this process the application of coded rules to generate a risk
level for the Location feature for a mortgage applicant instance with a Location
value of Galway, a Home Value in the range 400k - 500k and a skilled Occupation is
provided in Figure 7.2. In this example, Galway is considered a medium-to-low risk
location as it has a low unemployment rate and is considered as a desirable location
in which to live. As a result the applicant is given an initial risk level of 4 based on
a user-customisable look-up table. The risk level of the Location feature has been
defined to interact with the House Value and Occupation features (justification for
this is given below). In the context of Location, a high house value (potentially
larger amount of negative equity) increases the risk of default. On this assumption,
the risk level for the Location feature is defined to rise by 2, up to 6, when the
House Value is in the 400k - 500k range. Finally, the fact that the borrower has a
skilled (i.e. tradesperson) Occupation is defined to reduce the risk level by 1 as they
are more likely to remain in secure employment. This results in a final risk level of
5 for the Location feature. The size of the adjustment to the risk level caused by
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House Value and Occupation will differ by Location. Full details of all values used
are given in Kennedy et al. (2012a).
The rules and specific interactions used to determine the risk levels for each fea-
ture used in the framework, which are detailed below, are formed using the knowl-
edge and experience of: (i) a credit scoring expert; and (ii) market data and analysis
from Moody’s Global Credit Research (Moodys, 2010b) and the Central Bank of Ire-
land (Kelly et al., 2012; Lydon & McCarthy, 2011; McCarthy & McQuinn, 2010).
The features with which the target feature has an interaction are listed in parenthe-
ses.
i. Location (House Value, Occupation): The ability to sell or rent a house
can reduce the likelihood of default. Dublin and Cork are the main rental
markets in Ireland and as such represent a lower risk of default. House Value
is used to indicate that for some locations, due to demand, houses may be
prone to a higher valuation (e.g. Dublin in 2007). The more overvalued a
home, the greater the risk of default on account of the negative equity that
may arise as house prices return to their long-term average (Moodys, 2010b).
Occupation, in the context of Location, considers that the level of demand for a
borrower’s expertise and experience varies from location to location. Typically,
a populous location indicates a large and diverse jobs market.
ii. MRTI (Loan Rate, Expenses-to-Income): In general, when granting
credit, a borrower’s MRTI should be no more than 31% (see Kelly et al.,
2012). The Loan Rate is one of the main variables used when calculating
the monthly mortgage repayment amount. The Expenses-to-Income ratio and
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Figure 7.2: Example of Coded Rules: Calculation of the risk level for the Location feature for a mortgage applicant instance with a
Location value of Galway, a Home Value in the range 400k - 500k and a skilled Occupation.
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MRTI provide a clear indication of a borrower’s overall expenditure. A bor-
rower with a relatively high MRTI (33% - 38%) may initially appear as a risky
prospect. However, this risk is reduced somewhat if their Expenses-to-Income
ratio is low and their Loan Rate is fixed (i.e. the loan repayments are not
subject to any variability for the foreseeable future).
iii. Loan Value Group (Income Group, LTV): The rules are coded under
the assumption that the higher the loan value the greater the risk of default,
as per Moody’s report (Moodys, 2010b). This risk, however, may be offset by
a high level of Income or a low LTV. A high level of income suggests that the
borrower has the financial means to service a large loan. A low LTV reduces
the risk of default, as the borrower has already invested too much in the loan
to simply walk away.
iv. Employment (Location, Education) A borrower’s Employment sector rep-
resents, to some degree, their job security and earnings. Location is deemed to
impact Employment risk as it relates to the availability of commensurate em-
ployment opportunities within the same locale, i.e. the size of the jobs market
for a particular Employment sector. For example, the hospitality industry of
Galway is larger than that of Limerick or Waterford, and as a consequence is
considered less of a risk in terms of default. Education may indicate the mobil-
ity of the borrower in terms of finding employment in alternative Employment
sectors. A higher level of formal education should increase the likelihood of
mobility between Employment sectors. High mobility is perceived as reducing
the likelihood of default.
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v. Occupation (Employment, Expenses-to-Income) The demand for a par-
ticular Occupation varies for each Employment sector. Based on Moodys
(2010b) we assign borrowers assigned to the Self-employed Occupation cate-
gory as the most likely to default. Borrowers belonging to theManager/Employer
Occupation category are considered the least likely to default - due to their
importance to an organisation as well as the demand for their skills and experi-
ence. By using a borrower’s Occupation along with their Expenses-To-Income
the coded rules attempt to capture the borrower’s social status and the cost
of maintaining it.
vi. Income Group (Household, MRTI) A borrower with a high level of in-
come is considered less likely to default. Household points to the level of
income required to maintain the household (i.e. the number of dependants).
The MRTI indicates the amount of income required to service the loan. To-
gether, Household and MRTI, indicate the room for adjustment available to
the borrower to changes in financial circumstances and so are used to modify
Income Group risk.
vii. Household (Age Group, MRTI) Household affects the risk of default with
regard to the earning power and priorities of household members. A Single
Person household represents a greater risk of default compared to the 2 Adults,
No Child category as the impact of a loss of income to the couple may be less
severe. From a Household perspective, the Age Group represents the level of
responsibilities the borrower may have. For example, a middle-aged household
with dependents may have to use their savings to pay for tuition fees, thereby
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increasing the risk of default. The MRTI indicates the burden the household
is under to pay bills.
viii. Age Group (Income Group, LTV) Younger borrowers represent a greater
risk of default than older borrowers. Income Group, in the context of Age
Group, indicates the present and future earning potential of a borrower. A
young person on a high income can be interpreted as a skilled individual and
therefore low risk. As the LTV reflects the amount of savings a borrower
has contributed to the loan, the Age Group indicates how long the borrower
has had to accumulate wealth. An older borrower with a low LTV can be
interpreted as one with access to savings and therefore lower risk.
ix. FTB (Loan Value Group, Loan Rate) Due to a lack of experience, a First-
Time-Buyer is considered more likely to default on a loan than a non-FTB.
A high Loan Value Group places greater pressure on the borrower to manage
their finances, thereby increasing the risk of default. The Loan Rate indicates
the borrower’s financial aptitude at selecting an appropriate loan product. For
example a FTB with a fixed rate is considered risk averse compared to a FTB
with a variable rate.
x. Education (Income Group, Occupation) A borrower’s level of formal
Education impacts the risk of default. The more educated an individual, the
more financially astute they are likely to be. A high level of education also
improves job prospects. Income Group affects Education in terms of the ability
to afford additional training and improve skill levels. A borrower’s Occupation
indicates their ability to successfully apply their education, i.e. over-achiever
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or under-achiever.
xi. Loan Rate (House Value, Loan Value Group) There are three different
Loan Rates: (i) Fixed rate loans which are considered the least risky; (ii)
Tracker rate loans which are slightly more risky; and (iii) Variable rate loans
which are considered the riskiest of the three. In terms of the Loan Rate, the
Loan Value Group affects risk based on the fact that the size of the repayments
increase with the size of the Loan Value. In general, interest rates affect the
availability of capital and demand for investment. If interest rates rise an
expensive house will become harder to sell, thus rising interest rates may
cause the house value to decline, thereby increasing the possibility of negative
equity.
xii. Expenses-To-Income (Household, Age Group) The greater the Expenses-
to-Income ratio the higher the risk of default. Household is a strong indicator
of how much money the borrower needs to spend on groceries, utility bills, fees
etc. The Age Group helps identify the level and the necessity of the expenses.
xiii. LTV (FTB, Occupation) When assessing LTV for the risk of default the
coded rules consider the size of the deposit provided by the borrower. In the
event of a default, a high LTV indicates the borrower will suffer less of a loss
compared to someone who has already invested a large amount of savings. A
non-FTB with a high LTV may indicate poor financial management, or over-
stretching when trading up. Based on reputation, higher ranked Occupations
are able to receive a higher LTV and should not be penalised as such, thus
preventing a rise in the risk of default.
218
Figure 7.3: Curvilinear transformation: The Location risk level (5) detailed in Figure
7.2 is converted into a Location risk score (17.05) using a user-definable transforma-
tion function.
xiv. House Value (LTV, MRTI) The greater the house value the less likely the
borrower will default. Other factors to consider when assessing risk based on
the house value include the deposit paid by the borrower and the amount of
income required to service the loan.
After risk levels are calculated for each feature they are each transformed using a
user-customisable transformation function to generate a corresponding Risk Score.
Converting risk levels into risk scores is used to add non-linearity to the resulting
classification problem, again making it closer to what is likely to be encountered
in real credit scoring scenarios. The default transformation function has a mono-
tonically increasing shape, this ensures that with each level the risk score gradually
increases. Figure 7.3 shows an example where the risk level of 5 for the Location
feature detailed in Figure 7.2 is transformed, using a curvilinear transformation
function, to a risk score of 17.05.
These individual feature risk scores are then summed to generate the overall
Credit Risk Score for an instance. Finally, a random Gaussian noise term, drawn
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from a user defined distribution1, is added to the risk score to simulate the noise
inherent in real world risk scenarios. Table 7.5 illustrates the way in which the Credit
Risk Score of an instance is calculated based on the individual risk scores along with
the addition of a noise value. In this study we assign equal weighting to each feature
risk score, this implies that all features are of the same importance. Through user-
defined parameters it is possible to adjust the importance of an individual feature.
To help ensure that the generated data is realistic, instances with an MRTI greater
than 0.8, or an affordability (calculated as outstanding loan amount divided by
annual income) greater than or equal to 11 are removed. This typically accounts
for 2% to 2.7% of the data, however this value can vary as both settings are user-
adjustable.
Table 7.5: Credit Risk Score of a single instance
Feature Feature Value Risk Level Risk Score
Location Dublin 3 11.94
MRTI 27.40% 6 18.87
Loan Value e385,000 8 21.75
Employment Retail 8 21.75
Occupation Self-Employed 9 22.93
Income e102,000 5 17.05
Household 2 Adults, no child < 18 5 17.05
Age 47 years-old 8 21.75
FTB No 6 18.87
Education Lower secondary 8 21.75
Loan Rate 5% 8 21.75
Expenses-to-Income 47% 5 17.05
LTV 70% 7 20.41
House Value e550,000 2 7.88
Risk Score Total 260.78
Noise -0.23
Credit Risk Score 260.55
1as a default we use a mean of 0 and a standard deviation of 0.25
220
7.1.2.2 Label Application: Step 2
In Step 2 of the labelling process, once Credit Risk Scores have been calculated
for every instance, the instances are sorted in descending order of their Credit Risk
Scores and divided into a maximum of 15 equally sized groups (a smaller number of
groups may be used). This number was selected based on numerical experimentation
showing no significant change in the classification accuracy of a logistic regression
classifier given an artificial dataset generated using the default settings.
7.1.2.3 Label Application: Step 3
In Step 3 an overall default rate is specified (e.g. 2.8% reflects the Irish mortgage
market in 2008). Each group (T1 to Tn) is assigned a user-defined default rate (µi),
which specifies the proportion of the overall default rate to come from that group.
As T1 consists of instances with the highest Credit Risk Score it is assumed to
contain the largest default rate (i.e. µ1). For T1 to Tn, each instance is assigned
a random label drawn from a Bernoulli distribution with a proportion µi of the
outcomes equal to 1 (bad) and the remaining proportion 1−µi with outcomes equal
to 0 (good). The element of randomness used by the labelling process attempts
to simulate unforeseen circumstances (e.g. divorce, death, or a personal financial
shock) that a borrower may experience. It should be noted that adjacent groups
with the same user-defined default rate are effectively merged.
For example, consider the process of labelling a dataset of 3,000 instances with
an overall default rate of 2.8% (84 instances or 2.8% of 3,000), as shown in Figure
7.1. The instances are sorted into 15 equally sized groups (200 instances per group)
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based on their Credit Risk Score. Based on a user-defined setting, 65% of the
defaulters (55 instances) are located in T1. The instances in T1 are then labelled as
good or bad based on a Bernoulli distribution with a probability of being bad equal
to 0.275 (55/200). Similarly, based on a user-defined setting, 15% of the defaulters
(12 instances) are located in T2, hence a Bernoulli distribution with a probability
equal to 0.06 (12/200) is used to label the instances as bad. The same approach is
used to label the remaining 20% (17 instances) of defaulters distributed between T3
and T15. The labelling process described provides the experimenter with the means
to systematically manipulate the structure of the artificially generated dataset.
7.1.3 Summary
This section has described the methodology used to generate artificial mortgage
application credit scoring data, and the process used to label this data. This process
has been designed to generate plausible datasets that result in classification problems
of similar complexity to those seen in real data scenarios. Using our methodology
instances are described by a collection of feature values (Location, New Home etc.)
that are based on those most commonly used in real credit scoring problems. A
Credit Risk Score based on the values of these features (where higher scores imply
greater risk) is calculated for each instance by the application of a collection of coded
rules that have been devised through consultations with a credit risk expert and a
review of relevant literature. Ordering the instances by their Credit Risk Scores into
groups, each with a specified default rate, instances are randomly labelled as good or
bad which allows for the simulation of factors not included in the model, and further
complicates the resulting classification problem. At every point in the development
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of this process we have sought to base decisions on as much credit scoring data as
possible.
As both the feature value generation and label application processes are heavily
user-customisable, it is possible to create any number of datasets representing a
whole range of credit scoring scenarios. This allows researchers to efficiently con-
struct credit scoring datasets on which a wide range of experimentation can be
performed. Section 7.2 describes an illustrative example in which datasets are gen-
erated to explore the problem of population drift in credit scoring.
7.2 Illustrative Example: Population Drift
This section describes the application of our artificial data generation framework
to the study of population drift in mortgage application credit scoring. Credit
scorecards have a limited lifespan, and often their performance degrades over time.
During credit scorecard construction samples drawn from data representative of
the current population will rarely have the same distribution as those drawn from
future populations. When one data source, S1, changes to another, S2, population
drift is said to have occurred. Changes in the underlying population pose a serious
problem in practical fields such as finance, medical diagnosis and bioinformatics
(Hand, 2006b). In the credit scoring domain, because of its competitive environment,
this problem is particularly acute (Hand, 2006b). If left undetected, population drift
can result in costly, inadvertent, and unforeseen effects as misinformed strategic
decisions are made based on inaccurate tools.
Population drift in credit scoring is a difficult area to study, firstly because it is
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difficult for researchers to persuade financial institutions to share confidential and
sensitive commercial data that spans a number of years, and secondly because the
ways in which populations change in real data are rarely well understood which
makes it difficult to draw conclusions about how best drift should be handled. As
a result only a limited number of studies addressing the area have been performed
(see Kelly et al., 1999; Pavlidis et al., 2012) and the area is ripe for the application
of artificial datasets.
In this section we describe how our framework can be used to generate a number
of artificial datasets where the distribution of the features gradually changes over
time and so controlled population drift is displayed. The impact of population
drift is seen in a degradation of classifier performance as the underlying feature
distributions change. We make no effort to correct the problem, but rather simply
show how datasets useful for studying population drift can be easily generated using
our framework.
7.2.1 Framework Configuration
The aim of this demonstration is to show that our framework can be used to gen-
erate a dataset exhibiting controlled population drift that can be used to test drift
handling or drift identification approaches. The presence and impact of population
drift is illustrated by the performance of a logistic regression (LR) model trained on
(i) a batch of artificially generated data in which the generation process has been
adjusted in order to represent a changing scenario and (ii) a batch of artificially gen-
erated data in which the generation process remains static, and so does not exhibit
any population drift. Logistic regression is selected as it is commonly used to build
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credit scoring models (Bellotti & Crook, 2009). The LR model was implemented
using the Weka (version 3.7.1) machine learning framework (Witten & Frank, 2005).
In generating all of the datasets described in this section, default values for all
prior and conditional prior probabilities were used (see Kennedy et al., 2012a). In
the label application phase of data generation an overall default rate of 1.85% was
specified. This figure is representative of the Irish mortgage market in 2007, upon
which the initial values for the conditional and prior probabilities used in the feature
value generation phase are based. Gaussian noise terms, obtained using the default
settings, are added to the Credit Risk Scores of each instance.
Initially an artificial dataset (3,570 instances) was generated and divided into
two subsets: (i) the training set (70%); and (ii) the validation set (30%). To limit
the scope of the study we do not perform feature selection (see Section 3.2.2.1)
or coarse classification (see Section 3.2.2.2) on the data. The training set and the
validation set were used to train and tune the logistic regression classifier. Tuning
involved optimising the logistic regression ridge estimator parameter in order to off-
set unstable coefficient estimates that arise from highly correlated data (Le Cessie &
Van Houwelingen, 1992). Next, in order to create a control benchmark, 15 additional
datasets (2,500 instances each) were generated using the same conditional and prior
probabilities and parameter settings as those used in generating the training data.
As no population drift was simulated, we refer to these datasets as the Non-drift
datasets. The prediction performance of the LR model on each of the 15 non-drift
datasets was measured using the area under the receiver operator curve (AUC) (see
Bradley, 1997).
To simulate population drift, the conditional and prior probabilities of the fol-
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lowing features are adjusted to generate a second series of test datasets: (i) Loca-
tion; (ii) New Home; (iii) FTB; (iv) Age Group; (v) Occupation; (vi) Employment;
(vii) Education; (viii) Expenses-to-Income. These features are selected as they cap-
ture the demographic information of the population. The adjustments occur over 5
phases with 3 datasets (each containing 2,500 instances) generated per phase. These
datasets are referred to as the Drift datasets.
For the first phase, the conditional and prior probabilities are the same as those
used to generate the training data. In the subsequent phases the user-defined values
for the conditional and prior probabilities are altered. For each feature, the size of
this alteration varies from category to category. As an example, Figure 7.4 to Figure
7.6 illustrate the change in the distributions of the Location, FTB, and Age Group
features for each of the 5 phases. The distributions of the other 5 features change
in a similar manner. The rate of change to the feature distributions in each phase is
uniform. Changes to the distributions are a result of adjustments to the user-defined
conditional and prior probabilities. Figure 7.7 plots the probability density function
of the Credit Risk Scores for Phase 1, Phase 3, and Phase 5. These show that the
adjustment to the conditional and prior probabilities of the selected features causes
a steady increase in the Credit Risk Scores over the 5 phases. This indicates that
the risk profile of borrowers is increasing over time, and suggests that the trained
model may need to be adjusted accordingly.
Again, the performance of the LR model on each of the 15 drift datasets was
measured. Each test was conducted 10 times using different randomly selected
training and validation set splits and the results reported are averages of these 10
runs.
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Figure 7.4: Histogram of Location feature for drift datasets. By way of adjusting
the prior probabilities of the Location feature, this scenario simulates gradual decre-
ments to the Dublin, Cork, and Other locations along with gradual increments to
the Galway, Limerick, and Waterford locations.
Figure 7.5: Histogram of FTB feature for drift datasets. The prior probabilities of
FTB and non-FTB are gradually reversed.
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Figure 7.6: Histogram of Age Group feature for drift datasets. The conditional prior
probabilities of the two attributes representing 26-to-35 year-olds (26-30, 31-35) are
reduced in each phase. The conditional prior probability 36-40 Age Group category
remains unchanged. The remaining Age Group attributes (18-25, 41-45, 46+) are
increased in each of the 5 phases.
Figure 7.7: Probability density function (PDF) of Credit Risk Score in Phase 1,
Phase 3, and Phase 5
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7.2.2 Outcome
In this study we use the AUC to measure the performance of the LR model. The
AUC is commonly used in credit scoring to estimate the performance of classification
algorithms in the absence of information on the cost of different error types. Figure
7.8 shows the performance of the LR model on the non-drift and drift datasets as
measured by the AUC (y-axis) over the five phases (x -axis).
The results displayed in Figure 7.8 indicate that the performance of LR model
using the non-drift datasets remains constant over the 5 phases. The performance
of the LR model using the drift datasets remains robust to the first set of adjust-
ments made to the conditional and prior probabilities (i.e. phase 2). However, as
the population drift gradually increases the performance of the LR model steadily
declines. This is because the distribution of the samples in the drift datasets have
moved significantly away from those used to train the credit model - i.e. population
drift has occurred.
This series of datasets can be used to examine both population drift detection
mechanisms and different approaches to handling population drift. The use of ar-
tificial datasets (as long as they are broadly representative of real datasets in the
same domain) for this kind of investigation has two significant advantages over real
datasets. First, the occurrence of drift can be pinpointed which is beneficial for
evaluating drift detection approaches and is almost impossible with real datasets.
Second, the amount of drift exhibited in the data can be controlled by adjusting the
data generation parameters and so techniques can be evaluated in the presence of
population drift of varying degrees.
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Figure 7.8: The performance of the logistic regression model on the drift and non-
drift datasets generated. Performance is measured using the AUC based on a moving
average over 3 datasets (where each Phase consists of 3 datasets).
7.3 Conclusions
In this chapter we have described an artificial data generation framework for mort-
gage application credit scoring scenarios. The characteristics of the data generation
framework are based on reputable information sources and the ability for users to
adjust parameters in the framework allows the generation of realistic datasets with
which to assess the performance of classification techniques.
We make no claim that artificial data can be expected to replicate the rich struc-
tural complexities of real-world data. As such, one must exercise caution when using
artificial data to assess the superiority of one classification method over another. In-
deed, Japkowicz & Shah (2011) advise against such assessments. Artificial data can,
however, assist researchers in many ways. For example, we demonstrate how the
artificial data framework can be used to show the effects of population drift on the
performance of a logistic regression model. The primary advantage artificial data
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holds over real-world data is the freedom to design experiments under which certain
conditions and parameters can be accurately controlled. Ultimately, the aim of our
framework is to assist credit risk researchers in the design of informed experiments
with which to test specific hypotheses.
The population drift example is just one illustration of the uses that a parametrised
data generation framework for credit scoring data can be put to, and is included
to demonstrate the value of such a framework. For future research the example
could be extended by examining the effects of feature selection, coarse classification
and techniques to handle missing data. Other examples involve experimental studies
that use artificial data to compare the accuracy and relevancy of various performance
measures and exploitation in a classroom environment to demonstrate binning tech-
niques, feature selection, and sampling techniques. As previously stated, it must be
stressed that any conclusion found using artificial data must be verified using real
data.
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Chapter 8
Conclusions
8.1 Introduction
In this thesis we examined three challenges encountered by both practitioners and
researchers during the development of quantitative credit scorecards. First, clas-
sifier performance was examined with respect to the low-default portfolio (LDP)
problem. This also involved assessing the suitability of a number of approaches
used to address the LDP problem. Next, we quantified the differences in classifier
performance arising from various implementations of a real-world behavioural scor-
ing dataset. The variations were achieved by adjusting the duration of customer
behaviour, the outcome period used to label a borrower, and the label definition
approach. Finally, we described in detail a framework used to generate artificial
data suitable for application credit scoring.
In this final chapter, we briefly summarise key contributions of this work and
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discuss several future work directions.
8.2 Summary of Contributions and Achievements
In this thesis, based on detailed results and analyses, we have presented a number
of arguments as to why this work is an important contribution to the credit scoring
community. The purpose of this section is to gather these arguments, at the end of
the thesis, in order to provide the reader with a clear and precise sense of how this
work contributes to credit scoring research. The contributions of this thesis include:
 The identification of the best classifier to use for imbalanced credit scoring
datasets - Chapter 5 described a benchmark study of the performance of su-
pervised classification techniques on a collection of imbalanced credit scoring
datasets. Typically, supervised classification algorithms assume a balanced
distribution of the classes and attempt to maximise the overall classification
accuracy by predicting the most common class. For imbalanced datasets, this
assumption can adversely affect the performance of most classification algo-
rithms. To demonstrate the effects of class imbalance in credit scoring we
compared the performance of various supervised classification techniques over
a range of class imbalances. Comparative experiments showed that the logistic
regression classifier performed best.
 An evaluation of the effectiveness of two commonly used methods for address-
ing class imbalance - In Chapter 5 we determine what improvement, if any,
can be obtained by: (i) oversampling the minority class; and (ii) adjusting
the threshold on classifier output. Oversampling is one of the most popular
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solutions to the class imbalance problem. By contrast, many studies avoid
the problem of choosing a specific classification threshold by using the AUC,
which compares classifier performance over a range of thresholds. In practise
this cut-off decision is dependent on a number of factors, including: (i) what
aspect of classifier performance is being examined; (ii) the relative cost ratio of
false positives and false negatives; and (iii) the strategic considerations of the
bank. Regardless, using the AUC may be a problem when we are interested
in classifier performance over a narrow range of classification thresholds. Ex-
perimental results on various imbalanced credit scoring datasets showed that,
for the best performing supervised classification algorithms, oversampling pro-
duces no overall improvement. In contrast, adjusting the threshold value on
classifier output yields, in many cases, an improvement in classification per-
formance.
 The use of one-class classification techniques as a solution to the LDP problem
- Chapter 5 detailed a benchmark study of the performance of semi-supervised
classification techniques on a collection of credit scoring datasets which had
been modified to replicate the low-default portfolio problem. In credit scoring,
a particularly severe form of class imbalance is referred to as the low-default
portfolio problem. To address this issue, we compared the performance of
a number of one-class classification (OCC) algorithms with that of logistic
regression. In the absence of any statistically significant differences between
the results of the OCC techniques and those of logistic regression, we contend
that both approaches merit consideration when dealing with LDPs.
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 The identification as to what duration of customer behaviour to use in be-
havioural scoring models - Chapter 6 examined to what extent the use of
different performance window sizes for model training impacts the classifica-
tion performance of a behavioural scoring model. Commercial sensitivities
surrounding the use of behavioural scoring data ensure that there are very few
published empirical studies which directly address this issue. The performance
of three separate logistic regression models, each one trained with data based
on a particular performance window size, were compared using each of the
five possible outcome window sizes. We consider a logistic regression model
trained with data based on a 12-month performance window as best suited to
the classification task - particularly when outcome window sizes of 3-months,
6-months, and 12-months were specified.
 The quantitative comparison of classifier performance using different sized out-
come periods - In Chapter 6 the length of the outcome period, from which a
borrower’s class label is defined, was varied in order to quantify differences
between the performance results of 5 separate logistic regression models. Typ-
ically, specific business requirements determine the size of the outcome win-
dow. However, guidance in the literature on the impact of choices made for
this key behavioural scoring modelling parameter is largely limited to anec-
dotal evidence that suggest good practices and processes for implementation.
Our work provides practitioners with a source of comparison for behavioural
scoring. Experiment results suggest that the real-world credit bureau data
does not contain information which allows a logistic regression classifier to
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reliably distinguish between loan repayers and defaulters beyond a 6-month
outcome window.
 The differences between alternative approaches used to define a customer’s de-
fault status in behavioural scoring - Chapter 6 compared the the classification
performance of behavioural scoring models trained using either the current
status or worst status label definition approach. In practice, a lender may
often select a particular label definition approach due to some business objec-
tive, or to overcome a shortage of history on arrears, or because of regulatory
requirements. The purpose of this comparison is to provide practitioners with
a published benchmark. Results indicated that a logistic regression model us-
ing the worst status approach achieved greater accuracy using longer outcome
windows than with the current status approach.
 Address the lack of data sharing in credit scoring by describing a framework
to generate artificial data for application credit scoring - Chapter 7 described
a framework capable of generating artificial datasets that can be used in the
design and assessment of classification techniques for residential mortgage ap-
plication credit scoring. Due to privacy and commercial sensitivities, the credit
scoring research community, like many other research communities, is regarded
by some as one with a weak a data sharing culture. We demonstrate how the
artificial data generation framework allows researchers to design experiments
under which certain conditions and parameters can be accurately controlled.
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8.3 Open Problems and Future Work
The research presented in this thesis has contributed to the fields of machine learn-
ing and credit scoring. However, as with any form of research, each contribution
naturally generates more questions. This section introduces some of the outstanding
issues for further research which are closely related to this thesis.
8.3.1 Low-Default Portfolios
It is important to note that the two-class classification methods are based on mod-
elling both the distribution of past loan repayers and past defaulters. Whereas
one-class classification methods are modelled solely on the distribution of past loan
repayers. In situations of population drift, where the behaviour of defaulters changes
over time due to unrecorded macro-economic factors or, indeed, personal reasons,
then the performance of the two-class classifiers will deteriorate. This has been
proven by Juszczak et al. (2008) in the field of fraud detection whose findings indi-
cate that supervised classifiers, to some degree, over-fit the current training dataset
such that when drift is introduced to the class distributions, the supervised classifiers
deteriorate faster than the semi-supervised classifiers. This has serious implications
for areas such as microcredit. Consider payday loans which are typically small, short
duration (less than one month) with extremely high interest rates. It is necessary to
construct scorecards that can respond in a timely fashion to shifts in economic and
market behaviour, as well as to sudden changes in the borrower’s circumstances and
behaviour (Thomas, 2009b). Clearly one-class classification is suited to such tasks.
Future work should concentrate on situations for which OCC is well suited.
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OCC is best applied in situations with a heterogeneous non-target class where it
can be difficult to model or obtain representative training examples. In retail loans
the reasons for defaulting are typically unvarying across the portfolios (e.g. loss of
income, loss of job, marriage breakdown, poor health). However for models which
include economic and market conditions and can thus experience differing scenarios
of an economic cycle, two-class classifiers may not be able to model all heterogeneous
loan defaulters. OCC approaches might therefore be better suited to these latter
problems. Future work could also look at more sophisticated OCC techniques that
can utilise small amounts of non-target data (e.g. see Ghasemi et al. (2011)).
A more sophisticated form of oversampling, such as SMOTE (Chawla et al.,
2002), could also be examined. Another feature of oversampling to consider is the
class distribution ratio. Khoshgoftaar et al. (2007) reported that an even distribution
is not always optimal when dealing with data rarity. To ensure a more representative
minority class, clusters could be identified in the minority class from which to sample
the data.
8.3.2 Behavioural Scoring
Future work should concentrate on comparing the performance of classification mod-
els with duration models such as survival analysis. The work could also be expanded
to identify customer accounts that settle early using survival analysis techniques.
Furthermore, future work should assess the suitability of credit bureau data as a
fundamental risk driver capable of determining defaults. Finally, an additional label
definition approach which defines a bad based on a certain percentage of the arrears
amount and the outstanding loan value should also be investigated. A topic worthy
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of further attention is the ability to identify features used to build classifiers that
can determine whether or not customers already in default will recover to repay
their loan.
8.3.3 Artificial Data
We made several assumptions in the coding of our rules, for future work some of
these assumptions may be reconsidered. Analysis of real-world data should be used
to further refine the artificial data in terms of the variability of the data generated,
particularly in terms of generating large-scale datasets.
Other potential uses of the framework include generating data to examine prob-
lems associated with imbalanced data. In this scenario, artificial data can assist in
determining the robustness and sensitivity of a credit scorecard model.
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Appendix A
Notation
x, xi: an example
X : set of all examples
y: an output value
Y : set of all output values
S: training set of examples and output values
h: a mapping function h : X → Y
H : set of all mapping functions
R: set of real numbers
C: set of classes
ci: class i
w: weight vector
wT : transpose of weight vector
pg: probability of belonging to the good class
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exp: exponential function
bi: regression coefficient
θ: threshold on a probability or a distance
z, zi: an example or object
µ: mean vector of a dataset
Σ: covariance matrix of a dataset
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Appendix B
Abbreviations
AE Auto-encoder one-class classifier
AI Artificial Intelligence
AUC Area Under the receiver operating characteristic Curve
BCBS Basel Committee on Banking Supervision
CFS Correlation-based Feature Selection
CSO Central Statistics Office
DEHLG Department of Environment, Heritage and Local Govern-
ment
EAD Exposure At Default
ECA Expert Committee Approval
ECOA Equal Credit Opportunity Act
EL Expected Loss
EM Expectation-Maximisation
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EU NACE European Union Nomenclature of Economic Activities
FTB First-Time-Buyer
Gauss Gaussian one-class classifier
ICB Irish Credit Bureau
i.i.d. independent and identically drawn
IRB Internal Ratings Based
IT Information Technology
IV Information Value
k -NN k -Nearest Neighbour
LDA Fisher’s Linear Discriminant Analysis
LDC Linear Bayes Normal
LGD Loss Given Default
Lin SVM Linear Support Vector Machine
LOG Logistic Regression
LR Logistic Regression
LTV Loan-To-Value
MLE Maximum Likelihood Estimation
MOG Mixture of Gaussian one-class classifier
MRTI Monthly-Repayments-To-Income
NB na¨ıve Bayes
NN Neural Network
NParzen na¨ıve Parzen one-class classifier
OCC One-Class Classification
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PD Probability of Default
QDC Quadratic Bayes Normal
ROC Receiver Operating characteristic
RWA Risk Weighted Assets
SVDD Support Vector Data Description one-class classifier
SVM Support Vector Machine
UCI University of California Irvine
UK United Kingdom
USA United States of America
WoE Weight of Evidence
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Appendix C
Additional Material for Chapter 5
The datasets used in Chapter 5 were obtained from the following sources:
i. Australia - UCI dataset accessed at http://archive.ics.uci.edu/ml/
datasets/Statlog+(Australian+Credit+Approval)
ii. German - UCI dataset accessed athttp://archive.ics.uci.edu/ml/
datasets/Statlog+(German+Credit+Data)
iii. Japan - UCI dataset accessed athttp://archive.ics.uci.edu/ml/
datasets/Japanese+Credit+Screening
iv. Iran - Private dataset, Contact Hassan Sabzevari, hn sabzevari@yahoo.com
v. Spain - Contact Manuel Artis, manuel.artis@ub.edu
vi. UCSD - Originally accessed at http://mill.ucsd.edu/, however the original
dataset is no longer publicly available for download. A copy of the dataset is
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available from the author at kennedykenneth@gmail.com.
vii. PAKDD - Competition dataset accessed at http://sede.neurotech.com.br/
PAKDD2009/
viii. Thomas - The data came as a cd-rom in Thomas et al. (2002)
ix. Poland - Competition dataset accessed at http://www.pietruszkiewicz.
com/index.php?main=dataset
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Figure C.1: Iran: Normal process and one-class classification process test set H measure performance.
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Figure C.2: Japan: Normal process and one-class classification process test set H measure performance.
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Figure C.3: PAKDD: Normal process and one-class classification process test set H measure performance.
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Figure C.4: Poland: Normal process and one-class classification process test set H measure performance.
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Figure C.5: Spain: Normal process and one-class classification process test set H measure performance.
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Figure C.6: UCSD: Normal process and one-class classification process test set H measure performance.
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Figure C.7: Iran: Oversample process and one-class classification process test set H measure performance.
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Figure C.8: Japan: Oversample process and one-class classification process test set H measure performance.
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Figure C.9: PAKDD: Oversample process and one-class classification process test set H measure performance.
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Figure C.10: Poland: Oversample process and one-class classification process test set H measure performance.
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Figure C.11: Spain: Oversample process and one-class classification process test set H measure performance.
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Figure C.12: UCSD: Oversample process and one-class classification process test set H measure performance.
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Figure C.13: German: Normal process and one-class classification process test set harmonic mean performance.
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Figure C.14: Iran: Normal process and one-class classification process test set harmonic mean performance.
262
Figure C.15: Japan: Normal process and one-class classification process test set harmonic mean performance.
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Figure C.16: PAKDD: Normal process and one-class classification process test set harmonic mean performance.
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Figure C.17: Poland: Normal process and one-class classification process test set harmonic mean performance.
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Figure C.18: Spain: Normal process and one-class classification process test set harmonic mean performance.
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Figure C.19: Thomas: Normal process and one-class classification process test set harmonic mean performance.
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Figure C.20: UCSD: Normal process and one-class classification process test set harmonic mean performance.
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Figure C.21: Australia: Oversample process and one-class classification process test set harmonic mean performance.
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Figure C.22: German: Oversample process and one-class classification process test set harmonic mean performance.
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Figure C.23: Iran: Oversample process and one-class classification process test set harmonic mean performance.
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Figure C.24: Japan: Oversample process and one-class classification process test set harmonic mean performance.
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Figure C.25: PAKDD: Oversample process and one-class classification process test set harmonic mean performance.
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Figure C.26: Poland: Oversample process and one-class classification process test set harmonic mean performance.
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Figure C.27: Spain: Oversample process and one-class classification process test set harmonic mean performance.
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Figure C.28: Thomas: Oversample process and one-class classification process test set harmonic mean performance.
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Figure C.29: UCSD: Oversample process and one-class classification process test set harmonic mean performance.
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Figure C.30: Australia: Normal process and one-class classification process test set AUC performance.
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Figure C.31: German: Normal process and one-class classification process test set AUC performance.
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Figure C.32: Iran: Normal process and one-class classification process test set AUC performance.
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Figure C.33: Japan: Normal process and one-class classification process test set AUC performance.
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Figure C.34: PAKDD: Normal process and one-class classification process test set AUC performance.
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Figure C.35: Poland: Normal process and one-class classification process test set AUC performance.
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Figure C.36: Spain: Normal process and one-class classification process test set AUC performance.
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Figure C.37: Thomas: Normal process and one-class classification process test set AUC performance.
285
Figure C.38: UCSD: Normal process and one-class classification process test set AUC performance.
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Figure C.39: Australia: Oversample process and one-class classification process test set AUC performance.
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Figure C.40: German: Oversample process and one-class classification process test set AUC performance.
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Figure C.41: Iran: Oversample process and one-class classification process test set AUC performance.
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Figure C.42: Japan: Oversample process and one-class classification process test set AUC performance.
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Figure C.43: PAKDD: Oversample process and one-class classification process test set AUC performance.
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Figure C.44: Poland: Oversample process and one-class classification process test set AUC performance.
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Figure C.45: Spain: Oversample process and one-class classification process test set AUC performance.
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Figure C.46: Thomas: Oversample process and one-class classification process test set AUC performance.
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Figure C.47: UCSD: Oversample process and one-class classification process test set AUC performance.
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Appendix D
Additional Material for Chapter 7
D.1 Prior Probabilities
This section details the default values of the prior probabilities for the following
features: (i) Location; (ii) New Home; and (iii) Loan Rate.
Table D.1: Location prior probabilities.
Location Prior Probability
Dublin 32.0%
Cork 15.0%
Galway 7.0%
Limerick 4.0%
Waterford 3.0%
Other 39.0%
Table D.2: New Home prior probabilities.
New Home Prior Probability
New Home 46.0%
Old Home 54.0%
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Table D.3: Loan Rate prior probabilities and loan rate values used when calculating
the monthly loan repayments are also provided.
Loan Rate Loan Rate Value Prior Probability
Tracker Type 1 1.50% 15.50%
Tracker Type 2 2.50% 9.45%
Fixed Type 1 5.35% 45.00%
Fixed Type 2 5.00% 6.70%
Standard Type 1 3.50% 14.00%
Standard Type 2 4.50% 9.35%
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D.2 Conditional Prior Probabilities
This section details the default values of the conditional prior probabilities for the fol-
lowing features: (i) Age Group; (ii) Loan-to-Value; (iii) First-Time-Buyer; (iv) Loan
Value Group; (v) Income Group; (vi) Loan Term; (vii) Occupation; (viii) Employ-
ment; (ix) Household; (x) Education; (xi) Expenses-to-Household; (xii) Expenses-
to-Income.
Table D.4: Age group conditional prior probabilities. Each column should total
100%.
Age FTB Not FTB
18 - 25 18.0% 4.0%
26 - 30 40.0% 16.0%
31 - 35 23.0% 23.0%
36 - 40 10.0% 20.0%
41 - 45 5.0% 15.0%
46 - 55 4.0% 22.0%
Table D.5: LTV conditional prior probabilities. NH = New Home, OH = Old Home,
NFTB = Not First-Time-buyer. Each row should total 100%.
LTV 0.45 0.55 0.6 0.65 0.7 0.75 0.85 0.93 0.975 1
FTB & NH & Dublin 1% 2% 2% 3% 4% 8% 13% 27% 20% 20%
FTB & OH & Dublin 1% 2% 2% 3% 4% 7% 16% 43% 5% 17%
NFTB & NH & Dublin 2% 3% 4% 11% 15% 17% 23% 18% 2% 5%
NFTB & OH & Dublin 3% 3% 10% 12% 13% 15% 18% 19% 2% 5%
FTB & NH & Not Dublin 3% 3% 3% 4% 11% 8% 11% 20% 9% 28%
FTB & OH & Not Dublin 1% 1% 2% 3% 4% 7% 16% 42% 4% 20%
NFTB & NH & Not Dublin 4% 8% 12% 10% 12% 15% 16% 13% 1% 9%
NFTB & OH & Not Dublin 3% 6% 9% 16% 15% 14% 17% 14% 1% 5%
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Table D.6: First-Time-Buyer (FTB) conditional prior probability (CPP). NFTB =
Not First-Time-buyer.
FTB CPP
FTB & New Home & Dublin 41.0%
NFTB & New Home & Dublin 59.0%
FTB & Old Home & Dublin 30.0%
NFTB & Old Home & Dublin 70.0%
FTB & New Home & Cork 38.0%
NFTB & New Home & Cork 62.0%
FTB & Old Home & Cork 30.0%
NFTB & Old Home & Cork 70.0%
FTB & New Home & Galway 38.0%
NFTB & New Home & Galway 62.0%
FTB & Old Home & Galway 30.0%
NFTB & Old Home & Galway 70.0%
FTB & New Home & Limerick 38.0%
NFTB & New Home & Limerick 62.0%
FTB & Old Home & Limerick 30.0%
NFTB & Old Home & Limerick 70.0%
FTB & New Home & Waterford 38.0%
NFTB & New Home & Waterford 62.0%
FTB & Old Home & Waterford 30.0%
FTB & Old Home & Waterford 70.0%
FTB & New Home & Other 38.0%
NFTB & New Home & Other 62.0%
FTB & Old Home & Other 30.0%
NFTB & Old Home & Other 70.0%
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Table D.7: Loan Value conditional prior probabilities. NH = New Home, OH = Old Home, NFTB = Not First-Time-buyer. Each
row should total 100%.
Loan Value
50k- 100k- 150k- 200k- 250k- 300k- 350k- 400k- 450k-
100k 150k 200k 250k 300k 350k 400k 450k 900k
FTB & NH & Dublin 0.8% 2.9% 13.4% 30.0% 27.0% 12.2% 7.0% 6.0% 0.7%
NFTB & NH & Dublin 2.0% 4.0% 10.0% 15.0% 18.0% 13.0% 14.0% 16.0% 8.0%
FTB & OH & Dublin 1.3% 2.5% 6.2% 13.0% 25.0% 28.0% 10.0% 11.0% 3.0%
NFTB & OH & Dublin 8.0% 5.0% 8.0% 12.0% 15.3% 12.7% 12.0% 15.0% 12.0%
FTB & NH & Cork/Galway 5.5% 14.3% 31.4% 23.8% 16.5% 7.0% 1.0% 0.5% 0.0%
NFTB & NH & Cork/Galway 8.0% 12.5% 21.2% 22.2% 14.6% 10.5% 4.0% 5.0% 2.0%
FTB & OH & Cork/Galway 4.2% 8.3% 18.4% 27.0% 22.5% 12.0% 5.0% 2.3% 0.3%
NFTB & OH & Cork/Galway 10.9% 13.3% 19.3% 16.5% 11.0% 16.0% 9.0% 2.0% 2.0%
FTB & NH & Limerick/Waterford 5.5% 16.2% 34.4% 24.9% 12.5% 5.0% 1.0% 0.5% 0.0%
NFTB & NH & Limerick/Waterford 10.0% 17.5% 23.0% 23.0% 15.0% 5.0% 4.0% 2.0% 0.5%
FTB & OH & Limerick/Waterford 5.7% 12.3% 20.4% 25.0% 21.5% 11.0% 2.0% 1.3% 0.8%
NFTB & OH & Limerick/Waterford 23.0% 19.0% 22.3% 17.5% 10.5% 2.0% 2.3% 1.9% 1.5%
FTB & NH & Other 4.5% 15.2% 35.5% 28.0% 11.1% 4.2% 1.0% 0.5% 0.0%
NFTB & NH & Other 9.5% 10.9% 23.5% 17.0% 18.2% 8.0% 5.0% 5.0% 2.9%
FTB & OH & Other 5.2% 14.0% 23.5% 27.8% 17.8% 8.0% 2.0% 1.0% 0.7%
NFTB & OH & Other 15.5% 20.3% 21.4% 17.4% 13.9% 4.0% 2.5% 3.0% 2.0%
301
Table D.8: Income Group conditional prior probabilities. Each row should total
100%.
Income
40k- 60k- 80k- 100k- 120k-
150k+
60k 80k 100k 120k 150k
FTB & Dublin 6.6% 14.8% 19.9% 19.2% 20.0% 19.5%
NFTB & Dublin 4.0% 6.2% 9.6% 11.1% 30.0% 39.1%
FTB & Not Dublin 17.3% 21.5% 21.3% 15.7% 12.0% 12.2%
NFTB & Not Dublin 9.0% 11.1% 13.1% 12.9% 20.0% 33.9%
Table D.9: Loan Term conditional prior probabilities. Each row should total 100%.
Years 20 25 30 35 40
FTB & Dublin & 18-25 1% 3% 8% 80% 8%
FTB & Dublin & 26-30 2% 6% 16% 72% 4%
FTB & Dublin & 31-35 2% 6% 16% 72% 4%
FTB & Dublin & 36-40 2% 6% 16% 72% 4%
FTB & Dublin & 41-45 10% 73% 12% 5% 0%
FTB & Dublin & 46-55 12% 75% 8% 5% 0%
Not FTB & Dublin & 18-25 12% 14% 21% 48% 5%
Not FTB & Dublin & 26-30 23% 28% 22% 24% 3%
Not FTB & Dublin & 31-35 22% 32% 19% 24% 3%
Not FTB & Dublin & 36-40 22% 32% 19% 24% 3%
Not FTB & Dublin & 41-45 22% 32% 25% 20% 1%
Not FTB & Dublin & 46-55 22% 32% 24% 22% 0%
FTB & Not Dublin & 18-25 3% 5% 17% 68% 7%
FTB & Not Dublin & 26-30 5% 9% 18% 62% 6%
FTB & Not Dublin & 31-35 6% 11% 20% 59% 4%
FTB & Not Dublin & 36-40 6% 11% 20% 59% 4%
FTB & Not Dublin & 41-45 14% 29% 30% 25% 2%
FTB & Not Dublin & 46-55 34% 39% 14% 13% 0%
Not FTB & Not Dublin & 18-25 6% 9% 12% 41% 32%
Not FTB & Not Dublin & 26-30 14% 15% 25% 32% 14%
Not FTB & Not Dublin & 31-35 22% 33% 24% 19% 2%
Not FTB & Not Dublin & 36-40 22% 33% 24% 19% 2%
Not FTB & Not Dublin & 41-45 13% 46% 29% 10% 2%
Not FTB & Not Dublin & 46-55 14% 68% 10% 8% 0%
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Table D.10: Occupation conditional prior probabilities. M/E = Manage-
rial/Employer. The column of each division should total 100%.
Income
40k- 60k- 80k- 100k- 120k-
150k+
60k 80k 100k 120k 150k
FTB & Dublin & M/E 8% 13% 13% 35% 40% 48%
FTB & Dublin & Office:Salaried 34% 41% 42% 42% 42% 39%
FTB & Dublin & Skilled 35% 28% 27% 10% 7% 3%
FTB & Dublin & Semi-Skilled 12% 7% 7% 3% 1% 0%
FTB & Dublin & Manual 1% 1% 1% 0% 0% 0%
FTB & Dublin & Self-Employed 10% 10% 10% 10% 10% 10%
Not FTB & Dublin & M/E 12% 26% 33% 51% 66% 78%
Not FTB & Dublin & Office:Salaried 48% 48% 45% 32% 22% 11%
Not FTB & Dublin & Skilled 22% 12% 9% 7% 2% 1%
Not FTB & Dublin & Semi-Skilled 8% 4% 3% 0% 0% 0%
Not FTB & Dublin & Manual 0% 0% 0% 0% 0% 0%
Not FTB & Dublin & Self-Employed 10% 10% 10% 10% 10% 10%
FTB & Not Dublin & M/E 3% 5% 9% 14% 18% 20%
FTB & Not Dublin & Office:Salaried 17% 15% 16% 26% 39% 40%
FTB & Not Dublin & Skilled 40% 35% 35% 30% 25% 25%
FTB & Not Dublin & Semi-Skilled 20% 25% 20% 10% 3% 0%
FTB & Not Dublin & Manual 10% 10% 10% 10% 5% 5%
FTB & Not Dublin & Self-Employed 10% 10% 10% 10% 10% 10%
Not FTB & Not Dublin & M/E 10% 24% 33% 50% 63% 73%
Not FTB & Not Dublin & Office:Salaried 42% 35% 32% 24% 18% 9%
Not FTB & Not Dublin & Skilled 28% 22% 16% 9% 4% 3%
Not FTB & Not Dublin & Semi-Skilled 7% 6% 6% 4% 0% 0%
Not FTB & Not Dublin & Manual 3% 3% 3% 3% 5% 5%
Not FTB & Not Dublin & Self-Employed 10% 10% 10% 10% 10% 10%
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Table D.11: Employment conditional prior probabilities. M/E = Managerial/Employer. Each column should total 100%.
Occupation M/E Office:Salaried Skilled Semi-Skilled Manual Self-Employed
Agriculture 1.0% 1.0% 5.0% 5.0% 75.0% 5.20%
Construction 0.5% 2.0% 30.0% 40.0% 0.0% 12.59%
Wholesale/Retail 12.0% 25.0% 10.0% 3.0% 3.0% 14.26%
Transportation/Storage 2.5% 2.0% 3.0% 10.0% 3.0% 4.43%
Hospitality 10.5% 6.0% 5.0% 5.0% 0.0% 6.26%
Information/Communication 8.0% 8.0% 0.0% 0.0% 0.0% 3.22%
Professional/Scientific/Technical 15.0% 7.0% 0.0% 0.0% 0.0% 5.23%
Admin/Support services 6.0% 7.0% 3.0% 0.0% 0.0% 3.71%
Public administration 5.0% 5.0% 5.0% 5.0% 5.0% 4.88%
Education 11.5% 10.0% 0.0% 0.0% 0.0% 6.55%
Health 13.0% 10.0% 5.0% 3.0% 0.0% 10.11%
Industry 2.0% 1.0% 30.0% 25.0% 10.0% 14.01%
Financial 9.0% 12.0% 0.0% 0.0% 0.0% 4.82%
Other 4.0% 4.0% 4.0% 4.0% 4.0% 4.74%
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Table D.12: Household conditional prior probabilities. The column of each division
should total 100%.
Income 40k- 60k- 80k- 100k- 120k- 150k+
60k 80k 100k 120k 150k
FTB & 1 Adult, No Child < 18 30% 30% 25% 20% 22% 18%
FTB & 1 Adult, 1+ Child < 18 33% 20% 10% 5% 1% 2%
FTB & 2 Adults, No Child < 18 13% 17% 22% 30% 38% 33%
FTB & 3+ adults, No Child < 18 2% 6% 8% 8% 2% 3%
FTB & 2 Adults, 1+ Child < 18 12% 17% 25% 27% 27% 34%
FTB & Other 10% 10% 10% 10% 10% 10%
Not FTB & 1 Adult, No Child < 18 25% 27% 17% 12% 10% 10%
Not FTB & 1 Adult, 1+ Child < 18 23% 10% 7% 5% 1% 2%
Not FTB & 2 Adults, No Child < 18 15% 17% 25% 27% 30% 30%
Not FTB & 3+ adults, No Child < 18 2% 6% 8% 8% 3% 3%
Not FTB & 2 Adults, 1+ Child < 18 25% 30% 33% 38% 46% 45%
Not FTB & Other 10% 10% 10% 10% 10% 10%
Table D.13: Education conditional prior probabilities.
Income
40k- 60k- 80k- 100k- 120k-
150k+
60k 80k 100k 120k 150k
Primary or below 20.0% 5.0% 1.0% 1.0% 0.0% 0.0%
Lower secondary 20.0% 10.0% 2.0% 1.0% 1.0% 0.0%
Higher secondary 25.0% 15.0% 4.0% 2.0% 1.0% 1.0%
Post leaving certificate 15.0% 25.0% 18.0% 10.0% 5.0% 3.0%
Third level non-degree 10.0% 28.0% 34.0% 28.0% 30.0% 30.0%
Third level degree or above 7.0% 14.0% 38.0% 55.0% 60.0% 63.0%
Other 3.0% 3.0% 3.0% 3.0% 3.0% 3.0%
Table D.14: Expenses-to-Household conditional prior probabilities.
Household Composition Household-to-Income Variance
1 Adult, No Child < 18 40.1% 5%
1 Adult, 1+ Child < 18 38.4% 10%
2 Adults, No Child < 18 48.9% 5%
3+ adults, No Child < 18 38.0% 10%
2 Adults, 1+ Child < 18 37.0% 5%
Other 45.1% 5%
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Table D.15: Expenses-to-Income conditional prior probabilities.
Income Group Expenses-to-Income Variance
40k - 60k 54.1% 5.0%
60k - 80k 51.4% 5.0%
80k - 100k 47.7% 5.0%
100k - 120k 41.8% 6.0%
120k - 150k 38.0% 7.5%
150k+ 31.3% 10.0%
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D.3 Additional Default Settings
The default settings of a number of parameters are specified below. Any instances
with feature values exceeding the maximum affordability or maximum MRTI are
removed from the generated data. The generated continuous Loan Values are cat-
egorised based on Table D.16. House Value is calculated as Loan Value divided by
Loan-to-Value. The generated House Values are then categorised based on Table
D.17.
The Overall Default Rate for the generated data is specified at 2.75%. For this
figure of 2.75%, Table D.18 specifies the distribution of the defaulters across the
different risk groups.
The default Risk Scores for each Risk Group are specified in Table D.19.
Maximum Affordability = 11
Maximum MRTI = 0.8
Overall Default Rate = 2.75%
Noise = 0.25
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Table D.16: Loan Value categories.
Category Start End
1 0.00 100k
2 100k 150k
3 150k 200k
4 200k 250k
5 250k 300k
6 300k 400k
7 400k -
Table D.17: House Value categories.
Category Start End
1 0k 150k
2 150k 200k
3 200k 250k
4 250k 300k
5 300k 350k
6 350k 400k
7 400k 500k
8 500k -
Table D.18: Distribution of the Overall Default Rate across the risk groups.
Group Default Rate
1 70.0%
2 5.0%
3 2.5%
4 2.5%
5 2.5%
6 2.5%
7 2.5%
8 2.5%
9 2.5%
10 2.5%
11 1.5%
12 1.5%
13 1.0%
14 1.0%
15 0.0%
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Table D.19: Risk level scores
Risk Level Risk Score
1 0.953
2 7.885
3 11.939
4 14.816
5 17.047
6 18.871
7 20.412
8 21.748
9 22.925
10 23.026
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