Maximal word functions occur in data retrieval applications and have connections with ranking problems, which in turn were first investigated in relation to data compression [21]. By the "maximal word function" of a language L _ E*, we mean the problem of finding, on input x, the lexicographically largest word belonging to L that is smaller than or equal to x. In this paper we present a parallel algorithm for computing maximal word functions for languages recognized by one-way nondeterministic auxiliary pushdown automata (and hence for the class of context-free languages). This paper is a continuation of a stream of research focusing on the problem of identifying properties others than membership which are easily computable for certain classes of languages. For a survey, see [24].
Introduction
The traditional focus of complexity theory has been on the complexity of decision problems, i.e., on the complexity of functions with Boolean output. However, beginning already with some early work in complexity theory, it was realized that focusing on zero-one-valued functions is an inadequate theoretical framework for studying the computational complexity of certain problems. This led for example to the complexity class IP introduced by Valiant [36] for dealing with combinatorial enumeration problems. Other examples are given by the notions of ranking and census functions (investigated in connection with data compression in [21, 27, 2, 11, 12] ), and detector, constructor and lexicographic constructor functions considered in [35, 28] . comput complexity 3 (1993) Maximal word functions 369
This broadening of scope turns out to be useful not only in providing a basis for theoretical investigations of applied problems, but also by helping to draw distinctions among sets that, when considering only membership problems, are computationally equivalent. This kind of information contributes to a better understanding of the combinatorial structure of complexity classes, and it is hoped that it will help in establishing relationships among them.
In this paper, we investigate the complexity of computing maximal word functions. The maximal word function of a string x C 2~ with respect to a set L C ~* is defined to be the function that associates to x a string y E L that is the greatest string belonging to L, smaller than or equal to x with respect to some predefined ordering. (We will use only lexicographic ordering.) This problem arises in data retrieval applications, and is closely related to ranking, detector, constructor and lexicographic constructor functions (mentioned above). Maximal word functions were considered earlier in [8] , where they were used in characterizing the complexity class Opt-L (a subset of NC2). More precisely, it was proved in [8] that the problem of computing the maximal word function for nondeterministic finite automata is complete for the class Opt-L.
The paper is organized as follows. In Section 3, we observe that there are some very "small" complexity classes containing languages for which the maximal word function is intractable, assuming P 5r NP. In Section 4 we present our main results; we present parallel algorithms (in P-uniform AC 1) for computing the maximal word function of any language accepted by a one-way logspace-bounded nondeterministic auxiliary pushdown automaton . This yields an improvement of an NC a algorithm for the lexicographic constructor function presented in [28] . It also yields as a corollary that Opt-L is contained in AC1; this was proved earlier by ,~lvarez and Jenner in [7] (although it is stated in [8] that we obtained this result independently from them, we had in fact been told of their results previously). The results of Section 3 indicate that this class of languages cannot be enlarged significantly without encountering languages for which the maximal word function is intractable. (We elaborate on this comment later.)
In Section 4, we discuss other possible improvements to the results presented here. For instance, we observe that it is unlikely that the P-uniformity condition in our main result can be replaced with logspace-nniformity, as this would imply that NC is equal to P-uniform NC. We also discuss relationships between maximum word functions and other related notions that have appeared in the literature.
Basic Definitions
It is expected that the reader is familiar with basic concepts from ~brmal language theory and complexity theory (see [26, 9] ). In the following, we briefly describe the conventions adopted throughout the paper.
Let E be a finite alphabet which we also assume to be oo~a~ly ordered; let -~ be such a total order. (Because some of our results make use of the circuit model of computation, it is convenient to consider only the case E = {0, 1}, with 0 ~s 1. Any reference to any other alphabet A will assume some binary encoding of the symbols in A.) By E* we denote the free monoid generated by ~, i.e., the set of words on E equipped by the concatenation and the empty word e. For any element x = al,..., a= of E* we denote by Ix t the length of x, and with xi = ~i, 1 < i < Ix], the ith symbol of x.
L<n(L =n) is the set of strings of length less than or equal to n (equal to n) belonging to the language L C E*, while #S is the cardinality of the set S. We will use the symbol __ to denote the standard texicographical ordering on E*. More precisely, for any pair x, y of strings in E*, x _ y if and only if Ix I < lY! or [x I = ]Yl and x = waz and y = wbz', where w,z,z' E E*, a,b E E, and a -<~ b, or x = y. We write x -~ y to indicate that string x strictly precedes y in this ordering.
Given a language L C_ E* we make the following definitions. We let G = (V, E, P, S) denote a context free grammar, where V is the set of variables, E is the set of terminals, S E V the initial symbol and P C_ V x (V U E) + the finite set of productions. If A E V and a E (V U E)*, then A =~ a means that there is a derivation of a from A.
We briefly recall that a one-way nondeterministic auxiliary pushdown automaton (I-NAuxPDA) is a nondeterministic Turing machine having a oneway, end-marked, read-only input tape, a pushdown tape, and one two-way, read/write work tape with a logarithmic space bound. (For more formal definitions, see [26] .) "Space" on an I-NAuxPDA means space on the work tape only (excluding the pushdown). Without loss of generality, we make the following assumptions about I-NAuxPDAs. Allender, Bruschi & Pighizzini comput complexity 3 (1993) A pushdown automaton (PDA) is a !-NAuxPDA without the logspacebounded auxiliary worktape. If the input head of a PDA is allowed to move left also, then it is a 2PDA.
A family of circuit8 is a set {U~ln E N} where Us is a circuit for inputs of size n. {C~} is a DSPACE(S(n))-uniform (DTIME(T(n))-uniform) family of circuits if the function n -+ C~ is computable on a Turing machine in space S(n) (time r(n)). NO k (AC k) denotes the class of problems solvable by logspaceuniform families of bounded (unbounded) fan-in Boolean circuits of polynomial size and O(log k n) depth.
An arithmetic circuit is a circuit where the OR (addition) gates and the AND (multiplication) gates are interpreted over a suitable semi-ring. For further notions of parallel computation and arithmetic, circuits the reader is referred to [19, 33] .
How hard is it to compute maximal word funcgions?
The purpose of this section is to capture the computational complexity of computing maximal word functions. In particular, we will give evidence that maximal word functions are harder to compute than membership functions. In fact, we will prove that even for small complexity classes such as co-NTIME(log n) (a small subclass of AC~ having computationally feasible maximal word functions is a necessary and sufficient condition for P=NP.
Since the complexity class NTIME(log n) is not as familiar as some other complexity classes, a few words of introduction are in order. Briefly, the usual definition of NTIME(T(n)) in terms of Turing machines makes perfect sense (and defines useful classes) even if T is allowed to be sublinear, as long as the Turing machine model is modified to allow random access to the input. More precisely, we use the standard model of a Turing machine M having an "address tape," such that if M enters an "input access state" when it has the number i written in binary on its address tape, then its input head is moved (in unit time) to input position i. If i is greater than the length of the input, then M reads an "out-of-range" symbol, "$". For more background, see [34, 4, 16] PROPOSITION 3.1. There is a set L in co-NTIME(logn) suck that P=NP if and only if the maximal word function for L is computable in polynomial time. 3. for all 0 <_ j <_ p(n) -1, wj yields wj+i by a move of M.
It was observed in [27] that L is in co-NTIME(logn). If we let ~ be less than 0, 1 lexicographically, then x is accepted by M if and only if the maximal word function for L of the string
for some wm...,~p(~). Since this can be computed in polynomial time, we conclude that the NP-complete set L(M) is in P. [] The class co-NTIME(log n) is extremely small. It seems unlikely that co-NTIME(log n) can be replaced with a smaller class in the statement of Proposition 3.1. The following theorem makes this precise. THEOREM 3.2. IlL is in NTIME(logn), then the maximal word function for L can be computed in AC ~ PROOF. Let M be a nondeterministic machine accepting L in time clog n.
The following definitions will be used in building AC ~ circuits for a particular input length n.
For any input x, let a witness for x be a string of length O(log Ixl) encoding a sequence of moves in ({right,/eft} x {0, 1, $})*, where the right, left sequence encodes an accepting path in the computation tree of M on input z, and the {0, 1} sequence encodes the input symbol currently under the input tape head. A string is a witness if it is a witness for any x. Note that the set {l~,w : w is a witness for some string of length _< n} is in AC ~ Given a witness w and numbers j and n, define the functions M and len as follows:
Note that len(w, n) is equal to the largest m <_ n such that there is a string x of length m for which w is a witness. The motivation for the definitions of diff and break are as follows. Given a string x and a witness w, diff(w, z) is the index of the !eftmost symbol at which x and the input symbols read along witness w differ. If len(w, ixD < Ixl, then the lexicographically largest string y _< x for which w can be a witness is where i = break(w, x) and m,,~ ,mr are defined as above. Denote this word y by word(w, x). If there can be no such string y (i.e., if break(w, z) = • then w is said to be incompatible with x; otherwise, w is compatible with x.
Let x be any string of length n. Given two witnesses w and v, we say that v defeats w with respect to x if either comput complexity 3 (1993) Maximal word functions 375 (a) len(w,n) < len(v,n) and v is compatible with x, or (b) len(w,n) = len(v,n) < Ix[ and min{j: M(j,w) = 0} < min{j: M(j,v) = 0}, or (c) len(w,n) = len(v,n) = n and break(w,x) < break (v,x) .
Note that the set {x, w, v : v defeats w with respect to x} is in AC ~ To compute the maximal word function of L on input y, let x = pred(y). If x = _1_ then output word(P-l,w) where w is a witness compatible with 1 ~-1 such that for all w' that are compatible with 1 ~-1, it is not the case that w' defeats w with respect to 1 ~-1. If x ~ • then output word(x, w), where w is a witness compatible with x such that for all w' that are compatible with x, it is not the case that w' defeats w with respect to x.
Using the characterizations of AC ~ in terms of alternating Taring machines or in terms of first-order logic (as presented in [10] ), it is easy to see that this computation can be carried out inside AC ~ D As pointed out in [27] , the language L considered in the proof of Proposition 3.1 can be accepted by a deterministic two-way pushdown automaton. Thus, the following corollary is immediate.
There is a set L accepted by a 2-way deterministic pushdown automaton such that P=NP if and only if the maximal word function for L is computabie in polynomial time. Corollary 3.3 indicates that the results of the following section cannot be improved significantly. To be more precise, the following section shows that the maximal word function for any any language accepted by logspace-bounded 1-NAuxPDAs can be computed in polynomial time (and by fast parallel algorithms). Corollary 3.3 shows that the one-way restriction cannot be removed. Although co-NTIME(log n) is incomparable with the class of languages accepted by logspace-bounded 1-NauxPDAs (1-NauxPDAs can compute parity, which is not in co-NTIME(logn) (see [20] ), and [14] presents a set in co-NTIME(log n) that is not accepted by any 1-NAuxPDA using sublinear space), it seems to us that most natural and interesting extensions to 1-NAuxPDAs would include co-NTIME(log n).
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A parallel algorithm for computing the maximal word function
In this section, we present a parallel algorithm for computing the maximal word functions for all languages recognizable by I-NAuxPDAs. More precisely, we prove that for languages accepted by a 1-NAuxPDA (I-NAuxPDAP), maximal word functions can be computed by P-uniform (logspace-uniform) AC 1 circuits.
The algorithm we have devised can be logically split into three phases. First, given a I-NAuxPDA M and given as input 1 n, one constructs a context-free grammar Gn in Chomsky normal form, generating exactly all strings of length n accepted by M. Given Gn, we show how to build a circuit Q,~ that computes the maximal word function for each string x, Ixl = n, with respect to the language L(G~). Finally, we will show how it is possible to efficiently compute the maximal word function for the language accepted by M using these two algorithms.
4.1. Phase 1. To define this phase of the algorithm we wilt make use of the notions of surface configurations and realizable pairs as introduced in [181 .
Recall that a surface configuration of M on an input string x of length n is a 5-tuple (q,w,i,F,j) where q is the state of M, w is a string of worktape symbols (the worktape contents), i is an integer, 1 < i _< Iwl (the worktape head position), P is a pushdown symbol (the stack top), and j is an integer 1 _< j < n + 1 (the input head position). Observe that the size of a surface configuration is at most O(log n).
The initial surface configuration, denoted by A0, is (q0, ~, 1, Z0, 1) where q0 is the initial state; by our assumptions on I-NAuxPDAs, the only accepting surface configuration on input x is the tuple A2 = (q/, ~, 1, Z0, n + 1) where represents the empty' worktape.
Given an input w, a pair (C1, C2) of surface configurations is called realizable if M can move from C1 to C2 ending with its stack at the same height as in Ci, and without popping it below its level in C1 at any point in this computation. If y is the input substring consumed during this computation, the pair (C1, C2)
is said to be realizable on y. Note that if (C1, C2) and (C2, Ca) are realizable pairs on 9 ~ and y", then (C1, Ca) is a realizable pair on g'y".
We now define a binary relation fL~ between surface configurations: the pair (C1, Ca) belongs to fl,~ if and only if it is realizable on e. comput complexity 3 (1993) Maximal word functions 377
The relation Ftn is extended to 4-tuples of surface configurations in the following way. The quadruple of surface configurations (C1, D1, D2, C2) belongs to f~n if and only if DI can be reached from C1 by pushing a string a on the stack and consuming no input, and C2 can be reached from D2 by popping the same string a off the stack and consuming no input. (No additional condition relating D1 and D2 is required for this tuple to be in Ftn.)
Observe that if (C1, D1, D2, C2) C ~,~ and (D1, D2) c f~ then (C1, 6'2) E a,~. Moreover, if (C1, D1, D2, C2) E Ftn and (D1, D2) is a realizable pair on the string y, then (C1, C2) also is realizable on y.
Using a simple variant of the algorithm presented in [18], the following theorem can be proved. generating exactly the strings of length n accepted by M, using M's surface configurations and the set f~n. The construction is similar to the transformation of a pushdown automaton into an equivalent context-free grammar. In particular, the information contained in the set fi,~ is used to obtain Gn in Chomsky Normal Form. The grammar is defined as follows. V~o contains all pairs of surface configurations and the variables X0, X1. The start symbol S,~ is the pair (A0, A] ), where A l is the only accepting surface configuration for inputs of length n. The set Pn is constructed using the following algorithm. It can be easily verified that Algorithm 1 can be computed in logspace; its correctness is proved by the following theorem. THEOREM 4.2. The language L(Gn) generated by the grammar G~ is the set of a//strings of length n accepted by the automaton M.
PROOF.
To prove this theorem, we will show that for every string y E E + and for every pair of surface configurations (C1, C2), (Ca, C2) =~ g if and only if (Ca, C2) is realizable on y. Once this fact is proved, it follows that L(G~)
is the set of strings y such that the I-NAuxPDA M starting from the initial configuration A0 reaches the final configuration Aj on input Y. Since every surface configuration records the number of input symbols scanned, it follows that all strings in L(Gn) have length n.
First, we prove that for every g C E +, if there exists a realizable pair (Ca, C2) on y then (Ca,C2) ~ y.
We observe that the computation C of M from Ca to C2 can be split into three parts Ca, C2 and C3, where Ca represents the longest initial sequence of moves of C that do not consume any input, Ca represents the longest final sequence of moves of C that do not consume any input and C2 is the remaining part of C. Observe that the string y is consumed in C2. We denote by C~ and C~ the first and the last surface configurations of C2. Clearly, the first and the last move in C2 consume an input symbol. Figure 4 .1 can be useful in understanding the situation.
We proceed by induction on I l. If lyi = 1, then C2 contains only one move.
In this move, the automaton reaches the surface configuration C~ from C~, while consuming the input symbol y. Then (CI, C~) -+ Xy(C;, C;) is a production of the grammar G~. It is not difficult to see that, since the automaton cannot change the stack contents in this move and since at the start and at the end of the computation C the stack is the same, then (Ca, C I, C;, C2) E f~. This implies that also (Ca, C2) --+ Xv(C;, C;) is a production of G~. Now, observing that (C~', C~) is in f~, it turns out that (Ca, C2) -+ y is a production.
Suppose now that lYl -> 1. In this case it can happen that (C[,C;) is not realizable. Let D be a surface configuration different from C~ and C~ comput complexity 3 (1993) Now, we prove that for every pair of surface configurations (C~, C2) and for every string y C E +, if (C~, C~) =~ 9, then (C1, C2) is realizable on y.
First, we observe that if (C~, C2) --+ Xa(Et, E2) is a production and (El, E~) is a realizable pair on the string y', then (C1, C2) is a realizable pair on the string y = ay t.
We proceed now, by induction on the length k of a shortest derivation (c1, y.
For k = 1, (C1, C2) ~ y is a production of Gn. This production is obtained in 3 (1993) y' and y~' are nonnull strings generated in less than k steps and to apply the induction hypothesis. If o~ = Xa (E~, E2) , we have y = ay' and (E~, E2) G y'. Using the induction hypothesis it turns out that (El, E2) is a realizable pair on y'. Then, from the previous observation, we can conclude that (El, E2) is a realizable pair on y. [3 4.2 . Phase 2. Now, we restrict our attention to the computation of the maximal string (of length n) in the language L(G~) less than or equal to the input string x.
Since n is understood, we will use G = (V, E, P, S) to denote the grammar an Let • be a symbol not belonging to E. We set • ~x, for everyx E E*.
For every A E V we define the function predeqA : E* U {• --+ E* U {• by
• if x = • or there are no strings generated by A predeqA(x) = less than or equal to x and of the same length as x. y, otherwise, where y is the maximal string generated by A such that y __ x and txt = lyl.
Intuitively, for every x E E', the value of predeqA(x ) corresponds to the maximal string of length Ix] less than or equal to x and generated by A, if any. Thus, our final goal is to compute predeqs(x ).
The algorithm we present consists of defining and evaluating an arithmetic circuit over a suitable commutative semiring that will be defined subsequently.
The definition of the circuit is based on the well-known Cocke-Kasami-Younger recognition algorithm (see [26] ). (a similar Boolean circuit construetion can be found in [38] .)
The arithmetic circuit Q~ (Q, when n is understood), is defined in the following way. It consists of three types of nodes, namely o input nodes: Nz = { (A,i,i + l,h~,h2) 
t O <_ i < n, O < h~ <h2<_!, A E V};
o addition nodes: (A,i,j, hl, h2) 
comput complexity 3 (1993) Maximal word functions 381 o multiplication nodes: (B,C,i,k,j,h,,h, h2) l O<_i<k<j<n, O<h~ <h <h2 < l, B, CcV}.
Connections among these nodes are defined in the following way: the children of a multiplication node ( B, C, i, k, j, h~, h, h~) r No are exactly the two nodes (B,i,k, hl, h) , (C,k,j,h, h2) e Nl U Ne, and the children of an addition node (A, i,j, hi, h2) are all multiplication nodes of the form (B, C, i, k,j, hl, h, h2) such thatA--+BC, i<k<jandhl <h<h2.
Initially every input (leaf) node (A, i, i + 1, hi, h~) E N~ is labeled in the following way: o a = (A, i,j, 1, 1) : labeled with the maximal string of length j -i generated by A, i.e., predeqA(lJ-i).
This goal is obtained by associating to addition nodes the operation MAX, which computes the lexicographically maximum string among its inputs, and associating to multiplication nodes the operation CONCAT, which computes the concatenation of two strings in E* tO {2_}, with the convention that CONCAT(_I_, x) = CONCAT(x, • = 2-.
The following theorem shows the correctness of the construction of the circuit Q. (pred(xi+l... xj) );
3. vatue(A, i,j, 1, 1) = predeqA(lJ-i ).
PROOF.
We prove the theorem by induction on the amount j -i; observe that for j -i = 1 the theorem is an immediate consequence of the definition of values for input nodes.
In order to prove the theorem for j -i > 1, we have to consider all possible values of (hi, h2) in the tuple (A, i,j, hi, h2) . We give only the proof for the case hi = 0, h~ = 1. The proofs for the other cases are simpler and can be obtained in a similar way.
Let w be predeqa(pred(xi+~ ... zj)) and let w' be value(A, i, j, h~, h2). If w = _1_ then clearly w _ w'. Otherwise, the string w is the product of two strings u,v such that B =G u, C =~ v and A --+ BC, for some variables B
and C. Let be k = lul + i. It is not difficult to see that either u = x,:+l ... xk and v = predeqc(pred(xk+l.., xj)) or u = predeqB(pred(xi+l.. ~ xk)) and v = predeqc(lJ-k ). In both cases, by induction hypothesis, we have that u = value (B, i, k, 0, h) and v = value(C, k,j, h, 1) for some h E {0, 1}. This allows us to conclude that w = uv _~ w' = value (A, i,j, hi, h2) .
We prove now that w' -4 w. If w' = _1_, clearly w' _--K w. Otherwise, there are two strings u', v', two variables B', C' and a value h E {0, 1} such that A --+ B'C', u' = value (B',i,k',O,h) and v'= value (C',k',j,h,1) , where k' = lu'l + i and w' = u'v'. It is not difficult to verify that A ~ w' and w' ___ pred(x/+l.., xk). Since w = predeqA (pred(xi+~.., xk) ), we obtain w ~ w'. Thus, value(A, i, j, 0, 1) = predeqA (pred(xi+l.., xj) ). [] 4.3. Phase 3. As a consequence of previous theorems, we can see that ~:he following equality holds: 0, 0), valuekS~ ~ 0, n, 0, I)). predeqs ~ (x) = max(value(S,~, 0, n, '
Hence, predeqs ~ (x) can be computed by inserting a node performi_Tlg this operation into the circuit Q~. comput complexity 3 (1993) Maximal word functions 383
We observe that if predeqs,(X ) = 2_, then the value of the maximal word function applied to x is the maximal string in the language L accepted by the given 1-NAuxPDA with length less than the length of x. Then, for computing the value of the maximal word function on x, we have to find the maximum among predeq& (x), predeqs,_ 1 (1 n-1 ),..., predeq& (11 ) .
More precisely, on an input x of length n the value of the maximal word function can be computed using the following algorithm. 3. compute circuits Q1,..., Q~;
4. using the circuits Q1,..., Q~ compute predeqs ~ (x), predeq&_, (1 n-~ ),..., predeq& (11); 5. output the maximum among predeqs~ (x), predeqs~_ 1 (1 ~-1 ),..., predeq& (11) .
The computation of QI,..., Q~ (steps 1,2,3) depends only on n = Ix[, and can be done uniformly. The most expensive step is 1, whose complexity was given in Theorem 4.1.
We now wish to apply Theorem 5.3 of [33] , showing how to evaluate the circuits Q1,...,Qn efficiently in parallel. However, in order to apply those results, we have to define a suitable commutative semiring representing the set E* U {_i_} with operations MAX and CONCAT. We achieve this aim using the commutative semiring//= (R, O, | 0, 1), where R = {(0, 0)} 12 (1 x IN) . are explain below how we will use R to represent E* U {_1_}; first we describe the operations | and | For (a, u), (b, v) ~ R, (a, u) | (b, v) = (a V b, max(u, v)), and (a, u) | (b, v) = (a A b, (a A b). (u + v)), where V and A denote respectively the operations or and and, and + and -, integer addition and multiplication.
Letting 0 and 1 be the pairs (0, 0), (1, 0) , respectively, it is easy to verify that !i: satisfies the semiring axioms.
To see how to use R to represent E* U {_L}, let _t_ be represented by (0, 0), and Iet a string x labeling a node (A, i,j, hi, h~) in Q,~ be represented by (1, r) , where r is the integer whose binary representation is xO ~-j. It is easy to see that this is consistent with the desired operation of the circuits.
The operations 9 and | of this semiring are in AC ~ More importantly, since the maximum of n input integers can be computed by AC ~ circuits, it is easy to see that matrix multiplication over this ring can be done in AC ~ (That is, given matrices (A~,j) and (B~,j) the (i,j)-th entry in the product matrix is | | Bkj), and thus each entry can be computed in parallel using AC ~ circuits. Thus matrix multiplication over this semiring is easier than over the integers; integer matrix multiplication can easily be seen to be constant-depth reducible to integer multiplication (see [17, 19] ), and thus cannot be done with AC ~ circuits.)
It is not difficult to see that the circuits Qh..., Q~ have O(n ~) nodes and linear degree over R. Thus, we can make use of the algorithm of [33] for evaluation of these circuits. The algorithm presented in [33] consists of O(log n) applications of a routine called Phase, where a single application of Phase consists of nothing more complicated than matrix multiplication over the semiring R. Since we have observed above that, for the particular choice of R we are using, matrix multiplication can be done in constant depth, it follows that the algorithm of [33] can be implemented in logarithmic depth with unbounded fan-in AND and OR circuits. That is, it can be done in AC ~. (It is easily checked that the algorithm can be implemented with logspace uniformity.) Furthermore, since the maximum of n strings can be computed in AC ~ it follows that Step 5 of Algorithm 2 can be performed by AC e circuits~ Thus, Steps 4 and 5 can be realized by a family of AC 1 circuits that have as input the string x and the circuits Q1,---, Q~ computed in Step 3.
We can conclude the above discussion with the following theorem. THEOREM 4.4. For a!1 ianguages accepted by a t-NAuxPDA the maxima] word function is in P-uniform AC 1. It is in logspace-uniform AC ' for ai1 languages accepted by a I-NAuxPDA running in po]ynomial time.
The following corollary improves an NC ~ algorithm that was presented in [28]. It was shown in [8] that the class of functions Opt-L is contained in NC 2. Subsequently, the authors of [8] were able to improve this result to show inclusion in AC 1 [7] . Our main theorem yields this inclusion as a corollary. COROLLARY 4.6. [7] Opt-L C_ AC I PROOF. It was shown in [8] that the following problem is complete for Opt-L: take as input a nondeterministic finite automaton M and a string x, and find the largest string w < x such that M accepts w. Note that given an NFA M accepting L, one can easily (in logspace) construct a regular grammar accepting L. Given this regular grammar, one can construct an equivalent regular grammar with no unit productions, via an AC 1 computation. One can then easily (in logspace) modify this grammar to get grammars Gx,..., Gn in Chomsky Normal Form, where each Gi accepts L =i. Now one simply applies steps 3 and 4 of Algorithm 2 to obtain the desired output. [] (Subsequent improvements along this line may be found in [5] .)
Concluding comments
It is natural to wonder if the results of the preceding section can be improved. The most obvious way in which one might wish to improve Theorem 4.4 is to remove the P-uniformity condition. The following proposition indicates that this is unlikely. PROPOSITION 5.1. There is a 1-NAuxPDA M such that NC is equal to Puniform NC if and only if the maximal word function for M is computable by logspace-uniform NC circuits.
PROOF.
It was shown in [3] that there is a tally set T E P such that T is in NC if and only if P-uniform NC is equal to NC; and it was also observed there that every tally set in P is accepted by a 1-NAuxPDA. Let M be a That is, one might wish to make the 1-NAuxPDA M be part of the input (as, for example, the NFA is part of the input to the maximal word problem for NFAs shown to complete for Opt-L in [8] ). As stated here, the problem is not even in P, because the 1-NAuxPDA M is required only to use space at most clogn for some c that depends only on M--and thus c can be lxl for an input instance M, x. To avoid this problem, one can consider the problem This version of the problem can be seen to be computable in polynomial Lime, using the algorithm presented in the proof of Theorem 4.4. The only modification is that the relation f~n must now be computed for each input instance, and thus it cannot be hardwired into the circuit. Thus we do not get a fast parallel algorithm. This seems to be unavoidable. Recall that, for a CFG G, the problem of deciding if the empty string is in L(G) is complete for P under logspace reductions [22] . Given a CFG G, one can, in logspace, construct a It is worthwhile considering the relationships that exist between maximal word functions and related notions such as ranking functions, detector functions, and constructor functions. Clearly, detector functions and constructor functions are restricted cases of maximal word functions. Also, it is easy to see that if a set L is sparse, then L has a ranking function computable in polynomial time if and only if its maximal word function is feasible; it was noted in [6] that a sparse set has a feasible ranking function if and only if it is P-printable, and any P-printable set clearly has an easy-to-compute maximal word function. Conversely, if L has a feasible maximal word function f and is sparse, then the comput complexity 3 (1993) Maximal word functions 387 sequence f(ln), f(f(ln)),.., will produce a list of all elements of L of length at most n, and hence L is P-printable. In [23], Hemachandra and Rudich study a notion related to ranking that they call p-ranking. A set A C E* is p-rankable if there is a polynomiaJ time computable function prank A such that:
Vx E A [prankA(X ) = rankA(x)] and Vx ~ A [prankA(X ) prints not in A].
To which extent these notions of ranking are different is currently unknown. The following lemma presents a connection to maximal word functions: 
