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A two-dimensional gas of massless Dirac fermions (MDFs) is a very useful model to describe
low-energy electrons in monolayer graphene. Because the MDF current operator is directly propor-
tional to the (sublattice) pseudospin operator, the MDF current-current response function, which
describes the response to a vector potential, happens to coincide with the pseudospin-pseudospin
response function. In this work we present analytical results for the wavevector- and frequency-
dependent longitudinal and transverse pseudospin-pseudospin response functions of noninteracting
MDFs. The transverse response in the static limit is then used to calculate the noninteracting or-
bital magnetic susceptibility. These results are a starting point for the construction of approximate
pseudospin-pseudospin response functions that would take into account electron-electron interac-
tions (for example at the random-phase-approximation level). They also constitute a very useful
input for future applications of current-density-functional theory to graphene sheets subjected to
time- and spatially-varying vector potentials.
PACS numbers: 71.10.-w,71.45.Gm
I. INTRODUCTION
Graphene, a monolayer of Carbon atoms packed in a
2D honeycomb lattice, is a recently realized ambipolar
gapless semiconductor that has attracted enormous in-
terest1,2,3,4. Electrons in graphene are described at low
energies by a spin-independent massless Dirac Hamilto-
nian, which ultimately originates from the non-Bravais
nature of the 2D honeycomb lattice. The two inequiva-
lent sites in the unit cell of this lattice are analogous to
the two spin orientations of a spin-1/2 particle along the
+zˆ and −zˆ directions (the zˆ axis being perpendicular to
the graphene plane). This observation opens the way to
an elegant description of electrons in graphene as parti-
cles endowed with a pseudospin degree-of-freedom1,2,3,4
(in addition to the regular spin and valley degrees of
freedom which play a passive role here). This quantum
degree-of-freedom has a number of very intriguing impli-
cations on the electronic properties of this material, most
of which have been reviewed in Refs. 1,2,3,4.
Graphene offers a unique example of a new paradigm
in condensed matter physics: a truly 2D non-Galileian in-
variant electron liquid (see for example Refs. 5,6,7,8,9).
This non-Galileian invariant nature of graphene is linked
to non-trivial many-body renormalizations of various
properties of doped graphene sheets9, such as the plas-
mon dispersion relation and the optical conductivity10,
even at very long-wavelengths. Both these properties are
controlled by the linear response function of 2D MDFs to
a vector potential, i.e. by the current-current response
function. Because in the case of MDFs a vector potential
couples to the pseudospin-density-fluctuation operator,
this response function happens to coincide, apart from
a trivial proportionality factor, with the pseudospin-
pseudospin linear-response function.
In this work we present analytical results for the
wavevector- and frequency-dependent longitudinal and
transverse pseudospin-pseudospin response functions of
noninteracting 2D MDFs.
Our paper is organized as follows. In Section II we
present the model and some basic definitions. In Sec-
tion III we present analytical results for the wavevector-
and frequency-dependent longitudinal and transverse
pseudospin-pseudospin response functions of a noninter-
acting undoped 2D MDF system. In Section IV we report
corresponding results for the doped system. In Sect. V
we use the analytical results on the transverse response
to calculate the orbital magnetic susceptibility of non-
interacting MDFs. Finally, in Section VI we present a
brief summary of our main results and mention their
usefulness for the construction of (i) response functions
that would take into account electron-electron interac-
tions, and (ii) exchange-correlation functionals needed
in applications of current-density-functional theory11 to
graphene sheets in the presence of inhomogeneous vector
potentials. Finally, two appendices report cumbersome
technical details and calculations.
II. THE MODEL AND BASIC DEFINITIONS
Graphene’s honeycomb lattice has two-atoms per unit
cell and its π-valence band and π∗-conduction band touch
at two inequivalent points, K and K ′, in the honeycomb
lattice Brillouin-zone. The energy bands near e.g. the K
point are described at low energies by a spin-independent
massless Dirac Hamiltonian (h¯ = 1)
HˆD = v
∑
k,α,β
ψˆ†k,α(σαβ · k)ψˆk,β , (1)
where ψˆ†k,α (ψˆk,α) creates (destroys) an electron with mo-
mentum k and sublattice pseudospin α and σ = (σx, σy)
is a vector constructed with two Pauli matrices {σi, i =
2x, y}, which act on the sublattice pseudospin degree-of-
freedom. Because we are interested in the linear-response
functions to smoothly-varying vector potentials, to which
different spins and valleys contribute independently, in
Eq. (1) we have retained only sublattice degrees of free-
dom. As emphasized repeatedly in the literature (see e.g.
Refs. 4,9,12), because of the presence of an infinite sea
of negative-energy states, the MDF model (1) must be
accompanied by an ultraviolet cut-off for the wavevector
integrals, kmax.
The response to a vector potentialA(q, ω) is controlled
by the current-current linear-response function χjj(q, ω),
which is defined by the usual Kubo product13
χAB(ω) =
1
S
〈〈Aˆ; Bˆ〉〉ω
≡ − i
S
lim
ǫ→0+
∫ ∞
0
dt〈[Aˆ(t), Bˆ(0)]〉eiωte−ǫt .(2)
The current-density operator jˆq can be easily found from
the continuity equation. The density operator ρˆq corre-
sponding to the Hamiltonian HˆD reads
ρˆq =
∑
k,α
ψˆ†k−q,αψˆk,α , (3)
and obeys the usual continuity equation
i∂tρˆq = [ρˆq, HˆD] = q · jˆq , (4)
with the current-density operator jˆq that has a rather
unusual form2,
jˆq = v
∑
k,α,β
ψˆ†k−q,ασαβψˆk,β . (5)
The current-density operator for MDFs is proportional
to the pseudospin-density operator. Due to Eq. (5) thus,
the current-current response function χjj(q, ω) is propor-
tional to the pseudospin-pseudospin response function,
χjj(q, ω) = v
2χσσ(q, ω).
In what follows we will calculate the noninteract-
ing longitudinal pseudospin-pseudospin response func-
tion, i.e. χ
(0)
σxσx(qxˆ, ω) with q oriented along the xˆ di-
rection, q = qxˆ, and the transverse response function,
i.e. χ
(0)
σxσx(qyˆ, ω) with q oriented along the yˆ direction,
q = qyˆ. These are given by13 (per spin and per valley)
χ(0)σxσx(q, ω) =
1
S
lim
ǫ→0+
∑
k
∑
λ,λ′
n
(0)
k,λ − n(0)k+q,λ′
ω + εk,λ′ − εk+q,λ + iǫ
× |〈χλ(k)|σx|χλ′(k + q)〉|2 , (6)
where S is the area of the system, εk,λ = λvk are single-
particle Dirac energies, n
(0)
k,λ are noninteracting band-
occupation factors and
χλ(k) =
1√
2
(
1
λeiϕk
)
(7)
are two-component pseudospinors. Here λ = +1 labels
the conduction band and λ = −1 the valence band and
ϕk is the angle between k and the xˆ axis, which physi-
cally denotes the momentum-dependent phase difference
between wavefunction amplitudes on the A and B sub-
lattices of graphene’s honeycomb lattice. The matrix-
element factor on the second line of Eq. (6) is given by
|〈χλ(k)|σx|χλ′(k + q)〉|2 = 1 + λλ
′ cos(ϕk + ϕk+q)
2
.
(8)
Note that, because of the continuity equation (4), the
longitudinal pseudospin-pseudospin response function is
related to the density-density response function χρρ. In
our case this relations reads
χρρ(q, ω) =
vq
ω2
〈[σˆxq , ρˆ−q]〉+
v2q2
ω2
χσxσx(qxˆ, ω) . (9)
This formula holds only at finite ω. The first term on
the r.h.s. of Eq. (9), which is an anomalous commutator
because of the presence of the infinite sea of negative
energy states, is purely real and must be handled with
great care9,14. As discussed in Ref. 9, it is easy to show
that in the noninteracting limit
1
vq
〈[σˆxq , ρˆ−q]〉 →
εmax
4πv2
, (10)
where εmax/v = kmax is an ultraviolet wavevector cut-off.
Eq. (10) is valid to leading order in the limit kmax →∞.
III. UNDOPED CASE
We first calculate the response functions χ
(0u)
σxσx of the
undoped system, i.e. the system in which the Fermi en-
ergy lies at the Dirac point. In this case only the band
εk,− is full with an occupation factor n
(0)
k,− = 1, while the
upper band εk,+ is empty (all necessary technical details
are summarized in Appendix A).
In the longitudinal channel, for what stated at the end
of Sect. II, we find the following relation:
ℑm χ(0u)σxσx(qxˆ, ω) =
ω2
v2q2
ℑm χ(0u)ρρ (q, ω) (11)
where
ℑm χ(0u)ρρ (q, ω) = −sgn(ω)
q2
16
Θ(ω2 − v2q2)√
ω2 − v2q2 (12)
is the imaginary part of the well-known density-density
response function of noninteracting MDFs at half fill-
ing15. Using the Kramers-Kro¨nig dispersion relations
one immediately finds the result for the real part
ℜe χ(0u)σxσx(qxˆ, ω):
ℜe χ(0u)σxσx(qxˆ, ω) = −
εmax
4πv2
+
ω2
v2q2
ℜe χ(0u)ρρ (q, ω) , (13)
3where15
ℜe χ(0u)ρρ (q, ω) = −
q2
16
Θ(v2q2 − ω2)√
v2q2 − ω2 . (14)
In the trasverse channel, starting again from Eq. (6)
but with q = qyˆ, we find
ℑm χ(0u)σxσx(qyˆ, ω) = −sgn(ω)
Θ(ω2 − v2q2)
16v2
√
ω2 − v2q2 .
(15)
Note that the previous equation can also be written as
ℑm χ(0u)σxσx(qyˆ, ω) =
ω2 − v2q2
v2q2
ℑm χ(0u)ρρ (q, ω) . (16)
This relation reminds us of Eq. (11), the only differ-
ence being that in the transverse case we have the factor
(ω2−v2q2)/(v2q2) rather than the “gauge-invariance fac-
tor” ω2/(v2q2). This simple relation between the trans-
verse pseudospin-pseudospin response function and the
density-density response function, however, holds only in
the undoped case.
Finally, for the real part of the transverse response
function, again using the Kramers-Kro¨nig relations, we
find
ℜe χ(0u)σxσx(qyˆ, ω) = −
εmax
4πv2
+
ω2 − v2q2
v2q2
ℜe χ(0u)ρρ (q, ω) .
(17)
In summary, we find that the longitudinal undoped
pseudospin responses of the model described by (1) with
the ultraviolet cut-off kmax are given by


ℜe χ(0u)σxσx(qxˆ, ω) = −
εmax
4πv2
− ω
2
16v2
Θ(v2q2 − ω2)√
v2q2 − ω2
ℑm χ(0u)σxσx(qxˆ, ω) = −sgn(ω)
ω2
16v2
Θ(ω2 − v2q2)√
ω2 − v2q2
, (18)
while the transverse undoped responses are given by

ℜe χ(0u)σxσx(qyˆ, ω) = −
εmax
4πv2
+
√
v2q2 − ω2
16v2
Θ(v2q2 − ω2)
ℑm χ(0u)σxσx(qyˆ, ω) = −sgn(ω)
√
ω2 − v2q2
16v2
Θ(ω2 − v2q2)
. (19)
Eqs. (18) and (19) constitute the first novel results of this
work. Note that longitudinal and transverse responses
coincide at q = 0 and that the anomalous terms in the
first lines of Eqs. (18) and (19) [first terms on the r.h.s.
of both equations] are identical.
Two crucial remarks are in order at this point. Because
of gauge invariance, the real physical system cannot re-
spond to a static longitudinal vector potential. More pre-
cisely, the longitudinal current-current response function
of the physical system should vanish for ω = 0 and ev-
ery q, while the transverse one should vanish for ω = 0
and q → 0. After a quick look at Eqs. (18) and (19)
one can easily see that this is not what happens to the
response functions of the model system (1), simply be-
cause of the presence of the cut-off dependent constant
term −εmax/(4πv2). As discussed in Ref. 9 (see footnote
33), this unphysical finite response is due to the fact that
rigorous gauge-invariance of the model described by HˆD
is broken by the ultraviolet cut-off kmax. Thus, the static
response functions of the model system have to be cor-
rected ad hoc in order to restore gauge invariance: the
quantity −εmax/(4πv2) has to be subtracted away9 from
the first lines in Eqs. (18) and (19). On the other hand,
we would like to remark that in the limit q = 0 and
for finite ω the constant term −εmax/(4πv2) is not only
physical (i.e. it describes the response of the λ = −1 va-
lence band to a uniform vector potential in the regime in
which repopulation of states is not allowed9) but also nec-
essary: when Eq. (18) is substituted inside Eq. (9), this
term indeed cancels exactly the anomalous commutator
[by virtue of Eq. (10)], giving a density-density response
function which is independent of kmax, as it should
15.
The pseudospin response functions can be written in a
more compact form using the following complex functions
FL(q, ω) =
ω2
16πv2
1√
ω2 − v2q2
(20)
and
FT(q, ω) =
ω2 − v2q2
ω2
FL(q, ω) . (21)
We find
χ(0u)σxσx(qxˆ(yˆ), ω) = −
εmax
4πv2
− iπFL(T)(q, ω) . (22)
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FIG. 1: Different regions for the behavior of χ
(0)
σxσx
(q, ω). In
this figure we have introduced dimensionless variables: q¯ =
q/kF and ω¯ = ω/εF The regions B.1 and B.2 are characterized
by a continuum of interband electron-hole pairs. The regions
A.2 and A.3 are characterized by a continuum of intraband
electron-hole pairs. ℑmχ
(0)
σxσx
(q, ω) = 0 in regions A.1 and
B.3.
Finally, note that the real part of the long-wavelength
longitudinal conductivity σ(ω) of the undoped system is
given by
ℜe σ(ω) = −v
2e2
ω
lim
q→0
ℑm χ(0u)σxσx(qxˆ, ω) =
e2
16
. (23)
Restoring h¯ and introducing the gsgv = 4 spin-valley
degeneracy we find the usual “universal” frequency-
independent value10 ℜe σ(ω) = e2/(4h¯).
IV. DOPED CASE
We now pass to calculate the response functions χ
(0)
σxσx
of the doped system, i.e. the system in which the Fermi
energy lies, for example, above the Dirac point. In this
case the band εk,− is completely full with the usual occu-
pation factor n
(0)
k,− = 1, while the upper band εk,+ is filled
only up to the Fermi energy εF = vkF, where kF =
√
4πn.
In the case of finite doping, we find more convenient to
evaluate Eq. (6) on the imaginary-frequency axis (i.e. by
letting ω → iω) and then to perform a standard analyti-
cal continuation to the real-frequency axis (more details
are given in Appendix B).
A. Longitudinal channel
Even though, as discussed before, the longitudinal re-
sponse function is determined by the density-density re-
sponse function12,16,17 via the continuity equation, in this
Section we report, for the sake of completeness, expres-
sions for χ
(0)
σxσx(qxˆ, ω).
The contribution to χ
(0)
σxσx(qxˆ, ω) due to doping,
δχ
(0)
σxσx(qxˆ, ω), is introduced according to
χ(0)σxσx(qxˆ, ω) = χ
(0u)
σxσx(qxˆ, ω) + δχ
(0)
σxσx(qxˆ, ω) . (24)
Explicit expressions for the real and imaginary parts of
χ
(0u)
σxσx(qxˆ, ω) have been given before in Sect. III. Below
we thus report only expressions for the doping-dependent
quantity δχ
(0)
σxσx(qxˆ, ω).
Following Wunsch et al.16 we introduce the complex
function
GL(z) = z
√
z2 − 1− ln(z +
√
z2 − 1) (25)
and
ω± =
2εF ± ω
vq
. (26)
Using GL(z) and the function FL(q, ω) introduced above
in Eq. (21) we find
δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2πv2
+ FL(q, ω){GL(ω+)
− Θ(ω− − 1)[GL(ω−)− iπ]
− Θ(1− ω−)GL(−ω−)} . (27)
We now provide more explicit expressions for
δχ
(0)
σxσx(qxˆ, ω) in terms of real functions. With ref-
erence to Fig. 1 we find the following analytical results.
1. Region A.1
For ω < vq − 2εF:
ℜe δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2πv2
+
ω2
16πv2
√
v2q2 − ω2
aL(q, ω)
(28)
and ℑm δχ(0)σxσx(qxˆ, ω) = 0. Here
aL(q, ω) = arcsin (ω+) + ω+
√
1− ω2+
+ arcsin (ω−) + ω−
√
1− ω2− .
2. Region A.2
For ω < vq and ω > |2εF − vq|:
ℜe δχ(0)σxσx(qxˆ, ω) =
ω2
16v2
√
v2q2 − ω2 −
ω2
v2q2
εF
2πv2
− ω
2
16πv2
√
v2q2 − ω2
bL(q, ω) (29)
5and
ℑm δχ(0)σxσx(qxˆ, ω) =
ω2
16πv2
√
v2q2 − ω2 cL(q, ω) . (30)
Here
bL(q, ω) = arccos(ω−)− ω−
√
1− ω2− (31)
and
cL(q, ω) = ln
(
ω+ +
√
ω2+ − 1
)
− ω+
√
ω2+ − 1 . (32)
3. Region A.3
For ω < vq and ω < 2εF − vq:
ℜe δχ(0)σxσx(qxˆ, ω) =
ω2
16v2
√
v2q2 − ω2 −
ω2
v2q2
εF
2πv2
(33)
and
ℑm δχ(0)σxσx(qxˆ, ω) =
ω2
16πv2
√
v2q2 − ω2
dL(q, ω) . (34)
Here
dL(q, ω) = ln

ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1

− ω+√ω2+ − 1
+ ω−
√
ω2− − 1 . (35)
4. Region B.1
For ω > 2εF + vq:
ℜe δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2πv2
− ω
2
16πv2
√
ω2 − v2q2 eL(q, ω)
(36)
and ℑm δχ(0)σxσx(qxˆ, ω) = 0. Here
eL(q, ω) = ln

ω+ +
√
ω2+ − 1√
ω2− − 1− ω−

− ω+√ω2+ − 1
− ω−
√
ω2− − 1 . (37)
5. Region B.2
For ω > vq, ω > 2εF − vq, and ω < 2εF + vq:
ℜe δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2πv2
− ω
2
16πv2
√
ω2 − v2q2 fL(q, ω)
(38)
and
ℑm δχ(0)σxσx(qxˆ, ω) =
ω2
16v2
√
ω2 − v2q2
− ω
2
16πv2
√
ω2 − v2q2 gL(q, ω) .
(39)
Here
fL(q, ω) = ln
(
ω+ +
√
ω2+ − 1
)
− ω+
√
ω2+ − 1 (40)
and
gL(q, ω) = arccos (ω−)− ω−
√
1− ω2− . (41)
6. Region B.3
For ω > vq and ω < 2εF − vq:
ℜe δχ(0)σxσx(qxˆ, ω) = −
ω2
v2q2
εF
2πv2
− ω
2
16πv2
√
ω2 − v2q2 hL(q, ω)
(42)
and
ℑm δχ(0)σx,σx(qxˆ, ω) =
ω2
16v2
√
ω2 − v2q2
. (43)
Here
hL(q, ω) = ln

ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1

− ω+√ω2+ − 1
+ ω−
√
ω2− − 1 . (44)
We would now like to remind the reader that in
the region B.3 of the (q, ω) plane the interacting sys-
tem possesses a collective plasmon mode ωpl = ωpl(q),
which, within the simple random phase approximation
(RPA)13,16,17,18, can be found by solving the equation
1− vqℜeχ(0)ρρ (q, ω) = 0 , (45)
6where vq = 2πe
2/(ǫq) is the 2D Fourier transform of
the Coulomb potential (ǫ being an average dielectric con-
stant that depends on the environment surrounding the
graphene flake). Using Eq. (9) we can write Eq. (45) in
the more appealing form
1− vq v
2q2
ω2
[ εmax
4πv2
+ ℜe χ(0)σxσx(qxˆ, ω)
]
= 0 . (46)
Using the microscopic expression for ℜe χ(0u)σxσx(qxˆ, ω) in
Eq. (18) and Eq. (42), expanding the expression in square
brackets in Eq. (46) in powers of q/kF up to fourth order,
introducing the gsgv = 4 spin-valley degeneracy factor,
and restoring for a moment h¯, we find that the plasmon
dispersion is given by
ωpl(q → 0) =
√
2πne2q
mplǫ
(
1 +
12− g2s g2vα2ee
4
q
kTF
+ . . .
)
(47)
where we have introduced the density-dependent “plas-
mon mass”
mpl =
4πn
gsgv
h¯2
εF
, (48)
the fine structure constant αee = e
2/(h¯vǫ), and the
Thomas-Fermi screening vector kTF = gsgvαeekF.
Note that mpl tends to the bare electron mass in vac-
uum m if we use the parabolic energy-momentum dis-
persion εF = h¯
2k2F/(2m) (while still using gsgv = 4).
In graphene, however, mpl = h¯kF/v, which (i) is ∝
√
n
and (ii) trivially depends on Planck’s constant h¯ because
the Fermi energy in this material depends linearly on h¯
(rather than quadratically). As explained in Ref. 9, be-
cause the MDF model Hamiltonian is not invariant under
an ordinary Galileian boost, RPA is not exact for inter-
acting systems of MDFs even in the limit q → 0 (con-
trary to what happens in the conventional 2D parabolic-
band electron gas13, where for q → 0 the plasmon is pro-
tected from many-body renormalizations by Galileian in-
variance). When interactions between MDFs are treated
beyond RPA the plasmon mass acquires a non-trivial
density and coupling-constant dependence9.
Last but not least, note that, at odds with what stated
in Ref. 17, the first subleading correction to the RPA
plasmon dispersion [second term in round brackets in
Eq. (47)] can change sign: it is positive (like in the con-
ventional 2D parabolic-band electron gas13) at weak cou-
pling, but becomes negative for αee >
√
3/2.
B. Transverse channel
In this Section we report explicit expressions for
the transverse response χ
(0)
σxσx(qyˆ, ω). As done in
Sect. IVA, we introduce the contribution due to doping,
δχ
(0)
σxσx(qyˆ, ω), according to
χ(0)σxσx(qyˆ, ω) = χ
(0u)
σxσx(qyˆ, ω) + δχ
(0)
σxσx(qyˆ, ω) . (49)
In what follows, we report only expressions for
δχ
(0)
σxσx(qyˆ, ω).
Similarly to what done in Sect. IVA, we introduce the
complex function
GT(z) = z
√
z2 − 1 + ln(z +
√
z2 − 1) . (50)
Using GT(z) and the function FT(q, ω) introduced above
in Eq. (21) we find
δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2πv2
− FT(q, ω){GT(ω+)
− Θ(ω− − 1)[GT(ω−) + iπ]
− Θ(1− ω−)GT(−ω−)} . (51)
Once again, we provide below more explicit expressions
for δχ
(0)
σxσx(qyˆ, ω) in terms of real functions.
1. Region A.1
For ω < vq − 2εF:
ℜe δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2πv2
−
√
v2q2 − ω2
16πv2
aT(q, ω)
(52)
and ℑm δχ(0)σxσx(qyˆ, ω) = 0. Here
aT(q, ω) = arcsin (ω+)− ω+
√
1− ω2+
+ arcsin (ω−)− ω−
√
1− ω2− .
2. Region A.2
For ω < vq and ω > |2εF − vq|:
ℜe δχ(0)σxσx(qyˆ, ω) = −
√
v2q2 − ω2
16v2
+
ω2
v2q2
εF
2πv2
+
√
v2q2 − ω2
16πv2
bT(q, ω) (53)
and
ℑm δχ(0)σxσx(qyˆ, ω) = −
√
v2q2 − ω2
16πv2
cT(q, ω) . (54)
Here
bT(q, ω) = arccos(ω−) + ω−
√
1− ω2− (55)
and
cT(q, ω) = ln
(
ω+ +
√
ω2+ − 1
)
+ ω+
√
ω2+ − 1 . (56)
73. Region A.3
For ω < vq and ω < 2εF − vq:
ℜe δχ(0)σxσx(qyˆ, ω) = −
√
v2q2 − ω2
16v2
+
ω2
v2q2
εF
2πv2
(57)
and
ℑm δχ(0)σxσx(qyˆ, ω) = −
√
v2q2 − ω2
16πv2
dT(q, ω) . (58)
Here
dT(q, ω) = ln

ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1

+ ω+√ω2+ − 1
− ω−
√
ω2− − 1 . (59)
4. Region B.1
For ω > 2εF + vq:
ℜe δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2πv2
−
√
ω2 − v2q2
16πv2
eT(q, ω)
(60)
and ℑm δχ(0)σxσx(qyˆ, ω) = 0. Here
eT(q, ω) = ln

ω+ +
√
ω2+ − 1√
ω2− − 1− ω−

+ ω+√ω2+ − 1
+ ω−
√
ω2− − 1 . (61)
5. Region B.2
For ω > vq, ω > 2εF − vq, and ω < 2εF + vq:
ℜe δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2πv2
−
√
ω2 − v2q2
16πv2
fT(q, ω)
(62)
and
ℑm δχ(0)σxσx(qyˆ, ω) =
√
ω2 − v2q2
16v2
−
√
ω2 − v2q2
16πv2
gT(q, ω) .
(63)
Here
fT(q, ω) = ln
(
ω+ +
√
ω2+ − 1
)
+ ω+
√
ω2+ − 1 (64)
and
gT(q, ω) = arccos (ω−) + ω−
√
1− ω2− . (65)
FIG. 2: The imaginary part of the longitudinal pseudospin
response function, −ℑm χ
(0)
σ
x
σ
x(q = qxˆ, ω) [in units of the
density-of-states at the Fermi level, ν(0) = εF/(2piv
2)], as a
function of ω/εF. a) q = 0.5 kF, b) q = 1.0 kF, c) q = 2.0 kF,
and d) q = 3.0 kF. Singularities at ω = vq are clearly visible
18.
6. Region B.3
For ω > vq and ω < 2εF − vq:
ℜe δχ(0)σxσx(qyˆ, ω) =
ω2
v2q2
εF
2πv2
−
√
ω2 − v2q2
16πv2
hT(q, ω)
(66)
and
ℑm δχ(0)σx,σx(qyˆ, ω) =
√
ω2 − v2q2
16v2
. (67)
Here
hT(q, ω) = ln

ω+ +
√
ω2+ − 1
ω− +
√
ω2− − 1

+ ω+√ω2+ − 1
− ω−
√
ω2− − 1 . (68)
In Figs. 2-5 we have reported plots of the longitudinal
and transverse response functions. Note that the trans-
verse response function goes always to zero at ω = vq:
in this case, indeed, the angle between k and q is either
zero (intraband term) or π (interband term). Recalling
that in the transverse case q is directed along yˆ, we thus
find that either ϕk+q = ϕk = π/2 (intraband term) or
ϕk+q = −ϕk = π/2 (interband term): in both cases the
matrix element in Eq. (8) vanishes. Finally, note that
both ℑm χ(0)σxσx(qxˆ, ω) and ℑm χ(0)σxσx(qyˆ, ω) diverge lin-
early for ω ≫ vq.
8FIG. 3: The imaginary part of the transverse pseudospin re-
sponse function, −ℑm χ
(0)
σ
x
σ
x(q = qyˆ, ω) [in units of ν(0)], as
a function of ω/εF. a) q = 0.5 kF, b) q = 1.0 kF, c) q = 2.0 kF,
and d) q = 3.0 kF.
FIG. 4: The real part of the longitudinal pseudospin response
function, −ℜe χ
(0)
σ
x
σ
x(q = qxˆ, ω) [in units of ν(0)], as a func-
tion of ω/εF. a) q = 0.5 kF, b) q = 1.0 kF, c) q = 2.0 kF, and
d) q = 3.0 kF. The filled circles in panels a) and b) mean that
the function −ℜe χ
(0)
σ
x
σ
x(q = qxˆ, ω) takes exactly the value 1
[in units of ν(0)] at ω = vq.
V. DIAMAGNETIC SUSCEPTIBILITY
The transverse pseudospin response function allows us
to calculate the orbital magnetization induced in doped
graphene sheets by a static magnetic field. As discussed
in detail in Sects. 3.4.3. and 4.5 of Ref. 13, the non-
interacting orbital magnetic susceptibility χ
(0)
orb can be
FIG. 5: The real part of the transverse pseudospin response
function, −ℜe χ
(0)
σ
x
σ
x(q = qyˆ, ω) [in units of ν(0)], as a func-
tion of ω/εF. a) q = 0.5 kF, b) q = 1.0 kF, c) q = 2.0 kF, and
d) q = 3.0 kF.
calculated from
χ
(0)
orb = −
v2e2
c2
lim
q→0
χ
(0)
σxσx(qyˆ, 0)
q2
. (69)
As stressed earlier in Sect. III, before taking the limit in
Eq. (69) the undoped contribution to the static response
χ
(0)
σxσx(qyˆ, 0) has to be regularized to restore gauge in-
variance by subtracting the cut-off dependent constant
term −εmax/(4πv2). A simple inspection of the equa-
tions reported in the previous section allows us to write
a compact expression for the static transverse response
(as usual, per spin and valley):
χ(0)σxσx(qyˆ, 0) =
q
16v
{
1− 2
π
arcsin [ℓ(q)]
}
+
εF
4πv2
√
1−
(
2kF
q
)2
Θ
(
1− 2kF
q
)
(70)
where
ℓ(q) =
1
2
(
1 +
2kF
q
)
− 1
2
∣∣∣∣1− 2kFq
∣∣∣∣ . (71)
We thus immediately see that for εF > 0 and for all
wavevectors q < 2kF, ℓ(q) = 1 and χ
(0)
σxσx(qyˆ, 0) ≡ 0.
This implies that the orbital magnetic susceptibility of
noninteracting MDFs is zero. However, if εF = 0
χ
(0u)
σxσx(qyˆ, 0) ∝ q and thus the orbital magnetic suscep-
tibility diverges in the undoped limit. More precisely, it
is possible to show that in the limit q → 0 the function
χ
(0)
σxσx(qyˆ, 0)/q
2 is proportional to δ(εF). Indeed, if ϕ(ε)
9is a test function (here ε is a shorthand notation for εF),
I ≡ lim
q→0
∫ +∞
−∞
dε
χ
(0)
σxσx(qyˆ, 0)
q2
ϕ(ε)
= 2 lim
q→0
∫ vq/2
0
dε
1
16vq
[
1− 2
π
arcsin
(
2ε
vq
)
+
2
π
2ε
vq
√
1−
(
2ε
vq
)2]
ϕ(ε) . (72)
Introducing the dimensionless variable x = 2ε/(vq) we
find
I = lim
q→0
{
1
16
− 1
8π
[ ∫ 1
0
dx arcsin(x)
−
∫ 1
0
dx x
√
1− x2
]}
ϕ(ε¯) =
1
6π
ϕ(0) , (73)
where ε¯ ∈ [0, vq/2]. In summary, introducing the gsgv =
4 degeneracy factor, we find19
χ
(0)
orb = −
gsgv
6π
e2v2
c2
δ(εF) , (74)
in perfect agreement with Ref. 20. As explained by Mc-
Clure20, the origin of the large (infinite at T = 0) dia-
magnetism in undoped graphene can be understood qual-
itatively. When the magnetic field B is turned on, group
of states, which were originally distributed in energy, co-
alesce into Landau levels. In undoped graphene, states
which had negative energy coalesce into the n = 0 Lan-
dau level, thus increasing the energy of the system, which
will respond to the field with a negative orbital suscep-
tibility. The total energy (per unit area) in the absence
of the field of the group of electrons which condense into
the n = 0 Landau level is
E0 =
∫ +ωc/√2
−ωc/
√
2
dε εν(ε)f(ε)
=
∫ +ωc/√2
0
dε εν(ε)[f(ε)− f(−ε)] , (75)
where ωc =
√
2v/ℓB ∝
√
B is the MDF cyclotron fre-
quency [ℓB =
√
c/(eB) being the magnetic length],
ν(ε) = |ε|/(2πv2) is the density-of-states at B = 0, and
f(ε) is the Fermi-Dirac distribution function. The ex-
treme of integrations in the first line of Eq. (75) ensure
that the number of states
N0 =
∫ +λ
−λ
dε ν(ε) =
λ2
2πv2
(76)
can be accommodated into the n = 0 Landau level, which
has degeneracy eB/(2πc) per unit area, i.e. λ = ωc/
√
2.
In the zero-temperature limit
E0 = − 1
2πv2
∫ +ωc/√2
0
dε ε2 = − 1
12
√
2πv2
ω3c ∝ −B3/2 .
(77)
The total energy in the presence of the field is zero
(because turning on the B field all the electrons con-
dense into the n = 0 Landau level, which is at zero
energy). Thus the change in energy with the field is
∆E = −E0 ∝ B3/2. The susceptibility is thus
χ
(0)
orb = − limB→0
1
B
∂(∆E)
∂B
∝ − 1√
B
, (78)
which diverges for B → 0.
Introducing the usual Bohr magneton, µB = eh¯/(2mc),
and restoring h¯, the orbital magnetic susceptibility (74)
can be written as
χ
(0)
orb = −
(gµB
2
)2 2gsgvm2v2
3πh¯2
δ(εF) , (79)
g = 2 being the bare electron g-factor in vacuum. We
recall that the Pauli spin susceptibility of 2D MDFs is
χ
(0)
P =
(gµB
2
)2 gsgvεF
2πh¯2v2
. (80)
In the conventional 2D parabolic-band electron gas
χ
(0)
orb = −χ(0)P /3. For 2D MDFs we see that the den-
sity dependence of χ
(0)
orb is completely different from that
of χ
(0)
P .
VI. SUMMARY AND CONCLUSIONS
In summary, we have calculated analytically the lon-
gitudinal and transverse pseudospin-pseudospin linear-
response functions of noninteracting massless Dirac
fermions. As expected, because of the continuity equa-
tion that relates the density operator with the longitu-
dinal current operator, the longitudinal response func-
tion is determined by the density-density response func-
tion (apart from an anomalous commutator term, which
has to be handled carefully). We have used the trans-
verse pseudospin response function to calculate the or-
bital magnetization induced in doped graphene sheets by
a static magnetic field, finding perfect agreement with
earlier calculations20 based on the explicit use of the
Landau level structure of two-dimensional massless Dirac
fermions.
The results presented in this work constitute a very
useful starting point for the construction of approximate
response functions that would take into account electron-
electron interactions. For example, within the random
phase approximation13 the pseudospin-pseudospin re-
sponse functions of the interacting system can be written
as
χσxσx(q, ω) =
χ
(0)
σxσx(q, ω)
1− vqχ(0)σxσx(q, ω)
. (81)
Our results are also very useful in view of future appli-
cations of current-density-functional theory11 to doped
graphene sheets in the presence of time- and spatially-
varying vector potentials (see also comments in Sect. II
of Ref. 21).
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APPENDIX A: DETAILS ON THE ANALYTICAL
CALCULATION OF THE TRANSVERSE
UNDOPED RESPONSE FUNCTION
1. Imaginary part
In the undoped limit and for ω > 0, the imaginary part
of the transverse response function is given by
ℑm χ(0u)σxσx(qyˆ, ω) = −π
∫
d2k
(2π)2
δ (ω − vk − v|k + q|)
× 1− cos(ϕk+q + ϕk)
2
. (A1)
This expression can be easily obtained from Eq. (6) by
retaining only the interband term corresponding to λ =
+ and λ′ = − (because ω > 0). The cosine term in the
second line of Eq. (A1) can be easily manipulated to give
cos(ϕk+q + ϕk) =
k(1− 2 sin2 ϕk)− q sinϕk
|k + q| . (A2)
For a given value of ω the delta function in Eq. (A1) gives
a non-zero contribution to the k-integration if and only
if
ω − vk = v|k + q| , (A3)
which can be solved for k yielding
k =
ω2 − v2q2
2v(ω + vq sinϕk)
. (A4)
Performing the integration over k we are left with
ℑm χ(0u)σxσx(qyˆ, ω) = −
ω2 − v2q2
16πv2
Θ(ω − vq)
×
∫ 2π
0
dϕk
(ω sinϕk + vq)
2
(ω + vq sinϕk)3
.
(A5)
The angular integration can be easily performed in the
complex plane z = exp(iϕk). We thus find∫ 2π
0
dϕk
(sinϕk + vq/ω)
2
(ω/vq + sinϕk)3
=
∮
C
dz
[(z − z1)(z − z2)]2
[(z − z+)(z − z−)]3 ,
(A6)
where C is the unit-radius circle in the complex plane and
z1,2 =
−ivq ±
√
ω2 − v2q2
ω
, (A7)
z± = i
−ω ±
√
ω2 − v2q2
vq
. (A8)
It is easy to see that z+z− = 1 and that |z+| < 1, which
implies |z−| > 1. Calculating the residue in z+ (which is
a third-order pole) we finally find Eq. (15).
2. Real part
We now pass to calculate ℜe χ(0u)σxσx(qyˆ, ω) by using the
Kramers-Kro¨nig dispersion relation, i.e.
ℜe χ(0u)σxσx(qyˆ, ω) =
2
π
P
∫ ∞
0
ω′dω′
ℑm χ(0u)σxσx(qxˆ, ω′)
ω′2 − ω2
= − 1
8πv2
lim
ωmax→∞
P
∫ ωmax
vq
ω′dω′
√
ω′2 − v2q2
ω′2 − ω2 . (A9)
Performing the change of variable t2 = ω′2 − v2q2 and
defining tmax =
√
ω2max − v2q2 we find
ℜe χ(0u)σxσx(qyˆ, ω) = −
tmax
8πv2
− ω
2 − v2q2
8πv2
× P
∫ ∞
0
dt
t2 − (ω2 − v2q2) ,(A10)
where the first term on the r.h.s. diverges in the limit
ωmax → ∞. Considering that ωmax is a maximum exci-
tation energy [and thus it is twice the cut-off εmax intro-
duced after Eq. (13)], this term can be re-written as
− tmax
8πv2
= − εmax
4πv2
√
1−
(
vq
2εmax
)2
. (A11)
In the limit εmax → ∞ this terms thus tends to
−εmax/(4πv2). The second integral gives
P
∫ ∞
0
dt
t2 − (ω2 − v2q2) =
π
2
Θ(vq − ω)√
v2q2 − ω2
. (A12)
Summing together these two contributions we find im-
mediately the final result (19).
APPENDIX B: DETAILS ON THE ANALYTICAL
CALCULATION OF THE TRANSVERSE DOPED
RESPONSE FUNCTION
In this Appendix we report some details on the analyti-
cal calculation of the transverse doped response function.
In the doped case it turns out more convenient to per-
form the calculation on the imaginary frequency axis, i.e.
ω → iω in Eq. (6):
χ(0)σxσx(qyˆ, ω) =
1
S
∑
k,λ,λ′
n
(0)
k,λ′ − n(0)k+q,λ
iω + λ′vk − λv|k + q|
× 1 + λλ
′ cos (ϕk+q + ϕk)
2
. (B1)
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Subtracting the undoped contribution and doing simple
algebraic manipulations we find
δχ(0)σxσx(qyˆ, ω) = J(q, ω) + J
∗(q, ω) , (B2)
where
J(q, ω) =
1
4π2
∫ kF
0
kdk
∫ 2π
0
dϕkf(k, q, ω) (B3)
with
f(k, q, ω) =
2vk sin2 ϕk + vq sinϕk − (iω + 2vk)
2v2kq sinϕk + ω2 + v2q2 − 2iωvk .
(B4)
Once again the angular integration can be easily per-
formed in the complex plane z = exp (iϕk):
I(q, ω) =
1
4π2
∫ 2π
0
dϕkf(k, q, ω)
= − 1
8π2v2kq
∮
C
dz
P (z)
z2(z − z+)(z − z−) ,
(B5)
with P (z) = vk(z2 − 1)2 + ivqz(z2 − 1) + 2(iω + 2vk)z2,
z± =
−i[v2q2 − (iω)2 − 2iωvk]
2v2kq
±
√
v2q2 − (iω)2
√
(iω + 2vk)2 − v2q2
2v2kq
. (B6)
It is possible to show that z+z− = −1 and |z+| < 1.
Calculating the residues in z = 0 (a second-order pole)
and in z = z+ (a first-order pole) and performing the
integration over k in Eq. (B3) we finally find
J(q, ω) = −
√
v2q2 − (iω)2
16πv2
[
arcsin(Ω) + iΩ
√
Ω2 − 1
]
+
εF
4πv2
(iω)2
v2q2
(B7)
where Ω = (2εF+ iω)/(vq). Using this result in Eq. (B2)
and performing a standard procedure of analytical con-
tinuation one finds the results in Sect. IV.
∗ Electronic address: m.polini@sns.it;
URL: http://qti.sns.it
† URL: http://web.missouri.edu/~vignaleg/web_site/
1 A.K. Geim and K.S. Novoselov, Nature Mater. 6, 183
(2007).
2 M.I. Katsnelson and K.S. Novoselov, Solid State Commun.
143, 3 (2007).
3 A.K. Geim and A.H. MacDonald, Phys. Today 60(8), 35
(2007).
4 A.H. Castro Neto, F. Guinea, N.M.R. Peres, K.S.
Novoselov, and A.K. Geim, Rev. Mod. Phys. 81, 109
(2009).
5 Z. Jiang, E.A. Henriksen, L.C. Tung, Y.-J. Wang, M.E.
Schwartz, M.Y. Han, P. Kim, and H. L. Stormer, Phys.
Rev. Lett. 98, 197403 (2007).
6 R.S. Deacon, K.-C. Chuang, R.J. Nicholas, K.S. Novoselov,
and A.K. Geim, Phys. Rev. B 76, 081406(R) (2007).
7 A. Iyengar, J. Wang, H.A. Fertig, and L. Brey, Phys. Rev.
B 75, 125430 (2007).
8 M. Mu¨ller and S. Sachdev, Phys. Rev. B 78, 115419 (2008).
9 M. Polini, A.H. MacDonald, and G. Vignale,
arXiv:0901.4528v1.
10 R.R. Nair, P. Blake, A.N. Grigorenko, K.S. Novoselov, T.J.
Booth, T. Stauber, N.M.R. Peres, and A.K. Geim, Science
320, 1308 (2008); A.B. Kuzmenko, E. van Heumen, F. Car-
bone, and D. van der Marel, Phys. Rev. Lett. 100, 117401
(2008); F. Wang, Y. Zhang, C. Tian, C. Girit, A. Zettl,
M. Crommie, and Y.R. Shen, Science 320, 206 (2008);
Z.Q. Li, E.A. Henriksen, Z. Jiang, Z. Hao, M.C. Martin,
P. Kim, H.L. Stormer, and D.N. Basov, Nature Phys. 4,
532 (2008); K.F. Mak, M.Y. Sfeir, Y. Wu, C.H. Lui, J.A.
Misewich, and T.F. Heinz, Phys. Rev. Lett. 101, 196405
(2008).
11 G. Vignale and M. Rasolt, Phys. Rev. Lett. 59, 2360
(1987).
12 Y. Barlas, T. Pereg-Barnea, M. Polini, R. Asgari, and A.H.
MacDonald, Phys. Rev. Lett. 98, 236601 (2007); M. Polini,
R. Asgari, Y. Barlas, T. Pereg-Barnea, and A.H. MacDon-
ald, Solid State Commun. 143, 58 (2007).
13 G.F. Giuliani and G. Vignale, Quantum Theory of the
Electron Liquid (Cambridge University Press, Cambridge,
2005).
14 J. Sabio, J. Nilsson, and A.H. Castro Neto, Phys. Rev. B
78, 075410 (2008).
15 J. Gonza´lez, F. Guinea, and M.A.H. Vozmediano, Nucl.
Phys. B 424, 595 (1994).
16 B. Wunsch, T. Stauber, F. Sols, and F. Guinea, New J.
Phys. 8, 318 (2006).
17 E.H. Hwang and S. Das Sarma, Phys. Rev. B 75, 205418
(2007).
18 M. Polini, R. Asgari, G. Borghi, Y. Barlas, T. Pereg-
Barnea, and A.H. MacDonald, Phys. Rev. B 77, 081411(R)
(2008).
19 At finite temperature Eq. (74) reads
χ
(0)
orb = −
gsgv
24pi
e2v2
c2
1
kBT
sech2
(
µ
2kBT
)
,
where µ is the chemical potential.
20 J.W. McClure, Phys. Rev. 104, 666 (1956); S.A. Safran
and F.J. DiSalvo, Phys. Rev. B 20, 4889 (1979); M.
Koshino and T. Ando, ibid. 75, 235333 (2007).
21 M. Polini, A. Tomadin, R. Asgari, and A.H. MacDonald,
Phys. Rev. B 78, 115426 (2008).
