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ALMOST E´TALE EXTENSIONS OF FONTAINE RINGS AND
LOG-CRYSTALLINE COHOMOLOGY IN THE SEMI-STABLE REDUCTION
CASE
RE´MI SHANKAR LODH
Abstract. Let K be a field of characteristic zero complete for a discrete valuation, with perfect
residue field of characteristic p > 0, and let K+ be the valuation ring of K. We relate the
log-crystalline cohomology of the special fibre of certain affine K+-schemes X = Spec(R) with
semi-stable reduction to the Galois cohomology of the fundamental group of the geometric generic
fibre pi1(XK¯) with coefficients in a Fontaine ring constructed from R. This is based on Faltings’
theory of almost e´tale extensions.
Contents
Introduction 2
Overview 2
Remarks on notation 3
1. Crystalline cohomology of rings with surjective Frobenius 4
1.1. Reminder on crystalline sites 4
1.2. Fontaine’s theorem 6
1.3. Some Fontaine rings 13
2. Almost ring theory 17
2.1. Reminder on almost ring theory 17
2.2. Almost purity 20
2.3. Almost e´tale coverings of Fontaine rings 23
3. Geometric Galois cohomology of Fontaine rings 28
3.1. Canonical de Rham resolutions of Fontaine rings 28
3.2. Computations in Galois cohomology 32
3.3. Kummer sequence compatibility 44
4. Appendix: results from commutative algebra 45
4.1. Complement on log structures 45
4.2. Integrality results 47
Acknowledgements 49
References 49
2000 Mathematics Subject Classification. 14F30.
Key words and phrases. p-adic Hodge theory, almost e´tale extensions, crystalline cohomology, log structures.
1
2 RE´MI SHANKAR LODH
Introduction
The purpose of this article is to make precise the relationship between crystalline cohomology
and Galois cohomology of certain Fontaine rings occuring in Faltings’ approach to p-adic Hodge
theory ([6], [7]). Let us very briefly recall this approach. Let K+ be a complete discrete valuation
ring of fraction field K of characteristic zero and perfect residue field k of characteristic p > 0. Let
X be a proper smooth K+-scheme. One constructs a site (the “Faltings site”), usually denoted X ,
whose cohomology formalizes the idea of glueing π1(XK¯)-cohomology locally on X . One sheafifies
a construction of Fontaine to obtain a sheaf of rings Acrys,n on X together with transformations
H∗(X ,Z/pnZ)⊗Zp Acris → H
∗(X ,Acrys,n)← H
∗
crys(Xk|Wn(k),O)⊗W (k) Acris
where Acris is the ring of p-adic periods constructed by Fontaine [8], and the group on the right
denotes the crystalline cohomology of the special fibre Xk. Then one uses Faltings’ theory of
almost e´tale extensions to show that the intermediate cohomology theory H∗(X ,Acrys,n) almost
satisfies Poincare´ duality and Ku¨nneth formula, hence by standard arguments is almost isomorphic
to crystalline cohomology (here the term ‘almost’ is used in the sense of almost ring theory ([7],
[9])). Since X is smooth, the group on the left is canonically isomorphic to e´tale cohomology of
XK¯ tensored with Acris and compatibility with Poincare´ duality gives a one-sided inverse to the
almost defined transformation to crystalline cohomology, up to a power of an element t ∈ Acris. So
after taking the projective limit and inverting t we obtain almost isomorphisms, which are in fact
isomorphisms.
In this article we study closely the map
H∗crys(Xk|Wn(k),O)⊗W (k) Acris → H
∗(X ,Acrys,n)
locally on X . Our main result is that this map is locally an almost isomorphism up to td-torsion,
where d = dim(XK) and t ∈ Acris is an element which plays a role analogous to that of 2πi in the
transcendental theory of periods. A similar result also holds in the case X has semi-stable reduction
and in the paper we usually work in this context because it is the common one in applications. See
the overview below for more details.
Finally, let us mention that F. Andreatta and O. Brinon [1] have independently found similar
results in the good reduction case. Their proofs, although technically different, are based on the
same idea.
Overview.
§1: We begin by reviewing the (log-) crystalline site. This is mainly to fix notation. Afterwards,
we review the construction by Fontaine [8] of the final object of the crystalline site of a ring of
characteristic p with surjective (absolute) Frobenius. Such final objects are called Fontaine rings.
We give the proof for the more general log-crystalline site. Then we give some examples of Fontaine
rings due to Fontaine and Kato.
§2: We first recall the almost ring theory which we will use, the key input being Faltings’ Almost
Purity Theorem [7]. Afterwards we apply this theorem to certain Fontaine rings, constructed as
follows. Let Spec(R) be a integral K+-scheme with semi-stable reduction. Up to localizing on
Spec(R) we may assume that it is e´tale over a ring of the form K+[T1, ..., Td+1]/(T1 · · ·Tr − π),
where π ∈ K+ is a uniformizer. In this case, one says that R is small. Let Σn = Wn(k)[u]〈ue〉,
where e is the absolute ramification index of K and the angled brackets mean that we have added
divided powers of ue. Then there is a surjection Σn → K+/pK+ whose kernel is a DP-ideal. Let
R¯ be the normalization of R in the maximal profinite connected e´tale covering of R[1/p]. Then via
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the theory of almost e´tale extensions one can show that the ring R¯/pR¯ has surjective Frobenius,
hence by Fontaine’s theorem recalled in §1, we may construct the Fontaine ring
A+log := lim←−
n
H0log-crys(R¯/pR¯|Σn,O)
(log-crystalline cohomology). Also we can construct another Fontaine ring A+log,∞ as follows. Let
K¯ denote the algebraic closure of K and K¯+ its valuation ring, i.e. the normalization of K+ in K¯.
Let R˜ = R ⊗K+ K¯
+ and let R˜∞ denote the ring obtained from R˜ by adding all p-power roots of
the the Ti. Define
A+log,∞ := lim←−
n
H0log-crys(R˜∞/pR˜∞|Σn,O).
Then the theory of almost e´tale extensions applied to these Fontaine rings implies that the canonical
homomorphism
A+log,∞/p
nA+log,∞ → A
+
log/p
nA+log
is the filtering inductive limit of almost Galois coverings and there are canonical almost isomor-
phisms for each i
Hi(∆∞, A
+
log,∞/p
nA+log,∞)
≈
−−−−→ Hi(∆, A+log/p
nA+log)
where ∆ := Gal(R¯[1/p]/R˜[1/p]) with quotient ∆∞ := Gal(R˜∞[1/p]/R˜[1/p]) ∼= Zp(1)d (see Corol-
laries 2.5, 2.6). This also applies to p-adic divided power bases other than Σ := lim
←−n
Σn.
§3: We construct, via the formalism of log-crystalline cohomology, a canonical logarithmic de Rham
resolution of the ring A+log. We then (almost) compute the ∆-cohomology of the components of this
resolution, by reducing to the case of A+log,∞ and making an explicit computation there. The result
is the following (Corollary 3.3)
Theorem 0.1. Let Rn be a log-smooth Σn-lift of R/pR, and let ω
•
Rn/Σn
be the logarithmic de
Rham complex of Rn/Σn. There is a canonical morphism of complexes in the derived category
B+log ⊗Σ ω
•
Rn/Σn
→ C•(∆, A+log/p
nA+log)
which is an almost quasi-isomorphism up to tdx-torsion, where x ∈ B+log is independent of n and
R.
Here
B+log = lim←−
n
H0log-crys(K¯
+/pK¯+|Σn,O)
is a ring of p-adic periods constructed by Kato, t ∈ Acris ⊂ B
+
log is the element alluded to above, and
we write C•(∆,−) = Homcont.,∆(∆×•,−) for the usual functorial complex computing continuous
group cohomology. The proofs of the main results of this section are straightforward, although they
involve some lengthy computations.
Remarks on notation.
• For any subset R ⊂ R we write R+ (resp. R>0) for the set of elements of R which are
greater than or equal to zero (resp. greater than zero); N := Z+ is the set of natural
numbers.
• By ring we mean a commutative ring with unity. For any ring A, we denote by A∗ its group
of units. For any integral domain A, we denote by Q(A) its fraction field.
• All monoids considered will be assumed to be with commutative. To a monoid M we write
Mgp for the associated group.
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• IfA is a ring andM is an A-module, then we denote by ΓA(M) the divided power polynomial
A-algebra defined by M (see [2] or [3] for a construction of this algebra). If I ⊂ A is an
ideal then we denote by DA(I) the divided power hull of A for the ideal I (loc.cit.). If
A is a ring and I ⊂ A is an ideal with a divided power structure (γn : I → A)n∈N, then
we will often write x[n] := γn(x) when it is clear which divided power structure is meant.
Finally, if X1, ..., Xd denotes indeterminates, then we write A 〈X1, ..., Xd〉 for the divided
power polynomial A-algebra in the variables X1, ..., Xd. It is the divided power hull of
A[X1, ..., Xd] for the ideal generated by X1, ..., Xd.
• If G is a profinite group and M is a discrete G-module, then we write Hi(G,M) for the
Galois cohomology groups (i.e. continuous group cohomology).
1. Crystalline cohomology of rings with surjective Frobenius
In this section we recall Fontaine’s construction of the final object of the crystalline site of a
ring of characteristic p > 0 with surjective Frobenius endomorphism. This will play the role of
substitute for Poincare´’s lemma in our approach.
1.1. Reminder on crystalline sites.
1.1.1. Let Z be a scheme and let Z0 →֒ Z be a closed immersion, such that the ideal defining the
image of Z0 in Z is nilpotent and has a divided power structure (we say that Z0 →֒ Z is a divided
power thickening). We usually use the abbreviation DP for “divided power”. Suppose that T → Z
(resp. T ′ → Z) is a morphism and U →֒ T (resp. U ′ →֒ T ′) is a DP-thickening such that the
morphism T → Z (resp. T ′ → Z) is a DP-morphism ([2, 1.9.4]) for the given DP-structures. A
morphism of Z-schemes T → T ′ is called a Z-DP-morphism if it is a DP-morphism (for the given
DP-structures) and such that the diagram
T −−−−→ T ′y y
Z Z
is a commutative diagram of DP-morphisms.
1.1.2. All log-structures in this paper will be in the e´tale topology. Let (X,M) → (Z0, N0) be
a morphism of log-schemes (see [12]). If f : X → Z0 is the underlying morphism, then we write
f∗N0 for the inverse image log-structure, in contrast with the inverse image sheaf f
−1N0. If M is
a pre-log-structure on X then we denote by Ma the associated log-structure. If X is a log-scheme
and U → X is an e´tale morphism of schemes, then the restriction MU of the log-structure M of X
to U defines a natural log-structure on U and we will always consider U as a log-scheme for this
log-structure.
1.1.3. Let (X,M) → (Z0, N0) be a morphism of log-schemes and assume that the log-structure
M is integral. Let (Z0, N0) →֒ (Z,N) be an exact closed immersion such that Z0 →֒ Z is a DP-
thickening. The logarithmic crystalline site of (X,M) over the DP-log-base (Z,N) (see [13, 2.4])
is the site whose underlying category has for objects exact closed immersions (U,MU ) →֒ T of
log-schemes, where:
• U → X is an e´tale morphism of schemes and the log-structure MU is as in (1.1.2)
• T is a log-(Z,N)-scheme with integral log-structure such that the morphism of schemes
underlying the structure morphism T → Z is a DP-morphism
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• the morphism of schemes underlying (U,MU ) →֒ T is a DP-thickening.
We usually write U →֒ T instead of (U,MU) →֒ T . A morphism of this category is a commutative
diagram of log-schemes
U ′ −−−−→ T ′y y
U −−−−→ T
where morphism on the left is a morphism of log-(X,M)-schemes, and the morphism on the right
is a morphism of log-(Z,N)-schemes such that the underlying morphism of schemes is a Z-DP-
morphism. The pretopology on this category is given by defining covering families to be families of
morphisms
(Uα →֒ Tα)α → (U →֒ T )
such that the morphisms of schemes underlying (Uα → U)α and (Tα → T )α are coverings for the
e´tale topology, and such that the squares
Uα −−−−→ Tαy y
U −−−−→ T
are cartesian. Given such a covering, for any morphism (U ′ →֒ T ′) → (U →֒ T ), note that the
diagram
U ′ ×U Uα −−−−→ T ′ ×T Tαy y
U ′ −−−−→ T ′
is cartesian, hence (U ′ ×U Uα →֒ T ′ ×T Tα) is an object of the category underlying the logarithmic
crystalline site. This shows that the log-crystalline site of X over the DP-base Z is indeed a site
denoted ((X,M)|(Z,N))crys or simply by (X |Z)log-crys when it is clear which log-structures are
meant for X and Z.
1.1.4. To give a sheaf F on (X |Z)log-crys is the same as giving for all (U →֒ T ) ∈ ob(X |Z)log-crys
a sheaf FT on the e´tale site of T , together with a morphism
g∗F : g
−1
FT → FT ′
for any morphism g : (U ′ →֒ T ′) → (U →֒ T ), such that the natural transitivity condition holds
for morphisms (U ′′ →֒ T ′′) → (U ′ →֒ T ′) → (U →֒ T ) and moreover g∗
F
is an isomorphism if the
square defined by g is cartesian.
In this way we see that the presheaf defined
O(U →֒ T ) := OT (T )
is in fact a sheaf, called the structure sheaf of (X |Z)log-crys. A quasi-coherent O-module on
(X |Z)log-crys is an O-module E such that for each object U →֒ T of (X |Z)log-crys, the restriction
ET is a quasi-coherent OT -module in the usual sense.
1.1.5. If X = Spec(R) and Z = Spec(S) are affine schemes, then we will usually write (R|S)log-crys
instead of (X |Z)log-crys.
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1.1.6. Assume in the sequel that Z is annihilated by a power of p and that (Z,N) is a fine log-
scheme. By [13, 2.4.2], if f : (X,M) → (X ′,M ′) is a morphism of log-(Z0, N0)-schemes with M
integral and M ′ fine, then f induces a morphism of log-crystalline topoi over the DP log-base
(Z,N).
1.1.7. Given a projective system of fine log-(Z0, N0)-schemes {(Xi,Mi)}i∈I with affine transition
morphisms and with projective limit (X,M), then by [13, 2.4.3] we have
Hjlog-crys(X |Z,O)
∼= lim−→
i∈I
Hjlog-crys(Xi|Z,O)
for all j.
1.2. Fontaine’s theorem.
1.2.1. Assume S is a ring such that pmS = 0 for some m ∈ N, and J ⊂ S an ideal containing p
with a divided power structure γ : J → S. Let R be a S/J-algebra. Let N be an integral monoid
defining a log-structure on Spec(S) and M an integral monoid defining a log structure on Spec(R)
and a map N →M such that we have a morphism of log-schemes (Spec(R),Ma)→ (Spec(S), Na).
Then we may consider the log-crystalline site (R|S)log-crys.
For any monoid M , the endomorphism
M →M : m 7→ mp
is called the Frobenius of M .
Theorem 1.1. With the above notation and assumptions. Assume that the (absolute) Frobenius is
surjective on R and on M . If M is a saturated log-structure, then the site (R|S)log-crys has a final
object.
We give two proofs, the first generalizing that of Fontaine in the classical case and the second
following Breuil [5].
First proof. The proof is constructive and proceeds in several steps.
Step 1: We construct a candidate for the final object. First note that for any e´tale map U →
Spec(R), the (absolute) Frobenius is surjective on OU . Indeed, since the map is e´tale, its relative
Frobenius is an isomorphism, so this follows from the factorization of the absolute Frobenius of U
as the relative Frobenius followed by the pullback of the absolute Frobenius of Spec(R). We first
define a perfect ring P (R) as being the projective limit of the diagram
· · ·
F
−−−−→ R
F
−−−−→ R
F
−−−−→ R
where F denotes the (absolute) Frobenius ofR. An element of P (R) is given by a sequence r = (r(n))
of elements of R indexed by the natural numbers, such that r(n+1)p = r(n) for all n. P (R) is a
perfect ring of characteristic p, so its ring of Witt vectors W (P (R)) is a flat Zp-algebra. We write
(r0, r1, r2, ...) ∈ W (P (R)) and ri = (r
(n)
i ) for each i = 0, 1, 2, .... Let Spec(R
′) →֒ Spec(A) be an
object of the site (R|S)log-crys. If r = (r(n)) ∈ P (R) and g : R → R′ is structure homomorphism,
then we choose arbitrary lifts rˆ(n) ∈ A of g(r(n)) for all n and set
r˜(m) := lim
n→∞
rˆ(m+n)p
n
for all m.
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Since p is nilpotent on A and I := ker(A → R′) has a DP-structure, one sees easily that r˜(m) is a
lift of g(r(m)) which is independent of the choices made. Define a map
θA : W (P (R))→ A
by sending (r0, r1, ...) to
∑∞
i=0 p
ir˜
(i)
i . Since p is nilpotent on A, these are just the usual Witt
polynomials, so the map is indeed a homomorphism of rings. In the case A = R, the map θR is
none other than the projection (r0, ...) 7→ r
(0)
0 and in this way we obtain a commutative diagram
W (P (R))
θA−−−−→ Ay y
R
g
−−−−→ R′.
We claim that the map θA is unique for the maps W (P (R)) → A making the above diagram
commute. Indeed, any map α : W (P (R)) → A is determined by it values on [r], where [·] denotes
the Teichmu¨ller lift. If r = (r(n)), then write r(m) := (r(m+n)) as the sequence “shifted” by m. So
for all m we have
α([r]) = α([r(m)])p
m
and α([r(m)]) = θA([r(m)]) + a for some a ∈ ker(A→ R). If pmA = 0, then
α([r]) = α([r(m)])p
m
= (θA([r(m)]) + a)
pm =
pm∑
i=0
(
pm
i
)
i!a[i]θA([r(m)])
pm−i
= θA([r(m)])
pm = θA([r])
thus proving the uniqueness claim.
We may extend this map to a unique homomorphism of S-algebras
θA,S :W (P (R))⊗Z S → A
thereby obtaining a commutative diagram
W (P (R))⊗Z S
θA,S
−−−−→ Ay y
R
g
−−−−→ R′.
Define an integral monoid P (M) by
P (M) :=
{
(m(n)) ∈MN : m(n+1)p = m(n), ∀n ∈ N
}
.
The Teichmu¨ller lift defines a map P (M)→ W (P (R)). By assumption, the natural map P (M)⊕
N → M induced from the projection P (M) → M sending (m(n)) to m(0), is surjective. Let
Q := P (M)⊕N and define
L := ker(Qgp →Mgp).
Define
(W (P (R))⊗Z S)log :=W (P (R)) ⊗Z S ⊗Z Z[L].
Let us show how to extend the map θA,S to a unique map
θlogA,S : (W (P (R))⊗Z S)log → A.
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Let MA (resp. MR′) denote the log-structure of Spec(A) (resp. Spec(R
′)). By Lemma 4.1 (ii) we
have
MR′(R
′) =MA(A)/(1 + I)
where I = ker(A→ R′). Define a map P (M)→MA(A) by sending (m(n))n∈N to mˆ(n)p
n
, where mˆ(n)
is a global section of MA lifting the image of m
(n) in MR′ and n is any integer such that p
nA = 0.
Because of the divided power structure of I it is easy to check that this section is independent of
all choices. The map P (M)→MA(A) extends uniquely to a map λA : Q = P (M)⊕N →MA(A).
Now if l ∈ L, consider λA(l) ∈ MA(A)gp. Since the image of λA(l) in MR′(R′)gp is the identity
element, by exactness we deduce that λA(l) ∈ A∗. So λA extends uniquely to a map L→MA(A).
This defines the map
θlogA,S : (W (P (R))⊗Z S)log → A.
In the special case R′ = R = A we see that the map θlogR,S is none other that induced by the
“projection” map θR,S and the natural map L → M : l 7→ 1. It follows from the above that the
map α = θlogA,S is the unique map for which the diagram
(W (P (R))⊗Z S)log
α
−−−−→ A
θlogR,S
y y
R −−−−→ R′.
commutes in a way compatible with the commutative diagram of monoids
Q = P (M)⊕N
λA−−−−→ MA(A)y y
M −−−−→ MR′(R′).
By the universal property of divided power hulls, θlogA,S factors over a homomorphism
(W (P (R))⊗Z S)
DP
log → A
where (W (P (R))⊗Z S)
DP
log is the divided power hull of (W (P (R))⊗Z S)log for the ideal ker(θ
log
R,S)
defined above, compatible with γ : J → S (for the construction of divided power hulls see [2, Ch.
I, §2.3] or [3, 3.19 Theorem]).
We can view W (P (R)) canonically as a Z[P (M)]-algebra via the Teichmu¨ller lift of the map
P (M) → P (R). Hence W (P (R)) ⊗Z S is canonically a Z[Q] = Z[P (M)] ⊗Z Z[N ]-algebra. Thus
(W (P (R))⊗Z S)log is canonically a Z[Q⊕L] = Z[Q]⊗ZZ[L]-algebra, and so is (W (P (R))⊗Z S)
DP
log .
Let ker(θlogR,S) be the DP-ideal of (W (P (R))⊗Z S)
DP
log generated by the divided powers of all elements
of ker(θlogR,S), andK ⊂ ker(θ
log
R,S) be the sub-DP-ideal generated by the divided powers of all elements
of the form ql ⊗ l − pl ⊗ 1, where pl, ql ∈ Q and l = pl/ql ∈ L. Define
B := (W (P (R))⊗Z S)
DP
log /K.
Note that by [2, Ch. I, Prop. 1.6.2] the ideal ker(B → R) has a canonical DP-structure, compatible
with γ : J → S. Moreover, the map θlogA,S factors uniquely over B, since the ideal K maps to zero
in A. The closed immersion
Spec(R) →֒ Spec(B)
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is our candidate for final object.
Step 2: We define the log-structure on Spec(B) as follows. Let QL be the submonoid of Qgp
consisting of elements of the form ql with q ∈ Q, l ∈ L. The map factors over a map QL→ B. We
define the log-structure on B as that associated to QL→ B.
We claim that this log-structure makes the closed immersion
Spec(R) →֒ Spec(B)
exact. To verify this claim we use the criterion of Lemma 4.1 (i). This criterion is local for the
e´tale topology, so let x¯ → Spec(R) be a geometric point, and Rx¯, Bx¯ the strict localizations of R
and B respectively at x¯. In this case the claim will follow from Lemma 4.3 if we can show:
(a) the image of L in ((QL)a)gp lies in B∗
(b) the map (QL)gp ∩B∗x¯ →M
gp ∩R∗x¯ is surjective.
Since (a) is clear by construction, let us show (b). Suppose that m =
m1
m2
∈ Mgp ∩ R∗x¯ with
mi ∈ M for i = 1, 2. Since the Frobenius is surjective on M , for i = 1, 2 we can choose a
sequence mi := (mi = m
(0)
i ,m
(1)
i ,m
(2)
i , ...,m
(n)
i , ...) of elements of M such that m
(n+1)p
i = m
(n)
i
for all n ∈ N. If we define m(n) :=
m
(n)
1
m
(n)
2
, then we have m(n)p
n
= m for all n ∈ N. Since the log
structure Ma is saturated, this implies that m(n) ∈ Max¯ for all n ∈ N. But then if α : M
a → R
is the structure morphism of the log structure, we have α(m(n))p
n
∈ R∗x¯, whence α(m
(n)) ∈ R∗x¯,
so m(n) ∈ R∗x¯ ⊂ M
a
x¯ for all n ∈ N. So we can naturally identify m := m1/m2 with an element of
P (Rx¯)
∗ and, via the Teichmu¨ller map, with an element ofW (P (Rx¯))
∗. Now let θBx¯ :W (P (Rx¯))→
Bx¯ be the homomorphism constructed in Step 1. We claim that the map P (M) → Bx¯ factors
P (M)→W (P (Rx¯))→ Bx¯. This follows from the commutative diagram
W (P (R))
θB−−−−→ By y
W (P (Rx¯))
θBx¯−−−−→ Bx¯.
So in (QL)a we have m1 = θBx¯([m]) ·m2, i.e. m1/m2 ∈ P (M)
gp ∩ B∗x¯, which implies (b). Thus,
the closed immersion Spec(R) →֒ Spec(B) is exact, hence Spec(R) →֒ Spec(B) is an object of the
site (R|S)log-crys.
Step 3: We have shown that if Spec(R′) →֒ Spec(A) is an S-DP-thickening we have unique
morphisms of (R|S)log-crys
(Spec(R′) →֒ Spec(A))y
(Spec(R) →֒ Spec(B))
and hence for any object U →֒ T and any affine covering (Uα →֒ Tα)α → (U →֒ T ) we may define
unique morphisms
(Uα →֒ Tα)→ (Spec(R) →֒ Spec(B))
and since the uniqueness allows us to glue, we are done. 
Now we sketch the second proof, cf. [5, §4-5].
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Second proof (sketch). Suppose pmS = 0. For any S-DP-thickening Spec(R) →֒ Spec(A), define a
map
θA : Wm(R)→ A
by sending (r0, ..., rm−1) to
∑m−1
i=0 p
irˆp
m−i
i , where rˆi denotes an arbitrary lift of ri ∈ R to A. Because
of the divided power structure of ker(A → R), this is a well-defined homomorphism of rings. In
this way we obtain a commutative square, and to check the uniqueness of θA for such commutative
squares, we first reduce to checking it for Teichmu¨ller lifts and then use the fact that the Frobenius
is surjective on R. Let Q := M ⊕ N , L = ker(λgp : Qgp → Mgp), where the map λ : Q → M is
induced by the maps M →M : m 7→ mp
n
and the structure map N →M . We view Wm(R)⊗Z S
as a Z[Q]-algebra via the map
M ⊕N →Wm(R)⊗Z S : (r, n) 7→ rˆ
pm ⊗ n.
Let QL be the submonoid of Qgp consisting of elements of the form ql with q ∈ Q, l ∈ L. Then the
map λ extends uniquely to λ′ : QL→M : L ∋ l 7→ 1. Set
(Wm(R)⊗Z S)log := (Wm(R)⊗Z S)⊗Z Z[L].
Take the divided power hull (Wm(R)⊗Z S)
DP
log for the kernel of the unique surjection onto R ex-
tending the S-linearization θR,S of θR by λ
′. Define
B = (Wm(R)⊗Z S)
DP
log /K
where K is the DP-ideal generated by the divided powers of ql⊗ l− pl, l ∈ L, where ql, pl ∈ Q and
l = pl/ql ∈ L. Then there is a map QL→ B and we endowing B with the log-structure associated
to this map, thereby obtaining an object
Spec(R) →֒ Spec(B)
of the site (R|S)log-crys. Then we claim that this is the final object: one can verify the universal
property as in the first proof. 
1.2.2. Remarks.
(a) Note that in the construction of the final object, we may replace the group L by any subgroup
L′ ⊂ L such that for all l ∈ L we have l′u = l for some l′ ∈ L′ and u ∈ P (R)∗ in the first proof
(resp. u ∈ R∗ in the second proof), and obtain a ring B′. Then exactly the same argument as
in Step 2 of the proof of Theorem 1.1 shows that the closed immersion
Spec(R) →֒ Spec(B′)
is exact, hence defines an object of (R|S)log-crys, and it is easy to see that it is the final object.
(b) The main advantage of the first proof is the uniformity of the construction. If (S, J) →
(S/pnS, J · S/pnS) is a DP-homomorphism, then it follows from [3, 3.20, Remark 8] that the
final object of the crystalline site (R|S/pnS)log-crys is given by the S/pnS-DP-thickening
Spec(R) →֒ Spec(B)⊗Z Z/p
nZ.
In particular, if S is a p-adically complete ring (we say that S is p-adic base), then as in [3]
one may define a crystalline site (R|S)log-crys whose cohomology automatically computes the
derived projective limit of the cohomology of each (R|S/pnS)log-crys. Then the proof given in
the theorem also works for such S and shows that
Spec(R) →֒ Spf(Bˆ)
ALMOST E´TALE EXTENSIONS OF FONTAINE RINGS 11
is the final object of the site (R|S)log-crys, where the hat denotes the p-adic completion.
(c) The existence of the final object of the site (R|S)log-crys implies that the cohomology of any
sheaf is canonically isomorphic to the cohomology of its restriction to the e´tale site of the final
object. In particular, the crystalline cohomology of any quasi-coherent O-module vanishes in
non-zero degree and we have
H0log-crys(R|S,O) = B.
In the case S is a p-adic base, using the previous remark we see that
lim←−
n
H0log-crys(R|S/p
n+1S,O) = Bˆ.
(d) If one compares the 1st and 2nd proofs of Theorem 1.1, then it is not difficult to see that the
canonical isomorphism
(Wm(P (R))⊗Z S)
DP
log /K
∼= (Wm(R)⊗Z S)
DP
log /K
sends the image of an element [x] ∈Wn(P (R)), where x = (x(0), x(1), ...) ∈ P (R), to the image
of the element [x(m)] ∈ Wm(R).
1.2.3. Let R, M , and S be as in Theorem 1.1. Let Spec(A) be a fine saturated log-S/J-scheme
and let h : Spec(R)→ Spec(A) be a homomorphism of logarithmic S/J-schemes. Denote also by h
the associated morphism of log-crystalline sites
h : (R|S)log-crys → (A|S)log-crys.
Then for any sheaf of abelian groups F on (R|S)log-crys, the ith direct image sheaf Rih∗F is the
sheaf on (A|S)log-crys associated to the presheaf
(U →֒ T ) Hilog-crys(Spec(R)×Spec(A) U |T,F ).
If E is a quasi-coherent sheaf of O-modules on (R|S)log-crys then it follows immediately from The-
orem 1.1 that for i 6= 0
Rih∗E = 0
and hence for all i
Hilog-crys(R|S, E )
∼= Hilog-crys(A|S, h∗E )
which is again zero for i 6= 0.
Proposition 1.1. With the above notation and assumptions, h∗O is a quasi-coherent crystal of
O-modules on (A|S)log-crys.
Proof. Assume pnS = 0. Let P be the presheaf on (A|S)log-crys defined
P(U →֒ T ) := H0log-crys(Spec(R)×Spec(A) U |T,O).
Consider a morphism g : (U ′ →֒ T ′)→ (U →֒ T ) of (A|S)log-crys. Then g : T ′ → T is an open map,
and hence (
g−1P|T ⊗g−1OT OT ′
)
(T ′) = P(g(T ′))⊗OT (g(T )) OT ′(T
′).
We claim that, up to localizing on U ′, we have
g−1P|T ⊗g−1OT OT ′
∼= P|T ′ .
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We have a commutative square
U ′ −−−−→ g(U ′)y y
T ′ −−−−→ g(T ′)
Let C be the unique flat g(T ′)-scheme making the following square cartesian
U ′ −−−−→ g(U ′)y y
C −−−−→ g(T ′).
Then C → g(T ′) is e´tale and therefore the morphism U ′ →֒ C has a unique structure of a DP
thickening which is compatible with that of g(U ′) →֒ g(T ′). Moreover, we have a commutative
square
U ′ −−−−→ Cy y
T ′ −−−−→ g(T ′).
Since the left vertical arrow is a nilpotent thickening, there exists a unique morphism T ′ → C,
necessarily a DP-morphism, making the resulting diagram commute. Hence we have a commutative
diagram
U ′ U ′ −−−−→ g(U ′)y y y
T ′ −−−−→ C −−−−→ g(T ′)
and so we reduce to proving the claim in the following two cases
I. g : T ′ → g(T ′) is e´tale
II. g : U ′ → g(U ′) is an isomorphism.
In case I, we must show the following: if (U ′ →֒ T ′) → (U →֒ T ) is an e´tale map with U and U ′
affine and U ×T T ′ ∼= U ′, then the canonical map
(1) P(U →֒ T )⊗O(T ) O(T
′)→ P(U ′ →֒ T ′)
is an isomorphism. I thank the referee for the following argument (my original argument was a direct
verification). To simplify, let P = P(U →֒ T ). Note that by Theorem 1.1, there is a closed immersion
(Spec(R) →֒ Spec(P)) which is in fact the final object of the site (Spec(R)×Spec(A) U |T )log-crys. It
suffices to show that the closed immersion X := (Spec(R) ×Spec(S) U
′ →֒ Spec(P) ×T T ′) is the
final object of the site (Spec(R)×Spec(S) U
′|T ′)log-crys, where Spec(R)×Spec(S) U
′ is endowed with
the inverse image log-structure under the structure morphism to Spec(R) and T ′ the inverse image
log-structure under the structure morphism to T . We endow Spec(P)×T T ′ with the inverse image
log-structure under the structure morphism to Spec(P). Note that by flatness of T ′ → T , the divided
power structure of the closed immersion Spec(R)×Spec(A) T →֒ Spec(P) extends uniquely to X , so
that X is indeed an object of the site in question. Since any object Y of this site can be naturally
considered as an object of the site (Spec(R) ×Spec(A) U |T )log-crys, there is a unique morphism
Y → (Spec(R) →֒ Spec(P)). This morphism factors uniquely Y → X → (Spec(R) →֒ Spec(P)),
thus proving that X is the final object.
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In case II, we can assume U ′ is affine, and hence so are T ′ and g(T ′). Let U ′ = Spec(E0),
g(T ′) = Spec(E) and T ′ = Spec(F ). Let M → OU ′ be the log-structure of U ′. Up to localizing
further we may assume that, in a neighbourhood of a geometric point x¯ → U ′, the log-structure
of U ′ is given by the fine saturated monoid Λ := Mx¯/O
∗
U ′,x¯. Since U
′ →֒ g(T ′) is an exact closed
immersion, it follows from Lemma 4.1 (iii) that the there is a map Λ→ E defining the log-structure
of E, and moreover the map Λ → E → F also defines the log-structure of F . We will construct
g−1P|T ⊗g−1OT OT ′ and P|T ′ as in the proof of Theorem 1.1 and prove that they are canonically
isomorphic. Let Q := P (M)⊕Λ. As in the proof of Theorem 1.1, there is a canonical map Q→M .
Define
L := ker(Qgp →Mgp).
Let JF (resp. JE) denote the ideal sheaf of U
′ in T ′ (resp. g(U ′) in g(T ′)). Define the pairs
(BE , IE) = ((W (P (R ⊗A E0))⊗Z E)⊗Z Z[L], JE · (W (P (R ⊗A E0))⊗Z E)⊗Z Z[L])
(BF , IF ) = ((W (P (R ⊗A E0))⊗Z F )⊗Z Z[L], JF · (W (P (R ⊗A E0))⊗Z F )⊗Z Z[L])
Note that since the ring of Witt vectors of a perfect ring of characteristic p is Z-torsion free, hence
flat over Z, it follows that E → BE (resp. F → BF ) is flat. Hence the ideal IE (resp. IF ) is a
DP-ideal. Since (E, JE)→ (F, JF ) is a DP-morphism, so isthe canonical map (BE , IE)→ (BF , IF ).
Moreover we have
BE/IE ∼= BF /IF .
Define
IE = ker(BE → R⊗A E0)
IF = ker(BF → R⊗A E0)
for the canonical maps. Then IE ⊂ IE and IF ⊂ IF , and via the map BE → BF , IE maps to IF ,
and by definition we have BE/IE ∼= BF /IF . So by [2, Ch. I, Prop. 2.8.2], we have a canonical
isomorphism
DBF (IF )
∼= DBE (IE)⊗BE BF = DBE (IE)⊗E F
where DBF (IF ) (resp. DBE (IE)) denotes the divided power hull of BF (resp. BE) for the ideal
IF (resp. IE) compatible with the divided power structure on JF (resp. JE). Let K ⊂ DBE (IE)
be the DP-ideal generated by the divided powers of all elements of the form ql ⊗ l − pl ⊗ 1 as in
Theorem 1.1. Then Im(K ⊗E F ) ⊂ DBF (IF ) is the ideal generated by the divided powers of all
elements of the form ql ⊗ l− pl ⊗ 1 (where l = pl/ql ∈ L ⊂ Qgp), hence in particular is a DP-ideal.
Taking the quotient by K we obtain an isomorphism
(DBE (IE)/K)⊗E F ∼= DBF (IF )/Im(K ⊗E F )
which is precisely
g−1P|T ⊗g−1OT OT ′
∼= P|T ′
and hence we have shown the claim. Sheafifying we see that
h∗O|T ′ ∼= g
∗ (h∗O|T )
so h∗O is a crystal of O-modules. Finally, the quasi-coherence of P follows from the fact that the
map (1) is an isomorphism. 
1.3. Some Fontaine rings.
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1.3.1. Let K+ be a complete discrete valuation ring of characteristic zero and of perfect residue
field k of characteristic p > 0. Denote by K its fraction field. Let K¯ be an algebraic closure of K
and let K¯+ be its valuation ring. Following Fontaine we set
Acris := Acris(K
+) := lim
←−
n
H0crys(K¯
+/pK¯+|Wn+1(k),O).
This ring may be constructed as in the proof of Thm. 1.1. Let P (K¯+/pK¯+) be as in the proof of
loc. cit. Consider the element
1 := (1, ζp, ζp2 , ...) ∈ P (K¯
+/pK¯+)
where ζpn denotes a primitive p
nth root of unity and ζppn+1 = ζpn for all n. Define
Ainf(K
+) :=W (P (K¯+/pK¯+))
so that [1] ∈ Ainf(K+). Define an element of Acris by
t := log([1]) = −
∑
n>0
(n− 1)!(1− [1])[n].
This element plays a very important role in p-adic Hodge theory. By functoriality of crystalline
cohomology, Acris has a Frobenius endomorphism Φ.
Lemma 1.1. Acris(K
+) is a flat W (k)-algebra.
Proof. Let P := P (K¯+/pK¯+). By [8, 5.1.2] P is a valuation ring, in particular an integral domain.
Since P is perfect, it follows that W (P ) is a flat and p-adically separated W (k)-algebra, hence is
also an integral domain. As is well-known, Acris(K
+) is the p-adic completion of W (P )DP = the
divided power hull of W (P ) for the ideal (ξ), where ξ = [p]− p and
p = (p, p1/p, p1/p
2
, ...) ∈ P (K¯+/pK¯+)
is a compatible system of p-power roots of p in K¯+/pK¯+. So it suffices to show that W (P )DP is
p-torsion free. Now by construction of divided power hulls, we have an exact sequence
0→ I → ΓW (P )((ξ))→W (P )
DP → 0
where ΓW (P )((ξ)) = W (P ) 〈X〉 is the divided power polynomial algebra on one variable X and
I is the principal ideal generated by ξ − X . Since ΓW (P )((ξ)) is flat over W (k), it suffices to
show that the map I ⊗W (k) Wn(k) → ΓW (P )((ξ)) ⊗W (k) Wn(k) is injective for all n. Suppose
(ξ −X)f ≡ 0 mod pn for some f ∈ ΓW (P )((ξ)). Then (ξ −X)f = p
ng for some g ∈ ΓW (P )((ξ)).
Write f =
∑
i≥0 fiX
[i] and g =
∑
i≥0 giX
[i] for some uniquely determined fi, gi ∈W (P ). Then we
have ξfi− (i+1)fi−1 = pngi for all i. In particular, for i = 0 we get ξf0 = png0. Since ξ generates a
prime ideal which does not contain p, the identity ξf0 = p
ng0 implies that g0 ∈ (ξ), whence f0 ≡ 0
mod pn since W (P ) is an integral domain. For i = 1 we have ξf1 − 2pnf ′0 = p
ng1, hence again by
the same argument f1 = p
nf ′1. Continuing in the manner we see that f = p
nf ′, which implies the
claim. 
1.3.2. Because of the lack of a lifting of the Frobenius endomorphism ofK+/pK+ toK+/pnK+, we
will need to consider a formal divided power lifting Σ ofK+/pK+, defined as follows. Firstly, making
a choice of uniformizer π of K+ determines a presentation K+ = W (k)[u]/(E(u)), where E(u) is
the minimal equation of π over W (k), i.e. E(u) is an Eisenstein equation of degree e, where e is the
ramification index of K+ over W (k). So Wn(k)[u] is a smooth Wn(k)-lift of K
+/pK+ = k[u]/(ue).
Taking the divided power hull for the kernel of the surjection Wn(k)[u] → K+/pK+, we obtain
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Σn = Wn(k)[u] 〈ue〉. It has a lifting of the absolute Frobenius of K+/pK+ defined as the unique
homomorphism sending u to up and restricting to the canonical Frobenius on Wn(k). Finally we
define
Σ := lim
n
Σn+1.
1.3.3. Let us consider the log-crystalline cohomology of K¯+/pK¯+ over the logarithmic base Σn,
where the log-structures are as follows. We endow Σn with the canonical log-structure on Σn, i.e.
the fine log-structure associated to the pre-log-structure
L(u) : N→ Σn : 1 7→ u.
Composing this with the canonical map Σn → K+/pnK+ defines a pre-log-structure on the latter,
making it into a log-Σn-scheme. The associated log-structure is also the inverse image of the
canonical log-structure on K+ defined
K+ − {0} → K+.
Similarly, the canonical log-structure on K¯+ is given by
K¯+ − {0} → K¯+
and we endow K¯+/pK¯+ with the inverse image log-structure. If we fix roots of π, then it is the
log-structure associated to the pre-log-structure
M : Q+ → K¯
+/pK¯+ : α 7→ πα.
(Note that although this pre-log-structure depends on choices of roots of π, its associated log-
structure does not, as two choices of roots of π will differ by a unit of K¯+/pK¯+.) Let
L := ker(P (M)gp ⊕ L(u)gp →Mgp).
Since P (M) consists of sequences (xn) of non-negative rational numbers such that p ·xn+1 = xn for
all n, we see that P (M)gp consists of sequences (xn) of rational numbers such that p · xn+1 = xn
for all n, i.e. P (M)gp ∼= Q. So we see that L is the kernel of the map
Q ⊕ Z→ Q : (α,m) 7→ α+m
i.e. L consists of pairs (m,−m) ∈ Z2. Note that under the map to Ainf(K+)⊗ZΣ, (m·p−n)n ∈ P (M)
maps to [π]m ⊗ 1, where π = (π, π1/p, π1/p
2
, ...) ∈ P (K¯+/pK¯+) is the sequence of p-power roots of
π determined byM , and m ∈ L(u) maps to 1⊗um. So one should think of (m,−m) as [π]m⊗u−m.
Define
B+log := limn
H0log-crys(K¯
+/pK¯+|Σn,O).
By construction (cf. proof of Thm. 1.1), B+log is a quotient of the p-adic completion of the divided
power hull of Ainf(K
+) ⊗Z Σ ⊗Z Z[L] for the kernel of the canonical surjection onto
ˆ¯K+. In fact,
by [13, Prop. 3.3] we know that every choice of sequence of p-power roots of π determines an
isomorphism
B+log/p
nB+log ≃ Acris/p
nAcris 〈X〉
where Acris/p
nAcris 〈X〉 is a divided power polynomial ring in one indeterminate X over the ring
Acris/p
nAcris. One should think of X as [π] ⊗ u−1 − 1. B
+
log is also endowed with a Frobenius
endomorphism.
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Now, let us fix a sequence (c0 = π, c1, c2, ...) of p-power roots of π in K¯
+ such that cpn+1 = cn
for all n ∈ N. Consider the log-structure associated to
N[1/p]→ K¯+/pK¯+ :
n
pm
7→ cnm.
If we define
L′ := ker (P (N[1/p])gp ⊕ L(u)gp → N[1/p]gp)
then L′ = L if the p-power roots of π which we fixed in order to defineM are the same as (c0, c1, ...).
In fact, the log-crystalline cohomology of K¯+/pK¯+ is the same with this log-structure as with M
(this can be checked as in the proof of Prop. 3.2). So in the sequel we will use this latter log-
structure, rather than the canonical one (cf. §2.2.5).
1.3.4. We now make a computation, due to Fontaine, which will be crucial to us.
Proposition 1.2 (Fontaine). Let α ∈ Q. We have
(i) tp−1 ∈ p ·Acris(K+)
(ii) if α ∈ Z then [1]α − 1 = α · t · uα, where uα is a unit of Acris(K+)
(iii) t·p
max{vp(α),0}
[1]α−1 ∈ Acris(K
+).
Proof. (i): Clearly ζ =
1− [1]
1− [1]1/p
lies in the kernel of Ainf(K
+)→ ˆ¯K+. We find ζp ≡ (1 − [1])p−1
mod p, hence (1− [1])p−1 ∈ p · Acris(K+). Now, we have
t = −
p∑
n=1
(n− 1)!(1− [1])[n] −
∞∑
n=p+1
(n− 1)!(1− [1])[n]
and the second sum is divisible by p, so it suffices to consider(
p∑
n=1
(n− 1)!(1− [1])[n]
)p−1
=
∑
j1+...+jp=p−1
(p− 1)!(1− [1])
∑
i·ji
j1! · · · jp!
∏p
i=1 i
ji
.
Here each summand has p-adic valuation jp in the denominator and at least
[∑
i·ji
p−1
]
≥ jp + 1 in
the numerator. This proves (i).
(ii): [1]α − 1 ∈ ker(Acris(K+)→
ˆ¯K+), so the divided power series log([1]α) exists and converges
to α · t. We have
[1]α − 1 = exp(α · t)− 1 = α · t ·
∑
n>0
(α · t)n−1
n!
and
tn−1
n!
=
pqn
n!
qn!(t
p−1/p)[qn]trn
where n−1 = qn(p−1)+rn, 0 ≤ rn < p−1, and qn =
[
n− 1
p− 1
]
≥ vp(n!). So uα :=
∑
n>0
(α · t)n−1
n!
converges to a unit of Acris(K
+) for all α ∈ Z. Hence assertion (ii).
(iii): We separate in two cases:
I. vp(α) ≥ 0
II. vp(α) < 0.
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In case I, if α = xy with x, y integers and vp(y) = 0, then
[1]x−1
[1]α−1 ∈ Acris(K
+), so assertion (iii) holds
in this case by (ii).
In case II, write α = xypn with x, y coprime integers and vp(x/y) = 0. By case I we have
([1]x − 1)−1 ∈ t−1 · Acris(K+), and
[1]x−1
[1]α−1 ∈ Acris(K
+), hence assertion (iii) in this case. 
2. Almost ring theory
In this section we recall some results in almost ring theory and then apply them to Fontaine
rings.
2.1. Reminder on almost ring theory.
2.1.1. We refer to [9] for the fundamentals of almost ring theory, in particular the categories of
almost modules and almost rings. We will always refer to morphisms in these almost categories
with the adjective “almost”, e.g. “almost homomorphism”, etc. So if we do not use the adjective
“almost” we will be referring to usual morphisms. Finally, we reserve the notation M ≈ N for
almost isomorphisms.
The almost ring theory we will consider will be relative to a pair (Λ,m) where:
• Λ is a rank 1 valuation ring of characteristic zero
• m ⊂ Λ is its maximal ideal, such that p ∈ m
• m2 = m.
Note that since Λ is a valuation ring, m is the filtered union of principal ideals, the index set for
the limit being the set of valuations of elements of m.
2.1.2.
Lemma 2.1. (i) Almost e´tale coverings are stable by base change.
(ii) If A→ B → C are homomorphisms such that A→ B and the composition B → C are almost
e´tale coverings, then so is B → C.
(iii) An almost projective module of finite rank which is everywhere of non-zero rank is almost
faithfully flat. In particular, an almost e´tale covering which is everywhere of non-zero rank is
almost faithfully flat.
Proof. This follows in a straightforward way from the results of [9]. 
The behaviour of almost e´tale morphisms of Fp-algebras under the Frobenius endomorphism is
studied in some detail in [9].
Theorem 2.1 (Gabber-Ramero). Let A→ B be an almost e´tale homomorphism of Λ/pΛ-algebras.
Then the commutative diagram
A −−−−→ B
F
y Fy
A −−−−→ B
is almost cocartesian, where F denotes the (absolute) Frobenius endomorphism. In other words, the
relative Frobenius of B over A is an almost isomorphism.
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This is [9, Thm. 3.5.13]. We will need the following corollaries.
In the next corollary, we consider the almost ring theory relative to the pair (W (Λ/pΛ), [m]),
where the ideal [m] is the ideal generated by [x¯] for all x ∈ m, where x¯ ∈ Λ/pΛ denotes the image
of x ∈ Λ, and [−] is the Teichmu¨ller map. We claim that [m] is the filtered union of principal ideals
and [m]2 = [m]. Since Λ is a valuation ring and [x] is nilpotent for all x ∈ m, one sees easily that
every ideal generated by a finite number of generators of [m] is principal. From this the first claim
follows easily. For the second, suppose that x =
∑s
i=0[x¯i]ai ∈ [m]. Fix some elements xi ∈ m such
that x¯i ≡ xi mod p. Without loss of generality, we may assume that x0 has smallest valuation of
all xi. Then xi = x0yi for some yi ∈ Λ, so x = [x¯0](a0+
∑
i>0[y¯i]ai). Now, since m
2 = m, it follows
that x0 = x−1x−2 for some x−1, x−2 ∈ m. So x = [x¯−1] · [x¯−2](a0 +
∑
i>0[y¯i]ai) ∈ [m]
2, which
proves the claim.
Corollary 2.1. If A → B is an almost e´tale homomorphism of Λ/pΛ-algebras, then the induced
homomorphism of Witt vectors
Wn(A)→Wn(B)
is an almost e´tale homomorphism of W (Λ/pΛ)-algebras.
Proof. The proof is the same as the classical case [11, 0. Prop. 1.5.8]. We reproduce it here for
the reader. We prove the assertion by induction on n, the case n = 1 being Theorem 2.1. Suppose
that the result is true for n − 1. Let V and F be the Verschiebung and Frobenius morphisms
of the functor Wn(−). For any Fp-algebra R, V
iWn−i(R) defines a filtration of Wn(R), called
the V -adic filtration, whose graded has a natural graded ring structure. We may consider R as a
module over itself via the ith power F i of the Frobenius endomorphism F : R → R. We denote
it F i∗R. Then according to loc. cit. there is a canonical isomorphism F
i
∗R
∼= griV Wn(R) :=
V iWn−i(R)/V
i+1Wn−(i+1)(R). Now the natural map B ⊗A gr
i
V Wn(A) → gr
i
V Wn(B) can be
identified with the map B ⊗A F
i
∗A → F
i
∗B. It follows from Theorem 2.1 that it is an almost
isomorphism. Hence so is the map B ⊗A griV Wn(A) → gr
i
V Wn(B). Since V
n = 0, it follows
that the natural homomorphism V n−1(A) ⊗Wn(A) Wn(B) → V
n−1(B) is an almost isomorphism.
Writing I := V n−1(A) ⊂ Wn(A), we get that the map I ⊗Wn(A) Wn(B)→ I ·Wn(B) is an almost
isomorphism and Wn(B) ⊗Wn(A) Wn(A)/I ≈ Wn(B)/V
n−1(B) = Wn−1(B) is almost flat over
Wn−1(A) by inductive hypothesis. By the next lemma this implies that Wn(A)→Wn(B) is almost
flat. It follows from [9, proof of Thm. 3.2.18 (ii)] that Wn(A)→Wn(B) must be the unique almost
e´tale lift of Wn−1(A)→Wn−1(B). 
In the proof we have used the following almost analogue of Bourbaki’s local flatness criterion.
Lemma 2.2. Suppose that A is a Wn(Λ/pΛ)-algebra, I ⊂ A a nilpotent ideal, and M an A-module.
If the natural map I ⊗A M → IM is an almost isomorphism and M/IM is almost flat over A/I,
then M is an almost flat A-module.
Proof. We refer to [9, 2.4.10] for details on Tor-functors and their relation to flatness in the almost
setting. It suffices to show that TorAi (M,N) ≈ 0, i > 0, for any A-module N , and since any module
can be written as a quotient of a free module this reduces to showing that TorA1 (M,N) ≈ 0. Firstly,
it follows from the hypothesis that TorA1 (M,A/I) ≈ 0. Since we may write any A/I-module as a
quotient of a free module, it follows easily that TorA1 (M,N) for any A-module N such that IN = 0.
For general N an easy induction on m such that ImN = 0 using the exact sequences
0→ IN → N → N/IN → 0
shows that TorA1 (M,N) ≈ 0. 
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Corollary 2.2. Assume that there is a sequence xn ∈ m such that x
p
n+1 = xn for all n ∈ N.
Suppose that A→ B is an almost e´tale homomorphism of Λ-algebras. Suppose B is a flat Λ-algebra
which is integrally closed in B⊗ΛQ(Λ). If the Frobenius is surjective on A/pA, then the Frobenius
is also surjective on B/pB.
Proof (Faltings). Let v be the valuation of Λ and Γ := v(Λ). By Theorem 2.1 we know that the
Frobenius is almost surjective on B/pB. So for all b ∈ B and all α ∈ Γ, 0 < α < v(p), there is n such
that v(x0)/p
n ≤ α and such that we may write xnb = cp + pd. Rewriting this as cp = xn(b−
p
xn
d),
we have cp = xpn+1(b−
p
xn
d). Since B is integrally closed in B⊗ΛQ(Λ), we have c = xn+1e for some
e ∈ B, so b = ep + pxn d. Similarly,
p
xn
d = fp + pg, hence b = ep + fp + pg ≡ (e+ f)p mod p. 
2.1.3. If R is a ring and X is a finite set, then we write R ×X for the product
∏
x∈X Rx, where
Rx = R for all x ∈ X . We say that an almost e´tale homomorphism A → B of Λ-algebras is an
almost Galois homomorphism of group G if G is a finite group acting by A-algebra automorphisms
on B such that the canonical map
B ⊗A B → B ×G
induced by the maps B → B ×G : b 7→ (b, b, ..., b) and B → B × G : b 7→ (g(b))g∈G, is an almost
isomorphism.
We say that an almost Galois homomorphism A→ B of Λ-algebras is an almost Galois covering
if it is almost faithfully flat.
Note that an almost Galois homomorphism (resp. covering) is preserved under arbitrary base
change.
Proposition 2.1. Let A → B be an almost Galois covering of group G. Let M a B-module with
semi-linear G-action. Then
(i) BG ≈ A
(ii) MG ⊗A B ≈M
(iii) Hi(G,M) ≈ 0 for all i 6= 0.
Proof. See [7]. 
2.1.4. Let A be a Λ-algebra and I ⊂ A an ideal such that I2 = 0.
Theorem 2.2 (Faltings). The category of almost e´tale coverings of A/I is equivalent to the category
of almost e´tale coverings of A.
For the proof, see [7, 3. Theorem]. More generally, we have ([9, Thms. 3.2.18, 3.2.28])
Theorem 2.3 (Gabber-Ramero). The category of almost e´tale homomorphisms of A/I is equivalent
to the category of almost e´tale homomorphisms of A.
Proposition 2.2. The equivalence in Theorem 2.3 preserves almost faithful flatness.
Proof. Let A→ B be an almost e´tale covering such that A/I → B/I ·B is almost faithfully flat. Let
M be an A-module such that M ⊗AB ≈ 0. Then (M/IM)⊗A/IA (B/IB) ≈ 0, hence M/I ·M ≈ 0,
whence M ≈ 0. 
Corollary 2.3. If A → B is an almost e´tale homomorphism and G is a finite group of A-
automorphisms of B, then it is an almost Galois homomorphism (resp. covering) of group G if
and only if A/I → B/I · B is an almost Galois homomorphism (resp. covering) of group G.
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Proof. Since almost faithful flatness is preserved under the equivalence, it suffices to check that
almost Galois homomorphisms are preserved. It suffices to prove that the map B⊗AB → B×G is
almost flat for then it must be almost e´tale (see the proof of [9, Thm. 3.2.18 (ii)]), hence an almost
isomorphism. Note that
(B ⊗A B −−−−→ B ×G) = ⊕g∈G(B ⊗A B
1⊗g
−−−−→ B ⊗A B
x⊗y 7→xy
−−−−−−→ B).
Since A→ B is almost e´tale, B is an almost projective B ⊗A B-module, hence so is B ×G. 
2.2. Almost purity.
2.2.1. Fix c ∈ {1, π} ⊂ K+ (where π ∈ K+ was our choice of uniformizer) and define
O(c) := K+[T1, ..., Tr, T
±1
r+1, ..., T
±1
d+1]/(T1 · · ·Tr − c).
Following Faltings, we say that a K+-algebra R is small if there is an e´tale map
O(c)→ R.
Every smooth (resp. semi-stable) K+-scheme has an e´tale covering by small affines with c = 1
(resp. c = π). Note that with these choices of c, R is a regular ring; in particular, it is a finite
product of integrally closed domains, and we shall assume that R is an integrally closed domain.
For any c, we endow R with the canonical log-structure (see §2.2.5). If c = π, there is a natural
chart for this log-structure, namely the map
Nr → R : (n1, ..., nr) 7→
r∏
i=1
T nii
which makes Spec(R) → Spec(K+) into a a log-smooth morphism, where Spec(K+) is given the
canonical log-structure (see §2.2.5).
2.2.2. Fix c ∈ {1, π}. Fix a sequence (c = c0, c1, c2, ...) of elements of K¯ satisfying c
p
n+1 = cn. If
c = 1 we take the cn to be primitive roots of unity. For any n ∈ N, let K+n be the normalization of
K+ in the extension Kn of K generated by cn. Define
O(c)n := K
+
n [T
(n)
1 , T
(n)
2 , ..., T
(n)
r , T
(n)±1
r+1 , ..., T
(n)±1
d+1 ]/(T
(n)
1 · · ·T
(n)
r − cn).
Of course O(c)0 = O(c). There is a canonical homomorphism K
+
n → K
+
n+1 sending cn to c
p
n+1,
which extends to a canonical homomorphism
O(c)n → O(c)n+1 : T
(n)
i 7→ T
(n+1)p
i .
Also note that there is a canonical isomorphism
O(c)n[1/p] ∼= Kn[X
±1
2 , ..., X
±1
d+1]
T
(n)
1 7→
cn
X2 · · ·Xr
T
(n)
i 7→ Xi for i 6= 1
and hence O(c)n[1/p] is finite e´tale over O(c)[1/p]. Moreover, since O(c)n is regular (see Ap-
pendix) hence normal, it follows that we may identify O(c)n with the normalization of O(c) in
Kn[T
±p−n
2 , ..., T
±p−n
d+1 ] via this map.
If R is a small K+-algebra, then we define
Rn := R⊗O(c) O(c)n.
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If K ⊂ L is a finite extension, then write Ln = L ·Kn and let L+n be the normalization of K
+ in
Ln. Define
O(c)n,L := O(c)n ⊗K+n L
+
n .
2.2.3. Define
K+∞ := lim−→
n∈N
K+n .
We will now consider the almost ring theory of the pair (K+∞,m∞), where m∞ ⊂ K
+
∞ is the
maximal ideal. Note that there is a sequence of rational numbers εn occuring as p-adic valuations
of elements of K+∞, and tending to zero with n. If c = π then this is clear, and if c = 1 then
εn = vp(ζpn+1 − 1) =
1
pn(p−1) , where ζpn+1 denotes a primitive p
n+1th root of unity. Since K+∞ is a
valuation ring we see that we indeed have m2∞ = m∞.
2.2.4. Let S be a finite integral R-algebra. We say that S is e´tale in characteristic zero if RK → SK
is e´tale. For all n, let S∞ be the normalization of R∞ ⊗R S, where
R∞ := lim−→
n∈N
Rn.
The key result we will need is Faltings’ Almost Purity Theorem:
Theorem 2.4 (Faltings [7]). If S is a finite integral normal R-algebra, flat over K+ and e´tale in
characteristic zero, then the canonical homomorphism
R∞ → S∞
is an almost e´tale covering of K+∞-algebras.
We define
R˜ := R⊗K+ K¯
+
and
R˜∞ := R∞ ⊗K+∞ K¯
+.
If K+ is integrally closed in R and p is not a unit in R, then by Proposition 4.1 these are integrally
closed domains. If S is a finite integral normal R-algebra which is e´tale in characteristic zero, then
we define S˜∞ to be the normalization of S∞⊗K+∞ K¯
+. Since R∞ → S˜∞ factors over R˜∞ → S˜∞, then
by Lemma 2.1 we deduce that R˜∞ → S˜∞ is the filtering inductive limit of almost e´tale coverings,
in fact an almost e´tale covering.
Corollary 2.4. (i) If c = π (resp. c = 1), then the Frobenius is surjective on R∞/pR∞ (resp.
R˜∞/pR˜∞).
(ii) If c = π (resp. c = 1) and S is a finite integral normal R-algebra (resp. R˜-algebra), e´tale
in characteristic zero and flat over K+, then the Frobenius is surjective on S∞/pS∞ (resp.
S˜∞/pS˜∞).
Proof. We do the case c = π, the case c = 1 being similar. By the Almost Purity Theorem and
Corollary 2.2 it suffices to show (i). In this case, by e´taleness over
O(c)∞ := lim−→
n
O(c)n
it suffices to show that the Frobenius is surjective on the latter modulo p. First note that the
Frobenius is surjective on K+∞/pK
+
∞: we have K
+/pK+ = k[u]/(ue) where e is the ramification
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index of K and K+n = K
+[X ]/(Xp
n
− π), so K+n /pK
+
n = K
+/pK+[x] with xp
n
= u and so
K+∞/pK
+
∞ has surjective Frobenius. Now every element of O(c)∞/pO(c)∞ has the form∑
vNT
(m1)n1
1 · · ·T
(md+1)nd+1
d+1 =
(∑
v
1/p
N T
(m1+1)n1
1 · · ·T
(md+1+1)nd+1
d+1
)p
for some vN ∈ K+∞/pK
+
∞ so the claim in this case is clear. 
2.2.5. Given a flat K+-algebra S, we define the canonical log-structure LS on S as the sheaf which
associates to each e´tale S-algebra S′ the monoid
(S′[1/p])∗ ∩ S′.
Note that this is an integral and saturated log-structure if S is normal. For example, if R is a
small K+-algebra, then LR is the usual fine log-structure of the scheme Spec(R). Now if S is a
finite integral R-algebra, e´tale in characteristic zero, let f : Spec(S) → Spec(R) be the structure
morphism and let MS be the log-structure on Spec(S) associated to the sheaf of monoids
{x ∈ LS |∃n ∈ N : x
pn ∈ f∗LR}.
We call MS the p-saturation of LR in LS .
Lemma 2.3. With notation as above.
(i) If c = π, then there is a saturated integral monoid with surjective Frobenius inducing a chart
for the log-structure MS∞ := lim−→n
MSn on Spec(S∞). In fact, we can take the same monoid
as for MR∞ .
(ii) If c = 1, then there is a saturated integral monoid with surjective Frobenius inducing a chart
for MS˜∞ := lim−→n
MS˜n on Spec(S˜∞), where MS˜n := lim−→Kn⊂L
MSn⊗
K
+
n
L+ , the limit being over
all finite extensions L of Kn in K¯.
Proof. (i): We first prove the assertion for R∞. Consider the map N[1/p]r →MR∞ : (α1, ..., αr) 7→∏r
i=1 T
(ni)mi
i , where αi =
mi
pni
. We claim that it is a chart for LR∞ , which will clearly imply the
result in this case. To see this, up to replacing R∞ by its strict henselization at a point, we may
assume that R∞ is a strictly henselian local ring. Then it is the limit of the strict henselizations of
the Rn at the image points, so we can assume that R and Rn are strictly henselian local rings for
each n ∈ N. Since O(c)n/(T
(n)
i ) is regular, then by e´taleness it follows that Rn/(T
(n)
i ) is a regular
local ring, if Ti is not a unit in R. So in this case T
(n)
i generates a prime ideal of Rn. Moreover,
since
∏r
i=1 T
(n)
i = cn every prime divisor of cn in Rn is generated by one of the T
(n)
i . These are
also the prime divisors of p in Rn. It follows from this that for each n ∈ N there is a canonical
isomorphism
LRn(Rn)/R
∗
n
∼=
1
pn
Ns : x 7→ (vTi (x))
where vTi(−) denotes the valuation at the prime ideal generated by T
(n)
i normalized by vTi(Ti) = 1,
assuming Ti is not a unit in R (0 ≤ s ≤ r). These maps are compatible as n varies, so taking the
limit over n to get an isomorphism
LR∞(R∞)/R
∗
∞
∼= N[1/p]s.
Since the natural map N[1/p]r → LR∞(R∞)/R
∗
∞
∼= N[1/p]s is none other than the projection, this
proves the claim.
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We now show that this chart induces the log-structure MS∞ . As above for R∞, to see this we
may assume R, Sn, and S∞ are a strictly henselian local rings. Suppose x ∈ LSn(Sn) such that
xp
m
∈ LR(R), say xp
m
= u
∏r
i=1 T
ni
i for some u ∈ R
∗. Up to increasing n we may assume that
m ≤ n. Then y :=
x∏r
i=1 T
(m)ni
i
satisfies yp
m
= u, whence y ∈ S∗n, since Sn is an integrally closed
domain (being a normal local ring). So x and
∏r
i=1 T
(m)ni
i differ by a unit. Since this holds for all
x, this implies the assertion.
(ii): Recall that since c = 1, the log-structure for small R can be given by the map
N→ R : n 7→ πn.
Let us fix a sequence {πn} of elements of K¯+ satisfying π0 = π and π
p
n+1 = πn for all n ∈ N. We
claim that the map
N[1/p]→ S˜∞ :
m
pn
7→ πmn
is a chart for the log-structure MS˜∞ . To see this we may (as above) reduce to the case R and S˜∞
are strictly henselian local ring (and S˜∞ is an integrally closed domain, being the limit of normal
local rings). If x ∈ LS˜∞(S˜∞) is such that x
pm ∈ LR(R), then we may write xp
m
= uπn for some
u ∈ R∗ and n ∈ N. Then y :=
x
πnm
satisfies yp
m
= u, whence y ∈ S˜∗∞, since S˜∞ is an integrally
closed domain. So x differs from an element of the image of N[1/p] up to a unit, and this implies
(ii).

2.3. Almost e´tale coverings of Fontaine rings. By Corollary 2.4 we may, following Fontaine,
construct the Fontaine rings
A+∞ := lim←−
n
H0crys(R˜∞/pR˜∞|Σn,O)
A+∞(S) := lim←−
n
H0crys(S˜∞/pS˜∞|Σn,O)
where S is a finite integral normal R-algebra, e´tale in characteristic zero. Our aim in this section
is to show that
A+∞/p
nA+∞ → A
+
∞(S)/p
nA+∞(S)
is an almost e´tale homomorphism and from this deduce some consequences. We first set up the
almost ring theory in this context.
2.3.1. We will consider the almost ring theory of the ring Ainf(K
+) = W (P (K¯+/pK¯+)) with
respect to the ideal a, union of the principal ideal [p]ε for all positive rational exponents ε >
0. Note that [p]ε is not a zero divisor: this is true modulo p since P (K¯+/pK¯+) is a valua-
tion ring (hence an integral domain) and so in general since Ainf(K
+) is p-adically separated
and torsion free, being the ring of Witt vectors of a perfect ring of characteristic p. We view
W (K¯+/pK¯+) as a Ainf(K
+)-algebra under the homomorphism induced by the canonical homomor-
phism P (K¯+/pK¯+) → K¯+/pK¯+. Then the pair (W (K¯+/pK¯+), a ·W (K¯+/pK¯+)) is an example
of the pairs (W (Λ/pΛ), [m]) considered in §2.1.2.
24 RE´MI SHANKAR LODH
2.3.2. Remark. The ring Acris(K
+)/pnAcris(K
+) can be viewed as an Ainf(K
+)-algebra in 2 dif-
ferent ways, the first is via the canonical map Ainf(K
+) → Acris(K+) arising from the construc-
tion of Acris(K
+) in the 1st proof of Theorem 1.1, and the second is via the map Ainf(K
+) →
W (K¯+/pK¯+) → Wn(K¯+/pK¯+) → Acris(K+)/pnAcris(K+), where the last map is the canonical
one arising the construction of Acris(K
+)/pnAcris(K
+) in the 2nd proof of Theorem 1.1. We claim
that the image of the ideal a under these 2 maps is the same. To see this it suffices to note that by
Remark (1.2.2) (d) we have [pε] = [pε/p
n
] in Acris(K
+)/pnAcris(K
+).
2.3.3. Let R be a small integral K+-algebra and let T be a p-adically complete logarithmic Σ-
algebra such that R/pR is a T -algebra. In practice we will have T = Σ or T will be a formal Σ-lift
of R/pR. For all n ≥ 1, write Tn := T/pnT .
We assume that the log-structure of T is fine and saturated, defined by a fine saturated monoid
ΛT . Let S be a finite integral normal R-algebra e´tale in characteristic zero. We endow it with the
log-structure MS of §2.2.5 and endow Spec(S/pS) with the inverse image log structure. By taking
limits this then defines a log-structure on S˜∞/pS˜∞. Define
A+log,∞,T := lim←−
n
H0log-crys(R˜∞/pR˜∞|Tn+1,O)
A+log,∞,T (S) := lim←−
n
H0log-crys(S˜∞/pS˜∞|Tn+1,O).
Proposition 2.3. The canonical homomorphism
A+log,∞,T /p
nA+log,∞,T → A
+
log,∞,T (S)/p
nA+log,∞,T (S)
is an almost e´tale homomorphism of Ainf(K
+)-algebras.
Proof. Firstly, by Corollary 2.1 the canonical homomorphism
Wn(R˜∞/pR˜∞)→Wn(S˜∞/pS˜∞)
is almost e´tale of Wn(K¯
+/pK¯+)-algebras. Now, by Lemma 2.3 there is a saturated integral monoid
M with surjective Frobenius giving a chart for the log-structures of both R˜∞ and S˜∞, so by
Corollary 2.4 we may construct A+log,∞,T (S) as in the second proof of Theorem 1.1. Let M be the
saturated integral monoid defining the log-structure on R˜∞, hence also on S˜∞ (see Lemma 2.3),
and set Q :=M ⊕ ΛT . Let L := ker(Qgp →Mgp), where the map Q→M is induced by the maps
M →M : m 7→ mp
n
and the structure map ΛT →M . By construction, A
+
log,∞,T (S)/p
nA+log,∞,T (S)
is a quotient of a divided power hull of
(
Wn(S˜∞/pS˜∞)⊗Z Tn
)
log
, where by definition (cf. the second
proof of Theorem 1.1)(
Wn(S˜∞/pS˜∞)⊗Z Tn
)
log
= (Wn(S˜∞/pS˜∞)⊗Z Tn)⊗Z Z[L].
Now, the canonical homomorphism
(Wn(R˜∞/pR˜∞)⊗Z Tn)⊗Z Z[L]→ (Wn(S˜∞/pS˜∞)⊗Z Tn)⊗Z Z[L]
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is almost e´tale (Cor. 2.1). This implies that we have a commutative diagram
(Wn(R˜∞/pR˜∞)⊗Z Tn)⊗Z Z[L] −−−−→ (Wn(S˜∞/pS˜∞)⊗Z Tn)⊗Z Z[L]
Φn⊗1⊗1
y Φn⊗1⊗1y
(R˜∞/pR˜∞ ⊗Z Tn)⊗Z Z[L] −−−−→ (S˜∞/pS˜∞ ⊗Z Tn)⊗Z Z[L]
L 7→1
y L 7→1y
R˜∞/pR˜∞ ⊗Z Tn −−−−→ S˜∞/pS˜∞ ⊗Z Tny y
R˜∞/pR˜∞ −−−−→ S˜∞/pS˜∞
in which all three squares are almost cofibred, where we denote by Φn :Wn(A)→ A : (a0, ..., an−1) 7→
ap
n
0 . In particular, the commutative diagram
(Wn(R˜∞/pR˜∞)⊗Z Tn)⊗Z Z[L] −−−−→ (Wn(S˜∞/pS˜∞)⊗Z Tn)⊗Z Z[L]y y
R˜∞/pR˜∞ −−−−→ S˜∞/pS˜∞
is almost cofibred. Taking divided power hulls for the kernels of the vertical maps and then taking
the quotient by the ideal generated by all divided powers of elements of the form ql ⊗ l − pl ⊗ 1
(where ql, pl ∈ Q satisfy l = pl/ql ∈ L ⊂ Q
gp), it follows from the next lemma that the canonical
map
A+log,∞,T /p
nA+log,∞,T ⊗(Wn(R˜∞/pR˜∞)⊗ZTn)⊗ZZ[L] (Wn(S˜∞/pS˜∞)⊗Z Tn)⊗Z Z[L]y
A+log,∞,T (S)/p
nA+log,∞,T (S)
is an almost isomorphism of Wn(K¯
+/pK¯+)-algebras. This proves that the homomorphism of the
statement is an almost e´tale morphism of Wn(K¯
+/pK¯+)-algebras. By Remark (2.3.2), it follows
that it is also an almost e´tale morphism of Ainf(K
+)-algebras. 
In the proof we have made use of the following almost analogue of a well-known result on divided
power hulls.
Lemma 2.4. Suppose there is a homomorphism of rings A → B making B into an almost flat
A-algebra. Then for any ideal I ⊂ A the canonical map
DA(I)⊗A B → DB(I · B)
is an almost isomorphism, where DA(I) denotes the divided power hull of A for the ideal I.
Proof. For any ring A and any module M let ΓA(M) denote the divided power algebra generated
by M (see e.g. [3, 3.9]). Since B is an almost flat A-algebra, the canonical map I ⊗A B → I ·B is
an almost isomorphism, hence ΓB(I ⊗A B) ≈ ΓB(I · B) by [9, Lemma 8.1.13]. But
ΓB(I ⊗A B) ∼= ΓA(I)⊗A B
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so ΓB(I ·B) is an almost flat ΓA(I)-algebra. Hence if J ⊂ ΓA(I) denotes the ideal defining DA(I),
then we have J ⊗A B ∼= J ⊗ΓA(I) ΓB(I ⊗A B) ≈ J · ΓB(I ·B), and therefore
DA(I)⊗A B =
ΓA(I)⊗A B
J ⊗A B
≈
ΓB(I · B)
J · ΓB(I · B)
= DB(I · B).

2.3.4. Assume that K+ is integrally closed in R, so that R˜∞ is an integral domain (Prop. 4.1).
Define R¯ to be the normalization of R in the maximal profinite connected e´tale covering of R[1/p]
(taking for base point an algebraic closure of Q(R˜∞)) . Then we have
π1(Spec(R˜[1/p])) = Gal(R¯[1/p]/R˜[1/p])
and R˜∞[1/p]→ R¯[1/p] is the inductive limit of Galois coverings of R˜∞[1/p]. Define
∆ := Gal(R¯[1/p]/R˜[1/p])
and
∆∞ := Gal(R˜∞[1/p]/R˜[1/p]).
Then ∆∞ is a quotient of ∆ and let ∆0 := ker(∆ → ∆∞). With the log-structure of §2.2.5 on R¯,
define
A+log,T := lim←−
n
H0log-crys(R¯/pR¯|Tn+1,O).
Lemma 2.5. If K+ is integrally closed in R, then the homomorphism R˜∞ → R¯ is the filtering
inductive limit of almost Galois coverings.
Proof. Let us first show that every non-zero almost e´tale covering of R˜∞ is almost faithfully flat.
Consider the ring (R˜∞)∗ := HomK+∞(m∞, R˜∞) defined in [9, §2.2.9]. If ϕ ∈ HomK+∞(m∞, R˜∞) is
an idempotent, then for all x, y ∈ m∞
xϕ(y) = ϕ(xy) = ϕ(x) · ϕ(y)
so x = ϕ(x), whence ϕ = id in (R˜∞)∗. So R˜∞ has no almost idempotents, hence every almost
projective R˜∞-module of finite rank is either almost zero or everywhere of constant non-zero rank,
hence almost faithfully flat.
Now, let S be a finite integral normal R-algebra, such that R[1/p]→ S[1/p] is a Galois covering.
Let L+ be the integral closure of K+ in S, and write L = Q(L+). Then by the almost purity
theorem, the homomorphism R∞ → S∞ is an almost e´tale covering and factors over the almost
e´tale covering R∞ → R∞,L. By Lemma 2.1 it follows that R∞,L → S∞ is an almost e´tale covering.
It is easy to see that it must also be an almost Galois covering. Let G be the Galois group of
R∞,L[1/p]→ S∞[1/p]. The same argument with S replaced by S⊗L+E
+ for E+ the normalization
of L+ in a finite Galois extension L ⊂ E proves that
R∞,E → S∞,E
is an almost Galois covering, where S∞,E is the normalization of R∞ ⊗R S ⊗L+ E
+. Let S˜∞ :=
lim
−→E
S∞,E . Taking the limit over E we get a homomorphism
R˜∞ → S˜∞
which is an almost Galois covering: there is a canonical almost isomorphism
lim
−→
E
S∞,E ⊗R∞,E S∞,E ≈ lim−→
E
S∞,E ×G.
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
In particular, R˜∞ → R¯ is almost faithfully flat.
Corollary 2.5. The canonical homomorphism
A+log,∞,T /p
nA+log,∞,T → A
+
log,T /p
nA+log,T
is the filtering inductive limit of almost Galois coverings.
Proof. The proof is similar to that of Proposition 2.3, so we refer there for details and point out
the differences in this case. First note that since R˜∞/pR˜∞ → R¯/pR¯ is the filtering inductive limit
of almost Galois coverings, by Cor. 2.3 so is
Wn(R˜∞/pR˜∞)→Wn(R¯/pR¯).
As in the proof of Proposition 2.3 define Q :=M ⊕ ΛT and
L := ker(Qgp →Mgp).
Looking at the proof of Proposition 2.3 we note that we have an almost cofibred square
(Wn(R˜∞/pR˜∞)⊗Z Tn)⊗Z Z[L] −−−−→ (Wn(R¯/pR¯)⊗Z Tn)⊗Z Z[L]y y
R˜∞/pR˜∞ −−−−→ R¯/pR¯.
Hence we deduce that the canonical map
A+log,∞,T /p
nA+log,∞,T ⊗(Wn(R˜∞/pR˜∞)⊗ZTn)⊗ZZ[L] (Wn(R¯/pR¯)⊗Z Tn)⊗Z Z[L]→ A
+
log,T /p
nA+log,T
is an almost isomorphism, and since tensor product commutes with inductive limits, we are done.

Corollary 2.6. (i) The canonical map
A+log,∞,T /p
nA+log,∞,T →
(
A+log,T /p
nA+log,T
)∆0
is an almost isomorphism.
(ii) A+log,T /p
nA+log,T is a discrete ∆-module and for all i 6= 0 we have
Hi(∆0, A
+
log,T /p
nA+log,T ) ≈ 0.
Proof. Part (i) follows from Proposition 2.1 (i) by taking the inductive limit. For (ii), note that
A+log,T /p
nA+log,T is a quotient of a divided power hull of (Wn(R¯/pR¯)⊗Z Tn)⊗Z Z[L]. Now, we may
viewM as a submonoid of R¯. In this way we see that every element ofMgp, hence also Qgp, is fixed
by an open subgroup of ∆. So every element of (Wn(R¯/pR¯)⊗Z Tn)⊗ZZ[L] is also fixed by an open
subgroup of ∆. Thus, every element of A+log,T /p
nA+log,T is fixed by an open subgroup of ∆, which
proves the first assertion of (ii). As in (i), the second assertion of (ii) follows from Proposition 2.1
(iii) by taking the inductive limit. 
In particular, via the Hochschild-Serre spectral sequence of Galois cohomology we deduce canon-
ical almost isomorphisms for all i
Hi(∆∞, A
+
log,∞,T /p
nA+log,∞,T ) ≈ H
i(∆, A+log,T /p
nA+log,T ).
This almost isomorphism will enable us to express the right-hand side in terms of crystalline coho-
mology.
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3. Geometric Galois cohomology of Fontaine rings
In this section we construct a natural de Rham resolution of the Fontaine rings A+log,Σn and then
we compute the (geometric) Galois cohomology of its components. Assume throughout that R is
an e´tale localization of a small integral K+-algebra and that K+ is integrally closed in R.
3.1. Canonical de Rham resolutions of Fontaine rings.
3.1.1. If c = 1, then let v = 1, and if c = π then let v = u, where Σn =Wn(k)[u] 〈ue〉. Define
Θ(c) := Σ[T1, ..., Tr, T
±1
r+1, ..., T
±1
d+1]/(T1 · · ·Tr − v).
Since R/pR is an e´tale O(c)/pO(c)-algebra, for all n ≥ 1 there exists an e´tale Θ(c)/pnΘ(c)-algebra
Rn lifting R/pR, unique up to canonical isomorphism. Fix a projective system {Rn}n∈Z>0 of
compatible lifts and define R := lim←−nRn. We endow Rn with the log-structure associated to
N : Nr →Rn : (n1, ..., nr) 7→
r∏
i=1
T nii
in the case c = π, and
N : N→Rn : n 7→ u
in the case c = 1.
3.1.2. Consider the canonical map
h : Spec(R¯/pR¯)→ Spec(R/pR)
and the associated morphism of log-crystalline topoi with respect to the DP-base Σn. By Propo-
sition 1.1, h∗O is a quasi-coherent crystal of O-modules on (R/pR|Σn)log-crys. Since Spec(Rn) is
a log-smooth lift of Spec(R/pR), by [12, Thm. 6.2] there is an integrable quasi-nilpotent loga-
rithmic connection d on h∗O(Rn) whose associated de Rham complex computes the log-crystalline
cohomology of R¯/pR¯ over the DP-base Σn. Since this cohomology vanishes in non-zero degree by
Theorem 1.1, it follows that the augmentation
A+log,Σ/p
nA+log,Σ
∼= H0log-crys(R¯/pR¯|Σn,O)→ h∗O(Rn)⊗Rn ω
•
Rn/Σn
is a quasi-isomorphism, where ωiRn/Σn := ∧
i
Rn
ω1Rn/Σn and ω
1
Rn/Σn
is the sheaf of logarithmic
differentials ([12, 1.7]). This quasi-isomorphism is the analogue of Poincare´’s lemma which we
will use in our comparison strategy. Our aim is to (almost) compute the ∆-cohomology of the
components of this resolution.
From now on we write
A+ := A+log,Σ
and
M+ := lim
←−
n
H0log-crys(R¯/pR¯|Rn,O).
Note that M+/pnM+ ∼= h∗O(Rn).
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3.1.3. Let
O˜(c)∞ := lim−→
n,L
O(c)n,L
so that R˜∞ = R⊗O(c) O˜(c)∞. The same argument as above can be applied to the morphism
h∞ : Spec(O˜(c)∞/pO˜(c)∞)→ Spec(O(c)/pO(c)).
By Proposition 1.1 the sheaf h∞,∗O is a quasi-coherent crystal of O-modules on the site (O(c)/pO(c)|Σn)log-crys
and hence we have a canonical isomorphism
h∞,∗O(Rn) ∼= h∞,∗O (Θ(c)/p
nΘ(c))⊗Θ(c)/pnΘ(c) Rn.
Note that in the notation of the previous section we have
h∞,∗O(Rn) = A
+
log,∞,R/p
nA+log,∞,R.
Also, there is an integrable quasi-nilpotent logarithmic connection d on h∞,∗O (Rn) whose associ-
ated de Rham complex is a resolution of
A+log,∞,Σ/p
nA+log,∞,Σ.
Define
A+∞ = A
+
∞(R) := A
+
log,∞,Σ
and
M+∞ =M
+
∞(R) := lim←−
n
h∞,∗O(Rn).
3.1.4. Note that, in the notation of §2.3, we have
M+∞ = A
+
log,∞,R
M+ = A+log,R
in particular, the canonical map M+∞/p
nM+∞ →M
+/pnM+ is the inductive limit of almost Galois
coverings, M+∞/p
nM+∞ ≈ (M
+/pnM+)
∆0 , and we have canonical almost isomorphisms for all i
Hi(∆∞,M
+
∞/p
nM+∞) ≈ H
i(∆,M+/pnM+).
3.1.5. Define
Acris,∞(R) := lim←−
n
H0crys(R˜∞/pR˜∞|Wn+1(k),O)
Acris(R) := lim←−
n
H0crys(R¯/pR¯|Wn+1(k),O)
This is just the classical crystalline cohomology, i.e. we ignore the log-structures.
Lemma 3.1. Let A be an integrally closed domain of characteristic zero such that the Frobenius is
surjective on A/pA. Assume that A contains a sequence p := (p, p1/p, p1/p
2
, ...) of p-power roots of
p satisfying (p1/p
n+1
)p = p1/p
n
for all n. Let
θ :W (P (A/pA))→ Aˆ
denote the canonical map constructed in the proof of Theorem 1.1. Then ker(θ) is a principal ideal
generated by ξ := [p]− p, where we identify p with the element it defines in P (A/pA).
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Proof. We assume x ∈ ker(θ mod p). Write x = (x(n))n with x(n+1)p = x(n) for all n. Then we
have x(1)p = 0. Let xˆ(1) ∈ A be a lift of x(1). Then xˆ(1)p = py for some y ∈ A so xˆ
(1)
p1/p
∈ A
because A is integrally closed. Hence x(1) ∈ p1/p · A/pA. Continuing in this manner we find that
x ∈ p · P (A/pA). This proves the claim modulo p, and since W (P (A/pA)) is p-adically complete
and Aˆ is p-torsion free the lemma follows. 
Proposition 3.1. Let A be a flat K¯+ algebra. Assume that A is an integrally closed domain, and
that the Frobenius is surjective on A/pA. Let
Acris(A/pA) := lim←−
n
H0crys(A/pA|Wn(k),O).
Then
(i) There is a canonical isomorphism
Acris(A/pA)/p ∼= (A/pA)⊗K¯+/pK¯+ Acris(K
+)/p.
(ii) There is a canonical isomorphism
Acris(A/pA)/p
n ∼=Wn(P (A/pA))⊗Wn(P (K¯+/pK¯+)) Acris(K
+)/pn.
(iii) Acris(A/pA)/p
n is flat over Wn(k).
Proof. (i): By construction (cf. the second proof of Thm. 1.1), Acris(A/pA)/p is the divided power
hull of A/pA for the kernel of the Frobenius, i.e. for the ideal generated by p1/p. Since the same is
true for Acris(K
+)/p and A/pA is flat over K¯+/pK¯+, the result follows from the fact that formation
of divided power hulls commutes with flat tensor product.
(ii): Let P := P (K¯+/pK¯+). We first show that P (A/pA) is flat over P . Since P is a valuation
ring, every finitely generated ideal is principal. Let x = (x(n)) ∈ P and a = (a(n)) ∈ P (A/pA) and
consider a ⊗ x ∈ (a) ⊗P P (A/pA). Then xa = 0 if and only if x(n)a(n) = 0 for all n, if and only
if a(n) ⊗ x(n) = 0 in (a(n)) ⊗K¯+/pK¯+ A/pA for all n (A/pA being flat over K¯
+/pK¯+), if and only
if a ⊗ x = 0. This proves the flatness claim. Now since P (A/pA) is a perfect ring, it follows that
W (P (A/pA)) is p-torsion free, hence by Bourbaki’s flatness criterion we deduce thatWn(P (A/pA))
is a flat Wn(P )-algebra for all n. Now by Lemma 3.1, we know that Acris(A/pA)/p
n is the divided
power hull of Wn(P (A/pA)) for the ideal generated by ξ, hence since taking divided power hulls
commutes with flat base change, (ii) follows.
(iii): follows easily from these considerations. 
Let 1 ≤ i ≤ d+ 1. Note that by construction we have an element
Ti = (T
(0)
i , T
(1)
i , T
(2)
i , ...) ∈ P (R˜∞/pR˜∞).
If α = n/pr with n, r ∈ N, then we define
Tαi := T
(r)n
i
and
Ti
α := (T
(r)n
i , T
(r+1)n
i , ...) ∈ P (R˜∞/pR˜∞).
We’ll also usually write [Ti]
α := [Ti
α], where [·] is the Teichmu¨ller lift.
Proposition 3.2. In the case R = O(c), there is a canonical isomorphism
M+∞/p
nM+∞ ≃ Acris,∞(R)/p
nAcris,∞(R) 〈X,X2, X3, ..., Xd+1〉
where the X,X2, ..., Xd+1 are indeterminates. In particular, M
+
∞/p
nM+∞ is a flat Wn(k)-module.
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Proof. The flatness claim will follow from Proposition 3.1 once we show that M+∞/p
nM+∞ has the
desired form. For this we check the universal property. Define
Ti := (Ti, T
(1)
i , T
(2)
i , ...) ∈ P (R˜∞/pR˜∞)
and c := (c, c1, c2, ...) =
∏r
i=1 Ti. Consider the ring
C :=Wn(P (R˜∞/pR˜∞))
[
X,
1
1 +X
,X2,
1
1 +X2
, ..., Xd+1,
1
1 +Xd+1
]
.
Make C into a Wn[u][T1, ..., Tr, T
±1
r+1, ..., T
±1
d+1]/(
∏r
i=1 Ti − v)-algebra as follows. If c = π (resp.
c = 1), then send u to [π] · (1 +X)−1 (resp. u to [π] −X), T1 to [T1]
∏r
i=2(1 +Xi)
1 +X
(resp. T1 to
[T1]
∏r
i=2(1 +Xi)
[c]
), and Ti to [Ti] · (1 +Xi)−1 for 2 ≤ i ≤ d + 1. For an affine object (U →֒ T ) of
the site (R˜∞/pR˜∞|Θ(c)/pnΘ(c))log-crys define a map
C → OT (T )
extending the canonical map θT : Wn(P (R˜∞/pR˜∞)) → OT (see the proof of Theorem 1.1) by
sending X to θT ([c]) · π−1 − 1 (resp. X to θT ([π]) − u) and Xi to θT ([Ti]) · T
−1
i − 1 (note that
by Lemma 4.1 these elements exist in OT (T )). One checks easily that this is the unique map of
Wn[u][T1, ..., Tr, T
±1
r+1, ..., T
±1
d+1]/(
∏r
i=1 Ti−v)-algebras extending θT . It follows from Lemma 3.1 that
the kernel of the map to C → R˜∞/pR˜∞ is the ideal generated by p, ξ, andX,X2, ..., Xd+1. So the di-
vided power hull CDP of C for this ideal is precisely Acris,∞(R)/p
nAcris,∞(R) 〈X,X2, X3, ..., Xd+1〉.
By the uniqueness of θT we see that it suffices now to define a log-structure on C
DP such that
CDP defines an object of (R˜∞/pR˜∞|Θ(c)/pnΘ(c))log-crys, i.e. the surjection CDP → R˜∞/pR˜∞ is
an exact closed immersion. We show this in the case c = π, the case c = 1 being similar. Recall
(§2.2.5) that the log-structure MR˜∞ is associated to
µ : N[1/p]r → R˜∞/pR˜∞
(α1, ..., αr) 7→
r∏
i=1
Tαii .
Let Q = P (N[1/p]r) ⊕ Nr and let λ : Q → N[1/p]r the map induced by the natural maps
P (N[1/p]r) → N[1/p]r and Nr ⊂ N[1/p]r. Define L := ker(λgp : Qgp → Zr) and let QL ⊂ Qgp be
the submonoid consisting of elements of the form ql with q ∈ Q and l ∈ L. Since
P (N[1/p]r) ∼= N[1/p]r : (α · p−n)n∈N 7→ α
we have
P (N[1/p]r)gp ∼= Z[1/p]r.
So L is the kernel of the map
Z[1/p]r ⊕ Zr → Z[1/p]r
((α1, ..., αr), (n1, ..., nr)) 7→ (α1 + n1, ..., αr + nr) .
That is, L consists of the tuples ((−n1, ...,−nr), (n1, ..., nr)) with ni ∈ Z. Define 1 + X1 :=
1 +X∏r
i=2(1 +Xi)
. Note that
X,X1, ..., Xr ∈ ker(C
DP → R˜∞/pR˜∞)
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and hence 1+X, 1+X1, ..., 1+Xr are units of C
DP. We endow CDP with the log-structure associated
to
QL→ CDP
induced by the maps
P (N[1/p]r+1) → CDP : (m(n))n∈N → [(µ(m
(n)))n∈N]
Nr → Θ(c)/pnΘ(c)→ CDP
L → CDP : ((−n1, ...,−nr), (n1, ..., nr)) 7→
r∏
i=1
(1 +Xi)
−ni .
It is easy to check that these maps are compatible and do indeed define a map QL→ CDP. With
the natural maps QL→ N[1/p]r and CDP → R˜∞/pR˜∞, we get a closed immersion of log schemes.
Now by the same argument as that of Step 2 of the proof of Theorem 1.1 we see that it is an exact
closed immersion, and hence we are done. 
3.2. Computations in Galois cohomology.
3.2.1. Note that ∆∞ ∼= Zp(1)d. Let σ2, ..., σd+1 be a choice of topological generators of ∆∞. For
each 2 ≤ i ≤ d+ 1, we have σi(T
(n)
i ) = ζpnT
(n)
i for a p
nth root of unity ζpn . Define
1 := (1, ζp, ζpn , ...) ∈ P (K¯
+/K¯+)
so that σ(Ti) = 1 · Ti. Furthermore, define
t := log([1]).
Let us make some remarks on the Galois cohomology of the group ∆∞. Let Zp[[∆∞]] be the
completion of the group ring Zp[∆∞] in the topology induced by the profinite topology of ∆∞.
Then for any discrete p-torsion ∆∞-module N , we have canonical isomorphisms for all i
Exti
Zp[[∆∞]](Zp, N)
∼= Hi(∆∞, N)
where the Ext-group is taken in the category of topological Zp[[∆∞]]-modules. Since ∆∞ ∼= Zp(1)d,
we have an isomorphism of rings
Zp[[∆∞]] ≃ Zp[[σ2 − 1, ..., σd+1 − 1]].
This implies that the Koszul complex L := ⊗Zp[[∆∞]]Li, where Li is the complex defined
0 −−−−→ Zp[[∆∞]]
σi−1−−−−→ Zp[[∆∞]] −−−−→ 0,
is a homological resolution of Zp by free compact Zp[[∆∞]]-modules. Then we have an isomorphism
of complexes (up to shifting the degree)
HomZp[[∆∞]](L,N)
∼= L⊗Zp[[∆∞]] N
i.e. the Galois cohomology of N can be computed using the Koszul complex L⊗Zp[[∆∞]] N .
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3.2.2.
Lemma 3.2. Assume R = O(c). Every element of Acris,∞(R)/p
nAcris,∞(R) can be written as a
finite sum of the form ∑
k≥0
xkξ
[k]
with xk ∈Wn(P (R˜∞/pR˜∞)) of the form∑
m
pmvm
d+1∏
i=1
[Ti]
αi,m
where αi,m ∈ N[1/p] for 1 ≤ i ≤ r and αi,m ∈ Z[1/p] for r + 1 ≤ i ≤ d+ 1 and vm ∈ Ainf(K+).
Proof. The lemma will follow from Lemma 3.1 once we show that we can get the xk in the desired
form. Since the ring of Witt vectors Wn(A) of a perfect ring A of characteristic p is equal to its
subring of elements of the form
∑
m p
m[am], where am ∈ A and [·] denotes the Teichmu¨ller lift, it
suffices to prove the claim modulo p. By definition, we obtain an element of P (R˜∞/pR˜∞) by taking
roots of r ∈ R˜∞/pR˜∞. We may write
r =
∑
N
vN
d+1∏
i=1
T nii
where vN ∈ K¯+/pK¯+ and ni ∈ N[1/p]. Make a choice of p-power roots of elements of K¯+/pK¯+
(this will not affect the statement of the lemma). If v ∈ K¯+/pK¯+, then let v := (v, v1/p, v1/p
2
, ...) ∈
P (K¯+/pK¯+) for the made choice of p-power roots of v. Define
r :=
∑
N
vN
d+1∏
i=1
Ti
ni .
Taking pth roots of r we get
r(1) =
∑
N
v
1/p
N
d+1∏
i=1
T
(1)ni
i + p
a1/pr1
r(2) =
∑
N
v
1/p2
N
d+1∏
i=1
T
(2)ni
i + p
a1/p
2
r
p/p2
1 + p
a2p/p
2
r2
· · ·
(r(n)) = r + pa1r1 + p
a2pr2 + ...
where ai ∈ N. Now recall that p has divided powers in Acris,∞(R)/pAcris,∞(R) so we get
(r(n)) = r + pa1r1.
The lemma follows. 
3.2.3. For all 2 ≤ i ≤ d we define a sub-K¯+-algebra O˜(c)
(i)
∞ ⊂ O˜(c)∞ as follows:
• if 2 ≤ i ≤ r, then O˜(c)
(i)
∞ is the sub-K¯+-algebra of O˜(c)∞ generated by T
βj
j , j /∈ {1, i},
2 ≤ j ≤ d+ 1, βj ∈ N[1/p], and (TiT1)β with β ∈ N[1/p]
• if r + 1 ≤ i ≤ d + 1 then O˜(c)
(i)
∞ is the sub-K¯+-algebra of O˜(c)∞ generated by T
βj
j , j 6= i,
2 ≤ j ≤ d+ 1, βj ∈ N[1/p].
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Lemma 3.3. O˜(c)∞ is faithfully flat over O˜(c)
(i)
∞ .
Proof. The case c = 1 being trivial, we only consider the case c = π. First assume 2 ≤ i ≤ r. Write
O˜(c)
(i)
∞ =
(
lim−→nO(c)
(i)
n
)
⊗K+∞ K¯
+ where
O(c)(i)n =
K+n [Z
(n), T
(n)
j ]2≤j≤d+1,j 6=i
(Z(n)
∏
2≤j≤r,j 6=i T
(n)
j − cn)
where Z(n) = T
(n)
1 T
(n)
i . It suffices to check that O(c)
(i)
n → O(c)n is faithfully flat. Note that
O(c)n = O(c)
(i)
n [T
(n)
1 , T
(n)
i ]/(Z
(n) − T
(n)
1 T
(n)
i ).
Since O(c)n is an integral domain, it suffices to check that O(c)
(i)
n /(Z(n)) → O(c)n/(Z(n)) is flat.
But O(c)n/(Z
(n)) =
k[T
(n)
1 , T
(n)
i ]
(T
(n)
1 T
(n)
i )
⊗k O(c)
(i)
n /(Z(n)) and the claim follows. For r + 1 ≤ i ≤ d + 1
the claim is obvious. 
Lemma 3.4. Fix some i, 2 ≤ i ≤ d + 1, and let Zp(1) be the factor of ∆∞ corresponding to σi.
There is an isomorphism of O˜(c)
(i)
∞ [Zp(1)]-modules
O˜(c)∞ =
⊕
α∈Z[1/p]
Eα
where Eα is the σi-eigenspace of eigenvalue ζ
n
pr , where α = n/p
r with (n, p) = 1. Eα is a free
O˜(c)
(i)
∞ -module of rank 1 with generator eα given by
• if 2 ≤ i ≤ r and α ≥ 0, then eα = Tαi
• if 2 ≤ i ≤ r and α < 0, then eα = T
−α
1
• if r + 1 ≤ i ≤ d+ 1, then eα = Tαi .
Proof. First assume that 2 ≤ i ≤ r. Clearly, every element f ∈ O˜(c)∞ has the form f =∑
β,γ∈N[1/p] xβ,γT
β
i T
γ
1 with xβ,γ in the sub-K¯
+-algebra of O˜(c)∞ generated by T
βj
j , j /∈ {1, i},
2 ≤ j ≤ d+ 1, βj ∈ N[1/p]. So we can write
f =
∑
α≥0
∑
β−γ=α
xβ,γ(TiT1)
γTαi +
∑
α<0
∑
β−γ=α
xβ,γ(TiT1)
βT−α1 .
Hence
O˜(c)∞ =
∑
α∈Z[1/p]
Eα.
Let Xα =
∑
β−γ=α xβ,γ(TiT1)
γ if α ≥ 0 and Xα =
∑
β−γ=α xβ,γ(TiT1)
β otherwise. It remains
to show that the writing f =
∑
α≥0XαT
α
i +
∑
α<0XαT
−α
1 is unique. Equivalently it suffices
to show that if f = 0 then Xα = 0 for all α. It suffices to show this for the image of f in
O˜(c)∞[1/p] ∼= lim−→n
K¯[T±p
−n
2 , ..., T
±p−n
d+1 ], where it is evident. The case i > r is similar. 
In the sequel we often write Acris,∞ := Acris,∞(O(c)). For 2 ≤ i ≤ d define a sub-Acris(K+)-
algebra A
(i)
cris,∞/p
nA
(i)
cris,∞ ⊂ Acris,∞/p
nAcris,∞ as follows:
• if 2 ≤ i ≤ r, then A
(i)
cris,∞/p
nA
(i)
cris,∞ the sub-Acris(K
+)-algebra of Acris,∞/p
nAcris,∞ gener-
ated by [Tj]
βj with j /∈ {1, i}, 2 ≤ j ≤ d+ 1, βj ∈ N[1/p], and [TiT1]β with β ∈ N[1/p]
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• if r+1 ≤ i ≤ d+1, then A
(i)
cris,∞/p
nA
(i)
cris,∞ the sub-Acris(K
+)-algebra of Acris,∞/p
nAcris,∞
generated by [Tj ]
βj , j 6= i, 2 ≤ j ≤ d+ 1, βj ∈ N[1/p].
Proposition 3.3. Fix some i, 2 ≤ i ≤ d + 1, and let Zp(1) be the factor of ∆∞ corresponding to
σi. There is an isomorphism of A
(i)
cris,∞/p
nA
(i)
cris,∞[Zp(1)]-modules
Acris,∞(O(c))/p
nAcris,∞(O(c)) ∼=
⊕
α∈Z[1/p]
Fα
where Fα is the σi-eigenspace of eigenvalue [1]
α. Fα is a free A
(i)
cris,∞/p
nA
(i)
cris,∞-module of rank 1
with generator eα given by
• if 2 ≤ i ≤ r and α ≥ 0, then eα = [Ti]α
• if 2 ≤ i ≤ r and α < 0, then eα = [T1]−α
• if r + 1 ≤ i ≤ d+ 1, then eα = [Ti]α.
Proof. First assume 2 ≤ i ≤ r. If n = 1, then by Proposition 3.1 we have an isomorphism
Acris,∞/pAcris,∞ ∼= (O˜(c)∞/pO˜(c)∞)⊗K¯+/pK¯+ Acris(K
+)/pAcris(K
+)
which sends Ti to T
(1)
i ⊗ 1. It follows from Lemma 3.3 that under this isomorphism we have
A
(i)
cris,∞/pA
(i)
cris,∞
∼= (O˜(c)(i)∞ /pO˜(c)
(i)
∞ )⊗K¯+/pK¯+ Acris(K
+)/pAcris(K
+)
hence in this case the claim follows from the last lemma.
Now we show the result by induction on n. Assume it true for n− 1. From Lemma 3.2 we see
that we can write any a ∈ Acris,∞/pnAcris,∞ in the form
a =
∑
β,γ
xβ,γ [Ti]
β [T1]
γ =
∑
α≥0
∑
β−γ=α
xβ,γ [TiT1]
γ [Ti]
α +
∑
α<0
∑
β−γ=α
xβ,γ [TiT1]
β [T1]
−α
with xβ,γ in the sub-Acris(K
+)-algebra of Acris,∞/p
nAcris,∞ generated by [Tj]
βj with j /∈ {1, i},
2 ≤ j ≤ d+ 1, βj ∈ N[1/p]. Define Xα := xβ,γ [TiT1]γ if α ≥ 0 and Xα := xβ,γ [TiT1]β otherwise. It
remains to show that if a = 0, then Xα = 0 for all α. We have an exact sequence
0→ pn−1Acris,∞/p
nAcris,∞ → Acris,∞/p
nAcris,∞ → Acris,∞/p
n−1Acris,∞ → 0
and if a = 0, then Xα ≡ 0 mod pn−1 by induction hypothesis. So Xα = pn−1Yα for all α. Since
by flatness over Wn(k) we have p
n−1Acris,∞/p
nAcris,∞ ∼= Acris,∞/pAcris,∞ (Prop. 3.1) we see that
Yα = 0 for all α and this completes the proof for 2 ≤ i ≤ r. For i > r the proof is similar. 
Corollary 3.1. Fix some i, 2 ≤ i ≤ d+ 1, and let Zp(1) be the factor of ∆∞ corresponding to σi.
Then
t · (Acris,∞(O(c))/p
nAcris,∞(O(c)))
σi=1 ⊂
⊕
α∈Z,vp(α)>0
pmax{0,n−vp(α)}Fα.
Proof. If f ∈ Fα is invariant under σi, then 0 = ([1]α − 1)f and by Proposition 1.2 there exists
bα ∈ Acris(K+) such that bα([1]α − 1)f = pvαtf , where vα = max {0, vp(α)}. So if vp(α) ≤ 0, then
tf = 0. If vp(α) ≥ 0, then α ∈ Z and so ([1]α − 1)f = αuαtf for some unit uα (by loc. cit.). So tf
is killed by pvp(α) and hence the result follows from the flatness over Wn(k) (Prop. 3.1). 
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Corollary 3.2. The canonical map
td · (Acris,∞(O(c))/p
nAcris,∞(O(c)))
∆∞ →
(
M+∞(O(c))/p
nM+∞(O(c))
)∆∞
has image in B+log/p
nB+log ⊗Σn Θ(c)/p
nΘ(c).
Proof. We have Xi = [Ti] ⊗ T
−1
i − 1. If α ∈ N[1/p] with vp(α) ≥ 0, then α ∈ N and setting
mα := max {0, n− vp(α)} we have
pmα [Ti]
α = pmαTαi ([Ti]⊗ T
−1
i − 1 + 1)
α
= pmαTαi + T
α
i
∑
r>0
pmαα(α − 1) · · · (α− r + 1)X
[r]
i
= pmαTαi
for all 1 ≤ i ≤ d+ 1, so pmα [Ti]α ∈ Θ(c)/pnΘ(c).
Now, let a ∈ (Acris,∞(O(c))/pnAcris,∞(O(c)))
∆∞ . Assume that 2 ≤ i ≤ r. Write a =
∑
α≥0Xα[Ti]
α+∑
α<0Xα[T1]
−α. Then by the last corollary, we have
ta =
∑
α≥0,vp(α)>0
X ′αp
mα [Ti]
α +
∑
α<0,vp(α)>0
X ′αp
mα [T1]
−α
where X ′αp
mα = tXα. That is,
ta =
∑
α∈N,vp(α)>0
X ′αp
mαTαi +
∑
−α∈N,vp(α)>0
X ′αp
mαT−α1
Now we pick some j 6= i, 2 ≤ j ≤ r, and apply a similar reasoning to the X ′α to deduce that
tX ′α =
∑
β∈N,vp(β)>0
Yβp
mβT βj +
∑
−β∈N,vp(β)>0
Yβp
mβT−β1
where the Yβ lie in the sub-Acris(K
+)-algebra ofAcris,∞(O(c))/p
nAcris,∞(O(c)) generated by [TjTiT1]
β ,
β ∈ N[1/p], and [Tk]βk , k /∈ {1, i, j}, 2 ≤ k ≤ d+ 1, βk ∈ N[1/p]. The case for r + 1 ≤ j ≤ d + 1 is
similar. Continuing in this way we clearly obtain the result. 
Theorem 3.1. We have
td[c] ·
(
M+∞(R)/p
nM+∞(R)
)∆∞ ⊂ B+log/pnB+log ⊗Σn Rn.
Proof. We will give the proof in several steps.
Step 0: Recall that by quasi-coherence of h∞,∗O, we have a canonical isomorphism
M+∞(R)/p
nM+∞(R)
∼=M+∞(O(c))/p
nM+∞(O(c)) ⊗Θ(c)/pnΘ(c) Rn.
Hence we may assume that R = O(c). In this case, by Proposition 3.2 we have
M+∞/p
nM+∞
∼= A+∞/p
nA+∞ 〈X2, ..., Xd+1〉 .
For the proof it will be better for us to replace X resp. Xi by Y :=
−X
1+X resp. Yi :=
−Xi
1+Xi
,
2 ≤ i ≤ d+ 1. Then we have a canonical isomorphism
M+∞/p
nM+∞
∼= A+∞/p
nA+∞ 〈Y2, ..., Yd+1〉
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and morally Y = [π]−1 ⊗ u− 1 if c = π and Yi = [Ti]−1 ⊗ Ti − 1. Let Di denote the subalgebra of
M+∞/p
nM+∞ consisting of elements of the form
∑
N aN
∏
j,j 6=iX
[nj]
j where aN ∈ A
+
∞/p
nA+∞. That
is,
Di = A
+
∞/p
nA+∞
〈
Y2, ..., Yˆi, ..., Yd+1
〉
where Yˆi means we omit Yi. We also define
D
(i)
i := A
(i)
cris,∞/p
nA
(i)
cris,∞
〈
Y, Y2, ..., Yˆi, ..., Yd+1
〉
Step 1: Suppose that m ∈M+∞/p
nM+∞ is t-torsion. Write m =
∑
nmnY
[n]
i . Then mn is t-torsion
for all n. Write mn =
∑
α≥0Xα,n[Ti]
α +
∑
α<0Xα,n[T1]
−α with Xα,n ∈ D
(i)
i . Then tXα,n = 0 for
all α (cf. Prop. 3.3). We have
(σi − 1)([Ti]
αY
[n]
i ) = [1]
α[Ti]
α([1]−1[Ti]
−1 ⊗ Ti − 1)
[n] − [Ti]
αY
[n]
i
= [1]α−n[Ti]
α
(
[Ti]
−1 ⊗ Ti − 1 + (1 − [1])
)[n]
− [Ti]
αY
[n]
i
= [1]α−n[Ti]
α
n∑
r=0
Y
[r]
i (1− [1])
[n−r] − [Ti]
αY
[n]
i
= ([1]α−n − 1)[Ti]
αY
[n]
i + [1]
α−n[Ti]
α
n−1∑
r=0
Y
[r]
i (1− [1])
[n−r].
Similarly
(σi − 1)([T1]
−αY
[n]
i ) = ([1]
−α−n − 1)[T1]
−αY
[n]
i + [1]
−α−n[T1]
−α
n−1∑
r=0
Y
[r]
i (1− [1])
[n−r].
Now recall (Prop. 1.2) that 1− [1] = tw for some unit w ∈ Acris(K+), hence
(1 − [1])[n−r] = t
wn−rtn−r−1
(n− r)!
is a multiple of t for 0 ≤ r < n. Hence
(σi − 1)(m) =
∑
n
Y
[n]
i
∑
α≥0
Xα,n([1]
α−n − 1)[Ti]
α +
∑
α<0
Xα,n([1]
−α−n − 1)[T1]
−α
 .
We’ll need this later.
Step 2: For 2 ≤ i ≤ r, consider the derivation ∂i of M+∞/p
nM+∞ defined
∂i := [T1]
∂
∂Yi
.
We have ∂i = [TiT1]
∂
∂Ti
, hence ∂i commutes with σi. Moreover, we claim that the kernel of ∂i lies
in Di up to [T1]-torsion. Indeed, suppose that ∂i(m) = 0. Write m =
∑
k akY
[k]
i with ak ∈ Di.
Then [T1]ak = 0 for k 6= 0, as claimed.
On [T1] ·M+∞/p
nM+∞ we define a one-sided inverse
∫
i
to ∂i as being the unique Di-linear map
such that ∫
i
[T1]Y
[k]
i = Y
[k+1]
i
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for all k ∈ N.
We claim that if c = π (resp. c = 1)
(σi − 1)
∫
i
[T1Ti]T
n
i =
1− [1]n+1
n+ 1
[Ti]
n+1
(σi − 1)
∫
i
T n1 =
[1]1−n − 1
n− 1
[T1]
n−1(1 + Y )∏
2≤j≤r,j 6=i(1 + Yj)
(n > 0)
resp. (σi − 1)
∫
i
T n1 =
[1]1−n − 1
n− 1
[T1]
n−1[c]∏
2≤j≤r,j 6=i(1 + Yj)
(n > 0)
where we recall that for any integer n 6= 0 we have
[1]n − 1
n
∈ Acris(K
+) (Prop. 1.2).
Let us show this. Since M+∞ is flat over W (k) (cf. Prop. 3.2) it suffices to show this in M
+
∞[1/p].
By the binomial theorem we have
T ni = [Ti]
n(1 + Yi)
n = [Ti]
n
n∑
r=0
n!
r!
Y
[n−r]
i
hence ∫
i
[T1Ti]T
n
i = [Ti]
n+1
n∑
r=0
n!
r!
Y
[n+1−r]
i
so we have ∫
i
[T1Ti]T
n
i =
T n+1i
n+ 1
−
[Ti]
n+1
n+ 1
.
It follows that
(σi − 1)
∫
i
[T1Ti]T
n
i =
1− [1]n+1
n+ 1
[Ti]
n+1.
Now for the case of T n1 (n > 0). It is not hard to see that for c = π
T1 =
[T1](1 + Y )∏
2≤j≤r(1 + Yj)
hence
T n1 =
[T1]
n−1(1 + Y )n∏
2≤j≤r,j 6=i(1 + Yj)
n
[T1]
(1 + Yi)n
.
Also from the binomial theorem we have
1
(1 + Yi)n
=
∞∑
m=0
(n+m− 1)!
(n− 1)!
(−Yi)
[m]
hence ∫
i
[T1]
(1 + Yi)n
= −
∞∑
m=0
(n+m− 1)!
(n− 1)!
(−Yi)
[m+1]
which is the same as ∫
i
[T1]
(1 + Yi)n
=
1
n− 1
(
1−
1
(1 + Yi)n−1
)
.
So we have ∫
i
T n1 =
[T1]
n−1(1 + Y )n
(n− 1)
∏
2≤j≤r,j 6=i(1 + Yj)
n
−
T n−11 (1 + Y )
(n− 1)
∏
2≤j≤r,j 6=i(1 + Yj)
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and hence
(σi − 1)
∫
i
T n1 =
[1]1−n − 1
n− 1
[T1]
n−1(1 + Y )∏
2≤j≤r,j 6=i(1 + Yj)
.
In the case c = 1 we have
T1 =
[T1][c]∏
2≤j≤r(1 + Yj)
and a similar argument gives the desired formula.
Step 3: Now consider an element m ∈ M+∞/p
nM+∞. Assume that σi(m) = m. Write m =∑k0
k=0 akY
[k]
i with ak ∈ Di. Let us show by induction on k0 that t[TiT1]m ∈ t[TiT1] ·D
σi=1
i [Ti, T1].
Here by Dσi=1i [Ti, T1] we mean the D
σi=1
i -subalgebra of M
+
∞/p
nM+∞ generated by Ti and T1 (not
the polynomial algebra!). For k0 = 0 this is trivial. Since ∂i(m) =
∑k0
k=1[T1]akY
[k−1]
i we can
assume the claim is true for t[TiT1]∂i(m). That is, we can write t[TiT1]∂i(m) as a finite sum
t[TiT1]∂i(m) = t[TiT1]
∑
n
bnT
n
i + t[TiT1]
∑
n>0
cnT
n
1
where bn, cn ∈ D
σi=1
i , n ∈ N. So we may write
[TiT1]∂i(m) = [TiT1]
∑
n
bnT
n
i + [TiT1]
∑
n>0
cnT
n
1 + τ
where τ is t-torsion. Also, if we define
a := m−
∫
i
∂i(m)
then we have
∂i(a) = 0
hence [T1]a ∈ [T1] ·Di.
We now assume that c = π. The following argument applies to the case c = 1 with the formulas
obtained in Step 2.
Substituting the expressions for (σi− 1)
∫
i[TiT1]T
n
i and (σi− 1)
∫
i T
n
1 obtained in Step 2, we find
(2)
(1−σi)([TiT1]a) =
∑
n
bn
1− [1]n+1
n+ 1
[Ti]
n+1+
∑
n>0
[TiT1]cn
[1]1−n − 1
n− 1
[T1]
n−1(1 + Y )n∏
2≤j≤r,j 6=i(1 + Yj)
n
+(σi−1)
∫
i
τ.
Now, since [TiT1]a ∈ [TiT1] ·Di we may write
[TiT1]a =
∑
α∈N[1/p]
[TiT1]Xα[Ti]
α +
∑
α∈Z[1/p],α<0
[TiT1]Xα[T1]
−α
with Xα in D
(i)
i . Hence
(3) (1− σi)([TiT1]a) =
∑
α∈N[1/p]
[TiT1]Xα(1− [1]
α)[Ti]
α +
∑
α∈Z[1/p],α<0
[TiT1]Xα(1− [1]
α)[T1]
−α.
Comparing the equations (2) and (3) we claim that we get an equality of coefficients of [Ti]
α and
[T1]
−α. Indeed, since the Y, Yj , 2 ≤ j ≤ d + 1, j 6= i, are independent indeterminates we reduce
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to the case where the coefficients lie in Acris,∞(O(c))/p
nAcris,∞(O(c)) in which case it follows from
Proposition 3.3. Now write∫
i
τ =
∑
n>0
Y
[n]
i
∑
α≥0
Xα,n[Ti]
α +
∑
α<0
Xα,n[T1]
−α

with Xα,n ∈ D
(i)
i as in Step 1. Since
∫
i τ is t-torsion, by Step 1 we have
(σi − 1)(
∫
i
τ) =
∑
n>0
Y
[n]
i
∑
α≥0
Xα,n([1]
α−n − 1)[Ti]
α +
∑
α<0
Xα,n([1]
−α−n − 1)[T1]
−α
 .
Note that in this sum we have n > 0. So comparing with equation (3) we deduce that
(σi − 1)(
∫
i
τ) = 0.
Hence comparing equations (2) and (3) we find
0 = t[TiT1]Xα (vp(α) < 0)(4)
bn
1− [1]n+1
n+ 1
= [TiT1]Xn+1(1 − [1]
n+1)(5) [
TiT1
]
cn
([1]1−n − 1)(1 + Y )n
(n− 1)
∏
2≤j≤r,j 6=i(1 + Yj)
n
= [TiT1]X1−n(1 − [1]
1−n).(6)
In particular, from Prop. 1.2 we deduce that
tbn = [TiT1]Xn+1t(n+ 1)
tcn[TiT1] = (n− 1)t[TiT1]X1−n
∏
2≤j≤r,j 6=i(1 + Yj)
n
(1 + Y )n
.
Hence we can write
t[TiT1]m = t[TiT1]a+ t[TiT1]
∑
n
Xn+1(T
n+1
i − [Ti]
n+1)
+t[TiT1]
∑
n>0
X1−n
(
[T1]
n−1 −
T n−11
∏
2≤j≤r,j 6=i(1 + Yj)
n−1
(1 + Y )n−1
)
= t[TiT1]
{
a′ +
∑
n
Xn+1T
n+1
i −
∑
n>0
X1−n
T n−11
∏
2≤j≤r,j 6=i(1 + Yj)
n−1
(1 + Y )n−1
}
where
a′ := a−
∑
n
Xn+1[Ti]
n+1 +
∑
n>0
X1−n[T1]
n−1
is annihilated by t[TiT1] by equation (4). So we can write
t[TiT1]m = t[TiT1]
{∑
n
Xn+1T
n+1
i −
∑
n>0
X1−n
T n−11
∏
2≤j≤r,j 6=i(1 + Yj)
n−1
(1 + Y )n−1
}
and this completes the induction step.
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Step 4: Now we can repeat Step 3 for any other index j 6= i, 2 ≤ j ≤ r. In more detail, the
same argument as that of Step 3 shows that if m ∈ (M+∞/p
nM+∞)
σi=1,σj=1, then t2[TjTiT1]m ∈
t2[TjTiT1] ·D
σi=1,σj=1
i,j [Tj , Ti, T1], where
Di,j := A
+
∞/p
nA+∞
〈
Y2, ..., Yˆi, ..., Yˆj , ..., Yd+1
〉
.
It is now clear that if m ∈ (M+∞/p
nM+∞)
∆∞ , then tr[c]m ∈ tr[c] ·Dσ2=1,...,σr=12,...,r [T1, T2, ...., Tr], where
D2,...,r := A
+
∞/p
nA+∞ 〈Yr+1, ..., Yd+1〉 .
Step 5: For an index i, r+1 ≤ i ≤ d+1, then we may adapt the previous steps with the following
changes. We use ∂i :=
∂
∂Ti
and let
∫
i
be the unique Di-linear map sending Y
[n]
i to [Ti]Y
[n+1]
i . Then
one checks easily that we have
(σi − 1)
∫
i
T ni =
1− [1]n+1
n+ 1
[Ti]
n+1.
With these changes a similar but simpler proof as that of Step 3 shows that if m ∈ ker(σi−1), then
tm ∈ t ·Dσi=1i [Ti].
Step 6: Combining the previous steps, we deduce that if m ∈ (M+∞/p
nM+∞)
∆∞ , then td[c]m ∈
td[c] · (A+∞/p
nA+∞)
∆∞ [T1, ...., Td+1]. Hence by Corollary 3.2 the proof is complete. 
3.2.4. Recall that R is a small integral K+-algebra with K+ integrally closed in R, and Rn is the
e´tale Θ(c)/pnΘ(c)-algebra lifting R/pR.
Theorem 3.2. For all i 6= 0, the B+-module
Hi(∆∞,M
+
∞/p
nM+∞)
is annihilated by td.
Proof. Step 0: Firstly, by Corollary 2.6, M+∞/p
nM+∞ is a discrete p-torsion ∆∞-module, so the
Koszul complex L ⊗Zp[[∆∞]] M
+
∞/p
nM+∞ computes the Galois cohomology of M
+
∞/p
nM+∞ (3.2.1).
We first show that for all i and all m ∈ M+∞/p
nM+∞, t ·m lies in the image of the endomorphism
σi − 1, and from this we will deduce the statement of the theorem. Since
M+∞(R)/p
nM+∞(R)
∼=M+∞(O(c))/p
nM+∞(O(c)) ⊗Θ(c)/pnΘ(c) Rn
we can assume that R = O(c). Fix some 2 ≤ i ≤ d+1. Recall that Xi = [Ti]⊗T
−1
i − 1. Now every
element of M+∞(O(c))/p
nM+∞(O(c)) is the sum of monomials of the form
µ1 = x[T1]
αX
[n]
i , or µ = x[T i]
αX
[n]
i
with x invariant under σi and α ∈ N[1/p]. For m = µ1, µ, we will show that tm = (σi− 1)fi(m) for
some fi(m) by induction on n.
Step 1: If n = 0, then we distinguish three cases: α = 0, vp(α) ≥ 0, and vp(α) < 0. If α = 0 then
take
fi(m) = m log(Xi + 1).
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Since σi log(Xi+1) = log([1](Xi+1)) = t+log(Xi+1) we obtain the claim in this case. If vp(α) ≥ 0
then α ∈ N and
[T i]
α = Tαi (1 +Xi)
α
= Tαi
(
1 +
α∑
r=1
α!
(α− r)!
X
[r]
i
)
so
([1]α − 1)[T i]
α = (σi − 1)[T i]
α
= Tαi (σi − 1)
(
α∑
r=1
α!
(α− r)!
X
[r]
i
)
= (σi − 1)
(
α · Tαi
(
α∑
r=1
(α− 1)!
(α− r)!
X
[r]
i
))
and hence
t[T i]
α = (σi − 1)
(
tα
[1]α − 1
Tαi
(
α∑
r=1
(α− 1)!
(α− r)!
([πT−1i ]⊗ u
−1Ti − 1)
[r]
))
(recall that
tα
[1]α − 1
∈ Acris(K+) by Proposition 1.2). Similarly we have
t[T 1]
α = (σi − 1)
(
tα
[1]α − 1
Tα1
(
α∑
r=1
(α− 1)!
(α− r)!
X
[r]
1
))
where X1 = [T1]⊗ T
−1
1 − 1. If vp(α) < 0, then
t[Ti]
α = (σi − 1)
(
t
[1]α − 1
[Ti]
α
)
.
This begins the induction.
Step 2: Fix some 2 ≤ i ≤ d + 1. Let ∂i := Ti
∂
∂Ti
. We claim that if m ∈ M+∞ and ∂i(m) = 0,
then tm = (σi − 1)m′ for some m′ ∈ M+∞. Indeed, write m =
∑
j yjX
[j]
i with ∂i(yj) = 0 and
yj =
∑
α≥0 xα[Ti]
α +
∑
α<0 xα[T1]
−α with xα invariant under σi. Then
∂i(m) =
∑
j
yjX
[j−1]
i
 (−1)(1 +Xi) = 0
and since 1 +Xi is a unit we deduce that yj = 0 for all j 6= 0, hence m = y0. So by Step 1 above
this proves the claim.
Step 3: We claim that ∂i is surjective. It suffices to show that X
[j]
i lies in the image of ∂i for all
j ∈ N. We have
∂i(−X
[j+1]
i ) = X
[j]
i + (j + 1)X
[j+1]
i
so by induction we deduce the formula
X
[j]
i =
∞∑
k=1
(−1)k
(j + k − 1)!
j!
∂i(X
[j+k]
i )
thereby proving the claim.
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Step 4: We claim that for all α ∈ N[1/p] and all n ∈ N, the elements
nt[T1]
αX
[n]
i , nt[Ti]
αX
[n]
i
are in the image of σi− 1. Let us show this for nt[Ti]αX
[n]
i , the argument for nt[T1]
αX
[n]
i being the
same. First of all, if vp(α) ≥ 0 then
[Ti]
α = Tαi ([Ti]⊗ T
−1
i − 1 + 1)
α = Tαi
∑
r≥0
α!
(α− r)!
X
[r]
i
so by considering each summand individually we may assume that either α = 0 or vp(α) < 0. Now,
we have
(σi − 1)([Ti]
αX
[n]
i ) = [1]
α[Ti]
α([1][Ti]⊗ T
−1
i − 1)
[n] − [Ti]
αX
[n]
i
= [1]α+n[Ti]
α
(
[Ti]⊗ T
−1
i − 1 + (1 − [1]
−1)
)[n]
− [Ti]
αX
[n]
i
= [1]α+n[Ti]
α
n∑
r=0
X
[r]
i (1 − [1]
−1)[n−r] − [Ti]
αX
[n]
i
= ([1]α+n − 1)[Ti]
αX
[n]
i + [1]
α+n[Ti]
α
n−1∑
r=0
X
[r]
i (1− [1]
−1)[n−r].
Now recall (Prop. 1.2) that 1− [1]−1 = tw for some unit w ∈ Acris(K
+), hence
(1− [1]−1)[n−r] = t
wn−rtn−r−1
(n− r)!
is a multiple of t for 0 ≤ r < n. So by induction on n we may assume that
[1]α+n[Ti]
α
n−1∑
r=0
X
[r]
i (1− [1]
−1)[n−r]
lies in the image of σi − 1. Hence
([1]α+n − 1)[Ti]
αX
[n]
i
lies in the image of σi − 1. Recall (Prop. 1.2) that we have
tpmax(vp(α+n),0) = b([1]α+n − 1)
for some b ∈ Acris(K+). If α = 0, then this immediately proves the claim. If vp(α) < 0, then
vp(α+ n) = vp(α) < 0, and so the claim also follows.
Step 5: Consider an element of the form
t[T1]
αX
[n]
i , t[Ti]
αX
[n]
i .
We have
∂i(−t[Ti]
αX
[n]
i ) = t[Ti]
αX
[n−1]
i + nt[Ti]
αX
[n]
i .
So by induction hypothesis and by Step 4 we know that
∂i(t[Ti]
αX
[n]
i ) = (σi − 1)m
for some m ∈M+∞. By Step 3 we know that m = ∂i(m1) for some m1 ∈M
+
∞, hence
∂i(t[Ti]
αX
[n]
i ) = ∂i ((σi − 1)(m1)) .
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So we deduce that
t[Ti]
αX
[n]
i = (σi − 1)(m1) +m2
with ∂i(m2) = 0. We claim that m2 = (σi − 1)(m3). Since n > 0 and ∂i(m2) = 0, it suffices
to show that the coefficient of X
[0]
i in (σi − 1)(m1) lies in the image of σi − 1. To see this, write
m1 =
∑
α cα[Ti]
αX
[nα]
i for some cα ∈ (M
+
∞/p
n)∂i=0,σi=1. Then by a computation above we have
(σi − 1)([Ti]
αX
[nα]
i ) = ([1]
α+nα − 1)[Ti]
αX
[nα]
i + [1]
α+nα [Ti]
α
nα−1∑
r=0
X
[r]
i (1− [1]
−1)[nα−r]
and in this sum the coefficient of X
[0]
i is a multiple of t if nα 6= 0 and otherwise it is ([1]
α − 1)[Ti]α
which is in the image of σi − 1. Hence the coefficient of X
[0]
i in (σi − 1)(m1) lies in the image of
σi − 1. Hence m2 lies in the image of σi − 1.
Since the same argument also works for t[T1]
αX
[n]
i this completes the induction, and proves that
for all i
H0(Li ⊗Zp[[∆∞]] M
+
∞/p
nM+∞)
is annihilated by t, where Li is the complex defined in (3.2.1).
Step 6: Now, consider the Koszul complex L = ⊗Zp[[∆∞]]Li. For any complex K of Zp[[∆∞]]-
modules we have short exact sequences ([15, Ch. IV, Prop. 1])
0 −→H0(Li ⊗Zp[[∆∞]] Hp(K)) −→Hp(Li ⊗Zp[[∆∞]] K) −→H1(Li ⊗Zp[[∆∞]] Hp−1(K)) −→ 0.
Applying this inductively to K = L≤e ⊗Zp[[∆∞]] M
+
∞/p
nM+∞, with L≤e := ⊗i≤eLi the theorem
follows. 
3.2.5. We can now tie everything together. Denote C•(∆,−) = Homcont.,∆(∆×•,−) the usual
functorial complex computing continuous group cohomology of ∆.
Corollary 3.3. Suppose that R is a small K+-algebra. Then there is a canonical morphism of the
derived category
B+log ⊗Σ ω
•
Rn/Σn
→ C•(∆, A+log,Σ/p
nA+log,Σ)
which is an almost quasi-isomorphism up to td[c]-torsion.
Proof. The morphism in the derived category comes from the morphisms of complexes
C∗(∆, A+/pnA+)
∼
−→ C∗(∆,M+/pnM+ ⊗Rn ω
•
Rn/Σn
) ←− B+log/p
nB+log ⊗Σn ω
•
Rn/Σn
where the morphism of the left is a quasi-isomorphism by (3.1.2). Now by Corollary 2.5, the result
follows from Theorems 3.1 and 3.2. 
3.3. Kummer sequence compatibility. Let R be a small integral K+-algebra and let f ∈ R∗.
Let Rn be the ind-e´tale Θ(c)/pnΘ(c)-algebra lifting R⊗ Fp and let fˆ be a lift of f mod p to Rn.
The element f defines, via the Kummer sequence, a 1-cocycle(
δ 7→
δ(fp
−n
)
fp−n
)
∈ C1(∆,Z/pnZ(1)).
Under the logarithm log : Z/pnZ(1)→ A+/pnA+ it maps to
log
(
fp
−n
)
:=
(
δ 7→ log
(
δ(fp
−n
)
fp−n
))
∈ C1(∆, A+/pnA+).
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Proposition 3.4. We have dlog(fˆ) = − log
(
fp
−n
)
in H1(∆, A+/pnA+).
Proof. We have morphisms of complexes
C∗(∆, A+/pnA+)
∼
−→ C∗(∆,M+/pnM+ ⊗Rn ω
•
Rn/Σn
) ←− B+log/p
nB+log ⊗Σn ω
•
Rn/Σn
and dlog(fˆ) is the image under d of log
([
fp
−n
]−1
⊗ fˆ
)
∈ C0(∆,M+/pnM+) and the latter has
image log
(
f−p
−n
)
= − log
(
fp
−n
)
∈ C1(∆,M+/pnM+). 
4. Appendix: results from commutative algebra
4.1. Complement on log structures.
4.1.1. Part (i) of the next lemma is implicit in [12].
Lemma 4.1. Let i : (X0,M0) →֒ (X,M) be a nilpotent closed immersion of log-schemes of ideal
I . Then
(i) i∗M = i−1M/(1+I ); in particular, i is exact if and only if the map i−1M →M0 is surjective
and locally for all sections m,m′ of i−1M with same image in M0, there exists u ∈ 1 + I
such that m = um′
(ii) if X is affine, i exact, and M integral, then Γ(X,M)/Γ(X, 1 + I ) = Γ(X0,M0).
(iii) If i is exact, M0 fine and saturated, and M integral, then M is fine and saturated and is
given in a neighbourhood of a geometric point x¯ → X0 by the fine saturated monoid P :=
M0,x¯/O
∗
X0,x¯
.
Proof. (i): One first shows easily that O∗X0
∼= i−1O∗X/(1+I ). If L→ OX0 is a log-structure on X0
together with a morphism of pre-log-structures
i−1M → L
then 1 + I ⊂ i−1M maps to 1 ∈ L, so the map factors (necessarily uniquely)
i−1M/(1 + I )→ L.
So the claim will follow if we can show that i−1M/(1+I ) is a log-structure. If α : i−1M → i−1OX
is the inverse image by i of the map defining M as a log-structure on X , then α induces an
isomorphism α−1i−1O∗X
∼= i−1O∗X , whence an isomorphism
α−1i−1O∗X/(1 + I )
∼= i−1O∗X/(1 + I )
i.e. i−1M/(1 + I )→ i−1OX/I ∼= OX0 is a log-structure on X0.
(ii): I thank the referee for this argument. Let s ∈ Γ(X0, i
∗M). Choose an e´tale covering
U = {Uj → X0}j∈J such that s|Uj is the image of tj ∈ i
−1(M)(Uj). For all j, k ∈ J , let
Ujk := Uj ×X0 Uk. Then since M is integral, {tj/tk ∈ (1 + I )(Ujk)}(j,k)∈J2 is a one-cocycle
with values in 1 + I . We claim that, up to refining U , it is a coboundary. It suffices to show
that H1e´t(X, 1 + I ) = 0. To see this, note we have a finite filtration of 1 + I by subgroups of
the form 1 + I n, n > 1, whose graded is isomorphic to I n/I n+1. Since the latter are quasi-
coherent sheaves, their cohomology vanishes in degree at least 1, and the claim follows from this.
So, after refining U , we may assume that tj/tk = uj/uk for some uj ∈ (1 + I )(Uj), j ∈ J . Then
{u−1j tj ∈ i
−1(M)(Uj)}j∈J glues to give an element of Γ(X0, i−1M) which maps to s. So the map
Γ(X,M)→ Γ(X0, i∗M) is surjective. Now the result follows from (i).
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(iii): Since M0 is fine and saturated, P
gp is a finite free Z-module, so there is a section P gp →
Mgp0,x¯. This extends to a map P → M0,x¯ → OX0,x¯ which is a chart of the log-structure M0 in a
neighbourhood of x¯. By (i) it follows that P = Mx¯/O
∗
X,x¯, so similarly we get a map s : P →
Mx¯ → OX,x¯ which we claim defines a chart. Let P → OX be the log-structure associated to s in
a neighbourhood of x¯. It comes equipped with a morphism of log-structures φ : P → M and by
construction i∗P ∼= M0 = i
∗M . So if m ∈ M is a section, there is p ∈ P and u ∈ O∗X such that
φ(pu) and m have same image in M0. By (i) there is v ∈ 1 + I such that φ(pu) = mv, hence
m = φ(puv−1) so φ is surjective. Similarly, if φ(p1u1) = φ(p2u2), then there is w ∈ 1 + I such
that p1u1 = wp2u2 in P . So φ(p1u1) = wφ(p2u2) in M , whence w = 1 since M is integral. So
p1u1 = p2u2, and φ is injective. 
4.1.2. Let R be a strictly henselian ring, Q and integral monoid together with a map αQ : Q→ R.
Let Qa → R be the log structure on Spec(R) associated to αQ, i.e. Qa = Q ⊕ R∗/ ∼, where
(q1, u1) ∼ (q2, u2) ((qi, ui) ∈ Q⊕R∗ for i = 1, 2) if and only if there are h1, h2 ∈ α
−1
Q (R
∗) such that
h1q1 = h2q2 and h2u1 = h1u2.
Lemma 4.2. (i) The natural map Qgp → (Qa)gp/R∗ is surjective.
(ii) The natural map Qgp → (Qa)gp is injective.
Proof. (i): We first note that if f :M → N is a surjective map of integral monoids, thenMgp → Ngp
is surjective. Indeed, if n1/n2 ∈ Ngp with n1, n2 ∈ N , then we can find mi ∈ M such that
f(mi) = ni for i = 1, 2, and then n1/n2 is the image of m1/m2.
Consider the monoid Qa/R∗. Since Qa is an integral monoid (since Q is) it follows easily that
Qa/R∗ is also integral, where Qa/R∗ := Qa/ ∼, where x ∼ y if and only if there is u ∈ R∗ such
that xu = y. Write Q¯ := Qa/R∗. Then the natural map Q → Q¯ is surjective: if q ∈ Q¯ then it is
the image of (q′, u) ∈ Qa for q′ ∈ Q and u ∈ R∗; since (q′, u) = (q′, 1)(1, u) it follows the image of
(q′, 1) in Q¯ is q, and so q′ ∈ Q maps to q ∈ Q¯. So the map Qgp → (Q¯)gp is surjective.
Also, the map (Qa)gp → (Q¯)gp is surjective. If x ∈ (Qa)gp lies in its kernel, then write x = q1/q2
for qi ∈ Qa for i = 1, 2. Then q1 and q2 have the same image in Q¯, so q1 = uq2 for some u ∈ R∗.
Hence (Qa)gp/R∗ ∼= (Q¯)gp, and this proves (i).
(ii): Let x ∈ ker(Qgp → (Qa)gp). Write x = m1/m2 with mi ∈ Q for i = 1, 2. Then m1 and
m2 have same image in Q
a, i.e. (m1, 1) ∼ (m2, 1) for the equivalence relation described before the
statement of the lemma. So there are h1, h2 ∈ α
−1
Q (R
∗) such that h1m1 = h2m2 and h2 · 1 = h1 · 1.
So h1 = h2 and h1m1 = h1m2. Since Q is integral we must have m1 = m2. 
Now let I ⊂ R a nilpotent ideal, and R¯ := R/I. Suppose that Q→M is a surjection of integral
monoids which fits in a commutative diagram of (multiplicative) monoids
Q −−−−→ M
αQ
y αMy
R −−−−→ R¯
where the map R → R/I is the quotient map. We write Qa for the log structure on Spec(R)
associated to the map αQ and write M
a for the log structure on Spec(R¯) associated to αM .
Lemma 4.3. With notation and hypothesis as above. Suppose that the group L := ker(Qgp →Mgp)
consists of 1-units, i.e. the image of L in (Qa)gp lies in the subgroup 1 + I ⊂ R∗ ⊂ Qa ⊂ (Qa)gp
(this makes sense because Qa is a log structure). If the canonical map
Qgp ∩R∗ →Mgp ∩ R¯∗
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is surjective, then we have an exact sequence
1→ 1 + I → (Qa)gp → (Ma)gp → 1.
Proof. Let αQa : Q
a → R (resp. αMa : Ma → R¯) be the map deduced from αQ (resp. αM ). Then
the map α−1Qa(R
∗)→ R∗ is an isomorphism and we simply write R∗ for α−1Qa(R
∗) when this doesn’t
lead to confusion. Then we have a commutative diagram with exact rows
1 −−−−→ 1 + I −−−−→ R∗ −−−−→ R¯∗ −−−−→ 1y y y
1 −−−−→ K −−−−→ (Qa)gp −−−−→ (Ma)gp −−−−→ 1
in which the vertical maps are injective, so by the snake lemma we get an exact sequence
1→ K/(1 + I)→ (Qa)gp/R∗ → (Ma)gp/R¯∗ → 1.
It fits in a commutative diagram
1 −−−−→ L −−−−→ Qgp −−−−→ Mgp −−−−→ 1y y y
1 −−−−→ K/(1 + I) −−−−→ (Qa)gp/R∗ −−−−→ (Ma)gp/R¯∗ −−−−→ 1
where the maps Qgp → (Qa)gp/R∗,Mgp → (Ma)gp/R¯∗ are surjective by Lemma 4.2 (i). By Lemma
4.2 (ii) we have ker(Qgp → (Qa)gp/R∗) = Qgp ∩ R∗ (intersection taken in (Qa)gp) and similarly
Mgp ∩ R¯∗ = ker(Mgp → (Ma)gp/R¯∗). Moreover, ker(L → K/(1 + I)) = L since L ⊂ 1 + I by
assumption. So by the snake lemma we get an exact sequence
1→ L→ Qgp ∩R∗ →Mgp ∩ R¯∗ → K/(1 + I)→ 1.
Since the map Qgp ∩R∗ →Mgp ∩ R¯∗ is surjective by assumption, we have K/(1 + I) = 1, and this
completes the proof. 
4.2. Integrality results. Notation as in (2.2.2).
Lemma 4.4. (i) O(c)n is a regular integral domain.
(ii) O(c)n,L is an integrally closed domain.
Proof. (i): This is clear since O(c)n has either good (c = 1) or semi-stable (c = π) reduction.
(ii): Since O(c)n,L is an integral domain, it suffices to show that it is normal. Since Ln is a
finite extension of Kn and normality is stable by e´tale localization, up to making a finite unramified
extension of Kn we may assume that Ln is a totally ramified extension of Kn, in particular L
+
n
∼=
K+n [X ]/(f), where f is an Eisenstein polynomial ([14, Ch. I, §6, Prop. 18]). Since O(c)n is a Krull
ring, by the conjunction of [4, Ch. 7, §4, no. 2, Thm. 2] and [4, Ch. 5, §1, no. 2, Prop. 8], we may
localize at height 1 prime ideals to reduce to the case O(c)n is a discrete valuation ring. If O(c)n
is of equal characteristic zero, then O(c)n,L is e´tale over O(c)n, hence normal. If O(c)n is of mixed
characteristic and c = π, then cn is a uniformizer for O(c)n andO(c)n,L ∼= O(c)n[X ]/(f). So O(c)n,L
is a discrete valuation ring ([14, Ch. I, §6, Prop. 17]), in particular a normal ring. If c = 1, then it
is easy to see that the special fibre of Spec(O(c)n)→ Spec(K+n ) is integral, hence a uniformizer of
K+n is a uniformizer of O(c)n and f is an Eisenstein polynomial, so we can conclude. 
Note that the normalization of K+n in Rn is unramified over K
+
n because R is small. Define
Rn,L := R⊗O(c) O(c)n,L.
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Proposition 4.1. Assume K ∩ R = K+. If R is an integral domain and K+ is integrally closed
in R, then Rn,L is an integrally closed domain for all n and L.
Proof (Ramero). Since Rn,L is e´tale over O(c)n,L it follows that Rn,L is a normal ring. So it suffices
to show that Rn,L is an integral domain.
We first show that S := R ⊗K+ K
+
n is an integral domain. Note that since K
+ is integrally
closed in R we have Q(R) ∩ Kn = K. Let Q(R) · Kn be the composite of Q(R) and Kn. Now,
S ⊂ Q(R)⊗K+ K
+
n and the latter is a field: we have a surjective map
Q(R)⊗K+ K
+
n → Q(R) ·Kn
and Q(R) ⊗K+ K
+
n is a Q(R) vector space of dimension [Kn : K]; since Q(R) ∩ Kn = K,
dimQ(R)Q(R) · Kn = [Kn : K], hence the map is an isomorphism. This proves that S is an
integral domain.
We now show that Rn = Rn,K is an integral domain. It suffices to show that its spectrum
is connected. Since Rn is finite flat over S the image of a connected component of Rn under
the morphism f : Spec(Rn) → Spec(S) is both open and closed, hence equal to S because f is
generically finite e´tale (in particular every connected component of Rn dominates S). So it suffices
to show that f has a single connected fibre. Let q be a generic point of Spec(S/πS), considered
as a prime ideal of S, and let p = q ∩ O, where O := O(c) ⊗K+ K
+
n . Let S
h
q resp. O
h
p denote the
henselization of S at q resp. O at p. Since the prime ideals p and q have height one, these are
discrete valuation rings. Let On := O(c)n. We claim that
Ohp ⊗O On
is a noetherian henselian local ring. It suffices to show that
k(p)⊗O On
is an integral domain. In the case c = π we have p = (cn, Ti) for some 1 ≤ i ≤ r, and otherwise we
have p = (πn) where πn denotes a uniformizer of K
+
n . First consider the case c = π. Then k(p) is
the fraction field of k[T±11 , ..., T̂
±1
i , ..., T
±1
d+1] and k(p)⊗O On is a localization of
k[T±11 , ..., T̂
±1
i , ..., T
±1
d+1]⊗O On
∼= k
[
T
(n)
1 ,
1
T
(n)
1
, ..., T̂
(n)
i ,
1̂
T
(n)
i
, ..., T
(n)
d+1,
1
T
(n)
d+1
]
hence is an integral domain. As usual, here the hat over a symbol means that we omit it. This proves
the claim in the case c = π and the case c = 1 is simpler. Note also that Ohp ⊗OOn ∼= (Op ⊗O On)
h
is normal since Op ⊗O On is ([10, IV4, Thm. 18.6.9]). Hence it is a discrete valuation ring.
Now, the extension
Ohp → S
h
q
is finite e´tale of degree f (say) and the extension
Ohp → O
h
p ⊗O On
is totally ramified of degree e (say). So the composite Shq · On is an extension of O
h
p of degree
d = e · f . Hence the canonical map
Shq ⊗Ohp O
h
p ⊗O On → S
h
q · On
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is a surjective map of free Ohp -modules of same rank, so it is an isomorphism. Thus, S
h
q ⊗O On
∼=
Shq · On is connected, and so (since S
h
q is a henselian noetherian local ring) has connected special
fibre
(Shq ⊗O On)/q · (S
h
q ⊗O On)
∼= (Sq/q)⊗O On.
This implies that the fibre of Rn = S ⊗O On over q is connected, hence so is Rn.
Finally, Rn,L is a domain, by the same dimension counting argument as for S. 
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