Reconstructing graphs from size and degree properties of their induced k-subgraphs  by Caro, Yair & Rautenbach, Dieter
Discrete Mathematics 307 (2007) 694–703
www.elsevier.com/locate/disc
Reconstructing graphs from size and degree properties of their
induced k-subgraphs
Yair Caroa, Dieter Rautenbachb,∗
aDepartment of Mathematics, University of Haifa-Oranim, Tivon 36006, Israel
bInstitut für Mathematik, TU Ilmenau, Postfach 100565, D-98684 Ilmenau, Germany
Received 6 September 2004; received in revised form 24 January 2006; accepted 5 June 2006
Available online 26 September 2006
Abstract
As a variant of the famous graph reconstruction problem we characterize classes of graphs of order n such that all their induced
subgraphs on kn vertices satisfy some property related to the number of edges or to the vertex degrees.
We give complete solutions for the properties (i) to be regular, (ii) to be regular modulo m2 or (iii) to have one of two possible
numbers of edges. Furthermore, for an order n large enough, we give solutions for the properties (iv) to be bi-regular or (v) to have
a bounded difference between the maximum and the minimum degree.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we consider the following variant of the famous reconstruction problem [3,9,11]: Given the information
that all induced subgraphs on k vertices of an unknown graph G on nk vertices satisfy a certain property, can we
determine the graph G?
While in the classical reconstruction problem we are given all induced k-subgraphs of G—the so-called k-deck of
G—and try to reconstruct G, here we are only given some information on a constrained k-deck and we would like to
know if this information sufﬁces to reconstruct the graph or the family of graphs whose k-deck satisﬁes the constraints.
This kind of problem has been considered under different names and in various variants. The ﬁrst paper in this spirit
was written in 1960 by Kelly and Merriell [10]. More recent papers considered the problem to characterize graphs
having the following properties:
(P1) All induced k-subgraphs have the same number of edges [4,8] (cf. also [12, p. 50]).
(P2) All induced k-subgraphs have the same number of edges modulo m [7].
(P3) All induced k-subgraphs have the same domination number [5].
(P4) For all induced k-subgraphs some complete graph parameter assumes the same value. A parameter  is called
complete, if for every k2 there are real numbers akbk such that {H = (VH ,EH ) | |VH | = k, (H) ∈
{ak, bk}} = {Kk, K¯k} [4,5].
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Related algorithmic aspects and complexity results were obtained in [6,7] and in [1] realizability and uniqueness
problems were addressed.
In the present paper we extend this line of research by characterizing graphs of order n having one of the following
ﬁve properties:
(P5) All induced k-subgraphs are regular (not necessarily of the same degree).
(P6) All induced k-subgraphs are regular modulo m (not necessarily of the same residual degree).
(P7) All induced k-subgraphs have one of two possible numbers of edges (generalizing P1).
(P8) All induced k-subgraphs are bi-regular (generalizing P5).
(P9) All induced k-subgraphs have a bounded difference between the maximum and the minimum degree (again
generalizing P5).
For properties P5, P6 and P7 we give complete solutions for all possible values of k and n. We also provide new shorter
proofs for the known results about properties P1 and P2. For properties P8 and P9 we give complete solutions for every
k and sufﬁciently large n.
Note that the properties P1, P2 and P5–P9 are symmetric in the sense that some graph has the property if and only
if its complement has it. We will use this symmetry often during our proofs.
Our paper is organized as follows. In Section 2 we present new shorter proofs for two known results and solve
problems P5 and P6. In Section 3 we solve problems P7 and P8 and in Section 4 we solve problem P9. Finally, in
Section 5 we pose some problems.
Before we proceed to Section 2 we introduce some notation (for notation not deﬁned here please refer to [2,12]).
We consider ﬁnite, undirected and simple graphs G = (V ,E) with vertex set V, edge set E, order n = |V | and size
|E|. The neighbourhood and degree of a vertex u ∈ V in the graph G are denoted by NG(u) and dG(u), respectively.
The maximum and minimum degree of G are denoted by (G) and (G), respectively. The graph G is regular if
(G) = (G) and biregular if G has at most two different vertex degrees, i.e. |{dG(u) | u ∈ V }|2. If m2 is an
integer, then G is regular modulo m if dG(u) ≡ dG(v) (modm) for all u, v ∈ V .
ForX ⊆ V letG[X] denote the subgraph of G induced by X and if |X|=k, thenG[X] is called an induced k-subgraph
of G. The complement of G is denoted by G¯.
A set of pairwise adjacent (non-adjacent) vertices is complete (independent). A complete subgraph of G is a clique.
For non-negative integers r and s let R(r, s) denote the classical Ramsey number, i.e. every graph of order at least
R(r, s) contains either a complete set of cardinality r or an independent set of cardinality s.
Let G = (VG,EG) and H = (VH ,EH ) be two graphs with VG ∩ VH = ∅. The join G + H of G and H has vertex
set VG ∪ VH and edge set EG ∪ EH ∪ {uv | u ∈ VG, v ∈ VH }. The union G ∪ H of G and H has vertex set VG ∪ VH
and edge set EG ∪ EH .
The complete graph of order n is denoted by Kn. The complete multipartite graph with partite sets of cardinalities
n1, n2, . . . , np is denoted by Kn1,n2,...,np . The path and cycle of order n are denoted by Pn and Cn, respectively.
2. One allowed size or degree
We begin with a new proof for the result of [7] concerning P2.
Theorem 2.1 (Caro and Yuster [7]). Let k,m2 be integers. Let G = (V ,E) be a graph of order nk + 1.
All induced k-subgraphs of G have the same number of edges modulo m if and only if
(i) either n = k + 1 and G is regular modulo m,
(ii) or nk + 2 and G or G¯ is
(a) either Kn,
(b) or K1,n−1 and k ≡ 1 (modm),
(c) or Ka,n−a , m = 2 and k ≡ 1 (mod 2).
Proof. Since the ‘if’-part is obvious, we prove the ‘only if’-part.
Let G = (V ,E) be a graph of order nk + 1 and let all induced k-subgraphs of G have the same number of edges
modulo m. Obviously, if n = k + 1, then every vertex must have the same degree modulo m and we are done. Hence,
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let nk + 2. We will prove two structural claims for induced subgraphs of order 4 which determine the structure of G.
Therefore, let x1, x2, x3, x4 ∈ V and X ⊆ V \{x1, x2, x3, x4} be such that |{x1, x2, x3, x4}| = 4 and |X| = k − 2. Let
G0 = G[{x1, x2, x3, x4}] and let di = |NG(xi) ∩ X| for 1 i4.
Claim 1. G0, G¯0 /∈ {K2 ∪ K1 ∪ K1, P3 ∪ K1, P4}.
Proof of Claim 1. By symmetry, we may assume for contradiction that x1x2 ∈ E and x1x4, x2x3, x3x4 /∈E. Since all
induced k-subgraphs containing X and two vertices from {x1, x2, x3, x4} have the same number of edges modulo m,
we obtain d1 +d2 +1 ≡ d3 +d4 ≡ d1 +d4 ≡ d2 +d3 (modm) which implies d1 ≡ d3 (modm) and d2 ≡ d4 (modm)
and hence the contradiction d1 + d2 ≡ d3 + d4 (modm). This completes the proof of the claim. 
Claim 2. If G0, G¯0 ∈ {K2 ∪ K2, C4}, then m = 2.
Proof of Claim 2. By symmetry, we may assume for contradiction that x1x2, x3x4 ∈ E and x1x3, x2x4 /∈E.We obtain
d1+d2+1 ≡ d1+d3 ≡ d2+d4 ≡ d3+d4+1 (modm)which implies d2+1 ≡ d3 (modm) and d2 ≡ d3+1 (modm)
and hence m = 2. This completes the proof of the claim. 
If G contains no non-trivial component, thenG=K¯n and we are done. Hence, we assume that G contains a non-trivial
component. If G has at least three components, then it containsK2 ∪K1 ∪K1 as an induced subgraph which contradicts
Claim 1. Thus, G has at most two components.
First, we assume that G has two components. If one component of G is not complete, then G contains P3 ∪K1 as an
induced subgraph which contradicts Claim 1. Thus both components are complete. If G contains at most one non-trivial
component, then G = K1 ∪ Kn−1. Since the induced k-subgraphs Kk and K1 ∪ Kk−1 have the same number of edges
modulo m, we have k − 1 ≡ 0 (modm) which implies k ≡ 1 (modm) and we are done. Hence we assume that G
contains two non-trivial components. By Claim 2, m = 2 and G = Ka ∪ Kn−a . If k ≡ 0 (mod 2), then G has induced
k-subgraphs with even and odd size which is a contradiction. Hence k ≡ 1 (mod 2).
Now, we assume that G is connected. If G is complete, then we are done. Hence let u, v,w ∈ V be such that
uv, vw ∈ E and uw /∈E. By Claims 1 and 2, either NG(x) ∩ {u, v,w} = {v} for all x ∈ V \{u, v,w} or m = 2 and
NG(x) ∩ {u, v,w} = {u,w} for all x ∈ V \{u, v,w}. By symmetry, it is easy to see that G is either K1,n−1 or G is
complete bipartite and m = 2. In both cases we obtain k ≡ 1 (modm) as above. This completes the proof. 
The result of [4,12] concerning P1 actually follows easily from Theorem 2.1.
Corollary 2.2 (Caro [4], West [12]). Let k2 be an integer. Let G = (V ,E) be a graph of order nk + 1.
All induced k-subgraphs of G have the same number of edges if and only if
(i) either n = k + 1 and G is a regular graph,
(ii) or nk + 2 and G or G¯ is Kn.
Proof. Since the ‘if’-part is obvious, we prove the ‘only if’-part.
If all induced k-subgraphs of G have the same number of edges, then all induced k-subgraphs of G have the same
number of edges modulo n. By Theorem 2.1, G is as in (i) or (ii) of Theorem 2.1 for m = n.
Note that if G is regular modulo n, then G is regular. Furthermore, note that k /≡ 1 (mod n) and that n 	= 2 because
2kn − 1. This implies that G is as in (i) or (ii) of the statement and the proof is complete. 
We can now quite easily derive the complete solutions for problems P5 and P6.
Corollary 2.3. Let k3 and m2 be integers. Let G = (V ,E) be a graph of order nk + 1.
All induced k-subgraphs of G are regular modulo m (not necessarily of the same residual degree) if and only if G or
G¯ is
(a) either Kn,
(b) or K1,n−1 and k ≡ 2 (modm),
(c) or Ka,n−a , m = 2 and k ≡ 0 (mod 2).
Proof. Since the ‘if’-part is obvious, we prove the ‘only if’-part.
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Let X ⊆ V be such that |X| = k and let u, v ∈ X. Since G[X] is regular modulo m, we have dG[X](u) ≡
dG[X](v) (modm) and the two induced (k − 1)-subgraphs G[X\{u}] and G[X\{v}] have the same number of edges
modulo m, i.e. all induced (k − 1)-subgraphs that share (k − 2) vertices have the same number of edges modulo m.
This easily implies that all induced (k − 1)-subgraphs of G have the same number of edges modulo m and the result
follows from Theorem 2.1. 
Corollary 2.4. Let k3. Let G = (V ,E) be a graph of order nk + 1.
All induced k-subgraphs of G are regular if and only if either G or G¯ is Kn.
Proof. Again choosing m = n, the result follows immediately from Corollary 2.3. 
For m = 2, we obtain the following result about Eulerian induced k-subgraphs.
Corollary 2.5. Let k3 be an integer. Let G = (V ,E) be a graph of order nk + 1.
All induced k-subgraphs of G are Eulerian (i.e. they are connected and all vertices have even degrees) if and only if
G is Kn and k ≡ 1 (mod 2).
Proof. Since the ‘if’-part is obvious, we prove the ‘only if’-part.
If all induced k-subgraphs of G= (V ,E) are Eulerian, then they are regular modulo 2. By Corollary 2.3, this implies
that G or G¯ is either Kn or Ka,n−a . Since all induced k-subgraphs are connected, we obtain that G is either Kn or
Ka,n−a .
If G = Kn, then all induced k-subgraphs are Kk and we have k ≡ 1 (mod 2). If G = Ka,n−a , then one of the two
induced k-subgraphs Ka,k−a and Ka−1,k−a+1 is not Eulerian. This completes the proof. 
3. Two allowed sizes or degrees
In this section we address properties P7 and P8. Let k3 be an integer. A graph G = (V ,E) is bisum of level k if
every induced k-subgraph of G has one of two possible number of edges.
It is obvious that if the order of a graph G is k + 1, then G is bisum of level k if and only if G is biregular.
Theorem 3.1. Let k3 be an integer. A graph G = (V ,E) of order nk + 2 is bisum of level k if and only if
(i) either n = k + 2 and G or G¯ is
(a) either regular,
(b) or Kk + K¯2,
(c) or K1,k+1,
(d) or ((k + 1)/2)K2 ∪ K1 and k ≡ 1 (mod 2),
(e) or K(k+1)/2 ∪ K(k+3)/2 and k ≡ 1 (mod 2).
(ii) or n = k + 3 and G or G¯ is
(a) either Kn,
(b) or Kn−2 + K¯2,
(c) or K1,n−1,
(d) or Kn/2,n/2 and k ≡ 1 (mod 2),
(e) or (n/2)K2 and k ≡ 1 (mod 2),
(f) or K2,4 and k = 3,
(g) or 2K2 ∪ 2K1 and k = 3.
(iii) or nk + 4 and G or G¯ is
(a) either Kn,
(b) or Kn−2 + K¯2,
(c) or K1,n−1,
(d) or rK2 ∪ sK1, 2r + s = n and k = 3,
(e) or Ka,b, a + b = n and k = 3.
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Proof. Since the ‘if’-part is obvious, we prove the ‘only if’-part. We consider (i), (ii) and (iii) separately.
(i) Let G= (V ,E) be a graph of order n= k + 2 that is bisum of level k. For different vertices u, v ∈ V let dG(u, v)
denote number of edges incident with u or v, i.e. dG(u, v)=dG(u)+dG(v) if uv /∈E and dG(u, v)=dG(u)+dG(v)−1
if uv ∈ E. Let D1 = {dG(u) | u ∈ V } and D2 = {dG(u, v) | u, v ∈ V, u 	= v}.
A subgraph of G induced by a set X ⊆ V with V \X = {u, v} has exactly |E| − dG(u, v) edges. Hence, G is bisum
of level k if and only if |D2|2. We consider four different cases.
Case 1: |D1| = 1, i.e. G is regular.
If G is regular of degree r, then D2 ⊆ {2r − 1, 2r} and hence G is bisum.
Case 2: |D1|4.
If u, v,w, z ∈ V are such that dG(u)> dG(v)> dG(w)>dG(z), then dG(u, v)dG(u) + dG(v) − 1>dG(u) +
dG(z)dG(u, z)dG(u)+dG(z)−1>dG(w)+dG(z)dG(w, z) and thus |D2| |{dG(u, v), dG(u, z), dG(w, z)}|=3.
Hence, G is not bisum in this case.
Case 3: |D1| = 3.
Let D1 = {a, b, c} be such that a >b>c and let A = {u ∈ V | dG(u) = a}, B = {u ∈ V | dG(u) = b} and
C = {u ∈ V | dG(u) = c}.
If ua ∈ A, ub ∈ B and uc ∈ C, then dG(ua, ub) ∈ {a + b − 1, a + b}, dG(ua, uc) ∈ {a + c − 1, a + c} and
dG(ub, uc) ∈ {b + c − 1, b + c}. Note that
a + b>a + b − 1a + c >a + c − 1b + c >b + c − 1.
Case 3.1: a + b ∈ D2.
This implies thatD2 ={a + b, a + c− 1= b+ c} and thus no vertex of A is adjacent to any vertex of B, every vertex
of A is adjacent to every vertex of C, no vertex of B is adjacent to any vertex of C and |C| = 1. Therefore, we get the
contradiction c = |A|a.
Case 3.2: b + c − 1 ∈ D2.
This implies that D2 = {a + b − 1 = a + c, b + c − 1} and thus every vertex of A is adjacent to every vertex of
B, no vertex of A is adjacent to any vertex of C, every vertex of B is adjacent to every vertex of C, |A| = 1, C is an
independent set and B is an independent set. We deduce that c=|B| and a=|B| which implies the contradiction a= c.
Case 3.3: a + b, b + c − 1 /∈D2.
This implies thatD2 = {a + b − 1, b + c} and thus every vertex of A is adjacent to every vertex of B, no vertex of B
is adjacent to any vertex of C, |A| = 1 and |C| = 1. This yields |B|n − 23 and c1.
First, we assume that B is neither complete nor independent. This implies 2b = a + b − 1 and 2b − 1 = b + c and
thus a = b + 1 = c + 2 which is a contradiction to a − c = |B|3. Hence B is either complete or independent. If B is
independent, then G = K1,k ∪ K1 and G is not bisum which is a contradiction. If B is complete, then G¯ = K1,k ∪ K1
which leads to the same contradiction.
Case 4: |D1| = 2.
Let D1 = {a, b} be such that a >b and let A = {u ∈ V | dG(u) = a} and B = {u ∈ V | dG(u) = b}. If ua ∈ A and
ub ∈ B, then dG(ua, ub) ∈ {a + b − 1, a + b}.
Case 4.1: |A|, |B|2.
If ua, u′a ∈ A and ub, u′b ∈ B, then dG(ua, u′a) ∈ {2a − 1, 2a} and dG(ub, u′b) ∈ {2b − 1, 2b}. Note that
2a > 2a − 1a + b>a + b − 12b> 2b − 1.
Case 4.1.1: 2a ∈ D2.
This implies thatD2 = {2a, a + b− 1= 2b} and thus a = b+ 1, every vertex of A is adjacent to every vertex of B, A
is independent and B is independent, i.e. G is a complete bipartite graph such that one partite set has a = b+ 1 vertices
and the other partite set has b vertices. This implies that G¯ is K(k+1)/2 ∪ K(k+3)/2 and k ≡ 1 (mod 2).
Case 4.1.2: 2b − 1 ∈ D2.
This implies thatD2 = {2a − 1 = a + b, 2b − 1} and thus a = b + 1, no vertex of A is adjacent to any vertex of B, A
is complete and B is complete, i.e. G is the union of two cliques one containing a + 1 = b + 2 vertices and the other
containing b + 1 vertices. This implies that G is K(k+1)/2 ∪ K(k+3)/2 and k ≡ 1 (mod 2).
Case 4.1.3: 2a, 2b − 1 /∈D2.
This implies that D2 = {2a − 1 = a + b, a + b − 1 = 2b} and thus a = b + 1, A is complete and B is independent.
Since b |A|, we obtain that every vertex of A has at most two neighbours in B.
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If some vertex of A has two neighbours in B, then every vertex of B is adjacent to every vertex of A and G is Kk + K¯2.
If some vertex of A has no neighbours in B, then considering G¯ implies, as before, that G¯ is Kk + K¯2. If some vertex of
A has exactly one neighbour in B, then every vertex of A has exactly one neighbour in B, every vertex of B has exactly
|A| − 1 neighbours in A. Hence |A| = (|A| − 1)|B|2|A| − 2 which implies |A| = 2 and |B| = 2. This contradicts
nk + 25.
Case 4.2: |A| = 1 or |B| = 1.
By symmetry, we can assume without loss of generality that |A| = 1 and thus |B|4.
If 2b − 1 /∈D2, then B is independent and G is a star K1,k+1. Hence, we can assume that 2b − 1 ∈ D2.
If a + b ∈ D2, then D2 = {a + b, 2b − 1} and thus the vertices of A are isolated which is a contradiction. Hence
D2={a+b−1, 2b−1} and thus every vertex ofA is adjacent to every vertex of B. Since B is not complete 2b=a+b−1
which implies a = b + 1 and hence G¯ is ((k + 1)/2)K2 ∪ K1 and k ≡ 1 (mod 2).
This completes the proof of (i).
(ii) Let G= (V ,E) be a graph of order n= k + 3 that is bisum of level k. Every induced (k + 2)-subgraph of G has
to be one of the graphs listed in part (i). For u ∈ V let G − u = G[V \{u}]. We consider different cases.
Case 1: G − u is regular for every u ∈ V .
By Corollary 2.4, G or G¯ is Kn.
Case 2: G − u or G¯ − u is Kk + K¯2 for some u ∈ V .
By symmetry, we can assume that G− u is K¯k ∪K2. Let v be a vertex of degree 0 in G− u. Since the graph G− v
contains an independent set I of size k− 1 and two adjacent vertices not adjacent to any vertex of I, part (i) implies that
G − v is either K¯k ∪ K2 or 2K2 ∪ K1 and k = 3.
IfG−v=K¯k ∪K2, then it is easy to see that eitherG=2K2 ∪2K1 and k=3 orG=K¯n−2 ∪K2. IfG−v=2K2 ∪K1
and k = 3, then it is easy to see that G = 2K2 ∪ 2K1 and k = 3.
Case 3: G − u or G¯ − u is K1,k+1 for some u ∈ V .
By symmetry, we can assume that G − u is K1,k+1. Let v be the vertex of degree k + 1 in G − u. Since the graph
G − v has an independent set of size k + 1, part (i) implies that G − v is either K¯k+2 or K1,k+1 or K¯k ∪ K2.
If G − v = K¯k+2, then it is easy to see that G = K1,n−1. If G − v = K1,k+1, then G is either K2,n−2 or K¯n−2 + K2.
As G is bisum of level k this implies that G is K2,4 and k = 3. If G − v = K¯k ∪ K2, then it is easy to see that G is not
bisum of level k.
Case 4: G − u or G¯ − u is ((k + 1)/2)K2 ∪ K1 and k ≡ 1 (mod 2) for some u ∈ V .
By symmetry, we can assume thatG−u is ((k+1)/2)K2 ∪K1. Let v be the vertex of degree 0 inG−u. SinceG−v
contains (k+1)/2 independent edges, part (i) implies thatG−v is either ((k+1)/2)K2∪K1 orK(k+1)/2∪K(k+3)/2 and
k= 3. Since G is bisum of level k, it is easy to see that G is either 2K2 ∪ 2K1 and k= 3 or (n/2)K2 and k ≡ 1 (mod 2).
Case 5: G − u or G¯ − u is K(k+1)/2 ∪ K(k+3)/2 and k ≡ 1 (mod 2) for some u ∈ V .
By symmetry, we can assume that G − u is K(k+1)/2 ∪ K(k+3)/2. Let v be a vertex of degree (k + 1)/2 in G − u.
Since G− v contains two disjoint complete sets of cardinality (k + 1)/2 with no edges between these two sets, part (i)
implies that G − v is either 2K2 ∪ K1 and k = 3 or K(k+1)/2 ∪ K(k+3)/2. As G is bisum of level k it is easy to see that
either G ∈ {3K2, 2K2 ∪ 2K1} and k = 3 or G¯ = K2,4 and k = 3 or G¯ = Kn/2,n/2 and k ≡ 1 (mod 2).
This completes the proof of (ii).
(iii) This part can be proven by induction on the order. Since the base step and the inductive step can be handled in
a similar way to the proof of part (ii), we leave it to the reader. 
Now, we turn to the graphs all induced k-subgraphs of which are biregular. For k = 4 we give a complete character-
ization of these graphs and for k5 we give a characterization for large enough order.
Theorem 3.2. Let G = (V ,E) be a graph of order n4.
All induced 4-subgraphs of G are biregular if and only if G or G¯ is
(a) either a complete multipartite graph,
(b) or P4,
(c) or C5.
Proof. Since the ‘if’-part is obvious, we prove the ‘only if’-part.
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Let G = (V ,E) be a graph of order n4 and let all induced 4-subgraphs of G be biregular. Clearly, G does not
contain one of the two graphs G1 = K1,2 ∪ K1 and G2 = K1 + (K2 ∪ K1) as an induced subgraph.
If G is (K2 ∪ K1)-free, then G is a complete multipartite graph (in a coloring of a complete multipartite graph with
as few colors as possible every two color classes induce a complete bipartite graph). Hence, we assume that there are
x, y, z ∈ V such that xy, xz /∈E and yz ∈ E. Let
A = NG(y) ∩ NG(z), B = NG(x) ∩ NG(y), C = NG(x) ∩ NG(z),
D = NG(x)\(NG(y) ∪ NG(z)) and R = V \(NG(x) ∪ NG(y) ∪ NG(z)).
As G is G1- and G2-free, V is the disjoint union of the sets {x, y, z}, A, B, C, D and R.
If A is not complete, then G[{a1, a2, x, y}]G1 for two non-adjacent vertices a1, a2 ∈ A. Hence A is complete.
Similarly, it follows that B, C and D are complete.
If ar ∈ E for a ∈ A and r ∈ R, then G[{a, r, x, y}]G1. Hence no vertex of R is adjacent to any vertex of A.
Similarly, it follows that no vertex of R is adjacent to any vertex of B ∪ C ∪ D.
If ad ∈ E for a ∈ A and d ∈ D, then G[{a, d, y, z}]G2. Hence no vertex of A is adjacent to any vertex of D.
Similarly, it follows that no vertex of B is adjacent to any vertex of C.
If r1r2, r2r3 ∈ E and r1r3 /∈E for r1, r2, r3 ∈ R, then G[{r1, r2, r3, x}]G1. Hence G[R] is P3-free and thus the
union of cliques.
If a ∈ A and b ∈ B, then either G[{a, b, x, y}]G2 or G[{a, b, y, z}]G2. Hence, if |B|1, then |A| = 0. By
symmetry and using similar arguments we obtain that either |B| = |C| = 0 or |A| = |D| = |R| = 0.
Now, if |B| = |C| = 0, then G is the union of cliques and we are done. Hence, we may assume that either |B|1
or |C|1 and thus |A| = |D| = |R| = 0. If |B|2, then G[{b1, b2, y, z}]G2 for b1, b2 ∈ B. Hence |B|1 and, by
symmetry, |C|1. It is now easy to see that G is either P4 or C5 and the proof is complete. 
Theorem 3.3. Let k5 be an integer. Let G = (V ,E) be a graph of order nk such that nR(k − 1, k − 1).
All induced k-subgraphs of G are biregular if and only if
(i) either k = 5 and G or G¯ is
(a) either (K2 ∪ K2) + K¯n−4,
(b) or (K2 ∪ K1) + K¯n−3,
(c) or Ka1,a2,...,ap for 0a1, a2, . . . , ap and a1 + a2 + · · · + ap = n.
(ii) or k = 6 and G or G¯ is
(a) either (K3 ∪ K1) + K¯n−4,
(b) or (K2 ∪ K2) + K¯n−4,
(c) or (K2 ∪ K1) + K¯n−3,
(d) or Ka + K¯n−a , 0an,
(e) or Ka,n−a , 0an,
(f) or rK2 ∪ sK1, 2r + s = n.
(iii) or k7 and G or G¯ is
(a) either Ka + K¯n−a , 0an,
(b) or Ka,n−a , 0an,
(c) or rK2 ∪ sK1, 2r + s = n.
Proof. Since the ‘if’-part is obvious, we prove the ‘only if’-part.
Let G = (V ,E) be a graph of order nR(k − 1, k − 1) such that all induced k-subgraphs of G are biregular. By
symmetry, we may assume that X = {x1, x2, . . . , xk−1} ⊆ V is an independent set. Let u ∈ V \X. Since G[{u} ∪X] is
biregular, we have that |NG(u) ∩ X| ∈ {0, 1, k − 1}. Let
A = {u ∈ V \X | |NG(u) ∩ X| = k − 1},
B = {u ∈ V \X | |NG(u) ∩ X| = 1},
C = {u ∈ V \X | |NG(u) ∩ X| = 0}.
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Case 1: A 	= ∅.
If a ∈ A and b ∈ B, then we may assume that bx1 ∈ E and the graph G[{a, b}∪ {x1, x2, . . . , xk−2}] is not biregular.
Hence B = ∅.
If a ∈ A and c ∈ C are such that ac /∈E, then the graph G[{a, c} ∪ {x1, x2, . . . , xk−2}] is not biregular. Hence every
vertex of A is adjacent to every vertex of C.
If a ∈ A and c1, c2 ∈ C are such that c1c2 ∈ E, then the graph G[{a, c1, c2} ∪ {x1, x2, . . . , xk−3}] is not biregular.
Hence C is an independent set.
Case 1.1: k = 5.
Every induced 4-subgraph of G[A] is biregular. Hence, by Theorem 3.2 and considering all graphs of order at most
3, G[A] is either a complete multipartite graph or a union of cliques or P4 or C5.
If G[A] is complete multipartite, then G is complete multipartite and we are done. If G[A] is isomorphic to P4 or
C5, then G contains as an induced subgraph the graph P4 + K1 which is not biregular.
Now we assume that G[A] is the union of cliques and not a complete multipartite graph. This implies that
G[A] contains at least two cliques one of which contains at least two vertices. If G[A] contains at least three
cliques, then G contains as an induced subgraph the graph (K2 ∪ K1 ∪ K1) + K1 which is not biregular. Hence
G[A] contains exactly two cliques. If there are vertices a1, a2, a3, a4 ∈ A such that G[{a1, a2, a3, a4}]K3 ∪
K1, then the graph G[{a1, a2, a3, a4} ∪ {x1}] is not biregular. Hence, G is one of the graphs (K2 ∪ K2) + K¯n−4
or (K2 ∪ K1) + K¯n−3.
Case 1.2: k6.
If a1, a2, a3 ∈ A are such that a1a2, a2a3 ∈ E and a1a3 /∈E, then the graph G[{a1, a2, a3} ∪ {x1, x2, . . . , xk−3}] is
not biregular. Hence G[A] is P3-free and G[A] is a union of cliques.
If A is complete or independent, then GK|A| + K¯n−|A| or GK|A|,n−|A| and we are done. Hence we may
assume that A is neither complete nor independent. This implies that there are vertices a1, a2, a3 ∈ A such that
a1a2 ∈ E and a1a3, a2a3 /∈E. Since the graph G[{a1, a2, a3} ∪ {x1, x2, . . . , xk−3}] is not biregular for k7, we
have k = 6.
If G[A] contains at least three cliques, then G contains as an induced subgraph the graph (K2 ∪ K1 ∪ K1) + K2
which is not biregular. Hence G[A] is the union of exactly two cliques. If there are vertices a1, a2, . . . , a5 ∈ A such
that G[{a1, a2, . . . , a5}]K3 ∪K2 or G[{a1, a2, . . . , a5}]K1 ∪K4, then the graph G[{a1, a2, . . . , a5} ∪ {x1}] is not
biregular. Hence, G is one of the graphs (K3 ∪ K1) + K¯n−4, (K2 ∪ K2) + K¯n−4 or (K2 ∪ K1) + K¯n−3.
Case 2: A = ∅.
For 1 ik − 1 let Bi = {u ∈ B | xi ∈ NG(u)}.
If b1, b2 ∈ B1 are such that b1b2 /∈E, then the graph G[{b1, b2} ∪ {x1, x2, . . . , xk−2}] is not biregular. Hence, by
symmetry, Bi is a complete for 1 ik − 1.
If b1 ∈ B1 and b2 ∈ B2 are such that b1b2 ∈ E, then the graph G[{b1, b2} ∪ {x1, x2, . . . , xk−2}] is not biregular.
Hence, by symmetry, there is no edge between Bi and Bj for 1 i < jk − 1.
If b1 ∈ B1 and c ∈ C are such that b1c ∈ E, then the graph G[{b1, c} ∪ {x1, x2, . . . , xk−2}] is not biregular. Hence,
by symmetry, there is no edge between B and C.
If c1, c2, c3 ∈ C are such that c1c2, c2c3 ∈ E and c1c3 /∈E, then the graph G[{c1, c2, c3} ∪ {x1, x2, . . . , xk−3}] is
not biregular. Hence, G[C] is P3-free and C is the disjoint union of cliques.
Therefore, G is the disjoint union of at least k − 1 cliques.
If k = 5, then we are done. Hence we assume k6. Since we can assume that G is not K¯a ∪ Kn−a for some
0an at least two cliques of G contain at least two vertices. If one clique of G contains at least three vertices, then
K3∪K2∪K¯k−5 is an induced subgraph ofGwhich is not biregular. Hence,GrK2∪sK1 with 2r+s=n and the proof is
complete. 
4. (G)− (G)r
In this section we consider graphs G all induced k-subgraphs H of which satisfy (H) − (H)r for some non-
negative integer r. Obviously, if r=0, then the induced k-subgraphs are regular and if r=1, then the induced k-subgraphs
are special biregular graphs.
Since all graphs H of order at most r + 2 satisfy (H) − (H)r , we can assume that kr + 3. The next result is
a characterization for large enough order.
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Theorem 4.1. Let k and r be integers such that kr + 34. Let G = (V ,E) be a graph of order nk such that
nR(max{k − 1, r2 + r + 1},max{k − 1, r2 + r + 1}).
All induced k-subgraphs H of G satisfy (H)− (H)r if and only if either G or G¯ has maximum degree at most r.
Proof. Since the ‘if’-part is obvious, we prove the ‘only if’-part.
Let G = (V ,E) be a graph of order n such that nR(max{k − 1, r2 + r + 1},max{k − 1, r2 + r + 1}) and let all
induced k-subgraphs H of G satisfy (H) − (H)r . By symmetry, we may assume that X ⊆ V is an independent
set with |X| = max{k − 1, r2 + r + 1}.
Claim 1. |NG(u) ∩ X|r for all u ∈ V .
Proof of the Claim. We assume for contradiction that |NG(u) ∩ X|r + 1 for some u ∈ V . Since X is independent,
u /∈X. If Y ⊆ X is such that |Y |=k−1 and |NG(u)∩Y |r+1, then either Y ⊆ NG(u),(G[{u}∪Y ])=k−1r+2
and (G[{u} ∪ Y ]) = 1 or YNG(u), (G[{u} ∪ Y ])r + 1 and (G[{u} ∪ Y ]) = 0. In both cases we obtain a
contradiction. 
To prove (G)r we assume for contradiction that dG(u)r + 1 for some u ∈ V . Let N = {v1, v2, . . . , vr+1} ⊆
NG(u).
First we assume that u ∈ X. Note that this implies that N ⊆ V \X. By Claim 1,∣∣∣∣∣X
∖
r+1⋃
i=1
NG(vi)
∣∣∣∣∣ (r2 + r + 1) − (1 + (r + 1)(r − 1)) = r + 1> 0.
If w ∈ X\⋃r+1i=1NG(vi) and Y ⊆ X\{u,w} is such that |Y | = k − 2 − (r + 1), then (G[{u,w} ∪N ∪ Y ])r + 1 and
(G[{u,w} ∪ N ∪ Y ]) = 0 which implies a contradiction.
Hence let u /∈X and let |NG(u) ∩ X| = tr . We may assume that (NG(u) ∩ X) ⊆ N . Now∣∣∣∣∣X
∖(
NG(u) ∪
r+1⋃
i=1
NG(vi)
)∣∣∣∣∣ (r2 + r + 1) − t − (r + 1 − t)r = t (r − 1) + 11> 0.
If w ∈ X\(NG(u) ∪ ⋃r+1i=1NG(vi)) and Y ⊆ X\({w} ∪ NG(u)) is such that |Y | = k − 2 − (r + 1), then
(G[{u,w} ∪ N ∪ Y ])r + 1 and (G[{u,w} ∪ N ∪ Y ]) = 0 which implies a contradiction. This completes the
proof. 
It is well known [2] that there exist graphs of order at least r2/4 with maximum degree r + 1 and diameter 2 (the
Moore graphs and the de Bruijn graphs are examples to such graphs, cf. [2, p. 227]). Hence neither these graphs nor
their complements have maximum degree r . If H is an induced subgraph of such a graph, then either (H)r or
(H) = r + 1 and (H)1. Hence H satisﬁes (H) − (H)r .
Therefore, if the order n is small compared to k and r, then the conclusion of Theorem 4.1 is no longer valid.
5. Concluding remarks
Our results offer many possibilities for further research. One could try to extend Theorems 3.3 and 4.1 to all orders
nk. Furthermore, one could generalize the results of Section 3 allowing more numbers of edges or degrees. One
could try to extend the results that we only gave for graphs to hypergraphs.
All properties that we considered were related to sizes or degrees. Of course, similar problems can be considered for
any other graph property and might lead to interesting results.
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