In oil and gas industry, prior prediction of certain properties is needed ahead of exploration and facility design. Viscosity and gas/oil ratio (GOR) are among those properties described through curves with their values varying over a specific range of reservoir pressures. However, the usual single point prediction approach could result into curves that are inconsistent, exhibiting scattered behavior as compared to the real curves. Support Vector Regressors and Functional Networks are explored in this paper to solve this problem. Inputs into the developed models include hydrocarbon and non-hydrocarbon crude oil compositions and other strongly correlating reservoir parameters. Graphical plots and statistical error measures, including root mean square error and average absolute percent relative error, have been used to evaluate the performance of the models. A comparative study is performed between the two techniques and with the conventional feed forward artificial neural networks. Most importantly, the predicted curves are consistent with the shapes of the physical curves of the mentioned oil properties, preserving the need of such curves for interpolation and ensuring conformity of the predicted curves with the conventional properties.
Introduction

Motivation
Reservoir fluid properties are very important in petroleum engineering computations such as material balance calculations, well test analysis, reserve estimation, inflow performance calculations, fluid flow in porous media, evaluation of new formation for potential development, numerical reservoir simulations, design of production equipment, and planning future enhanced oil recovery projects. At every stage of the petroleum exploration and production business, a priori knowledge of how the fluids will behave under a wide range of pressure and temperature conditions, particularly in terms of their volumetric and thermo physical properties, is required. The relationships of Pressure-Volume-Temperature (PVT) properties for oil and gas are traditionally estimated using empirical studies. Ideally, those properties could be measured in laboratories. The problem with those measurements is the availability of those laboratory tests and the right samples collected from the well-bore or well surface. The need for the prediction of PVT properties was then accomplished through the use of equations of states (EOS), which are derived from the basic mass, energy, and chemical balance equations. Because the EOS are derived for pure substances, correction factor(s) are always added when used on practical data. To overcome these problems, empirically derived correlations between those properties and well data had been developed based on available data for different regions in the world. During the last several years, neural networks have been used to obtain better prediction models than the empirical ones and they have shown a significant prediction improvement.
Unfortunately, the developed neural networks correlations are often limited and global correlations are usually less accurate compared to local correlations. Nevertheless, the achievements of neural networks opened the door to computational intelligence techniques to play a major role in oil and gas industry. To improve prediction accuracy, computational intelligence techniques, such as Artificial Neural Networks (ANN), Support Vector Machines (SVM), Adductive Networks and Genetic Algorithms (GA) among others, have been applied. Some of these properties described as curves are estimated through single or multi-data point prediction. However, the usual single or multi-data point predictions could compromise the original shape of the curves. Henceforth, prediction techniques for entire curves are needed to elaborate for some of these properties.
Two of such PVT properties that need to be presented as curves are oil viscosity and gas oil ratio (GOR). These two properties vary with pressure and their prediction is defined over a specified range of pressures. Fluid viscosity is a measure of its internal resistance to flow. This property is highly needed for many calculations and applications in the petroleum industry such as oil recovery estimation, multi-phase flow calculation, gas-lifting and pipeline design. The GOR is basically determined through separator calculations. In this paper, two main advanced neural networks techniques are implemented for oil viscosity and gas oil ratio (GOR) curves prediction.
Related Works
Viscosity correlations
A good number of empirical correlations have been developed in the literature to estimate crude oil viscosity at, below and above bubble point pressure (P b ). P b is Support Vector Regression and Functional Networks 271 the pressure at which the light hydrocarbon components in the oil starts to change to the gas phase, and hence appear as bubbles in the oil sample. Correlations based on soft computing techniques have recently been developed to predict this important PVT property. Graphical correlations 1 were developed for predicting viscosity at different reservoir pressures using a data set from U.S.A. oil samples. The authors correlated the under-saturated oil viscosity with the viscosity at P b (µ ob ), and pressure above bubble point P b , while using oil gravity and temperature of range 100-220
• F to develop the dead oil (at the standard temperature and pressure) viscosity (µ od ) correlation. In the same vein, a graphical correlation 2 was presented for predicting oil viscosity at P b . The correlation was developed as a function of GOR using viscosity data of 457 crude oil samples from Canada and U.S.A.
Correlations for µ ob and µ od were developed, with a data set of 2073 oil viscosity measurements used to develop the µ ob correlation while 460 dead oil observations was used to develop µ od correlation.
3 Another correlation was developed in Ref. 4 , for µ od in the temperature range of 50-300
• F. The variable µ od was correlated as a function of American Petroleum Institute (API) oil gravity scale and temperature. A large set of PVT measurements was used 5 to develop an under-saturated oil viscosity correlation as a function of µ ob , P b and reservoir pressure. Also, a µ od correlation 6 based on a modification of Beggs and Robinson's correlation was presented. Correlations for µ ob was used to predict oil viscosity below and above bubble point were developed in Ref. 7 . Total data points of 150, 1503 and 1691 were used to develop the three correlations. The viscosity data used in the study were from Saudi crude oil. For µ ob correlation, gas relative density, solution GOR, relative temperature and oil relative density, independent variables were used. For viscosity above and below P b correlations, the correlating variables used were µ ob , reservoir pressure and P b . Correlations were also developed 8 for µ od , µ ob and under-saturated oil viscosity using light crude oil data of Libya. µ od was correlated as a function of stock tank oil gravity and temperature. The µ ob was correlated with API oil gravity, µ od and P b , while the under-saturated oil viscosity was correlated with pressure, P b , µ ob , µ od and API oil gravity.
In Ref. 9 , new empirical correlations for µ od , µ ob and under-saturated oil viscosity were suggested. The µ od was correlated as a function of API oil gravity and reservoir temperature, µ ob as a function of dead oil viscosity and solution GOR, and under-saturated oil viscosity as a function of µ ob , P b and reservoir pressure. A total of 126 laboratory PVT analyses from Texas and Louisiana in U.S. were used to develop oil viscosity correlations. Other correlations for µ ob and under-saturated oil viscosity based on UAE crude oil were presented in Ref. 10 . The correlated µ ob with solution GOR, reservoir temperature, gas specific gravity and API oil gravity using 57 data points. An under-saturated oil viscosity correlation was developed as a function of P b , µ ob , reservoir pressure and solution GOR using 328 data points.
Other correlation functions were introduced in Ref. 11 for µ od , µ ob and undersaturated oil viscosity for Gulf of Mexico crude oils based on 100 PVT laboratory reports. The authors correlated µ od with temperature, pressure and solution GOR at P b , and API oil gravity. The µ ob was correlated with µ od and solution GOR, while the under saturated oil viscosity was correlated with µ ob , P b , reservoir pressure and solution GOR.
In the same vein, a number of researchers have developed viscosity correlations using soft computing techniques. A Radial Basis Function Network model 12 was used for predicting oil viscosity using reservoir pressure and temperature, API oil gravity and gas gravity as the network inputs. A universal neural-networkbased model for estimating PVT properties of crude oil systems was introduced in Ref. 13 . Another ANN model 14 was developed using all the data points of a reservoir to obtain the viscosity curve. A PVT data of 650 reservoir fluids from around the world was used to develop the viscosity correlation model and also for some other PVT properties. An ANN correlation model 15 was introduced to predict brine viscosity using temperature and salinity as the network inputs. A total of 1040 data points were used to build the model. Another neural network was constructed 16 to predict viscosity below P b for Pakistani crude oil. The correlating parameters were: pressure, reservoir temperature P b , oil formation volume factor, solution GOR, gas specific gravity and API gravity. More recently, an oil viscosity correlation was presented in Ref. 17 for Iranian crude oil using genetic algorithms. The input parameters were the pressure, temperature, and reservoir fluid GOR and oil density. An excellent study had been reported recently, 18 implementing a support vector regression technique on PVT Correlations for Indian Crude oil.
In all abovementioned prediction techniques, including empirical correlations and soft computing models, data points are being predicted and the shapes of the resulting estimated curves may not be consistent with the experimental ones.
Gas/oil ratio correlations
Ordinarily, GOR correlations are derived from P b correlation. However, a precedent was set in Ref. 5 where a regression analysis was used to obtain an empirical correlation for R s . They used 5008 data points to perform the regression analysis. The solution GOR was correlated as a function of pressure, gas relative density, oil API gravity and temperature. Other researchers have developed general correlations for GOR including Refs. 11, 19 and 20. They have all developed separate empirical correlations for GOR.
Several P b correlations had been published. Good reviews of these correlations can be found in Refs. 21-24. Generally, P b correlation is developed as a function of solution GOR, gas specific gravity, oil API gravity and reservoir temperature. Though solution GOR correlation can be obtained from any of the existing P b correlation, some possible complexities in solving such resulting solution GOR correlation have been observed in Ref. 11 , when there is the need to have separate correlation for solution GOR.
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PVT Data Acquisition and Pre-Processing
At the implementation phase, it is important to make sure that the input data values fall in a natural domain. Such a quality control step is a must to have very accurate and reliable results at the end.
The following are the most common domains for the input/output variables, gas-oil ratio, bubble point pressure, API oil gravity, relative gas density, reservoir temperature and oil formation volume factor that are used in both input and output layers of modeling schemes for PVT analysis (a nomenclature is provided in Appendix 1).
• Gas oil ratio which varies from 151 to 1332, scf/stb.
• Bubble point pressure, starting from 210, and ending with 2985, psia.
• Reservoir temperature with its range from 100
• F to 250
• F.
• API gravity which changes between 21.4 and 47.6.
• Gas relative density, changing from 0.744 to 1.367.
• Bubble point/gas-saturated oil viscosity 0.88 to 6.49 (cP ).
• Dead oil viscosity varies from 0.305 to 1.91 (cP ).
The implementation studies of the presented work were achieved based on three databases say, data sets A, B and C. Data set A consists of the hydrocarbon and non-hydrocarbon components, and some other properties of the crude oil. Data set B consists of the viscosity-pressure measurements to generate viscosity curves for the corresponding wells in data set A, while data set C consists of GOR pressure measurements to generate gas/oil ratio curves for corresponding wells in A. These data were taken from Middle East crude oil reservoirs.
Initially, there were 106 data points in the set A. In preprocessing the data, we applied two different outlier-detection methods on the data set A before utilizing it. These are Cook's distance method and Chauvenet's criterion. 25 The former method was implemented using STATISTICA software while details on the latter method can be found in Ref. 25 . Only data points that were detected to be outliers by the two methods have been declared as outliers and removed.
Eventually, seven data points were declared as outliers. After the removal of the outliers from data set A, it was reduced to 99 data points. As recommended and is usually done, the predictors were normalized within the interval [0 1] using formula (1) below. This makes the input data dimensionless and ensures that the predictors are independent of the measurement units.
The data set A was then divided into training and testing sets. The training set consists of 70% (approx. 70 data points) while the testing set consists of 30% (approx. 29 points). 
Problem Statement
Typical viscosity and GOR curves are shown in Figs. 1 and 2. Each curve represents the variation of viscosity or GOR for the corresponding oil well. The significance of such a curve is compromised, if single point or multi-point based prediction is utilized. Equations (2) and (3) can be used to represent any crude oil viscosity curve and Eq. (4) is used to represent GOR curves.
where α and β are viscosity curve coefficients and τ is the fitting GOR curve coefficient. The statistical distribution of the fitting coefficients is shown in Table 1 . From Eqs. (2) and (3), three parameters µ ob , α and β are needed to generate the viscosity curve. The first parameter µ ob is determined from the laboratory PVT analyses while α and β are to be generated from the curve fitting. Two parameters, R sb and τ are needed to generate GOR curves, R sb is determined from PVT laboratory analyses while τ is obtained from curve fitting.
Approach
Support vector regression
Support vector machine modeling schemes and methods are among the most successful and effective algorithms in both machine learning and data mining communities. It has been widely used as a robust tool for classification and regression. An overview can be found in Refs. 30 and 31. Support Vector Regression (SVR) is a regression version of Support Vector Machines (SVMs) (Fig. 3) . Unlike classification problems where the outputs are either 1 and 0 or 1 and −1, the outputs in the regression problems are real numbers. This makes it a bit difficult to model this type of information which has infinite possibilities. With the introduction of Vapnik's ε-insensitive loss function, SVM has been extended to solve nonlinear regression estimation problems, leading to techniques known as SVR. These have been shown to exhibit excellent performance. 32 SVR has been found to be very robust to predict complex nonlinear relationship problems in many applications, including problems such as optical character recognition, text categorization, and face detection in images. 33 In the case of regression, a margin of tolerance ∈ is set in approximation to the SVM which would have already being inferred from the problem. As shown in Figs. 3 and 4 , SVMs map input vectors to a higher dimensional space, where a maximal separating hyperplane is constructed.
34-36
The kernel function is responsible for transforming the data set into hyperplane. The variables of the kernel must be computed accurately since they determine the structure of high-dimensional feature space which governs the complexity of the final solution. 
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After the selection of a kernel, the other highly influential parameters in any SVR model based on the observation are "C" and "kernel option". For polynomial kernel, kerneloption denotes the degree of the kernel polynomial while it denotes kernel bandwidth for "Gaussian". "C" is the trade-off between achieving minimal training error and complexity of the model. The kernel functions and SVR options used in this study appear in Appendix 2.
Functional networks
Functional networks were introduced as a powerful alternative to neural networks. 37, 38 Unlike neural networks, functional networks have the advantage of using domain knowledge in addition to data knowledge. The network initial topology can be derived based on the modeling of the properties of the real world. Once this topology is available, functional equations allow one to obtain a much simpler equivalent topology. Although functional networks can also deal with data only, the class of problems where functional networks are most convenient is the class where the two sources of knowledge about domain and data are available. In functional networks, neural functions are to be learned instead of weights (Figs. 5 and 6 ). To learn these neural functions, a set of linearly independent functions are to be used. These are called basis functions. Possible basis functions are: polynomial, exponential, Fourier and logarithm functions or their combinations. The selection of the basis function along with the possible learning method is essential in developing the FN model. To learn (parametric) functional networks, one can choose different sets of linearly independent functions for the approximation of the neuron functions.
At the same time, there is a need to select the best model according to some criterion of optimality. The Minimum Description Length Principle (MDLP) is one of the model selection principles we can use as discussed in Ref. 37 . This consists of finding the minimum information required to store the given training set using a functional network model. Therefore, it was demonstrated that the best functional network model for a given problem corresponds to that with the minimum description length value. 38, 39 The code length L(x) of x is defined as the amount of memory needed to store the information x. The output is given by:
For the case at hand, the different families of functions used for each parameter appear in Appendix 3. The MDLP was used to optimize the network and select the best model. It can be noted that in some cases, some functions are zero, this means that the corresponding input to that node does not really affect the predicting output at that instance.
Statistical quality measures
The performance and accuracy of SVR and FN as well as a feed-forward neural network (FFNN) are compared. In doing so, two commonly used statistical techniques have been adopted along with the graphical plots of the predicted curves (only sample plots are shown here for comparison). These are the root mean square error (RMSE) of the training and testing wells Eq. (6) and average absolute percent relative error (AAPRE) of the training and testing wells Eq. (8).
40,41
The formulas for the two statistical measures RMSE and AAPRE are given as follows:
(1) Root mean square error
(2) Average absolute percent relative error
A good model should have low RMSE and AAPRE values.
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In Eqs. (6)- (8), x s are the predicted values, y s are the actual/experimental values and n is the total number of data points in all training wells (70 data points) or testing wells (29 data points).
Results and Discussion
Viscosity curve prediction
In the performed study, a comparison is done with the artificial neural networks to assess the performance of SVR, as compared to FN and ANN. A feedforward neural network (FFNN) model is developed for five aforementioned prediction variables. A number of trials were made viz: selecting the number of hidden layers, number of neurons in each hidden layer and the training algorithm. For µ ob and R sb , we eventually used two hidden layers with thirteen and six nodes respectively. Hence, we have 12-13-6-1 FFNN structure, (12 input neurons, 13 nodes in the first hidden layer, 6 nodes in the second hidden layer and 1 output neuron), for each case parameter. For the three fitting variables, we used 12-12-5-1 FFNN architecture. In all cases, tangent sigmoid transfer function and Levenberg-Marquardt training optimization were eventually used, and the best network out of 1000 runs in each case was taken.
Also, a sample of prediction plots of training and testing wells from the two frameworks are shown in Figs for the two frameworks are shown in Table 2 . For this pair of techniques, the performance of both frameworks, SVR and FN, are very competitive. While FN performance is better than that of SVR in the training phase with lower RMSE and AAPRE, which are 0.06765 and 5.4% respectively, against those of SVR which are 0.07495 and 6.3953% respectively, SVR performance is very competitive with that of FN for the testing wells. For the testing phase, FN has lower AAPRE of 8.5514%, against that of SVR which is 8.5969%, while SVR has lower RMSE, 0.0765, against that of FN which is 0.07941. Also, from Table 2 , the RMSE and APPRE for the FFNN predictions are the highest for both training and testing. In essence, the results of SVR and FN are very competitive for viscosity curve prediction, while both clearly outperform FFNN. The predicted curves from the two SC techniques show good matching with the experimental curves for both training and testing wells with little deviation in some testing wells. Table 3 shows a sample of predicted viscosity curve parameters by SVR FN and FFNN models. Comparison based on time to complete development of each model is shown in Table 4 . The training time may not be necessary or could be traded off, since after development of the model, only the testing phase will be utilized. And from this viewpoint, it is clear that SVR is the best of the three techniques.
Gas/oil ratio curve prediction
The SVR and FN frameworks were implemented to predict the required variables, τ and R sb for gas/oil ratio curve prediction. Similar to the previous cases, only sample training and testing plots of the predicted gas/oil ratio curves are shown in Figs. 13 through 18. The predicted curves from these two techniques show good matching with the experimental curves for training and testing wells. Table 5 shows the statistical measures for evaluating the performance of SVR, FN and FFNN techniques in predicting gas/oil ratio curves. In this case, unlike the viscosity curve prediction where performances of both SVR and FN are very competitive, SVR has better average performance than FN in both training and testing phases, based on the statistical measures used for evaluation. For the training, SVR has RMSE 19.0043 and AAPRE of 7.5279%, while FN has RMSE of 21.6942 and AAPRE of 8.4167%. For testing, SVR has RMSE of 30.0170 and AAPRE of 9.0757%, while FN has RMSE of 32.8196 and AAPRE of 10.2012%. Table 6 shows that FFNN predictions are the worst with the highest RMSE and AAPRE.
Based on the preceding analysis, though performance of FN is also good, SVR framework gives better performance in predicting gas/oil ratio than FN. This is also evident from the sample predicted curves. Table 6 shows a sample of predicted GOR curve parameters by SVR, FN and FFNN models. Table 7 shows the computational time for both training and testing of SVR, FN and FFNN models for gas/oil ratio curve prediction. It is noteworthy that SVR is more demanding than FN at the training and testing with a significant difference, whereas the FFNN is the most demanding at training. Furthermore, Tables 8 and 9 show the correlation coefficient as to relate the statistical significance of the results which also illustrate that SVR performs better than FN for predicting gas/oil Curve and that SVR and FN are competitive regarding viscosity curve prediction.
Conclusion
In this paper, we have presented two advanced computational intelligence techniques to predict crude oil Pressure-Volume-Temperature (PVT) properties that need to be represented as curves over a specified range of reservoir pressures.
Instead of the usual single or multi-data points prediction, which could distort the consistency of the curve's shape, an efficient approach for predicting such PVT properties curves has been introduced and implemented. In all predictions, we have implemented different independent neural network techniques, viz: Support Vector Regression, Functional Networks and Feedforward Neural Network. The viscosity and gas/oil ratio curves prediction problems were formulated and implemented using these approaches. Simulation of these results had been reported and comparisons between the three techniques were discussed on both viscosity and solution GOR curve predictions. Interestingly, the shapes of the predicted viscosity and solution GOR curves are consistent with the physical law and the experimental curves. This makes the use of such predicted curve practicable for use, contributing thereby to enhanced exploration and production processes through cost reduction and improving human operator conditions. 
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