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Recent Advances and Challenges in the 
Development of Landmark-based Pedestrian 
Navigation Systems using OSM 
Anita Graser  
AIT Austrian Institute of Technology, Vienna, Austria 
Extended Abstract 
Literature shows that pedestrian navigation systems profit from including 
landmarks into navigation instructions (Ross et al. 2004). Landmarks serve 
as reference points supporting navigation decisions (Millonig & Schechtner 
2007). Still, today’s publicly available pedestrian navigation systems 
continue to use paradigms developed for car navigation, which use only 
street names and street network geometry to generate turn-by-turn 
instructions such as ‘‘In 500 meters, turn right into Main Street”. In order 
to allow navigation by landmarks, it is necessary to provide more 
information (Elias 2003) and connect it to the pedestrian route in 
meaningful ways using a landmark navigation model (LNM). Current 
research aims to ﬁnally bring landmark-based navigation to the end user 
(Rousell et al. 2015, Graser 2016a) using data from OpenStreetMap (OSM). 
OSM is open and globally available and contains both information about 
the pedestrian network, as well as potential landmarks. Using OSM ensures 
that the LNM is widely applicable rather than restricted to a certain area 
with exceptional data sources.  
This work summarizes recent advances, including our own (Graser 2016a, 
Graser 2016b, Naumann et al. 2016) and related publications, and discusses 
open challenges in the development of landmark-based pedestrian 
navigation systems using OSM. Landmark-based pedestrian navigation 
systems require the development of algorithms covering three main stages: 
1) generating a suitable pedestrian routing graph, 2) extraction, weighting, 
and selection of landmarks based on their suitability and 3) generation of 
landmark-based navigation instructions. In the following we describe the 
advances and major challenges of the three stages. 
LBS 2016
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A graph dedicated to pedestrian routing consists of sidewalks, road 
crossings, squares or plazas and – only in case no sidewalks are available – 
roads and paths themselves as they are used for vehicle routing. In order to 
construct such a graph from OSM, it is necessary to deal with different 
representations of pedestrian infrastructure. Most notably, sidewalks can 
be represented as either separate line features or as attributes of the 
corresponding road feature. A suitable algorithm therefore has to construct 
sidewalks from attributes (Naumann et al. 2016) and be able to merge both 
representations, which is still an open issue. Furthermore, a pedestrian 
routing graph should also enable realistic crossing of open spaces, such as 
squares and plazas. Different approaches, including visibility graphs 
(Graser 2016b) have been proposed to tackle this issue. 
Using landmarks from OSM requires the automatic extraction of a set of 
potential landmarks, from which the most suitable landmark is 
subsequently selected. Potential landmark features can be points, lines, or 
polygons. Current landmark selection algorithms deal with points and 
polygons (Rousell et al. 2015, Graser 2016a), but so far ignore linear 
features such as rivers. Another open issue is how to determine the visibility 
of landmarks from a certain decision point. Current approaches using line 
of sight estimation (Rousell et al. 2015) are computationally expensive and 
have issues dealing with potential landmarks which are modeled as points 
within polygons, such as multiple shops within a big building. On a similar 
note, selecting the most suitable landmark is complicated by the fact that 
not all sides of a building have the same visual salience. For example, a 
hotel might stand out if approached from the front but less so if approached 
from a different side. To the best of our knowledge, this issue has not been 
solved in any of the OSM-based LNMs.  
Experiments using basic “car navigation” methods to generate instructions, 
have shown that these tend to produce too many navigation instructions, 
often in short succession. It is therefore necessary to develop algorithms to 
identify unnecessary instructions (Graser 2016a) or otherwise reduce the 
number of navigation instructions. While computation of prepositions 
(typically “before”, “at” and “after”) is straightforward for point landmarks, 
it is less obvious for polygon landmarks. The polygon centroid can serve as 
a generalization (Graser 2016a) but this can lead to suboptimal results for 
bigger polygon landmarks.  
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A multidimensional model for personalized 
landmarks 
Eva Nuhn*, Sabine Timpf* 
*Geoinformatics Group, Institute for Geography, University of Augsburg, 
Alter Postweg 118, 86169 Augsburg, {eva.nuhn, sabine.timpf}@geo.uni-
augsburg.de 
Routing services for pedestrians play an important role in everyday life. Now-
adays routing directions are provided mostly on smart phones to support var-
ious wayfinding tasks such as exploratory travel in an unknown environment 
(e.g., as a tourist) as well as travelling towards a novel destination (Wiener et 
al., 2012). Studies in cognitive psychology have shown that even the shortest 
routing direction given by humans refers to special objects, i.e. landmarks 
(Daniel and Denis, 1998; Lovelace et al., 1999). By contrast, today’s routing 
services calculate some optimal route from any start to any destination and 
guide the user with the help of a sequence of instructions. A few Points of 
Interest (POIs) currently are included in navigation services (e.g. petrol sta-
tions or churches) to provide additional information. However, they are not 
used as an integral part of the routing instructions, nor do they influence the 
selection of the route. 
In this research we explore the notion of landmarks being integrated into and 
influencing the computation of the route. Personalized routing instructions 
require an assessment of the objects in the database for usefulness for a spe-
cific person as well as an integration of personal information. Although re-
search on the objective spatial characteristics (e.g. Sorrows and Hirtle, 1999; 
Raubal and Winter, 2002) of landmarks exists, it is still not clearly defined 
what exactly a landmark is for a specific person. Persons add salience to ge-
ographic objects due to their knowledge, background, interests and prefer-
ences. Current approaches and existing frameworks do not incorporate this 
fact. Although some researchers (Götze and Boye, 2016) propose a personal-
ized salience model they do not incorporate personalization factors within 
their model, nor do they investigate the integration of personal information 
into route selection. Hence, the challenge of our research is twofold: the first 
concern is a formal or standardized model of landmarks taking into account 
a personalization factor. The second problem is in integrating personalized 
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landmark data for inclusion in the routing algorithm. This paper tackles 
these challenges by proposing a multidimensional model for landmarks.  
In order to determine whether a geographic object is useful for a specific per-
son four dimensions are considered within the model: the established ones 
proposed by Sorrows and Hirtle (1999), i.e. visual, semantic and structural 
dimensions and, in addition, a personal dimension of landmarks. For each 
dimension attributes are defined (e.g. color and façade area for the visual di-
mension), which determine the usefulness of an object as a landmark. 
 
 
Figure 1. Model configuration. 
 
We propose three different inputs to get the values for the model attributes 
(see fig. 1): spatial objective attributes of landmark candidates, start and des-
tination of the route and a user profile. The user profile includes the inputs 
for the attributes of the personal dimension: the spatial knowledge of the 
user, her interests (e.g. interest in architecture) and her background (i.e., de-
mographic data like gender, age, hometown and education). The model al-
lows for the assessment of the inputs and the determination of their effect on 
the landmarkedness or salience (Caduff and Timpf 2008) of a landmark can-
didate. The result of the model is a measure of the personal salience of a land-
mark candidate for a specific person. The measure can then be integrated in 
the generation of a route between the defined start and destination, i.e. it can 
be introduced in a shortest path algorithm. The result of the routing algo-
rithm is an optimal route in terms of personal landmarks. 
LBS 2016
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Cognitive subdivisions in outdoor navigation 
Mahsa Sadat Naseri, Farid karimipour 
School of Surveying and Geospatial Engineering, College of Engineering, 
University of Tehran 
Abstract. Navigation aids provide users with a route as a sequence of turn 
by turn instructions, each of which guides the user from one decision point 
to the next. Along the extensive research on enriching navigation aids with 
the elements of spatial cognition, this research provokes the idea of includ-
ing cognitive subdivisions of space in outdoor navigation. As the first step, 
we present the results of a field study to investigate the influence of cogni-
tive subdivisions on human navigation process. 
 
Keywords. Spatial cognition, Outdoor navigation, Spatial knowledge, 
Cognitive map, Navigation instruction  
 
1. Introduction 
Navigation aids provide users with a route as a sequence of turn by turn 
instructions, each of which guides the user from one decision point to the 
next. Such geometric-based instructions result in a passive exploration of 
the environment, which has the least influence on improving spatial 
knowledge of the user. Instead, humans actively employ different forms and 
representations of spatial information in the navigation procedure. They 
depend on their cognitive representation of space (in the form of landmark, 
route, and survey knowledge) to perform navigational tasks in large scale 
environments (Dillon et al., 1993; Golledge, 1999). 
There has been extensive research on enriching navigational aids with the 
elements of spatial cognition in order to improve their efficiency. However, 
as described in Section 2.2., they mostly consider landmark and route 
knowledge. Although survey knowledge is a key element of humans’ spatial 
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mental representation (Tversky, 1993), to the best of our knowledge, there 
has not been considerable research on including such knowledge in outdoor 
navigation.  
This research provokes the idea of including cognitive subdivisions of space 
in outdoor navigation. As Kuipers (1978) stated, information in mind is 
hierarchical; and the sequences of containing districts about the desired 
places are checked from the "top down" to find the smallest district 
containing the origin and destination. As we have all experienced, such 
cognitive subdivisions can contribute in our navigational tasks. 
As the first step of this idea, this paper presents the results of a field study 
to investigate the influence of cognitive subdivisions on human navigation 
process. For this, Section 2 reviews the existing related research on enrich-
ing navigational aids with the elements of human spatial cognition. Section 
3 provides details about designing the field study and presents the statisti-
cal results. Finally, Section 4 concludes the paper and introduces the future 
steps of the research. 
2. Enriching Navigational Aids with the Elements of 
Human Spatial Cognition: State-of-the-Art 
Wayfinding is one of the substantial human activities in daily life, that con-
cerns about how to reach from a current location to a desired place (Timpf 
et al., 1992). According to Lynch’s definition of wayfinding as "a consistent 
use and organization of definite sensory cues from the external environ-
ment" (Lynch, 1960), wayfinding is a complex task in which people apply 
several skills such as various spatial, cognitive, and behavioral abilities 
(Raubal & Winter, 2002). Wayfinding involves organizing multiple behav-
ioral and cognitive abilities that are spatially distributed. Therefore, it is 
influenced by humans’ sensory abilities and environmental factors.  
On the other hand, the mode of environment exploration influences way-
finding behaviors (Feldman & Acredolo, 1979). While exploring the envi-
ronment, humans update their spatial knowledge and cognitive map, which 
support their future wayfinding behavior. Although active exploration of the 
environment improves spatial information, increasing use of navigation 
applications has led to a modern passive exploration of the environment. 
There has been a significant body of research on considering cognitive rep-
resentations of space ─in the form of landmark, route, and survey 
knowledge (Siegel & White, 1975) in the navigation procedure. At the level 
of landmark knowledge, (Raubal & Winter, 2002) proposed an approach to 
enrich wayfinding instructions with local landmarks, which automatically 
extracts local landmarks from datasets and integrates them in wayfinding 
LBS 2016
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instructions. (Duckham et al., 2010) developed a weighting model for gen-
erating routing instructions that annotate simple routes with references to 
landmarks. (Klippel & Winter, 2005) proposed an approach to formalize 
the structural salience of objects along routes, upon which landmarks are 
automatically integrated into route directions. On the other hand, at the 
level of rout knowledge, (Tomko et al., 2008) introduced a criterion to rank 
streets in a network, which reflects the interaction of people with the 
streets. 
There has not been considerable research on including survey knowledge in 
outdoor navigation. An exception is a line of research by Zelatanova and her 
colleagues (Zlatanova et al., 2013; Kruminaite, 2014; Krūminaitė & 
Zlatanova, 2014) to develop a conceptual model for determination of space 
subdivisions (as a form of survey knowledge) in indoor navigation.  
3. Field Study: Design and Results
A field study was designed to investigate the influence of cognitive 
subdivisions on human navigation process. We paid particular attention to 
the role of landmarks and subdivisions mentioned in route directions and 
how often they were effective in acquiring spatial knowledge by comparing 
the searching time and area.  
The participants were divided into two groups of familiar and unfamiliar 
with the area. For the unfamiliar group, the influence of cognitive subdivi-
sions on navigation were investigated: They were provided information to 
navigate to certain destinations using (1) plain turn by turn instructions, (2) 
instructions enriched with local landmarks and (3) instructions enriched 
with subdivisions. For the familiar group, on the other hand, they were 
asked to provide instructions for navigating to certain destinations in order 
to see how often and what type of cognitive elements they use. In this case, 
should they include cognitive subdivisions in their instructions, they were 
asked to sketch the boundary of the subdivisions on the map. Note that alt-
hough individual differences are critically significant to perception of envi-
ronmental (Li & Klippel, 2014), this research is largely mute with respect to 
this. 
In general, based on the results of the questionnaires, all participants ─no 
matter if they are familiar or unfamiliar with the environment─ reported 
that use of subdivisions in navigation instructions improves their wayfind-
ing efficiency and helps them to remember mental representation and make 
it more accurate. In other words, this type of information develops a con-
nection between the spatial experience and navigation instruction, which 
means that cognitive subdivision-based instructions lead to learning the 
environment and improving the navigation process. 
LBS 2016
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Specifically, evaluating the results show that: 
- Enriching the navigational instructions with cognitive subdivisions 
eases the navigation for the users with prior-knowledge of the sub-
divisions. In the case of unfamiliarity with the subdivisions, this in-
formation helps the users to acquire this knowledge and deploy it in 
future navigation systems. It means that cognitive subdivisions as-
sist people to create a local cognitive representation which can sup-
port wayfinding and enrich their spatial mental representations.  
- People often includes cognitive subdivisions in their instructions if 
they have prior-knowledge of the area. Interestingly, if they just got 
familiar with a subdivision in the former series of questions, they 
immediately used them in providing navigation instructions in the 
latter.  
- Users provides different boundary for subdivisions, but this impre-
cision does not affect their navigation. This is along with what 
(Tversky, 1993) states that everyday spatial descriptions used by 
people are not very precise, but they are frequently produced and 
readily understood. 
4. Conclusion 
This study investigates the influence of subdivision on navigation instruc-
tions. The results of the field study indicate that enriching navigational in-
struction by cognitive subdivisions lead to active exploration of the envi-
ronment and assist memory in spatial information acquisition. We are now 
working on an approach to generalize the navigational instructions based 
on the knowledge of the user from the cognitive subdivisions.  
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Criteria for Selecting Small Sets of Alternative 
Routes in Constrained Free Space Scenarios 
Sebastian Feld, Martin Werner, Claudia Linnhoff-Popien 
Mobile and Distributed Systems Group, LMU Munich, Munich, Germany 
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Abstract. Recently, alternative routes have gained momentum in the crea-
tion of Location-Based Services. This paper gathers and sorts existing work 
regarding quality metrics of alternative routes and alternative graphs in 
road networks and discusses their commonalities. Based on this, the paper 
clarifies what challenges need to be tackled in order to create such metrics 
for constrained free space scenarios and discusses possible courses of ac-
tion, opportunities, and limitations. The general goal of this paper is to 
stimulate the discussion on and the development of quality metrics for al-
ternative routes and alternative graphs for constrained free spaces like pe-
destrian navigation, or even maritime or aviation scenarios. 
Keywords. Alternative Routes, Alternative Graphs, Quality Metrics, Con-
strained Free Space, Indoor Navigation 
1. Introduction 
The technical progress in reducing the physical size of processing power, 
storage, and connectivity supports the enlarged spread of Location-Based 
Services (LBS) not only on powerful mobile devices like smartphones, but 
also on mobile robots or in distributed sensor networks. The importance of 
single computing devices vanishes and leads to an active construction of 
ubiquitous computing and the Internet of Things. Navigation is surely a 
central topic in LBS consisting, amongst others, of positioning, path find-
ing, path representation, and (interactive) guidance. The calculation of a 
shortest path between two points in a street network is one of the most fa-
mous applications. 
Routing in street networks is usually handled using a directed graph where 
edges represent streets and interconnections of streets represent nodes. 
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Another field of research and application is routing in constrained free 
space scenarios, i.e., wayfinding for subjects that can freely operate in a 
scenario like pedestrians in large buildings or characters in computer 
games. The main question is to find an appropriate map representation that 
handles the tradeoff between the map’s simplicity and expressive power. 
Basically, the simpler the map the faster the algorithms can perform. On the 
other hand the scenario may suffer from missing details or imprecisions. 
There exist numerous considerations on how to create simple maps out of 
complex maps, consider topology-aware shape simplification, for example. 
The calculation of shortest paths is widely investigated leading to speed-up 
techniques that enable continental-sized path finding in real-time applica-
tions. A further, much less examined, field of research is the question of 
how to calculate alternative routes and the subsequent creation of an alter-
native graph. An alternative graph is the aggregation of several alternative 
routes into one representation. Often, there are several highly different 
ways to traverse a map from a given start and to a goal that are nearly as 
optimal as the shortest path. Depending on the use case, the optimal path 
may not match the personal preferences of the concrete user, or the prefer-
ences may be hard to obtain or calculate. They may depend on local 
knowledge (Abraham et al., 2013), or contextual information like toll pric-
ing, scenic value, fuel consumption, or the risk of traffic jams (Bader et al., 
2011). Thus, true to the slogan “Human-in-the-loop”, we want to compute a 
set of good alternatives in order to let the user choose based on personal 
needs. Besides that, there are motivations for alternative routes for non-
human users, i.e. robots, or as a background service: multiple mobile robots 
get different routes from start to goal to increase the chance that at least 
one robot will find the goal; proactive avoidance of bottlenecks; offline cal-
culation of pathways for action forces like firefighters; non-player charac-
ters in computer games that tactically adapt their travel path. The task of 
calculating alternative routes and alternative graphs is quite difficult since 
there is no clear definition of what represents a good alternative; the topic is 
very subjective, almost philosophical. 
Testing the quality of possible alternative routes and alternative graphs is 
not trivial and – at least for street network scenarios – in the focus of many 
researchers (Kobitzsch, 2013). There is much work on alternative routes 
and alternative graphs in streets networks, but not for constrained free 
space scenarios like navigation in buildings, maritime navigation in har-
bors, pedestrian navigation, or airplane navigation. With this paper we 
want to close the gap and discuss the reasons why the proposed solutions 
for outdoor scenarios cannot directly be transferred to constrained free 
space scenarios. Our goal is to stimulate research and discussion on 
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measures and target functions for comparing sets of routes in said con-
strained free space scenarios. 
The remainder of this paper is structured as follows: After introducing the 
motivation of this paper, Section 2 introduces needed background including 
map representations, algorithms for calculating alternative routes, and ex-
isting quality metrics for alternative routes and alternative graphs in street 
networks. Section 3 discusses the transferability of the measures to free 
space scenarios and their mutual interference. Section 4 concludes the pa-
per. 
2. Background 
This Section deals with the presentation of different ways to represent con-
strained free space scenarios and algorithms for calculating alternative 
routes. Based on this, existing measures for calculating the quality of alter-
native routes and alternative graphs in street networks are discussed. 
2.1. Map Representations 
Street networks form a graph structure in a quite natural way: streets are 
modelled as sequences of linear segments and crossings of streets as well as 
turning points inside a street are usually becoming a vertex of the graph. 
Then, the graph is an embedded and high-quality abstraction of the real 
abilities of movement in a street network. 
For constrained free space, the situation is different. First of all, movements 
in all directions are possible. However, we might have some constraints 
regarding the possible movements, e.g., a mobile robot may only change 
movement by steering leading to smooth trajectories with bounded curva-
ture. Dealing with such complicated objects is computationally demanding 
and often intractable. Therefore, trajectories are often modelled as pol-
ylines, that is, by points connected by linear segments. In the sequel, we will 
always assume that routes are given as polygonal lines and not as some par-
ametrized curves. 
Still, dealing with polylines in free space is difficult. An example is the op-
timization over all possible polylines for finding the shortest connection 
between two points. At this point, map representations come into play, 
which effectively reduce the space of possible movements for more efficient 
planning. Map representations involve the tradeoff between the map repre-
sentation’s ability to describe any given path in the building and the compu-
tational complexity of algorithms performing choices in the environmental 
model. 
LBS 2016
Page 14
Recently, relatively free movement is being planned in the field of continu-
ous planning. More classically, however, synthetic graphs are being used 
such that the paths through the graph represent possibly large sets of 
movements through constrained free space. 
A very simple form of map representation is given by constrained grids. In 
this map representation, one chooses an arbitrary length and a regular grid 
which is then put over the map. The points of the grid represent vertices 
and two adjacent points in the grid are connected if and only if they are 
connected by free space. In occupancy grids, for example, a two-
dimensional bitmap is being used to represent walkable space in one color 
(e.g., white) and obstacles in another color (e.g., black). Then, each pixel 
creates a vertex and two pixels are connected in the graph if they are both 
white and direct neighbors. At a first glance, grids are large and inefficient; 
however, as computers are actually able to manipulate large bitmaps, they 
can be very efficient in practice. Additionally, the graphs have bounded de-
gree of Ͷ when connecting vertical and horizontal neighbors, or ͺ including 
diagonals. Finally, the algorithms’ performance depends only on the 
amount of free space and not on the complexity of involved geometry. 
A second form of creating a graph representation of constrained free space 
is given by polygonal maps. For polygonal maps, the constraints are mod-
elled as polygons and a graph is created by using vertices and edges of the 
polygons. There are several constructions for maps given as sets of such 
obstructive polygons. If, for example, all vertices of these polygons are con-
nected as long as the direct line between them does only cross free space, 
we call it visibility graph. This representation has some good properties: for 
example, it can be relatively small for few and simple polygons and it con-
tains all shortest paths between vertices of the involved polygons. However, 
it is not obvious, how this graph can be used for motion planning starting in 
arbitrary locations in free space and shortest paths in this graph tend to 
scrape along walls or walk in diagonals. 
Another approach called navigation mesh is given by using a polygonal tes-
sellation of free space and adding edges to a graph for each edge shared by 
two polygons meaning that one could go from one polygon to the other. In 
such constructions, each polygon represents some space and simple poly-
gons have the advantage of having low degree in the resulting graph. There-
fore, navigation meshes are often built from very simple polygons such as 
triangles or rectangles. In a sense, the grid-based approach is also a naviga-
tion mesh in which small and regular squares are being used for the poly-
gons. There are some choices of building a graph representation from a 
navigation mesh: one could just represent each polygon as a vertex and 
connect neighboring vertices. When the polygons are convex, one often uses 
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centers of the polygons’ edges as navigation points leading to slightly better 
paths as they become embeddable into free space. However, the resulting 
paths often have an unusual shape. A third way of extracting a navigation 
graph from a navigation mesh is by traversing edges of the involved poly-
gons. This leads, again, to wall-scraping behavior, which can have positive 
impact (e.g., knowing which obstacles are being passed) or negative impact 
(e.g., not being able to directly visualize the path) depending on the applica-
tion. 
 
 
Figure 1. Examples of map representations, adapted from (Werner, 2014). 
 
Figure 1 depicts examples for the three basic approaches in an indoor sce-
nario. Figure 1a shows that the amount of edges in visibility graphs can get 
high very quick and that the average degree of vertices will be high, too. 
This effect is even worse, when GIS systems are being used in which round 
objects are tessellated into many line segments. A circular pillar can easily 
generate hundreds of additional lines. In contrast to that, a regular grid 
graph is depicted in Figure 1b. It has low-degree vertices, however, there 
are many of them. Figure 1c and Figure 1d depict a rectangular navigation 
mesh. In Figure 1c the shortest path is calculated only on the rectangles’ 
center points leading to the situation that the lower-right line segment is 
not fully inside free space. In Figure 1d, however, the shortest path remains 
in free space due to the use of the middle points of the rectangle’s edges and 
also the rectangles’ convexity. 
These basic approaches are being used to make path planning in con-
strained free space tractable and simple. However, they all have in common 
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that their scale is limited. In this case, space subdivisions are commonly 
used to combine several “local” models in a general view. Usually, space is 
subdivided recursively (e.g., Binary Space Partitioning) or in a regular way 
(e.g., Grids) and local models can be combined to models that are small, but 
large enough to contain all relevant geometry. 
Finally, reducing the combinatorial complexity of free space introduces in-
accuracies as not all movements are being represented. From an observer 
perspective, one has to discuss, how a given trajectory is represented in the 
graph, and, from a planning perspective, one should consider post-
processing to alleviate artifacts like diagonals, wall-scraping, and detours. 
2.2. Algorithms for Calculating Alternative Routes 
Finding alternative routes relies on the problem of calculating a single 
shortest path between two given points. Starting with Dijkstra’s algorithm 
from the year 1959 (Dijkstra, 1959), there are considerable extensions and 
speed-ups, see the survey (Bast et al., 2015), for example. 
The next step is to calculate not a single shortest path, but multiple routes. 
The class of ܭ-shortest-path algorithms (Eppstein, 1994, Yen, 1971) seem to 
solve the problem but they do not, since, in general, the resulting paths do 
not change significantly until a high value of ݇. An extension is to calculate 
݇ disjoint paths (Scott, 1997). That in turn introduces the notion of overlap, 
a very important term in the further course of this paper. Currently, there 
do not exist suitable implementations to efficiently enumerate the paths for 
continental sized road networks. 
Another class of algorithms is based on multicriteria optimization, i.e the 
use of multiple edge weights like distance, travel time, or fuel cost. The idea 
is to calculate so-called Pareto-optimal paths, i.e. paths that have the lowest 
edge weights for at least one criterion (Martins, 1984, Delling & Wagner, 
2009, Geisberger et al., 2010, Graf et al., 2010). 
The penalty algorithm tries to compute alternative routes by iteratively cal-
culating the shortest path and increasing certain edge weights (Chen et al., 
2007). There are several improvements of the algorithm together with the 
use for generating alternative graphs (Bader et al., 2011). 
Finally, there is a class of algorithms for creating alternative routes that 
uses via-nodes or plateaus (Abraham et al., 2010, Bader et al., 2011, 
Kobitzsch, 2013, Luxen & Schieferdecker, 2102, Werner & Feld, 2014). The 
basic idea is to concatenate a shortest path from a start to a supporting via-
node with a shortest path from the said node to the goal. Additionally, there 
is a proprietary algorithm called choice routing by Camvit (Camvit, 2009). 
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2.3. Quality Metrics for Alternative Routes 
The central reference for quality metrics for alternative routes is (Abraham 
et al., 2013), a paper that extends its predecessor (Abraham et al., 2010) by 
various extensions and an elaborate evaluation. The authors try to find 
good alternative routes and define an “admissible path” as a path that is 
substantially different to the reference path, not much longer than that, and 
that is natural without unnecessary detours. The just stated three properties 
have been defined formally and will be described successive: 
1. Limited Sharing: The alternative path has to be significantly dif-
ferent to the reference path, i.e. the total length of the edges they 
share must be a small fraction of the reference route’s length. 
2. Local Optimality: The alternative path must be reasonable, i.e. no 
unnecessary detours are allowed. Every local decision must make 
sense, so local optimality is given if every subpath up to a certain 
length is a shortest path. 
3. Uniformly Bounded Stretch: The alternative path must not be 
much longer than the reference path, i.e. every subpath needs to 
have a good stretch. This condition also enhances local optimality, 
since there may be the case that a path has good high optimality, but 
a shortcut could skip an unnecessary part of the route. 
Based on these prosaic descriptions, Abraham et al. formally define the 
class of paths to be found as “admissible alternative paths”. Let ܩ ൌ ሺܸǡ ܧሻ 
be a directed graph with nonnegative edge weights, with ȁܸȁ ൌ ݊ being the 
number of nodes and ȁܧȁ ൌ ݉ the number of edges. Given a path ܲ in ܩ, ȁܲȁ 
is the number of the path’s edges and ݈ሺܲሻ is the sum of the edge weights. 
Furthermore, ݈ሺܲ ת ܳሻ is the sum of the edge weights shared by paths ܲ and 
ܳ, and ݈ሺܲ ך ܳሻ is ݈ሺܲሻ െ ݈ሺܲ ת ܳሻ. Given two vertices, ݏ and ݐ, finding the 
shortest path – denoted by ܱ݌ݐሺݏǡ ݐ ൌ ܱ݌ݐሻ – is called the point-to-point 
shortest path problem. Given three tuning parameters Ͳ ൏ ߙ ൏ ͳ, ߳ ൑ Ͳ, and 
Ͳ ൑ ߛ ൑ ͳ, and a shortest path ܱ݌ݐ between ݏ and ݐ, a ݏ-ݐ-path ܲ is an ad-
missible alternative if the following criteria are fulfilled: 
1. Limited Sharing: ݈ሺܱ݌ݐ ת ܲሻ ൑ ߛ ڄ ݈ሺܱ݌ݐሻ 
2. Local Optimality: ܲ is ܶ-locally optimal for ܶ ൌ ߙ ڄ ݈ሺܱ݌ݐሻ. A path 
ܲ is ܶ-locally optimal if every subpath ܲԢ of ܲ with ݈ሺܲᇱሻ ൑ ܶ is a 
shortest path 
3. Uniformly Bounded Stretch (UBS): ܲ is ሺͳ ൅ ߳ሻ-UBS. A path ܲ 
has ሺͳ ൅ ߳ሻ-UBS if for every subpath ܲԢ of ܲ with end points ݏԢ, ݐԢ, the 
inequality ݈ሺܲԢሻ ൑ ሺͳ ൅ ߳ሻ ڄ ݈൫ܱ݌ݐሺݏᇱǡ ݐԢሻ൯ holds 
Due to the fact that too many admissible paths can be found, Abraham et al. 
introduce a limited yet useful subset of the class “admissible alternative 
LBS 2016
Page 18
paths”, namely “single via paths”: Given a start ݏ, a goal ݐ, and a via-node ݒ, 
a via path ௩ܲ is the concatenation of the shortest path from ݏ to ݒ and the 
shortest path from ݒ to ݐ. This definition is an unnecessary restriction, as 
Bader et al. (2013) will work out later on, but such routes have interesting 
properties. ௩ܲ has got the lowest stretch of all routes going through node ݒ, 
and, more importantly, the local optimality can be violated just around 
node ݒ. This fact will be used, amongst others, for further improvements of 
the conditions (Abraham et al., 2013). 
The conditions just described are used as hard constraints for a not further 
defined target function ݂ሺڄሻ. This function is used to sort candidates and 
return the first admissible path. A possible target function may seek for 
routes having low “limited sharing”, high “local optimality”, and low “uni-
formly bounded stretch”. If the use case is to find multiple alternative 
routes, then just “limited sharing” needs to be calculated regarding the 
shortest path and all alternative routes already found. Both, “local optimali-
ty” and “uniformly bounded stretch” refer to only the path in question. 
(Luxen & Schieferdecker, 2012) present an improvement of the algorithm of 
Abraham et al. regarding query times. The authors propose a fast algorithm 
that stores a small precomputed set of via-nodes for pairs of regions within 
the graph, i.e. they focus on a small candidate set to be tested efficiently. 
They base their via-node routing on top of Contraction Hierarchies (Geis-
berger et al., 2009, Bauer et al., 2010) and achieve routes with higher quali-
ty with faster query times while having negligible memory overhead. 
Another improvement is done in (Kobitzsch, 2013), where the author moti-
vates the contribution with the fact, that the selection process of the known 
via-node algorithm is unsatisfying, since testing all potential candidates 
proves expensive due to many shortest path queries. Existing algorithms 
order the candidates heuristically with potentially better candidates being 
discarded. Kobitzsch uses a different approach by making the viability 
check fast enough to test all potential candidates. Thus, the problem is re-
duced to a small graph representing all potentially viable alternative paths. 
2.4. Quality Metrics for Alternative Graphs 
The central reference for quality metrics for alternative graphs is (Bader et 
al., 2011), a paper that is based on Dees’ master’s thesis (Dees, 2010). Be-
sides that, preliminary aspects have been published before in (Dees et al., 
2010). The main concept is to compute a set of alternative routes which, in 
general, can share nodes and edges, and subpaths of the alternative routes 
can potentially be combined to new alternative routes. Thus, Bader et al. 
motivate and define the concept of an alternative graph (AG) as the union 
of several paths having the same start and goal as a compact representation 
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of multiple alternative routes. They define several attributes quantifying the 
quality of an alternative graph using mathematical definitions of the graph 
structure and show that it is already NP-hard to optimize a simple objective 
function combining just two of the proposed attributes and therefore turn 
to heuristics. The three measures are described as follows: 
1. Total Distance: This measure describes the extent to which the 
routes defined by the AG are non-overlapping. The maximum value 
is reached when the AG consists of disjoint paths only. The mathe-
matical definition of total distance will need a scaling, since other-
wise long non-optimal paths would be encouraged. 
2. Average Distance: This measure describes the path quality as the 
average stretch on an alternative path. The mathematical definition 
will need an averaging in order to avoid a high weight to large num-
bers of alternative paths that are all very similar. 
3. Decision Edges: This measure describes the complexity of the AG 
and is used to retain the representation easily understandable for 
human users. 
After depicting the measures prosaically, we turn to the formal definitions. 
Let ܩ ൌ ሺܸǡ ܧሻ be a graph with an edge weight function ݓǣܧ ՜ Թା. Given a 
source node ݏ and a target node ݐ, an AG ܪ ൌ ሺܸᇱǡ ܧᇱሻ is a graph with ܸԢ ك ܸ 
such that for every edge ݁ א ܧԢ there exists a simple ݏ-ݐ-path in ܪ containing 
݁. For every edge ሺݑǡ ݒሻ in ܧԢ there must be a path from ݑ to ݒ in ܩ and the 
edge weight ݓሺݑǡ ݒሻ must be equal to the path’s weight. ݀ீሺݑǡ ݒሻ denotes the 
shortest path distance from ݑ to ݒ in ܩ, analog ݀ுሺݑǡ ݒሻ is the shortest path 
distance from ݑ to ݒ in ܪ. Based on that, the formal definition of the quality 
metrics for a given alternative graph ܪ ൌ ሺܸᇱǡ ܧᇱሻ is: 
܂ܗܜ܉ܔ۲ܑܛܜ܉ܖ܋܍ǣ ෍
ݓሺ݁ሻ
݀ுሺݏǡ ݑሻ ൅ ݓሺ݁ሻ ൅ ݀ுሺݒǡ ݐሻ௘ୀሺ௨ǡ௩ሻאாᇱ
 
ۯܞ܍ܚ܉܏܍۲ܑܛܜ܉ܖ܋܍ǣ
σ ݓሺ݁ሻ௘אாᇱ
݀ீሺݏǡ ݐሻ ڄ ݐ݋ݐ݈ܽܦ݅ݏݐܽ݊ܿ݁
 
۲܍܋ܑܛܑܗܖ۳܌܏܍ܛǣ ෍ ݋ݑݐ݀݁݃ݎ݁݁ሺݒሻ െ ͳ
௩א௏ᇲךሼ௧ሽ
 
As already stated above, it is NP-hard to optimize a reasonable combination 
of the measures just explained, thus Bader et al. use heuristics to compute 
an AG. They calculate a shortest path, insert it into the AG, gradually calcu-
late further alternative paths, and insert them greedily into the AG regard-
ing the optimization of a target function. 
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(Radermacher, 2012) is a bachelor’s thesis that efficiently implements the 
concept of (Bader et al., 2011). Basically, Radermacher combines a Multi-
Level-Dijkstra (Delling et al., 2011) with the penalty method that is aug-
mented with path analysis. 
(Kobitzsch et al., 2013) present a viable implementation of (Bader et al., 
2011) such that it can be used interactively. They modify the penalty algo-
rithm through a multi-level partitioning together with the penalization 
scheme for the route and its adjacent edges. Furthermore, they modify the 
function that tests if a candidate is feasible and introduce further speed-ups 
using Customizable Route Planning (Delling et al., 2011, Delling & Wer-
neck, 2013) and Dynamic Level Selection. Kobitzsch et al. state that (Bader 
et al., 2011) compute up to 20 paths and perform a selection based on prior-
ity terms afterwards. Since Kobitzsch et al. focus on query times, they take a 
different approach by considering the potential value to the alternative 
graph. Thus, a path must offer at least one deviation of a certain length, and 
the detours are checked for their stretch. 
At the same time, (Paraskevopoulos & Zaroliagis, 2013) has been published 
proposing an algorithm that creates alternative graphs with higher quality. 
They suggest a pruning stage preceding the heuristic method for finding 
alternative paths, and introduce filtering and fine tuning of both, plateau 
algorithm and penalty algorithm. 
3. Quality Metrics in Constrained Free Space 
The previous section illustrated related work regarding quality metrics for 
alternative routes and alternative graphs in street networks. Abraham et al. 
state that a proper alternative route should be substantially different from a 
reference path (“limited sharing”), should not have unnecessary detours 
(“local optimality”), and should be not much longer than the shortest path 
(“uniformly bounded stretch”). Similarly, Bader et al. proposed that a good 
alternative graph should have low overlap of the included routes (high “to-
tal distance”), low stretch of included alternatives (low “average distance”), 
and low complexity (few “decision edges”). 
In this section, we discuss the transferability of the measures from road 
networks to constrained free space scenarios. From a general point of view, 
we can consider only four instead of six measures, since some measures of 
alternative routes and alternative graphs are similar. 
In the following, “limited sharing” and “total distance” will get a unified 
treatment as they both limit the amount of edges that alternatives have in 
common. Similarly, “uniformly bounded stretch” and “average distance” are 
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treated together as they both rely on the idea that alternatives should not be 
excessive in length. The measure of “local optimality”, that means even 
subpaths should be short, and the idea of counting “decision edges” are the 
remaining concepts from literature to be adapted for constrained free space 
scenarios. 
3.1. Limited Sharing & Total Distance 
One central idea for both, alternative routes and alternative graphs, is 
linked to the length of the edges that alternatives have in common. The 
terminology was “limited sharing” for alternative routes and “total distance” 
for alternative graphs. The central difference between these two ideas is 
that “limited sharing” applies to pairs of paths while “total distance” 
measures whether the integration of a given path into an already existing 
alternative graph is sensible. In practice, optimizing an alternative graph 
using this measure depends on the ordering of alternatives considered. 
The most important question for the application of these measures in free 
space scenarios is how overlap or sharing can be defined in an unambigu-
ous way. 
Even the implementation of a simple shortest path algorithm such as Dijks-
tra’s algorithm tends to keep the shortest path as much as possible to the 
left (or right). As constrained free space scenarios potentially have plenty of 
equal-length paths, this tendency realizes to significantly different shortest 
path from A to B and vice versa. Figure 2 illustrates this idea. 
 
 
Figure 2. Two examples representing the problem of non-overlapping routes due to imple-
mentation details. 
 
The reason why the overlap definitions inspired by street networks is not 
applicable lies in the high ambiguity of equivalent routes of equivalent 
meaning. For example, the four routes depicted in Figure 3 are clearly dif-
ferent albeit human users would discuss whether the two middle routes are 
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actually alternatives. If the map was at continental scale such that no inter-
action between both routes is to be expected (e.g., airplane navigation), we 
would accept them as proper alternatives. If, however, this is an indoor sce-
nario where pedestrians on these two routes can see and talk to each other, 
we would likely identify them as equivalent. 
 
 
Figure 3. Three or four alternative routes, based on the map scale. 
 
In order to combat this problem, we need a way to decide which points of 
two different routes actually “overlap” in an application-dependent and 
map-dependent way. We identify the following three general strategies to 
extend the measures of overlap to our scenario. 
As the original measures were defined for paths in graphs, it would be de-
sirable to consistently map all free space paths to a graph such that different 
edges mean semantically different movements. Then, two paths that share a 
specific semantic movement in a building, like going through a specific 
hallway, will have increased overlap. 
There are many ideas of automatically or manually creating such graphs for 
specific classes of constrained free space navigation. However, realizing a 
graph means to realize a tradeoff between map complexity and expressive-
ness. When, for example, a long hallway is represented by a single edge 
such that all users of the hallway have overlap, this edge can hardly get a 
sensible embedding into the map. If, however, the graph shall get a visual 
representation in the map, the complexity will be higher and overlap will 
become more and more unclear. For the concepts to automatically generate 
navigation graphs including navigation meshes, straight skeletons, grid 
graphs and the like, the number of edges and at the same time the quality of 
a possible overlap measurement depends on the complexity of the involved 
geometry. Therefore, a general solution to define overlap will not be 
reached. However, if the application uses any of these techniques anyways, 
one should consider the possibility of using the graph at least to some ex-
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tent. Obvious ideas to define a (potentially ambiguous) overlap is to consid-
er the joint traversal of polygons or the identical sequence of passed edges. 
A second approach would be the identification of connected spaces such 
that overlap can be defined from the spaces that two routes have in com-
mon. From a general point of view, this amounts to some sense of map to-
pology. Ideally, it would be great if every point was part of one and only one 
such connected space. This is not always the case, but room names in build-
ings are a remarkable example where this works. Another sense of topology 
can be generated from homotopy of routes. That is, two routes have overlap 
as long as they can be continuously deformed into each other inside a map 
(see Figure 3). However, this concept is, again, a binary one and does not 
distinguish between small obstacles and large detours. Additionally, ho-
motopy is only applicable to pairs of routes and, therefore, not obviously 
applicable in alternative graph situations. 
This fact motivates the third general approach to extend overlap to con-
strained free space: We can just replace the binary and counting nature of 
all overlap measures by a fully continuous framework in which distances of 
routes are used to assess overlap. This is elegant in the sense that the classi-
cal graph-based definitions of overlap can be seen as special cases in which 
the distance is zero or non-zero. A threshold can then be used to differenti-
ate overlapping and non-overlapping trajectories. On the other hand, one 
should also consider the integration of continuous measures of overlap in 
alternative route generation. 
3.2. Uniformly Bounded Stretch & Average Distance 
Bounding the stretch of a path is a straightforward technique to limit the 
amount of detours while generating alternative routes. However, when 
stretch is chosen too small, some alternatives cannot be uncovered. The 
ideal amount of stretch depends on the application, for example, how many 
alternatives will be used in the next step, and the environment: At an air-
port, longer alternatives might be acceptable and lead to completely differ-
ent journeys through shops; in manufacturing and robotics, however, every 
detour costs money. 
Additionally, the length of a route in a map representation for constrained 
free space can be highly different from the length in reality. For example, 
navigation meshes often use central points of larger polygons or edges as 
waypoints. This makes routes longer than they might be in reality. To the 
contrary, corner graphs have the property that every length in the derived 
graph is the shortest among all routes between start and goal. 
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3.3. Local Optimality 
In order to avoid unnecessary detours, the measure of local optimality was 
introduced in (Abraham et al, 2013). In their situation this was an im-
portant feature, because they created alternatives by concatenating two 
shortest paths leading to situations, where the combined path has got ex-
treme turning points. They optimized such situations by checking around 
the point of contact of these two shortest paths that no sensible shortcuts 
exist. In the context of alternative graphs, Bader et al. (2011) realize the 
same problem, but they push the solution into a post-processing step. We 
think that this is due to the situation that even alternative graphs can be 
used to generate overly long alternatives, which imply the need for post-
processing anyways. 
While local optimality can be strictly defined on a graph level, it is not clear 
how to define it for continuous free space. The question is how to handle 
detours that occur only due to inaccuracies in the map-to-graph translation. 
Additionally, the vast amount of possible choices in free space makes the 
approach computationally demanding or even infeasible. This all boils 
down to two questions: What is an “optimal” path and what is a “locally 
optimal” path. When applying local optimization outside the area of street 
networks, we think that one should consider local optimization as an appli-
cation-dependent post-processing step, as the meaning of optimal and local 
are otherwise unclear. 
Additionally, local optimality could be implemented with a different opti-
mization goal: Not the shortest alternative route is to be found, but the sim-
plest one. If one is really interested in optimizing the length, there is a large 
body of research on line simplification which can be adapted to this situa-
tion. But, in many cases this is in contrast to application goals as shortest 
paths tend to scrape along geometry or cross on unnatural diagonals. 
3.4. Decision Edges
“Decision edges” count the number of decisions that can be made in an al-
ternative graph. For a vertex with one edge going out, it is zero as there is 
no alternative decision (see left-hand side of Figure 4). For a vertex with 
three outgoing edges, however, it is two, as one edge has to be taken, but 
there would have been two alternatives. For the complete alternative graph, 
one takes the sum over all alternative choices. The goal in designing alter-
native graphs is to keep the value of “decision edges” small in order to have 
a small set of alternatives. However, if it is too small, too many additional 
alternatives might be discarded. 
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Figure 4. Left: An outdegree of Ͳ means that no decision can be made, an outdegree of ͵ 
means two decisions can be made besides the necessary flow. Right: Schematic representa-
tion of a crossroads where the gray area may represent the location of a decision. 
 
Translating this feature to constrained free space scenarios is similar to the 
discussion for overlap. One can even define decisions in free space from 
overlap: A decision is taken at a time where overlap changes. Thus, in some 
sense, it amounts to extend overlap from edges to vertices. 
From a practical perspective, one can again use any existing graph and the 
associated decisions at graph vertices. However, it is unclear what their 
actual meaning is. With additional modeling effort, one can integrate the 
definition of decision in constrained free space into the map creation pro-
cess. For buildings, for example, a decision edge could be represented as a 
polygon completely filling a crossing (see right-hand side of Figure 4). A 
decision is taken once a route crosses a different set of edges of this poly-
gon. 
While it is clear that in a street network every turn means some sort of deci-
sion, it is not clear whether any isolated decision comes up in maritime, 
pedestrian or plane navigation. Therefore, we think that one should be care-
ful in adaptation of this feature. 
3.5.  Mutual Interference of Quality Metrics 
In the previous subsections, we have presented several approaches to trans-
form the measures for generating alternative routes and alternative graphs 
to constrained free space scenarios. While we propose various possible ways 
for each of these measures, one should keep in mind that they actually form 
deep-rooted interwoven features. When changing overlap, one has to care-
fully think about what this means for decision edges and vice versa; local 
optimality can have a strong impact on the definition of both, decision edg-
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es and overlap. Furthermore, local optimization can bring bad alternatives 
into the limits given by the stretch. Figure E depicts the most important 
links between those measures. 
4. Conclusion 
In this paper, we first introduced various concepts in the area of alternative 
routes and alternative graphs as they have been invented for street net-
works. We showed how constrained free space can be transformed into 
graphs such that the classical algorithms designed for street networks 
would be applicable. As we explained, however, the semantic correspond-
ence of vertices and edges with real-world streets and crossings is not evi-
dent for constrained free space models, especially not, when they are auto-
matically generated. 
Therefore, we discuss the ideas from both worlds, alternative routes and 
alternative graphs, with which the quality of alternative routes has been 
measured in street networks in order to extract small sets of truly alterna-
tive routes or sufficiently small alternative graphs from the vast amount of 
possible alternative routes. We discuss methods of extending the classical 
quality metrics to constrained free space and balance their opportunities 
and limitations. 
Finally, we discuss that all of the numerous choices are interlinked and 
need to be considered together instead of in isolation. Choosing a map rep-
resentation has implications for the viability of measures such as overlap 
and decision edges, the maps themselves have impact on how these 
measures help in identifying useful alternatives, and changing one of the 
involved abstractions impacts the overall system. 
Therefore, we propose to discuss alternative routes in constrained free 
space scenarios in an application-dependent context. Many choices that 
might be reasonable for indoor navigation and computer games could be 
unreasonable for maritime navigation and airplanes. Still, we believe that 
our aim of integrating constrained free space scenarios into the area of al-
ternative route research will stimulate discussion and the development of 
novel and possibly universal ways of selecting alternatives. Additionally, the 
expected integration of complicated modes of mobility in intermodal navi-
gation (pedestrian, bicycle, mobile robots in production scenarios) illus-
trates the need for an integrated treatment of environments and alterna-
tives. 
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Indoor Spatial Data Model for Wayfinding: 
A Case Study of the Masaryk University 
Andrea Kynova
Masaryk University, Institute of Computer Science
Extended Abstract
This paper describes a process of deriving building topology from data of a 
Building Documentation System (BDS) maintained by the Masaryk Univer-
sity, Brno (Czech Republic). The BDS contains information about more 
than 300 buildings, 22,000 rooms, 23,000 doors and 200,000 technologi-
cal devices. Its primary purpose is Facility Management and therefore it is 
not sufficient for wayfinding. To be able to use it for this purpose, the data 
model has been analyzed, adjusted and expanded for several key infor-
mation with respect to IndoorGML standard (OGC 2014).
The BDS is composed of two parts: Building Passport and Technology Pass-
port (Herman et al. 2014). The Building Passport contains most of the BDS 
data which is related to wayfinding. It includes geometry of buildings and 
their parts (floors, rooms, doors and windows). Figure 1 presents an exam-
ple of Building Passport data visualization (Kozel et al. 2014). The data is 
stored in a geodatabase in separate feature classes. Each object in the data-
base has its unique location code. This location code consists of a part de-
termining building, a part determining floor of the building and finally a 
part determining particular room, door or window. Based on the location 
code, every room, door or window is assigned to one floor of a building.
Rooms are represented by polygon geometry. Rooms on one floor are con-
nected through doors or free space passages, together referred to as passag-
es in this paper. The passages are essential for deriving floor topology.
A door in the database has polygon geometry, unique location code (not 
always filled in), floor location code and location codes of rooms it connects 
(not always filled in, not always correct). Free space passages in the data 
were created artificially by cutting too long corridors or too large rooms 
with complex geometry into several smaller rooms. In the current data 
model, free space passages are not considered. However, a free space pas-
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sage geometry and information which rooms it connects can be derived by 
analyzing rooms geometry.
Figure 1. Visualization of Building Passport data in the Kompas web GIS (Kozel et al. 2014).
The current data model lacks information about connections between 
floors. In case of the Masaryk University buildings, floors are connected by 
elevators or staircases. Elevators are part of the Technology Passport data 
that provides information about devices of electrical installation, water 
supply etc. and relations between devices (Kroutil 2012). The information 
about elevators can be used to find out which rooms (elevator shafts) the 
elevator goes through and so can be used to define one part of floor connec-
tions.
In case of staircases, the current state of the database isn’t sufficient to de-
rive floor connection automatically. A separate feature class is used to store 
staircases. The feature class contains a multiline geometry (see Figure 2), 
where each stair of the staircase is represented by a line. The upward direc-
tion of the staircase is marked with an arrow (perpendicular to stair lines).
As attributes, the feature class should provide location codes of rooms the 
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staircase goes from and leads to. However, values of the location codes’ at-
tributes aren’t filled in at all. The incompleteness doesn’t allow to derive 
staircase floor connection automatically.
Figure 2. Multiline representation of a staircase. 
In this case study, a topology of the Masaryk University headquarters was
derived. At first, passages between rooms at the same floor were defined by 
a Python script using ArcPy library. A new feature class was created to store 
passages. It contains a passage geometry and location codes of rooms the 
passage connects. Doors were processed prior to free space passages. The 
longer axis of the door polygon was used as passage geometry. Location 
codes of rooms connected by the door were found by intersecting room lay-
er with points drawn in a given distance from the door.
The script processes rooms’ geometry to identify free space passages be-
tween rooms. Rooms of interstorey staircases cause problems during the 
processing because of their overlays with other rooms on the same floor. It 
would be better to treat them separately, but unfortunately it isn’t possible 
to distinguish interstorey stairs and levelling stairs. Therefore, manual cor-
rections of the result had to be performed.
Floor connections were automatically derived from the Technology Pass-
port data of elevators. In the Technology Passport, even elevator shafts are 
considered as devices. Each elevator has several elevator shafts, one in each 
floor it goes through. The relation between elevator and its shafts is referred 
to as inner-outer devices’ relation. Based on this knowledge, a table of ele-
vators and rooms they go through was prepared using SQL and was used to 
define “vertical passages” of building topology. Due to the incompleteness 
of the staircase data, the rest of floor connections was added manually to 
complete whole topology of the building.
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The result of the process described above provides information about room 
adjacency and will be used as an input for Door-to-Door algorithm (Liu & 
Zlatanova 2011) to define a path network useable for indoor routing. The 
derivation of the building topology was significantly affected by the primary 
purpose of the input data which differs from wayfinding and navigation. 
This study depicts necessary changes in the Masaryk University BDS data to 
be applicable for wayfinding purposes.
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ed Reality and Visual Instructions in Navigation 
Services 
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Abstract. The use of Augmented Reality and visual cues as a part of navi-
gational instructions, in addition to conventional audio and textual instruc-
tions, may improve the experience of the users of the navigation services. 
This approach can be also more compatible with the way people give in-
structions in everyday life; People usually associate directions with visual 
cues (e.g. “turn right at the square”) when giving navigational instructions 
in their daily conversations. In this regard, landmarks as the unique and 
easy-to-recognise features can play an important role. Such easy to remem-
ber features, which are available both indoors and outdoors, can be helpful 
when exploring an unfamiliar environment. A Landmark-based navigation 
service can make users sure that they are on the correct route, as the user is 
reassured by seeing the landmark whose information/picture has just been 
provided as a part of navigational instruction. Such advantages of use of 
landmarks visual information as a part of the instructions can decrease the 
time of travel and improve the experiences of the users. This paper assesses 
how landmarks can improve the performance of pedestrian movements 
following landmark-based navigational instructions.  
Keywords. Visual Instructions, Augmented Reality, Landmarks 
1. Introduction 
Many of the currently available navigation systems provide users with tex-
tual or audible navigational instructions, which are mainly about the turn-
ing points. In such  “turn-by-turn” navigation, the directions are associated 
with distances, e.g. “turn right after 250 metres”. Such a navigational strat-
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egy works very well for machine/robot navigation, as sensors sense and 
measure distances and headings. However, people give navigational in-
structions in a slightly different format in their daily conversations. People 
associate directions with visual cues, such as “turn left at the church”. Such 
visual cues utilise easy-to-recognise and unique features and objects.  
This strategy might be more attuned to the interests of pedestrians, since 
they move with relatively lower speed; therefore they can notice visual 
landmarks easily. In addition, such unique and easy-to-recognise features 
help people to memorise the path they have taken and also give a better 
understanding of their surroundings, especially when they are exploring 
unfamiliar environments. Landmarks are also interesting features in their 
own right for many people, such as tourists.  
Landmarks are available both inside and outside buildings. Therefore any 
navigation service that provides the users with navigational instructions 
based landmarks, can potentially provide seamless (indoors and outdoors) 
navigation solutions. Seamless navigation is one of the most challenging 
parts of pedestrian navigation. Seamless navigation is the topic of many 
research projects (Cheng et al., 2014; Zhang et al., 2012; Basiri et al., 2016; 
Li et al., 2013; Hansen et al., 2009). In this regard, landmarks can be used 
as reference points in positioning and navigation. This paper shows the ef-
fect of using landmarks, as a part of positioning and navigation services, on 
the performance and the experiences of the users of the navigation services.  
 In contrast with drivers, pedestrians have a higher degree of freedom in 
their movements. They can walk across open areas such as squares, parks, 
grasslands or pedestrian malls, which can be traversed freely in any direc-
tion (Gaisbauer and Frank, 2008). As current turn-by-turn navigational 
instructions designed to be given to vehicle’s drivers are mostly based on 
graph-based or street network-based algorithms, this way of navigating is 
not fully suitable for pedestrians as they do not only move on streets (Pielot 
and Boll, 2010; Amirian et al., 2015). Therefore landmarks can be used to 
provide seamless positioning and more desirable navigation services to pe-
destrians, who, unlike drivers, can go into and through buildings to get to 
their destinations, who move at a relatively low speed and for whom the 
purpose of their travel might not only be to get to the destination, but also 
to explore an unfamiliar area and indulge in sightseeing along the way. 
Landmarks could be assets to memorise an unfamiliar environment where 
users visit for the first time. Also providing information on landmarks (such 
as name, type, colour) makes the user sure that he/she is taking the correct 
path and has not got lost, as the user sees the objects whose information is 
included in the navigational instruction.  
This paper shows the effect of using the photographs of landmark as a part 
of navigational instructions provided to the pedestrian on the performance 
LBS 2016
Page 35
of navigation services and spatial awareness of pedestrians. To do so, the 
users are provided with a photograph of to-be-seen landmarks as a part of 
their navigational instructions, i.e. landmark-based navigation (May et al., 
2005). Landmark based navigation is a kind of navigation service in which 
users are provided with navigational instructions, such as turn right, go 
straight, turn left, etc. whenever they approach each landmarks (Fang et al., 
2011). This is more compatible with human-to-human interactions and the 
interests of tourists and visitors (Basiri et al., 2014).  
In order to implement the proposed landmark-based navigation service, the 
proposed service by Basiri et al. (2016) is considered and the implemented 
service for the campus of Maynooth University (NUIM) is assessed. In this 
implementation the buildings and important features, such as statues, his-
toric monuments and buildings with unique architecture were stored in a 
spatial database as outdoor landmarks. Indoor landmarks such as main 
entrances and unique decorative objects and boards were also stored. For 
each landmark at least four photographs from different points of view but 
with the same distance and tilt were captured. Attributes such as names in 
English, names in Irish (Gaelic), age, feature category and some descriptive 
information were also collected and stored in the database. This database is 
used for both purposes of positioning and navigation.  
Users can take a photograph of a registered and labelled landmark and send 
it to a web service provider for further process. Using image processing, 
feature extraction and feature matching, and thanks to the uniqueness of 
the landmarks, it is possible to find the landmark corresponding to the one 
in the database. Then using scale and rotation of the photograph taken by 
user (which can be measured by the landmark’s size and tilt), the relative 
position of the user with respect to the landmark can be calculated. 
In addition to localisation, the landmarks are provided as a part of naviga-
tional instructions. The instructions provided to the users contain text and 
pictures of the nearest landmark to be seen on the way. In showing a pic-
ture of a landmark, location and heading (direction) of user movement are 
considered to find the most similar picture to the view of the user among 
available pictures (Cao and McDonald, 2012). Receiving the picture of the 
nearest landmark on the way, users can also enjoy a guided tour by getting 
information about each building while navigating. 
In order to study the impact of providing image-based navigational instruc-
tions on the movement of the users journey, a survey is conducted and also 
an experiment is done.  The results of survey shows that 82% the partici-
pants, including NUIM students and staff, found the landmark based navi-
gation easier to follow specially if they are in unfamiliar and/or architectur-
ally complex areas, such as inside of the buildings where they have never 
been to. However, 32% of the participants of the survey believe that show-
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ing the photographs of the landmarks can take the journey time longer. To 
study the impact of the visual navigation, a group of 252 students and chil-
dren, 7-21 years old, were randomly assigned to two different groups. Then 
each was asked to follow navigational instructions for 25 minutes and find 
as many hidden objects as they could. The first group was provided with the 
textual navigational instructions, while the second group received the 
landmark-based navigational instructions. Once the 25 minute finished, the 
conductors of the experiment counted the numbers of found eggs each par-
ticipant could find. The data showed that the mean number of found eggs 
by the participants who were provided with the image based navigational 
instructions is 10 eggs more than the mean number of found eggs by the 
participants receiving textual/traditional instruction (with the p-value of 
1.3%). This improvement can enhance the field-based training activities and 
team projects, which require students to have a better spatial awareness of 
their surroundings. 
 The next section of the paper explains how landmarks can be used for posi-
tioning and navigation purposes and the implementation of the service is 
shown. Then the third section evaluates the effect of landmark-based navi-
gation versus traditional navigation services.  
2. The Use of Visual Clues in Pedestrian Navigation 
Landmarks can have an important role in navigation, in particular pedes-
trian navigation services. As exploring an unfamiliar environment, pedes-
trians first notice outstanding objects or structures at fixed locations. These 
unique objects and/or features are easy to recognise and can be kept in 
memory without difficulty (Schechtner, 2005) so they are essential in route 
navigation and locale navigation strategies. Landmarks become more rec-
ognisable and therefore helpful for navigation when people move slowly, 
which is the case for pedestrians. The importance of landmarks for pedes-
trian navigation and wayfinding instructions is proved by many studies 
(Michon and Denis, 2001; Denis, 2003; Lovelace et al., 1999; Raubal and 
Winter, 2002). 
 Landmarks are stationary, distinct and salient objects or features, which 
serve as cues for structuring a mental representation of the surrounding 
area. Any object can be perceived as a landmark if it is unique enough in 
comparison to the adjacent items. A landmark can be defined as any object 
or feature, which is easily recognisable, such as a monument or a building. 
Landmarks are one of the interests of tourists, most often due to notable 
physical features, cultural references or historical significance. People often 
use landmarks for casual navigation, such as when giving directions verbal-
ly or when sketching a route map.  
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In general, landmarks have a fixed and known position, relative to which 
users can localise themselves. Landmarks should be carefully chosen to be 
easy to identify; for example, a large building has priority over a small one. 
A feature, which has significant contrast to the background, is a good option 
to be considered as landmark since its image would be easily recognisable 
to users. Such objects have to possess a certain saliency, which makes them 
remarkable and distinctive. So the surrounding area determines the charac-
teristics a point must have to be perceived as a landmark (e.g. a shopping 
centre may not be very outstanding in urban areas, but becomes a salient 
landmark when being situated in a rural village).  
Availability of landmarks both indoors and outdoors helps to provide the 
seamless positioning service to the users. The motivations behind using 
images of the landmarks for positioning purposes include being computa-
tionally and financially cheap, and the ability to be used on readily available 
mobile devices almost all equipped with camera. Users can take a photo-
graph of a registered landmark and then send/upload it for image pro-
cessing and feature matching. The feature-matching engine can extract and 
identify the landmark of which the photograph has been taken. To do so, 
image processing, feature extraction and feature matching techniques are 
applied. Then scale and rotation (tilt) of the photograph is calculated, using 
the actual sizes of different façades of the landmark have been already 
stored in a database or can be measured from the images in the database. 
Based on scale and rotation, the vector representing relative location of the 
user with respect to the landmark can be calculated. Since absolute posi-
tions of landmarks are available in the database, the absolute position of the 
user can easily be calculated and then used in path finding and navigation 
services (Basiri et al, 2016). 
3. Evaluation 
The implementation of the landmark-based navigation system, is fully ex-
plained in (Basiri et al., 2016), this section evaluates the users opinion and 
the usability of the service. Since the navigational instructions contain some 
information about landmarks, which can be seen from the user’s point of 
view (see figure 1), this approach may be more compatible with tourist nav-
igation applications. In addition, users feel that it is less likely that they may 
get lost, since they are being provided with the pictures of landmarks, to be 
seen shortly. So they are reassured that they are on the right path, however 
this needs to be tested. 
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Figure 1. Visual navigational instructions in eCampus web application 
In order to study the impact of providing image-based navigational instruc-
tions on the movement of the users patterns and/or quality of movement, a 
survey is conducted and also an experiment is done.   
A simple form was distributed among the users of the implemented ser-
vices, i.e. staff and students of NUIM who have been registered with the e-
Campus. The questionnaire, including 6 questions, asks about (a) their ex-
periences with traditional navigation apps, and (b) if the use of landmarks 
could improve the quality of navigation services, and (c) if so how.  
Based on the analysis of the comments and evaluation marks results of sur-
vey shows that 82% the participants, found the landmark based navigation 
easier to follow in comparison with traditional navigation services, in par-
ticular if they are in unfamiliar and/or architecturally complex areas, such 
as inside of the buildings where they have never been to. However, 32% of 
the participants of the survey believe that showing the photographs of the 
landmarks can take the journey time longer. To see if this statement is true 
an experiment is made to measure the number of destinations an individual 
can go within the fix period of time while being navigated with and without 
photographs of landmarks. 
A group of 252 students and children, 7-21 years old, were randomly as-
signed to two different groups. Then each individual was asked to follow 
navigational instructions for 15 minutes and find as many hidden objects as 
they could in 25 minutes. 
The first Group was provided with the textual navigational instructions, 
while the second group received the image of the landmarks as a part of 
navigational instructions. Once the 25 minute of the geocaching game, 
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”Easter Egg Hunt” finished, the conductors of the experiment counted the 
numbers of found eggs each participant could find. The data showed that 
the mean number of found eggs by the participants who were provided with 
the image based navigational instructions is 10 eggs more than the mean 
number of found eggs by the participants receiving textual/traditional in-
struction.  
Using a simulator, the results were re-randomised into two new groups and 
measured the differences between the means of the new groups. This simu-
lation was repeated 150 times plotted the resulting differences as given in 
figure 2. 
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Figure 2. Distribution of the difference between means of treatment and control groups 
The statistical significance of the landmark-based navigational instructions 
is tested, see figure 2. The null hypothesis assume that the achieved results 
are by chance, i.e. finding 10 more objects within the same time interval is 
not statistically significant and has happened by chance. The alternative 
hypothesis to this is the statement that assumes providing landmark-based 
navigation service is contributing to the achieved results, i.e. the 10 more 
objects found by the second group is statistically significant which has not 
just happened all by chance.  
To see if providing the photographs of landmarks as a part of navigational 
instruction is statistically significant, the significance level (Alpha) set to 5% 
as this is the level for most of similar significance tests in social sciences 
and engineering. The sample (treatment group) size is 126 and the distribu-
tion of control group is available (based on the results of the re-
randomisation of the groups, i.e. control group), therefore the possibility of 
achieving such results is 0.7% which is less smaller than significance level 
(5%) and therefore the null hypothesis can be rejected.  
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The possibility of finding 10 or more objects within a 25-minute test by the 
group receiving the landmark based navigational instructions is low enough 
to claim that providing the images of the landmarks as a part of the naviga-
tional instructions can help the pedestrians to follow the navigational in-
structions better. This can be applied in field based courses such as survey-
ing engineering, geography, geology and structure engineering, where the 
teaching and related activities requires better understanding of the envi-
ronment. Having been tested this application within an educational centre 
(NUIM campus) with participation of students can bring more certitude on 
the practicality of it. 
 
Figure 3. The process of the statistical significance test 
4. Conclusion 
Landmarks are often used for casual navigation, such as giving verbal direc-
tions, by ordinary people. This paper used the photographs of the land-
marks to provide navigation services to pedestrians. The landmark based 
navigation service can provide users with the reassurance that they are on 
the correct path. In order to study the effect of providing the photographs of 
landmarks and a part of navigational instructions, a survey and an experi-
ment were conducted. The results of survey shows that 82% the partici-
pants found the landmark based navigation easier to follow specially if they 
are in unfamiliar and/or architecturally complex areas. Also an experiment 
was conducted to study if landmark based navigation can help the pedestri-
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ans to follow the navigational instructions better; two groups of 126 partici-
pants were asked to follow navigational instructions for 25 minutes and 
find as many hidden objects as they could, while receiving the textual and 
landmark based navigational instructions, respectively. The data showed 
that the mean number of found eggs by the participants who were provided 
with the image based navigational instructions is 10 objects more than the 
mean number of found eggs by the participants receiving textu-
al/traditional instruction (with the p-value of 1.3%). This results shows that 
the use of photographs of landmarks as a part of navigational instructions 
can be a better way for pedestrian navigation who move with relatively low-
er speed and therefore being more aware of their surrounding areas. 
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Extended Abstract 
This paper presents FLexible Indoor Position (FLIP), an efficient algorithm for 
use in fingerprint based indoor localization systems, such as the indoo.rs 
Navigation System (iNS). Fingerprint based positioning in complex buildings 
makes comparisons to large reference fingerprint sets. Since mobile devices 
have limited storage, memory, computation and power usage limitations, 
making an on-terminal system working well is challenging. Additionally, 
reported Received Signal Strength Indication (RSSI) values differ between 
devices, so that naive approaches for fingerprint similarity fail (cf. Caso et al. 
2015). This proposal presents the FLexible Indoor Position (FLIP) estimator, 
which addresses both these issues – efficient device independent positioning 
for complex buildings. FLIP was evaluated on the raw UJIIndoorLoc data and 
yielded a median positioning error of 4.8m.  
 
The described approach is applied in the radio based indoor positioning 
context, but is actually applicable to any kind of transmitter signals in 
environments where effects like reflections, damping etc. do not allow simpler 
approaches. 
FLIP aims to identify which references are most relevant regarding the 
observation, and only use these to estimate positions (cf. Swangmuang and 
Krishnamurthy 2008). The identification first makes an adjustable fast 
reference selection to reduce further calculations, and then the more elaborate 
refinement. Since the refinement process effort is arbitrarily configurable, it 
can be optimized either for accuracy or efficiency. Therefore it can be used in 
many situations. 
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The reported received signal strength of devices is not a physical measurement 
but only an indication (RSSI) and therefore dependent on the device 
specifications. As a consequence the reported RSSI of different device types are 
not directly comparable. In order to make RSSI comparable between diverse 
devices, the actual distribution of received signal strengths are approximated to 
a normal distribution (Fig. 1 left) and the standard z-score is transformed to 
range [0, 1] by the Gauss error function. This transforms the raw device-
dependent RSSI to a normalized device-independent representation as shown 
in Fig. 1 right. 
 
 
Figure 1. Left: Typical histogram of RSS and its normal-distributed approximation; Right: 
Received radio signal strength normalization function. Bars represent ͳߪ dev iation. 
 
A fast and simple indicator of similarity between sets of radio observations is 
the transmitter intersection score – the number of transmitters seen in both 
sets (cf. Sha et al. 2015). As the points may therefore form multiple disjoint 
regions, the set is only used to reduce search space in further processing. 
 
Transmitter RSSI maps are typically irregular, as seen in Fig. 2. Instead of 
operating in ordinary space (as applied in related work, f.i., in Hu et al. 2015) 
FLIP transforms the transmitter coverage zone to a spherical form, and uses an 
edge distance score to rate similarity. An even reference density is required for 
this approach to work well, which is ensured by using interpolation of radio 
map RSSI data to a uniform grid. 
The transformation of the transmitter coverage zone in ordinary space to radio 
space is realized by determining the number of reference points which receive 
the transmitter at least the normalized RSSI applying the dimensionality of 
radio scattering, which depends on the floor radio permeability (Fig. 3). 
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Figure 2. Left: Transmitter coverage zone on a floor plan (in physical space). Right: Same zone 
transformed into radio space. Lighter colors mean higher received signal strength of the 
transmitter. 
 
 
 
Figure 3. Due to reflections and damped transmissions through floors the spread 
dimensionality is higher than quadratic but lower than cubic. The green box represents a 
transmitter and the + signs are representing reference points. 
 
A reference point is considered to be geometrically close to the observation if 
the normalized RSSI to a set of commonly visible transmitters is close to equal 
where the number of commonly visible transmitters related to the union of the 
visible transmitters by both - reference and observation is high and at least 3. 
Intuitively, a difference in the normalized RSSI of the stronger transmitter has 
a higher impact than the same difference of a weaker transmitter. This is 
reflected by the distance difference to the transformed coverage zone center in 
radio space. This center distance difference is an indicator for dissimilarity. 
Since the similarity is going to be calculated, the distances to the edge of the 
transformed coverage zone are used (Fig. 4). 
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Figure 4. Transformed transmitter coverage zone edge distance of a close reference point (r) 
and the observation (o). 
 
The similarity between a reference to an observation is obtained by calculating 
the sum of the common part of the commonly visible transmitter edge 
distances normalized by the sum of both observation and reference edge 
distances of all their visible known transmitters. Unknown transmitters are 
observed transmitters which were not visible by any reference of the FLIP map 
and are therefore not considered. 
 
The most similar and therefore relevant references wrt. the observation are 
ordered by their similarity score and are used for the building, floor and 
position estimation; using the score as a weight. 
 
References are grouped by their assigned building and floor and  
The summed similarity scores of the (building and) floor grouped references as 
a weight is used for calculating the estimated probability being the correct 
building and floor of the observation. 

A 2d Gaussian fit (Fig. 5) is applied on the reference positions weighted by 
their similarity score. The estimated position of the observer is the centroid of 
this fit. 
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Figure 5. The position and error is estimated by the most relevant reference points, by their 
position and weight. The position is estimated by the mean of the weights. The light blue area is 
the ͳߪ of the weights. The green circle represents the circular error. 
A visual overview of the algorithm is shown in Fig. 6. 
The algorithm is separated in two phases:  
 Processing the radio map to get the FLIP map and derived data for the 
second phase. Required once per radiomap.  
 Processing the observation for location estimation of the observer.  
 
FLIP uses a memory efficient pre-calculated compact summary representation 
of radio fingerprint reference maps (FLIP map) that can be loaded and used 
offline even on weak mobile devices. The FLIP map contains the required data 
in a way to minimize both, the data space requirements and the calculation 
effort for the refinement process. 
Based on the FLIP map a reference point based view is required to get a 
comparable similarity score. 
 
To estimate the position of the terminal device, its radio measurements 
(observation) are used, which have to be transformed to a representation to be 
processed by FLIP. 
At that point the actual position estimation is ready to be performed. In the 
first step the most relevant reference points regarding the observation are 
going to be identified. 
The next step calculates the similarity of the references, which are identified as 
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most relevant to the observation. This leads to a differentiated evaluation of 
reference point relevance. 
Based on the most relevant reference points enriched with similarity 
information the location of the radio observing device is estimated. This 
includes the estimation of the building and the floor. 
 
 
Figure 6.Overview of the FLIP algorithm. Elliptic boxes represent data, rectangle boxes  
functions, and diamonds conditions. Yellow groups belong to phase 1, bluish to phase 2. 
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FLIP was compared to other methods [Berkvens et al. 2015, Choi et al. 2015, 
Knauth et al. 2015] using the UJIIndoorLoc [Torres-Sospedra et al. 2014] 
database, as shown in Table 1. The error quantile distribution and the floor 
accuracy in Fig. 7. 
 
Figure  7.  Left: Floor confusion matrix over all buildings. Right: Quantile distribution of 
position error distance. The blue curve indicates the results over all buildings, the median is 
indicated by the horizontal line. 
 
 
It could be shown that the results are similar to competing approaches but 
more flexible to be also able to be deployed in mobile devices for longer use 
without much battery loss and still acceptable accuracy. 
 
The median error obtained was 4.87 m (Ͷm when separating data by building). 
The mean positioning error of 8.5 m is significantly larger than the median, 
due to outliers ͹Ͳm when building was misidentified. Building and floor 
misidentification rate was at 0.3% and 8.3% respectively. Results are 
comparable to other more elaborate methods [Choi et al. 2015 (2), Knauth et 
al. 2015 (3)], and far superior to other [Berkvens et al. 2015 (1)].  
 
Only FLIP deals with device differences, and only flip and FCWC is fast 
performing. 
The results refer to an initial selection of reference points of ܰ௥௘௙ ൌ ͵ͲͲ, which 
is ͳǤͷ of the total number of reference points. 
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Approach   Building   Floor   Pos error [m]   Comp.   Fast  
   err [%]   err [%]   mean   median      
SPFP [3] 0 4  7.7  N/A  No  No 
FCWC [3] 0 6  9.7 7  No  Yes 
MLE [1]  4.86  14.76  19.13  8.29  No  No 
kNN [1]  4.86  14.58  18.96  8.29  No  No 
kNN [2]  0.2  11.5  9.69  N/A  No  No 
PCA-LDA [2] 0  7.7  8.16  N/A  No  No 
PCA-LDA (AP) [2] 0  3.6  7.59  N/A  No  No 
ELM-AE [2] 0  7.3  7.65  N/A  No  No 
ELM-AE (AP) [2] 0  6.7  7.64  N/A  No  No 
FLIP  0.3 8.3  8.51  4.87  Yes  Yes 
 
Table 1. Positioning results on UJIIndoorLoc data. 
References 
Berkvens et al. (2015), “Localization performance quantification by conditional entropy,” in  
Proc. Int Indoor Positioning and Indoor Navigation (IPIN) Conf, pp. 1 –7, Oct. 2015. 
Caso et al. (2015), “A Mixed Approach to Similarity Metric Selection in Affinity Propagation -
Based WiFi Fingerprinting Indoor Positioning“. Sensors 15, Nr. 11 (30. Oktober  2015): 27692–
720. doi:10.3390/s151127692. 
Choi et al. (2015), “Machine learning for indoor localization: Deep learning and semi -supervised 
learning,” in  USB On-Site Proceedings of the Sixth International Conference on Indoor 
Positioning and Indoor Navigation (IPIN), 2015. 
Hu et al. (2015), “Improving Wi-Fi Indoor Positioning via AP Sets Similarity and Semi-
Supervised Affinity Propagation Clustering“. International Journal of Distributed Sensor 
Networks 2015 (2015): 1–11. doi:10.1155/2015/109642. 
Knauth et al. (2015), “Fingerprint calibrated centroid and scalar product correlation rssi 
positioning in large environments,” in  Proc. Int Indoor Positioning and Indoor Navigation 
(IPIN) Conf, pp. 1–6, Oct. 2015. 
Sha et al. (2015), “NRLoc: Neighbor Relative RSS-Based Indoor Localization System“. In 
Algorithms and Architectures for Parallel Processing: 15th International Conference, ICA3PP 
LBS 2016
Page 51
2015, Zhangjiajie, China, Nov ember 18-20, 2015, Proceedings, Part I, herausgegeben v on 
Guojun Wang, Albert Zomaya, Gregorio Martinez Perez, and Kenli Li, 609 –21. Cham: Springer 
International Publishing, 2015. http://dx.doi.org/10.1007/978-3-319-27119-4_42. 
Swangmuang and Krishnamurthy (2008), “On clustering RSS fingerprints for improving 
scalability of performance prediction of in door positioning systems“. In Proceedings of the 
first ACM international workshop on Mobile entity localization and tracking in GPS-less 
environments , 61–66. San Francisco, California, USA: ACM, 2008. 
Torres-Sospedra et al (2014), “Ujiindoorloc: A new multi-building and multi-floor database for 
wlan fingerprint-based indoor localization problems,” in  Indoor Positioning and Indoor 
Navigation (IPIN), 2014 International Conference on, pp. 261 –270, IEEE, 2014. 
LBS 2016
Page 52
Comparison of Different Vector Distance               
Measure Calculation Variants for Indoor                 
Location Fingerprinting 
Guenther Retscher, Julian Joksch 
Department of Geodesy and Geoinformation, Research Group Engineering 
Geodesy, TU Wien, Vienna, Austria 
Abstract.  
The study-at-hand discusses Wi-Fi location fingerprinting in an indoor envi-
ronment. Wi-Fi is a predestinated signal-of-opportunity which can be used 
for positioning of a mobile user as most devices nowadays incorporate a Wi-
Fi card and it is available in many buildings and public spaces. For the deter-
mination of the user location in the fingerprinting method signal strength 
observations are carried out in two phases. In the first training phase signal 
strength measurements from the visible Wi-Fi Access Points are collected to 
build-up a fingerprint database. In the following positioning phase, a user 
can be located and tracked if he carries out similar measurements and com-
pares them with the values in the fingerprinting database. For the matching 
a distance criterion is applied to obtain the best estimation of the users’ loca-
tion. In analytical form the use of nine different vector distances for such an 
approach is investigated. The selected distances included the Manhattan, Eu-
clidean, Chebyshev, Canberra, Cosine, Sorensen, Hellinger, Chi-square and 
Jeffrey vector distance. In the test bed in an office environment four multi-
ple-SSID (Service Set Identification) Wi-Fi networks existed at a physical 
single Access Point location. From the results in this investigation it could be 
seen that not the use of all signal strength measurements yields to a better 
positioning solution but the measurements to one network out of the four 
provides a better performance. The achievable positioning accuracies depend 
mainly on the selection of the vector distance and matching algorithm. Fur-
thermore, the Access Point architecture and configuration are determinant 
factors. In most tests in the selected office environment the Cosine vector 
distance provided the overall best performance followed by the Euclidean 
and Hellinger distance. Only with the Chebyshev distance significantly larger 
positioning errors occurred. In average a minimum mean distance error of 
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around 1.4 m could be achieved when using a single network in a multiple-
SSID configuration. 
Keywords. Location fingerprinting, matching algorithms, vector distance 
measures  
1. Introduction
The number of mobile applications for the processing of location data in-
creases continuously more and more. Since smartphones can receive and 
process GNSS and Wi-Fi signals the demands on availability, reliability and 
accuracy for positioning has also increased. Outdoors the accuracy can reach 
a view meters, but indoors it is usually much lower. Because GNSS signals 
can only be attenuated received in buildings, other systems had to be devel-
oped, which use the same hardware, the cellular phone. Using an existing Wi-
Fi technology, an indoor absolute positioning system can be built with little 
effort and low costs. 
In this analytical study the use of the location fingerprinting method is eval-
uated. A test area in an office environment with a regular grid of reference 
points was built therefore. At each reference point (RP) the so-called finger-
print, the unique signature of the received signal strength (RSS) of surround-
ing Wi-Fi Access Points (APs), was measured and stored in a training data-
base. In the next step, fingerprints of off-grid test points TPs were taken in 
the positioning phase. By the similarity of the fingerprints of test and refer-
ence points the position of the test points can be obtained, by using several 
vector distances and matching methods. In this study deterministic finger-
printing algorithms based on the nearest neighbour (NN), K-nearest neigh-
bour (KNN) and K-weighted nearest neighbour (KWNN) matching algo-
rithms are investigated. The estimated position is then the position of the 
fingerprint with the minimum vector distance VD. Most commonly the Eu-
clidean distance is employed for this task which is calculated for each AP in 
the positioning phase from the fingerprinting database values obtained in the 
training phase. The Euclidean distance is a special case of the more universal 
Minkowski distance. Apart from this vector distances the use of the Manhat-
tan, Chebyshev, Canberra, Cosine, Sorensen, Hellinger, Chi-Square and Jef-
frey distance are assessed. The resulting positioning performance of these 
nine different calculation variants is analyzed and compared in detail. In the 
field test site RSS measurements to six APs of four different multiple Wi-Fi 
networks (i.e., multiple-SSID (Service Set Identification) which offer differ-
ent MAC addresses at a single physical AP) and a combined database of all 
networks are available for comparison. Thereby four different user orienta-
tions were measured in the training phase and two in the positioning phase 
describing the possible movement directions of the user.  
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The paper is organized as follows: Firstly, the basics of location fingerprint-
ing are examined and summarized in section 2. It is discussed that finger-
printing is a so-called feature-based localization technology. In section 3 the 
fingerprinting matching approaches are evaluated and then in section 4 the 
suitable vector distance VD calculation variants. The field campaign set-up 
and test bed are presented in section 5 followed by a detailed assessment of 
the achieved positioning results in section 6. Finally, concluding remarks and 
an outlook on future work are given in section 7. 
2. Basics of Wi-Fi Location Fingerprinting
Location fingerprinting is a feature-based positioning method. This term was 
introduced by Niedermayr & Wieser in 2012 to describe that any type of spa-
tially varying features can be used for positioning. In contrast to common 
localization methods where usually distances, distance differences or angles 
are measured so that the coordinates can easily be computed using analytical 
geometry, the position is obtained by comparison of measured location-de-
pendent features with given reference values associated with specific posi-
tions. According to Niedermayr & Wieser (2012) the features need to fulfil 
the following requirements: (1) the signal field varies significantly with vary-
ing location (the spatial gradient should be high), (2) the field is constant in 
time or its temporal variation is predictable, and (3) the feature correspond-
ing to the field is observable and can be uniquely quantified. The major ad-
vantage of this type of positioning technology is that they do not require an 
unobstructed line-of-sight (LOS) between the mobile user and known refer-
ence points (or satellites, in the case of GNSS). Figure 1 illustrates the con-
cept of feature-based positioning.  
 
Figure 1. Operational principle of feature-based positioning 
Within this positioning procedure a feature is selected, such as the received 
signal strength (RSS) of transmitters. Using a single RSS measurement, how-
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ever, will usually not yield a unique solution. Thus, when using Wi-Fi for in-
stance, the signal power of several Wi-Fi transmitters, i.e., the hotspots or 
Access Points (APs), has to be measured at the mobile client. From the com-
parison of the measured RSS and the reference RSS stored in a database the 
position of the user can be estimated. The reference values can either be de-
rived in advance from georeferenced measurements taken during a mapping 
phase and stored in a database, or from numerical models. Commonly refer-
ence measurements are performed on a number of reference points (RPs) 
distributed throughout the area of interest in a so-called training or off-line 
phase instead of the use of simulated models (which yield usually in much 
lower positioning accuracies). A database of RSS values measured on all RPs 
is built-up during this phase. The requirement is that the location of the RPs 
has to be determined in a local (e.g. related to the building in the case of in-
door positioning) or global coordinate system (usually required for outdoor 
positioning). In the positioning or on-line phase, simply speaking, then the 
current location of the user is obtained by matching of the on-line measured 
RSS with the values in the RSS database. In other words, with the feature 
then the user’s location is estimated by matching measurements with the 
closest predetermined location fingerprints included in so-called fingerprint-
ing or radio maps (Niedermayr & Wieser, 2012; Retscher, 2016). The match-
ing methods are described in the following section 3. 
Fingerprinting was firstly employed for Wi-Fi (or WLAN) positioning with 
the system RADAR in 2000 (Bahl and Padmanabhan, 2000; Kjærgaard, 
2008). It is more robust to environmental effects on the RSS than using the 
RSS-based lateration algorithm. This is because the location fingerprinting 
algorithm constructs a search space according to the previously-measured 
RSS distributions in the radio maps. The advantage of constructing a finger-
printing database is that it can be used to consider a great number of detri-
mental effects from the surrounding environment, such as reflections and 
obstructions, into the radio maps and thus increases the accuracy for finding 
the best matching position based on RSS in the positioning phase (Retscher 
et al., 2012). Figure 2 shows an example for a radio map of a Wi-Fi AP derived 
from the training measurements using a smartphone in the test site (com-
pare Figure 5).  
The main problems in fingerprinting, however, are that the construction of a 
fine radio map leads to high workload and heterogeneous mobile devices 
measure RSS differently. Spatial interpolation techniques are usually em-
ployed for densification of the radio map and different devices are used for 
RSS measurements in the training phase to form a joint database (Retscher, 
2016). 
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 Figure 2. Example of a radio map of a single Wi-Fi Access Point (AP) in the class room of 
the test site (after Retscher & Roth, 2016) 
3. Matching Approaches
The matching methods are classifications which define either which refer-
ence RSS values are incorporated into the position of the test points TPs ( መ݈௧) 
– with weighting where appropriate – or which are rejected. Figure 3 illus-
trates the principle idea for the definition of the distance relationship be-
tween the DB of the training phase and the positioning phase (Retscher & 
Hofer, 2016). In the simplified case shown here RSS scans are measured to 
three APs (AP 1, 2 and 3) from two test points TP 1 and 2. The allocation of 
the positioning scans with the fingerprints in the DB is specified regarding to 
their corresponding minimum distance. In other words, the one that has the 
minimum vector distance VD is determined as the estimated location accord-
ing to the selected distance of each training location. In the shown case then 
the scan is allocated to TP 1.   
Figure 3. Allocation of RSS scans in the positioning phase to the training fingerprinting da-
tabase DB (after Retscher & Hofer, 2016) 
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In this study only deterministic fingerprinting algorithms based on the near-
est neighbour (NN), k-nearest neighbour (KNN) and k-weighted nearest 
neighbour (KWNN) matching algorithms are investigated. These are the 
most commonly employed algorithms and have been introduced by Bahl and 
Padmanabhan (2000). Their principle is briefly described in the following.  
3.1. Nearest Neighbour (NN)
In this algorithm the distance vector ݀௧ which contains the respective vector 
distances to all RPs (݀ଵǡ ݀ଶǡ ݀ଷǡ ǥ ǡ ݀ோ) is defined. Afterwards the minimum is 
determined and the coordinates are assigned to the TP as given in the follow-
ing mathematical relationship:  
݀௧ ൌ
ۏ
ێ
ێ
ێ
ۍ
݀௥ୀଵ
݀௥ୀଶ
݀௥ୀଷ
ڭ
݀௥ୀோے
ۑ
ۑ
ۑ
ې
ሺ ݀௧ሻݎ 
with መ݈௧ ൌ ݈௥ where ݈௥ is the coordinate vector of ܴ ௥ܲ.  
3.2. K-Nearest Neighbour (KNN)
In case of the KNN method a weighting of the nearest neighbours is per-
formed. Thereby the weights are evenly split around the ܭ RPs to be used 
and afterwards the coordinates ݈௥ are multiplied by the respective weighting 
factor ݓ௥ and are divided by the sum of all ݓ. The weighting factor ݓ௥ is the 
weighting from ܴ ௥ܲ described in the form: 
ݓ௥ ൌ
ଵ
௄
ǡ ܭ ൒ ʹ (2)
with  
መ݈௧ ൌ σ
௪ೝ
σ ௪ೝ಼ೝసభ
௄
௥ୀଵ ή ݈௥Ǥ (3)
Huang (2014) discusses that the accuracy increases if a ܭ value of up to 10 in 
maximum is used and then it decreases again. That’s why the calculation was 
carried out in this work with ܭ values up to 10. The empirical determination 
revealed that ݇ ൌ ͵ led to the best result (see Figure 7 in section 6.2). 
3.3. K-Weighted Nearest Neighbour (KWNN)
For this method a weighting ݓ௥ is calculated in dependence of the respective 
vector distance ܸܦሺݏ௧ǡ ݏ௥ሻ:  
 ݓ௥ ൌ
ଵ
ȁ௏஽ሺ௦೟ǡ௦ೝሻȁ
  ሺͶሻ
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where ݏ௥is the fingerprint from ܴ ௥ܲ and ݏ௧ is the fingerprint from ܶ ௧ܲ.  
Similar as in the KNN method መ݈௧ is calculated from equation (3) to obtain the 
coordinate vector.  
3.4. Positioning Accuracy
The most important aspect in the analysis and assessment of a localization 
method is the achievable positioning accuracy. Apart from the requirement 
to achieve acceptable positioning accuracies, of course also the performance 
and the costs have to be considered. In the following, it is briefly summarized 
how the positioning accuracies in the analyses in this study are defined and 
characterised.  
Usually, the Mean Square Error MSE is employed to describe the achievable 
positioning accuracy. Universal is valid:  
ܯܵܧ൫መ݈௧൯ ൌ ቚ൫ መ݈௧ െ ݈௧൯
ଶ
ቚ (5)
with መ݈௧ ൌ ൤
ݔො௧
ݕො௧
൨. 
From it follows: 
ܯܵܧሺݔො௧ǡ ݕො௧ሻ ൌ ሺݔො௧ െ ݔ௧ሻଶ ൅ ሺݕො௧ െ ݕ௧ሻଶ (6)
and further of the Root Mean Square Error (RMSE):  
ܴܯܵܧሺݔො௧ǡ ݕො௧ሻ ൌ ඥሺݔො௧ െ ݔ௧ሻଶ ൅ ሺݕො௧ െ ݕ௧ሻଶ. (7)
Because it concerns, in this context, the distance error of the ascertained co-
ordinates of the መ݈௧ of the corresponding test points TPs respective their true 
coordinates ݈௧, the error definition ܴܯܵܧሺݔො௧ǡ ݕො௧ሻ becomes – as in preceding 
literature (see e.g. Moghtadaiee & Dempster, 2015) – the distance error DE 
at further down as:  
ܦܧሺܶ ௧ܲሻ ൌ ඥሺݔො௧ െ ݔ௧ሻଶ ൅ ሺݕො௧ െ ݕ௧ሻଶ. (8)
To obtain the mean distance error (short: MDE) an average over all TPs is 
calculated as given in equation (9):  
ܯܦܧ൫መ݈൯ ൌ ଵ
்
ή σ ܦܧሺܶ ௧ܲሻ்௧ୀଵ . (9)
With equations (5) up to (9) all error measures are defined which are used in 
the analyses in this study. In the following, the application of the matching 
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approaches in combination with different vector distances VD is discussed in 
more detail.  
4. Vector Distance Calculation Variants
The following derivations of the different vector distances VD are based on 
the similarity relation of vectors. For the derivation of the different VDs the 
RSS vector ݏ of a measurement point is described in its universal form:  
 ݏ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍ
ܴܵܵ୮ୀଵ
ܴܵܵ୮ୀଶ
ܴܵܵ୮ୀଷ
ڭ
ܴܵܵ୮ୀ୔ے
ۑ
ۑ
ۑ
ۑ
ې
  ሺͳͲሻ
containing the ܴ ܵܵ௣values to all visible APs whereby the variable  ൌ ͳǡʹǡǥ ǡ  
describes the elements of the vector ݏ, namely the averaged RSS values for 
each AP. p is therefore the number of APs. 
Several different approaches are possible to derive VDs (see e.g. Machaj & 
Brida, 2011 or Moghtadaiee & Dempster, 2015). In the following, the deriva-
tions are started with the universal Minkowski distance which then leads to 
three special cases of this VD. Furthermore, six other VDs are introduced 
which are used in the comparing performance analysis in this study.  
4.1. Minkowski Distance
The following equation describes the universal Minkowski distance ܮ௤:  
ܮ௤ ൌ ටσ หݏ௧ǡ௣ െ ݏ௥ǡ௣ห
௤௉
௣ୀଵ
೜
 ሺͳͳሻ
where ݏ௧ǡ௣ is the ܴܵܵ௣ of the fingerprint ܶ ௧ܲ measured in the positioning 
phase on the test point to be positioned, ݏ௥ǡ௣ the ܴܵܵ௣ of the fingerprint ܴ ௥ܲ 
measured in the training phase on the reference point, ݍ the norm parameter 
and ܮ௤ is the norm ݍ between two points. The following three vector distances 
are defined by change of the norm parameter ݍ.  
4.2. Manhattan Distance
By choosing ݍ ൌ ͳ for the norm parameter in the Minkowski distance for-
mula, one receives the Manhattan distance ܮଵ. This VD represents the dis-
tance between two points in a right-angled grid (see the two distances in Fig-
ure 4 with the same length) and is also called city-block distance, boxcar dis-
tance or taxicab distance. This VD is used for the calculation of the distance 
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between two buildings (or crossroad points) in grid-shaped cities, such as in 
Manhattan, New York – hence the name Manhattan distance (Krause, 1986). 
The Manhattan distance ܮଵ results in the following equation: 
ܮଵ ൌ σ หݏ௧ǡ௣ െ ݏ௥ǡ௣ห௉௣ୀଵ . (12)
Figure 4. Illustration of two examples for the Manhattan distances with same length 
(brown lines) and the Euclidean distance (dotted green line) (after Favre-Bulle P, 2015) 
4.3. Euclidean Distance
The Euclidean distance ܮଶ is the most common used vector distance and de-
scribes the distance of the shortest direct path between two points in the Eu-
clidean space. This VD is also a special case of the Minkowski distance if a 
value of 2 is used for ݍǤ Then ܮଶ can be derived from ܮ௤in the form: 
ܮଶ ൌ ටσ หݏ௧ǡ௣ െ ݏ௥ǡ௣ห
ଶ௉
௣ୀଵ . ሺͳ͵ሻ
4.4. Chebyshev Distance
By setting ݍ ൌ λ within formula (11) describing the Minkowski distance, the 
Chebyshev distance ܮஶ is derived. This derivation is also called maximum 
value distance calculation and determines the maximum absolute difference 
between the two vector pairs ݏ௧ǡ௣ and ݏ௥ǡ௣. Then ܮஶ can be described by the 
following formula:  
 ܮஶ ൌ ௣ หݏ௧ǡ௣ െ ݏ௥ǡ௣หǤ ሺͳͶሻ
4.5. Canberra Distance
The Canberra distance ݀ ஼௔௡ is similar to the Manhattan distance ܮଵ, however, 
the distance is weighted by the sum of the absolute values. Every summand 
of ݀ ஼௔௡ has therefore a value between 0 and 1. The mathematical relationship 
is given by: 
݀஼௔௡ ൌ σ
ห௦೟ǡ೛ି௦ೝǡ೛ห
ห௦೟ǡ೛หାห௦ೝǡ೛ห
௉
௣ୀଵ . ሺͳͷሻ
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4.6. Cosine Distance
The Cosine distance ݀஼௢௦ describes rather the similarity between two vectors 
than a distance. The right term in equation (16) can have a value between -1 
and 1. The higher the value, the more alike are the two vectors. By the deduc-
tion of this term by 1, one can interpret the result as a VD.  
݀஼௢௦ ൌ ͳ െ
σ ௦೟ǡ೛ή௦ೝǡ೛ು೛సభ
ටσ ௦೟ǡ೛
మು
೛సభ ήටσ ௦ೝǡ೛
మು
೛సభ
. ሺͳ͸ሻ
4.7. Sorensen Distance
The Sorensen distance, also called Bray Curtis distance, is another derivation 
of the Manhattan distance ܮଵ, where its value is normalized. Then all values 
are positive and lie between 0 and 1. In case of ݀ௌ௢௥ ൌ Ͳ, ݏ௧ ൌ ݏ௥ which means 
that there are two equal vectors. The mathematical relationship is:  
݀ௌ௢௥ ൌ
σ ห௦೟ǡ೛ି௦ೝǡ೛หು೛సభ
σ ൫௦೟ǡ೛ା௦ೝǡ೛൯ು೛సభ
. (17)
4.8. Hellinger Distance
For this distance the norm from the square roots of the fingerprint vectors ݏ௧ 
and ݏ௥ is used divided by ξʹ. This results in: 
݀ு௘௟௟ ൌ
ଵ
ξଶ
ή ฮඥݏ௧ െ ξݏ௥ฮଶ. (18)
4.9. Chi-square Distance
The Chi-square distance is similar to the Euclidean distance ܮଶ but is 
weighted by a factor ߩ௣ ൌ
௦೟ǡ೛ା௦ೝǡ೛
ଶ
 and therefore defined as: 
݀஼௛௜ ൌ σ
൫௦೟ǡ೛ିఘ೛൯
మ
ఘ೛
௉
௣ୀଵ . (19)
4.10. Jeffrey Distance
Finally, for the Jeffrey distance also ߩ௣ is used and then the VD has the form:  
݀௃௘௙௙ ൌ σ ൬ݏ௧ǡ௣ ή ଵ଴ ൬
௦೟ǡ೛
ఘ೛
൰ ൅ ݏ௥ǡ௣ ή ଵ଴ ൬
௦ೝǡ೛
ఘ೛
൰൰ Ǥ௉௣ୀଵ (20)
Apart from the Minkowski distance these nine vector distances VDs are ana-
lysed regarding their performance and achievable positioning accuracies. 
The following section 5 describes first the indoor test bed and section 6 the 
major results of the campaign.  
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5. Indoor Testbed and Measurements
The indoor test bed is located on the ground floor of a multi-storey office 
building of the TU Wien – Vienna University of Technology. Figure 5 shows 
the location of the 93 reference points RPs (illustrated as black dots) distrib-
uted in a regular grid with spacing of around 2.5 m between the grid points 
and the randomly selected six test points TPs (blue dots). The RPs cover 
mainly three different areas, i.e., parts of a class room in the upper left area, 
an area with desktop computers in the upper right part and the foyer in the 
lower part of the test site. The distribution of all six visible Access Points APs 
CDEG-1 to -6 (indicated as red triangles) is also shown in the Figure. Figure 6 
givens some impressions of how the test bed looks like. As can be seen in the 
left Figure 6, an entresol exists in the foyer whereby the maximum ceiling 
height is 5 m.  
Figure 5. Distribution of reference points RPs (black dots), test points TPs (blue dots) and 
Access Points APs (red triangles) in the indoor test bed 
The three different areas in the test bed have been chosen to provide different 
conditions for Wi-Fi signal propagation regarding damping and shielding of 
the radio signals. An other specific feature of the test bed is that in total four 
different Wi-Fi networks are provided. Besides, these consist of the network 
eduroam, tunet, tunetguest and wlanipsec. These networks are so-called 
multiple-SSID (short for Service Set Identifier) Wi-Fi networks. In this case 
several networks at a physical AP location and a single transmitter as offered. 
In other words, there are four Wireless Local Area Networks (WLANs) (1, 2, 
3 and 4) with native as 1 and mapping to 4 different SSIDs (one, two, three 
and four) on any of the six APs receivable throughout the whole test bed. A 
different encryption for the networks is usually applied. On overview about 
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the characteristics of the four networks is given in Table 1. As can be seen the 
networks are either encrypted or not. With this set-up the rights are defined 
how a user may access the Wi-Fi network. Therefore, each network adapter 
needs his own MAC address. Thus, RSS to 24 different MAC addresses could 
be measured. Additional RSS measurements to other visible APs in this area 
were omitted as they could not be received on the majority of the TPs. The 
measured RSS ranged between -64 to -85 dBm (see section 6.1 for further 
details). 
 
Figure 6. Impressions from the indoor test bed showing the foyer on the right and the class 
room on the left 
 
SSID Characteristics 
eduroam Network for students, staff and participants of this international network  
tunet 
Network for students and staff as well as visiting scholars and conference 
participants. The network is encrypted. 
tunetguest Alternative for network tunet, not encrypted.  
wlanipsec 
Network only for staff of TU Wien while using a VPN (Virtual Private Net-
work) connection.  
 
Table 1. Overview of the characteristics of the four different multiple-SSID networks visible 
in the test bed 
6. Discussion of Evaluation Results
In this section the major results of the investigations are presented. At the 
beginning of this section general aspects are briefly mentioned and the meas-
urement results and corrections for fingerprinting are discussed in the fol-
lowing. Here the empirical determination of the optimum value for K in the 
matching approach is elaborated first followed by a detailed discussion of the 
achieved distance error DE and the mean distance error MDE. The calcula-
tions were performed with newly developed MatLab routines (Joksch, 2016).  
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6.1. General aspects
In the training phase of the fingerprinting approach RSS scans on in total 93 
reference points RPs (compare Figure 5) were measured in four different 
user orientations aligned to the axes of the building. The main reason for 
measuring in four different orientations is that the Wi-Fi signals are signifi-
cantly shielded by the human body of the observer if he is located between 
the AP and the mobile device. For the evaluation, however, only an average 
over all four orientations was used. The measured RSS values ܴܵܵ௥ǡ௣ǡ௠ are 
averaged on each RP per SSID using the following relationship:  
 ݏ௥ǡ௣ ൌ
σ ோௌௌೝǡ೛ǡ೘
ಾೝǡ೛
೘సభ
ெೝǡ೛
 ሺʹͳሻ
where ܴܵܵ௥ǡ௣ǡ௠ are the measurements m of the RSS to ܣ ௣ܲ on ܴ ௥ܲ and ܯ௥ǡ௣is 
the number of measurements to ܣ ௣ܲ on ܴ ௥ܲ. 
The averaged values have then been summarized in the fingerprint vector 
ݏ௥on each ܴ ௥ܲ in the form: 
  ݏ௥ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍݏ௥ǡ௣ୀଵ
ݏ௥ǡ௣ୀଶ
ݏ௥ǡ௣ୀଷ
ڭ
ݏ௥ǡ௣ୀ௉ے
ۑ
ۑ
ۑ
ۑ
ې
Ǥ ሺʹʹሻ
Also on the six test points TPs scanned in the positioning phase the measured 
RSS values were averaged as given in:  
 ݏ௧ǡ௣ ൌ
σ ோௌௌ೟ǡ೛ǡ೘
ಾ೟ǡ೛
೘సభ
ெ೟ǡ೛
 ሺʹ͵ሻ
where ܴܵܵ௧ǡ௣ǡ௠ are the measurements m of the RSS to ܣ ௣ܲ on ܶ ௧ܲ and ܯ௧ǡ௣is 
the number of measurements to ܣ ௣ܲ on ܶ ௧ܲ. 
Again the averaged values are included in the fingerprint vector ݏ௧on each 
ܶ ௧ܲ: 
  ݏ௧ ൌ
ۏ
ێ
ێ
ێ
ێ
ۍݏ௧ǡ௣ୀଵ
ݏ௧ǡ௣ୀଶ
ݏ௧ǡ௣ୀଷ
ڭ
ݏ௧ǡ௣ୀ௉ے
ۑ
ۑ
ۑ
ۑ
ې
Ǥ ሺʹͶሻ
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As an example Table 2 presents the fingerprint vectors for the AP CDEG-1 
with the four multiple-SSID networks measured on the six test point TP 1 up 
to TP 6. When looking at the RSS values of the four different networks, i.e., 
eduroam, tunet, tunetguest and wlanipsec, it can be seen that the RSS values 
are quite similar and the variations are low compared to short-time fluctua-
tions of the RSS in the test bed as reported by Retscher & Roth (2016) and 
Retscher & Tatschl (2016a). Also a significant difference in RSS values on the 
six different TPs can be seen. This is advantageous for positioning using fin-
gerprinting as the fingerprints should be unique on each user locations 
throughout the test site. For the AP CDEG-6, however, the RSS difference on 
five of the six TPs is much smaller. It only varies between -65 to -72 dBm. 
Only the measurements on TP 6 are different with a value of around -80 dBm 
(see Joksch, 2016 for further details). Then it would be more difficult to esti-
mate the correct user’s location if only this single AP would be used. In addi-
tion, only on two test points, i.e., TP 5 and 6, no signal could be received from 
AP CDEG-2. This two TPs are located in the class room and on these locations 
the Wi-Fi signal of AP CDEG-2, which is outside quite far away (compare 
Figure 5), was shielded due to the walls and their structure for the whole du-
ration of the field campaign. In this case where no RSS signal can be received 
a value of -99 dBm is assigned in the fingerprinting vector. 
SSID TP 1 TP 2 TP 3 TP 4 TP 5 TP 6 
eduroam -84.0 -81.0 -68.0 -65.0 -56.4 -62.8 
tunet -85.0 -81.5 -68.2 -64.5 -56.0 -63.0 
tunetguest -85.0 -80.4 -66.5 -66.5 -56.0 -64.5 
wlanipsec -82.5 -80.8 -67.5 -65.3 -55.3 -63.0 
Table 2. Example for RSS values in [dBm] in the fingerprint vector ݏ௧of one AP CDEG-1 for 
the four different multiple-SSID networks on the six TPs 
 
6.2. Determination of the K-Value for the Matching Method
For the empirical determination of the optimum value for K for the K-nearest 
neighbour (KNN) or K-weighted nearest neighbour (KWNN) matching algo-
rithm (see section 3.2 and 3.3 respectively) the Euclidean distance is calcu-
lated where all RSS measurements of the four multiple-SSI networks were 
utilized. As can be seen from Figure 7 the results do not follow the theoretical 
relationship described in section 3.2. On account of the minimum for a MDE 
of 2.24 m with ݇ ൌ ͵, this value is selected for the further evaluation in this 
study. 
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Figure 7. Progression of the MDE in [m] for rising K-values from 1 to 10 (minimum obtained 
K-value of 3 is highlighted in red) 
6.3. Vector Distance Results Comparison
The different vector distances VDs described in section 4 in combination 
with the matching approaches NN, KNN and KWNN are calculated for every 
of the six TPs within every SSID network. Then in the following, the VDs were 
sorted in dependence of their dimension and the usable distances were taken. 
As described in section 3.1 to 3.3, the correct value is the first one for the NN 
and the first three values for KNN and KWNN method. Afterwards the posi-
tions መ݈௧ ൌ ሺݔො௧ǡ ݕො௧ሻ are calculated using the relationship መ݈௧ ൌ ݈௥ for the NN 
where ݈௥ is the coordinate vector of ܴ ௥ܲ and respectively equation (3) in the 
case of the KNN and KWNN matching approach.  
In the next step, the resulting distance errors (DE) and mean distance errors 
(MDEs) calculated with equations (8) and (9) given in section 3.4 of the four 
different multiple-SSID networks were analyzed. Table 3 presents the DEs in 
the four different SSID networks and in total whereas Table 4 summarizes 
the MDEs in the SSID network eduroam of all six TPs for each of the nine 
VDs introduced in section 4. As can be seen from Table 3 if one looks at the 
column of the total DE, the minimum DE of around 0.30 m is achieved for 
the Euclidean and Hellinger VDs. Furthermore, these two VDs do not result 
in the largest DE. The maximum DE of 8.96 m occurs when using the Che-
byshev VD in the SSID network tunetguest.  
In general, the lowest overall DE occurred in the eduroam network. Thus, in 
the following only results in this SSID network are presented. Further results 
concerning the MDE and the four SSID networks are presented in Retscher 
and Joksch (2016) and have proven that the eduroam network is the one to 
be chosen. Here it could be seen that the smallest MDE in eight of nine cases 
occurred. Thereby the smallest MDE is achieved four times for the KWNN 
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matching approach where K was set to 3. For all vector distances the largest 
MDEs in the eduroam network was obtained if the NN approach is employed. 
This can also be observed if one looks at Table 4 and Figures 8 to 10. The 
difference between the smallest MDE and the largest is about 1.10 m (range 
of 1.40 to 3.50 m). The use of the Cosine distance resulted in a MDE of 1.39 m 
for the KNN and 1.40 m for the KWNN. The next best results with differences 
of only 2 to 3 cm was achieved with the Euclidean and Hellinger distance. 
The Chi-square and the Jeffrey MDE differs only by 8 cm. Also the results 
with the Manhattan, Sorensen (MDE 1.67 m) and Canberra distance (MDE 
1.88 m) lie under the overall MDE of 1.90 m using the KWNN matching ap-
proach. With the Chebyshev distance the worst result with a MDE of 2.42 m 
was achieved. 
Table 4 presents the MDEs separately for each of the six test points TP 1 to 
TP 6 in the eduroam SSID network. The smallest MDE resulted in only 
0.43 m on TP 6 using the Cosine, Chi-square and Jeffrey VD and the KWNN 
matching approach. The MDE of the Euclidean distance was slightly higher, 
i.e., 0.58 m. This cannot be seen as a significant difference as the localization 
accuracy of Wi-Fi fingerprinting is usually not that high. If one looks at Fig-
ures 8 to 10, however, it can be seen that positioning accuracies can be 
higher, i.e., on the half meter level, than what usually is achieved in many 
tests reported in the literature. Qualifying it must be mentioned that the per-
formance and achievable positioning accuracies depend very much on the 
environment and the signal propagation conditions during the measure-
ments. It is always reported that the repeatability might be a problem. A suit-
able strategy to retrieve this situation might be the use of continuously rec-
orded RSS measurements in the area of interest. Retscher and Tatschl (2016a 
and b) have developed a differential Wi-Fi positioning approach where RSS 
scans are performed on selected points in the test bed. This points are 
equipped with low-cost Raspberry Pi’s serving as reference stations as it is 
done in a differential GNSS network. Then it is possible to derive corrections 
in real-time which are applied by the mobile client.  
6.4. MDE Comparison for Euclidean and Cosine VD
Figures 8 to 10 provide a graphical representation of the positioning accura-
cies for each TP when using the Euclidean and Cosine VD. As can be seen the 
results can be quite different. In general, the KNN and KWNN matching ap-
proaches outperform the NN approach. The resulting positioning errors lie 
in the range of around 0.40 up to 5.40 m (compare Table 4). The best result 
is obtained on TP 5 in this range using both VDs and KNN and KWNN ap-
proach. This test point is located in the class room (compare Figure 5). On 
the other hand, the worst result is achieved under the entresol in the foyer 
where TP 1 is located using the NN algorithm.  
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  eduroam tunet tunetguest wlanipsec total 
 
 min max min max min max min max min max 
M
a
n
-
h
a
tt
a
n
 NN 1.27 5.38 1.27 5.38 1.27 5.38 1.27 6.83 1.27 5.38 
KNN 0.60 2.99 0.95 4.67 0.60 7.20 0.60 4.67 0.60 4.67 
KWNN 0.55 3.01 1.16 4.87 0.71 7.83 0.63 4.79 0.66 4.72 
E
u
c
li
-
d
e
a
n
 NN 1.27 5.38 1.27 5.38 1.27 5.38 1.79 6.46 1.27 4.57 
KNN 0.42 2.46 0.42 3.90 1.74 7.20 0.42 5.49 0.42 5.49 
KWNN 0.35 2.57 0.32 3.49 1.59 7.73 0.33 5.48 0.31 5.18 
C
h
e
b
y
-
s
h
e
v
 NN 1.27 6.46 1.27 4.57 1.27 8.96 1.79 6.46 1.79 6.34 
KNN 0.60 4.67 0.42 3.90 1.34 4.35 2.15 7.20 0.42 5.56 
KWNN 0.73 4.69 0.34 3.72 1.39 4.72 2.13 7.654 0.35 5.57 
C
a
n
-
b
e
r
r
a
 NN 1.27 5.38 1.27 5.38 1.27 5.38 1.27 6.83 1.27 5.38 
KNN 0.95 2.99 0.95 4.67 0.60 7.20 0.60 4.67 0.60 4.67 
KWNN 0.54 3.03 1.11 4.921 0.72 7.76 0.62 4.82 0.68 4.70 
C
o
s
in
e
 NN 1.27 5.38 1.27 5.38 1.27 5.38 1.79 6.46 1.79 4.57 
KNN 0.42 2.46 0.42 3.90 1.74 5.49 0.42 5.49 0.60 5.87 
KWNN 0.43 2.68 0.59 3.02 1.30 4.01 0.29 5.48 0.82 5.62 
S
o
r
e
n
-
s
e
n
 NN 
1.27 5.38 1.27 5.38 1.27 5.38 1.27 6.83 1.27 5.38 
KNN 0.60 2.99 0.95 4.67 0.60 7.20 0.60 4.67 0.60 4.67 
KWNN 0.55 3.01 1.16 4.87 0.71 7.83 0.63 4.80 0.67 4.72 
H
e
ll
-
in
g
e
r
 NN 1.27 5.38 1.27 5.38 1.27 5.38 1.79 6.46 1.27 4.57 
KNN 0.42 2.46 0.42 3.90 1.74 7.20 0.42 7.20 0.42 2.99 
KWNN 0.35 2.59 0.30 3.55 1.61 7.67 0.32 7.76 0.30 3.08 
C
h
i-
s
q
u
a
r
e
 NN 1.27 5.38 1.27 5.38 1.27 5.38 1.79 6.46 1.27 4.57 
KNN 0.42 2.46 0.42 3.90 1.74 7.20 0.42 7.20 0.42 2.99 
KWNN 0.43 2.72 0.53 3.21 1.43 8.16 0.27 8.33 0.42 3.17 
J
e
ff
r
e
y
 NN 1.27 5.38 1.27 5.38 1.27 5.38 1.79 6.46 1.27 4.57 
KNN 0.42 2.46 0.42 3.90 1.74 7.20 0.42 7.20 0.42 2.99 
KWNN 0.43 2.72 0.53 3.21 1.43 8.16 0.27 8.33 0.42 3.17 
 
Table 3. DEs in [m] in the four different SSID networks and in total for the different VDs 
Green marked values indicate the minimum DE and red the maximum DE of each vector distance VD.  
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 TP 1 TP 2 TP 3 TP 4 TP 5 TP 6 
M
a
n
-
h
a
tt
a
n
 NN 5.38 1.79 4.01 1.79 4.60 1.27 
KNN 2.99 2.15 2.46 0.60 1.52 0.95 
KWNN 3.01 2.21 2.56 0.61 1.07 0.55 
E
u
c
li
-
d
e
a
n
 NN 5.40 1.79 4.01 1.79 4.57 1.27 
KNN 2.15 2.15 2.46 0.60 0.42 0.95 
KWNN 2.21 2.19 2.57 0.63 0.35 0.58 
C
h
e
b
y
-
s
h
e
v
 NN 1.79 4.01 6.46 1.79 4.57 1.27 
KNN 3.64 2.15 4.67 0.60 2.83 0.95 
KWNN 3.55 2.22 4.69 0.76 2.58 0.73 
C
a
n
-
b
e
r
r
a
 NN 5.38 4.01 4.01 1.79 4.57 1.27 
KNN 2.99 2.15 2.46 1.79 1.52 0.95 
KWNN 3.03 2.22 2.62 1.76 1.11 0.55 
C
o
s
in
e
 NN 5.38 4.01 4.01 1.79 4.57 1.27 
KNN 1.79 2.15 2.46 0.60 0.42 0.95 
KWNN 1.91 2.25 2.68 0.65 0.48 0.43 
S
o
r
e
n
-
s
e
n
 NN 5.40 1.79 4.01 1.79 4.57 1.27 
KNN 2.99 2.15 2.46 0.60 1.52 0.95 
KWNN 3.01 2.21 2.56 0.61 1.07 0.55 
H
e
ll
-
in
g
e
r
 NN 5.38 4.01 4.01 1.79 4.57 1.27 
KNN 2.15 2.15 2.46 0.60 0.42 0.95 
KWNN 2.22 2.22 2.59 0.64 0.35 0.57 
C
h
i-
s
q
u
a
r
e
 NN 5.38 4.01 4.01 1.79 4.57 1.27 
KNN 2.15 2.15 2.46 0.60 0.42 0.95 
KWNN 2.30 2.30 2.72 0.68 0.44 0.43 
J
e
ff
r
e
y
 NN 5.38 4.01 4.01 1.79 4.57 1.27 
KNN 2.15 2.15 2.46 0.60 0.42 0.95 
KWNN 2.30 2.30 2.72 0.68 0.44 0.43 
 
Table 4. MDEs in [m] in the SSID network eduroam of all six TPs for the different VDs 
Green marked values indicate the minimum MDE and red the maximum MDE of each vector distance 
VD. The underlined values are the smallest MDE. 
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Figure 8. Comparison of the positioning errors in the eduroam network for TP 1 and TP 2 
for the Euclidean and Cosine vector distance VD and NN, KNN and KWNN matching ap-
proach 
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Figure 9. Comparison of the positioning errors in the eduroam network for TP 3 and TP 4 
for the Euclidean and Cosine vector distance VD and NN, KNN and KWNN matching ap-
proach 
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Figure 10. Comparison of the positioning errors in the eduroam network for TP 5 and TP 6 
for the Euclidean and Cosine vector distance VD and NN, KNN and KWNN matching ap-
proach 
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6.5. Discussion of the Major Outcome
For the assessment of the quality of positioning using Wi-Fi fingerprinting 
the distance errors DEs and mean errors MDEs were analyzed. It was found 
that one network should be selected if multiple-SSID networks are existing. 
In the building of TU Wien where four multiple-SSI networks are provided 
the network eduroam resulted in the best positioning accuracy and perfor-
mance. It is not recommended to average over all existing networks. This 
would lead to a false weighting of the observations.  
If one looks at the results using the nine different vector distances VDs which 
were investigated no significant differences between most of them are found. 
Thus, it cannot be recommended in general, which VD should be chosen as 
the right selection depends very much on the surrounding environment and 
the present interference conditions affecting the propagation of the Wi-Fi 
signal. The most commonly employed Euclidean distance in fingerprinting 
showed no significant MDE difference to the slightly better performing Co-
sine vector distance (see also Retscher & Joksch, 2016). Figures 8 to 10 have 
shown that the resulting positions on the TPs obtained with the KNN and 
KWNN are mostly the closest to the true l0cation of the TP. The DE is then 
around half a meter. Only the NN positions are further away from the true 
location. 
7. Concluding Remarks and Outlook
Current investigations are focused on the additional integration of continu-
ous long-time measurements to consider temporal and spatial signal varia-
tions of the Wi-Fi signal propagation. A concept and first test results of using 
reference stations which continuously scan and measure the RSS of the sur-
rounding APs are presented in Retscher & Roth (2016). Another possibility 
to increase the performance of fingerprinting is the additional use of the com-
pass data from the smartphone sensors and an orientation dependent finger-
printing DB.  
Apart from the standard deterministic fingerprinting approaches further on-
going investigations are considering probabilistic approaches (see e.g. 
Honkavirta et al., 2009). The Mahalanobis distance is a suitable VD in this 
respect and has been tested by Ettlinger & Retscher (2016) for a combination 
of Wi-Fi positioning with fingerprinting using present ambient geomagnetic 
fields. In this case, the nearest neighbours are determined by using condi-
tional probabilities.  
Further future work concerns performance tests in 3D environments using 
Wi-Fi fingerprinting with the different vector distances. Field tests reported 
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in the paper from Retscher and Hofer (2016) were performed in the same 
office building where 3D scenarios, such as the navigation of a mobile user 
from the building entrances to an office in the third floor, have been tested. 
In the evaluation only the Euclidean distance and the NN approach have 
been used so far and a combined solution of all four available multiple-SSID 
networks. Thus, in the further analysis it should be focused on the eduroam 
SSID network with an eventual usage of the KNN or KWNN approach.  
Integration with the inertial sensors embedded in the smartphone is also a 
promising strategy. If the measurements of the accelerometer and gyroscope 
are used continuous positioning and navigation via dead reckoning (DR) is 
possible. In this case, the drift of the inertial navigation sensors can then be 
compensated if a Wi-Fi positioning solution is available. Furthermore, in DR, 
for instance, the step length is adapted if the user climbs stairs or uses an 
elevator as identified by the Wi-Fi absolute positioning system. Retscher & 
Hofer (2016) have demonstrated that this strategy is the right direction for 
localization of mobile devices. Furthermore, the additional use of the baro-
metric pressure sensor which can nowadays be found in many smartphones 
is also planned. Then an additional determination of the altitude of the user 
is possible (see Retscher, 2007 for further details and processing strategy).   
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Extended Abstract 
Despite of widespread usage of Global Positioning System (GPS), this sys-
tem is considered inefficient for indoor areas. Although the most prominent 
positioning system is Global Positioning System, this system uses some 
electromagnetic waves which are unable to pass thick obstacles such as 
concrete roofs and trees [1]. Thus, it cannot be considered as a robust infra-
structure for indoor positioning purposes. Since, other signal networks like 
Wireless Local Area Network (WLAN) can be an appropriate alternative for 
indoor spaces. In addition, widespread usage of mobile smart instruments 
has provided the possibility of ubiquitous system’s development. 
Several methods have been proposed to obtain indoor positions which are 
generally based on received radio waves from fixed points. Time of Arrival 
(TOA), Time Difference of Arrival (TDOA), Angle of Arrival (AOA) and Lo-
cation fingerprinting can be used in this case. It is noteworthy that some of 
these methods are not really appropriate for indoor areas which maybe con-
tain complex structure [2]. Time of Arrival, Time Difference of Arrival and 
Angle of Arrival methods use triangulation techniques so direct lines of 
sight are desired for them. And also acquisition of accurate time and angle 
of received signal without professional instruments, which are usually ex-
pensive, sounds almost impossible. Furthermore, for most of indoor areas 
such as commercial centers and museums direct line of sight is rarely avail-
able and signals are likely to be affected by multipath phenomena [3]. 
In recent years methods based on Inertial Measurement Units (IMU) have 
been proposed and programmed [4], [5]. These methods which are usually 
called Pedestrian Dead Reckoning (PDR) often employ sensors such as Gy-
roscope, Accelerometer and Magnetic sensors to obtain the position of the 
client [6]. It can be regarded as an important limitation along the objectives 
of the Ubiquitous systems. Such systems are restricted to clients equipped 
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by platforms having these expensive modern sensors. Therefore, the meth-
ods using WLAN signals are usually preferred for location based services. 
WLAN Fingerprinting can be regarded as a most appropriate technique that 
uses signal strength as an identification parameter, which can be simply 
obtained. Furthermore, fingerprinting does not have any special infrastruc-
ture to establish and it can be conveniently laid out. In order to apply this 
method there are several ways to recognize the pattern of signals received 
from active transmitters. Stochastic method, Artificial Neural Network and 
K-Nearest Neighbor methods are some of classic pattern recognition tech-
niques [7] that were investigated in this study. In this article these three 
methods were scrutinized and relatively compared, eventually an enhanced 
method has been offered. After using several data sets in order to assess the 
pattern recognition techniques, the proposed method got the first rank of 
the accuracy and also other techniques were ranked based on the accuracy. 
One of the most important differences between indoor positioning systems 
might be utilizing of various algorithms to recognize the spatial pattern. In 
this study, three popular classic methods including Probabilistic algorithm, 
Nearest Neighbor and Artificial Neural Network were investigated. The 
flowchart presented in Figure 1 has depicted the major steps of the study. 
  
Figure 1. The flowchart of the study. 
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This study focuses on Nearest Neighbor in Signal Space method as 
the most accurate method among all and tries to enhance the output 
accuracy of the method. NNSS Method computes the difference 
between received signal strength in a point from each transmitter and 
the received strength of that signal in the rest of the sample points 
(Equation 1). 
   (1) 
 
Where Sij be jth sample point of the database from ith transmitter 
and Si received signal strength from ith hotspot in online phase and 
also for m hotspots and n sample points, i= 1,2,…,m and j=1,2,…,n 
[8]. 
By applying this formula, the most likely sample point as the location 
of the observer can be obtained. Since the number of sample points in 
the design of the model in offline phase is limited and the distance 
between two adjacent sample points is constant in the whole model, 
the accuracy might be affected. Regarding these limitations, in order 
to increase the output accuracy of the system, the medium of first and 
second candidate location points was proposed as the position of the 
user. After applying this change, the highest accuracy was acquired 
(Figure 4). The study area was the third floor of the building of 
Geomatics faculty of K.N.Toosi university of Technology (Figure 2). 
For this building with dimensions of 70×14 meters, totally 6 
hostspots with reasonable distribution, covering the whole area, were 
taken into account. The best distance between each adjacent pair was 
0.9 m and for each sample point four directions were observed and 
recorded in to the database and also JAVA programming language 
was chosen to develop the user friend software. Figure 3 depicts an 
instance of the database. 
 
Figure 2. Plan of the study area. 
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Figure 3. A part of the produced database. 
In order to evaluate the accuracy of each method, observations in the online 
phase were categorized in 6 separate classes containing 10, 20, to 60 obser-
vation in each class. Based on the output results of the system, although the 
accuracy of Artificial Neural Network raised up to 2.7 m by increase in the 
number of observations, it showed the worse accuracy among all methods. 
Probabilistic and KNN methods with final accuracy of 1.8 and 0.9 meters 
respectively were more accurate than ANN. Our extended Nearest Neighbor 
method was the most accurate method almost in all sets of observations. In 
the first observation class, ANN with 3.6 m, KNN and Probabilistic methods 
with 2.7 m were not really reliable to locate the position of the user, howev-
er, extended KNN with 1.5 m seemed more acceptable than the rest of 
methods (See Figure 4). 
 
Figure 4. The behavior of accuracy trend in all methods in the considered sets 
of observation. 
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Combined Out- and Indoor Navigation with 
Smart Phones Using Intelligent Check Points
Hannes Hofer, Guenther Retscher 
Department of Geodesy and Geoinformation, Research Group Engineering 
Geodesy, TU Wien, Vienna, Austria 
Abstract. Apart from a GNSS receiver, smart phones are nowadays 
equipped with further components, such as inertial sensors, a digital com-
pass and a wireless module, which can be used for navigating. The aim of this 
work is to combine the data of these components in order to improve the 
accuracy of positioning in both outdoor and indoor areas. The idea behind is 
to intelligently choose check points along the user’s trajectory and recognize 
them by using the wireless module by using a WLAN fingerprinting strategy. 
The inertial sensors and the digital compass were used to detect changes in 
positioning. 
The combination of the methods is an obvious solution. In this work a new 
approach is developed where fingerprinting is used to recognize certain 
points – referred to as check points – when they are passed and an inertial 
navigation system is used to calculate the positions between them. These 
check points are placed in an intelligent way so that they must be passed and 
can distinguished well by the fingerprinting algorithms. In this work we pre-
sent the results by using fingerprinting algorithms to recognize these intelli-
gent check points (iCPs). 
 
Keywords. Wi-Fi positioning, location fingerprinting, training phase, ref-
erence points, intelligent check points, inertial sensors, sensor fusion 
1. Data Recording and Analyzing (DAAS)
For investigation of the iCP approach a data recording and analyzing system 
(DAAS) was developed. The DAAS is composed of an Android App and a 
MATLAB framework. The arrangement of the components is shown in Fig-
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ure 1. The Combined Positioning System App CPS is able to record RSS val-
ues and orientation data on selected locations with the “CPS Kompass WiFi-
Scanner”. Along a trajectory the “CPS Sensor-WiFi-Recorder” can be used to 
record continuously RSS values and sensor data. 
The recorded data can be imported to the MATLAB framework and the posi-
tioning can be simulated with different approaches off-line. With the DAAS 
databases for different phones and test trajectories can be build. As a specific 
simulation can make use of the same data different approaches can be com-
pared. A next step is the further development of a new App version so that 
the data of the magnetic field sensor and the gyroscope can be combined with 
the received signal strengths (RSS) values.  
 
 
Figure 1. DAAS - arrangement of the components. 
2. Wi-Fi Fingerprinting
To calculate a position with the wireless modules, the RSS of Access Points 
(APs) of an already existing wireless network can be used. A common strat-
egy is to scan for the RSS values on a definite grid of positions and save the 
scans in a database. For the positioning a scan with the wireless module must 
be carried out. The detected RSS values are used to find the position in the 
database where they fit best. In this work the wireless fingerprinting algo-
rithms with a nearest neighbour strategy were implemented. 
For this purpose, RSS values were recorded for 49 positions to simulate the 
calibration and position phase. The DAAS was used to simulate the nearest 
neighbour fingerprinting algorithms and recognize iCPs without moving. 
The aims were to find the best averaging strategy for RSS values and to in-
vestigate whether better results can be achieved if the orientation of the 
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smart phone is considered additionally. Results of the tested variants of the 
fingerprinting algorithms can be seen in Figure 2. 
The overall best results were achieved by using the arithmetic mean for av-
eraging and if minimal RSS values are assigned for Access Points which are 
not always found by a scan. 
 
 
Figure 2. Recognition rates (RR) of Wi-Fi fingerprinting of the tested 49 positions – variants. 
 
By considering of the orientation no significant improvement could be 
achieved, but the wireless scans in the training phase can be reduced signifi-
cantly, because wireless scans must be done on less positions and only in 
necessary orientations. Furthermore, future investigations concerning fin-
gerprinting are dealing with a meaningful selection of Access Points so that 
their RSS values are well distinguishable for each location in the database. 
3. Inertial Navigation (IN)
The inertial sensors and magnetometer embedded in the smart phone can be 
used to identify the orientation of the phone and use it as a digital compass. 
By combining the data of the orientation and the accelerometer a change of 
the position can be recognized. Then a travelled distance can be traced based 
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on inertial navigation. To recognize a position, change a step detection algo-
rithm was implemented. This algorithm analyses the accelerometer data and 
a detect a step when a peak is found and a defined threshold is exceeded. An 
example of the accelerometer data and the detected steps is shown in Fig-
ure 3. 
 
 
Figure 3. Accelerometer data from z-axis and detected steps. 
 
For the inertial navigation algorithm, the step detection algorithm was com-
bined with orientation data of the smart phones at the step time as can be 
seen in Figure 4 as example. 
 
 
Figure 4. Example of orientation values at step from android orientation sensor. 
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The disadvantage of inertial navigation, however, is that the starting position 
must be known and there is always a drift of the calculated position to the 
real position, which increases with every new calculation when moving along. 
4. Recognition of the iCPs
For more tests 17 iCPs positions were chosen form the 49 analyzed positions 
as discussed in chapter 2. This iCPs are divided up in 4 sections, which must 
be passed in logic sequence. For example, the first section is the entrance 
section. The aim was to detect the used entrance with a Wi-Fi fingerprinting 
strategy. By considering this logic sequence and give some APs a higher 
weighting it was possible to recognize the 17 iCPs with a rate of 92,9 percent. 
This results are illustrated in Figure 5. 
 
 
Figure 5. Average recognition rate of Wi-Fi Fingerprinting by dividing in sections. 
 
For recognition of the iCPs while moving, the number of possible iCPs is re-
duced by using a logical sequence how they can be passed. So always only a 
limited number of iCPs is observed. If a minimum Euclidean distance be-
tween the measured RSS values and the RSS values in the database is found, 
then the iCP is recognized as can be seen in Figure 6. 
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Figure 6. Euclidean distances of a certain iCP calculated from continuous RSS scans while 
walking along a trajectory. 
 
In the test runs the iCPs were recognized in movement with an accuracy of 
2.5 m on average. For further work more RSS values should be considered 
instead of using one minimum value. 
5. Inertial Navigation with iCPs
To combine the inertial navigation and the iCPs the current position is cor-
rected at the position of recognized iCP. Also information of the possible 
passing direction and step size (stairs) was considered. Figure 7 and Figure 
8 show the joined trajectories TR-Ei5 and TR-E8 and compares GPS, inertial 
navigation and iCP supported inertial navigation. 
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Figure 7. Test run TR-EI5. 
 
With the described combination of sensors and wireless module higher accu-
racies then with using the GPS receiver only could be achieved. If sensors and 
modules are combined current test results showed an achievable positioning 
accuracy of 1.9 m on average. In contrast, the accuracy achieved with inertial 
navigation was 4,3 m and with GPS was 16.7 m on average, if GPS was avail-
able at all. Details of the results are shown in Table 1.  
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Figure 8. Test run TR-EI8. 
 
Test runs
average end position maximal start pos.
G
PS IN
iC
P-
IN
G
PS IN
iC
P-
IN
G
PS IN
.
iC
P-
IN
G
PS
iC
P-
IN
TR-EI1 34,5 2,9 2,3 36,6 3,5 2,2 45,7 4,3 4,5 45,5 3,0
TR- EI2 20,7 6,0 4,0 25,8 4,0 2,0 37,4 10,0 11,3 37,4 11,3
TR- EI3 16,4 3,2 1,9 31,3 3,5 0,0 31,3 6,4 4,8 1,4 2,0
TR- EI4 12,8 4,3 1,5 22,6 8,5 1,0 22,6 8,5 4,7 20,4 1,5
TR- EI5 14,7 4,2 1,9 32,2 5,9 1,1 32,2 6,4 5,5 8,9 5,5
mean 19,8 4,1 2,3 29,7 5,1 1,3 33,8 7,1 6,2 22,7 4,7
TR- EI6 4,8 1,5 8,7 2,1 9,2 2,7
N.A.
TR- EI7 3,8 1,1 4,6 3,1 6,9 3,7
TR- EI8 5,5 1,3 6,5 0,5 8,0 3,4
mean 4,7 1,3 6,6 1,9 8,0 3,3
All values are in meter.
Table 1. Results - Comparison of GPS, inertial navigation and iCP supported inertial naviga-
tion. 
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6. Conclusions 
With the presented iCP supported inertial navigation it was possible to solve 
the disadvantages of this navigations type. The drift of the calculated position 
can be corrected with the recognition of iCPs. By using the iCP algorithms it 
is not necessary to know the start position anymore perform inertial naviga-
tion. A needed start position for the inertial navigation can be calculated 
when an iCP is passed. 
Another advantage of the iCP approach compared to common fingerprinting 
is the reduction of needed reference points. Commonly a raster of reference 
points where the RSS values are measured are defined. With the iCP ap-
proach only RSS values on way points have to be measured for the calibration 
of the system. 
For a further development of the iCP approach some more improvements 
could be investigated. For Example, the recognition of an iCP with one min-
imum value can be expanded by using a threshold or using a pattern recog-
nition approach for sensor and RSS data. Also it might be meaningful to re-
search on stochastic methods for iCP recognition. 
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Extended Abstract 
With the popularization of smartphone and the development of mobile internet, 
people’s demand on location-based services has increased. Indoors, users are often 
repeating the same movements, such as walking between main door, office, rest rooms. 
As a result, massive of pedestrian tracks have been produced. Fingerprint location 
algorithm based on Wi-Fi or Bluetooth is a popular method in indoor locating. 
However, this method has many weaknesses including unsteadiness and low 
robustness, because it generally uses the mean value and its variance of single point 
Rssi to locate. Grid filters the incorrect positions returned from indoor. Localization, 
especially under signal fluctuation or fingerprint ambiguity. The Hidden Markov 
model and Grid filtering of this approach would achieve a higher position accuracy and 
efficiency. Map information is often available and may contribute to location filtering.  
Recently, a number of researchers take the position sequence information into 
consideration. Xiaoguang(2014) had found a fine-grained walk pattern of indoor 
pedestrians the reliability of the reports. Zhou(2014) had proposed activity sequence 
based indoor pedestrian localization using smartphones. Zhang(2015) proposed a 
wireless positioning method based on Deep Learning arm to deal with the variant and 
unpredictable wireless signals. Jimmy(2013) proposed directional HMM algorithm 
which can learn user habits and improve the accuracy of indoor localization system. 
However, the HMM models are trained with the trajectory and the HMM indoor 
position algorithm relays on the correct and certain data(He, S., & Chan 2015). 
Borriello(2003) proposed Bayesian Filtering which include the grid filtering to 
estimate the position. But the HMM model still cannot deal well with the ambiguities 
resulting and bring the amount of calculation. Therefore, a key challenge here is how 
to deal with the ambiguities resulting from fingerprinting and the data fusion of big 
spatial data and limited topology information. 
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To solve this problem, we propose an indoor fingerprint positioning method based on 
the combination of grid filtering and hidden Markov model. This method includes both 
offline and real time positioning stages. Firstly, during the on-line phase, we firstly 
divide the indoor space as the grid evenly, and then build accessibility gird based on 
the local position and set the execution rate. The confidence level of obstacles (or 
barriers) is set as 0. For obtaining the probability of other positions, we use the 
historical mobile transition probability, and build an offline estimating range. Secondly, 
we establish station probabilities based on the nearest neighbor location fingerprint 
algorithm and grid filtering. During the offline stage, we use mobile signal to get the 
data and remove noises with Kalman filter, and then store the data into our fingerprint 
database. While starting on-line locating, this method will judge if it’s the first time to 
locate. The nearest neighbor algorithm will be used for locating if it is the initial point, 
if not, the prediction database, built according to the location of the former point, will 
provide a constrained positioning area, and then match the data with fingerprint 
database to find the closest position. The indoor positioning coordinates can be got 
based on the nearest neighbor location fingerprint. Thirdly, algorithm then the 
probabilistic model is constructed. In order to achieve more accurate moving 
probability model, The prediction accuracy of Hidden Markov model is greatly 
improved by adding the constraints of grid filtering and updating the database which 
rule out the influence on the historical data of pedestrian. So, the best pedestrian route 
is found and the fingerprint based positioning algorithm is modified. The method 
proposed by this paper can greatly improve the positioning accuracy and stability of 
pedestrians in the room, verifying the effectiveness of the proposed method. The work 
results show the improvement on localization accuracy in coping with the turbulent 
wireless signals. 
An experiment in Nanjing normal university used this method and the experiment area 
is a 15M*10M laboratory room. The presented HMM can deal with ambiguities 
resulting from Bluetooth fingerprinting. The algorithm is computationally efficient 
because of the update of the HMM and Grid filtering, based on the positions of 
Bluetooth fingerprint and grid filtering. Through mining spatial temporal distribution 
regularities of tracing points, and inputting time orders and appearance probabilities 
into fingerprint database, the tracing effect of this new method is significantly 
increased compared to fingerprint positioning algorithm without considering indoor 
pedestrian tracks. The comparison of two algorithm result is below. 
Method Area Accuracy/m Time/s
KNN n 2.95 3.1s
KNN+HMM+GRID 3-9 2.15 1.1
Table 1. comparison of evaluation index 
The location results achieved 2.15m precision more precise than the k-Nearest 
Neighbor fingerprinting approach. The experiment proved the improvement of 
accuracy and stability on indoor location. Also, being verified its effectiveness this 
method can be used in providing route proposal and navigation in shopping mall, 
museum and airport. 
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Static Positioning with the Aid of GPS and Cel-
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Abstract. Global Positioning System (GPS) is nowadays the most familiar 
and widely used positioning technique. With the emerging growth in the 
number and types of mobile devices, it is being installed as a standard ser-
vice in modern mobile phones (smartphones). However, it has some limita-
tions due to the availability of the signal in some specific circumstances and 
its stability. For that reason, cellular network techniques for precise loca-
tion estimation with the use of mobile phones were developed. In this pa-
per, we investigate GPS accuracy influenced by different conditions and 
compare it with cellular network positioning. It was possible thanks to a 
measurement campaign performed on the campus of Lodz University of 
Technology in Poland. This work demonstrates the comparison between 
different positioning methods together with their accuracies, providing an 
overview on the reliability of the results for different urban scenarios. 
Keywords. Cellular network positioning, GPS accuracy, static GPS meas-
urements 
1. Method 
1.1. Measurement Set-up
The hardware consisted of a smartphone, which for static measurements 
was placed on a tripod with a rotational platform. The constant height was 
preserved, whereas the orientation was changed each thirty minutes so that 
the user could compare the results for different azimuth angles. This 
amount of time was sufficient for statistical reasons and in order to obtain 
stable results. 
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Figures 1., 2. The measurement aperture in an outdoor and indoor location. 
 
They were provided by constant number of four times 1,800 probes and 
measurement time of two hours. The data was collected with the aid of an 
Android App implemented in previous projects at Lodz University of Tech-
nology. The scripts employed for signal processing and detailed analysis 
had been developed with the aid of Matlab.  
1.2. Measurement Points Choice 
The points chosen for static collection of data had to be accessible for 2-
hour measurement. Moreover, they vary not only in locations, but also sat-
isfy different conditions influencing localization accuracy. That makes them 
representative for the analysis. Factors such as environment and surround-
ings (trees, open air locations), urban areas characteristics (crossings, 
buildings), as well as the weather, should be taken into consideration. In 
this plenty of in- and outdoor scenarios, the ground truth of the measure-
ment points was estimated with a traditional measuring tape. In some 
points the software did not work properly estimating the network coordi-
nates (no_data) or just provided constant value instead of varying data ex-
pected. For one point of interest (POI), referred to as ‘staw’, the data was 
corrupted and for that reason discarded from the analysis. For the remain-
ing locations the results, varying with orientation, will be further discussed. 
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POI Name Real_lat Real_lon Cell_lat Cell_lon Description Date 
weeia 51.752563 19.453221 51.7512584 19.4525845 indoor ground floor  31.03. 
lodex 51.747290 19.453846 varying varying indoor 4th floor window 03.04. 
staw 51.747586 19.454062 varying varying outdoor building shadowing 20.04. 
garaz 51.754099 19.451647 51.7471068 19.4538508 outdoor building canyon 20.04. 
grad 51.746587 19.453696 no_data no_data outdoor open space area 21.04. 
dwz 51.748518 19.453382 no_data no_data outdoor park green area 21.04. 
mosir 51.749344 19.453428 51.7471004 19.454077 outdoor street low traffic 30.05. 
Table 1. The measurement point coordinates with their descriptions. 
 
 
Figures 3., 4. The measurement point locations with their names. 
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2. Findings and Arguments 
2.1. Distance Calculation 
In order show the deviation between the measured point and the ground 
truth, the need for distance calculation based on the geographical coordi-
nates arised. The study of available literature showed that there are two 
main approaches to be taken into consideration. The first one employs the 
so called “haversine” equation (1), which is important for navigation and 
enables to estimate shortest path between two points on the Earth’s surface. 
The differences in altitudes are not taken into consideration. Assuming the 
spherical shape of Earth, one neglects the ellipsoidal effects, achieving suf-
ficient accuracy in most cases. An error does usually not exceed 0.3 % which 
is represented as rounding results off the to 4 significant digits (Movable 
Type Scripts, 2016).  
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(1) 
The variables φ and λ denote latitude and longitude, respectively, while R 
stands for the mean radius of Earth. For the purpose of trigonometric func-
tions, both coordinates need to be implemented in radians. 
Nevertheless, there exist also a more straightforward method which consti-
tutes a reasonable one-line alternative to the haversine formula for many 
geodetic purposes. Most of recent computers and programming languages 
use ‘IEEE 754’ 64-bit floating-point numbers with a precision of 15 signifi-
cant digits which is enough for well-conditioned results down to distances 
as small as a few meters on the earth’s surface using simple spherical law of 
cosines formula (2). Comparing these two common formulas, it turns out 
that the second one may be more suitable for very small distances an 
equirectangular approximation (Movable Type Scripts, 2016).  
 ൌ ିଵሺɔଵ ɔଶ ൅ ɔଵ ɔଶ ȟɉሻ כ Ɏ ȀͳͺͲ (2) 
Hence, the spectral law of cosines was chosen for the analysis performed 
with the aid of Matlab. The calculated distances were comparable with 
those provided by online tool employing the more complex equation, what 
proved that the choice was appropriate. 
2.2. Measurement Points Without Network Data 
In this subsection, the locations without the information about the coordi-
nates determined by cellular network are described.  
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A) grad 
 
Looking at the Figures 6 and 8, it can be noticed that the accuracy provided 
by the GPS sensor is generally comparable with the deviation from the true 
position. It means that in the case of point of interest denoted as A, which 
is an open space area, the result is at the verge of reliability. It can be also 
observed in Figure 10 that for most of the probes the square indicating the 
true position is inside the circles, radius of which represents the sensor ac-
curacy. Figures 5 and 7 indicate sufficient stability of the results. 
 
Figure 5. GPS deviation from true position - time series (blue), mean (red) +/- std (green). 
 
Figure 6. GPS deviation from true position per orientation – mean, median, standard dev. 
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Figure 7. Accuracy of GPS per orientation - time series (blue), mean (red) +/- std (green). 
 
 
Figure 8. Accuracy of the GPS position per orientation – mean, median, standard dev. 
 
 
 
Figure 9. a, b, c, d. GPS positions per orientation (colored) with true position (square). 
 
LBS 2016
Page 99
 
 
Figure 10. a, b, c, d. GPS positions (black), accuracies (green) and true position (square). 
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B) dwz 
 
Example point B was located under the trees, so the Google Earth satellite 
screenshot is not presented here as the point is not clearly visible. Compar-
ing the Figures 12 and 14 one may observe that the accuracy provided by the 
GPS sensor is, on average, a few meters smaller in value than the deviation 
from the true position. It means that in the green area with trees the result 
is less reliable than in the previous case. It can be also observed in Figure 
15, that for most of the cases the square is outside the circles. Figures 11 and 
13 show also more outliers, but the result can be considered as quite stable. 
Based on these two Figures, however, another interesting observation was 
made. The clear difference in curve traces and peaks between subplots, as 
well as largest deviation from the true position and accuracy values for the 
east coordinate, prove the influence of measurement setup orientation. A 
possible cause could be the neighborhood of a building that was about ten 
meters further on the western side. A more detailed investigation of the 
GPS sensor placement inside the smarthphone could verify this hypothesis. 
 
 
Figure 11. GPS deviation from true position - time series (blue), mean (red) +/- std (green). 
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Figure 12. GPS deviation from true position per orientation – mean, median, standard dev. 
 
 
Figure 13. Accuracy of GPS per orientation - time series (blue), mean (red) +/- std (green). 
 
Figure 14. Accuracy of the GPS position per orientation – mean, median, standard dev.  
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Figure 15. a, b, c, d. GPS positions (black), accuracies (green) and true position (square). 
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2.3. Measurement Points With Constant Network Data 
Measurements taken on the following three points brought constant coor-
dinates provided by the cellular network. They differ significantly from the 
true position. An online tool enabled us to illustrate the deviation on a map 
(Movable Type Scripts, 2016). 
 
Figure 16. The deviation of constant coordinates provided by the cellular network from the 
true position of measurement hardware for the ‘weeia‘ point of interest (distance: 151.5 m). 
The next two Figures present an interesting relationship. In both cases, the 
positions estimated by cellular network have almost the same coordinates. 
Moreover, the indicated point is a close to a location of another, previous 
measurement series. So far it was impossible for us to find a reasonable 
explanation for this fact. One possibility is that the cellular network infor-
mation provided for the previous point remained unchanged due to some 
network mistake of not updating the position on the measuring device. The 
answer to that phenomena might be probably found after the detailed in-
vestigation of surrounding base stations, depicted in the Figure 19, and the 
analysis of their signal strength. This investigation could be a starting point 
of future research in this area.  
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Figures 17., 18. The deviation of constant coordinates provided by the cellular network 
from the true position of measurement hardware for the ‘garaz‘ and ‘mosir‘ points of interest  
(distance: 792.2 m and 253.5 m, respectively). 
 
Figure 19. Base Stations Cell IDs (arrows) with the last point ‘lodex’ true location (square). 
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C) weeia 
 
In the case of point C, which was indoor, both the deviation and the accura-
cy was 2 up to 4 times larger than in the outdoor scenarios. Looking at the 
Figures 21 and 23 one may see the difference between these two and previ-
ous plots. The accuracy provided by the GPS sensor is again smaller than 
the deviation from the true position, which indicates the fact that it is not 
sufficient to rely on. It can be also observed in Figure 25, that for most of 
the cases the square is outside the circles. Figure 22 shows that the accuracy 
indicator varies significantly what makes the results totally unstable. 
Figure 20. GPS deviation from true position - time series (blue), mean (red) +/- std (green). 
Figure 21. GPS deviation from true position per orientation – mean, median, standard dev. 
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Figure 22. Accuracy of GPS per orientation - time series (blue), mean (red) +/- std (green). 
 
Figure 23. Accuracy of the GPS position per orientation – mean, median, standard dev. 
 
Figure 24. a, b, c, d. GPS positions per orientation (colored) with true position (square). 
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Figure 25. a, b, c, d. GPS positions (black), accuracies (green) and true position (square). 
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D) mosir 
 
As for the point D, for which the measurements were collected in the street, 
comparing the Figures 27 and 29 it can be stated that the results are again 
hardly reliable since the accuracy provided by the GPS sensor is slightly 
smaller than the deviation from the true position. It is not clearly seen in 
Figure 31, however, the analysis proved that the square is outside the circles 
for most cases. The Figures 26 and 28 prove that the result cannot be said 
to be stable, no matter what the actual orientation was. 
 
 
Figure 26. GPS deviation from true position - time series (blue), mean (red) +/- std (green). 
 
 
Figure 27. GPS deviation from true position per orientation – mean, median, standard dev. 
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Figure 28. Accuracy of GPS per orientation - time series (blue), mean (red) +/- std (green). 
 
Figure 29. Accuracy of the GPS position per orientation – mean, median, standard dev.  
 
Figure 30. a, b, c, d. GPS positions per orientation (colored) with true position (square). 
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Figure 31. a, b, c, d. GPS positions (black), accuracies (green) and true position (square). 
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E) garaz 
 
Comparing the Figures 33 and 35 for the location E, one observes a huge 
discrepancy between the GPS sensor accuracy and the deviation from the 
true position. That makes the results least reliable from all which were so 
far analyzed. It can be explained by the urban canyon scenario – an area 
surrounded by buildings that probably block the GPS signal and result in 
many secondary waves due to multipath and reflection phenomena. In Fig-
ure 37, it can be clearly seen that the square is totally outside the circles. 
The Figures 32 and 34 show the instability of most of the cases. 
Figure 32. GPS deviation from true position - time series (blue), mean (red) +/- std (green). 
Figure 33. GPS deviation from true position per orientation – mean, median, standard dev. 
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Figure 34. Accuracy of GPS per orientation - time series (blue), mean (red) +/- std (green). 
 
Figure 35. Accuracy of the GPS position per orientation – mean, median, standard dev.  
Figure 36. a, b, c, d. GPS positions per orientation (colored) with true position (square). 
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Figure 37. a, b, c, d. GPS positions (black), accuracies (green) and true position (square). 
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2.4. Measurement Point With Varying Network Data 
F) lodex 
 
In this last example, one deals again with an indoor scenario. Comparing 
the Figures 41 and 43 it can be observed that the deviation from the true 
position is beyond the accuracy provided by the GPS sensor, meaning the 
poor reliability of the result. It is also clearly visible in the Figure 46 where 
the square is far outside the circles. Based on the Figures 40, 42, 44, 46 and 
48 it can be stated that the results are stable with some minor outliers.  
 
Figures 38., 39. Network positions for each orientation (colored), on the left – and points 
with constant network positions (yellow pins) with their true locations (white squares), right. 
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This point of interest was also the only one with varying coordinates infor-
mation provided by the cellular network. For that reason, analysis of base 
stations triangulation positioning was possible. Unfortunately, again the 
deviations from the true position are greater than the accuracy provided by 
the cellular network which turned out to be more stable, but on the other 
hand less reliable than GPS. The discrepancies between network and GPS 
positions are significant, larger than the deviations from true positions. 
However, the network positions are more concentrated what makes it more 
precise than GPS positioning. This effect may be observed while comparing 
the Figures 50 and 51. In the Figure 50, the accuracy of the network was so 
large in value and significantly stable compared with the spread of the 
points that for the better view it was not reasonable to add this information 
to the same plot. In can be, however, seen from Figures 46 and 47.                      
Figure 40. GPS deviation from true position - time series (blue), mean (red) +/- std (green). 
Figure 41. GPS deviation from true position per orientation – mean, median, standard dev. 
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Figure 42. Accuracy of GPS per orientation - time series (blue), mean (red) +/- std (green). 
Figure 43. Accuracy of the GPS position per orientation – mean, median, standard dev.  
Figure 44. Deviation of coordinates provided by cellular network from the true position per 
orientation – plot of time series (blue) with mean (red) and +/- standard deviation (green). 
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Figure 45. Deviation of coordinates provided by cellular network from the true position for 
each orientation – mean, median, standard deviation. 
 
 
 
Figure 46. Accuracy of coordinates provided by cellular network per orientation – plot of 
time series (blue) with mean (red) and +/- standard deviation (green). 
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Figure 47. Accuracy of coordinates provided by cellular network for each orientation – 
mean, median, standard deviation. 
 
Figure 48. Deviation of coordinates provided by cellular network from GPS position per 
orientation – plot of time series (blue) with mean (red) and +/- standard deviation (green). 
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Figure 49. Deviation of coordinates provided by cellular network from GPS position for 
each orientation – mean, median, standard deviation. 
 
 
Figure 52. a, b, c, d. GPS positions per orientation (colored) with true position (square). 
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Figure 50. Network positions (points) with true position (square) per orientation. 
LBS 2016
Page 121
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                             
Figure 51. a, b, c, d. GPS positions (black), accuracies (green) and true position (square). 
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2.5. Discussion of the GPS Results 
The overall results presented in the Table 2 constitute a summary of find-
ings from the previous sections. The stability can be judged considering the 
ratio between the standard deviation and mean for deviation and the accu-
racy separately, whereas reliability might be assessed based on the relation-
ship between the accuracy and deviation values, respectively. The reference 
measurements indicate the fact that outdoor locations not shaded by build-
ings or trees present the highest reliability, defined as spread between GPS 
sensor accuracy and the deviation from the true position. This study also 
shows that the altitude has an impact on the measurement stability, which 
is more significant in the indoor scenarios. 
POI 
Name 
GPS deviation [m] GPS accuracy [m] 
Description Stability Reliability 
Mean 
Me-
dian 
Std 
dev. 
Mean 
Me-
dian 
Std 
dev. 
grad 4.70 4.76 2.21 4.47 4.00 1.14 outdoor open space high medium 
dwz 10.15 7.45 9.45 6.03 5.00 2.91 outdoor park area medium low 
weeia 27.55 29.15 6.31 24.27 19.00 13.58 indoor ground floor very low very low 
mosir 5.25 4.80 2.55 4.82 5.00 1.41 outdoor in the street low medium 
garaz 15.90 16.56 8.64 4.62 4.00 1.38 outdoor building canyon low very low 
lodex 15.54 13.80 5.09 11.66 11.00 2.71 indoor 4th floor medium low 
Table 2. The measurement points GPS stability and reliability. 
3. Conclusions  
In this work the influence of environment such as shadowing by buildings 
and trees was confirmed. The analysis of reference measurement data cov-
ered both static indoor and outdoor scenarios. Not only the GPS data were 
taken into consideration, but also the use of cellular network data was in-
vestigated. As stated before, this might be the a start point for further future 
work. Detailed statistical investigation was performed and some interesting 
correlations were found. This paper may help the everyday modern mobile 
phone user to understand and react to some challenges resulting from posi-
tioning tools of limited accuracy and stability. Our work might also become 
an impact for the cellular network providers encouraging them to further 
develop positioning and localization applications.  
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1. Introduction 
Research in health science and psychology is focused on particular health 
conditions and often conducted in controlled laboratory settings. Dynamic 
real-world situations show that findings from laboratory research are only 
partially applicable as contextual factors affect behavior (Reis 2012). Older 
adults, despite showing a drop in cognitive ability, handle well the challenges 
of every day life (Verhaeghen et al. 2012). Ambulatory assessment, in situ 
measurements in everyday life, has recently been advocated to study dy-
namic health stabilization models in their real-life context (Brose and Ebner-
Priemer 2015). Ambulatory assessment includes the collection of various 
data over predefined periods of time, such as observed behavior and self-re-
ports, and physiological and biological data. 
2. MOASIS Study design 
The Mobility, Activity and Social Interaction Study (MOASIS) collects indi-
vidualized everyday-life health data in older adults and aims to develop com-
putational models to measure, analyze, and improve health behaviors and 
health outcomes in the everyday life of aging individuals. It targets to detect 
and model intra-individual changes and inter-individual differences in 
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movement trajectories and social activities of older adults, indexed by re-
peated measures of movement, space use and social context parameters. 
The study employs the custom-built mobile sensor uTrail (Fig. 1), which 
measures the mobility with GPS, physical activity with a 3-axis accelerome-
ter, and social interaction with a microphone using the electronically acti-
vated recorder (EAR) method (Mehl et al. 2001). 
Figure 1. Overview of the uTrail mobile sensor 
Preceding to the main study, scheduled for early 2017, two pilot studies have 
been conducted to test the sensors and the overall study protocol. This work 
in progress reports on the second pilot study conducted between March and 
Mai 2016 with an observation period of 30 days and 27 participants (aged 65 
- 80 years, fluency in German and a score above 26 in the Mini Mental State 
Examination MMSE; Folstein et al. 1975). The study design includes psycho-
logical baseline tests, self-reports, evening diary, complemented by the am-
bulatory assessment of the physical, spatial and social activity. On a daily ba-
sis the participants carry the uTrail to assess their mobility and activity, while 
in the evening they keep track of their activity with an evening diary. 
3. Reconstructing daily spatio-temporal timelines 
Due to the real-world study setup, the sensor settings and the participants’ 
daily-life patterns and actions, the analysis must be able to cope with partial 
data readings. Partial data readings include lack of GPS reception, or missing 
data due to the device inadvertently being switched off, interrupting the con-
tinuous sampling. For all three sensors, time is used as a unique identifier 
(uid) to merge the different datasets. Merging enables various insights, such 
as how active a person is according to where they are or in which places the 
person is socially active. Combining accelerometer with GPS data provides 
more solid estimates of GPS locations when the participant moves slowly or 
is stationary, and helps to detect the mode of transport. 
Handling different sequences based on data availability allows us to work 
with partial data, and build inferences to fully reconstruct timelines (Fig. 2). 
In this work, temporal gaps are defined by a preset temporal threshold and 
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are used to split the segments into sub-segments that require different anal-
ysis approaches. Sub-segments with valid GPS readings can then be handled 
by trajectory segmentation methods (Laube and Purves 2011, Gschwend 
2015) based on GPS and acceleration readings (Move-GPS, Stop-GPS). For 
the temporal gaps, the segment is inferred between the last and next known 
valid location (Move-ND, Stop-ND) based on a combined distance and accel-
eration criterion. Figure 2 shows conceptually for a sample day the different 
types of moves and stops. Given accelerometer data, inferences of activity 
intensities and classification provide additional hints for segments with no 
GPS data. No-data segments also affect data merging; here, they affect how 
well the audio data are mappable to the closest known GPS position (shown 
in Figure 2 with an audio symbol against a gray circle.) 
Figure 2. Conceptual illustration of a spatio-temporal trajectory consider-
ing gaps in GPS data and offline periods 
4. Conclusions 
Synchronizing by time allows integration with sensors that are less prone to 
data reception problems such as accelerometer and EAR, and thus enables 
(re)constructing the participants' lifelines and computing activity-related 
measures, while maintaining the spatial perspective (Figure 3). This is espe-
cially important as a large part of our daily life is situated indoors, where 
most of our social and physical interactions occur. By not knowing the se-
mantics of mobility, these mobility patterns nevertheless often remain ob-
scure and require good knowledge of the domain and context. 
The next steps of MOASIS will first focus on further semantic annotation of 
moves, stops and finding further patterns and measures, by including also 
context data, as well as learning from, and validating with, the self-reporting 
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and diary data. Based on the semantic annotation, we will conduct, among 
others sequence analysis with a variety of methods and measures. 
Figure 3. Visualization of a one-day reconstruction of a participant, with 
sensor merging, stop and move segmentation and clustering.  
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Abstract. Analysis of movement data is becoming more popular in several 
applications. Most of the attempts that has been made on this line of re-
search to analyze movement sport data have focused on spatial aspects of 
the movement to extract some movement characteristics, such as patterns 
and similarities. In this research, we propose examining the behavioral 
movement patterns of athletes by analyzing changes in different movement 
attributes (e.g., speed and heart rate), which is categorized under the gen-
eral term of “analysis of movement observations”. An example data set of 
the movement observations acquired during the “orienteering” sport is pre-
sented and shortly discussed. 
 
Keywords. Spatial movement analysis, Movement observations, Spatio-
temporal patterns, Orienteering. 
 
1. Introduction
The spatio-temporal analysis of movement data is a recent trend of research 
in GIScience. Recent and emerging positioning technologies have resulted 
in significant increases in the availability of highly accurate data on moving 
phenomena (Gudmundsson et al. 2011). Thus, new exploratory tools and 
knowledge discovery techniques are required to extract meaningful infor-
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mation, discover interesting patterns, and explore the dynamic behavior of 
moving objects. Especially, analysis of movement observations, which con-
tain information about the movement of each individual entity and the un-
derlying mechanisms, are of great interest. These observations are key to 
the study and understanding of movement (Dodge et al. 2016). In this case, 
in addition to the positional movement data, some set of ancillary observa-
tions that describe objects behavioral and cognitive proceeds are employed 
to study the behavioral movement patterns and their impacts on the target 
object. 
Analysis of movement data is becoming more popular in several applica-
tions. In particular, attempts have been made to analyze movements in 
sport scenes (Gudmundsson and Wolle 2010; Memmert and Perl 2009; 
Taki and Hasegawa 2000). However, they have mostly focused on spatial 
aspects of the movement to extract some movement characteristics, such as 
patterns and similarities. This research proposes examining the behavioral 
movement patterns of athletes by analyzing changes in different movement 
attributes (e.g., speed and heart rate) of each individual athlete through a 
competition. We believe analyzing the athletes’ movement observations in 
terms of space (x, y, z) and time (t), through considering movement attrib-
utes of each athlete and contextual information (e.g., the environmental 
information such as temperature) will direct us to better understanding of 
behavioral movement patterns of athletes. In other words, we aim to identi-
fy the effect of athletic status (e.g., elite vs. amateur) and of surface (e.g., 
road vs. path vs. forest) on the movement patterns. As the first step, this 
paper considers movement observations of “orienteering” sport and visually 
analyses them to discover simple movement patterns. The initial results 
verify that such movement observations contain a significant level of infor-
mation in order to be exploit in extracting more sophisticated behavioral 
movement patterns. 
The rest of the paper is organized as follows: Section 2 shortly reviews the 
previous efforts to analyses sport movement data. In Section 3, orienteering 
sport is introduced and an example data set of the movement observations 
acquired during the orienteering task is presented and shortly discussed. 
Finally, Section 4 introduced the future line of the research. 
2. Analyses of Sport Movement Data: A Review
Movement is a key element of many processes and activities. 
Understanding of the movement itself, as well as the patterns of movement 
is very important in many areas of science and technology (Dodge 2011). 
Capturing of trajectory data at fine temporal and spatial granularities has 
allowed representation, and concequently analysis, of detailed geospatial 
lifelines. Especially, coupling such data with field observations enable ex-
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traction of movement patterns that contain information about preferences 
regarding individual decision-making and locational choices. 
Professional sports have widely been influenced by such analyses. For ex-
ample, Gudmundsson and Wolle (2010) deployed trajectory clustering 
techniques to study frequent movements of an individual football player 
and groups of players (Figure 1). In the same regards, Taki and Hasegawa 
(2000) analyzed the movement of each player and extract the players’ dom-
inant regions, i.e., the area where a player has priority over others. They 
then analyzed the distribution of dominant regions. This model has been 
extend by Fujimura and Sugihara (2005) and by Kang et al. (2006) by in-
cluding an advanced modelling of human movement. Even, some software 
has been developed to automatically provide basic statistical information 
(e.g., speed of players, player average position, number of passes performed 
by players), which are then used by coaches to analyze the performance of 
the players and choosing the best strategy.  
 
 
(a)                                                                                       (b) 
Figure 1. (a) Passable regions visualized with red (to players in the same team as the ball 
holder) and blue (to players in the opposite team); (b) Movement of a player, and a cluster of 
frequent movements highlighted in red (Gudmundsson and Wolle 2010). 
 
As discussed, the previous efforts to analyses sport movement data have 
mostly focused on spatial aspects of the movement to extract some move-
ment characteristics, such as patterns and similarities. An exception is 
Hollman et al. (2007), which examined the effect of age on gait velocity and 
stride-to-stride variability during normal and dual task walking conditions. 
There are also research that studies the effect of different situations on run-
ners' biomechanics (Bert-Losier et al. 2015; HébertǦLosier et al. 2014). 
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3. Spatio-Temporal Patterns in Sport Movement 
Observations: The Case of Orienteering 
This research proposes examining the behavioral movement patterns of 
athletes by analyzing changes in different movement attributes (e.g., speed 
and heart rate). Orienteering is selected as a case study. Orineterring is a 
family of sport that requires navigational skills using a map and compass to 
navigate from point to point in diverse and usually unfamiliar terrain, and 
normally moving at speed. There are two major forms of orienteering com-
petition (Scouts 1995):  
 Score (- or free) orienteering:  Here, many checkpoints are placed 
in an area of 1 to 2 kilometers around the starting point, which is al-
so considered as the finish line, with different scores depending on 
the distance to the start point or the level of difficulty to find. Com-
petitors have a set time to find as many checkpoints as they can (in 
any order they wish) and earn as large a total score as possible. 
Therefore, they must judge the time well and evaluate their abilities 
to run and read orienteering map to score.  
 Cross-country (- or point-to-point) orienteering: In this case, every 
competitor must visit the same checkpoints in a numerical order, 
and as quickly as possible. This form of orienteering is a challenge in 
route choice and stamina.  
 
In the both forms of orienteering, competitors choose their route around 
the course. Hence, they confront many possible challenges such as terrain 
barriers or obstacles, artificial features, level of physical fitness and so on. 
For instance, if a hill sits between competitor and the control exists, a good 
rule of thumb is that 15 meters of climb is equal to running about 100 me-
ters on flat ground. Hence, a 45-meter hill will be equivalent to running 300 
meters; and if the competitor can contour around the hill in less than 300 
meters, then he should choose around rather than over.  
Figures 2 and 3 respectively illustrate the path taken by an orienteering 
athlete, and its corresponding movement observations, including altitude, 
heart rate, speed, as well as the land cover. We have divided the path into 
several sections based on the land cover, and computed the duration, dis-
tance, and thereby, the average speed of each section, hoping that relations 
can be found between these parameters in (1) an individual section, (2) sec-
tions of the same type, and (3) the whole path. This will be performed in the 
next steps of the research through extensive computational analyses. How-
ever, for the time being, some relations can be seen visually. For example, 
the heart rate has significantly increased at the very start of the path; Or in 
the first half of the section 3, where the land cover is forest, the altitude is 
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ascending, which caused an increase in the heart rate although the speed is 
reducing. However, in the second half of this section, the altitude is de-
scending, thus it does not influence the heart rate; instead the heart rate is 
in direct relation with the speed. 
 
Figure 2. The path taken by an orienteering athlete. Right figure shows the path corre-
sponded to the Section #3 in Figure 3 in more details.  
4. Future Research’s Direction
This paper proposed the idea of examining the behavioral movement pat-
terns of athletes by analyzing changes in different movement attributes 
(e.g., speed and heart rate), which we believe leads to better understanding 
of behavioral movement patterns of athletes. Here, we only presented a 
type of such information for a path taken by an orienteering athlete, in 
which some patterns can be visually detected. However, complete explora-
tion of the patterns needs sophisticated computational analyses. For exam-
ple, we are going to take advantage of sequence analysis techniques to in-
vestigate and explore transformed movement data into time-dependent 
sequences. 
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Extended Abstract
Introduction. Human mobility has commonly been studied taking into 
account only one side of it at a time. For example, migration or change of 
residence is usually defined as a movement from one area to another cross-
ing municipal or country border, and, daily mobility has been studied to 
understand more short distance movements, for example, work-related 
mobility. In the era of mobilities as human mobility has become more di-
versified, for example, due to the ability to mix or substitute different 
movements, we need combined analyses to describe the multifaceted nature 
of human spatial mobility. One of these themes is the relations between 
place of residence and daily mobility. 
A place of residence or home can be seen as Hägerstrand has termed it – 
the “centre of gravity” – around what all the other activities occur (Rose-
man 1971). To understand the effects of change of residence on daily mo-
bility, the activity space conception can be implemented. This approach lets 
us inspect the associations between long-term movements, like migration 
or change of residence, and short-term movements, like daily mobility con-
cerning work, leisure and home. 
The study of migration is largely dependent on the data that can be used for 
analysis. This has somewhat limited the questions that can be asked, result-
ing in aspects of human spatial mobility that have not yet been examined. 
The development of information and communication technologies and their 
widespread usage are offering scientists different datasets, new methods 
and interpretations, making it possible to study social processes on a new 
level. For example, when studying the connections between change of resi-
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dence and daily mobility, using mobile positioning data helps to overcome 
some constraints presented by traditional data sources like censuses or 
questionnaires, and allow to estimate rather long and continuous time-
series of people’s detailed whereabouts in time and space. 
The aim of this study is to expand on the idea of migration in connection 
with time-geography, drawing on the longitudinal character of passive mo-
bile positioning data and an anchor point model (Ahas et al. 2010). Derived 
from this, the main questions looking for answers are: 1) What affects the 
size of daily activity spaces? 2) How does change of residence change the 
size of daily activity spaces? 3) Does change of residence elicit the change in 
work-time location (and vice versa)? 
Methodology. This study uses passive mobile positioning data and infor-
mation from an anchor point model, developed by the Mobility Lab of Uni-
versity of Tartu (more information in Ahas et al. (2010)), that allow to in-
vestigate the connections between usual place of residence and daily mobili-
ty. Time-series consisting of anchor points from the anchor point model 
extending from January 2007 to December 2013 are used. This study deals 
with actual activity spaces (Dijst 1999a, 199b) of migrants who have 
changed their residence during the years 2008–2012 in Estonia. Activity 
spaces are being given area measures based on the defined anchor points 
and compared in the context of migration direction and settlement hierar-
chy, socio-economic parameters (i.e. gender, age, language) and some char-
acteristics of activity spaces (i.e. distance between home and work location, 
etc.). 
Activity spaces. Activity spaces in this study consist of anchor points 
(home, work-time and secondary anchor points) defined six months 
before and six months after the change of usual place of residence. Six 
months is quite a long time for estimating both the more regularly (for 
example, weekly) and more infrequently (for example, seasonally) visit-
ed places. Activity spaces are described by the size. The size of the activi-
ty space is described by activity ellipse (Newsome et al. 1998, Schönfeld-
er & Axhausen 2003), more specifically by Standard Deviation Ellipse 
(95%). It is weighted by the number of days a respondent has made calls 
in certain anchor points. STD ellipses are calculated only for those re-
spondents who have ≥3 unique anchor points defined, thus for respond-
ents whose activity space consists of only two unique anchor points the 
areal estimate is given using buffers (5 km buffer around the line that 
connects two points), and for respondents whose activity space consists 
of only one unique anchor point the estimate is given using the size of 
the theoretical radio coverage area of a mobile tower (Figure 1). 
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Figure 1. Possible expressions of activity spaces: one anchor point activity spaces (left), two 
anchor points activity spaces (middle), three and more anchor points activity spaces (right). 
Sample. For the period January 2008–December 2012 it was possible to 
extract 99 968 changes in residence using passive mobile positioning data1. 
Migration is a selective process, meaning that some of the population (e.g. 
younger people that are affected by life-course events) are more prone to 
change residence (Bogue 1959). The structure of the sample is described in 
Table 1. Respondents can be divided by age, gender, preferred language and 
home location on settlement hierarchy. 
Age
<=15 15-25 25-35 35-45 45-55 55-65 65-75 >75 NA
0.1 7.3 16.7 17.3 14.5 6.5 2.3 0.6 34.8
Gender
Male Female NA
37.3 37.2 25.5
Language
Estonian Russian English NA
59.0 8.3 0.2 32.5
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42.3 10.5 2.1 15.3 6.6 1.4 2.3 7.2 2.7 9.8
Table 1. Division of respondents (%) by socio-demographic parameters and place of resi-
dence. 
Methods. Dependent parameters are highly skewed, meaning that most of 
the respondents in the sample have smaller activity spaces. Thus basic sta-
tistics and non-parametric tests are used to analyse differences. For exam-
ple, Wilcoxon Signed-Rank Test (alpha=0.01) for repeated measures, Krus-
kal-Wallis Test (alpha=0.05) and Duncan’s New Multiple-Range Test (al-
pha=0.01) to compare different groups. 
Results. What affects the size of daily activity spaces? To understand 
what can possibly affect the development of activity spaces in the context of 
                                                        
1 Methodological part of extracting migrants using passive mobile positioning data is de-
scribed in Kamenjuk et al. (forthcoming). 
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migration it is necessary to understand the difference of activity spaces in 
the context of different socio-demographic and environmental parameters. 
For this we have chosen to analyse activity spaces before the change of resi-
dence.  
Men have bigger activity spaces than women (mean 1424 km2, median 499 
km2 vs mean 1187 km2, median 381 km2) (Figure 2). Estonian speaking 
respondents have bigger activity spaces (mean 1400 km2, median 518 km2) 
than Russian (mean 626 km2, median 104 km2) or English speaking (mean 
590 km2, median 55 km2). Younger migrants have bigger activity spaces 
than older migrants. For example, 15–25 years old have the biggest activity 
spaces (mean 1818 km2, median 857 km2), the next groups are 25–35, 45–
55 and 35–45 years old (means respectively 1313, 1381 and 1221 km2, medi-
ans respectively 503, 422 and 401 km2). The average size of activity spaces 
for the youngest and last three age groups are below 1000 km2 and medians 
under 250 km2, the oldest and the youngest age group having the smallest 
size (470 km2 and median 115 km2, 501 km2 and median 120 km2 respective-
ly). 
 
Figure 2. Size of activity spaces by socio-demographic groups. 
Overall those who lived in rural areas had bigger activity spaces and those 
who lived in urban areas had smaller activity spaces. On urban-rural classi-
fication the average size of activity spaces for those who lived in rural areas 
is 1413 km2 (median 532 km2) and for those who lived in urban areas is 
1130 km2 (median 294 km2) (Figure 3). On a settlement hierarchy that de-
scribes the urban-rural structure of municipalities based on daily commut-
ing patterns (30% or 15% of people commuting to its centre representing 
proximate or more distant hinterland) forming the centre-hinterland struc-
ture (Tammaru 2001). People living in bigger centres (primary city and re-
gional centres) and in their hinterland had smaller activity spaces than 
people living in smaller centres (like county centres), their hinterland and 
rural areas. For example, the average size of activity spaces of people living 
in the primary centre (mean 1015 km2) was 43% smaller than of people liv-
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ing in rural areas (mean 1776 km2). But, for example, when looking at spe-
cific centres and their hinterland, e.g. primary city, then the average size of 
activity spaces of respondents living in the hinterland (15%) was bigger than 
of those living in the city, and, vice, versa, for county centres, the average 
size of activity spaces of those living in the centre was bigger than of those 
living in the hinterland. 
 
Figure 3. Size of activity spaces by urban-rural classification and settlement hierarchy. 
Home and work place are both the two most important locations that affect 
the size of daily activity spaces. We were able to distinguish 88 266 (88.3% 
of the sample) respondents who besides home location had defined a work-
time location (i.e. work, school, etc.) before the change of residence, and 
85 403 (85.4% of the sample) respondents who had defined the work-time 
location after the change of residence, and 79 439 (79.5% of the sample) 
who had defined both. The average distance between home and work loca-
tion was 12.4 km (median 2.8 km). 
Overall, the distance between home and work location shows no correlation 
with the size of activity spaces (Spearman r = 0.19, p < 0.001). So besides 
home-work related movements there are other locations that contribute to 
the formation of the size of activity spaces. For different socio economic 
groups, men travel further from home for work purposes (mean 14.2 km) 
than women (mean 11.9 km), there were no difference between Estonian 
and Russian speaking respondents (Figure 4), although Estonian speaking 
respondents travelled further (13.3 km) for work purposes than English 
speaking (mean 8.4 km). If taking into account age, then there were not 
many significant differences between age groups. But how is the distance 
affected by home location? The distance between home and work place is 
smaller for those who live in cities and increases with the distance from the 
centre. 
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Figure 4. Distance between home and work-time location. 
How does change of residence affect the parameters of daily activity spac-
es? According to Wilcoxon Signed-Rank Test there is a significant differ-
ence in the sizes of before and after activity spaces, the average size before 
being 1240 km2 (median 382 km2) and after 1203 km2 (median 352 km2). 
Although there is a difference in the direction of decrease we need to be 
careful if interpreting the results since the differences are very small. 
18.4% of respondents migrated inside or between rural areas, 20.7% from 
rural to urban areas, 20.1% from urban to rural and 40.8% inside or be-
tween urban areas. If we analysed the change in activity spaces comparing 
the size before and after using migration direction on urban-rural scale, we 
can see that the change in the size of activity spaces is significant for all di-
rections, except for rural-rural migrants. It is possible to see decrease in 
activity spaces for rural-urban and urban-urban moves and increase for 
urban-rural moves (Table 2). 
Direction of the move
Mean Median
Before After Before After
Rural-Rural 1335 1329 496 488
Rural-Urban 1482 1328 573 428
Urban-Rural 1264 1367 408 460
Urban-Urban 1063 1002 242 214
Table 2. Size of activity spaces by migration direction (km2). 
The change in the size of activity spaces is represented as continuous, but 
for understanding relative change it has been divided into five classes (Fig-
ure 5). The average relative change of the size of activity spaces is 21.6 (me-
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dian -0.04). The average of relative change for rural-rural movers is 0.4 
(median -0.01), for rural-urban movers -14.9 (median -0.20), for urban-
rural movers 22.8 (median 0.12) and for urban-urban movers 49.0 (median 
-0.06). But the differences between groups of different migration directions 
according to Duncan’s New Multiple-Range Test are not significant, as well 
as the differences are not significant for different socio-demographic 
groups. 
 
Figure 5. Distribution of relative change in the size of activity spaces by direction of the 
move. 
According to Wilcoxon Signed-Rank Test the distance between home and 
work place is significantly different before and after the change of resi-
dence. The average distance between home and work location before the 
move is 12.4 km (median 2.8 km) and after the move is 17.3 km (median 3.9 
km). If we looked at the direction of the move then the average distance has 
grown in all directions (Table 3), but for rural-urban migrants the median 
value has decreased. For urban-rural migrants the changes have been the 
most recognizable. 
Direction of the move
Mean Median
Before After Before After
Rural-Rural 16.3 22.5 6.0 9.7
Rural-Urban 19.7 21.5 8.0 3.2
Urban-Rural 12.6 23.9 2.4 9.9
Urban-Urban 6.8 9.4 2.2 2.5
Table 3. Distance between work and home location (km). 
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Does change of residence elicit the change in work-time location (and vice 
versa)? This can be estimated if we collate the time series of home and work 
anchor points and assess the vicinity of these two events in time – whether 
the act of change of residence has occurred prior to the change in work-time 
location or vice versa – and using geographical expressions (like distance) 
to understand whether one of these events has motivated the other. 
In total there were 20 327 different changes in home location that have 
been induced by change in work location and 25 840 different changes in 
work location that have been induced by the change in home location. 
The average distance between previous and new place of residence for those 
whose change of residence preceded to the change of work-time location 
was 49 km (median 18 km). Average distance between previous and new 
work location was 44 km (median 14 km). Average distance between previ-
ous home and work-time location was 13 km (median 2 km) and between 
new home and work-time location was 12 km (median 2 km). 
The average distance between previous and new place of residence for those 
whose change of work-time location preceded to the change of home loca-
tion was 46 km (median 17 km). Average distance between previous and 
new work location was 44 km (median 17 km). Average distance between 
previous home and work-time location was 14 km (median 2 km) and be-
tween new home and work-time location was 14 km (median 2 km). 
From previous we can conclude that there are cases where change of resi-
dence has also induced change in work-time location and vice versa. But no 
significant difference between both cases in the distances of previous and 
new meaningful locations of home and work occurs. 
Discussion. Mobile positioning data has provided a methodological basis 
for analysing the connections of change of residence and daily activity spac-
es in a longitudinal perspective. From the analysis it is possible to conclude 
that socio-demographic parameters (gender, language, age) have an effect 
in determining the size of activity spaces of migrants. Also, environmental-
structural conditions can increase or decrease the need for mobility. The 
effect of migration itself is yet debatable. The direction of the move has an 
effect in determining the size of activity spaces, but the relative change that 
also takes into account the respondents individual variability is not affected. 
For calculating activity spaces, we have used all the possible anchor points. 
In further analysis it would be necessary to use Multiple Linkage Analysis 
(van Nuffel et al. 2010) to select the most important ones (for example, 
done in Järv et al. 2014) – this changes the perspective to the most mean-
ingful activity locations. 
In this analysis we have dealt with migrants only. Thus, comparison with 
stayers could provide new insight into the question whether mobility can be 
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defined as a “lifestyle” – do migrants travel more, have bigger activity spac-
es, etc. Furthermore, focusing more specifically on activity locations allows 
us to understand whether change of residence is accompanied by total or 
partial displacement of daily activity spaces. 
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Extended Abstract 
The distribution of people in buildings, the occupancy of lecture-, work- and 
study places and the accessibility of facilities are essential information at 
university campuses who have to cope with limited and even shrinking 
budgets and huge, rising real estate costs. Only little insight is gained in both 
occupancy and movement patterns with traditional counting techniques and 
user-based questionnaires. Management teams state that rooms and 
facilities are hardly used, though staff and students complain about 
overcrowded facilities and limited flexibility. Actual and accurate data on a 
24/7 scale with high-granularity is missing.  
In general Facility- and Asset Management lacks efficient methods for real-
time, comprehensive and high-granularity information of location, capacity 
and use of tangible and intangible assets. Asset management could benefit 
from more detailed, more accurate and longitudinal data on assets, providing 
more insight into efficiency and effectiveness on different levels of scale 
through time.  
Existing technologies could provide a platform delivering those required 
insights. Navigation- and communication technologies such as GNSS, Wi-Fi, 
Bluetooth, RFID can be used to ‘locate’ users, estimate intensities and reveal 
patterns of movement and patterns of use. For Asset management indoor 
localisation is essential.  
Technology 
Wi-Fi is a widespread communication technology used by electronic devices 
to connect to a Wireless Local Area Network (WLAN) base station or to 
connect ad-hoc directly between devices. Wi-Fi may be used to obtain 
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internet access, to exchange data, to access an intranet or for sending data to 
devices like a printer. Today a large range of electronic devices is capable of 
using Wi-Fi including computers, laptops, smart-phones, tablets, digital 
cameras, audio players, printers, (video-)game consoles and sensors. Wi-Fi 
networks are offered in companies, private homes, cities and (semi) public 
spaces and also at university campuses. Eduroam is a worldwide standard for 
University Campus WLAN networks.  
Wi-Fi cannot only be used as a technology to transfer digital data wirelessly, 
but also as a tool for Facility and Asset management or as a platform for 
location-based services (LBS): Wi-Fi Access Points (AP’s) can be used as 
sensors to collect information of connecting devices, delivering dashboards 
with temporal data on intensity of devices based on the number of unique 
devices detected and patterns of movement based on detections of the same 
device at different access points.  
Wi-Fi ‘user' data can be obtained in two ways: (a) by scanners or (b) by the 
network.  
ad. (a) Wi-Fi scanners register connection attempts from devices within 
range. Every enabled Wi-Fi device is continuously searching for Wi-Fi access 
points and therefore broadcasting its unique media access control (MAC) 
address. No connection between device and scanner is made and no data is 
exchanged. Scanners can be other Wi-Fi devices as well as (modified) Access 
Points.  
ad. (b) When using the network Access Points the real -established- 
connections are used. Either the connection start- and endtime is logged, or 
the system regularly scans for connected devices. At TU Delft a dump of 
devices connected to Eduroam Access Points is made every five minutes for 
the whole campus for network management purposes. Personal information 
such as MAC address and network ID are immediately encrypted (hashed). 
The research projects described in this abstract use this anonymised data 
from the Eduroam network for spatio-temporal analysis. Only staff and 
students from the university connecting to the eduroam Wi-Fi network are 
incorporated in this research.  
In the Geomatics Synthesis Project Wi-Fi is used in a campus-wide 
experiment to monitor flows and occupation patterns at the TU Delft 
Campus. Students worked for two months on three parallel projects :  
(1) extracting presence of people at specific places;  
(2) unravelling patterns of movement within buildings and between 
buildings on the campus; and  
(3) identifying activities and irregular use based on Wi-Fi data.  
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In all projects, the same dataset is used. All project also had to cover four 
cross-cutting topics: Privacy, Validity and Accuracy, Representativeness and 
reflection on the system of Access points (data collection). 
Project 3: Track-id: Activity Determination based on Wi-Fi 
Monitoring 
The aim of this project is to recognise the activity of different users in an area 
through Wi-Fi monitoring. First of all, the estimation of the user’s occupation 
is calculated by the use of a Markov model with the information derived from 
the Wi-Fi dataset. Their identity is used in order to estimate the activity that 
a user is probably doing.  
The main question of this research is:  
To what extent and how reliable is it possible to determine the 
activities of individuals through the users’ characteristics that can 
be derived from a Wi-Fi network?  
This project focuses more on the use of the facilities of the research area 
during irregular hours. The irregular hours are specified as the hours outside 
the opening hours of the buildings, not including exceptions like extended 
opening hours or events. The use of the buildings is examined during 
irregular hours, to allow efficient real estate management and provide 
security. The Information Communication Technology (ICT) department of 
Delft University of Technology (TU Delft) provided a database dump of the 
Wi-Fi network of TU Delft. These data are analysed, in order to get useful 
and valuable information about the usage of buildings and the activities in 
buildings. 
Dataset Limitations 
The dataset has been provided by a third party source, hence it is not possible 
to select the tracking technologies and methodologies. In this chapter, the 
infrastructure that the third party utilised to gather along with the validation, 
the accuracy and the representativeness of the tracking system is discussed. 
Finally, an insight about the data protection that is relevant with the data and 
methodologies that are used, is presented. 
Validity and accuracy 
Due to the design of the tracking infrastructure, if a user is only passing by 
an access point and gets scanned, the user gets a minimum connection time 
of five minutes. Furthermore, the system is designed in a way that a device 
can only maintain a single connection at a time, thus, if a user moves inside 
the five-minute period of his last access, he will not be tracked to the new 
position. 
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Due to the nature of Wi-Fi tracking, a user that is detected in a certain access 
point, is not necessary located around that access point. For example, a user 
might be passing outside a building and he might be scanned by an access 
point inside it when actually he is not there. Moreover, false location of 
scanned users can also happen between floors of a building. 
 
Representativeness 
The representativeness of the data collection reflects what categories of users 
can the implemented Wi-Fi tracking system identify, or what categories of 
users it cannot. 
The first big category is the users that were not connected to the Wi-Fi net- 
work. It consists of smaller categories, a) users that use old technology, b) 
users that are not part of the academic network that has access to the Wi-Fi 
network, c) users who consciously turned off their Wi-Fi devices, d) users 
connected to the network through a wired connection. 
The second category refers to places that there are no available data in the 
given database. The missing data accounts for, either buildings that are 
excluded for security reason, e.g. Nuclear reactor, or for places that are not 
covered by access points, hence no information is collected. 
System of access points 
With the implemented system of access points, every device is usually 
detected in only one access point. Thus, the processes of fingerprinting and 
trilateration, that would allow the determination of the position of a device, 
cannot be carried out. Therefore, it is assumed that the detected devices are 
located to the specific access points that they are detected. 
Data protection 
According to the Data Protection Directive (DPD) (Directive 95/46/EC) 
‘Personal data is any information relating to an identified or identifiable 
natural person’. The data collected from the Wi-Fi network are considered 
personal data, even if the username and MAC address of each user and device 
are hashed, hence the data must be treated accordingly. Currently, DPD 
secures the data privacy of individuals against unlawful use. According to 
DPD, to process private data, one has to have a valid ground to do so. In the 
current project, scientific purposes are sufficient reason, yet data must be 
processed with respect to the Principles mentioned in the DPD and with 
respect of the Data subject rights. 
Research 
In order to distinguish the activity of a user, an occupation profile is as- 
signed to each user. According to their occupation profile, their main 
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building and the type of the building that they are located in, the activity of 
the specific session is determined. However, the main building of each user 
is determined as the building where that particular user spent his most time 
at. 
The profile of the users is determined by using a Markov model. A Markov 
model is a stochastic model that is used to model randomly changing 
systems, where it is assumed that future states depend only on the current 
state and not on the events that occurred before it. The stated property is 
characterised as ‘memorylessness’ or Markov property. Generally, this 
assumption enables reasoning and computation with the model that would 
otherwise be intractable. There are different Markov models used in different 
situations. 
According to the Markov model, some training sets are defined considering 
the different profiles that need to be assigned to the users (student, academic 
staff, support staff or other). Those training sets are compared with the user’s 
information that are derived from the dataset and the probability of each user 
to belong to each occupation profile is determined. Further, the user is 
assigned with an occupation randomly, based on the different probabilities 
(Petrushin 2000, Luhr et al. 2003, Mühlenbrock et al. 2004, Stamp 2015). 
The activities of each individual, during irregular hours, is determined 
through a deterministic model, which takes into consideration the assigned 
user occupation, the user main faculty and the type of building the user is 
located each time.  
For determining the activity of each user, his main building, his occupation 
and his scanned location are taken into consideration. To make an accurate 
statement, independent of the occupation classification of a user, the total 
numbers of faculty staff and students are compared to the numbers of the 
dataset. The guests of the university have to be filtered out since official 
statistics do not contain guests of the university. After this procedure, the 
main building of a user is determined, as his main faculty, but only if he spent 
more than one hour there. 
The results of the use of the TU Delft campus are visualised on different 
spatial levels and on different representations. The spatial levels that are 
used, are related to the campus, building and floor (“maploc”) levels. Tables 
and graphs, a dynamic visualisation and a GIS and Web application are 
created during this project. 
Conclusions 
The overall accuracy of the determination of the number of users per building 
is 94%. Regarding the determination of the users’ occupation using the 
Markov model the accuracy of the process is 50%. Considering the above 
results, the pre-process and the analyses conducted to detect distinct users 
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in a complex of buildings, are regarded of good quality and can be used 
further. On the other hand, the determination of user occupation is not 
accurate enough and further research is required. Additionally, the 
identification of specific events and exceptions on the opening hour of 
buildings can be identified by detecting irregularities of user connections. 
Finally, it is clear that through Wi-Fi tracking it is possible to extract 
information that will allow efficient real estate management and provide 
security solutions. 
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Extended Abstract 
The distribution of people in buildings, the occupancy of lecture-, work- and 
study places and the accessibility of facilities are essential information at 
university campuses who have to cope with limited and even shrinking 
budgets and huge, rising real estate costs. Only little insight is gained in both 
occupancy and movement patterns with traditional counting techniques and 
user-based questionnaires. Management teams state that rooms and 
facilities are hardly used, though staff and students complain about 
overcrowded facilities and limited flexibility. Actual and accurate data on a 
24/7 scale with high-granularity is missing.  
In general Facility- and Asset Management lacks efficient methods for real-
time, comprehensive and high-granularity information of location, capacity 
and use of tangible and intangible assets. Asset management could benefit 
from more detailed, more accurate and longitudinal data on assets, providing 
more insight into efficiency and effectiveness on different levels of scale 
through time.  
Existing technologies could provide a platform delivering those required 
insights. Navigation- and communication technologies such as GNSS, Wi-Fi, 
Bluetooth, RFID can be used to ‘locate’ users, estimate intensities and reveal 
patterns of movement and patterns of use. For Asset management indoor 
localisation is essential.  
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Technology 
Wi-Fi is a widespread communication technology used by electronic devices 
to connect to a Wireless Local Area Network (WLAN) base station or to 
connect ad-hoc directly between devices. Wi-Fi may be used to obtain 
internet access, to exchange data, to access an intranet or for sending data to 
devices like a printer. Today a large range of electronic devices is capable of 
using Wi-Fi including computers, laptops, smart-phones, tablets, digital 
cameras, audio players, printers, (video-)game consoles and sensors. Wi-Fi 
networks are offered in companies, private homes, cities and (semi) public 
spaces and also at university campuses. Eduroam is a worldwide standard for 
University Campus WLAN networks.  
Wi-Fi cannot only be used as a technology to transfer digital data wirelessly, 
but also as a tool for Facility and Asset management or as a platform for 
location-based services (LBS): Wi-Fi Access Points (AP’s) can be used as 
sensors to collect information of connecting devices, delivering dashboards 
with temporal data on intensity of devices based on the number of unique 
devices detected and patterns of movement based on detections of the same 
device at different access points.  
Wi-Fi ‘user' data can be obtained in two ways: (a) by scanners or (b) by the 
network.  
ad. (a) Wi-Fi scanners register connection attempts from devices within 
range. Every enabled Wi-Fi device is continuously searching for Wi-Fi access 
points and therefore broadcasting its unique media access control (MAC) 
address. No connection between device and scanner is made and no data is 
exchanged. Scanners can be other Wi-Fi devices as well as (modified) Access 
Points.  
ad. (b) When using the network Access Points the real -established- 
connections are used. Either the connection start- and endtime is logged, or 
the system regularly scans for connected devices. At TU Delft a dump of 
devices connected to Eduroam Access Points is made every five minutes for 
the whole campus for network management purposes. Personal information 
such as MAC address and network ID are immediately encrypted (hashed). 
The research projects described in this abstract use this anonymised data 
from the Eduroam network for spatio-temporal analysis. Only staff and 
students from the university connecting to the eduroam Wi-Fi network are 
incorporated in this research.  
In the Geomatics Synthesis Project Wi-Fi is used in a campus-wide 
experiment to monitor flows and occupation patterns at the TU Delft 
Campus. Students worked for two months on three parallel projects :  
(1) extracting presence of people at specific places;  
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(2) unravelling patterns of movement within buildings and between 
buildings on the campus; and  
(3) identifying activities and irregular use based on Wi-Fi data.  
In all projects, the same dataset is used. All project also had to cover four 
cross-cutting topics: Privacy, Validity and Accuracy, Representativeness and 
reflection on the system of Access points (data collection).  
Project 1: In_sight: Using existing WiFi networks to provide 
information on occupancy and exploitation of educational 
facilities using at Delft University of Technology. 
The goal of the first project is to estimate the occupation at a location at a 
certain time. The research question for this team was: To what extent can the 
alignment of occupation and exploitation of educational facilities on 
different scales be indicated through Wi-Fi monitoring?  
Hypothesis.  
The hypothesis is that every person has a certain number of devices and that 
only a limited number of devices is connected to the Wi-Fi. The location 
should be defined according to the map. This potentially interferes with the 
distribution and coverage of the Wi-Fi Access Points. The group, therefore, 
formulated the following hypothesis:  
Hypothesis: The alignment of occupation and exploitation of educational 
facilities can be indicated through Wi-Fi monitoring on all Spatial Levels with 
adequate reliability.  
The approach is to understand the way the Wi-Fi collects and stores 
information. Wi-Fi does not measure the number of people but the number 
of connected devices which relates to a connected device per person factor to 
the number of people. The number of devices represents the presence of 
people at that place at that time for a certain duration based on an average 
number of devices per person. This factor needs to be calculated and 
calibrated. According to earlier research, this factor will vary depending to 
the kind of activity (use).  
Methodology  
In general, the methodology used for the project was based on Lemmens 
(1991): This method distinguishes between data capture, storage, analysis 
and communication. The data is captured by ICT of TU Delft. After that, the 
data is transferred to a specific server for the project and stored. Contents 
wise, the first step in the project was to make a distinction between static and 
dynamic devices. Static devices such as printers and Wi-Fi extenders should 
be identified, as well as devices (moving) outside the building. A next 
challenge is the validation of the logs: Wi-Fi does not automatically connect 
LBS 2016
Page 153
to the nearest or strongest Access Point. Measurements have to be done and 
algorithms have to be developed to correct the ‘location’. Theoretical 
research, tests and multiple case studies were carried out to monitor the 
quality of the data and validate the data. For example, for a specific area 
counting cameras and manual counting were issued to validate the results.  
Five different scales were defined for the project: (SL0) whole campus, (SL1) 
building-level or facility, (SL2) floor and (SL3) Access Point and (SL4) room.  
Research  
The data was provided by ICT of TU Delft to the project on a daily basis (post-
processing only). The data was then processed and a dashboard was made 
for visualisation and interaction at the different scales. A limitation is that 
only data is included of devices of staff and students connected to Eduroam, 
no devices of guest, devices connected to other network or devices not 
connected at all.  
Conclusions  
Validity and Accuracy: Based on the outcomes the hypothesis could not be 
confirmed and was rejected. Only on SL0 and SL1 the outcomes were reliable. 
For SL2 (floor), SL3 (AP) and SL4 (room) the system was not reliable enough.  
System of AP’s: The AP’s cover multiple rooms and deliver differences in 
propagation, which makes scaling to more detailed levels inaccurate. The 
conclusion is that better algorithms need to be developed to control the 
number of devices in a room or on a specific floor, i.e. to locally estimate the 
occupancy rate.  
Representativeness: A limitation for the research is the way the data is 
collected and the data provided by ICT. This limits the representativeness of 
the data. Besides eduroam users might switch off Wi-Fi or opt out.  
Privacy: No direct issues for privacy were detected. Nevertheless, people 
should be able to opt-out and if specific information, i.e. a schedule is know, 
‘devices’ are retraceable. This conflicts with EU regulations.  
Recommendation  
Improve the AP system - more consistent naming and addressing of 
AP’s; The suggestions is also to keep the broadcasting level steady to improve 
the reliability of the collected data.  
Improve representativeness by extending beyond Eduroam not only covering 
connected staff and students;  
Advised is to include the visitor network as well.  
Extend with Wi-Fi with LAN usage to map position of Wi-Fi devices based 
on LAN access and include people who switch to LAN.  
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A2B: Identifying movement patterns from large-
scale Wi-Fi based location data. 
S.C. van der Spek, E. Verbree, M. Bon, X.A. den Duijn, B. Dukai, S.J. 
Griffioen, Y. Kang and M. Vermeer 
Delft University of Technology, Geomatics for the Built Environment, 
Faculty of Architecture and the Built Environment,  
Julianalaan 134, 2628 BL, Delft, The Netherlands 
Extended Abstract 
The distribution of people in buildings, the occupancy of lecture-, work- and 
study places and the accessibility of facilities are essential information at 
university campuses who have to cope with limited and even shrinking 
budgets and huge, rising real estate costs. Only little insight is gained in both 
occupancy and movement patterns with traditional counting techniques and 
user-based questionnaires. Management teams state that rooms and 
facilities are hardly used, though staff and students complain about 
overcrowded facilities and limited flexibility. Actual and accurate data on a 
24/7 scale with high-granularity is missing.  
In general Facility- and Asset Management lacks efficient methods for real-
time, comprehensive and high-granularity information of location, capacity 
and use of tangible and intangible assets. Asset management could benefit 
from more detailed, more accurate and longitudinal data on assets, providing 
more insight into efficiency and effectiveness on different levels of scale 
through time.  
Existing technologies could provide a platform delivering those required 
insights. Navigation- and communication technologies such as GNSS, Wi-Fi, 
Bluetooth, RFID can be used to ‘locate’ users, estimate intensities and reveal 
patterns of movement and patterns of use. For Asset management indoor 
localisation is essential.  
Technology 
Wi-Fi is a widespread communication technology used by electronic devices 
to connect to a Wireless Local Area Network (WLAN) base station or to 
connect ad-hoc directly between devices. Wi-Fi may be used to obtain 
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internet access, to exchange data, to access an intranet or for sending data to 
devices like a printer. Today a large range of electronic devices is capable of 
using Wi-Fi including computers, laptops, smart-phones, tablets, digital 
cameras, audio players, printers, (video-)game consoles and sensors. Wi-Fi 
networks are offered in companies, private homes, cities and (semi) public 
spaces and also at university campuses. Eduroam is a worldwide standard for 
University Campus WLAN networks.  
Wi-Fi cannot only be used as a technology to transfer digital data wirelessly, 
but also as a tool for Facility and Asset management or as a platform for 
location-based services (LBS): Wi-Fi Access Points (AP’s) can be used as 
sensors to collect information of connecting devices, delivering dashboards 
with temporal data on intensity of devices based on the number of unique 
devices detected and patterns of movement based on detections of the same 
device at different access points.  
Wi-Fi ‘user' data can be obtained in two ways: (a) by scanners or (b) by the 
network.  
ad. (a) Wi-Fi scanners register connection attempts from devices within 
range. Every enabled Wi-Fi device is continuously searching for Wi-Fi access 
points and therefore broadcasting its unique media access control (MAC) 
address. No connection between device and scanner is made and no data is 
exchanged. Scanners can be other Wi-Fi devices as well as (modified) Access 
Points.  
ad. (b) When using the network Access Points the real -established- 
connections are used. Either the connection start- and endtime is logged, or 
the system regularly scans for connected devices. At TU Delft a dump of 
devices connected to Eduroam Access Points is made every five minutes for 
the whole campus for network management purposes. Personal information 
such as MAC address and network ID are immediately encrypted (hashed). 
The research projects described in this abstract use this anonymised data 
from the Eduroam network for spatio-temporal analysis. Only staff and 
students from the university connecting to the eduroam Wi-Fi network are 
incorporated in this research.  
In the Geomatics Synthesis Project Wi-Fi is used in a campus-wide 
experiment to monitor flows and occupation patterns at the TU Delft 
Campus. Students worked for two months on three parallel projects :  
(1) extracting presence of people at specific places;  
(2) unravelling patterns of movement within buildings and between 
buildings on the campus; and  
(3) identifying activities and irregular use based on Wi-Fi data.  
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In all projects, the same dataset is used. All project also had to cover four 
cross-cutting topics: Privacy, Validity and Accuracy, Representativeness and 
reflection on the system of Access points (data collection).  
Project 2: A2B : Identifying Movement patterns from large-scale 
Wi-Fi based location data. 
A company Wi-Fi network works as a company-broad roaming service for 
Wi-Fi enabled devices. This enables to collect data of connection to this 
system and based on that aggregate to flows of devices through the system. 
This assists both Asset management by providing insight on actual 
movements between facilities and users by potentially offering tools to 
facilitating their movement behaviour. The second project specifically 
focusses on analysis of movement within and between facilities. In several 
corporate situations, Wi-Fi is already used for measuring movement, i.e. 
IKEA, Airports such as Copenhagen and Schiphol and the University campus 
of the National University of Singapore. Research has been carried out by 
Meneses and Moreire (2012) but also at TU Delft (Kalogianni et al. 2015).  
The aim of this research is to use location data based on Wi-Fi logs to conduct 
a mobility analysis producing knowledge about the use and interaction on 
the Delft University Campus level.  
Methodology  
The TU Delft campus is equipped with over 1700 Wi-Fi Access Points (AP’s) 
distributed over 30 buildings. The AP’s mainly cover the indoor space. All 
students and staff have free access to this system. The system scans and 
stores all connections every 5 minutes for every AP. All data is encrypted. The 
data includes a timestamp, encrypted user information and AP name. The AP 
is located in a specific building at a specific place.  
The analysis of movement focusses on two levels: between buildings and 
between building parts. The latter research has been carried out at the 
Faculty of Architecture as this was the only place where the exact location of 
access points was provided.  
For the analysis of the data, a distinction is made between static devices, 
laptops and mobile devices like Smartphones. The hypothesis is that 
Smartphones are more representative for analysing movement behaviour 
than laptops and tablets. The latter are usually offline while moving through 
or between buildings and therefore not observed by the system.  
The methodology for processing the data is based on the sequence and 
duration of the connection to specific AP’s. The less AP’s the more likely a 
device is static. The more AP’s the more likely a device is mobile. Also being 
‘invisible’ is taken into account by defining being ‘away’ for at least an hour 
is called ‘world’. Connections to the same AP with short intervals are grouped 
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in blocks. This way the status and sequence of every device can be defined as 
either world (outside), moving (between AP’s) or present (within the range 
of AP).  
The next step of the research was to derive movement patterns from the data. 
The movement was analysed on building-part level by grouping AP’s to 
specific regions.   
Research  
The dataset comprised two months of data. Within this dataset this team 
discovered almost 45.000 different users and more than 85.000 different 
devices. Only around 24.000 of these devices were classified as mobile, the 
other devices were either static or had insufficient sessions connected to the 
Wi-Fi to deliver movement patterns.  
The movement patterns were visualised in general and delivered a clear 
relation between the lecturing schedule and movement: main peaks at the 1st 
hour (08:45), during start and end of lunch (12:45 and 13:45) and at the end 
of the 8th hour (17:45); Small peaks can be observed at the intermediate 
breaks around 10:45 (after 2nd hour) and 15:45 (after 6th hour).  
The former results were, of course, expected based on the academic schedule. 
More interesting are the observations of movement behaviour between 
facilities and the indoor movement patterns in the building of the Faculty of 
Architecture and the Built Environment. In general, the main movement is 
from most faculties in direction of the Aula for lunch, but even bigger is the 
flow to the library. In Architecture the pressure on the central street, 
especially from the East-Wing is visible.  
Conclusion  
On campus level, the Rhythm between buildings can be shown rather clearly 
based on the Wi-Fi data. Specifically, relations between Faculties can be 
illustrated. At building level, the same methodology can be introduced by 
using an indoor network graph based on the floorplan. This successfully 
illustrated movement in the building, however clearly issues with overlap 
between AP’s can be observed.  
Recommendation  
On building level, the range of AP’s needs to be investigated and translated 
into algorithms to identify the correct movement patterns. The performance 
of the tool is depending on building form. Architecture has a specific, ideal 
form with three main distinguishable parts. This will not always be the case.  
For this research, especially the description of the outdoor space of TU Delft 
was missing. It is advised to add AP’s in the public domain of the University 
Campus to make a distinction between people leaving the premises of TU 
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Delft and people using the outdoor facilities of TU Delft, like the centrally 
located Mekelpark area.  
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Automatically Identifying Travel Modes and  
Trip Purposes of People with Smartphones1
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Extended Abstract 
In many societies personal trips of people usually involve multiple travel 
modes, including passenger cars, buses, subway, walking, bicycle riding, etc. 
Different travel modes vary with respect to speed, acceleration patterns and 
other characteristics. Recognizing travel modes and trip purposes is critical 
to understand people’s travel behavior and is vital for improving transporta-
tion planning, management and operations. The ever growing sensing capa-
bilities of smartphones combined with their easy programmability, large 
market penetration rate, and effective distribution channels for third party 
applications have resulted in smartphones maturing into an effective tool for 
unobtrusive monitoring of human travel behavior. Identifying travel modes 
on smartphones allows interesting applications: smartphone-based mobility 
surveys, for example, automatically detect trip segments and document 
travel modes of respondents, allowing compilation of mobility profiles in-
cluding carbon footprint. In addition, inferring activities of people, i.e. trip 
purposes further supports replacement of tedious manual writing of travel 
diaries at a new level. With knowledge of a person’s travel mode, also targeted 
real-time information may be provided to the traveler, crowd-sourced real-
time traffic information for travel modes is possible in which traffic speeds 
are aggregated from probes. Integrated e-ticketing apps for public transport 
                                                        
1 We gratefully thank the company Neue Urbane Mobility GmbH, a subsidiary of the Wiener 
Stadtwerke Holding AG for their fruitful cooperation in performing real-world mobility sur-
veys. 
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in a city or region would allow identification of times a user travels on public 
transport and charge fees accordingly. 
Travel mode identification with smartphone sensor data is an active research 
field, see e.g. (Hemminki et al. 2013), (Shin et al. 2014), (Su et al. 2016), 
(Shafique & Hato, 2016). What is striking is that the development and vali-
dation datasets used for the publications are often rather limited. For exam-
ple, the recent approach presented by Su et al. (2016) recognizes six modes, 
and their development dataset was obtained from five volunteers asked to 
travel in different modes, with durations ranging between 26 minutes and 46 
minutes. Shafique & Hato (2016) also distinguish between six modes (but do 
not perform trip segmentation), where performance is based on 50 partici-
pants, some of which provided only a single day of travel. The approach in 
(Hemminki et al. 2013) distinguishes between four transport modes based 
on accelerometer data, and was developed on 150 hours of transportation 
data from 16 individuals. The work in (Montoya et al. 2015) requires a 
transport network infrastructure (OpenStreetMap) and General Transit Feed 
Specification (GTFS) data to distinguish six modes. Their validation data for 
the 87 journeys in Paris was not self-reported by the unknown number of 
travelers, but annotated by a single person “familiar with the Paris transpor-
tation system”. The complexity of their algorithm is stated as 0.1 CPU sec-
onds per journey second, which is prohibitive for practical applications.   
We present and demonstrate smart survey, a readily available software solu-
tion for smartphone-based multi-modal trip reconstruction distinguishing 
eight travel modes (walking, bicycling, driving a car, driving a motorbike, 
taking a bus, tramway, subway, train). The principle is as follows: a software 
app continuously runs on a smartphone in the background and analyzes and 
records smartphone sensor data for trip starts, and collects and records net-
work location data during trips. The client software frequently transfers the 
recorded data from the smartphone to the server via available wireless data 
standards. The server software analyzes the transferred sensor data of the 
smartphone for trip segments and classifies transport modes into eight clas-
ses (Widhalm et al. 2012), (Nitsche et al. 2014). A web application allows ed-
iting and correcting the trips (travel mode, activities) by the user (Figure 1).  
The solution has the following distinguished features: 
 The system automatically recognizes eight travel modes – walking, bicy-
cling, driving a car, driving a motorbike, taking a bus, tram, subway, 
train. 
 The concept captures activity based mobility by identifying trip pur-
poses semi-automatically (the related system modalyzer 
(https://www.innoz.de/en/node/88 does not represent the activity con-
cept)  
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  The performance was evaluated on comprehensive real-world trip data 
captured by more than 300 respondents participating in mobility sur-
veys, self-reporting the correctness of the automatic trip reconstruction 
on the smart survey web application during several weeks. The solution 
was extensively tested between June and August 2016 by 123 customers 
of the public transport provider in Vienna recording their daily multi-
modal travel behavior. The survey produced more than 7800 trips with a 
total length of more than 75.000 km and 7875 hours. 82% of the trips 
were confirmed by the respondents. 
 The best results for trip reconstruction can be achieved by exploiting 
transport network data such as OpenStreetMap or General Transit Feed 
Specification (GTFS), yet the solution also runs without supplementary 
GIS data (e.g. in regions without extended underground lines). 
The showcase at the LBS conference venue demonstrates the easy setup with 
QR-Codes and provides demonstration of the smart survey web application.  
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Abstract. Along with the promotion of Information and Communication 
Technology, floating car data and mobile phone records have been exten-
sively used in capturing individuals’ movements. In this paper, we discuss 
corresponding trajectory extraction methods and conduct a spatio-temporal 
analysis based on two datasets. Conclusively, we discover that the two da-
tasets are both adequate for reflecting human mobility characteristics. 
Meanwhile, data qualities and inherent properties make them distinguished 
in depicting human mobility patterns. 
Keywords. Floating Car Data, Smartphone-based Positioning, Human 
Activities, Spatio-temporal Analysis 
1. Introduction 
Human mobility characteristics have aroused significant interests recently 
with rapid development of mobile positioning technology and big data 
methods. What lies behind spatio-temporal activities of metropolitan resi-
dents contributes a lot to interpret urban structures (Liu X et al. 2013), in-
telligent transportation (Ma et al. 2015), land utilization (Pei et al. 2014), 
tourism management (Zheng et al. 2011), and environment problems 
(Zheng et al. 2013). Looking back upon those days when tracking of human 
activities relied on questionnaires and travel diaries, we are fortunate 
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enough to enjoy newly developed methods in big data era, which outper-
form the traditional ones both in velocity and volume. Commonly used ap-
proaches include vehicle-mounted GPS (Liu Y et al. 2012a), smartphone-
based positioning (Diao et al. 2015), smart cards (Kim et al. 2014) and 
check-ins (Cheng et al. 2011).  
Born with distinctive advantages, different techniques reflect human mobil-
ity characteristics from different aspects. For instance, mobile phone rec-
ords cover the entire population, which makes it persuasive to depict hu-
man mobility rules of the whole city. Vehicle-based GPS is less universal but 
of high spatial resolution, and thus enables specific hotspots extraction of 
human activities. 
On the other hand, inconsistent data qualities of different techniques bring 
challenges on modelling and visualization. No matter actively or passively 
the data is collected, spatio-temporal information is stored with a certain 
time interval. Therefore, it’s necessary to build suitable models to illustrate 
trajectory patterns concealed in inconsecutive data. Kang (2013) points out 
that commonly used origin and destination (OD) in trajectory analysis of 
floating car data (FCD) is a representative of the trip-based method, while 
mobile phone records follow the sampling-based framework. 
In this paper, we focus on revealing human mobility characteristics using 
FCD and mobile phone records. We are trying to answer two questions: (1) 
are FCD and mobile phone records adequate for reflecting human mobility 
characteristics; (2) are there any similarity and divergence between pro-
cessing methods of these two kinds of data. This paper is organized as fol-
lows. Section 2 introduces the two datasets and related trajectory extraction 
methods. Section 3 gives detailed results of temporal and spatial analysis. 
Then, Section 4 discusses several issues along with potential applications of 
the two datasets in human mobility exploration. At last, Section 5 summa-
rizes the contribution of this paper and offers an outlook of the future work. 
 
2. Data Preprocessing  
2.1. Data Description 
In this paper, we use two datasets D1 and D2, both gathered in Shanghai, 
China. D1 is a trajectory dataset collected by 8,000 taxis (equipped with 
GPS) on seven consecutive days with a time interval of 10 seconds theoreti-
cally, adding up to 40 million pieces of data. Each piece of data records the 
taxi’s id, speed, longitude, latitude, height, state, and time. To be specific, 
“id” identifies a taxi exclusively, location information is based on WGS1984, 
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and “state” indicates the taxi’s occupancy condition, where “0” means avail-
able while “1” means occupied. 
Since that the full dataset of mobile phone records is excessively big, we 
extract a uniform sample from one day’s dataset as D2, which contains 
about 20 million pieces of records and covers approximately seven million 
residents, accounting for 30% of the permanent population. D2 logs corre-
spondences between base stations and mobile phones, whose time interval 
is determined by the operating and moving frequency of phone subscribers. 
Similarly, each record includes an anonymous id related to the particular 
mobile phone, thus protecting subscribers’ privacy. And location infor-
mation is present in latitude and longitude as well. 
 
  
Figure 1. FCD (left) and mobile phone record (right) have different spatial resolution. The 
former is located on streets while the latter is limited to the range of base stations. 
 
It should be noted that spatial resolution of FCD and mobile phone records 
are prominently different due to their positioning methods. As Figure 1 
indicates, GPS limits the positioning accuracy to road level, while that of 
mobile phone records is up to the distribution density of base stations 
which complies with a diminishing pattern from the urban centers to the 
surrounding areas. 
2.2. Trajectory Extraction 
Each record in D1 and D2 can be abstracted by a 3D point feature ( ), 
where  and  denote the location, and  denotes the time. As for D1, field 
“state” is a good marker in extracting trajectories. State transformation be-
tween “available” and “occupied” helps identifying displacements of metro-
politan residents, providing a better understanding of human activity char-
acteristics in the flow space as a result. 
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When it comes to D2, things are different. Indicators of human activity tra-
jectories seem ambiguous here because mobile phones are not designed to 
record spatial movements. Hence, sampling-based trajectory extraction is 
applied to D2 in practical situation, where datasets of one day and peak 
hours are commonly used exemplars. It’s reasonable that most trajectories 
are closed because home is a stagnation point in ordinary people’s daily 
routine. And we can tell different human activities such as working and 
staying in with the help of POIs. 
3. Human Mobility Characteristics 
3.1. Temporal Distributions 
It’s apparent that time serves as a contributory factor in human mobility. To 
make a specific understanding, we fetch valid trips (no less than 500 meters) 
from D1 and display the hourly statistical result in Figure 2a. It can be con-
cluded that temporal characteristics of weekends are different from that of 
weekdays. The morning peak disappears on weekends when most people 
are free from commuting restrictions. In addition, there is a summit lasting 
from 17:00 to 18:00 on weekends, which may result from the prologue of 
night activities. In general, human activities are put off on weekends along 
with an extended duration, and the traffic volume based on taxis surpasses 
that on weekdays. Similar patterns have been discovered by Liu (2012b) 
using FCD in Shanghai collected in 2009, and we are about to investigate 
the temporal distribution characteristics even more elaborately by shorten-
ing the time interval to half an hour or ten minutes.  
 
(a)  
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(b)  
Figure 2. Temporal distribution patterns of (a) FCD and (b) mobile phone records. Three 
conspicuous peaks of human mobility are shown in (a), both on weekday and on weekends. 
While (b) indicates that 10:00-11:00 is the busiest period of human activities. 
 
The temporal distribution pattern we draw from D2 exhibits a parallel ten-
dency with that of D1. Nevertheless, it should be pointed out that no midday 
peak exists in Figure 2b. A possible explanation to this phenomenon is that 
communication acts tend to happen in equal probability during daytime, 
which makes subscribers’ movements the primary factor influencing tem-
poral distribution characteristics of D2. Since that trips within the range of 
one base station will not be recorded, it’s conspicuous why the noon, when 
most people take a rest or wander around, turns out less active during day-
time. 
3.2. Spatial Distributions 
 
 
Figure 3. Spatial distribution patterns of FCD (left) and mobile phone records (right). Most 
frequently visited spots detected by FCD cluster inside the inner ring, while hot spots in-
ferred by mobile phone usages are comparatively discrete in space. 
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As a peculiar transportation means, taxi usages have strong relationship 
with the latent urban structure. Apart from particular functional regions 
like airports and railway stations, taxi usages are most likely to gather in 
urban areas, especially commercial districts and tourist attractions. What 
we distinguish from Figure 3a, which depicts the spatial distribution of all 
the get-off points in D1, highly coincides with the hypothesis. Areas in red, 
which indicates a higher density of get-off points, are clustering within the 
inner ring of Shanghai, except for Hongqiao International Airport and 
South Railway Station. 
Remarkably, Figure 3b demonstrates another spatial pattern of human 
mobility revealed by mobile phone usages. Noticing that mobile phone 
usages reflect residents’ daily activities instead of certain travel purposes, 
hotspots detected from D2 are comparatively decentralized in geographical 
space. Regions with diverse functions may get involved in daily movements, 
not limited to home, offices, and entertainment places. Therefore, several 
residential districts resting between the inner and outer rings become 
hotspots, but typical commercial districts such as People’s Square and 
Lujiazui are not included. And those base stations outside the outer ring 
with strong connection intensity may either be suburban centers or result 
from the edge effect. 
4. Discussions 
Big data, as a newly developed sensor of the real world, enables us to 
perceive spatial distributions as well as spatial interactions. What we have 
discussed above demonstrates the merits of FCD and mobile phone records 
on quantifying spatial distributions of human mobility. Likewise, check-in 
data from social media also contributes to solve urban issues, such as 
discovering unreasonable distribution of traffic arteries or detecting highly 
urbanized regions nationwide. Furthermore, thanks to the capability of 
revealing interpersonal connections, big data makes it possible to quantify 
interdependence and interactive intensity of geographical units. To be 
specific, researches on interdependence excel at deriving regions with 
particular attributes on a rough scale, thus commonly employed in land use 
classification. While detecting detailed urban structures is the expertise of 
interactive intensity, where the community discovery algorithm is generally 
used. 
Before the advent of big data, small data collected by conversations and 
questionnaires occupied an indispensable position in geographical 
researches. Small data is rich in individual information, like age, sex, family 
relationships and penchants. However, big data shows drawbacks in what 
LBS 2016
Page 172
small data is good at. Poor in property information restricts big data to 
designated themes. For example, FCD only reflects a part of individuals’ 
movements and fails to distinguish their travel purposes, so it will be 
regarded less valuable in researches of travel requirements of urban 
residents. On the other hand, quantity of big data may become the 
stumbling block to the quality of output. In other words, abundant data 
does not necessarily lead to accurate conclusions, which has been discussed 
thoroughly by Zhao (2016). Therefore, the emergence of big data brings 
about a people-oriented approach into geographical researches along with 
potential challenges on data processing and discrimination. What we 
should pay attention to when excavating into big data is that the balance 
between quality and quantity is always a vital point. Only appropriate data 
can result in convincing discoveries. 
5. Conclusions 
In this paper, we generate a comparative analysis of human mobility char-
acteristics in Shanghai based on floating car data and mobile phone records. 
In general, we find the two datasets both adequate for reflecting human 
mobility characteristics. However, it should be noted that FCD, as a fre-
quently used means of transportation, is better at detailed trajectory illus-
tration. And it follows a concentrated distribution pattern in geographical 
space and is sensitive to changes temporally. As for mobile phone records, 
where the sampling-based method is applied to extract trajectories, bring 
an unparalleled performance in detecting workplaces and residences.  
Still, many potential works relied on FCD and smartphone-based position-
ing can be promoted in the future. An integrated excavation into various 
datasets will broaden our understanding of geographical interactions and 
heterogeneity in human mobility patterns. Thus, dynamic monitor and pre-
diction of human activities across various scales will become a promising 
direction as well as uncovering connections among different functional re-
gions. 
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Abstract. Transport hubs such as airports and railway stations are places where 
plenty of passengers are exchanged between vehicles or between transport modes. 
Analyzing their mobility patterns, for instance traffic flows in/out of the transport 
hubs, helps better understanding passengers travel behaviors and improving the 
transportation planning. In this paper, we aim to visually present the spatiotemporal 
mobility patterns related to transport hubs using floating car data. Following a visual 
analysis workflow, which consists of computational algorithms, data mining 
approaches, and visualization techniques, we preprocess the raw data related to the 
transport hubs, derive relevant pick-up and drop-off events, cluster and aggregate 
those events, and visually analyze their spatiotemporal distributions using mainly 
proportional symbol mapping and pie-chart mapping techniques. We use one-week 
Floating Car Data (FCD) in Shanghai as our test dataset and select Hongqiao 
international airport as the test transport hub. The preliminary experiment results 
show that there are obvious temporal mobility patterns as well as significant hotspot 
places related to Hongqiao airport. 
Keywords. Travel mobility, Spatial clustering, Spatial aggregation, Visual analysis, 
Floating car data 
1 Introduction 
With the advances in location positioning and communication technologies, there is 
an increasing trend collecting floating car data (FCD) or spatial trajectory data from 
moving vehicles (e.g. private cars, taxis, buses) for understanding urban motilities. 
Extensive work has been done to investigate general urban mobility patterns using 
FCD. For instance, (Liu et al. 2012) examined large amounts of floating car data to 
understand intra-urban human mobility patterns from taxi trajectory data. (Ding, 
Fan and Meng 2015a) investigated different mobility patterns of taxi drivers at two 
income levels and analyzed their distinct behaviors especially when there are no 
passengers.  
In urban areas, transport hubs such as airports and railway stations, where plenty of 
passengers are exchanged between vehicles or between transport modes, are of 
particular importance and have great influence on urban traffics. Understanding 
spatiotemporal travel/mobility patterns related to (e.g. traffic flows in/out) transport 
hubs may help urban planners and traffic managers to better learn passenger 
behaviors and to improve transportation planning. 
However, analyzing movement data is very challenging due to their large data 
volume, implicit spatiotemporal relationship, and uncertain semantics. To tackle the 
challenges, a wide range of researches have been conducted to extract geographic 
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knowledge from movement data. Zheng and Zhou (2011) systematically investigated 
spatial trajectories from a wide spectrum of perspectives and disciplines, e.g. spatial 
database, mobile computing and data mining. They specifically pointed out the 
importance as well as the challenges in applying visualization methods for 
understanding the uncertainties in the spatial trajectories, exploring original data to 
inspire new ideas, and presenting the computing results to help a decision making.  
A straightforward way for visualizing the floating car GPS points is by dot mapping. 
For instance, (Stanica, Fiore and Malandrino 2013) used dot maps to show the 
velocities of the road traffic in Cologne. One problem related to dot mapping of the 
raw data (often numerous points) is the unavoidable point overlapping effect. 
Another popular visualization technique is 3-D spatiotemporal mapping by making 
use of the height component for the representation of certain attribute. For instance, 
(Grant et al. 2011) used the extrusion of lines or areas to show the transportation 
delay in the Salt Lake City region; (Keler, Ding and Krisp 2016) proposed a selection 
circle visualization method using the 3-D representations of both average speed and 
average density derived from floating car data to investigate the traffic congestion in 
Shanghai. At a more aggregated level, proportional symbol mapping techniques are 
popular to show the overview of movement patterns. For example, (Andrienko et al. 
2013) partition the space to irregular polygons based on clustering results to show 
aggregated movement flows. In addition, density mapping is a highly effective way to 
show density differences in geographic distributions across a landscape. 
(Prasannakumar et al. 2011) used density maps to show the hot spots of road 
accidents based on spatiotemporal clustering of road accidents and furthermore to 
investigate whether spatial or temporal factors, such as the proximity to the school or 
the season, have influences to the road accidents. Interactive mapping techniques are 
also popular in supporting visual exploration and analysis of dynamic movement 
patterns, e.g. NYC Taxi Holiday Visualization System1 allows users to explore traffic 
from JFK and LGA airports during the holiday season (Nov 15th to December 31st), 
and HubCab2 system developed by MIT Senseable city lab allows users to get insight 
into the taxi mobility patterns at a fine granularity and supports future taxi sharing 
based on a model named ‘shareability networks’ (Szell and Groß 2014).  
For visually exploring traffic flow patterns related to transport hubs, (Ding, Yang and 
Meng 2015b) proposed a visual analytics workflow and developed a web-based visual 
interface for the visual exploration of movement data at both an aggregated and an 
individual level. In their work, they revealed the significant places as well as their 
semantics (e.g. residential, commercial, industrial, public) related to the transport 
hubs. However, there is a lack of in-depth investigation of the temporal patterns 
related to transport hubs.   
In this paper, following a similar visual analysis workflow in (Ding et al. 2015b), 
which incorporates computational algorithms, data mining approaches, and 
visualization techniques, we go one step further with the aim to visually analyze the 
spatial and temporal traffic flow patterns related to transport hubs using floating car 
data. More specifically, we firstly preprocess a large amount of movement data, 
reconstruct trajectories and extract the starting and ending points related to the 
transport hubs. Secondly, we apply hierarchical clustering methods to derive 
significant clusters related to transport hubs and aggregate them to significant places. 
Finally, we design appropriate spatial and temporal visualization techniques, e.g. dot 
maps, proportional symbol maps, pie chart maps, to visually analyze those significant 
places. We use one-week FCD in Shanghai as our test dataset and select Hongqiao 
international airport as the test transport hub. The experiment results reveal 
significant spatiotemporal traffic flow patterns related to Hongqiao airport. 
                                                        
1 http://taxi.imagework.com/ 
2 http://hubcab.org/#13.00/40.7219/-73.9484 
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2 The visual analysis workflow 
In this section, we introduce the general workflow of visualizing spatiotemporal 
distributions of transport hub related traffics, which consists of mainly traffic-hub 
related trajectory reconstruction, data preprocessing, point clustering and 
aggregation, and visualization and analysis. 
2.1 Data preprocessing and trajectory reconstruction  
This paper focuses on the investigation of the taxi trajectories with passengers 
travelling from and to the transport hubs. We firstly filter out erroneous GPS points 
for instance, inappropriate GPS points with locations outside Shanghai and 
timestamps beyond the study time slots. Since the raw data are individual GPS 
points, we reconstruct from the FCD geospatial database the occupied trajectories 
(with passengers) by connecting the temporal sequences of GPS points with the “car 
status” attribute value of 1. After filtering out erroneous trajectories, we then extract 
occupied trajectories related to (i.e. from/to) the transport hubs, and their starting 
(pick-ups) and ending points (drop-offs). 
2.2 Point Clustering and aggregation 
In this work, we use spatial clusters to identify pick-up/drop-off hotspots. Spatial 
clustering can be used to gain insight into the distribution of data, to observe the 
characteristics of each cluster, and to focus on a particular set of clusters for further 
analysis (Han, Kamber and Tung 2001). Specifically, we use a hierarchical 
agglomerative clustering method (Kaufman and Rousseeuw 1990) to detect the 
significant areas or places where most of the pickup/drop-off events happen. The 
given set of data objects is hierarchically decomposed, forming a dendrogram - a tree 
that splits the database recursively into small subsets. The dendrogram can be 
formed either “bottom-up” or “top-down”. This work adopts the “bottom-up” way. 
The “bottom-up” approach, also called “agglomerative” approach, starts with each 
object forming a separate group. It successively merges the objects or groups 
according to some measures like the distance between the two group centers and this 
is done until a termination condition holds.  
To perform agglomerative hierarchical cluster analysis on a data set, the following 
procedure is required: 1) Find the similarity or dissimilarity between every pair of 
objects in the data set. 2) Group the objects into a binary, hierarchical cluster tree. 3) 
Determine the threshold to cut the hierarchical tree into clusters. 
In this work, the input of the clustering method is the extracted pickup/drop-off 
events. The parameters of the methods are normally a distance function and a linkage 
criterion. The parameter setting is largely dependent on the applications. The output 
is the clustered events indicating which cluster the event belongs to. To filter out the 
significant places, we set a significant threshold value for the minimum number of 
the cluster elements. If a cluster has a number of elements larger than the significant 
threshold value, then this cluster is considered as a significant cluster.  
Based on the clustering results, a variety of aggregated values can be derived for the 
significant clusters, for instance, the occurrences of pick-up events, the occurrences 
of the drop-off events, or the total number of the pick-up and drop-off events. The 
cluster centroids will be calculated to represent the location of the aggregates, which 
are regarded as the hot pick-up/drop-off places related to the corresponding 
transport hubs. 
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2.3 Visual analysis 
In our work, we mainly focus on presenting significant spatiotemporal travel patterns 
related to the transport hubs. To visualize the aggregated significant events, 
proportional symbol mapping and pie-chart mapping are mainly used to show the 
one-variate (e.g. the total number of the pick-up and drop-off events) and two-variate 
(e.g. pick-up and drop-off events) spatial distributions respectively. For showing 
especially temporal information, for instance distributions of events at different time 
slots during one day or different days, small multiples of proportional symbol maps 
and pie chart maps will also be applied. 
3 Experiment 
3.1 Test data 
The test dataset are raw GPS points collected from about 2000 GPS-enabled taxis 
within 47 days from 10th May to 30th June 2010, in Shanghai. The temporal 
resolution of the dataset is 10 seconds. Each position record has nine attributes, i.e. 
car identification number, company name, current timestamp, current location 
(longitude, latitude), instantaneous velocity, and car-status (meaning taxi occupied 
or empty). The detailed description of the fields is shown in Table 1. The data are 
stored in a MongoDB database. 
Field  Example field value Field description 
Date 20100517 8-digit number, yyyymmdd 
Time 235903 6-digit number, HHMMSS 
Company name QS 2-digit letter 
Car identifier 10003 5-digit number 
Longitude 121.472038 Accurate to 6 decimal places, in degrees 
Latitude 31.236135 Accurate to 6 decimal places, in degrees 
Velocity   16.1 In km/h 
Car status 1/0 1-occupied; 0-unoccupied 
Table 1. The properties of the test data. 
 
Figure 1 Shanghai Hongqiao airport area as study transport hub 
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In this work, Hongqiao international airport is chosen as our study area. Figure 1 
shows the location and extent of the Hongqiao international airport.  
3.2 Data extraction and temporal division 
For illustration purpose, we extract one hour data at 6-7h (on 17th May 2010) from the 
database and reconstructed the GPS traces by connecting a temporal sequence of GPS 
points. Focusing on the occupied trajectories during this hour, we extract about 
13,300 trajectories in the whole Shanghai area, of which around 300 trajectories are 
related to Hongqiao airport. Figure 2 shows the reconstructed occupied trajectories 
to/from Hongqiao airport (Figure 2(a) and 2(b)) and their origin-destination (O-D) 
trajectories (Figure 2(c) and 2(d)). Obviously, at 6-7 hour there are more taxis driving 
to Hongqiao airport than leaving the airport, which may indicate that many 
passengers take flight in the early morning at 6-7h. 
 
(a) Physical trajectories to airport (b) Physical trajectories from airport 
(c) O-D trajectories to airport (d) O-D trajectories from airport 
Figure 2 Spatial distribution of the occupied trajectories (a,b) and the corresponding 
origin-to-destinations (c,d) to and from airport at 6-7h. 
To investigate hourly temporal mobility activities, we derive one-day trajectories 
to/from Hongqiao airport and divide the data to each hour. Figure 3 shows the hourly 
distribution of the number of trajectories from/to the airport using the bar charts. 
Red and blue represent trajectories to and from the airport respectively. The bar 
chart shows that: (1) there are temporal patterns like peaks and valleys for the 
traveling activities related to the airport during a day. For instance during the early 
morning (2-4h), there are much fewer trajectories related to the airport than other 
time periods, while at 6-7h, 11-12h, 23-24h there are more trajectories; (2) there are 
more trajectories to the airport at 4-10h than from the airport, approximately similar 
amount of trajectories from and to the airport at 11-16h, and increasing trajectories 
from the airport than to the airport at 17h-24h and 1-2h. This indicates that there are 
more passengers taking taxis in the morning to the airport, while in the late 
afternoon or during night there are more passengers taking taxis to the city centre.  
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Figure 3 Hourly patterns of trajectories from and to the Hongqiao airport 
 
Furthermore, we focus on analysing only the spatiotemporal distribution of the 
pick-up and drop-off points. We investigate the pick-ups and drop-offs distributions 
during four typical time-slots, i.e. 00:00-06:00, 06:00-12:00, 12:00-18:00, and 
18:00-24:00. Figure 4 shows their spatial distributions at each time slot. Obviously, 
there are general distribution patterns can be observed, for instance, denser 
pick-up/drop-off activities at 06-12 in Figure 4(b) and at 12-18 in 4(c), and less 
events at 18-24 in Figure 4(d), especially at 00-06 shown in 4(a). In addition, we can 
also observe distinct patterns of pick-ups and drop-offs in each subfigure. For 
example, it seems that at 6-12 there are more drop-offs than pick-ups. However, due 
to the dot over-plotting problem, it is hard to detect hot spots of the two kinds of 
events. 
 
 
(a) 00:00 – 06:00                       (b) 06:00 – 12:00 
 
(c) 12:00 – 18:00                      (d) 18:00 – 24:00 
Figure 4 Pick-up and drop-off events in four time slots. Red represent pick-up events and blue drop-off 
events. 
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3.3 Pick-up/Drop-off clustering and aggregation 
To solve the dot over-plotting issues and detect pick-up and drop-off hotspots, we use 
clustering methods to find dense pick-up and drop-off areas and aggregate the events 
to significant places, which has more mobility activities related to the airport.  
In our experiment, we use the agglomerative hierarchical clustering method to find 
dense areas. In order to define the significant places, we set a significant threshold 
value for the minimum number of the cluster elements. If a cluster has a number of 
elements larger than the significant threshold value, then this cluster is a significant 
cluster. Since the clustering method will assign each point to a cluster and here we 
are interested only in clusters with a higher density or a larger number of cluster 
elements, we select clusters with more than 5 points as significant clusters. Instead of 
trying different distance and linkage parameters, we used the hierarchical clustering 
methods provided by Matlab and specify arbitrary clusters using a parameter 
“maxclust”. To find appropriate “maxclust”, we try different values and the resulted 
clusters are illustrated in Figure 5. 
(a) 
(b) 
(c) 
Figure 5 Hierarchical clustering results of pick-up and drop-off events at 6-12 with different 
“maxcluster” parameter (a) 500 (b) 600 (c) 400. The convex hull shows significant clusters. 
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For each time slot, we select different parameter values for the clustering since the 
temporal distribution of the pick-up and drop-off events are different.  
After we get the significant clusters, we aggregate the cluster elements and use the 
cluster centroids as the spatial locations of the aggregates. Each cluster has 
corresponding aggregated values, for instance, the number of pick-up events, the 
number of drop-off events, and the total number of pick-up and drop-off events. 
Those summarized values at the cluster centroids reflect pick-up and drop-off activity 
hot spots. 
3.4 Visual analysis  
To show the pick-up and drop-off hotspots related to the transport hub, we apply pie 
chart mapping and proportional symbol mapping techniques, which respectively 
represent the pick-up and drop-off distribution and the total number of the 
pick-ups/drop-offs.  
To get an overview of the temporal hotspots of the pick-ups and drop-offs 
respectively, we use multiple pie-chart maps at four time slots. Figure 6 shows the 
results of the pie-chart mapping results. The sizes of the pie charts are proportional 
to the total number of the pick-up and drop-off events. The red and blue pie sectors 
represent pick-up and drop-off events.  
  
(a) 00:00 – 06:00                       (b) 06:00 – 12:00 
  
(c) 12:00 – 18:00                      (d) 18:00 – 24:00 
Figure 6 Multiple pie chart maps showing the pick-up and drop-off patterns. Red represents pick-up 
events and blue drop-off events. 
From Figure 6, we can easily observe the spatial distribution of the hotspots of 
pick-up and drop-off events at the four time slots during a day. Most of the host spots 
are distributed to the east of the airport, which towards the city center area. 
Compared with the other time slots, at 00-06 (Figure 6(a)) there are obviously fewer 
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and smaller hot spots. At 06-12, pick-up events are dominant, which indicates in the 
morning there are more passengers taking taxis at the hot spots (shown Figure 6(b)) 
and traveling to Hongqiao airport. Beside the hot spots eastwards of the airport, at 
this time slot there are also several hotspots southeast of the airport. While at 12-18 
(Figure 6(c)) and 18-24 (Figure 6(d)), there is an increasing trend more passengers 
travel from the airport to the hotspots in the city center. 
To visualize the temporal distribution of the total amount of travel activities 
(pick-ups and drop-offs) related to the airport during a day, we present a pie cart map 
in Figure 7. Different colors (black, white, light gray, and dark gray) represent 
different time slots (00-06, 06-12, 12-18, and 18-24). The size of each sector are 
proportional to the total number of pick-up and drop-off events at this time slot. The 
biggest pies represent the most active areas that traveling to/from the airport. The 
proportions of the pies reveal the temporal distribution of the travelling activities. 
There are a few black or white pies which indicate the corresponding hotspots are 
significantly active at early morning (00-06) or in the morning (06-12). There is a big 
dark gray circle in the center of the map and another one right on the south of the 
airport, which represent two hotspots that especially active in the evening (18-24) 
travelling to/from the airport. The pie charts with even temporal distributions 
indicate hotspots that are active for the whole day or most of the day. 
 
Figure 7 Temporal pie-chart mapping of the pick-up and drop-off events. 
Moreover, we investigate one-week FCD data related to Hongqiao airport. The bar 
chart in Figure 8 shows a daily pattern in one week for trajectories to and from 
airport. In general, there are relatively more activities related to the airport from 
Monday to Thursday than on Friday and at weekend. In terms of the hourly pattern, 
similar to Figure 3, it shows active travels to the airport in the morning and 
afterwards an increasing amount of passengers traveling from airport to the city 
center.  
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Figure 8 Daily-patterns of trajectories from and to the Hongqiao airport 
In order to present the weekly data in one map, we firstly calculate for each day the 
significant clusters and for the whole week we aggregate the overlapped clusters into 
one big cluster with a recalculated centroid. Then we create a pie chart over each 
cluster to show the distribution of the number of events from Monday to Sunday in 
each significant place. As shown in Figure 9, red, orange, yellow, green, cyan, blue 
and purple color represent the sum of the pick-up and drop-off events on Monday, 
Tuesday, Wednesday, Thursday, Friday, Saturday and Sunday respectively. The area 
of each pie sector are proportional to the total number of pick-ups and drop-offs at 
the corresponding day. 
 
Figure 9 Pie chart map of Hongqiao airport related significant places from Monday to Sunday 
It is evident from Figure 9 that the majority of the significant places based on the 
clustering and aggregation results have large portions of activities on Monday and 
Tuesday (red and orange), especially Tuesday (orange). In addition, we could see that 
a large amount of significant places located along several major roads. Along the 
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“Yan’an Elevated Road” and “Luming Elevated Road” the time distribution of 
significant places from Monday to Sunday appears to be more even, which indicate 
these two road are popular road where taxis pick up passengers to Hongqiao airport 
or drop off passengers from Hongqiao airport. 
4 Conclusion & Outlook 
This paper aims to analyze and visualize the spatiotemporal mobility patterns related 
to transport hubs using floating car data. By following a visual analysis workflow 
incorporating computational algorithms, data mining approaches, and visualization 
techniques, we investigated the spatiotemporal patterns of one-week FCD data. The 
experiment results show that there are obvious hourly and daily temporal mobility 
patterns and as well significant spatial hotspots related to transport hubs. 
In the future, we plan to improve our work in the following aspects. Firstly, we would 
like to investigate the appropriate clustering parameter in an interactive manner, for 
instance, by implementing a slider bar for selecting different parameter values. 
Secondly, we will integrate this work to the web-based visualization system proposed 
in (Ding et al. 2015b) and improve the graphic user interface with powerful 
interactive functions to allow users explore the visualization results.  
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Is there a relationship between complicated 
crossings and frequently visited locations? – A
case study with boro taxis and OSM in NYC 
Andreas Keler*, Jukka M. Krisp* 
* University of Augsburg, Institute of Geography, Applied Geoinformatics, 
Alter Postweg 118, 86159 Augsburg, Germany 
Extended Abstract 
 
Introduction 
Extracted positions of taxi trajectories, where customers enter or leave the 
vehicle are useful information for a big variety of applications (Castro et al. 
2013). They are useful for estimating cruising miles, which is the taxi mile-
age without a fare, and helpful for its reduction as tested with the pCruise 
algorithm (Zhang & He 2012). Additionally, the inspection of taxi pick-up 
points might be helpful for providing taxi service quality assessments 
(Zhang et al. 2014) and analyzing the taxi drivers behavior, for example if 
the driver is hunting or waiting for new customers (Li et al. 2011). For the 
inspection of the spatial distributions of taxi pick-up and drop-off points, 
Pan et al. (2013) are using besides “heatmaps”, which are 2-D histograms in 
the Euclidean space, as well the density-based clustering algorithm 
DBSCAN (Ester et al. 1996), which was successfully tested with geodata-
bases (Sander et al. 1998). In contrast to this, Krisp et al. (2012) propose 
partitioning-based clustering (k-means) for getting in and out of a taxi. 
When taxi pick-up and drop-off points in Euclidean space form density- or 
distance-connected clusters of certain spatial extent, we can associate those 
areas with additional geographic information on land-use (Pan et al. 2013) 
or on region function (Li et al. 2011). Density-based clustering is applicable 
for whole vehicle trajectories as shown by Rinzivillo et al. (2011) with the 
use of the OPTICS algorithm, which was introduced by Ankerst et al. 
(1999). The big advantage of OPTICS is the possibility to create reachability 
plots that allow estimations for beneficial search distances (Epsilon) for a 
selected minimum number of points (MinPts). 
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In our approach we use OPTICS for extracted taxi drop-off points for the 
derivation of density-based clusters in one selected investigation area on 
one selected day of observation. These resulting clusters are then related 
with complicated crossings. 
 
Description of the test data sets 
In this work we inspect the vehicle traffic dynamics and the transportation 
infrastructure of New York City (NYC). Therefore, we make use of time-
based extracts from green taxi trip data and of road network data within the 
administrative boundaries of NYC coming from the OpenStreetMap (OSM) 
project. 
 
Trip data of green taxi cabs in New York 
New York City, especially Manhattan, has a high coverage of frequently op-
erating taxis. Besides the typical yellow taxis there are also green taxis, 
which are also called “boro taxis”. Those green taxis were introduced in 
2013 for gaining more distribution in the boroughs outside Manhattan. This 
was initiated after inspecting the distribution of pic-up points of yellow taxi 
GPS trajectories: 95 % of pic-ups occurred within Manhattan and the rest in 
the outer boroughs1. 
Our data set is coming from the NYC Taxi & Limousine Commission (TLC)2 
and includes taxi trip records from all trips. 
For our approach of detecting frequently visited locations within a short 
distance radius, we are only using the taxi drop-off points, where customers 
are leaving the green taxis. 
As we suppose, we have more fluctuations from outer boroughs into Man-
hattan on weekends as on working days. Therefore, we select one Saturday 
in 2015: 13th of June. In total there are 24.820 green taxi trips with the 
same number of drop-off points. From the 20 available attributes, we only 
use geodetic coordinates of drop-off points. There is no given attribute indi-
cating specific taxi identifications. 
 
                                                        
1 Background on the Boro Taxi program. NYC Taxi & Limousine Commission. URL: 
http://www.nyc.gov/html/tlc/html/passenger/shl_passenger_background.shtml; Retrieved 
December 18, 2013. 
2 http://www.nyc.gov/html/tlc/html/about/trip_record_data.shtml 
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NYC road network information from the OpenStreetMap (OSM) 
project 
OpenStreetMap (OSM) is an open Crowdsourcing project that was founded 
in 2004 by Steve Coast with the aim to create an open geodatabase. Since 
then, worldwide volunteered mappers produce Volunteered Geographic 
Information (VGI). For Stanica et al. (2013) the OSM has one of the most 
accurate freely available road networks. Its practical use for vehicle routing 
was tested by Graser et al. (2014) for the case of Vienna. The conversion 
into 1-D network space sometimes comes along with problems in connectiv-
ity and has to be modified for practical routing applications. 
 
Defining complicated crossings and frequently visited locations 
in NYC 
Our Method consists of creating polygons based on two different data 
sources. Besides complicated crossings from OSM road networks, we infer 
taxi drop-off point cluster polygons. After matching these two polygon 
types, we define frequently visited locations. This workflow is pictured in 
the diagram in Figure 1. 
 
Taxi Trajectory
Drop-off Points
Intersection Point
Clusters
Cluster Polygons (convex hulls)OPTICS Giftwrapping
element type calculation
Node
extraction
OSM road
network input
OSM road
network nodes
Selection by Threshold
and Obstacle Generation
Polygon intersection
Frequently
visited
locations
Complicated
crossings
 
Figure 1. Workflow for the definition of “frequently visited locations”. 
 
We have rethought the idea of introducing a representative search distance 
for applying the OPTICS algorithm, which was introduced by Ankerst et al. 
(1999).  
As provided in Krisp & Keler (2015) we can use an average distance of 
roundabouts (in this case 60 m) for selecting a threshold for the creation of 
obstacle polygons. These obstacle polygons are so called complicated cross-
ings and are based on two-dimensional Kernel Density Estimation of street 
nodes (see Figure 1). In case of typical American cities we have to think 
about something else: Since Summer 2015 there is only one roundabout in 
New York City. This pictures the unpopularity of this transportation infra-
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structure element, which is very popular in Western Europe: France has 
with over 30.000 roundabouts the highest number in the world. After in-
specting the transportation infrastructure in Manhattan, we keep the search 
radius on 60 meters. 
In parallel we have to define taxi drop-off point clusters by using the OP-
TICS algorithm. In case of this algorithm, we have to define a search dis-
tance (Epsilon) and a minimum number of points (MinPts) for estimating 
the density. For the search distance Epsilon we take the maximum Street 
width in Time Square of 102 feet, which equals around 31 meters (31.0896 
meters). Our minimum number of taxi drop-off points will be 2 (MinPts = 
2). With those two parameters we define our density connection between 
the drop-off points. The resulting 1.867 clusters are then transformed by 
the gift wrapping algorithm (Jarvis 1973) into polygons. 
In the last step of defining frequently visited locations we match the 613 
complicated crossings with 1.867 taxi drop-off point polygons in NYC. Fig-
ure 2 shows a cutout of the in total 1.466 defined frequently visited loca-
tions in NYC on Saturday, June the 13th 2015, which will be the base for our 
further analyses. 
 
Sources: Esri, HERE, DeLorme, USGS, Intermap, increment P Corp., NRCAN, Esri Japan, METI, Esri China (Hong
Kong), Esri (Thailand), TomTom, MapmyIndia, © OpenStreetMap contributors, and the GIS User Community  
Figure 2. Defined frequently visited locations in NYC on Saturday, June the 13th 2015. 
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Learning Pedestrian Profiles from Movement 
Trajectories 
David Jonietz 
Institute for Cartography and Geoinformation, ETH Zurich 
Extended Abstract 
Pedestrians are highly heterogeneous with regards to their physical capabil-
ities and preferences, which in turn determine their individual infrastruc-
tural needs (Saelens et al. 2003, Millonig 2006). Other than in current pe-
destrian navigation systems, therefore, the possibility to compute personal-
ized walking routes would be desirable, a precondition of which, however, is 
to derive detailed user profiles (Gartner et al. 2011, Jonietz 2016a).  
In the context of personalized routing, historical GPS-trajectories of car 
drivers have been used to mine their individual preferences and restrictions 
(e.g. Letchner et al. 2006, Yang et al. 2015). This work, however, builds on a 
previous study which proposed to infer the infrastructural needs of individ-
ual pedestrians by extracting selected environmental properties of their 
previously visited areas, as identified from movement trajectories (Jonietz 
2016a). Here, the focus is placed on gradually refining a user profile based 
on new input movement data, in particular the problem of handling new 
value inputs which, depending on their plausibility, might entail different 
procedures: 
 an adaptation of the user profile (valid refinement or update of in-
frastructural need) 
 an adaption of the context model (changed infrastructural need, 
however likely related to temporary contextual conditions, e.g. the 
weather or time of day)  
 no action (implausible input value likely caused by measurement er-
ror) 
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Based on Jonietz (2016a), table 1 lists relevant pedestrian infrastructural 
needs which can be computed for each walking trip based on its trajectory 
and, if rated plausible, should be stored in a user profile for future personal-
ized route calculation. 
Feature Description
maxBenchDist max. walking distance between potential resting plac-
es
minBuildingDist min. space needed for walking between buildings or 
other obstacles
maxVisibleAesthBuildings visual exposure to aesthetical buildings (max. number 
of simultaneously visible aesthetical buildings)
maxLightDist max. acceptable distance to the nearest streetlight
minCyclelaneDist min. safety distance buffer kept to cycle lanes
minStreetDist min. safety distance buffer kept to streets
maxHeight max. step height (relative height difference)
maxSlope max. acceptable slope
maxVisibleStreet visual exposure to street traffic (normalized max. 
amount of visible street)
minSurface min. acceptable surface quality type of footpaths
maxVisibleTrees visual exposure to urban greenery (max. number of 
simultaneously visible trees)
Table 1. Features to be Extracted from Movement Trajectories  
For refining a user profile, checking the plausibility of new value inputs is 
non-trivial. A new input value with regards to a hard restriction (e.g. the 
maximum tolerated slope), for instance, can either represent a valid new 
information about the user’s capabilities, or simply be the result of uncer-
tain positioning or errors in the underlying spatial data layers which, if er-
roneously being represented in the user profile, could result in the recom-
mendation of routes which are in fact inaccessible. Furthermore, explicitly 
identifying the influence of temporary contextual factors, such as the time 
of day with regards to the feature maxLightDist, on behavioral adaptions 
would be desirable for a later context-aware routing.   
For these purposes, we propose the general procedure as illustrated in fig-
ure 1. First, in a heuristics-based noise filtering step, the focus is put merely 
on the geometric characteristics of the raw input tracking data. In a veloci-
ty-based filtering, the travel speed between consecutive tracking points is 
computed, and, if it exceeds a predefined realistic threshold value for pe-
destrian movement, filtered accordingly (c.f. Zheng 2015). In a second fil-
tering step, an overlay procedure is employed in a Geographic Information 
System (GIS) to identify and delete all tracking points which are located 
outside of the walkable area, and therefore clearly due to positional error.  
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Figure 1. General Framework for Handling Input Data 
Then, as described in Jonietz (2016a), the new feature values are calculated 
by overlaying with pre-computed raster layers for each environmental at-
tribute as listed in table 1, extracting the underlying values and attributing 
the property values to the tracking points. These semantically enriched tra-
jectories are then assessed for their plausibility. This procedure is based on 
the following assumptions: 
 the new value must lie within a predefined range of plausible do-
main values  
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 the larger the deviation of a new value from the corresponding val-
ues of the temporal neighbors of its respective tracking point, the 
lower its plausibility 
 the larger the deviation of a new value from all previously recorded 
values for this user (historical trajectories), the lower its plausibility 
 the larger the deviation of a new value from the one currently stored 
in the user profile, the lower its plausibility 
The first assumption guides the implementation of a plausibility-based val-
ue filter, which filters tracking points with feature values outside of pre-
defined plausible ranges, e.g. slope values above 40%. In the following step, 
a sliding window approach is used to compare each feature value with the 
corresponding values of its temporal neighbors, meaning all preceding or 
subsequent tracking points within a certain time interval, and compute ac-
cording outlier scores (c.f. Chandola et al. 2009). Points with scores exceed-
ing a preset threshold are filtered from the dataset. This step is motivated 
by the general assumption that the location of temporally adjacent tracking 
points should be set in comparable environmental conditions, which, how-
ever, clearly depends on the temporal resolution of the position measure-
ments.  
After the level of the individual tracking points, the trajectory as a whole is 
examined. First, the index values as shown in table 1 are computed. Then, 
in a data-driven plausibility assessment, the derived values for each trajec-
tory are compared to the movement history of the same user, i.e. the entire 
set of his or her previously recorded trajectories. Comparable to the previ-
ous step, an outlier or plausibility score is calculated for each trajectory 
based on the relative deviation of its index values with regards to the whole 
set. At this stage, however, no filtering takes place, but instead, the comput-
ed plausibility scores are attributed to the respective trajectories. A second 
score is calculated in the final step of user-profile-based plausibility scoring, 
where the deviation of the index values of each trajectory with regards to 
the values currently stored in the user profile is assessed. 
The semantic trajectories, further enriched with the plausibility scores, fi-
nally provide the input for the user profiling process, where a threshold-
based decision process evaluates whether to update the user profile based 
on a preset ruleset, check for possible explaining anomalies in the contextu-
al data (e.g. weather data at time of walking) and, if necessary, update the 
context model, a step which is currently omitted, or disregard the new value 
as a probable measurement error. In an iterative process, thus, the user 
profile can be further refined and updated with regards to new input data. 
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At the present stage, the described framework has been implemented in 
Python, and tested with a set of movement trajectories derived from an 
agent-based pedestrian simulation which is further described in Jonietz 
(2016b), and features virtual pedestrians with differing infrastructural 
needs. In the context of this study, the simulation model has been extended 
to include simulated positional errors of the tracking mechanism. The gen-
erated trajectories and user profiles are stored in a PostGIS database. In 
this preliminary testing scenario, the proposed method shows promising 
potential for filtering inaccurately positioned tracking points as well as de-
rive the individual infrastructural needs of pedestrian agents. For future 
work, it is planned to implement the context model updating process, test 
the model with real pedestrian data, as well as embed it within a personal-
ized pedestrian routing system. In this context, the quality of the derived 
user profile could be assessed by comparing the recommended routes with 
the actual choice a user made, and use this evaluation for further refining 
the sketched procedure.  
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Social media are popular forms of information dissemination with users 
potentially accessing an audience numbering in the millions. With the power 
and popularity of smartphones and other GPS-enabled smart devices, the 
creation and widespread publication of user-generated location-based con-
tent has rapidly grown in recent years. Twitter, a key platform in this trend, 
has been extensively researched by academics in the past (Crooks et al., 
2013; Hamed, 2014); however, the frequency of location information is in-
creasing and the ability to extract it from the text-based data to understand 
human activity, mobility and events is a key field for academics both from 
the data-driven and sociological disciplines. Furthermore, mapping compa-
nies interested in real-time change and event data would also benefit from a 
concise understanding of these aspects. The work defines “event” as a union 
of Pohl et al. (2012), Dou et al. (2012) and Smith et al. (2015)’s definitions: 
an activity taking place within a physical location that has a social represen-
tation. This definition covers such events as music festivals, pop-up markets 
and other transient geospatial activities.  
Existing data-driven event detection and classification methods focus heavi-
ly on large-scale events, aiming to extract location information from human 
reactions to earthquakes, floods and other natural disasters (Sakaki et al., 
2010). Recent work has refined these two methods of analysing street-level 
data (Middleton et al., 2014; Smith et al., 2015); however, the field is still 
LBS 2016
Page 196
Published in “Proceedings of the 13th International Conference on Location-Based
Services”, edited by Georg Gartner and Haosheng Huang, LBS 2016, 14-16
November 2016, Vienna, Austria.
very new and in much need of further development. With the increase in 
number of services that monetise location-based understanding, there is a 
vested interest in researching the area.  
 
Figure 1: The parallel coordinate graph enables classification of social 
events. A small music festival example has been plotted. 
	 !	
Collecting and analysing social media data includes significant linguistic 
problems, namely discovery of relevant terms and extraction of event de-
scriptions. To mitigate against this, the project captures geolocated tweets 
from Southampton by applying coordinates to the Twitter API request pa-
rameters to obtain over 330,000 tweets from the 9th-20th June 2016. Whilst 
this method gathers significantly more data than a keyword search, it avoids 
keyword bias and allows for spontaneous hashtags and peripheral connec-
tions to be captured; however, it does include location bias (such as densely 
populated cities naturally producing more data) but as it is a relatively small 
boundary box search the results are not limited to Twitter’s 1% feed.  
A parallel coordinate model is proposed as appropriate for modelling social 
events (seen in figure 1). The model allows for the representation of several 
aspects of social events. This permits distinct multivariate profiles for dif-
ferent types of events to aid in their classification, as well as narrowing the 
scope of applicable events.  
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To test the model, UK-based event-related BBC News articles are taken as 
ground truth and applied to the axes. The Twitter data is first analysed for its 
popular topics and then searched for discussions about the related BBC 
News events.  
"	 #$!	%	
The preliminary results show a discrepancy between nationally important 
news and topics of interest to the local population. There are often news 
articles of assumed importance that have no Twitter reflection at all. How-
ever, there are certain topics such as the shooting of MP Jo Cox that promi-
nently feature in both the BBC News articles and the Twitter data. There-
fore, whilst some news articles are assumed to have national social signifi-
cance, local interests often differ.  
'	 *	+;	
Only detecting the presence of a social event, however, does not create a 
holistic understanding. Dynamic sentiment analysis aids in creating a rich, 
semantic impression of a location. This work aims to extract sentiment for a 
particular area not only to understand what users are doing but how they are 
doing it, with whom and how they are feeling at the time. The overlay of 
narratives onto a physical location adds a new dimension to existing practis-
es. More work is needed to verify these event detection methods such as 
automatically integrating other social media and web resources to form a 
consensus, and to incorporate rigorous natural language processing to dif-
ferentiate between event and non-event related data. Once accurate infor-
mation is extracted, the Twitter data can be used to plot the event profile 
without the use of a ground truth article.  
The output of this project will be a change and event detection algorithm 
that pulls social media and web data to create a verified database of seman-
tically rich location information. This methodology will aid in improving 
existing practises and offer accurate, reliable, real-time change and event 
information to interested parties.  
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Extended Abstract
With the development of GPS (global positioning system) technology and 
smart devices, the use of location-based services is constantly increasing. As 
the use of this technology increases, reviewing and grading places through 
the use of location-based services has also become a common practice 
among users. Previous reviews of a place can significantly affect their po-
tential visitors. A user-created review is the result of a visitor's actual posi-
tive or negative sentiment expression, and the sentiment could be ex-
pressed as a positive, negative, or neutral opinion.  
In order to perform sentiment analysis, each word should be separated by 
its POS (part-of-speech) through natural language processing. To do this, a 
database of features for place and spatial sentiment words should be con-
structed. In the past, sentiment analysis has been used mainly for product 
reviews (Chang 2009, Hu & Liu 2004, Myung et al 2008, Scaffidi et al). No 
spatial sentiment lexicon for sentiment analysis of places has been con-
structed yet. Specifically, Hangeul lacks in terms of research on sentiment 
word analysis, compared to English. Hangeul, unlike English, has compli-
cated characteristics and is composed of complex adjectives and suffixes 
(Jang et al. 2015).  
Therefore, in this study, we propose a method to construct a spatial senti-
ment lexicon using place reviews written in Hangeul. In this study, we fo-
cused primarily on a ‘‘theme parks’ out of the many possible place catego-
ries. Although the general polarity (positive, negative, or neutral) of senti-
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ment for a place is important, analyzing the polarity for a specific place 
property, according to certain place categories is also valuable. We con-
struct a spatial sentiment lexicon in accordance with each category of a 
place because the properties of a place and the language around the place 
changes according to the characteristics of the place. Accordingly, in this 
study, we preferentially constructed a spatial sentiment lexicon for a theme 
park. Other types of spatial sentiment lexicon could be constructed using 
the same methodology.  
Generally, sentiment words written in Hangeul are represented by adjec-
tives such as ‘good’, ‘nice’, and ‘beautiful’. However, in this research, we 
included verbs such as ‘crowded’, ‘take a rest’, and ‘take a walk’ in order to 
consider other types of words describing the places. In addition, nouns rep-
resenting a sentiment for a place such as ‘recommendation’, ‘satisfaction’, 
and ‘disappointment’ were also included as candidates for spatial sentiment 
words.  
The following three aspects were considered in the construction of a spatial 
sentiment lexicon. First, the polarity of the sentiment word is analyzed. To 
do this, we calculated sentiment polarity and probability using the results of 
our survey. Second, it should be taken into account that some sentiment 
words are associated with properties of a place. For example, ‘many’ or ‘lit-
tle’ could be positive or negative sentiments depending on the place. For 
example, ‘green’ could have a positive implication when paired with ‘many’, 
but ‘people’ could have negative connotation with the same word. In this 
case, the survey was carried out using a combination of spatial features and 
predicate configuration. Lastly, the spatial features and predicate character-
istics of a place should be classified. We defined the combination of the spa-
tial feature and the predicate as the ‘spatial feature sentence’. By consider-
ing these characteristics, we designed the spatial sentiment lexicon to man-
age the meaning of sentiment words separately, according to the place cate-
gories. 
The work flow used in this study is shown in Figure 1. The list of POIs 
(points-of-interest) was collected through Naver map search. Then, the 
place reviews for the POIs were collected through Google maps API. The 
analysis of place reviews were collected from the Google map API as follows. 
First, morpheme analysis through natural language processing for the re-
views was implemented. Second, the morpheme was converted to a POS-
tagging word; at this time, noun, adjective, and verbs were extracted as the 
candidates for spatial sentiment words. Third, the polarity and probability 
of the sentiment words were calculated by the survey conducted using the 
candidate of spatial sentiment words. Finally, the combination spatial fea-
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ture sentence was created and the probability of sentiment is calculated 
using the result of the survey. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For the experiment, we collected 118 search results of places within ‘Seoul 
theme park’ from the Naver map. We then collected 80 location IDs and 
matched them with 118 location names using the Google map API (applica-
tion programming interface). Then, we collected 80 place reviews corre-
sponding to the ID using details from the Google places API. As a result, we 
collected 204 reviews for 63 locations. We did not collect the remaining 17 
reviews because they did not have reviews or there was no return value 
through the API. 
We conducted a survey using the words extracted through morpheme anal-
ysis for location reviews collected through Google maps. The survey con-
sisted of 150 questions. Possible responses were positive, negative, neutral, 
or inappropriate for words describing a place. We received more than 50 
responses for the 150 questions. As a result, we calculated whether each 
word had a positive (+1), negative (-1), or neutral (0) polarity. The probabil-
ity for sentiment of 16 nouns, 73 adjectives,  25 verbs, and 24 spatial feature 
sentences was found. The 12 words that were determined as inappropriate 
descriptors for representing a location were excluded from the spatial sen-
Figure 1. Research workflow. 
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timent lexicon.  Moreover, the spatial sentences were composed using the 
calculated results from the survey (Table 1). 
 
Spatial sentiment words POS Sentiment polarity Probability
‘Recommendation’ Noun Positive (+1) 1.000 
‘Inappropriate’ Noun Negative (-1) 1.000 
‘Quiet’ Adjective Positive (+1) 0.558 
‘Walk’ Verb Neutral (0) 0.660 
‘People’, ‘Numerous’ Noun, Adjective Neutral (0) 0.764 
‘Exercise’, ‘good’ Verb, Adjective Positive (+1) 1.000 
… … … … 
Table 1. Part of the spatial sentiment lexicon. 
	
The spatial sentiment lexicon could be utilized as a reference when per-
forming sentiment analysis on the contents of various social media plat-
forms, and could offer useful information to those who want to visit a place. 
In future work, we will study a method used to extend the lexicon by adding 
synonyms for pre-constructed sentiment words, as well as a methodology to 
analyze syntax more precisely through a combination configuration of spa-
tial feature sentences. 
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Extended Abstract
Recently, the number of travel-related texts posted by SNS users has in-
creased and studies have been conducted to analyze them for the purpose of 
recommending meaningful tourist destinations for tourists. 
However, existing studies do not consider cases where the contents include 
complaints about a destination because they consider only the frequency of 
destination mentions. Therefore, the results of the studies may not always 
recommend destinations that tourists actually prefer. Therefore, in this 
study, we quantified the preference for tourist destinations by considering 
positive and negative opinions about the destination mentioned in the SNS. 
The subjects of this study were 118 theme parks that are tourist destinations
 in Seoul, the capital of South Korea. The subjects were selected from the re
sults obtained after searching for the terms ‘theme park in Seoul’ using the 
POI search function in Naver map, a representative map of South Korea. A
mong the 138 search results obtained, we removed several POIs that were n
ot theme parks. Afterward, 118 theme park POIs were used for the study. S
NS data used in this study comprised of Twitter posts collected by using the 
open API based on REST. We collected data from 22 July 2015 to 26 Februa
ry 2016. After de-duplication, 273,515 posts were used in this study. Therefo
re, in this study, we calculated the frequency of theme park mentions in the 
text of the aforementioned Twitter data and the preference for the theme pa
rks in Seoul using sentimental analysis. 
In order to quantify the preference for the theme parks, we first created a co
rpus from collected Twitter data and removed stop words. Second, we extra
cted Twitter texts containing theme park POIs among 273,515 Twitter data. 
A total of 1,674 Twitter texts were extracted, and the number of theme park 
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POIs mentioned more than once in the text was 38. Third, morphological a
nalysis for natural language processing was conducted. 
 
 
Figure 1. Research workflow 
 
Next, we calculated the frequency of mentions for each theme park POI. We
 also analyzed the sentiment expressed in the extracted text to identify posit
ive and negative opinions about the theme park POIs. Here, in order to anal
yze the sentiment about the theme park, sentiment word describing places s
uch as ‘quiet or crowded’ should be extracted. Thus, by utilizing existing spa
tial sentiment lexicon such as in Table 1, we classified the sentiment present
ed in the Twitter text as positive, neutral, or negative. 
 
Spatial sentiment words POS Sentiment polarity Probability
Recommendation Noun Positive (+1) 1.000 
Best Noun Positive (+1) 1.000 
Pleasant Adjective Positive (+1) 1.000 
Noisy Adjective Negative (-1) 0.976 
Table 1. Example of Spatial Sentiment Lexicon 
 
LBS 2016
Page 206
At this point, in order to consider the context in the text, we conducted senti
mental analysis by dividing the sentences expressing sentiments about the
me parks into three types as shown in Table 2. 
 
Type Subject Negatives Predicate Example
1 Theme park POIs not 
Sentiment word about places 
(adjective, verb, noun) 
Lotteworld, 
(not), good 
2 Spatial feature not 
Sentiment word about places 
(adjective, verb, noun) 
Street, (not), 
pretty 
3 Spatial feature not ‘many’ or ‘little’ flower, (not), 
many 
Table 2. Types of sentences for sentimental analysis 
 
The first type consists of sentences expressing sentiments about theme park 
POIs. The second type consists of sentences expressing sentiments about 
the spatial feature indicating the properties of the theme park such as 
‘street’ and ‘atmosphere’. The last type consists of sentences that can be 
either positive or negative when used with the terms ‘many’ or ’little’ re-
garding the same spatial feature. In other words, ‘uphill’ can have a negative 
implication when used with ‘many’, while having a positive implication with 
‘little’. Table 3 below shows an example of Twitter text of the second type. 
 
Twitter text Spatial feature Sentiment word
I have a test tomorrow, but Lotteworld Christmas 
atmosphere is very good! Atmosphere good 
Table 3. Example of Twitter text of the second type 
 
Finally, we quantified the preference by using the frequency of mentions for 
each theme park POI and the results of sentimental analysis. The result is 
shown in Table 4. 
Rank Theme park POI Preference Rank Theme park POI Preference
1 Lotteworld 18000.25 6 Worldcup Park 209.55 
2 Olympic Park 11506.96 7 Yeouido Hangang Park 148.00 
3 Children’s Grand Park 545.00 8 Namsan Park 66.00 
4 Dosan Park 291.95 9 Children’s Park 38.00 
5 Dongdaemun History & Culture Park 248.00 10 Noeul Park 27.00 
Table 4. Part of the preference results for theme parks in Seoul 
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ěLotteworld,’ which had the highest preference, is a typical amusement park 
in Seoul. Therefore, it was mentioned many times in Twitter and had a high 
score in the results of sentimental analysis. In addition, ‘Dosan Park,’ which 
had the fourth highest preference, is notable because it had higher prefer-
ence than ‘Yeouido Hangang Park,’ regarded as a representative park in 
Seoul. In other words, many positive opinions about ‘Dosan Park’ appeared 
in Twitter. These results may provide useful information for tourists who 
want to visit the park on the first trip to Seoul. Furthermore, we may help 
tourists to plan a travel route by analyzing the preference for various types 
of tourist destinations. 
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Extended Abstract 
Technological advances have led to increasing development of data sources. 
Since the introduction of social networks, numerous researches on the 
relationships between users and their behaviors have been conducted. 
Location-based social networks (LBSN) have provided the possibility of 
studying the relationships between users and places. Today, due to the wide 
availability of various spatial data sources, the long-standing field of 
collective human mobility prediction has been revived and some new models 
(e.g. population-weighted opportunities, radiation, and rank-based models) 
have been introduced. There are two major assumptions in modeling the 
human mobility patterns. Some models (e.g. gravity model) assume that trips 
are directly related to the distances between origins and destinations. In 
other words, the more the distance between an origin and a destination, the 
lower the probability of traveling from the origin to that destination (Zipf 
1946). However, some models explain the human mobility using 
“opportunities” concept. These models assume that trips are not directly 
related to distance, but induced by opportunities provided at destination 
(Stoufer 1940). Recently, a parameterized model of predicting human 
mobility in cities, known as rank-based model, was introduced (Noulas et al. 
2012). The model predicts the flow from an origin toward a destination using 
“rank” concept. In fact, each destination has a rank, with respect to the 
origin, that expresses the probability of going from a region to another. 
However, the question that “how the rank should be computed?” is not well 
answered yet. In this paper, we explore the potential of LBSN data alongside 
the rank-based model in predicting human mobility patterns in Manhattan, 
New York City. 
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According to the rank-based model, given a set of zones ݑ א ܷ in a city, the 
probability of moving from zone ݑ א ܷ to a zone ݒ א ܷ is defined as (Noulas 
et al. 2012) 
ܲሾݑ ՜ ݒሿ ן
ͳ
ݎܽ݊݇௨ሺݒሻఊ
 (Eq. 1) 
 
where ݎܽ݊݇௨ሺݒሻ is the rank of zone v relative to zone u and γ is an adjustable 
parameter. Assuming that the total number of trips generated in each zone 
௨ܶ is known, trip distribution matrix can be computed as (Yan et al. 2014) 
 
௨ܶ௩ ൌ ௨ܶ
ݎܽ݊݇௨ሺݒሻିఊ
σ ݎܽ݊݇௨ሺݒሻିఊே௞ஷ௨
 (Eq. 2) 
 
where N is the total number of zones in the city. 
Rank-based model, in contrast to the well-known gravity model, uses rank-
distance rather than spatial distance. Because people and their behaviour, as 
the most important components in mobility, are neglected in this approach 
(i.e. using distance alone to rank the zones), the resulted mobility patterns 
always remain unchanged. In this paper, we consider three methods to 
compute the ranks in the city using rank-distance and LBSN data. These 
methods include: 1) computing the rank using rank-distance; 2) considering 
the rank as the number of venues located in a circle centered at the 
destination with a radius equal to the distance between the origin and 
destination ; 3) using a check-in weighted rank concept in the model. Since 
the rank-based model is parameterized, a repetitive procedure is needed to 
determine the adjustable parameter. In this paper, the method introduced by 
Hyman (1969) was employed to minimize the difference between the real 
average travel distance and modeled average travel distance. Moreover, since 
the rank-based model presented in (Eq. 1) does not guarantee the equality of 
real and predicted attracted trips, a balancing process called Furness is 
applied on the matrix. In this paper we considered Manhattan’s census tracts 
as trip zones. The zones and distribution of venues are shown in Figure 1. 
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Figure 1. Distribution of venues (right) and census tracts (left) in Manhattan. 
 
In order to evaluate the results obtained from the model and compare the 
rank concepts, GPS traces of taxi vehicles over Manhattan were used. Follow-
ing the work of Kang et al. (2015), the Sorensen Similarity Index (SSI) was 
used as a measure of similarity between real and predicted trip distribution 
matrices. This index ranges from 0 to 1 where numbers closer to 1 indicate 
more similarity between two matrices. Figure 2 presents a comparison 
among the performances of ranks in the model based on SSI. 
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Figure 2. Evaluation of resulted trip distribution matrix based on Sorensen Similarity Index 
 
Figure 2 indicates that using a check-in-weighted rank will result in slightly 
more similar predictions to reality. In order to have a statistical measure of 
how close the predicted data are to the real data, we determined R2 value 
form regression analysis. The identity line is considered as the ideal case, 
where all the predicted trips are equal to real trips. Figure 3 compares the 
results in terms of R2. 
 
Figure 3. Evaluation of resulted trip distribution matrix based on R-squared 
 
As Figure 3 illustrates, the value of R2 for rank-based model along with a 
check-in-weighted rank concept has been increased. So, check-ins play a sig-
nificant role in improving the predictability of mobility patterns. 
Considering the rank as variables such as distance and number of POIs is 
somewhat objective in a way that they are not representing real specific con-
ditions of a city. In other words, the concepts of distance and number of POIs 
are the same for all cities in the world. But, using check-in weights, a real 
dimension will be added to the model. Surely, the role of a crowded park in 
human mobility is not the same as a hotel, for example. Thus, applying check-
ins occurred at each POI will result in closer predictions to reality. 
Moreover, the dynamicity of human mobility could be accounted for. As the 
check-ins data are dynamic, they can consider the variations in people’s in-
terests and behaviors. Using check-ins, any change in land use of POIs is also 
accountable. 
LBS 2016
Page 212
References 
 
Kang, C., Liu, Y., Guo, D., & Qin, K. (2015). A Generalized Radiation Model for Human 
Mobility: Spatial Scale, Searching Direction and Trip Constraint. PloS one, 10(11), 
e0143500.  
Noulas, A., Scellato, S., Lambiotte, R., Pontil, M., & Mascolo, C. (2012). A tale of many cities: 
universal patterns in human urban mobility. PloS one, 7(5), e37027.  
Stouffer, S. A. (1940). Intervening opportunities: a theory relating mobility and distance. 
American sociological review, 5(6), 845-867.  
Yan, X.-Y., Zhao, C., Fan, Y., Di, Z., & Wang, W.-X. (2014). Universal predictability of mobility 
patterns in cities. Journal of The Royal Society Interface, 11(100), 20140834.  
Zipf, G. K. (1946). The P 1 P 2/D hypothesis: on the intercity movement of persons. American 
sociological review, 11(6), 677-686.  
 
LBS 2016
Page 213
An Interactive System for Intrinsic Validation of Citizen
Science Data for Species Distribution Mapping and Modelling 
Applications
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Abstract. This paper presents a conceptual model for assurance of the quality of species 
occurrence observations in citizen science projects. To this end, we adopted the notion of trust as 
an indicator of VGI quality and defined the concept of trustworthiness of VGI as a function of four 
main contexts: consistency with habitat, consistency with neighbors, consistency with the 
temporal life cycle of the species, and the competence and credibility of volunteers. In this sense, 
the quality of an observation is quantified in terms of the level of the trustworthiness of the 
submission by using fuzzy set theory. Moreover, the different possible ex-post and ex-ante 
architecture of the proposed system is briefly discussed to empower the end user (data consumer), 
expert reviewers, and volunteers (data producers) to perform more robust and precise VGI quality 
assurance practices. Finally, the paper ends with concluding remarks and some tips for future 
research directions. 
Keywords. Volunteered Geographic Information (VGI), Citizen Science Data Quality 
Assessment, Species Distribution Mapping and Modelling 
1. Introduction
In the current research trend on volunteered geographic information (VGI), much concern has 
been directed to the issue of data quality and validation of the crowdsourced data, focused on the 
issues of accuracy, credibility, and the possibility of vandalism in the crowdsourced data. The issue 
of VGI data quality assessment and evaluation has become very sensitive and vital, as we usually 
do not have access (or we have limited access) to the real-world data to collect the ground truth 
when the geographical and temporal dimensions of the data are relatively large.  
In the context of ecological studies, the habitat of a species (plant or animal) is mapped and 
modelled by using the collected data on the species’ presence (i.e., occurrence data), which include 
a sample of locations with known presence of the target species (Merow et al. 2013).  
Conventionally, presence records are collected by experts and authoritative sectors to ensure the 
quality of the data; however, recently, because of the popularity of citizen science programs in 
ecological studies, non-experts are also enabled to contribute to the process of data collection 
through participation in VGI and citizen science projects for biodiversity/conservation 
observations (e.g., E-Flora, iNaturalist, and eBird). Legions of citizen scientists record their 
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observations of all types of species by identifying and recording the location of the observed 
species as well as other relevant attributes and meta data about the target species (e.g., taxon, 
time of observation). 
Various factors, such as uncertainties in the measurement of the spatial component of 
observations by amateur naturalists, the complexity of taxonomy and species identification by 
non-experts, different understandings of the concept of quality from experts’ and non-experts’ 
points of view and diverse motivations, and the knowledge level and background of the 
participants in citizen science projects, may trigger questions about the quality of VGI data in 
biodiversity observation projects (Ali and Schmid 2014). To control the quality of the 
crowdsourced data in the context of citizen science projects, several approaches have been 
implemented and tested in previous practices.  
Cross-referencing the VGI on species presence with the existing authoritative data, checking the 
consensus and agreement of reports at each location, and expert or community-based (by the 
participation of other volunteers) data quality control of the user submissions are the most 
popular approaches adopted for data quality assurance in citizen science biodiversity observation 
projects (Goodchild and Li 2012).  
Nevertheless, the lack of authoritative data in the biodiversity domain and the existing 
uncertainties within the available datasets usually may avoid the use of the cross-referencing 
method in most VGI activities. However, when the spatio-temporal extent and the diversity of 
species are relatively large and there is a large data space in comparison with the number of active 
volunteers, not all localities in the study area may be observed frequently by the different 
participants, so the consensus-based approach to data quality assessment may not be applicable. 
Furthermore, the validation of all VGI submissions based on expert or community-based data 
quality control method could be very time and energy consuming (and costly in the case of using 
recruited experts) and mostly impractical, as the relative number of skilled human resources is 
usually limited, not all members of the community have the motivation or skill to participate in 
such a process, and sometimes there is not enough information for validation of the submission 
as well as the opportunity for in-situ data collection when it is applicable (particularly in wild and 
remote areas).  
In this paper, we propose the general schema of an interactive system for intrinsic validation of 
VGI species occurrence datasets to reduce the dependence of data quality assessment processes 
on authoritative data as well as the participation of experts and the community in the process of 
VGI data quality control. 
2. Related Work 
One of the most common approaches for the assessment of the VGI quality is to compare VGI 
with ground truth reference datasets (i.e., authoritative dataset) (Barron et al. 2014). However, 
high-quality authoritative datasets for conducting extrinsic quality assessment are often not 
accessible/usable because of the lack of such data, costs, and licensing restrictions (Mooney et al. 
2010) or the nature of the problem. Therefore, in cases where the direct cross-referencing 
approach is not applicable, researchers have explored more intrinsic approaches to evaluate the 
quality of VGI by using other proxies and indicators for quality measures (Senaratne et al. 2016). 
Goodchild and Li (2012) discussed a geographic approach as an intrinsic VGI quality assurance 
method that relies on identifying rules that connect different information based on their location 
to evaluate whether an attribute of a VGI submission is reported correctly at a certain location. 
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The notion of trust has been used in a number of previous studies (Bishr and Janowicz 2010, Bishr 
and Mantelas 2008) as a proxy for data quality assessment of VGI contributions by making a link 
between the notion of spatial data quality and the established notion of interpersonal trust. It is 
expected that the trusted contributors provide more trustworthy VGI than less trusted ones (Yan 
et al. 2016). Thus, the trustworthiness of VGI can be substituted with traditional quality indicators 
of spatial data (e.g., completeness, logical consistency, and positional accuracy) (Yan et al. 2016), 
particularly when authoritative data are not available and the extrinsic quality assessment 
approach is not applicable. 
Yan et al. (2016) presented a system to ensure the quality of VGI acquired for the means of species 
surveillance. In this system, they adopted trust as a proxy of VGI quality by defining trust as a 
function of the provenance of user expertise and the fitness of a submission according to 
geographic context. The quality of VGI is quantified in terms of the level of the trustworthiness of 
a submission by using fuzzy set theory. 
Bordogna et al. (2016) broke down the existing adopted approaches for improving the quality of 
VGI by considering the time of their application as related to the time of VGI item creation into 
two main categories: ex-ante and ex-post. The former category refers to all quality assurance 
approaches that perform the quality improvement task before the creation (i.e., final submission) 
of VGI to prevent the creation of low-quality VGI. The latter category includes approaches in 
which the data quality improvement task is undertaken after the collection of VGI and a cleaning 
and enhancement activity is executed after the VGI is created (i.e., submitted) (Bordogna et al. 
2014). 
In the next section, we propose a conceptual framework for the intrinsic quality assessment of 
VGI in citizen science biodiversity projects using the trust notion as a proxy for data quality in the 
framework of both ex-ante and ex-post VGI quality management mainstreams. 
3. Methodology and Conceptual Framework
A conceptual model is developed for the intrinsic quality evaluation of participants’ observations 
in citizen science biodiversity projects.  
In the simplest and non-interactive architecture of such a system, the observation records for a 
particular species are submitted to the system by non-expert volunteers who are participating in 
the citizen science project. 
To ensure the quality of all the submitted data in database of such a project for the end user of the 
data (i.e., data consumers), we adopted the notion of trust as an indicator of VGI quality. In this 
context, we defined the concept of the trustworthiness of VGI as a function of four main contexts: 
consistency with habitat, consistency with neighbors, consistency with the temporal life cycle of 
the species, and the competence and credibility of volunteers (Figure 1).  
In the next sections, the four different components of VGI trustworthiness and the proposed rule-
based fuzzy system to estimate the trustworthiness value will be briefly presented and the 
different possible architecture of the system will be discussed. 
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Figure 1. Components for the assessment of trustworthiness of the VGI in the proposed approach 
3.1. Components and General Schema of the Proposed System for the Quality Assurance 
of Crowdsourced Species Occurrence Observations
To assess the validity of an observation (i.e., a purported report on the observation of a particular 
species at a certain location) in the database via the “consistency with habitat” metric, the 
submission is compared with a generated reference layer that indicates the suitability of the 
landscape at each location to be inhabited by a particular species or demonstrates the probability 
of the occurrence of a particular species at a particular locality. The generated reference layer is 
estimated by using an ecological niche modelling approach on the basis of estimating the 
similarity of the environmental conditions at unknown localities in the landscape to the 
environmental conditions (e.g., temperature, precipitation, and topography) at the locations of 
known occurrence of a species (Hijmans and Elith 2016). The few required occurrence records for 
training the ecological niche model can be adapted from authoritative sources (e.g., herbarium 
datasets) or high-quality crowdsourced datasets from previous projects. By cross-checking a 
purported species taxon that was reported by a contributor with the estimated possibility (or 
probability) of the occurrence of the species in that location on the generated reference layer, one 
can evaluate whether the reported taxonomy of the submission is plausible. 
Nevertheless, as the results of ecological niche modelling approaches are error-prone, the 
proposed conceptual model is empowered by other intrinsic contexts for the evaluation of VGI 
submissions.  
It is widely known that the occurrence of a particular species in the geo-graphical space is the 
function of the environmental conditions at that location in the landscape. Furthermore, 
according to the first law of geography (Tobler 1970), “everything is related to everything else, but 
near things are more related than distant things.” Hence, in the proposed conceptual model, the 
submissions that were tagged in the proximity of other submissions are considered more 
consistent with their neighbors and get higher scores. 
Any species (plant and animal) has a particular temporal regime in its life cycle. For instance, it 
is widely known that flowers and seasons are closely related to each other and most flowers are 
season-specific, so they occur in specific time periods in the year. Or it is known that some animals 
go into hibernation during the cold winter months and wake up in the warm season. Thus, a 
purported observation has to be consistent with the temporal life cycle of the declared species. 
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The user’s expertise and experience or the quality of previous contributions of a volunteer as well 
as the declared confidence in the quality of submissions by the volunteer could be indicators of 
the competence and credibility of the volunteer, and higher levels of these indicators increase 
one’s expectation of higher levels of the trustworthiness of VGI. 
Finally, to handle the uncertainties and ambiguities inherent in the four different trust indicators 
and to evaluate the quality of VGI in terms of the trust concept, we adopted a rule-based fuzzy 
system in the proposed conceptual model. 
Figure 2 demonstrates the general schema of an automatic system for ensuring the quality of the 
observations of a particular species in a citizen science project. In this architecture, all the stored 
observations of the participants in the database of the system are evaluated in terms of the 
trustworthiness of records in an ex-post approach. Thus, if the trustworthiness of a record meets 
the minimum requirements of the end user (i.e., data consumer) that is characterized in terms of 
an acceptance threshold, it is reported to him/her as qualified data.  
  
 
Figure 2. The proposed ex-post approach for the quality assurance of species occurrence observations in citizen 
science projects for the end user 
3.2. An Ex-post Approach for Supporting Expert Reviewers in the Process of Quality 
Assurance 
The proposed method can be utilized as a decision support system for empowering the expert 
reviewers who are in charge of the quality assurance task in a citizen science project. In the 
proposed ex-post approach, the trustworthiness of a single submission is evaluated, and if it does 
not meet the defined requirements of the experts, it is flagged for further manual review by the 
experts in the system (also, in a similar methodology, the estimated trustworthiness level of a 
submission can be used by the experts as an indicator of the quality of the VGI) (Figure 3). The 
suggested decision support system may help us to establish a semi-automatic VGI quality 
assurance system and reduce the workload of the expert reviewers and enhance the precision of 
the VGI quality assessment approach.        
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Figure 3. The proposed ex-post approach for supporting the expert reviewers for the quality assurance of species 
occurrence observations in citizen science projects 
3.3. An Ex-ante Approach for Supporting Volunteers in the Process of Quality Assurance 
Figure 4 shows the schema of an ex-ante representation of the proposed model for the quality 
assurance of species occurrence observations in citizen science projects. In this architecture, upon 
the submission of an observation by a volunteer, the system evaluates the trustworthiness of the 
submission during the entity creation process and before storing it in the database of the system 
and alerts the volunteer (i.e., data producer) to revise the submission if it does not meet the 
defined acceptance threshold for an observation. The volunteer receives feedback from the system 
interactively that enables him/her to evaluate the validity of his/her submission and modify it if 
it is applicable. Moreover, such a system encourages the user to learn more about the living 
environment and increase his/her expertise by its indirect training process.  
 
 
Figure 4. The proposed ex-ante approach for supporting the volunteer in producing qualified species occurrence 
observations in citizen science projects 
4. Conclusion and Future Work
In this paper, we presented a conceptual model for the quality assurance of species occurrence 
observations in citizen science projects. To this end, we adopted the notion of trust as an indicator 
of VGI quality and defined the concept of the trustworthiness of VGI as a function of four main 
contexts: consistency with habitat, consistency with neighbors, consistency with the temporal life 
cycle of the species, and the competence and credibility of volunteers. In this sense, the quality of 
an observation is quantified in terms of the level of the trustworthiness of the submission by using 
fuzzy set theory. 
Moreover, the different possible ex-post and ex-ante architectures of the proposed system were 
discussed to empower the end user (data consumer), expert reviewers, and volunteers (data 
producers) to perform more robust and precise VGI quality assurance practices.  
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The indicators of trustworthiness of VGI are not limited to the four aforementioned factors, so 
further investigation is required to define all the effective components of VGI trust in citizen 
science biodiversity observation projects. 
Furthermore, in the proposed ex-post and ex-ante architectures for supporting the expert 
reviewers and volunteers in the process of VGI quality assurance, the completeness of the 
observation space is increased by increasing the number of submitted observations in the system 
over time. Thus, the consistency with neighbors rate for a submission might be changed by tagging 
more observations in the proximity of it. In addition, the first submitted observations may get a 
low value for the context of consistency with neighbors, as no observation was recorded in the 
proximity of them. Therefore, in future work, different options (such as enrichment of the data 
space by using existing authoritative sources or high-quality crowdsourced datasets from previous 
projects as well as defining the fuzzy rules in a dynamic approach) must be studied to address this 
issue. 
In future steps, the two aforementioned ex-post and ex-ante architectures can be integrated with 
a recommender system to advise the expert reviewers and contributors to select the suitable taxon 
and scientific name for the observation at a certain locality. 
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Urbanization in China has attracted much attention from around the world 
and is regarded as one of the most important events in human civilization. 
With the rapid urbanization of China, plenty of new urban lands have been 
developed with the great expectation to deal with all kinds of issues in old 
urban areas such as high population density, great demand on limited land 
resources, decaying environment, and etc. In recent years, real estate devel-
opments are the main form of urban spatial development in China and they 
generally cover over thirty percentage of total urban development in terms 
of area. The occurrence of these ghost cities has been widely criticized for 
debilitating the suitability of urban land as habitats, lowering the function-
ing effectiveness of urban system, hurdling the immigration trend of urban 
land, leading to disordered increase of urban land, messing up the whole 
plan of urbanization, and etc. Although there is unneglectable media cover-
age on ghost cites, which are supposed to be associated with wasting land 
resources and deteriorating healthy city development (Batty, 2016), the 
understanding on ghost cities in China is rather limited by lacking of clear 
and effectively evaluation criterion. This has been emphasized during the 
Central City Work Conference of China which is held at the end of 2015. 
Considering the fact of ghost cities, we borrow the theory of urban vitality to 
identify and evaluate ghost cities in this paper. We argue that ghost cities 
are associated with very low urban vitality. Kevin Lynch believes that the 
primary criterion in the quality assessment of urban space form is the vitali-
ty, which is defined as a settlement that supports the vital functions and the 
biological requirements and capabilities of human beings, and how to pro-
tect the continuation of the species (Kevin, 1984). It is usual to say that, 
under these circumstances, people have ‘quality of life’. Urban vitality is 
then an essential element to achieve urban quality of life. Ian Bentley de-
scribed the vitality as affecting a given place, the extent of receiving diverse 
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characteristics of different functions(Bentley,1985). Jane Jacobs argued 
that human activity and life place intertwined constitute the diversity of city 
life, the vitality is the performance of the diversity in the city life (Jacobs, 
1961). 
In this paper, we profile ghost cities in China from the view of residential 
development vitality, which is the core issue contributing to ghost cities at 
the micro level. A residential project’s vitality is associated with three com-
ponents, ranging from morphological, functional to social aspects. In total, 
535,523 residential land transactions from 2002-2013 with a total area of 
7,770.2 km2 are collected from an official website in China. We use the na-
tional-wide road junctions, points of interest, and location based on service 
records of 2014/2015 for measuring the morphological, functional and so-
cial vitality of each residential project. We propose a vitality index consider-
ing three major components and suggest the vitality of a residential project 
is equal to the combined result of the three dimensions. This enable us the 
opportunity to calculate all residential projects’ vitality values. We further 
distinguish all residential projects with the existing urban areas in the year 
2000 (within or beyond) and these projects are then classified into two 
types, either they are in old urban areas (developed before or in 2000) or 
new ones (developed after 2000). We then aggregate the project level eval-
uation results into the city level. The ghost index G is proposed for identify-
ing ghost cities, and it considers the vitality gap between the average resi-
dential project vitality of old urban areas and the vitality of the new urban 
areas (Figure 1). The larger the gap is and the lower the average residential 
projects’ vitality in new areas in a city, the more the city tends to be a ghost 
city (a larger G for the city). The ghost cities are then identified by sorting 
all cities’ ghost values, removing cities with small-scale residential devel-
opments in new urban areas and selecting the cities with the largest G val-
ues. Considering the straightforward nature of our proposed framework for 
identifying ghost cities, we do not include a serious validation step in this 
study. Rather, we benchmark our findings with existing studies and verify 
our results using other datasets. 
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Figure 1 The ghost index (G) for all Chinese cities 
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Reducing Location Overhead in Educational 
Geogames
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Locomotion in location-based games
In location-based games, the player’s physical position determines which 
game actions are available. As a consequence, locomotion between places of 
game play may consume a sizeable fraction of playing time. We present first 
results from an empirical study of player locomotion in an educational geo-
game.  
The players of location-based games move in urban or natural environ-
ments using mobile devices to access spatial data and to solve place-related 
tasks. These games are also known as geogames (Schlieder et al. 2006). 
Most player actions in geogames may only take place at certain places in the 
geographic environment. This is a defining feature and provides the ra-
tionale for using them in educational contexts (Klopfer, 2008, de Freitas et 
al., 2012).  
A geogame creates incentives to visit places which students probably would 
not visit otherwise. Furthermore, it motivates them to engage in place-
related learning activities such as documenting a geofeature or analyzing 
spatial relationships (Schaal et al. 2012). As a consequence, the players 
move between places during the learning experience, often spending con-
siderable time on locomotion. While this type of physical activity is general-
ly welcome – and an integral part of the classical field trip – it should not 
dominate the learning process (Kremer et al. 2013).  
We were confronted with the issue of locomotion overhead while designing 
a location-based game for the purpose of biodiversity education, the 
FVsimulation geogame. Its game mechanics combines a simulation of bio-
diversity with location-based tasks (Fig. 1). First data from GPS tracks and 
activity logs revealed that players moved very differently on the game fields, 
LBS 2016
Page 228
Published in “Proceedings of the 13th International Conference on Location-Based
Services”, edited by Georg Gartner and Haosheng Huang, LBS 2016, 14-16
November 2016, Vienna, Austria.
some taking optimal paths, others seemingly wasting time by reiterating 
path segments. 
FVsimulation belongs to the class of relocatable geogames. The game en-
gine implements a framework which permits to restrict game actions to 
specific places of game play. In a first step, the organizer of the game, typi-
cally a teacher, has to define these places. He or she has considerable de-
grees of freedom in doing so. The game tasks where the player interacts 
with the simulation can easily be bound to different places (Fig. 1 left). Oth-
er tasks, however, are tied to specific places in the geographic environment. 
An example is the task of determining distances between trees in a fruit 
plantation (Fig. 1 right).  
  
Figure 1. Interface of the location-based simulation game 
In choosing the places of game play, the teacher acts as a co-designer of the 
game. Fig. 2a shows a rather small game field with 6 places of game play. 
Obviously, locomotion time depends on the design of the spatial layout of 
the places: a larger spatial coverage implies longer paths, and longer loco-
motion times. Topology also matters. The preferred path structure of a 
game field may be a linear chain or a tree or some graph containing cycles. 
  
Figure 2. (a) Game field with 6 places of game play (b) GPS tracks of players 
The game mechanics of FVsimulation requires the players to complete each 
task exactly once. In other words, on a game field of n places of game play, 
each of the n places has to be visited. The game mechanics, however, does 
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not ask for a particular visit order neither does it prevent the players from 
revisiting places or walking on path segments which they have used before. 
Locomotion overhead is determined by the order in which the player de-
cides to visit the places associated with learning tasks.  
An example illustrates the issue. The GPS track data (Fig. 2b) show that 
players access and leave the game field (Fig. 2a) via place 2. However, many 
players choose to perform their first task at a different place. One team of 
players, for instance, choose to work on the tasks in the order 3-7-5-0-1-2. 
It turns out that the chosen task sequence produces considerable locomo-
tion overhead. The chosen action sequence expands into the rather long 
path 2-7-5-3-5-7-5-3-0-3-1-3-5-7-2. This raises two related questions, the 
first two of which we addressed in an empirical study: Do suboptimal paths 
occur frequently? What spatial planning strategy could explain suboptimal 
paths? 
Empirical findings from the case studies
A total of 64 games were played by high students aged 10-16 on a playing 
field located near Filderstadt, Germany (Table 1, path network A). Addi-
tionally, a second data set of 39 games was collected at another geographic 
location, Eichstädt, Germany, with a comparable group of student players 
(Table 1, path network B). Note that the structure of the path networks dif-
fers. Network B is linear while Network A is structured as a tree, although 
with a single branching only. Both networks resulted from the choice of 
places made by teachers or education researchers with local knowledge. 
An analysis of the georeferenced activity log reveals that suboptimal paths 
are quite frequent (Table 1). The length of an optimal path (it needs not be 
unique) depends on the entry and exit nodes of the network. Place network 
A is entered and left at node 2 while place network B can be entered or left 
at node 8 or 2. For path network A, optimal paths were chosen only in 5 of 
the 64 games. Most players chose an activity sequence which used 6 seg-
ments more on the path network than an optimal solution. The result is less 
pronounced for path network B, though clearly visible. Most games, 25 in 
total, are played on suboptimal paths, only 14 follow one of the two optimal 
paths. 
Analysis and discussion
The finding that players frequently choose action sequences associated with 
suboptimal paths is surprising because the game mechanics puts no strate-
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gic advantage on any sequence of activities. On the other hand, players have 
an interest to minimize locomotion, if not for sheer laziness, then for max-
imizing the time available for solving the place-related tasks. What is it that 
makes players choose suboptimal action sequences?  
 
path network A path network B
 
 
 
 
 
excess path 
segments
example 
task 
sequence
frequency excess path 
segments
example 
task 
sequence
frequency
0 = optimal 2-7-5-3-0-1 5 0 = optimal 8-3-6-5-0-2 14 
+2 5-7-3-0-1-2 2 +2 0-2-5-6-3-8 3
+4 3-7-5-0-1-2 10 +4 6-3-8-5-0-2 9
+6 1-3-7-5-2-0 43 +5 3-6-5-0-2-8 9
+10 = worst 3-5-7-1-2-0 4 +6 6-5-3-8-0-2 2
+7 6-3-5-0-2-8 1
+10 = worst 5-0-3-6-2-8 1
Table 1. Frequency of suboptimal paths in two path networks 
It is known that human problem solvers rely on a mixture of spatial strate-
gies for path planning (MacGregor & al. 2006, Tenbrink & Wiener 2009). 
Some of the strategies are problem-specific, like the convex-hull strategy for 
travelling salesperson problems, others apply to a wider range of problems 
including path planning in networks similar to those of our two data sets. 
Among the universal strategies, the nearest-place-first strategy seems to be 
most widely adopted. 
Consider a population of players most of which adopt the nearest-place-first 
strategy as their dominant approach to spatial search. For the path network 
A, which has the entry and exit at node 2, this strategy would produce the 
optimal activity sequence 2-7-5-3-0-1. As a consequence, we should observe 
a majority of optimal paths, which is not the case, as we have seen. Like-
wise, the strategy would produce an optimal action sequence on the linear 
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path network B, for instance, with entry node 8 the sequence 8-3-6-5-0-2. 
Again, this not what the data shows.  
Some additional strategy must be effective. A possible candidate is the 
strategy to avoid places at which other players are already engaged in game 
activities. While in principle many players can work at the same time on the 
same task, this seems to be the exception rather than the rule. For path 
network A, for instance, one finds at every node (with the exception of the 
entry node) most of the time only a single player. Players tend to avoid 
crowding at the places of game play.  
Conclusions
In many if not most learning scenarios it is desirable that the players of an 
educational geogame start and finish playing at about the same time. Play-
ing time spent on locomotion between places cannot be devoted to place-
related learning activities. Our data shows that a major source of locomo-
tion overhead is linked to suboptimal choices of place-related action se-
quences. Surprisingly, a majority of players were found to make these 
suboptimal spatial decisions. It seems that players tend to avoid crowded 
places where other players are already engaged in learning tasks. Future 
research will study the effect of network topology on locomotion overhead. 
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1. Introduction
In recent years, various video clips, such as travel and educational videos, 
mainly provide a high-affinity geographic data, and the video clips in TV 
programs are often associated with closed captions. While watching TV 
programs, users are probably interested in some contents in the video clips 
and search related information through the Web. For example, users may 
search locations or check the current weather of tourist spots appeared on a 
travel channel using smartphones or tablets. However, current services 
cannot present location-based contents, such as location-based images, 
geographic maps, synchronized with video clips, and users difficult to grasp 
the surroundings of the geographic data, how the locations are related, and 
distances between them during the video clips. In particular, it is difficult to 
search appropriate location-based images from the huge number of users’ 
posts on photo sharing sites, such as Instagram (2012) and Flickr (2005). 
For example, a user wants to grasp the surrounding scenery of Sanda that is 
a city located in Hyogo Prefecture, Japan by using a search query, Sanda. 
The search results also contain images about Sanda of Tokyo, because the 
search query is not appropriate. Therefore, it is necessary to analyze the 
semantics of the geographic data in a video clip, and supplement the video 
clip automatically with related information (e.g., location-based images, 
geographic maps). 
In this work, the goal is to develop a novel automatic location-based image 
viewing system synchronized with video clips based on the concept of sec-
ond screen service (Nandakumar & Murray 2014), (Geerts, Leenheer, 
Grooff, Negenman & Heijstraten 2014) by analyzing semantic structures of 
video clips (see Figure 1). To achieve our goal, we first extract location 
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names which appear in closed captions of a video clip and detect their 
scenes of the video clip. Then, the system extracts a semantic structure that 
is a tree structure of extracted location names by utilizing Wikipedia 
categories, and detects relevant topics of location names in the semantic 
structure. Once a user watches a video clip, the system presents each loca-
tion name appears in each scene with its relevant topic list, and images of 
Instagram related to each location name, are synchronized with the video 
clip. Also, the user can select any topic in the topic list; the system then pre-
sents images of Instagram related to the selected topic. Images can help the 
user easily grasp the surrounding scenery and appearances of locations in 
the video clip, and they can also rouse the user’s interests. Location names 
and their relevant topics can also help the user easily obtain details and 
relevant knowledge of locations in the video clip.  
As a result, our proposed novel system enables users to view images and 
location names with their relevant topics satisfy and joyfully during a video 
clip without additional search. 
2. System Overview
The process flow of our automatic location-based image viewing system 
synchronized with video clips is described as follows: 
 
Figure 1. An interface of the location-based image viewing system with video clips. 
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(1) Detecting location names and scenes of a video clip.  
The system extracts location names using a morphological analyzer 
and their appearance time in closed captions from a MPEG-2 
Transport Stream file of a video clip. In this work, we define one scene 
describes one location name. The system then divides the scenes of 
each location name if the next location name appears in the closed 
captions along the timeline of the video clip. In addition, if the same 
location names continuously appear in short time, they are determined 
in one scene. Furthermore, one scene is too short if the next location 
name appears within T seconds, this next location name will be elimi-
nated. The time of each scene T is set to 3 seconds. 
(2) Extracting semantic structure of a video clip.  
The system extracts a tree structure of location names from Wikipedia 
categories using Wikipedia API (2006). Then, the system detects rele-
vant topics if they have parallel relationships with location names from 
the semantic structure.  A tree structure of a travel program called 
“New discovery! Tabipula” is shown in Figure 2, blue characters de-
note location names detected from closed captions of this video clip. 
“Hakata” and “Nakasu” have the parallel relationship, and “Fukuoka 
City” contains “Hakata.” Therefore, geographical relationships be-
tween every two location names can be determined by using the ex-
tracted tree structure. However, a tree structure has a lot of nodes, and 
one location name may in many different tree structures. To solve 
them, we determine important categories if they contain a large num-
ber of reference pages. Then, we filter nodes of a tree structure if the 
 
Figure 2. An example of a tree structure. 
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reference pages of each node more than 5 pages. In addition, we select 
a tree structure of one location name by comparing the number of ref-
erence pages of its superordinate categories in different tree structures. 
(3) Presenting images synchronized with video clips.  
The system presents location names and their relevant topics in a list. 
Also, the system searches images from Instagram by matching 
hashtags and location names (relevant topics).  Here, the system 
presents top-8 images by counting the number of “Like” from other 
users in Instagram. 
3. User Study and Discussion
The purpose of this user study is to evaluate the effectiveness of presenting 
relevant topics and images with video clips. We evaluate four patterns of the 
same scenes from video clips as follows: 
 (a) Location names synchronized with scenes (detailed information: 
text) 
 (b) Relevant topics synchronized with scenes (detailed information + 
relevant information: text) 
 (c) Images of location names synchronized with scenes (detailed infor-
mation: images) 
 (d) Images of relevant topics synchronized with scenes (detailed infor-
mation + relevant information: images) 
The video clips used for evaluation is from two travel programs in Japan, 
respectively. One is called “New discovery! Tabipula” introducing Fukuoka 
Prefecture in Japan with a total viewing time about 5 minutes 30 seconds; 
the other one is called “Eetoko” introducing Shiga Prefecture in Japan with 
a total viewing time about 2 minutes 30 minutes.  
The study is completed by six participants, who never been to Fukuoka Pre-
fecture and Shiga Prefecture. They completed the following 4 items (Con-
tent Understanding: Q1, Interest-Arousing: Q2, Supplement Ef-
fects: Q3, Q4) in a questionnaire after they watched the four patterns 
(a)~(d) of the same scenes from video clips. 
 Q1: Could understand the video clips. 
 Q2: Felt spread your interests. 
 Q3: Write down relevant topics and images that are not related to the 
video clips 
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 Q4: Write down relevant topics and images that you are interested in. 
Figure 3 illustrates the average ratings of Q1 and Q2 in the questionnaire 
based on a five-level Likert scale. High user ratings indicate good results. 
The results and findings are shown as follows: 
 Q1 for (b) gains a high rating, it can be said that it is most effective for 
understanding the video clip when presenting relevant information in 
text synchronized with scenes.  
 Q2 for (c) and (d) gain a high rating, the ratings of images are higher 
than those of location names and their relevant topics in the text. 
 In Q3 for the low relevant topics and images written by subjects, 
subjects felt several unknown topics are not related to the video clips. 
We need  to present the relevances of locations in the video clips and 
their relevant topics. In addition, several general images about people or 
flowers are not related to locations in the video clips. It is necessary to 
extract images by considering features of locations. 
 In Q4 for the interesting topics and images written by subjects, subjects 
are interested in when they watch the video clips. Then, the proposed 
 
Figure 3. The results of Q1 and Q2 in the questionnaire. 
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method is able to arouse the subjects’ interests and can help the subjects 
enjoy the video clips. 
4. Conclusion
In this paper, we developed a novel automatic location-based image viewing 
system synchronized with video clips based on semantic structures of the 
video clips. In order to extract semantic structure of a video clip, we utilize 
closed captions of the video clip. The system creates a tree structure of loca-
tion names in the video clip by using Wikipedia categories and detects rele-
vant topics of location names in the tree structure. Finally, we conducted a 
user study with the proposed system. The results of user study showed that 
the proposed system can help users enjoy video clips with relevant topics 
and images that suit users’ interests. 
In the future, we plan to improve the methods for presenting relevant topics 
and images by considering the meanings of hashtags in Instagram, and con-
sider presenting relevant information of other types (e.g., voice, web pages, 
and microblogs). Another future direction is to extend the system by user 
interactions. For example, the system can be extended to allow viewers to 
decide whether and how to show the supplementary information. 
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Extended Abstract 
Presentation of real-world objects plays an important role in Geographic 
Information System (GIS) applications to provide different analysis capa-
bilities and support users' perception about the environment. Mobile devic-
es in particular, present the user's surrounding environment as 2D maps 
like Google Maps and OpenStreetMap (OSM) which provide capabilities 
like user navigation, exploring Point of Interests (POIs) and route finding. 
These types of maps are limited to a top-down view, and they do not truly 
support interaction with real-world objects by ignoring the vertical aspect of 
the environment. In contrast, 3D city models that contain common ele-
ments like buildings, vegetation areas, streets and surface terrain, improve 
users' visual perception of environment and provide more analytical capa-
bilities based on the 3D nature of objects. In a 3D city model users can iden-
tify nearby objects according to their shapes and appearance attributes. 
Furthermore, these models can be utilized in variety of applications such as 
visibility analysis, utility management, 3D cadaster, indoor positioning and 
energy demand estimation (Biljecki et al. 2015). Recent improvements in 
the hardware and software specifications of smartphones, along with utili-
zation of different embedded sensors and powerful CPUs and GPUs, en-
courage developers to apply them in novel mobile applications like Virtual 
Reality (VR) and Augment Reality (AR). VR is a technology that simulates 
objects of real world in a virtual environment and enables users to virtually 
interact with those objects.   
In this research we have developed a mobile application to represent real-
world objects in two approaches: bird's-eye view and first-person view. The 
bird's-eye view is similar to the view of applications like Google Earth and 
ArcScene, while in the first-person view, the VR approach is implemented 
by means of location awareness of the mobile device. The flowchart of fig-
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ure 1, presents the steps of our research and the explanation of steps will be 
described in detail.  
 
Figure 1. The flowchart of our research.  
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Presentaion of 3D city models on mobile devices can be devided in two 
categories based on rendering architecture: browser-based and client-
server architecture. In the first group, 3D city models are visualized on the 
browser of mobile device as a web application (Prieto & Izkara 2012, Ro-
drigues et al. 2013). HTML5 and WebGL are widespread technologies of the 
first category. In the second group, data are stored in server-side and the 
client renders and visualizes the transferred 3D models on the mobile de-
vice (Nurminen 2008, Baldauf & Musialski 2010, Lethinen et al. 2012). The 
browser-based approach requires appropriate network connection; they 
may not have access to all smartphone sensors. On the other hand, in the 
client-server approach all hardware features of the mobile device can be 
accessed to make the application location-aware. But it needs more devel-
oping efforts due to different operating systems of mobile devices. In this 
research, the application have been developed accroding to the client-server 
approach to utilize location and orientation based sensors of the device.   
OpenGL ES, a powerful API for rendering 2D and 3D features, provides the 
required functionalities to render graphic models in mobile devices. 
OpenGL ES utilizes the smartphones’ GPUs to accelerate 3D graphic 
rendering. Additionally, various graphic libraries and game engines have 
been developed recently based on OpenGL ES. JmonkeyEngine3, Godot 
and Libgdx are instances of these libraries which provide features like 
shading, lighting, loading complex models, managing graphic resources and 
detecting collisions. In the developed application, we have used Libgdx 
game engine to make our virtual environment along with loading and ren-
dering 3D models in the application.  
3D city models are created with different methods like LIDAR (Light 
Detection And Ranging) and photogrammetric technologies. 2D city plans 
can be used to create 3D models in graphics softwares such as Google 
Sketchup and CityEngine as well. In our study, the city model contains 
objects in the campus of K. N. Toosi unversity of technology. The 2D city 
plans have been produced by aerial photogrammetry in 1:2000 scale and 
contains most city features like buildings, vegetation and streets. The 3D 
models were created in Google Sketchup software based on the 2D footprint 
and corresponding objects elevations. Then, the models were georeferenced 
and their coordinates and non-spatial attributes were exporeted as KML 
file. Regarding the limitation of obj format in rendering complex graphics, 
it is recommended to convert graphic objects to Libgdx standard format 
known as g3db (Bose 2014). Every objects of the 3D city model consists of 
three parts: the graphic part as .g3db file, the textures file and the KML file. 
We have utilized the deserialization process to construct graphic models in 
mobile device and locating them according to the coordinate attribute of 
KML file as shown in figure 2. Deserialization is the process of creating ob-
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jects from sequence of bytes which resides on a storage space. The non-
spatial attributes of models are extracted by parsing KML file and storing 
them in the set of key-value pairs. 
 
Figure 2. The deserialization of the 3D model. 
 
Our developed application support two view approaches to represent 3D 
city model. In the bird's-eye view, the observer is elevated above the ground 
and can explore real world objects. In this view, exploring in the environ-
ment is provided by means of designed buttons and touch events on the 
screen as shown in table 1.  
InteractionEvent 
observer moves up & down top-down button 
observer moves left & right left-right button 
rotation of the observer one finger touch 
get non-spatial attribute of the object one finger long press 
zoom in & zoom out two finger touch 
 
Table 1. The task of touch events and buttons in the bird's-eye view.  
Figure 3 demonstrates the campus in the bird's-eye view approach. At the 
top left of the screen, the attribute information of the main building is 
shown which includes information like its category, name, number of floors 
and area.  
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Figure 3. The bird's-eye view of the campus. 
 
In the first-person view, we have utilized the location and orientation in-
formation extracted from sensors of mobile devices, like GPS, accelerome-
ter and magnetometer. Unlike the bird's-eye view approach that controls 
the observer using buttons and touch events, in the first-person view, user's 
exploration in the virtual environment has been provided by aid of context 
awareness of the device. In the VR approach, the position of the observer is 
acquired by GPS and the pointing vector is determined by combining accel-
erometer and magnetometer data. Considering small sizes of accelerometer 
and magnetometer sensors, the retrieved data are noisy and need to be fil-
tered. We have applied a low-pass filter as shown in equation 1 to eliminate 
noise of the data.  
yi = y i-1 + α * (xi – y i-1) (1) 
In this equation, the yi is the output data, α is the threshold of the low-pass 
filter and the xi is the input data retrieved from orientation sensors. Figure 
4 demonstrates the Faculty of Geomatics Engineering in the first-person 
view. The displacement of the models is caused by GPS positioning and the 
orientation errors as shown in the picture.   
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Figure 4. Presentation of the Faculty of Geomatics in the first-person view.  
 
Typically, rendering process of complex graphics imposes work overload on 
mobile devices. Also due to the limited screen size of smartphones, it is not 
appropriate to load all graphic objects on the scene. We have utilized the 
concept of view frustum culling to overcome these problems. In this proce-
dure, we have created the minimum bounding box (MBB) of objects and 
constructed the frustum of observer. The designed algorithm detects objects 
which are contained in the observer's frustum to render them at the graphic 
scene.  
Considering the limited screen sizes of the mobile devices, the representa-
tion of all objects makes user confused among various 3D models. The de-
veloped application provides filtering data according to the category of the 
models to represent only selected layers of models. As mentioned, non-
spatial attributes of models have been stored as set of key-value pairs. We 
have used collision detection concept to identify those objects that are se-
lected by the user. In this approach, the object is selected if the observer's 
pointing vector intersects with the MMB of the object. In the case of multi-
ple intersections, the minimum distance between observer and the models 
are taken into account to determine the desired object. Then, non-spatial 
attributes of selected objects are displayed as plain text on the screen. 
The developed application helps users to explore urban environment in two 
views. In the bird's-eye view users can explore 3D city model using designed 
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buttons and touch events. While in the first-person approach, the user can 
explore 3D objects as a VR application. To optimize the rendering process 
of the application, the view frustum culling has been applied to exclude 
those objects that are out of observer's field of view. Moreover, users can get 
attribute information of objects in both approaches by selecting the desired 
object. The filtering capability of the application supports the user to man-
age the representation state of different model types. 
In spite of the improvement in smartphones hardware and software, simul-
taneous rendering of whole contents of a city model on the mobile device is 
an inefficient task. As a future work, in order to tackle this problem; we will 
implement indexing methods in client-side to interactively search and ac-
cess spatial objects. 
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Development and implementation of an iBeacon 
based Time Keeping System for Mountain Trails
Christian Hessing, Inst. for Cartography, Dresden University of Technology, 
and ch consulting,  
Manfred Buchroithner, Inst. for Cartography, Dresden University of 
Technology 
Abstract. Time Keeping is an essential functionality for many kinds of 
competition sports. Within the TU Dresden Project “Modelling of Physical 
Health Parameters Based on GIS and Sensor Technology“ (Hessing & 
Buchroithner 2011) a new and unique system for outdoor sports on defined 
trails was developed.  
The most important feature required is a permanent infrastructure on the 
respective running trail which interacts with a smartphone App on the 
user’s device, a web-based database and an interface. Using iBeacon 
technology, an easy-to-maintain infrastructure for time keeping on 
mountain trails and running courses was built at the “AktivArena 
Oberammergau” in the German Alps. The system is available 24/7/365, and 
not only for race or dedicated events. Users can compete with other runners 
or hikers at any time and see their results immediately on the web platform. 
The course has the character of a reference trail with known best times of 
professional trail runners and thus one can compare her/his personal trail 
running time. The www-based social media platform “meinBerglauf.de” is 
an ideal approach to compare results. The fact that the trail is a reference 
course with a defined start and finish distinguishes it from services like 
Strava or Runtastic.  
Key-technology within this project is the use of wireless iBeacons, a 
standard for Low Energy Bluetooth (BLE), which was established by Apple 
Inc. 2013. 
As a byproduct, a lot of individual information about the users’ physical 
capabilities for sports and medical scientific research purposes is generated. 
The defined “meinBerglauf” courses can be used as an environment equal to 
a sports lab. Using the runners’ bio-parameters like heart rate and running 
speed, their weight in kg and body size in cm, the algorithms for the model 
the users’ physical health parameters can be calibrated for runners in 
mountainous terrain.  
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Consequently, the presented project comprehends two aspects: 1. Bringing 
a new commercial product for time keeping for outdoor sports onto the 
market and 2. Scientific research concerning sports-medical issues in 
outdoor sports. 
Keywords. iBeacon, Sports, Time Keeping, GPS, Navigation, Outdoor, 
Fitness, Company health program, smartphone App, 
1. Introduction
Time keeping systems for sports competitions require a technology that 
provides a “link” to the individual athletes, so that every person can be 
identified at the start, along the track and at the finish line. An individual 
time stamp must be generated within an acceptable accuracy at a pre-
defined location in the moment when the athlete passes. Time stamp and 
the athletes identification need to be stored in a database for further 
computing. On race tracks and for a dedicated event a high tech 
infrastructure for the time keeping can be set up. People can operate the 
computers and sensors along the track and huge batteries and generators 
can supply the energy which is necessary. The athletes need to be provided 
with a minimum of additional weight they have to carry. The here described 
system “meinBerglauf” offers a totally new concept for those demands. 
2. “meinBerglauf”
2.1. Conventional Time Keeping
Most Time keeping systems for running or cycling competitions are usually 
based on RFID technology (radio-frequency identification). The start 
number plates are equipped with an RFID transponder which identifies the 
individual start number of the participant. The RFID transponder is a very 
small, lightweight and passive chip that doesn’t require any power supply or 
battery. The necessary electric power to read the data programmed on the 
transponder chip comes from the RFID reader which is installed at least on 
the start and finish line of the race course and eventually on some places on 
the course.  The coupling between transponder and reader occurs through 
alternating magnetic fields in short-range or high-frequency radio waves 
which are generated by the reader. That way the transponder is supplied 
with energy from the reader and the data from the chip are transmitted to 
the reader. The time keeping is based on the registration of the RFID 
transponders when they pass start and finish line: The information stored 
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on the transponder identifies the individual runner and the time stamps of 
the registration supply the timing. 
The advantage of this system is that the core technology is stationary in the 
reader and the infrastructure behind and the mobile component is very 
small, handy and does not need any maintenance or power supply.  
 
 
 
 
                             
Foto © MaxFunTiming
                         
Figure 2: RFID reader (www.kleinezeitung.at, time keeping at “Kärnten läuft”)
                         
                         
Figure 1: RFID transponder (https://de.wikipedia.org/wiki/RFID)
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2.2 The Approach
The approach of this study is the development of a time keeping system that 
can be used in remote places with a minimum of maintenance needs and no 
transponder or any other hardware should be necessary on the 
user/runners’ side except a smartphone. That leaded to the concept of 
turning around the conventional time keeping concept: The passive 
component, a transponder or something else, should be placed on the trail 
running course. The active component should be the runners’ smartphone. 
To set up a prototype of a demonstration system, a test course was 
established in the German Alps in Oberammergau at “Kolbensattel, Activ 
Arena”. We installed two pillar like constructions at the start point of the 
test and reference course: One at the start place close to the parking lot of 
that tourist area and the other at the finish line on the mountain, close by a 
mountain hut. 
  
Picture 1: Start and finish pillars on the test course in Oberammergau 
After evaluating several systems, NFC tags (near field communication) were 
excluded because they are not supported by Apples iOS and RFID 
transponders because they need dedicated readers which are not standard 
in modern smartphones. 
Finally, the iBeacon technology was the most appropriate solution for this 
approach. 
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The brand name “iBeacon” was established in 2013 by Apple Inc. and is a 
pretty new standard for indoor navigation. Based on Bluetooth Low Energy 
(BLE) the beacons can transmit digital information that was stored on the 
device. The broadcast interval can be defined up to 10 Hertz so that a 
sufficient accuracy for the time keeping for trail running needs can be 
reached 
2.3 Use Cases and Target Groups 
Leisure Trail Running and Amateur Sports
Trail running is very popular today. Only in Germany the number of active 
amateurs is estimated up to 50.000. In Bavaria, about 5.000 runners are 
frequently participating in mountain trail running competitions. For those 
enthusiasts the “meinBerglauf” infrastructure offers a platform to compete 
with others at any time. Due to the fix installed infrastructure a runner can 
set his best mark at any time. And this is how it works: 
Before the first use of the system 
- the user needs to register at www.meinberglauf.de 
- install the APP on his Android or IOS smartphone  
 
At the start beacon 
 
- start App on the smartphone 
- App indicates the start beacon (radius 5m) 
- pack away the smartphone and get ready to go 
 
- approach slowly towards the start beacon and enter the near range 
- listen to acoustic start signal 
- acoustic start signal indicates active time keeping. 
 
 
 
 
Figure 5: Approach and near range of the start beacon` 
At the end of the trail 
- enter near field range of the target beacon 
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- wait for the acoustic signal 
- the resulting running time is displayed in the smartphone app 
- the results are uploaded to the www.meinberglauf.de  
On the web interface the user’s results are displayed and interpreted in 
various ways. Very important for many users is the ranking, which makes 
every run a competition within all members of the participating trail 
running community. 
Professional Training
The fitness and endurance training of professional athletes can be 
monitored perfectly on the “meinBerglauf” reference trails. The amount of 
energy needed for a dedicated speed in any segment of the trail can be 
calculated based on geodata and measurements. So the athletes and their 
coaches can optimize the performance of training and competition. 
Everybody’s Health and Fitness 
Recreational hikers, mature people and everybody who wants to keep an 
eye on his weight control and health can profit from the “meinBerglauf” 
infrastructure. For those people a health and recreation app for 
smartphones will be developed. Many people used to start their hike with a 
speed much too fast for their potential and slow down when they get too 
exhausted. So at the end of the day their activity was not as efficient or 
healthy as it could have been. With the “meinBerglauf” health app the user 
will be supported to moderate the moving pace on a healthy level.  
3. Conclusions
Location Based Services as a generic term covers a wide range of 
topics. Sports, health and fitness applications are a new demand for 
LBS and offer a lot of potential for further investigations. The 
Bluetooth Low Energy (BLE) technology provides a basis for this new 
time-keeping concept. Now experiences regarding accuracy and user 
acceptance have to be made. “meinBerglauf” is a first step for many 
further services based on LBS and sensor technology. 
 
Hessing, Buchroithner 2011: Modeling of Physical Health Parameters 
Based on GIS and Sensor Integration, Proceedings of the 8th 
International Symposium on Location-Based Services, Vienna 2011  
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Android application to guide users through 
Slovenian hiking trails  
Peter Žličar, Klemen Kozmus Trajkovski, Dušan Petrovič 
University of Ljubljana, Faculty of Civil and Geodetic Engineering, Slovenia 
 
Extended Abstract 
There are 1661 registered hiking trails in Slovenia which cover over 10000 
km. The trails are maintained by Alpine clubs. 287 Alpine clubs are orga-
nized within the Alpine Association of Slovenia (AAS 2016). 
AAS is in authority for keeping a record of existing hiking trails as well as 
categorizing the trails. AAS also publishes hiking maps and a monthly jour-
nal. In the year 2002 a decision to contain each trail into the database was 
made.  
The database has been established in four phases. The first phase was es-
tablishment of the database and filling it with any available information on 
hiking trails. The second phase was about checking the location accuracy. 
The third phase included adding attribute data into the database. The 
fourth phase was the representation of the collected data for wide spectrum 
of users. 
An idea of creating an application for using the database on actual trails has 
emerged. The android platform has been chosen as it had been the most 
used smartphone OS at the time. The app has been developed in Android 
Studio environment using Java and XML languages. The database is in 
SQLite format. The tracks in the database are in GPX format. Data types are 
waypoints, routes and tracks. 
The goal of the app is to guide hikers in the Slovenian mountains. Initially, 
user selects a mountainous area. Then a trail can be proposed by certain 
criteria, such as complexity, length or duration of the hike. Any trail can be 
selected directly from the list.  
When the hike is started and GPS is turned on, the trail is shown with the 
current position on it. Additional information on the screen include head-
ing, distance to the finish or junction point, height and the accuracy of the 
GPS signal.  
LBS 2016
Page 254
Published in “Proceedings of the 13th International Conference on Location-Based
Services”, edited by Georg Gartner and Haosheng Huang, LBS 2016, 14-16
November 2016, Vienna, Austria.
Different background maps can be selected: Google (terrain, roadmap, sat-
ellite), OpenStreetMap or AAS hiking map, as can be seen in Figure 1.  
 
Figure 1. App main screen with background maps from Google (left), OpenStreetMap (cen-
ter) and a hiking map (right) (Žličar 2016). 
 
 
Figure 2. Navigation with an orthophoto background (left), weather data and forecast (cen-
ter) and perspective view (right) (Žličar 2016). 
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Figure 2 left depicts actual navigation. The app contains additional fea-
tures: error reporting, weather forecast (see Figure 2 center), logging of the 
track, compass and car navigation using Google services for guidance to the 
origin point. All saved tracks can be displayed over a background map. A 
fake 3D perspective view can also be shown, as seen in Figure 2 right. 
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Extended Abstract 
We present initial investigation and requirements analysis results on Geo-
Real, a location-based mobile app for real estate agents in Florida. The app 
will support real estate agents on-site, e.g. during showings, and while trav-
eling. Through this project we explore new location-based services for real-
tors, and, eventually, for other traveling sales personnel. We will also ex-
plore how complex geo-tagged and location based data is optimally pre-
sented in a user-friendly mobile interface. 
The GeoReal mobile app will be based on TerraFly, an online geospatial 
big-data analysis and visualization system developed by Florida In-
ternational University‘s High Performance Database Research Center 
(http://hpdrc.fiu.edu/). The TerraFly system serves worldwide web map 
requests providing users with customized aerial photography, satellite im-
agery, and various overlays, such as street names, restaurants, services, and 
demographic data (Rishe et al. 2005, Zhang et al. 2015). Available spatial 
data sources in TerraFly include demographic census, real estate, disaster, 
hydrology, retail, crime, and disease related data. 
Real estate agents are licensed experts who provide services associated with 
the purchase and sale of properties on a commission basis (Barwick & 
Pathak 2015). They usually have a greater knowledge concerning property 
transactions than their clients, either through access to a localized Multiple 
Listing Service (MLS) and, naturally, through their day to day business ex-
periences (Johnson et al. 2015). They are typically involved in advertising 
property, suggesting listing prices, conducting open houses, and negotiating 
with buyers (Barwick & Pathak 2015). Current marketing strategies include 
MLS Virtual Tours, and MLS Photographs (Allen et al. 2015). Augmented 
Reality is also discussed as a service that can be of value to real estate 
agents when showing a property to a client (Paredes 2014). Additionally to 
MLS services, many real estate agents already use a range of mobile apps 
LBS 2016
Page 257
Published in “Proceedings of the 13th International Conference on Location-Based
Services”, edited by Georg Gartner and Haosheng Huang, LBS 2016, 14-16
November 2016, Vienna, Austria.
and web services, e.g. specific real-estate related websites and apps (e.g. 
Zillow, RPR mobile), routing and neighborhood exploration tools (Google 
Maps), recording and video streaming apps (e.g. BombBomb, Periscope, or 
Hyperlapse), floor plan assistants (Roomscan), and general document 
management tools (Sign Easy, DropBox). 
In our research we apply a user-centered design approach with three itera-
tive stages as described in Rogers et al. (2015). First, we conduct in-depth 
interviews with realtors in Florida to gather user requirements and user 
needs. Second, we create an interactive prototype running on mobile de-
vices, and third, we test the prototype with realtors. The in-depth interviews 
were conducted to gain insight about the specific user needs of real estate 
agents. During the interviews we requested the agents to elaborate on a 
number of topics, including: desired mobile support for the planning and 
conducting of showings and follow-ups with clients; information needed to 
present to different groups of clients during showings; day-to-day work-re-
lated usage of mobile phones, apps, and websites; and current trends, de-
sired improvements, and problems when out in the field. 
Within the first interviews some initial user needs were identified: 
• When a client wants to view a property, the real estate agent needs rout-
ing and parking information, and information on how to enter to the 
property. Often, doors can be opened with an e-key via the smartphone.  
• If the property is part of a condominium building or estate, information 
about the whole site and common property is often missing during 
showings. The information needed includes e.g. the location of and ac-
cess to swimming pools, gyms, basements, or garbage cans. 
• During showings, there is often the need to reschedule subsequent 
meetings, (re-)plan tours, and to inform associated colleagues about any 
schedule changes. 
• A relevant number of customers buy property without actually visiting 
the estate. Virtual showings with video streaming for clients that are not 
present during showings are thus another important need. 
• Information about the neighborhood is mostly gathered by the clients 
themselves (either locally or via the internet). Due to the US Federal 
Fair Housing Laws real estate agents cannot discuss neighborhood de-
mographics that could indicate discrimination. 
• Information about the property itself, a condominium building’s com-
mon property, and the neighborhood clearly has to be tailored for dif-
ferent demographic groups: age, number of children, pets, professional 
occupation, and other characteristics will result in different information 
needs.  
• Keeping in touch with their network of colleagues, business partners 
and other acquaintances is very important for real estate agents, be-
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cause anybody in the network might sooner or later buy or sell a house. 
The smartphone’s versatile communication applications are already 
central tools for keeping in contact with acquaintances and scanning 
updates in their timelines. 
• Statistics about the prices of sold and currently advertised houses in the 
area are important information that is currently not available in aggre-
gated form. Matching property recently sold and on sale  based on cer-
tain criteria could help real estate agents to more easily estimate an re-
alistic price for the current object on sale, and help to match buyers and 
sellers based on financial information. 
Our research is still in the first phase of requirements gathering and analy-
sis. The analysis of the first interviews already shows user needs for innova-
tive location based services. We will evaluate the current findings and iden-
tify more user needs by conducting more interviews. Based on the final re-
sults we will then design the location-based mobile interface, and evaluate 
it in a further step. 
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Extended Abstract
In Korea, the proportion of multi-unit dwellings was 60% in 2014 and this proportion has 
been increasing annually. As a result, the number of civil complaints regarding floor noise 
have increased steadily. According to the Center for Floor Noise (CFN) operated by the Korea 
Environment Corporation, the number of civil complaints filled annually exceeds 15,000, with 
15,455 in 2013, 16,370 in 2014, and 15,419 in 2015. The CFN provides services to tackle floor 
noise problems. However, as this center has only been operational on a national scale since 
June 3rd, 2014, it is hard to identify the national status of floor noise. This research aims to 
develop a floor noise map by city and province and analyze the spatial distribution of noise 
using data collected from March 2012 to June 2016 using web scraping. 
The flow chart for the construction of a floor noise map is shown in Fig. 1 and we used R 
3.2.5 for our experiment. First, we searched for posts on Naver Cafe, the most popular portal 
site in Korea, with the key words “Floor Noise” to develop the floor noise map. The search 
period was limited to May, 2012 to June 2016 and the total number of search results was 
116,465. We collected the title, contents of the post, and name of the cafe by using web scraping 
on the search results and excluded data with duplicate contents. Second, we conducted natural 
language processing on the 7996 data sets with no duplicate contents. We removed the URL, 
English, special characters, consonants and vowels in Korean. Then, we conducted 
morphological analysis with SimplePos22 in the KoNLP package. Third, we extracted the 
spatial position from the name of the cafe. We used the road name address basic map 
(20160809 version) downloaded from the National Spatial Information Clearinghouse as a 
reference. We investigated the name of the cafe to determine whether the administrative 
district, Gun or Gu, are included in the data. For duplicated Gun or Gu, we investigated 
whether the name of the province or city was included, and if it was not, we concluded that the 
data had no spatial location. We then extracted the data with the Gun or Gu included in the 
name of the cafe. The rest of the data were excluded from the research. Third, we examined 
the 2,565 posts with spatial location to check whether they were about floor noise. We divided 
the posts into 2 classes – a positive class and a negative class - using a Support Vector 
Machines(SVMs). We applied linear SVMs and used Term Frequency (TF) as term weights. 
We randomly extracted 826 samples and divided them into 550 training sets and 276 test sets. 
Finally, we constructed the floor noise map with 511 data sets classified as the positive class. 
SVMs have been proven to outperform several other learning algorithms for text 
categorization. The procedure for text categorization with SVMs is explained in Fig.2. We 
constructed the data with results for NLP as in Table 1. With their ability to generalize well 
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in high dimensional feature spaces, SVMs eliminate the need for feature selection (Joachims 
1998). Therefore, we eliminated the feature with Document Frequency (DF) 1, to avoid being 
influenced by information for specific documents. We used the Linear SVMs because they 
provide good classification accuracy, are easy to learn and quick to classify new instances 
(Dumais et al. 1998). Moreover, we used TF for term weighting because it performs well 
(Lim 2000). We trained linear SVMs with a cost of 100 and ɀ 1.0. Finally, we tested SVMs 
with 276 test sets and evaluated performance with the 	ଵݏܿ݋ݎ݁ in Eq.(1). 
 
 
 
 
 
 
 
 
 
 
ܨଵ ݏܿ݋ݎ݁ ൌ ʹ
௣כ௥
௣ା௥
   (1)  
where ݌ ൌ ௔
௔ା௕
 ܽ݊݀ ݎ ൌ  ௔
௔ା௖
. 
The classification results are in Table. 3. Data 4 showed the best results and therefore we 
used the data set in our experiment. Before using data 4 in our experiment, we tested whether 
the value of cost and ɀ affects the results. We changed ɀ from 0.5 to 1.0 in increments of 0.1 
and changed cost from 100 to 1,000 in increments of 100. The result was a value of ɀ 0.8 and 
cost 100. However, this value showed the same results as ɀ 1.0 and cost 100. By using data 4, 
Type Feature 
Data1 NC (common noun) 
Data 2 NC, PA (adjective) 
Data 3 NC, PV (verb) 
Data 4 NC, PV, PA 
Data 5 Whole parts of speech in SimplePOS22 
Table 1. Data type for SVMs 
 YES is correct No is correct 
Assigned YES a b 
Assigned No c d 
Table 2. A contingency table 
:HE6FUDSLQJ
1DWXUDO/DQJXDJH3URFHVVLQJ
&RQVWUXFWLRQRID1RLVH0DS
([WUDFWLQJ/RFDWLRQ
&ODVVLI\LQJE\690V
(KIWTG)ORZFKDUW
Feature Selection 
Feature Weighting 
Training SVMs 
Test SVMs 
Figure 2. Procedure of SVMs 
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we obtained 511 data points classified as positive. We analyzed the contents of the posts and 
constructed the noise map. By analyzing the contents of the posts, we could determine that 
not only does the victim post, so does the inflictor and the people who are suspected to be the 
inflictor. In addition, we analyzed the floor noise map in Fig. 3 and determined that many 
people complain of floor noise in Sejong-si, Buchon-si, Ilsan-gu, Osan-si, Suji-gu, Paju-si, 
Gumi-si, and Gimhae-si. 
 


 
In this research, we developed a nationwide floor noise map using web scraping. We found 
that the combination of NC, PV, and PA showed the best results and the corresponding 
	ଵ ݏܿ݋ݎ݁ was 0.786, which is quite high. Moreover, we found that not only victims posted civil 
complaints. Inflictors and people who were suspected to be inflictors also posted in the cafe. 
Finally, we identified the district with many complaints of floor noise. There is a need for 
further research examining the relationship with socioeconomic values and the frequency of 
the post. 
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 Data 1 Data 2 Data 3 Data 4 Data 5 
݌ 0.742 0.779 0.736 0.810 0.779 
ݎ 0.712 0.760 0.764 0.763 0.747 
ܨଵ ݏܿ݋ݎ݁ 0.727 0.770 0.750 0.786 0.763 
Table 3.  SVMs results 
Figure 3. Noise Map 
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A Spatial Model against Air based Terrorist Attacks
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Abstract. As terrorist groups has undoubtedly acquired some missiles, prepar-
ing a spatial framework for analysis of such threats is of great importance for 
countries. Intelligent air based threats are considered as the main elements of the 
terrorist attacks that damage the critical infrastructures. Air defence systems 
playing a strategic and decisive role in defense networks require smart manage-
ment and operational mechanisms to countermeasure the threats and risks, both 
quickly and decisively. The spread of terrorist groups, security around the world, 
have been threatened and should think over to reduce the vulnerability and in-
crease the safety of critical infrastructure. Infrastructure safety management 
needs to consider all parameters that affect the vulnerability of infrastructure. To 
exploration the nature of each factor that effect vulnerability of infrastructure 
against airborne threat and the relation between factors will lead to the creation 
of a spatial framework. Our suggested spatial model facilitates the analysis, plan-
ning and decision-making in relation to reduce the vulnerability of infrastructure. 
To evaluate the efficiency of developed framework a method proposed to reduce 
vulnerability of infrastructures and to banish airborne threats equipped with GPS 
and INS. 
Keywords. Spatial Model, Vulnerability, Airborne Threats, Infrastructure, Terrorism 
1. Introduction
After the September11th terrorist attacks, worldwide focus on preventing and 
curbing terrorist activities is highly accelerated [1]. The total number of deaths 
caused by terrorism has been increased by 80 percent when compared to the fig-
ure in the prior year [2]. Terrorist groups have now achieved a variety of weap-
ons, ammunition and equipment, and they have the capability to damage and 
destroy targets by their members without entering any official ground conflicts. 
One of the most important factors that can curb terrorist threats is to identify 
their targeting areas. Lessons learned from the past support the idea that the ter-
rorist objectives are to break the will of the people and weaken the state power, 
both militarily and economically, and their strategy is to destroy the centers of 
gravity, thereby focusing on bombing and destruction of the crucial infrastruc-
tures [2, 3].  
LBS 2016
Page 263
Published in “Proceedings of the 13th International Conference on Location-Based
Services”, edited by Georg Gartner and Haosheng Huang, LBS 2016, 14-16
November 2016, Vienna, Austria.
Many studies in different countries have investigated the vulnerability of critical 
infrastructures against terrorist threats. The need for a framework that provides 
decision making in the field of security and risk is widely recognized. In this con-
text, some studies have been carried out, one of which is a decision framework for 
safety and risk management [4]. Research conducted recently has been in the 
field of protective proceeding to reduce risk. A framework has been developed for 
managing a rapid response in the face of threats against oil and natural gas fields 
[5]. A risk-informed decision support for assessing the costs and benefits of coun-
ter-terrorism protective measures for infrastructures was developed in 2009 [6]. 
This decision support framework considers threat scenarios and probabilities, 
value of human life, physical damage, indirect damage, risk reduction and protec-
tive measure costs. Probabilistic terrorism risk assessments that quantify the 
costs and benefits are conducted for three items of infrastructure using repre-
sentative cost and vulnerability data. Based on our knowledge, no work has ad-
dressed spatial framework for vulnerability assessment due to air based threats. 
One of the issues not resolved yet is introducing various strategies to reduce the 
vulnerability of infrastructures for which such a methodology could be proposed.  
2. The principles of spatial framework
The aim of developing spatial framework is providing the ability of make different 
model to assessment vulnerability of infrastructure against airborne threats 
based on effective indicators, in order to understand, explain or predict the be-
havior of airborne threats and infrastructure. Our model is designed in such a 
way to reflect the fact that they embody certain aspects of the real world. After 
testing model a better understanding of vulnerability achieved. 
In the developed spatial framework, there are four main objects that should be 
considered. These include passive defense object ( ), active defense object ( ), 
target object (T), and threat object ( ). The relationship between objects are 
destruction (Des), deviation (Dev), protection (Pro), capturing information (Cap). 
Figure 1. Relations between framework objects 
A spatial framework for vulnerability analysis of infrastructure due to airborne 
threats as part of the general framework is developed. This framework has four 
main objects including airborne threat, infrastructure, radar system and mislead-
ing. Airborne threats as subset of the original threatened object are one of the 
main factors that damages infrastructure, which infrastructures are considered as 
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a key element of life of a country. Radar detection systems as a protective opera-
tor have been deployed in many strategic areas of the country to identify airborne 
threats and avoid hitting to critical infrastructure. Jammers as passive operator 
protect and reduce the vulnerability of the infrastructure by disrupt the perfor-
mance of threats. 
Each of framework objects has properties that effect vulnerability analyzing of 
infrastructure. The Fig. 2 shows the properties of framework objects. Airborne 
threats for capturing information act like a dynamic spatiotemporal conical 
object. Properties include navigation error, start and end points of motion, 
movement restrictions and data about the volume, height and beam angle are 
specified. In this type of airborne threat behavior information capture by sensors 
and volume properties are determined by sensor resolution. Airborne threats for 
destructing infrastructures operate like a dynamic spatiotemporal point object, 
and its properties are specified. Radar system operation is like a dynamic in time 
spherical object and characteristics including position, horizontal and vertical 
coverage angle should be identified. Jammers operate like a conical static object 
and characteristics include beam angle and height are determined by this equip-
ment. 
Object status
Static
Dynamic
Dynamic in space 
and timeDynamic in time
Moving 
constraints
Navigation 
error
Start and 
end point
Position
Position
Trajectory
Horizontal 
covering angle
Vertical  
covering angle
Figure 2. The properties of object status 
Infrastructure behaves differently against threats. If terrorist want to capture in-
formation, infrastructure act such as a 3dimensional planar object. Whenever 
threats act as destructor, infrastructure act such as a 2 dimensional planar object. 
For a two-dimensional planar object, radius of vulnerability must be identified. 
After determining the type of objects, affecting functions in vulnerabilities of in-
frastructure against airborne threats will be determined for each of the objects. 
For example, explosion functions of threat, vulnerability functions related to in-
frastructure and other functions of objects are specified. After determining the 
effective functions of each objects, framework provide the possibility to define 
different scenarios for vulnerability analysis. 
3. Framework evaluation
For evaluating spatial framework, a model for analysis and reducing vulnerability 
of infrastructure is extracted and implemented. Fig. 3 shows implementation of 
the most probable path of airborne threats so that is would not be visible to radar 
object and the best location for deploying jammers. By identifying the 
vulnerability radius of infrastructure and the accuracy of the INS, locations of 
jammers could be estimated. By considering the explosion threat outside the 
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vulnerability radius of the infrastructure, jammers should be positioned at a 
distance of 146.26 kilometers, or more with respect to infrastructure.  
Figure 3. Implementing the most probable path of the threat by considering radar coverage 
Fig. 4 shows the locations of the misleading in the three-dimensional view. As can 
be seen, the threat is moving in route and not visible to radar detection object. 
At present, the focus is on the deployment of jammers near the infrastructure. 
Due to the high power of these jammers, they are identified by attackers and are, 
therefore, destroyed by the attackers. Another weakness of these systems is that 
the time of disturbance is short and against the high accuracy of inertial 
navigation system, thereby lowering the vulnerability degree of the infrastructure 
against new threats. 
 
 
Figure 4. The three dimensional view of jammer position 
By assuming that the jammers are not detected and the conventional model is 
employed, by establishing the high power jammer for 50 kilometers disturbances, 
the comparative results are shown in Table 1.
Table 1: Comparing the proposed model with the conventional model
ModelThe distance between threat and target  
The extent of 
damage
Proposed model15771%
Conventional model 18387%
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4. Conclusions
A spatial framework for vulnerability Analysis against airborne threats is one of 
the basic needs of administrators, planners and stakeholders of infrastructures. 
Due to the increase in the number of terrorist groups and their access to military 
equipment, managers require a framework that can consider all the parameters 
that affect the vulnerability of infrastructures and employ measures to counter 
the threats. In this research, all factors influencing vulnerability of infrastructures 
were identified and a spatial framework was developed for the design and 
modeling of different scenarios. For evaluating spatial framework, a model for 
analysis and reducing vulnerability of infrastructure is extracted and 
implemented. In this model, the most probable paths of access to infrastructure 
were identified, and then the radius of the vulnerability of the infrastructure was 
calculated; in the final step, the optimum location of jammers was selected. Using 
the developed framework, different scenarios for analyzing vulnerability of 
infrastructure could be examined. 
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Abstract. Reduction of rescue operation time is of prime importance to 
minimize the risk associated with accident management in urban road 
traffic networks. With the ever increasing of urban traffic, rescue operation 
has to be improved. On the other hand, implementation of smart traffic and 
smart rescue operation within the framework of smart care is essential to 
establish a smart city. One of the most important steps for smart traffic and 
smart care concepts is to expedite the transfer of the injured caused by car 
accidents in urban traffic networks to the nearest and specialized medical 
centers. Traffic congestion in the urban traffic networks will decrease the 
efficiency of the rescue operation. This paper aims to propose a multi-agent 
based modeling to control traffic to expedite rescue operation. In order to 
achieve the aim, two solutions have been considered including the control 
of the traffic at road junctions for smooth movement of an ambulance as an 
agent and its interaction with other vehicles and traffic lights as other 
agents in the multi agent simulation. The second solution has been 
implemented as a location-based service (LBS) which leads to 
communicating some massages from the ambulance to the vehicles passing 
at the some lane to move to their nearest parking lots. This move aids the 
smooth passage of the ambulance in an obstacle free path. The two 
solutions have been simulated in Anylogic multi-agent software using three 
accident spots and a selected medical center in Tehran, capital of Iran. The 
scenario of this rescue operation is to simulate the transfer of the car 
accident injured from the three selected spots to Tehran Health Center 
based on the two solutions. In addition, the proposed methodology is tested 
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using three case studies where the injured is transferred to the Tehran 
Health Center using the ambulance moving along with some other vehicles 
in the same route. The second case study consists of changing traffic lights 
to green based on the messages communicated to the traffic lights. The 
third case study considers the second one in addition to the messages which 
have been sent to the vehicles at the same route by the ambulance in order 
to guide the vehicles to their nearest parking lot. The results verified that up 
to 50% time reduction of the rescue operation could be achieved comparing 
the first and the third case studies.  
 
 
Keywords. LBS, Rescue, Multi-Agent, Simulation, Smart city, Smart traf-
fic, Smart care 
 
1. Introduction 
Emergency operation occurs anywhere at any location, at any time, and in 
various ways for those who are at risk. These situations require an urgent 
and informed response. Therefore it is very important to employ direct, fast 
and efficient actions to minimize the associated risks. With the increasing 
number of population in the metropolitan areas, the problem of traffic con-
gestion has grown to an alarming situation. This problem has to be properly 
analyzed and the appropriate measures have to be taken. Even if each and 
every vehicle passing through the traffic has its own need, the prime im-
portance is given to the ambulance and other emergency vehicles which 
should not wait in the traffic thereby decrease the probability of risk. Trans-
fer of a patient to hospital in emergency seems very sensitive during peak  
urban traffic hours. Optimum utilization of the time after an accident in the 
golden hours of the accident management is a measure of effectiveness of 
an emergency response service provider system (Sangeetha et al. 2014).
Sonika et al. (2014) introduced a new vivid scheme called intelligent 
transportation system (ITS). The concept of this scheme was to green the 
traffic signal in the path of ambulance automatically with the help of radio 
frequency (RF) module. This will asist the ambulance to reach the  accident 
on time and save human life. In this case, the the accident location will be 
introduced to the main server. The main server finds the nearest ambulance 
to the accident zone and sends the exact accident location to the emergency 
vehicle. The control unit monitors the ambulance and provides the shortest 
path to the ambulance at the same time to controll the traffic lights 
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according to the ambulance location and speed and thus arriving at the 
hospital safely. Bhandari Prachi et al. (2014) implemented the new system 
in which there is an automatic detection of accident through sensors 
provided in the vehicle. A main server unit has access to the database of all 
hospitals in the city. global positioning system (GPS) and global system for 
mobile communications (GSM) modules in the concerned vehicle will send 
the location of the accident location to the main server to call an ambulance 
from the nearest hospital to the accident spot. Along  this there would be 
control of traffic light signals in the path of the ambulance using RF 
communication. A patient monitoring system in the ambulance will send 
the vital parameters of the patient to the concerned hospital. This system is 
fully automated, thus it finds the accident spot, controls the traffic lights, 
helping the ambulance to reach the hospital on time. López et al. (2008) 
developed a multi-agent system for coordinating ambulances for emergency 
medical services. The system architecture consist of some ambulance team 
agents and an ambulance coordinator agent. The ambulance coordinator 
agent collects requests for services from other external agents (including 
human operators). The medical service consists of reaching to the patient’s 
location, giving the patient first aid, and transfering the patient to the 
appropriate medical center. Using a winner determination algorithm, the 
ambulance coordinator agent selects the ambulance to which it assigns the 
service. An ambulance team agent’s goal is to estimate the time required to 
perform a service according to the ambulance current location using GPS 
infrastructure availability, and crew, and the traffic conditions. So, the time 
to get to the patient decreases.  
In this article the interaction of smart traffic and rescue operations is 
considered as a multi-agent simulation (MAS). Intelligent transportation 
systems (ITS) are needed urgently to improve the road network capacity.  
MAS provides the actors with different abilities and goals, communicate 
with them in the common environment through the interaction between the 
accident messages delivery systems. 
 
A smart city is an urban development vision to integrate multiple infor-
mation and communication technology (ICT) and internet of things (IOT) 
solutions in a secure fashion to manage a city’s assets which includes local 
departments information systems, schools, libraries, transportation sys-
tems, hospitals, power plants, water supply networks, waste management, 
law enforcement, and other communities services1. Smart cities can be 
identified along six main elements including: smart economy, smart mobili-
ty, smart governance, smart environment, smart living and smart people (Li 
at al. 2013). Smart city is a combination of sensor networks (Li et al. 2013). 
                                                        
1 http://en.wikipedia.org/wiki/Smart_city 
LBS 2016
Page 270
4 
 
Of these, smart mobility refers to local and supra-local accessibility, availa-
bility of ICTs, modern, sustainable and safe transport systems (Vanolo 
2013). Normal traffic light system operates on a timing mechanism that 
changes the lights after a given interval, however in the smart traffic sys-
tem, drivers will not spend unnecessary time waiting for the traffic lights 
change. 
  Also, smart health is a complement to the concept of mobile health within 
the context of smart cities that provides a rich context-aware environment 
(Solanas et al. 2014). Figure 1 shows different types of smart health in a 
smart city. 
 
Figure 1.  Examples of different kinds of health within the context of a smart city (Solanas 
et al. 2014) 
Diffrent parts of Figure 1 are explained below:  
(1) — Classical health. This is a typical health-related activity, that is, a 
doctor visiting a patient with traditional tools (which do not necessarily 
involve ICT).  
(2) — E-Health. This involves the use of electronic health records (EHR) 
and databases that store medical information of patients.This is a subset of 
classical health that uses ICT. 
(3) — M-Health. An example is a patient checking his/her prescriptions 
from his/her mobile phone to guarantee medication adherence. This is a 
subset of E-health since it uses mobile devices to access medical data. 
(4) — S-Health. A patient gets information from an interactive information 
pole to check the pollution level as well as the level of pollen and dust for 
which he/she has allergies.Thanks to this information, the patient can avoid 
areas that could be dangerous for his/her health condition. The information 
pole informs him/her about the best route to go, and where the closest 
pharmacies are to buy antihistamine pills. 
(5) — M-Health augmented with S-Health.  A  cyclist  wearing  a  bracelet  
with accelerometers and vital constants monitoring capabilities has an 
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accident. The body sensor network detects the fall and sends an alert to the 
city infrastructure. When the alert is received by the system, the conditions 
of the traffic are analyzed, and an ambulance is dispatched through the best 
possible route. In addition, the traffic lights of the city are dynamically 
adjusted in order to reduce the time needed by the ambulance to reach the 
cyclist (Solanas et al.2014). 
 A  multi-agent simulation for modeling of reduction of arrival time of am-
bulance in an accident is used in this article. According to the heterogeneity 
of the involved fields, there is no common agreement about a definition of 
the term agent (Sengupta and sieber 2007). An agent can be anything, such 
as a robot that perceives its environment through sensors and acts upon it 
through its effectors (Russell et al. 2003). This definition is shown in Figure 
2. 
 
 
Figure 2. An agent in its environment (Russell et al. 2003) 
 
 
Agents are autonomous entities or objects which act independently of one 
another, although they may act in concert, depending upon various 
conditions which are displayed by other agents or the system in which they 
exist (Batty and jiang 1999). Franklin and Graesser (1996) formalise the 
definition of an autonomous agent as “a system situated within and a part 
of an environment that senses that environment and acts on it, over time, in 
pursuit of its own agenda and so as to effect what it senses in the future”. 
Agents are endowed with behaviours that are usually proscribed in a series 
of rules that are activated under different conditions. This is in the manner 
of stimulus and response (or push and pull, or some such reactive logic), 
and in this sense, agents always engender change (Batty et al. 2012). 
  Multi-agent systems (MAS) depict systems as a combination of multiple 
autonomous and independent agents and are therefore well suited to 
simulate collaboration of different actors (Sokhansefat et al. 2012). A multi-
agent system consists of several agents working in cooperation within a 
single environment, towards a universal goal (Roozemond 2001). 
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  Adapting the definition of Ferber (1999), the term multi-agent system 
refers to a system consisting of the following parts: 
• The environment, E , consisting of the following elements: 
- A set of objects O: Objects can be perceived, created, destroyed and 
modified by agents. 
- A set of agents A: Agents are a subset of objects (AكO) capable of 
performing actions (the active entities of the system). 
- A set of locations L determining the possible position of the objects (from 
the set O) in space. 
• An assembly of relations, R ,which link objects and also agents to each 
other. 
• A set of operations ,Op, enabling the possibility for agents to perceive, 
manipulate, create, destroy objects of O, in particular representing the 
agents’ actions. 
• A set of operators U with the task of representing the application of the 
operations from Op and the reactions of the world to modification. The 
operators from U are called the laws of the universe. 
 
Rescue operation has been focused especially in urban environment due to 
the ever-increasing traffic in urban road networks.  In terms of rescue oper-
ation, in addition to selecting the optimal route from different perspective, 
control and management of traffic for ambulance movement facilities, is an 
important factor. On the other hand, interaction and coordination among 
the ambulances and other vehicles on the road, is of prime importance for a 
proper rescue operation.  
 
In order to have enough space for the passage of ambulance in a collision 
free path, some free paths should be allocated.  In that case, the ambulance 
travel times is reduced. This arrangement can make a significant contribu-
tion to smart traffic which is an essential element for the creation of smart 
city. 
Therefore, it is recommended to consider intelligent approaches such as 
Multi-Agent Rescue Operation. 
In this article, we are faced with the question that, how do we accelerate 
rescue operation by ambulance, in a smart city and using its concerned el-
ements and modeling of the multi-agent system by using a location based 
service? So, the hypothesis of this article is that selecting an optimal route, 
traffic control and interaction with vehicles and ambulance could accelerate 
rescue operation and the movement of ambulances. Also equipped ambu-
lances by a GPS navigation system for smart city is supposed. 
In this article, the allocation of the hospital to the accident site is not inves-
tigated. So, it is assumed that the selected hospital in this article is the best 
hospital allocated to the accident site. It is assumed that the ambulance is 
connected with other vehicles in terms of alarms and messages communica-
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tion. This connection can be direct or via a communications center between 
the ambulance and other vehicles.  So that other vehicles become aware of 
the existence of the ambulance on their ways or ambulance can notify them 
of its existence. 
In this article, the transfer of the wounded to the hospital by ambulance is 
considered. According to the mentioned problems for this rescue operation, 
a method for reducing the arrival time of the ambulance from the accident 
site to the hospital is proposed. The proposed method models the message 
communication the ambulance to other vehicles and traffic lights for 
evacuating a lane in the urban traffic network  for passing the ambulance in 
the multi-agent simulation software.  
The rest of this paper is organized as follows: Section 2 explaines the details 
of the proposed multi-agent rescue operation, computation of optimal path 
for ambulance routing and the communications between the proposed 
agents in Anylogic software. Section 3 explaines input images, the proposed 
hospital, Anylogic multi-agent simulation software and 3 case studies for 
implementing of the proposed simulation. Finally section 4 presents 
results, conclusions and directions for  future research.  
2. Methodology 
  In this paper, a method for minimizing the ambulance travel time caused 
by traffic congestion and providing the smooth flow of emergency vehicles 
was proposed. According to this method, interaction of smart traffic and 
rescue operation is considered as a multi-agent simulation in Anylogic 
software. As shown in Figure 3, the proposed multi-agent rescue operation 
consists of a number of agents such as vehicles, ambulance and traffic lights 
which coordinate with each other and make sure that ambulance agent 
reaches the hospital at the shortest possible time. 
 
 
 
Figure 3. Illustration of the agents  proposed in the multi-agent simulation in Anylogic 
software 
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  Whenever an accident occurs, an ambulance of appropriate hospital is 
dispatched to the accident site. Selecting the optimal path through an urban 
traffic road network for transferring the wounded to the hospital by 
ambulance is an important issue in a rescue operation. The efficient 
management of ambulance routing from the incident site to the appropriate 
hospital is a vital aspect of the quality of health services offered to citizens. 
The routing algorithm is carried out in Anylogic software. This routing algo-
rithm considers time, distance parameter parameters and the changes of 
traffic congestion for computing the optimal path. This routing algorithm is 
used for computing the optimal path for the ambulance routing. 
The proposed multi-agent rescue operation simulation is divided in three 
units including the ambulance unit, the vehicle unit and the traffic unit 
which are explained below. 
2.1. The ambulance unit 
After finding the optimal path, this path is displayed by a GPS navigation 
system in ambulance as shown in Figure 4. The ambulance agent on the 
optimal path, sends some messages to existing vehicle agents on the same 
lane in addition to some messages to pedestrian traffic lights and traffic 
intersection lights to provide a free space for the vehicle agent crossing the 
lane to vacate the lane for the ambulance. 
 
 
 
Figure 4. GPS navigation system in ambulance
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2.2. The vehicle unit 
Existing vehicles on the optimal path of the ambulance  are received the 
messages from the ambulance agent and provided a free lane and assigned 
that lane to the ambulance. On the other hand, when the ambulance sends 
the messages to the existing vehicles on the streets and junctions, these 
vehicles updated their knowledge with the messages and withdrawn from 
the routes and evacuated the lane for the ambulance. The  message from the 
ambulance to the drivers of vehicles will be announced through the GPS 
navigation system in vehicles as shown in Figure 5. In Anylogic software, 
some parking lots for navigating the vehicles to the side of the optimal path 
are considered.  
 
Figure 5. GPS navigation system in the vehicles 
 
2.3. The traffic unit 
In this paper, intelligent traffic light system for controlling of traffic light 
signals in the route of the ambulance is considered. When the ambulance 
reaches within the specific range of the traffic intersection lights and 
pedestrian traffic lights, sends messages to them, then the traffic lights will 
change to red for other vehicles. On the other hand, the trafic light agents 
updated their knowledge with these messages. These traffic lights send a 
massage to other traffic lights in their neighborhood so they became red. 
Java codes is used for implementing of traffic unit in Anylogic software. The 
Figure 6 shows the summary of the steps of project. 
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Figure 6. a) The summary of the steps of project. b) Three units of our multi-agent rescue 
operation simulation 
 
3. Implementation 
AnyLogic is the simulation tool that supports the most common simulation 
methodologies in place today including  system dynamics, process-centric, 
and agent based modeling. Java and unified modeling language for Real 
Time(UML RT) are programming languages in this software. Anylogic 
software simulation has many benefits including reduction of the reduces 
cost and time of modelling, includes object libraries to provide the ability to 
quickly incorporate pre-built simulation elements and runs models 
anywhere. This multi-agent software supports both tile maps from free 
online providers and shapefile based map2. In this study, Anylogic software 
is considered for the multi-agent simulation. This software includes a traffic 
library for simulating traffic on highways and streets. This library supports 
detailed yet highly efficient physical level modeling of vehicle movement. 
Traffic library is suitable for modeling highway traffic, street traffic, on-site 
transportation at manufacturing sites, parking lots, or any other systems 
with vehicles, roads, and lanes. 
 
The selected hospital for our simulation is Tehran Heart Center  located in 
District No.6 of Tehran on North Kargar avenue ( from 35°42'04.9"N 
51°23'28.0"E to 35°44'47.9"N 51°23'20.7"E) at the west of Tehran capital of 
Iran. This hospital was inaugurated in 2001 having 460 inpatient's beds. 
                                                        
2 http://www.anylogic.com/ 
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This medical center is one of the best-equipped diagnostic and therapeutic 
cardiology centers in the region as shown in Figure 7. 
Satellite images of Tehran Heart Center and surrounding areas provided by 
Google Earth. First, satellite images have been mosaiced and then these 
images used for the simulation in Anylogic software. 
In this paper, three case studies have been considered for the proposed 
methodology. In these case studies, the location of the wounded has been 
changed. For each of the case studies, three types of multi-agent rescue 
operation simulations of the ambulance routing from the incident site to 
the Tehran Heart Center have been considered. In the first simulation, 
typical situation regardless of the messages from the ambulance to traffic 
lights and vehicles has been implemented. In the second simulation, only 
the messages from the ambulance to traffic lights has been implemented. 
The third simulation implemented the idea that messaging from the 
ambulance to traffic lights and other vehicles in the same lane have been 
considered.  
Figure 7. Satellite image of Tehran Heart Center  
In these case studies, traffic lights are considering 30 seconds red light and 
15 seconds green light. 
3.1. Case study No.1 
In the first case study, it is assumed that an accident happened in 
intersection of Zommorrod Street and North Kargar Street as shown in 
Figure 8 and the ambulance was dispatched to the accident site. As it was 
explained, three types of simulation of the ambulance routing from the 
incident site to the Tehran Heart Center have been implemented for this 
case study. 
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Figures 9, 10 and 11 have illustrated these simulations. Traffic library of  
Anylogic software has seven blocks for defining vehicle flow such as 
CarSource, CarMoveTo, CarDispose and TrafficLight. CarSource block 
Generates cars, puts them into the specified location inside a road network 
and soon. CarMoveTo block controls the car movement and CarDispose 
block removes the car from the model. TrafficLigth block simulates the traf-
fic light and signalling device positioned at road intersections, pedestrian 
crossings, and other locations to control conflicting flows of traffic. For this 
case study, Figure 12 shows ambulance agent behaviour and Figure 13 
shows vehicle agents behaviour through these blocks in road network in 
third simulation. 
 
 
 
Figure 8. Implementation of the first case study (accident site shows with red circle) 
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Figure 9. The first multi-agent rescue operation simulation in the first case study (ambu-
lance shows with red circle) 
 
 Figure 10. The second multi-agent rescue operation simulation in the first case study 
(ambulance has been shown with red circle) 
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Figure 11. The third multi-agent rescue operation simulation in the first case study (the 
ambulance has been shown with red circle) 
 
 
 Figure 8. The third multi-agent rescue operation simulation in the first case study (the 
ambulance has been shown with red circle) 
 
 
Figure 12. Blocks of traffic library for defining flow of ambulance in the road network for 
the third simulation of the first case study 
 
 
 
 
 
 
 
 
Figure 13. Blocks of traffic library for defining flow of vehicles in the road network for the 
third simulation of the first case study 
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3.2. Case study No.2 
In the second case study, it is assumed that an accident happened in 
Mozaffari khah Street as shown in Figure 14. According to what was 
described, three multi-agent rescue operation simulations have been 
considered. For this case study, blocks of traffic library for determining the 
flow of the ambulance and the vehicles is considered. 
 
 
 
Figure 14. Implementation of the second case study (accident site shows with red circle) 
 
 
3.3. Case study No.3 
An accident was happened in Salehi Street before Salehi and Majd streets 
intersection for the third case study as shown in Figure 15. According to the 
previous case studies, three multi-agent rescue operation simulations have 
been implemented and blocks of traffic library for determinig the flow of 
the ambulance and the vehicles is considered. 
The arrival time of the ambulance from the accident site to Tehran Heart 
Center is measured in the three types of simulations in the form of the three 
case studies as shown in Table 1. According to the results of Table 1, the 
proposed idea of this paper led to significant reduction of the an ambulance 
delay time from the accident sites to Tehran Heart Center. 
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Figure 15. Implementation of the third case study (the accident site has been shown with 
red circle) 
 
Case studies
No.
Simulation 1 Simulation 2 Simulation 3
1 72.4 47.9 29.1 
2 81.5 47.8 36.9 
3 113.7 70.9 62.0 
Table 1. Travel times of the ambulance to Tehran Heart Center in different scenarios (Sec-
onds) 
As the results suggest, accidents happen everywhere, if no solution is ex-
pected to reduce path traffic for ambulance, rescue operation may be done 
in a long time. In the next step, if the intersection traffic lights are always 
green for an ambulance, time relief 30%-40% can be reduced. In the final 
step, if in some way the communication between ambulances and other 
vehicles occur, For example, through special sensors as vehicles are aware 
of the arrival of the ambulance, the rescue time can be reduced by 18%-
35%. Therefore, the combination of the second and third causes, time relief 
 has been decreased by 48%- 61%. The rescue time depends on the traffic 
volume and the number of lanes. If the path length and traffic volume are 
high and the number of lanes is low, the coordination with the vehicles to 
change their lane significantly reduced. 
LBS 2016
Page 283
17 
 
4. Conclusion 
Along with population growth, the number of vehicles on the road is 
increased. Therefore the problem of traffic management arises specially for 
emergency vehicles. In this paper, a novel idea is proposed for reducing the 
delay time caused by traffic congestion and providing the smooth flow of 
emergency vehicles by the multi-agent rescue operation simulation. The 
proposed idea was implemented in Anylogic software.In Anylogic software, 
the algorithm for computing optimal route for passing the ambulance 
considered time, distance parameters and the changes of traffic congestion. 
The multi-agent rescue operation simulation was divided in to the 
ambulance unit, the vehicle unit and the traffic unit. An ambulance sends 
messages to existing vehicles on the path, pedestrian traffic lights and 
traffic intersection lights to assign the free lane to the ambulance. Optimal 
route is displayed by the GPS navigation system in ambulance and the 
massages from ambulances to vehicles displayed by the GPS navigation 
system in the vehicles. 
Tehran Heart Center was selected for the proposed simulation. Three case 
studies were considered for this multi-agent rescue operation that location 
of the wounded is different in these case studies. For each case study, three 
simulations were considered. In the first simulation, typical situation 
regardless of the proposed idea has been implemented and in the second 
simulation, only messages from the ambulance to traffic lights has been 
implemented. The proposed idea has been implemented in the third 
simulation. 
According to the results of Table 1, the ambulance delay time in the second 
simulation to the first simulation has been reduced by  37.6% and during 
the third simulation compared to the first simulation,the delay time has 
been reduced by 53.3%. Also, the ambulance delay time in third simulation 
compared to the second one had 24.83% improvement. On the other hand, 
our idea was improved the ambulance delay time approximately 24.83% to 
previous ideas that only control traffic lights in the path of ambulance is 
cosidered. These results verify that our idea can accelerate rescue operation 
by the ambulance, in a smart city using smart care and smart traffic ele-
ments and modeling of the multi-agent system.  
In our future work, we test the idea on another hospitals, road networks 
and accident sites to achieve more reliable results. If the allocation of the 
wounded to hospitals to be considered in the proposed simulation, the 
results of simulation become more closer to reality. For a more realistic 
simulation, dynamic modelling of streets and roads due to obstruction of 
roads and uncertainty in location of accidents and arrival time of 
ambulance can be considered. There may be some inconsistencie in 
messages between agents, so data fusion algorithms can be used to solve 
this inconsistencie. 
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Improving the Performance of Airport Service 
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Abstract. Despite the traffic increases at the World airports, little works 
have been done to improve vehicles and airplanes services, increase effi-
ciency and decrease service automobile voluminous of large number. With 
GIS abilities, airport managers would like using its potential for develop-
ment and management of airports. So new issue in GIS is formed with Air-
port GIS (AGIS) title to study GIS applications in airport as wide and corpo-
ration all world airports and GIS specialists. 
The main innovation of this research is to offer a spatiotemporal data anal-
ysis and introducing an efficient algorithm for service automobiles alloca-
tion optimization with reduction in departure time deferment constraint. 
Allocation has been done by considering the two parameters include push 
and tow time of aircraft and its distance to the service car. In this proposed 
solution servicing operation optimizes with considering two situations. 
Numerical results of using proposed method in Mehrabad international 
airport indicate in both situations, departure delay is lesser than usual 
method. Outcomes of minimizing service cars are: traffic reduction, in-
crease management efficiency, decrease hazards due to large number of 
service cars and increase safety in airport field. 
Keywords. Airport GIS, Pushback tractor, Airport, allocation 
1. Introduction
Nowadays airport analyzers and engineers come toward GIS to support 
their efforts in planning, operation, maintenance, security with adding 
spatial information and modeling and use its potential in airport 
development and management [1]. So new issue in GIS is formed with AGIS 
title to study GIS applications in airport as wide and corporation all world 
airports and GIS specialists [2]. 
Increasing the number of airport flights causes the need for increasing in number of 
airport service cars. Increasing the number of service cars causes: increase in 
possibility of accidents, safety reduction, decrease operational efficiency and 
consequence decrease management efficiency [3].
One of the most important and expensive service cars in airport is pushback 
tractor that Mehrabad airport face to leakage of this car. For respond to 
LBS 2016
Page 286
Published in “Proceedings of the 13th International Conference on Location-Based
Services”, edited by Georg Gartner and Haosheng Huang, LBS 2016, 14-16
November 2016, Vienna, Austria.
pushback tractor leakage and its outcome that increase number of airport 
service cars one effective solution is allocation optimization. 
2. Modeling
Push and tow service is one of the several services that is serving to 
airplanes. In this service the push back tractor does carry the airplane from 
apron to taxiway. There are other services in airport. For example, there are 
passenger and cargo transport service, air condition service, lavatory 
service, water service and fuel service. These services could be done in two 
situations: 1) In this case service car must be return to its EPA. Fuel service 
operates like this situation. 
2) In other situation service car after did service, can be go to ESA and park 
there. The air condition service could be move between all of airplanes and 
serving to their without returning to EPA. Pushback tractor spends time for 
travel form its station to aircraft station. Pushback tractor through push 
and tow operation transmit aircraft to taxiway. Push and tow procedure is 
dependent on distance from the plane to taxi and the traffic around. After 
transferring aircraft to taxi way, aircraft goes to runway and push back 
tractor returns to its EPA. We illustrate our proposed method in the figure 1 
that includes total steps of solution.  
)
Aircraft
 Around Traffic
 Station
Aircraft
 Time for Push &
Tow
Aircraft
 Ready for receive 
service
Push Back Tractor
 Ready for provide 
service
Push Back Tractor
 Position
Aircraft
 Position
Analysis
 Network distance to 
time
Analysis
 Travel time + Push 
&Tow time
Allocation
 Select Minimum Time
Figure 1. Steps of proposed model
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3. Implementation
For implementing one of the traffic pick hours at Mehrabad airport has 
been considered. To evaluate the proposed method, we implement 
conventional methods at the airport for mentioned flights. Figure 2, 3, 4 
shows the process of allocating pushback tractors to aircrafts. 
Figure 2. Calculation of network distance time for 4 and 27 stations 
Figure 3. Calculation of network distance time for stations 7 and 27  
Figure 4. Informing pushback tractor to service the aircraft at station 7 
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Table 1 shows Comparison results of using usual method and proposed 
method if pushback tractor returns to EPA. 
Table 1. Comparison results if pushback tractor returns to EPA 
if pushback tractor returns to EPA total delays
usual method 15.5min
proposed method 8.5min
Table 2 shows the total delays time using proposed and conventional 
method if pushback tractor returns to ESA. 
Table 2. Comparison results if pushback tractor returns to ESA 
if pushback tractor returns to ESA total delays
usual method 7.5min
proposed method 3min
4. Conclusion
Increasing in airport traffic, force airport managements found solution that 
increases their management efficiency. In this article a new optimization 
method is suggested based on minimizing number of service cars with 
considering time conditions and constraints. Leakage of pushback tractor 
due to its high expenditure is reasonable cause for allocation optimization 
of this vehicle. 
Optimization has been done for two situations. Using proposed method, the 
total delay times improved. To evaluate the proposed method, the usual 
method was applied. Comparison of results shows the proposed method 
will be has less delay in all conditions. Optimal allocation reduces traffic, 
increased safety, improve service operations and reduce costs. 
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