In this work, we study a generalization of the concept of modules by considering more general setting which is called OG-diagrams. We use Higman criteria and relative projectivity as the main tools to get our results.
Preliminaries
Module theory is one modern approach to study algebras. Our main concern is to use graph theory to generalize some module theory in the present of special graph( Chapter 1, Section 5 in [2] ) which we can define as follows: 
We get the O-module Hom OG ((M, f ), (M,f)) which consists of all OGlinear homomorphisms from (M, f ) to (M,f ). In the case that (M, f ) = (M,f) we get the endomorphism algebra End OG (M, f ) of all OG-linear endomorphisms of (M, f ). For a fixed oriented graph D, the OG-diagrams of D together with the OG-linear homomorphisms form an abelian category. Hence it is appropriate to introduce the concepts of restriction and induction functors on this category. (M, f ) . This G-algebra contains End OG (M, f ) as a subalgebra. Moreover it is an interior G-algebra. We record this fact in the following lemma:
Definition 1.3 Let H be a subgroup of G. The restriction functor Res
G H : ((M, f ), ψ) → (Res G H (M, f ), Res G H (ψ)) which sends the OG-diagram (M, f ) to the OH-diagram (Res G H (M, f )) ofG H : ((M, f ), ψ) → (Ind G H (M, f ), Ind G H (ψ)) which send the OH-diagram (M, f ) to the OG-diagram (Ind G H (M, f )) ofG H (M) d = Ind G H (M d ) and Ind G H (f ) e = Ind
Definition 1.5 For a fixed finite oriented graph D, the direct sum of two
OG-diagrams (M, f ) and (M,f) is the OG-diagram (M ⊕M, f ⊕f ) where (M ⊕M ) d = M d ⊕M d forLemma 1.7 If H is a subgroup of G and (M, f ) is an OG-diagram then the endomorphism algebra End O (M, f ) is an interior G-algebra.
Proof:
The proof can be seen in [2] page 256.
Lemma 1.8 Suppose that D be a finite oriented graph and H ≤ G. Let (M, f ) be an OH-diagram of the shape D then there is an isomorphism of interior G-algebras End
O (Ind G H (M, f )) ∼ = Ind G H (End O (M, f )).
Proof:
The proof can be seen in [2] page 254.
Lemma 1.9 If H ≤ G, then End
is the endomorphism algebra of OG-linear homomorphisms which are fixed under H.
Proof: Since the element ψ ∈ End O (M, f ) is fixed under H if and only if each component ψ d is fixed under H, which means that
ψ d ∈ End OH (M d ). That is ψ ∈ End OH (M, f ).
Lemma 1.10 An OG-diagram (M, f ) is indecomposable if and only if the endomorphism algebra End OG (M, f ) is a local algebra over O.

Proof:
Suppose that (M, f ) is an indecomposable OG-diagram, from Definition 1.6 it is not zero and it cannot be decomposed as a direct sum of non-zero OG-diagrams. So there is no idempotent in End OG (M, f ) except 0 and 1. On the other hand,Let (M, f ) be an indecomposable OG-diagram and i ∈ End OG (M, f ) be an idempotent, then the image of i will be a direct summand of (M, f ), hence (M, f ) is indecomposable.
Lemma 1.11 For a fixed finite oriented graph D. There exists a bijection between the decomposition of the OG-diagram (M, f ) as a direct sum of an indecomposable OG-diagrams and the decomposition of the identity element id (M,f ) as primitive idempotents of End OG (M, f ).
Proof:
The proof can be seen in [2] page 255.
Corollary 1.12 Any direct summand of the OG-diagram (M, f ) is indecomposable if and only if the correspondence idempotent is primitive idempotent of End
The following Lemma is the Krull-Shmidt Theorem holds for the OGdiagrams:
Lemma 1.13 Let D be a finite oriented graph and let
(M, f ) be an OG- diagram of shape D.There exists a unique decomposition (M, f ) = n i=1 (M i , f i ) as a finite direct sum of indecomposable OG-diagrams.
Proof:
Defect group of the OG-diagram
Through this section we shall study the concept of relative projectivity for the OG-diagram : (N, g) . As a notation, we write
Now for H ≤ G and x ∈ G, we consider that
We need to define the G-conjugate of an OH-diagram (N, g) with shape D as follows: 
where 
Lemma 2.4 For a fixed finite oriented graph D,and let
H ≤ G be an OG- diagram then Inv H x ((M, f )) = (Inv H ((M, f )))x Proof: Let (m d , f e ) ∈ Inv H x ((M, f )). That means (m d , f e ).h x = (m d , f e ) for all h ∈ H. Hence (m d , f e ).h x = (m d , f e ).x −1 hx = (m d , f e ) implies (m d , f e )x −1 h = (m d , f e ).x −1 . Which means that (m d , f e ) ∈ Inv H ((M, f )). On the other hand, if we let (m d , f e ) ∈ Inv H ((M, f )).x. Then (m d , f e ) = (m d ,
