Abstract. One proves that the Rees algebra of an ideal generated by three general binary forms of same degree ≥ 5 has depth one. The proof hinges on the behavior of the Ratliff-Rush filtration for low powers of the ideal and on establishing that certain large matrices whose entries are quadratic forms have maximal rank. One also conjectures a shorter result that implies the main theorem of the paper.
Introduction
Set R := k[x, y] denote a standard graded polynomial ring in two variables over an infinite field k. Let I ⊂ R stand for a codimension 2 ideal generated by 3 forms of the same degree d ≥ 2. The goal of this paper is to prove the following result:
Theorem. Let I =⊂ R := k[x, y] denote a codimension 2 ideal generated by three general forms f 1 , f 2 , f 3 of degree d ≥ 5. Then the Rees algebra of I has depth 1.
The Rees algebra of I is the standard graded R-algebra R(I) := ≥0 I . Its graded maximal ideal is M := (x, y, ≥1 I ). The depth of R(I) is computed with respect to M. The theorem says that this depth is smallest possible.
We observe that the Rees algebra of an (x, y)-primary ideal of k[x, y] generated by three arbitrary forms of degree d ≤ 4 is almost Cohen-Macaulay: when I admits a linear syzygy, the result is part of [5, Theorem 4.4 ] (see also [7, Theorem 4.4] and [10, Proposition 2.3] ). The balanced case d = 4 is proved in [5, Proposition 4.3] .
The above theorem is in addition in sharp contrast to recent akin statements regarding the depth of R(I) when I is an almost complete intersection (see [3, 5, 9, 10] ), where it has been proved that the depth is at least 2 -i.e., R(I) is almost Cohen-Macaulay.
Yet another difference is that the present methods hardly touch directly the structure of the presentation ideal of R(I) as an R-algebra. In fact, the entire matter is pretty much decided at the level of the second and third powers of the ideal I through the use of two apparently disconnected tools: the Ratliff-Rush filtration and the Huckaba-Marley test.
In order to use the first of these tools we were lead to "solve" large linear systems over the ground field, and hence to decide whether large matrices have maximal rank. The surest way to go about that was to go all the way to some generic situation. The price to pay is the reader's indulgence in following some large but elementary discussion on matrices whose entries are quadratic forms in many variables with unit coefficients.
A couple of words about the terminology "general forms". One usually says that a set of forms in a polynomial ring over an infinite field is general in the sense that the total collection of the coefficients of the forms is general in the parameter space of the coefficients. In a concrete situation, this is understood in the sense that one avoids a contextualized closed set in the parameter space. Such a property is often hard to work with due to its instability under ordinary algebraic operations. Even the common perception that over three or more variables a general form is irreducible over k becomes elusive in the present case of two variables since in this case any form factors into linear forms over an algebraic closure of k. Fortunately, for computation purposes taking random coefficients throughout will do.
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Preliminaries on three binary general forms
Set R := k[x, y], a standard graded polynomial ring in two variables over an infinite field k. Let I ⊂ R denote a codimension 2 ideal generated by 3 forms of the same degree d ≥ 2. We consider a minimal free resolution of I where 1 ≤ s ≤ r denote the standard degrees of the columns of a matrix of ϕ. We observe that I is the ideal generated by the 2 × 2 minors of ϕ, and hence one often says that ϕ is the Hilbert-Burch matrix associated to I and s, r are its standard degrees. Note that the r, s are numerical invariants of I adding up to d.
Lemma 2.1. Let I ⊂ R denote a codimension 2 ideal generated by 3 general forms of the same degree d ≥ 2. Then the syzygy module of I is generated in degrees d + d/2 and d + d/2 .
Proof. We induct on d. Since d may be even or odd and our inductive process will pass from d − 2 to d, we need to start the induction in the cases where d = 2 and d = 3, respectively. Obviously, there is nothing to show in these two cases as the statement holds by default for any set of forms in these degrees. We now proceed to the inductive step, assuming d ≥ 4 for the even case and d ≥ 5 for the odd case. Up to general k-linear combinations we can assume that the given forms have the shape
Note that the set {g 1 , g 2 , g 3 } of forms preserve almost all coefficients of the original f 's, hence is general. Their common degree is d − 3. Suppose P f 1 + Qf 2 + Rf 3 = 0 is a syzygy. Since f 2 , f 3 are divisible by y, one has P = yP , for some P ∈ k[x, y]. Plugging this in the syzygy equation, and canceling y yields
Plugging this back into the above equation, after canceling P x d , and after simplifying by y, one has
Again, plugging this back, canceling Q x d−1 , and simplifying by y yields
Note that the coefficients of the three forms {yg 1 − xg 2 , yg 2 − xg 3 , x d−2 + yg 3 } of degree d − 2 are almost all of the original general coefficients or sums of these, hence this set is again a general set of forms of degrees d − 2. By the inductive hypothesis on d they generate an ideal whose syzygy module is generated in standard degrees (d − 2)/2 and (d − 2)/2 .
Using the formulas in the boxes, we get two independent syzygies on (f 1 , f 2 , f 3 ) of standard degrees d/2 and d/2 .
Let us read the Hilbert function H(I, t) of I out of Lemma 2.1: Lemma 2.2. Let I ⊂ R denote a codimension 2 ideal generated by 3 general forms of the same degree d ≥ 2. Then Moreover, up to k-linear transformations and change of variables, we can assume the following:
• If d = 2s + 1, then y 3s spans (R/I) 3s ;
• If d = 2s, then {y 3s−2 , xy 3s−3 } span (R/I) 3s−2 .
Proof. The Hilbert function easily reads off the minimal graded resolution 
In order to prove the supplementary assertion, we focus on the odd case d = 2s + 1, the even case being similar. Consider the k-vector space I 3s = (x, y) s−1 I 2s+1 and recall that it has diimension 3s. By a similar procedure as (2) in the proof of Lemma 2.1, we can apply a suitable action of GL(3s, k) to obtaining a k-basis of I 3s in a "triangular" form Applying the change of variables
, y → y transforms F 3s in the above basis into xy 3s−1 . LetĨ ⊂ R denote the ideal obtained by applying this change of variables to the forms generating I. Then, since I 3s = (x, y) s−1 I 2s+1 and (x, y) is invariant under this change, it follows thatĨ 3s = (x, y) s−1Ĩ2s+1 contains the monomial xy 3s−1 . On the other hand, the change of variables did not affect the term µ 3s y 3s of the basis element F 3s−1 . If y 3s ∈Ĩ then we can clean bottom up all monomials, thus implying that I 3s is spanned by all monomials of this degree -an absurd.
A conjectured predecessor
For the conjectural statement of this section we focus on the case of odd degree d = 2s + 1. The case of even degree may admit a similar treatment.
We will need to know that in the Hilbert function above any monomial of degree 3s spans (R/I) 3s -the proof is the same as in Lemma 2.2 for the monomail y 3s .
We establish the technical preliminaries. Given a form
of degree d we associate to it the unique form δ(f ) of degree d − 2 which is the coefficient of x 2 in the above expression. It is clear that this association preserves many properties of the original form, including that of being general provided d >> 0. Now, given three general forms f 1 , f 2 , f 3 of degree d, in the sense that the (d + 1) × 3 total matrix of the coefficients has general entries, we let
By construction, I ⊂ I := (x 2 δ(I), xy d−1 , y d ); more precisely, this is an inclusion induced by an inclusion of the corresponding linear systems spanned in the common degree d.
Set m := (R + ) = (x, y).
Remark 3.2. It may be the case that actually I 2 : ( I) 2 = m t , for some t ≤ s − 1 but for the purpose to follow the above inclusion is sufficient. Proof. We induct on s ≥ 2. The initial case s = 2 is to be verified directly by computation (e.g., by the method in the last section). Let then s ≥ 3. By the inductive hypothesis, we may assume that y 3(s−1) ∈ δ(I) 2 : δ(I). More precisely, by a degree count one has y 3(s−1) δ(I) ⊂ m s−2 δ(I) 2 .
We have noted above that regarding the Hilbert function of R/I, x 2 y 3s−2 spans (R/I) 3s . For this monomial one has:
Treat each piece separately, using the conjectured result:
(ii) x 2 y 3s−2 xy 2s = xy s−2 (x 2 y 4s ) ⊂ m s−1 ( I) 2 ⊂ I 2 .
(iii) x 2 y 3s−2 y 2s+1 = x 2 y s−3 (y 2(2s+1) ) ⊂ m s−1 ( I) 2 ⊂ I 2 . As we will argue in the subsequent sections this conjectured statement suffices for the purpose the main result of the paper.
A lemma on large matrices
This part is about the rank of a particular type of matrix whose entries are either zeros or certain quadrics in a given set of variables over an infinite field (of characteristic = 2). As usual while dealing with such matrices, settling an argument will be shorter than transcribing the details of the matrices themselves. 
and consider the following (5s + 2) × s matrix
where every 2-form above is orderly and diagonally displayed s times. Then the concatenation
is a (5s + 2) × 6s matrix of maximal rank.
stand for a polynomial ring in 3(d + 1) = 3(2s + 1) variables. For each pair of indices
and consider the following (5s − 1) × (s − 1) matrix
where every 2-form is orderly and diagonally displayed. Then the concatenation
is a (5s − 1) × 6(s − 1) matrix of maximal rank.
Proof. (a) We claim that the (5s + 2) × (5s + 2) submatrix B of A omitting the first (s − 2) columns of block B 3,3 has nonzero determinant. Note that the elements along the main diagonal of B are
We now specialize via the k-algebra endomorphism ϕ of S that fixes each one of the variables
2s , T
and maps the remaining ones to 0. It suffices to show that the specialized matrix has a nonzero determinant.
The following table lists the only entries of B that do not vanish under this specialization:
The 2-form The relevant variables the output Q 1,1 0
Therefore, the resulting matrix B has the following shape, where now all nonzero entries are monomials of degree 2 with coefficients 1 or 2:
Accordingly, the elements along the main diagonal of the above matrix are
In order to prove that the determinant is nonzero we use a strategy of blocks. To start, all the entries to the right of the slots of either one of the entries q 
Similarly for this matrix, the entries above the entry q 3,3
4s+2 are all zero, hence it suffices to show that the following submatrix has a nonzero determinant
Next observe that the entries above and under each slot of q 1,3 2s+1 are null. Then, we take these slots successively as pivots along their common diagonal; and subsequently, the leftmost slot of q
2,2 2s
as pivot, thus reducing to the matrix
Now, moving the row having q 2,3
3s+1 as rightmost entry all the way down to the last row yields the matrix
Finally, note that over the field of fractions of S this matrix is equivalent to an upper triangular matrix with nonzero entries along the main diagonal. Indeed, for this it suffices to use row operations depending only on the following non-vanishing 2 × 2 determinant We now specialize via the k-algebra endomorphism ϕ of S that fixes each one of the variables
2(s−1) , T
2s
and maps the remaining ones to 0. As before, it suffices to show that the specialized matrix B has a nonzero determinant. The following table lists the entries of B that do not vanish under this specialization:
The 2-form The relevant variables the output Q Therefore, B has the following shape, where again the nonzero entries are squarefree monomials of degree 2 with coefficients 1 or 2.
Note that the diagonal elements of the submatrix above are One proceeds in a completely analogous to the odd case, using a strategy of blocks. Often, as in the above matrix and in some of the subsequent ones, in order to improve visualization we choose to show more columns in certain blocks as compared to others.
To start, all entries to the right of the slots of either one of the entries q 
And again, the entries above the two slots of the entriy q
3,3
4s are all zero, hence it suffices to show that the following submatrix has a nonzero determinant: 
Proceeding in this way, now take as pivot all slots of q 1,3
2s , noting that the entries above and under these slots are null, and subsequently, the two leftmost slots of q 2,2 2s−2 , thus reducing to the matrix 
Now, moving the two row having q 2,3 3s−1 as rightmost entry all the way down to the last two rows yields the matrix 
Finally, note that over the field of fractions of S this matrix is equivalent to an upper triangular matrix with nonzero entries along the main diagonal. Indeed, for this it suffices to use row operations depending only on the following non-vanishing 2 × 2 determinant 
The main argument
In this section we examine a certain crucial annihilator related to the Ratliff-Rush filtrations of I and its powers -the latter are known to give a bound for the depth of the associated graded ring of I.
The method employed here hinges on Lemma 4.1 and is entirely explicit.
Proposition 5.1. Let I ⊂ R := k[x, y] denote a codimension 2 ideal generated by a set of general forms
Proof. Since a change of variables does not affect either the hypothesis or the statement, we can assume by Lemma 2.2 that • If d = 2s + 1, then y 3s spans (R/I) 3s ;
• If d = 2s, then {y 3s−2 , xy 3s−3 } span (R/I) 3s−2 . Odd case: d = 2s + 1.
We are assuming that s ≥ 2. We are to show that y 3s f j ∈ I 2 , for j = 1, 2, 3.
we are asking for a solution of the equation
} are the resulting quadratic expressions, while {α i | 0 ≤ i ≤ s − 1} are sought for. From the relation in (3), comparing equal monomials in x, y on both sides, the following 5s + 2 relations are obtained
where the vanishing of the left side member happens for the last 5s + 1 − (2s + 2) + 1 = 3s relations because f 1 has degree 2s + 1.
The (5s + 2) × 1 vector on the left side is given and we look for a solution in the α's of the linear system defined by the following (5s + 2) × 6s matrix 
Now consider the matrix A in Lemma 4.1. Specializing the variables T (t) l to the coefficients γ
r , by the definition of the β's one gets that the entries of A specialize to the entries of A above. Since A has maximal rank then for general choice of γ's, so will A. But 6s ≥ 5s + 2 ⇔ s ≥ 2. Therefore, the linear map defined by A is surjective, i.e., the linear system has solution for general values of γ's.
The entire argument works in exactly the same way for f 2 , f 3 , hence one has y 3s f j ∈ I 2 , for j = 1, 2, 3. Even case: d = 2s. The argument is analogous to the one in the odd case, except that one is assuming that s ≥ 5. At the end one has to specialize the variables T (t) l so that the matrix A in Lemma 4.1 (b) specializes to the following content matrix A: 
The main result Theorem 6.1. Let I ⊂ R := k[x, y] denote a codimension 2 ideal generated by three general forms
Then the Rees algebra of I has depth one.
Proof. First assume that, in addition, d ≥ 10 when d is even. By Proposition 5.1, the Ratliff-Rush closure of I is strictly larger than I. Therefore, by [2, (1.2) ] the associated graded ring of I has depth zero and hence the Rees algebra of I has depth 1. Thus, it remains to consider the situation where d is even and 5 ≤ d ≤ 9, i.e., when d = 6 or 8. We will establish below a more general result that may be of interest in itself. The agenda at this point is to use the Huckaba-Marley test ([6, Theorem 4.7 (b)]) for these low degrees.
As a matter of precision, the criterion of Huckaba-Marley is stated for local rings ( [6] ). Here, as commonly done, whenever using the local tool, we harmlessly pass to the local ring k[x, y] m , where m = (x, y), and consider the extended ideal I m . We will make no distinction in the notation.
Let λ( ) denote length over R, let J ⊂ I stand for a minimal reduction of I. In the next proposition one shows how to translate the test in our context solely in terms of the degree of the given forms. Proposition 6.2. Let I ⊂ R = k[x, y] denote a codimension 2 ideal generated by 3 sufficiently general forms of degree d ≥ 5. Suppose that
Then R R (I) has depth one.
Proof. Let e 1 (I) stand for the second coefficient of the Hilbert-Samuel polynomial of R/I in its combinatorial expression. According to the Huckaba-Marley approach the strict inequality
implies that the associated graded ring of I has depth zero, hence that R R (I) has depth one.
Since the generators of I are general forms of the same degree, one can assume that two of them will generate a minimal reduction J ⊂ I -this is a first weak use of general forms.
We recall the easy general fact that, since I = (J, f ), for some f ∈ I, then I = (JI −1 , f ), for any ≥ 1. It follows that
Now, taking a set of generators of I where f is listed last, then JI −1 : f coincides with the ideal a ⊂ R generated by the corresponding syzygy coordinates. Clearly, a is an (x, y)-primary ideal. Thus, λ(I /JI −1 ) = λ(R/a ). It then follows immediately from Lemma 2.1 that
Next, by computing the Hilbert function of R/I 1 (ϕ) using Lemma 2.1 again, one has:
(A second weak use of general forms.) On the other hand, by [5, Proposition 3 .12] one has λ(I 2 /JI) = λ(I/J) − λ(R/I 1 (ϕ)). Therefore, it obtains
We next claim that the rational map P 1 P 2 defined by the generators of I is birational. Indeed, one can reduce the problem to the affine situation by setting t := x/y in the usual way after dividing all three generators of I by y d and then taking the fractions with same denominator (one of the three). This way we get a rational map A 1 A 2 defined by rational functions F 1 (t)/F 3 (t), F 2 (t)/F 3 (t), where deg F i (t) = d. Since the involved terms are general polynomials in t (k being infinite), for a general point (a 1 , a 2 ) ∈ A 2 the system of equations F 1 (t)/F 3 (t) = a 1 , F 2 (t)/F 3 (t) = a 2 admits exactly one solution, including multiplicity (algebraically: t is a rational fraction in
(Yet another use of general forms.)
As a consequence, one has e 1 (I) = Thus, the Huckaba-Marley criterion requires that for d ≥ 5 one have
Subtracting the sum λ(I/J) + λ(I 2 /JI) as computed above, it suffices to guarantee the inequalities
as was to be shown.
We now apply the above to conclude the proof of Theorem 6.1. For simplicity, fixing the minimal reduction J ⊂ I, we set λ := λ(I /JI −1 ). As one easily realizes, for 5 ≤ d ≤ 11 it will suffice to compute λ 3 and bound below each of the remaining λ 's ( ≥ 4) by 1. (We remark that for higher values of d (e.g., d = 13) more precise bounds for λ 4 , etc., may be required for the conclusion.)
As noted in the proof of Proposition 4, finding λ 3 depends on determining a minimal set of generators of the ideal a 3 generated by the last coordinates of the syzygies of I 3 . Computing with [1] by employing random forms and using the established values of λ 1 , λ 2 in the proof of the proposition, one finds: d = 6: a 3 = (x, y) 2 ⇒ λ 3 + λ 4 + λ 5 ≥ 5; since λ 1 = d 2 /4 = 9 and λ 2 ≥ λ 3 the total sum is at least 9 + 3 + 5 = 17 > 15 = 6 2 d = 8: a 3 = (x, y) 2 ⇒ λ 3 = 3 ⇒ λ 3 + · · · + λ 7 ≥ 7; since λ 1 = 64/4 = 16 and λ 2 = 6 for d = 8, we find the total sum is at least 29 > 28 = 8 2 This completes the proof of Theorem 6.1. Remark 6.3. A purely theoretical argument, without the computer, even for d = 6, is quite subtle. Here for the failure of the almost Cohen-Macaulay property we need to show the bound λ 3 +λ 4 +λ 5 > 3, so it suffices to show that λ 3 ≥ 2 since the reduction number is 5. Equivalently, we are to show that I 3 has at most one linear syzygy because then, since a i is always an ideal of finite colength, λ 3 ≥ 2. Contradicting this takes us to a long discussion about the degrees of the syzygies of I 3 which eventually abuts at the following: since I 3 is a perfect ideal with 10 generators and generated in degree 18, its minimal presentation matrix has 7 columns whose degrees r 3 ≤ · · · ≤ r 9 add up to 16. By elementary column operations with pivot the last coordinates of the two assumed linear syzygies, we may assume that the last entry of any of the other 7 columns are zero. Then they are syzygies of JI 2 . Therefore, r 9 ≥ · · · ≥ r 3 ≥ 2. On the other hand, no minimal syzygy has degree ≥ 4 since the presentation matrix of I is in degree 3. To add up to 16, the only way is r 3 = · · · = r 7 = 2, r 8 = r 9 = 3. This structure of the Hilbert-Burch matrix of I 3 may be attained if the entries of the Hilbert-Burch matrix of I are not general -see Example 6.4 (b) below.
The theoretical side of the discussion for d ≥ 7 eludes the eye.
The following examples show that, already for d = 6, the statement of Theorem 6.1 or the hypothesis of Theorem 6.2 are no longer true if the generators of the ideal are not general enough, even when the degrees of the syzygies are as in Lemma 2.1. Therefore, in both examples the Rees algebra of I has depth ≥ 2, i.e., it is almost Cohen-Macaulay.
