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Abstract
Oscillations in dynamical systems are widely reported
in multiple branches of applied mathematics. Crit-
ically, even a non-oscillatory deterministic system
can produce cyclic trajectories when it is in a low
copy number, stochastic, regime. Common methods
of finding parameter ranges for stochastically-driven
resonances, such as direct calculation, are cumber-
some for any but the smallest networks. In this pa-
per we provide a systematic framework to efficiently
determine the number of resonant modes and param-
eter ranges for stochastic oscillations relying on real
root counting algorithms and graph theoretic meth-
ods. We argue that stochastic resonance is a net-
work property by showing that resonant modes only
depend on the squared Jacobian matrix J2, unlike
deterministic oscillations which are determined by J .
By using graph theoretic tools, analysis of stochastic
behaviour for larger interaction networks is simpli-
fied and stochastic dynamical systems with multiple
resonant modes can be identified easily.
1 Introduction
Systems of interacting agents are ubiquitous in the
physical and biological sciences, from predator-prey
models [1, 2, 3, 4, 5] to mathematical biology [6, 7, 8]
and the vast field of chemical reaction networks
[9, 10, 11, 12]. Previous research highlights how
resonant amplification of noise in stochastic inter-
action networks can lead to behaviour not antici-
pated from deterministic ordinary differential equa-
tion (ODE) models. In particular, cyclic behaviour,
often termed ‘quasi-cycles’, may emerge in stochas-
tic models where the deterministic counterpart does
not show a Hopf bifurcation [1, 13]. Stochastic ef-
fects have been responsible for unforseen dynamics,
which are vital when agent copy numbers are low
(e.g., ranging from the creation of thrombin that re-
sults in blood clots [14], to gene action [15], cell po-
larisation [16], epidemics [17] and ecological systems
[18, 19, 20, 21, 22, 23]).
The main tools for investigating stochastic cycles
are based on the direct calculation of power spectra
for the constituents of the network from a Langevin
equation [24, 8, 25], which demands knowledge of
noise covariances. The determination of noise co-
variances requires extensive coarse graining, starting
from a master equation formulation of the interaction
system, and via weak noise expansions the determin-
istic equations, and a Fokker-Planck equation, can
be calculated. Eventually, coarse graining allows the
use of the simpler chemical Langevin equation [8].
In [13] an approximation procedure was presented
which focussed on the eigenvalues of a matrix to pre-
dict quasi-cycles in a stochastic system. While the
eigenvalue method is fast and elegant it can lead to
false positives when investigating the number of os-
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cillation frequencies named resonant modes. In this
paper we seek to streamline the coarse graining pro-
cess by showing how the desired information, namely
the number of resonant frequencies of a network, can
be extracted from the deterministic equations only.
We also find the parameter ranges associated with
a number of resonant modes using graph theoreti-
cal approaches developed for chemical reaction net-
works. The techniques presented in this paper can be
applied in a more general context than chemical re-
action networks, namely, to any stochastic dynamical
system which can be modelled by a linear Langevin
equation.
There is a large body of algebraic and graph the-
oretic techniques for studying deterministic mathe-
matical models. Usually these mathematical mod-
els have a large number of parameters, typically one
rate constant per interaction, and the model param-
eters are responsible for the dynamics of the system
[26, 10]. Past research focussed successfully on ex-
ploiting the network structure of an interaction sys-
tem for determining its dynamical behaviour, as net-
work structure is a feature of a model and unaffected
by the choice of rate constants [9, 10, 11]. In [10]
it was shown how network structure can be used to
determine whether a given chemical reaction network
has stable steady states, a useful tool to rule out mul-
tistationarity in a network. More recently graph the-
oretical methods have been employed to show how
network features such as feedback cycles can lead to
oscillations and multistationarity in chemical reac-
tion networks [9]. Recently, a generalised theory of
Turing patterns has been developed exploiting net-
work features [27]. Graph theoretical methods pro-
vide the additional advantage over the approach in
[10], that they allow one to explore the bifurcation
structure of the network. Despite the apparent ad-
vantage of using graph theoretical methods for the
investigation of dynamical capabilities of interaction
networks the graph based investigation of stochastic
models is still in its infancy.
In this paper we provide an alternative route for
calculating the resonant frequencies (and their pa-
rameter ranges) of stochastically-driven oscillating
systems. We use the existing techniques of Sturm’s
theorem and the graph theoretic methods of [9], but
we combine them to be applicable to power spectral
methods. Instead of solving the roots of a ratio-
nal function of the power spectrum from the weak
noise approximation, we investigate the maxima of
this function. To do this, we adapt algebraic tech-
niques (e.g. Sturm chains) and a graph theoretic
formulation for finding the coefficients of the char-
acteristic polynomial and thereby offering a method-
ology for studying stochastically-driven oscillations
without requiring excessive expansions. We will use
the autocatalytic networks studied in [13, 28, 29] to
illustrate the use of our method.
2 Methods
In this section we introduce autocatalytic networks
as the main example for our method and show how
Sturm chains can be applied to find stochastic reso-
nances. We conclude this section by finding sets of
inequalities describing the phases of the three species
autocatalytic network.
2.1 Autocatalytic Networks and their
Power Spectra
We illustrate our methodology by example of the au-
tocatalytic systems discussed in [13], but the results
presented in this paper can be applied to any dynami-
cal system with a single stable steady state. Autocat-
alytic reactions form an important class of chemical
reaction networks and many biological systems can
be modelled by autocatalytic reactions. The defining
feature of autocatalytic networks is that one reaction
product is the catalyst for some other reactions and
the system follows the general reaction scheme [13]
Xi +Xi+1
ri+1
−−−→ 2Xi+1,
∅
αi−→ Xi,
Xi
βi
−→ ∅,
with,
Xn+1 ≡ X1,
for a set of chemical species {X1, . . . , Xn} and i =
1, . . . , n. In [13] a chemical master equation for the
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autocatalytic system was derived using the stochastic
law of mass action [30]. Using a weak noise expan-
sion [8] the deterministic equations for autocatalytic
networks of n species were derived in [13]
dxi
dt
= (rixi−1−ri+1xi+1)xi+αi

1−
n∑
j=1
xj

−βixi,
(1)
where xi denotes the concentration of the i
th species.
Following the approaches of [13, 29, 28] we make the
assumption that ri = rj , αi = αj and βi = βj for all
i, j. With these simplifications it can be shown that
the system has a single steady state at
x∗i =
α
β + nα
∀i. (2)
A linear stability analysis shows that the steady state
is stable for all parameter values [13]. The determin-
istic equations represent the leading order of the ex-
pansion of the chemical master equation in the limit
where the particle number Ω is large and at the next
order we obtain a Fokker-Planck equation [8]. At
steady state it is, however, simpler to use the equiv-
alent representation of a chemical Langevin equation
[1, 8]
x˙ = Jx+ η, (3)
where bold quantities represent vectors, J is the Ja-
cobian of equation (1) evaluated at the fixed point
and η is a vector of Gaussian Markov processes. The
covariances of the Markov processes 〈ηi(t)ηj(t
′)〉 =
Bijδ(t− t
′) can be calculated from the Fokker-Planck
equation. However, as will be shown in Subsection
2.2, it is not necessary for our methods to calcu-
late noise covariances in detail. Only the fact that
for white noise the covariances are constant will be
used. Therefore, tedious expansions as tradition-
ally used are not necessary, only knowing the deter-
ministic equations suffices. Equation (3) determines
the stochastic behaviour of autocatalytic networks at
large, but finite Ω.
A useful tool to find oscillations in stochastic tra-
jectories is the power spectrum Pk(ω
2) = 〈|xˆk|
2〉
where xˆk is the Fourier transform of the k
th element
of (3) and 〈·〉 denotes the average over a number
of realisations [24]. The general form of the power
spectrum of the kth species of any interaction net-
work whose stochastic behaviour can be described by
equation (3) is
Pk(ω
2) =
Qk(ω
2)
R(ω2)
, (4)
with
R(ω2) = det(J2 + ω2I), (5)
Qk(ω
2) = 〈[adj(J + iω)ηˆ]k [adj(J − iω)ηˆ]k〉, (6)
where I is the identity matrix, adj(·) is the adjugate
matrix, det(·) is the determinant and 〈·〉 denotes the
average. R(ω2) and Qk(ω
2) are polynomials of degree
n and n − 1, respectively, with n being the number
of species in the network. Note that R(ω2) reduces
to the characteristic polynomial of J2 if we let ω2 =
−λ. Previous approaches proceeded by analysing all
n rational functions (4) to determine the exact shape
of the power spectra, and hence prove the existence of
maxima. We will show how to determine the number
of maxima and their parameter ranges by considering
a single polynomial equation.
Stochastic oscillations manifest themselves as
peaks in the power spectra which are closely linked
to resonances. In analogy with the damped harmonic
oscillator we define ωR as a resonant frequency or
resonant mode such that R(ω2R) is a minimum. Our
definition implies that the resonant frequencies are
properties of the underlying network structure, repre-
sented by J2, rather than the individual network con-
stituents. Furthermore, our definition implies that
every species in the network will have the same num-
ber of resonant modes, which is of course not true
in general. In this paper we assume that we only
ever analyse networks with no disjoint subnetworks.
Graph theoretically this condition translates into the
graph of J , as defined in section 3, being connected.
If a network has disjoint subnetworks we can per-
form our analysis separately for each component of
the graph of J . The polynomials Qk(ω
2) can also
suppress stochastic oscillations, but for the purpose
of this paper, we use the approximation of [13] and
assume the generic case where the number of modes
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is solely determined by R(ω2). Therefore, generically,
the number of resonant modes is independent of the
noise covariances 〈ηiηj〉, even though resonance in in-
teraction networks is a stochastic effect.
2.2 Sturm Chains for Counting the
Maxima of Power Spectra
We now turn to determine the number of resonant
modes in a given network and show how parameter
ranges for stochastic oscillations can be computed for
the three species autocatalytic network. At resonance
the polynomial R(ω2) has a minimum which trans-
lates into the condition
dR(ω2)
d(ω2)
= R′(ω2) = 0, (7)
and, since the angular frequency ω is a real number,
we are interested in finding all distinct, real, positive
solutions to equation (7). A method to determine an
upper bound of such solutions is given by ‘Descartes’
rule of signs’ [31], which states that the maximum
number of real, positive roots of a polynomial is given
by the number of sign changes of consecutive non-zero
coefficients, if the terms of the polynomial are ordered
with descending variable exponent. Descartes’ rule,
however, only gives an upper bound and counts mul-
tiple roots as distinct roots.
An exact root counting algorithm is given through
the computation of Sturm sequences and the use of
Sturm’s theorem [32]. For a univariate polynomial
p(x) Sturm’s theorem gives the number of distinct
real roots in an interval (a, b] with a < b. To apply
Sturm’s theorem we compute a Sturm chain for p(x)
p0 = p(x),
p1 =
dp(x)
dx = p
′(x),
p2 = −rem(p0, p1),
...
pi = −rem(pi−1, pi−1),
...
0 = −rem(pm−1, pm), (8)
where rem(·, ·) is the remainder of the polynomial
long division. Sturm’s theorem proceeds by con-
sidering the signs of the Sturm chain p0, p1, . . . , pm
evaluated at the points a and b. Similarly to
Descartes’ rule the number of sign changes of
p0(a), p1(a), . . . , pm(a) and p0(b), p1(b), . . . , pm(b) is
counted which we denote as σ(a) and σ(b). The num-
ber of distinct real roots is simply σ(a)−σ(b). Letting
a = 0 and b =∞ gives the number of all positive, dis-
tinct, real roots. For small networks, especially the
case n = 2, the number of real roots follows triv-
ially from the quadratic formula and det(A + xI) =
x2+Tr(A)x+det(A), where Tr(A) is the trace. When
turning to larger networks, however, Sturm chains
become an invaluable tool.
2.3 Application to the Three-Species
Autocatalytic Network
In this subsection we will illustrate the usefulness of
Sturm chains by example of a small system in the
form of the n = 3 autocatalytic network. The three-
species network is in fact the Rock-Paper-Scissors
game for which stochastic simulations have been
studied in [33]. In section 4 we will show that the
same reasoning can be extended easily to larger net-
works.
The n = 3 autocatalytic network is described by
the deterministic equations
x˙1 = rx1(x3 − x2) + α(1− x1 − x2 − x3)− βx1,
x˙2 = rx2(x1 − x3) + α(1− x1 − x2 − x3)− βx2,
x˙3 = rx3(x2 − x1) + α(1− x1 − x2 − x3)− βx3,
(9)
with a steady state
x∗i =
α
β + 3α
, (10)
for every i = {1, 2, 3} and hence we will drop the
index. The Jacobian of (9) evaluated at the steady
state is
J =


−α− β −α− αr
β+3α −α+
αr
β+3α
−α+ αr
β+3α −α− β −α−
αr
β+3α
−α− αr
β+3α −α+
αr
β+3α −α− β

 ,
(11)
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and therefore R(ω2) will be a degree three polyno-
mial. Following the reasoning of the previous section
we will need to compute Sturm chain for a quadratic
polynomial, namely
p0(x) = 3x
2 + 2a2x+ a1,
p1(x) = 6x+ 2a2,
p2(x) =
a22
3 − a1. (12)
To find stochastic oscillations we will need to evaluate
the Sturm chain at the points x = 0 and x→∞,
p(∞) = (3, 6, a
2
2
3 − a1), (13a)
p(0) = (a1, 2a2,
a22
3 − a1), (13b)
and their sign changes. For a stochastic resonance
we will need the difference of sign changes to be ei-
ther one or two. This follows from the fact that
R(−∞) → −∞ and R(∞) → ∞ and therefore a
maximum exists if and only if a minimum exists too
and ω2 of the minimum will be larger than that of
the maximum. As we are only interested in the min-
imum we need at least one sign change, hence, for
stochastic oscillations
a1 < 0,
a2 > 0, (14)
or,
a1 > 0,
a2 < 0,
a22
3 − a1 > 0. (15)
To relate the abstract notion of polynomial coeffi-
cients back to model parameters we will need to com-
pute expressions for the coefficients ai.
From equations (14) and (15) it becomes apparent
that often we only need to evaluate specific coeffi-
cients of R(ω2) rather than find the polynomial itself.
Often, unless exact parameter ranges are needed,
even fewer polynomial coefficients need to be con-
sidered due to some coefficients’ inability to change
sign, a feature easily identified from network motifs
in the graph of J2. In the next section we will out-
line a graph-based method to facilitate the finding of
coefficients of R(ω2) based on [9].
3 Graph Theoretic Approach
In [9] a graph theoretic formula for the coefficients
of the characteristic polynomial of the Jacobian of
a chemical reaction network is given. A more gen-
eral relation between the coefficients of a character-
istic polynomial of a general square matrix A and
the graph associated to A can be found in the earlier
work of Maybee et al. [34]. We adapt the ideas of [9]
and [34] for stochastic systems. We use the squared
Jacobian J2, which is always a square matrix, as an
adjacency matrix for a directed graph G. Define the
vertex set V (G) = {1, . . . , n} for an n species interac-
tion network. Notice that in contrast to the reasoning
in [9] we no longer have a one to one correspondence
between the vertex i and the chemical species xi as
we consider J2 rather than J . By definition there is
an edge from vertex i to vertex j if J2ji 6= 0. The
convention used in [9, 34] is to only draw self loops
if Aii > 0, however, for convenience, we will always
draw a self loop if J2ii 6= 0. It will become apparent
that the choice to always draw self loops will only
change the visual character of the graph but does not
alter the calculations involved in any way. The reason
for the convention in previous research was that often
the diagonal elements Aii had the same sign for any
parameter values, e.g. the diagonal elements of (11)
are always negative. As we will be dealing with the
square of a matrix the diagonal elements will gener-
ically contain multiple terms and hence the sign will
depend on the parameter values. Using these conven-
tions we can define a vertex and an edge set which
allow us to draw the directed graph for the k = 3
autocatalytic network as shown in Figure 1.
In graph theory a cycle c of length k in
the graph G is defined as a series of dis-
tinct vertices {vi1 , . . . , vik} connected by edges
vi1vi2 , vi2vi3 , . . . , vikvi1 [35]. For a cycle c we denote
J2[c] = (J2)vi2vi1 (J
2)vi3vi2 · · · (J
2)vi1vik which is the
product of all the edge weights in the cycle. The cy-
cles in an interaction graph such as Figure 1 will be
the fundamental building blocks for this graph the-
oretic approach. The graph in Figure 1 has eight
cycles, two of length three ({1, 2, 3} and {3, 2, 1}),
three of length two ({1, 3}, {1, 2} and {2, 3}) and
three length one cycles which are the self loops. In
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1 2
3
Figure 1: The directed graph associated with J2 of
the n = 3 autocatalytic network. The edges have
weights: 1 → 1 = 2 → 2 = 3 → 3 : (α + β)2 + 2(α +
αr/(3α+β))(α−αr/(3α+β)), 2→ 1 = 3→ 2 = 1→
3 : 2(α + β)(α + αr/(3α + β)) + (α − αr/(3α + β))2
and 3 → 1 = 1 → 2 = 2 → 3 : (α + αr/(3α + β))2 +
2(α+ β)(α− αr/(3α+ β)).
the method presented in this paper we are essentially
dealing with complete directed graphs only, as, even
though the Jacobian matrix of a chemical reaction
system may be sparse, its square will generically be a
dense matrix. Therefore, efficient cycle enumeration
will be a non-trivial limitation of this method. How-
ever, computational experiments in SageMath [40]
show that cycle enumeration is not a time limiting
step in the calculation of phase diagrams.
Using the directed cycles of a graph G as build-
ing blocks we can define the concept of factors. A
factor fk of degree k of G is a collection of pairwise
disjoint cycles covering k distinct vertices. The num-
ber of cycles in a factor fk is denoted by |fk| which
we shall call the cardinality of the factor. Hence,
a graph can have multiple factors of the same de-
gree, but with a vastly different number of cycles,
e.g. the graph in Figure 1 has a factor of degree three
f
(1)
3 = {{1, 2, 3}} with |f
(1)
3 | = 1 and a factor of the
same degree f
(2)
3 = {{1}, {2}, {3}} with |f
(2)
3 | = 3.
Other factors of degree three can be built from the
cycles.
Consider the characteristic polynomial p(x) = xn+∑(n−1)
i=0 aix
i of a matrix A. We can now adapt a
graph theoretic formula to find the coefficients ai,
derived in [34] and applied to interaction networks in
[9]. If the graph associated to the matrix A is G then
an−k =
∑
fk∈G
(−1)|fk|+k
∏
c∈fk
A[c] k = 1, . . . , n
(16)
where in our example A = J2 and all other quantities
are as previously defined.
While finding factors is trivial for small graphs
the task can become computationally intractable for
larger networks with more than six vertices. This is
mainly due to the fact that no efficient algorithms for
finding all possible factors of a graph exist. Addition-
ally, the complexity is increased as the we are con-
sidering directed graphs which are generically com-
plete. Finding all factors is the main bottleneck of
the method.
Returning to equations (14) and (15) we need to
find expressions for a1 and a2 and hence we will need
to find all factors of degree two and one which are
summarised in Table 1. Therefore, by utilising equa-
tion (16) we can find expressions for the coefficients
a1 and a2,
a2 =
3(27α4 + 36α3β + 24α2β2 + 8αβ3 + β4 − 2α2r2)
9α2 + 6αβ + β2
,
(17)
a1 =
3(486α6β2 + 972α5β3 + 837α4β4 + 396α3β5)
81α4 + 108α3β + 54α2β2 + 12αβ3 + β4
+
+
3(108α2β6 + 16αβ7 + β8 + 3α4r4)
81α4 + 108α3β + 54α2β2 + 12αβ3 + β4
−
−
18(27α6 + 36α5β + 15α4β2 + 2α3β3)r2)
81α4 + 108α3β + 54α2β2 + 12αβ3 + β4
.
(18)
From the relations (14), (15) and (17), (18) we can
plot a phase diagram of the system by either simpli-
fying the resulting set of inequalities using cylindrical
algebraic decomposition [36] or numerically by plug-
ging in parameter values. A summary of the phases
of the n = 3 autocatalytic network can be found in
Figure 4.
We simulated the trajectory of the stochastic n = 3
autocatalyitc network in the parameter regime which
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k = 1 Cycles Cardinality
f
(1)
1 {1} 1
f
(2)
1 {2} 1
f
(3)
1 {3} 1
k = 2 Cycles Cardinality
f
(1)
2 {{1, 3}} 1
f
(2)
2 {{1, 2}} 1
f
(3)
2 {{2, 3}} 1
f
(4)
2 {{1}, {2}} 2
f
(5)
2 {{1}, {3}} 2
f
(5)
2 {{2}, {3}} 2
Table 1: A summary of all relevant factors in the
n = 3 autocatalytic network graph.
0 20 40 60 80 100 120 140 160 180 200
t[s]
0.18
0.19
0.20
0.21
0.22
0.23
0.24
0.25
0.26
0.27
0.28
0.29
0.30
0.31
x
1
Figure 2: A trajectory of the n = 3 autocatalytic
network with parameter values α = β = 0.1, r = 1
and Ω = 5000. The smooth decaying curve is the
numerical solution of the ODE system (9) and the
oscillating trajectory is the stochastic trajectory.
satisfies condition (15) using Euler-Maruyama [37] in-
tegration of equation (3), Figure 2, and plotted the
power spectrum averaged over 200 repetitions. Our
results can be found in Figure 3 and show good agree-
ment with the theoretical curve calculated in [13,
equation (14)].
0.0 0.5 1.0 1.5 2.0
ω
0.0
0.5
1.0
1.5
2.0
2.5
3.0
3.5
P
1
(ω
2
)
Figure 3: The power spectrum of the stochastic
n = 3 autocatalytic network with parameter values
α = β = 0.1, r = 1 and Ω = 5000. The smooth line
represents the analytic curve, calculated from equa-
tion (14) in [13], and the dotted line is the average
power spectrum of 200 simulations. Following [38],
we normalised the spectra such that they have unit
area.
4 Application to Larger Net-
works
In this section we will show that our method can
be applied with ease to larger networks by exam-
ple of the n = 5 autocatalytic network. Traditional
methods include the exact calculation of the power
spectrum from the chemical Langevin equation [1]
or approximations via the eigenvalues of the Jaco-
bian matrix [13]. These tools have the capabilities
of achieving the same results of finding the num-
ber of modes of a stochastic system, however they
are subject to serious drawbacks. Analytic expres-
sions for the exact power spectra of a network can
be calculated quickly in symbolic packages such as
Mathematica [39] or SageMath [40]. However, such a
calculation involves knowledge of the correlations of
the Markov processes ηi, 〈ηi(t)ηj(t
′)〉 = Bijδ(t − t
′),
which are cumbersome to compute. Moreover, the
full analytic form does not a priori give away any
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Figure 4: The phase diagram for the α = β slice of
the parameter space of the n = 3 autocatalytic net-
work. We identified two connected regions, one where
stochastic oscillations are possible and one where the
power spectrum is flat.
information about the number of stochastic modes
of a system. To extract this information one would
need to analyse the full rational function that is the
power spectrum. While this is at best impractical,
it can often be impossible and approximations need
to be used. One such approximation was outlined in
[13] and it focussed on the pairs of complex conjugate
eigenvalues of the Jacobian matrix. In [13] it was ar-
gued that the system will have a stochastic resonance
if there exists a complex conjugate pair of eigenval-
ues λi, λ
∗
i such that ℑ(λi)
2 − ℜ(λi)
2
> 0. While
this is a quick and elegant method which also gives
additional information about the relative intensities
of resonances, it can lead to false positives. In par-
ticular, parameter regions for stochastic oscillations
will be smaller than predicted as the approximation
focuses at one factor of the characteristic polynomial
of J2 at a time. In practice, however, other factors
can “destroy” the resonance. The method outlined in
this paper will be able to exactly predict the parame-
ter regions and the number of stochastic resonances,
however, there are limitations on the network size
which we will discuss in this section.
The five species autocatalytic network is described
by the equations
x˙1 = rx1(x5 − x2) + α(1− x1 − x2 − x3 − x4 − x5)− βx1,
x˙2 = rx2(x1 − x3) + α(1− x1 − x2 − x3 − x4 − x5)− βx2,
x˙3 = rx3(x2 − x4) + α(1− x1 − x2 − x3 − x4 − x5)− βx3,
x˙4 = rx4(x3 − x5) + α(1− x1 − x2 − x3 − x4 − x5)− βx4,
x˙5 = rx5(x4 − x1) + α(1− x1 − x2 − x3 − x4 − x5)− βx5.
(19)
The steady state of the system is
x∗i =
α
β + 5α
, (20)
for every i = {1, . . . , 5}. The Jacobian evaluated at
the steady state is
J =


J0 J1 J2 J2 J3
J3 J0 J1 J2 J2
J2 J3 J0 J1 J2
J2 J2 J3 J0 J1
J1 J2 J2 J3 J0


, (21)
with
J0 = −α− β,
J1 = −α−
rα
β + 5α
,
J2 = −α,
J3 = α+
rα
β + 5α
. (22)
A linear stability analysis guarantees that system
(19) is stable for any positive parameter values.
To determine the phase diagram we can follow the
exact same procedure described above, namely:
1. compute the Sturm chain for a generic degree
n− 1 polynomial;
2. determine sets of inequalities on the Sturm coef-
ficients to give resonances;
3. compute the relevant coefficients of the polyno-
mial using graph theoretic methods;
4. use the information from steps 2 and 3 to plot a
phase diagram.
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In practice, however, this turns out to be cumber-
some due to the vast number of sets of inequalities
involved in step two, in addition to the quickly rising
number of cycles and factors involved in step three.
Furthermore, the explicit expressions for the Sturm
coefficients can be cumbersome to work with. While
it is possible to do step three on a computer, the in-
equalities involved in step two need to be formulated
by hand. Therefore, to optimise the algorithm for
automation we use the algorithm:
1. compute the Sturm chain for a generic degree
n− 1 polynomial;
2. compute the relevant coefficients of the polyno-
mial using graph theoretic methods;
3. substitute parameter values and compute the
number of real, positive roots;
4. use this information to find the number of
stochastic modes;
5. plot the phase diagram.
Step four is necessary due to the fact that a real,
positive root could indicate a maximum or a min-
imum of R(ω2). This second algorithm can easily
be implemented on a computer and phase diagrams
can be calculated quickly. The only input required
is a Jacobian evaluated at the steady state. We im-
plemented our method in SageMath to plot a phase
diagram for the n = 5 autocatalytic network in the
α = β plane. Our results are summarised in Figure
5. There are three regions in the phase diagram with
two, one and no stochastic modes. We performed an
Euler-Maruyama integration of equation (3) in the
two-resonance regime and plotted the power spec-
trum. Our simulation results, summarised in Figure
6 and 7, show that we accurately predict the number
of resonant modes.
In principle the method presented in this paper
could be applied to networks of arbitrary number of
species, however, there are a number of problems one
encounters in networks with more species. The first
problem is of fundamental nature and was already
discussed in section 3, namely the fact that we are
generally dealing with complete, directed graphs and
Figure 5: The phase diagram for the α = β slice
of the parameter space of the n = 5 autocatalytic
network. We identified three connected regions, one
where there are two stochastic modes, one with only
one mode and where no oscillations are possible.
0 20 40 60 80 100 120 140 160 180 200
t[s]
0.05
0.10
0.15
0.20
0.25
x
1
Figure 6: A trajectory of the n = 5 autocatalytic
network with parameter values α = β = 0.01, r = 4
and Ω = 10000. The smooth decaying curve is the
numerical solution of the ODE system (19) and the
oscillatory curve is the stochastic trajectory.
finding the factors of such a graph is a non-trivial
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Figure 7: The power spectrum of the stochastic
n = 5 autocatalytic network with parameter values
α = β = 0.01, r = 4 and Ω = 10000. The smooth
green line represents the analytic curve, calculated
from equation (14) in [13], and the dotted blue line is
the average power spectrum of 500 simulations. Fol-
lowing [38], we normalised the spectra such that they
have unit area.
task. The second issue is to do with numerical errors
during computations. Substituting parameter values
into the Sturm coefficients requires extensive floating
point arithmetic and when the Sturm coefficients are
small numerical errors will change the result. While
our method should generally be robust, as only signs
and sign changes are needed, as soon as one coeffi-
cient is small numerical fluctuations will become sig-
nificant.
5 Conclusion
Numerous dynamical systems, which appear stable
in a deterministic regime, can exhibit oscillatory be-
haviour when model stochasticity is accounted for.
Such stochastically driven oscillations are likely to
be missed in many applications. Here we have devel-
oped simple and general graph theoretic tools that
allow ODE systems to be analysed as to the pos-
sibility of the occurrence of quasi-cycles. A vital
tool to investigate stochastic oscillations is the power
spectrum which is traditionally calculated from the
Langevin equation. Current methods, however, re-
quire detailed knowledge of the underlying stochas-
tic process which can be difficult to calculate. In
this paper we showed how resonance can be un-
derstood as a network property, independent of the
noise correlations involved. We used Sturm chains
to count the number of resonant modes and out-
lined a graph based method to determine parame-
ter ranges in which stochastic oscillations occur. Fu-
ture work will seek to extend the application of graph
based methods to stochastic spatial systems such as
stochastic Turing patterns in interaction networks.
Data Accessiblity. The SageMath code for our
method and examples is available as electronic sup-
plementary material.
Authors’ Contributions. TEW and HAH de-
signed and supervised the study. MFA performed
experiments, analysis, and wrote initial drafts of the
manuscript. TEW, HAH and MFA wrote the paper.
Competing Interests. We declare we have no
competing interests.
Funding. MFA would like to thank the EP-
SRC for supporting this research through grant
EP/G03706X/1. TEW would like to thank St John’s
College, Oxford and the Mathematical Biosciences
Institute (MBI) at Ohio State University, for fi-
nancially supporting this research through the Na-
tional Science Foundation grant DMS 1440386 and
BBSRC grant BKNXBKOO BK00.16. HAH grate-
fully acknowledges funding from the EPSRC Fellow-
ship EP/K041096/1 and Royal Society University
Research Fellowship.
Acknowledgements. The authors would like to
thank Prof Eamonn Gaffney for helpful discussions
and his comments on an initial version of the
manuscript.
10
References
[1] A. J. McKane and T. J. Newman. Phys. Rev.
Lett., 94(21), 2005.
[2] W. Wang and L. Chen. Comput. Math. with
Appl., 33(8):83–91, 1997.
[3] T. Yoshida, L. E. Jones, S. P. Ellner, G. F.
Fussmann, and N. G. Hairston. Nature,
424(6946):303–306, 2003.
[4] C. A. Lugo and A. J. McKane. Phys. Rev. E,
78(5):051911, 2008.
[5] A. J. Lotka. Elements of Physical Biology.
Williams & Wilkins Co., Baltimore, 1925.
[6] J. D. Murray. Mathematical Biology I. An intro-
duction, volume 17 of Interdisciplinary Applied
Mathematics. Springer New York, New York,
NY, 2002.
[7] J. D. Murray. Mathematical Biology II - Spa-
tial Models and Biomedical Applications, vol-
ume 18 of Interdisciplinary Applied Mathemat-
ics. Springer-Verlag, New York, 3 edition, 2008.
[8] N. G. van Kampen. Stochastic Processes in
Physics and Chemistry. Elsevier, 1983.
[9] M. Mincheva and M. R Roussel. J. Math. Biol.,
55(1):61–86, 2007.
[10] M. Feinberg. Chem. Eng. Sci., 42(10):2229–
2268, 1987.
[11] M. Feinberg. Chem. Eng. Sci., 43(1):1–25, 1988.
[12] L. Michaelis and M. L. Menten. Biochem Z,
49(February):333–369, 1913.
[13] T. Dauxois, F. Di Patti, D. Fanelli, and A. J.
McKane. Phys. Rev. E, 79(3):036112, 2009.
[14] K. Lo, W. S. Denney, and S. L. Diamond. Patho-
physiol. Haemost. Thromb., 34(2-3):80–90, 2005.
[15] J. Wang, M. Lefranc, and Q. Thommen. Bio-
phys. Jour., 107(10):2403–2416, 2014.
[16] A. J. McKane, T. Biancalani, and T. Rogers.
Bull. of Math. Biol., 76(4):895–921, 2014.
[17] T. Rogers, W. Clifford-Brown, C. Mills, and
T. Galla. Jour. Stat. Mech., 2012(08):P08018,
2012.
[18] K. Higgins, A. Hastings, J. N. Sarvela, and L. W.
Botsford. Science, 276(5317), 1997.
[19] N. C. Stenseth, K. Chan, E. Framstad, and
H. Tong. Proc. R. Soc. B, 265(1409), 1998.
[20] O. N. Bjørnstad and B. T. Grenfell. Science,
293(5530), 2001.
[21] P. Rohani, M. J. Keeling, and B. T. Grenfell.
Am. Nat., 159(5):469–81, 2002.
[22] D. C. Reuman, R. A. Desharnais, R. F.
Costantino, O. S. Ahmad, and J. E. Cohen.
Proc. Natl. Acad. Sci. U. S. A., 103(49):18860–
5, 2006.
[23] M. Krkosˇek, R. Hilborn, R. M. Peterman, and
T. P. Quinn. Proc. R. Soc. B, 278(1714), 2011.
[24] T. E. Woolley, R. E. Baker, E. A. Gaffney, and
P. K. Maini. Phys. Rev. E, 84(8718):21915–2,
2011.
[25] M. L. Simpson, C. D. Cox, and G. S. Sayler. J.
Theor. Biol., (229):383–394, 2004.
[26] C. M. Guldberg and P. Waage. CM Forhan-
dlinger: Videnskabs-Selskabet i Christiana,
35(1864):1864, 1864.
[27] X. Diego, L. Marcon, P. Mu¨ller, and J. Sharpe.
2017.
[28] Y. Togashi and K. Kaneko. Phys. Rev. Lett.,
86(11):2459–2462, 2001.
[29] Y. Togashi and K. Kaneko. J. Phys. Soc. Jpn.,
72(1):62–68, 2003.
[30] D. F. Anderson, G. Craciun, and T. G. Kurtz.
Bull. Math. Biol., 72(8):1947–1970, 2010.
11
[31] D. J. Struik. A Source Book in Mathematics,
1200-1800. Princeton University Press, 2014.
[32] J. C. F. Sturm. Bull. des Sci. Fe´russac, 11:419–
425, 1829.
[33] M. Mobilia. J. Theor. Biol., 264(1):1–10, 2010.
[34] J. S. Maybee, D. D. Olesky, P. van Den Driess-
che, and G. Wiener. SIAM J. Matrix Anal. A.,
1989.
[35] F. Harary. Graph Theory. Addison-Wesley,
Reading, 1969.
[36] D. Arnon, G. Collins, and S. McCallum. SIAM
J. Comput., 13(4):865–877, 1984.
[37] P. E. Kloeden and E. Platen. Numerical solution
of stochastic differential equations. Springer-
Verlag, 1995.
[38] D. L. K. Toner and R. Grima. J. Chem. Phys.,
138(5):055101, 2013.
[39] Wolfram Research, Inc. Mathematica 11.0, 2010.
https://www.wolfram.com.
[40] W.A. Stein et al. Sage Mathematics Software
(Version 7.2). The Sage Development Team,
2016. http://www.sagemath.org.
12
