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Abstract
We study bialgebras in the compact closed category Rel of sets and binary relations. We show that various
monoidal categories with extra structure arise as the categories of (co)modules of bialgebras in Rel. In
particular, for any group G we derive a ribbon category of crossed G-sets as the category of modules of a
Hopf algebra in Rel which is obtained by the quantum double construction. This category of crossed G-sets
serves as a model of the braided variant of propositional linear logic.
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1 Introduction
For last two decades it has been shown that there are plenty of important exam-
ples of traced monoidal categories [21] and ribbon categories (tortile monoidal cat-
egories) [32,33] in mathematics and theoretical computer science. In mathematics,
most interesting ribbon categories are those of representations of quantum groups
(quasi-triangular Hopf algebras) [9,23] in the category of ﬁnite-dimensional vector
spaces. In many of them, we have non-symmetric braidings [20]: in terms of the
graphical presentation [19,31], the braid c = is distinguished from its inverse
c−1 = , and this is the key property for providing non-trivial invariants (or de-
notational semantics) of knots, tangles and so on [12,23,33,35] as well as solutions
of the quantum Yang-Baxter equation [9,23]. In theoretical computer science, ma-
jor examples include categories with ﬁxed-point operators used in denotational and
algebraic semantics [5,15,16], and the category of sets and binary relations and its
variations used in models of linear logic [13] and game semantics [29]. Moreover,
the Int-construction [21] provides a rich class of models of Geometry of Interaction
[3,14]. In most of them, braidings are symmetric, hence is identiﬁed with .
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Although it is nice to know that all these examples share a common structure, it
is also striking to observe that important examples from mathematics and those from
computer science are almost disjoint 3 . Is it just a matter of taste of mathematicians
and computer scientists? Or is it the case that categories used in computer science
cannot host structures interesting for mathematicians (non-symmetric braidings in
particular)?
In this paper we demonstrate that we do have mathematically interesting struc-
tures in a category preferred by computer scientists. Speciﬁcally, we focus on the
category Rel of sets and binary relations. Rel is a compact closed category [25],
that is, a ribbon category in which braiding is symmetric and twist is trivial. We
study bialgebras and Hopf algebras in Rel, and show that various monoidal cate-
gories with extra structure like traces and autonomy can be derived as the categories
of (co)modules of bialgebras in Rel. As a most interesting example, for any group
G we consider the associated Hopf algebra in Rel, and apply the quantum dou-
ble construction [9] to it. The resulting Hopf algebra is equipped with a universal
R-matrix as well as a universal twist. We show that the category of its modules
is the category of crossed G-sets [12,34] and suitable binary relations, featuring
non-symmetric braiding and non-trivial twist.
Related work
Hopf algebras in connection to quantum groups [9] have been extensively studied:
standard references include [23,28]. The idea of using Hopf algebras for modelling
various non-commutative linear logic goes back to Blute [6], where the focus is on
Hopf algebras in the ∗-autonomous category of topological vector spaces. As far
as we know, there is no published result on Hopf algebras in Rel. Since Freyd
and Yetter’s work [12], categories of crossed G-sets have appeared frequently as
typical examples of braided monoidal categories. In the standard setting of ﬁnite-
dimensional vector spaces, modules of the quantum double of a Hopf algebra A
amount to the crossed A-bimodules [23,24], and our result is largely an adaptation
of such a standard result to Rel. However we are not aware of a characterization
of crossed G-sets in terms of a quantum double construction in the literature.
Organization of this paper
In Section 2, we recall basic notions and facts on monoidal categories and bialgebras.
In Section 3, we examine some bialgebras in Rel which arise from monoids and
groups, and study the categories of (co)modules. Section 4 is devoted to a quantum
double construction in Rel, which gives rise to a category of crossed G-sets. We
discuss how this category can be used as a model of braided linear logic in Section
5. Section 6 concludes the paper.
3 An important exception would be dagger compact closed categories used in the study of quantum
information protocols [2], though they do not feature non-symmetric braidings. We shall note that our
category of crossed G-sets is actually a dagger tortile category in the sense of Selinger [31].
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2 Monoidal categories and bialgebras
2.1 Monoidal categories
A monoidal category (tensor category) [26,20] C = (C,⊗, I, a, l, r) consists of a cat-
egory C, a functor ⊗ : C × C → C, an object I ∈ C and natural isomorphisms
aA,B,C : (A⊗B)⊗ C ∼→ A⊗ (B ⊗ C), lA : I ⊗ A ∼→ A and rA : A⊗ I ∼→ A subject
to the standard coherence diagrams. It is said to be strict if a, l, r are the identity
morphisms.
A braiding [20] is a natural isomorphism cA,B : A⊗B ∼→ B ⊗A such that both
c and c−1 satisfy the following “bilinearity” (the case for c−1 is omitted):
(A⊗B)⊗ C A⊗ (B ⊗ C) (B ⊗ C)⊗A
(B ⊗A)⊗ C B ⊗ (A⊗ C) B ⊗ (C ⊗A)

cA,B⊗C
aA,B.C cA,B⊗C

aB,C,A

aB,A,C

B⊗cA,C
A symmetry is a braiding such that cA,B = c−1B,A. A braided/symmetric monoidal
category is a monoidal category equipped with a braiding/symmetry.
A twist or a balance for a braided monoidal category is a natural isomorphism
θA : A
∼→ A such that θI = idI and θA⊗B = cB,A ◦ (θB ⊗ θA) ◦ cA,B hold. A
balanced monoidal category is a braided monoidal category with a twist. Note that
a symmetric monoidal category is a balanced monoidal category with θA = idA for
every A.
A (left) dual of an object A in a monoidal category is an object A∗ equipped
with a pair of morphisms d : I → A ⊗ A∗, called unit, and e : A∗ ⊗ A → I, called
counit, making the composites
A
l−1A→ I ⊗A d⊗A−→ (A⊗A∗)⊗A aA,A∗,A−→ A⊗ (A∗ ⊗A) A⊗e−→ A⊗ I rA→ A
A∗
r−1
A∗→ A∗ ⊗ I A∗⊗d−→ A∗ ⊗ (A⊗A∗)
a−1
A∗,A,A∗−→ (A∗ ⊗A)⊗A∗ e⊗A∗−→ I ⊗A∗ lA∗→ A∗
the identity morphisms. A ribbon category [33] (tortile monoidal category [32]) is
a balanced monoidal category in which every object A has a dual (A∗, ηA : I →
A ⊗ A∗, εA : A∗ ⊗ A → I) and moreover θA∗ = θA∗ holds, where, for f : A → B,
f∗ : B∗ → A∗ is given by (omitting l, r and a)
B∗ B
∗⊗ηA→ B∗ ⊗A⊗A∗ B
∗⊗f⊗A∗→ B∗ ⊗B ⊗A∗ εB⊗A∗→ A∗.
It follows that (−)∗ extends to a contravariant equivalence, there is a natural isomor-
phism A∗∗  A, and the functor (−)⊗A is left (and right) adjoint to (−)⊗A∗. Note
that a ribbon category in which twist is the identity (and braiding is a symmetry)
is a familiar compact closed category [25].
A traced monoidal category [21] is a balanced monoidal category C equipped with
a trace operator TrXA,B : C(A ⊗ X,B ⊗ X) → C(A,B) satisfying a few coherence
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axioms. Alternatively, by the structure theorem in ibid., traced monoidal categories
are characterized as monoidal full subcategories of ribbon categories. Any ribbon
category has a unique trace, called canonical trace [21] (for uniqueness see e.g. [16]).
For a morphism f : A⊗X → B⊗X in a ribbon category, its trace TrXA,Bf : A → B
is given by
TrXA,Bf = (idB ⊗ (εX ◦ (idX∗ ⊗ θX) ◦ cX,X∗)) ◦ (f ⊗ idX∗) ◦ (idA ⊗ ηX).
For monoidal categories C = (C,⊗, I, a, l, r) and C′ = (C′,⊗′, I ′, a′, l′, r′), a
monoidal functor from C to C′ is a tuple (F,m,mI) where F is a functor from
C to C′, m is a natural transformation from F (−) ⊗′ F (=) to F (−⊗ =) and
mI : I ′ → FI is an arrow in C′, satisfying three coherence conditions. It is called
strong if mA,B and mI are all isomorphisms. A balanced monoidal functor from
a balanced C to another C′ is a monoidal functor (F,m,mI) which additionally
satisﬁes mB,A ◦ cFA,FB = FcA,B ◦mA.B and F (θA) = θFA.
For monoidal functors (F,m,mI), (G,n, nI) with the same source and tar-
get monoidal categories, a monoidal natural transformation from (F,m,mI) to
(G,n, nI) is a natural transformation ϕ : F → G such that ϕA⊗B ◦ mA,B =
nA,B ◦ ϕA ⊗ ϕB and ϕI ◦mI = nI hold. A (balanced/symmetric) monoidal adjunc-
tion between (balanced/symmetric) monoidal categories is an adjunction in which
both of the functors are (balanced/symmetric) monoidal and the unit and counit
are monoidal natural transformations.
2.2 Monoids, comonoids and (co)modules
A monoid in a monoidal category C = (C,⊗, I, a, l, r) is an object A equipped with
morphisms m : A⊗A → A, called the multiplication, and 1 : I → A, called the unit,
such that the following diagrams commute (for the sake of simplicity, we omit the
coherence isomorphisms a, l, r, and pretend as if C is a strict monoidal category).
A⊗A⊗A A⊗A A A⊗A
A⊗A A A⊗A A
A⊗m

m⊗A

m
A⊗1

1⊗A

id

m

m

m
When C is braided and m ◦ cA,A = m holds, we say A is commutative.
Dually, a comonoid in a monoidal category C is an object A equipped with
morphisms Δ : A → A ⊗ A, called the comultiplication, and  : A → I, called the
counit, satisfying
A A⊗A A A⊗A
A⊗A A⊗A⊗A A⊗A A
Δ

Δ

A⊗Δ
Δ

Δ

id

A⊗

Δ⊗A

⊗A
When C is braided and cA,A ◦Δ = Δ holds, we say A is co-commutative.
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Suppose that A = (A,m, 1) is a monoid. A gives rise to a monad A⊗ (−) whose
multiplication is m ⊗ X : A ⊗ A ⊗ X → A ⊗ X and unit is 1 ⊗ X : X → A ⊗ X.
An A-module is an Eilenberg-Moore algebra of this monad. More explicitly, an A-
module consists of an object X and a morphism α : A⊗X → X, called the action,
satisfying
X A⊗X A⊗A⊗X A⊗X
X A⊗X X
1⊗X
id 
α

m⊗X
A⊗α

α

α
A morphism of A-modules from (X,α) to (Y, β) is a morphism f : X → Y satisfying
A⊗X A⊗ Y
X Y
A⊗f

α

β

f
Let us denote the category of A-modules and morphisms by Mod(A).
Dually, given a comonoid A = (A,Δ, ), an A-comodule is an Eilenberg-Moore
coalgebra of the comonad A ⊗ (−) whose comultiplication is Δ ⊗ X : A ⊗ X →
A ⊗ A ⊗X and counit is  ⊗X : A ⊗X → X. Explicitly, an A-comodule consists
of an object X and a morphism α : X → A⊗X, called the coaction, satisfying the
axioms dual to the those of modules. A morphism of A-comodules from (X,α) to
(Y, β) is then a morphism f : X → Y making the evident diagram commute. We
will denote the category of A-comodules and morphisms by Comod(A).
2.3 Bialgebras and Hopf algebras
Now suppose that C is a symmetric monoidal category with a symmetry cX,Y :
X ⊗ Y → Y ⊗X. A bialgebra in C is given by a tuple A = (A,m, 1,Δ, ) where A
is an object of C and (A,m, 1) is a monoid in C while (A,Δ, ) is a comonoid in C,
satisfying
A⊗A A
A⊗A⊗A⊗A A⊗A⊗A⊗A A⊗A
m

Δ⊗Δ

Δ

A⊗cA,A

m⊗m
A⊗A A I I I
I A A⊗A A
m

⊗

	 

	
1 

1⊗1
id

1
Δ




We say A is commutative (resp. co-commutative) when it is commutative (resp.
co-commutative) as a monoid (resp. comonoid). For a bialgebra A, we can consider
the category of modules Mod(A) as well as that of comodules Comod(A). The
functor A⊗ (−) is both monoidal and comonoidal. Moreover, as a monad A⊗ (−)
is comonoidal, while as a comonad it is monoidal. It follows that (cf. [7,30]) both
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Mod(A) and Comod(A) are monoidal categories. Explicitly, in Mod(A), the
tensor unit is (I, A⊗ I  A → I) and the tensor product of (X,α) and (Y, β) is
(X ⊗ Y,A⊗X ⊗ Y Δ⊗X⊗Y−→ A⊗A⊗X ⊗ Y A⊗cA,X⊗Y−→ A⊗X ⊗A⊗ Y α⊗β−→ X ⊗ Y ).
The monoidal structure of Comod(A) is given by dualizing that of Mod(A).
A Hopf algebra is a bialgebra A = (A,m, 1,Δ, ) equipped with a morphism
S : A → A, called an antipode, such that
A⊗A A⊗A
A I A
A⊗A A⊗A
S⊗A


m

Δ


Δ
 1

A⊗S



m
commutes.
Lemma 2.1 If C is a compact closed category and A is a Hopf algebra in C, every
object in Mod(A) has a dual, where a dual of a module (X,α) is
A⊗X∗ c→ X∗ ⊗A X
∗⊗S⊗η−→ X∗ ⊗A⊗X ⊗X∗ X∗⊗α⊗X∗−→ X∗ ⊗X ⊗X∗ ε⊗X∗−→ X∗.
2.4 Braiding and twist on (co)modules of a bialgebra
If a bialgebra A is co-commutative (resp. commutative), the monoidal category
Mod(A) (resp. Comod(A)) has a symmetry inherited from the base symmetric
monoidal category. However, (whether A is (co-)commutative or not) there can be
some non-trivial braiding and twist on Mod(A) or Comod(A): we shall look at the
case of Mod(A). Suppose that Mod(A) is braided with a braiding σ (while we use
c for the symmetry of the base symmetric monoidal category). Since A = (A,m) is
a A-module, we have σA,A : A⊗A → A⊗A, and cA,A ◦ σA,A ◦ (1⊗ 1) : I → A⊗A
which we shall denote by R. Conversely, from this R : I → A ⊗ A we can recover
σX,Y : X ⊗ Y → Y ⊗X for modules X = (X,α) and Y = (Y, β) as
X ⊗ Y R⊗X⊗Y−→ A⊗A⊗X ⊗ Y A⊗cA,X⊗Y−→ A⊗X ⊗A⊗ Y α⊗β−→ X ⊗ Y cX,Y→ Y ⊗X.
In fact, there is a bijective correspondence between braidings on Mod(A) and mor-
phisms of I → A ⊗ A satisfying certain equations [23,28]. Such a morphism of
I → A ⊗ A is called a universal R-matrix or a braiding element. A bialgebra
equipped with a universal R-matrix is called a quasi-triangular bialgebra.
Next, let A be a quasi-triangular Hopf algebra and suppose that Mod(A) is
a ribbon category, i.e., not just braided but also with a twist θ. We then have a
morphism v = θA ◦ 1 : I → A, from which we can recover θX : X → X for a
module X = (X,α) as X v⊗X−→ A ⊗ X α−→ X. It follows that we have a bijective
correspondence between twists on Mod(A) and certain morphisms v : I → A
satisfying a few axioms [23,28,33]. Such a v is called a universal twist or a twist
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element. A quasi-triangular Hopf algebra equipped with a universal twist is called
a ribbon Hopf algebra.
Proposition 2.2 (cf. [23,33])
(i) If A is a quasi-triangular bialgebra in a symmetric monoidal category C, then
Mod(A) is a braided monoidal category.
(ii) If A is a ribbon Hopf algebra in a compact closed category C, then Mod(A) is
a ribbon category.
We will give a non-commutative non-co-commutative ribbon Hopf algebra in
Rel in Section 4.
2.5 Examples
We shall look at a few basic cases.
Example 2.3 As a classical example, let us consider the category Vectk of vector
spaces over a ﬁeld k and linear maps. Vectk is a symmetric monoidal category whose
monoidal product is given by the tensor product of vector spaces, and k serves as
the tensor unit. A monoid in Vectk is nothing but an algebra in the standard sense.
Similarly, a comonoid in Vectk is what is normally called a coalgebra. Modules,
comodules, bialgebras and Hopf algebras in Vectk are exactly those in the classical
sense; a detailed account can be found in [23].
Example 2.4 Let Set be the category of sets and functions. By taking ﬁnite
products as tensor products, Set forms a symmetric monoidal category. A monoid
in Set is just a monoid in the usual sense. For any set X, the diagonal map
X → X ×X and the terminal map X → 1 give a commutative comonoid structure
on X — and this is the unique comonoid structure on X. Given a monoid M , its
modules are just the M -sets, i.e., sets on which M acts, and Mod(M) is isomorphic
to the category M -Set of M -sets and functions respecting M -actions. For any set
X, a comodule (A,α : A → X × A) of the unique comonoid X = (X,Δ, ) on
X is determined by the function π ◦ α : A → X, and Comod(X) is isomorphic
to the slice category Set/X. A bialgebra in Set is a monoid equipped with the
unique comonoid structure. A Hopf algebra in Set is then a group with the unique
comonoid structure, where the antipode is given by the inverse (−)−1.
3 Bialgebras in Rel
Now let us turn our attention to the category Rel of sets and binary relations. Rel
is a compact closed (hence ribbon) category, where the tensor product is given by
the direct products of sets. First, we shall note that there is an identity-on-object,
strict symmetric monoidal functor J : Set → Rel sending a set to itself and a
function f : X → Y to a binary relation {(x, f(x)) | x ∈ X} from X to Y , and
recall a standard result:
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Lemma 3.1 A strong symmetric monoidal functor preserves the structure of
monoids, comonoids, bialgebras and Hopf algebras.
¿From this and Example 2.4, it follows that a monoid M = (M, ·, e) (in Set)
gives rise to a co-commutative bialgebra M = (M,m, 1,Δ, ) in Rel, with
m = {((a1, a2), a1 · a2) | a1, a2 ∈ M} : M ×M → M
1 = {(∗, e)} : I → M
Δ = {(a, (a, a)) | a ∈ M} : M → M ×M
 = {(a, ∗) | a ∈ M} : M → I
M is commutative if M is commutative. Similarly, a group G = (G, ·, e, (−)−1)
gives rise to a co-commutative Hopf algebra G = (G,m, 1,Δ, , S) in Rel, with an
antipode S = {(g, g−1) | g ∈ G} : G → G.
Let us examine the category Mod(G) for a group G = (G, ·, e, (−)−1) (it makes
sense to think about Mod(M) for a monoid M , but when M is not a group the
description of Mod(M) can be rather complicated). A module of G is a set X
equipped with a binary relation α : G × X → X subject to the two axioms given
before. It is not hard to see that α is actually a function, in fact a G-action on X:
for g ∈ G and x ∈ X, by letting g•x be the unique x′ ∈ X such that ((g, x), x′) ∈ α,
we have e • x = x and (g · h) • x = g • (h • x). Therefore we can identify objects
of Mod(G) with G-sets: a morphism from a G-set (X, •) to (Y, •) is then a binary
relation r : X → Y such that (x, y) ∈ r implies (g • x, g • y) ∈ r. Since G is a co-
commutative Hopf algebra, Mod(G) is a symmetric monoidal category with duals,
i.e., a compact closed category which is actually very similar to Rel. Explicitly, the
tensor of (X, •) and (Y, •) is (X × Y, (g, (x, y)) → (g • x, g • y)), while the tensor
unit is ({∗}, (g, x) → ∗). A dual of (X, •) is (X, •) itself.
Next, we shall look at Comod(M) for a monoid M = (M, ·, e). A comodule
of M is a set X with a binary relation α : X → G × X subject to the comodule
axioms — but the axioms imply that α is a function whose second component is
the identity on X. Hence an object of Comod(M) can be identiﬁed with a set X
equipped with a function | | : X → M ; a morphism from (X, | |) to (Y, | |) is then
a binary relation r : X → Y such that (x, y) ∈ r implies |x| = |y|. Comod(M)
is a monoidal category, with (X, | |) ⊗ (Y, | |) = (X × Y, (x, y) → |x| · |y|) and
I = ({∗}, x → e).
Proposition 3.2
(i) If G is a group, every object (X, | |) of Comod(G) has a dual (X, | |−1) (and
Comod(G) is pivotal [12]).
(ii) If G is an Abelian group, Comod(G) is a compact closed category.
(iii) If M is a commutative monoid, Comod(M) is symmetric monoidal.
(iv) If M is a commutative cancellable monoid, Comod(M) is a traced symmetric
monoidal category.
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(v) If M is a left (resp. right)-cancellable monoid, Comod(M) has a left (resp.
right) trace in the sense of Selinger [31].
Thus we can derive a number of monoidal categories with symmetry, duals, and
trace as categories of (co)modules of (the associated bialgebra of) a monoid or a
group. However, they do not have a non-symmetric braiding; in the next section we
give a Hopf algebra in Rel whose category of modules has a non-symmetric braiding
and a non-trivial twist.
4 A quantum double construction in Rel
In the previous section, we have observed that every group G = (G, ·, e, (−)−1) gives
rise to a co-commutative Hopf algebra G = (G,m, 1,Δ, , S) in Rel. We shall apply
Drinfel’d’s quantum double construction [9,27] to G. Here we recall the quantum
double construction given in terms of Hopf algebras in compact closed categories:
Proposition 4.1 (cf. [8,23,24]) Suppose that C is a compact closed category and
A = (A,m, 1,Δ, , S) is a Hopf algebra in C, where the antipode S is invertible.
Then there exists a quasi-triangular Hopf algebra D(A) on A∗ ⊗A.
For lack of space, we shall only give an outline of the construction and some
informal remarks. Given a Hopf algebra A = (A,m, 1,Δ, , S) with S invertible,
let Aop∗ = (A∗,Δ∗, ∗, (mop)∗, 1∗, (S−1)∗) be the dual Hopf algebra (where mop =
m ◦ cA,A, and we omit the isomorphisms (X ⊗ Y )∗  Y ∗ ⊗ X∗ and I∗  I). It
follows that there are suitable actions of A on Aop∗ and Aop∗ on A, and with them
we can form a bicrossed product [27,28] of Aop∗ with A, which is the Hopf algebra
D(A). We shall note that D(A) is almost like a tensor product of Aop∗ with A
itself — except some clever adjustment on the multiplication and antipode. Also
let us remark that Mod(Aop∗) is isomorphic to Comod(A), and Mod(D(A)) can
be regarded as a combination of Comod(A) and Mod(A), as we soon see for the
case of G in Rel below.
Since the antipode S of G is invertible, we can apply the quantum double con-
struction to G, and we obtain a quasi-triangular (in fact, ribbon) Hopf algebra
D(G):
Theorem 4.2 Suppose that G = (G, ·, e, (−)−1) is a group. There is a ribbon Hopf
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algebra D(G) = (G×G,md, 1d,Δd, d, Sd, R, v) in Rel, with
md = {(((g, h1), (h−11 gh1, h2)), (g, h1h2)) | g, h1, h2 ∈ G}
1d = {(∗, (g, e)) | g ∈ G}
Δd = {((g1g2, h), ((g1, h), (g2, h)) | g1, g2, h ∈ G}
d = {((e, g), ∗) | g ∈ G}
Sd = {((g, h), (h−1g−1h, h−1)) | g, h ∈ G}
R = {(∗, ((g, e), (h, g))) | g, h ∈ G}
v = {(∗, (g, g)) | g ∈ G}
where R is the universal R-matrix and v is the universal twist.
When G is not Abelian, D(G) is neither commutative nor co-commutative. Be-
low we shall observe that modules of D(G) can be identiﬁed with the crossed G-sets
[12,34].
4.1 Crossed G-sets
Let G = (G, ·, e, (−)−1) be a group. A crossed G-set X = (X, •, | |) is given by a
set X together with a group action • : G × X → X and a function | | from X to
G such that, for any g ∈ G and x ∈ X, |g • x| = g · |x| · g−1 holds. For instance,
G itself can be seen a crossed G-set with g • h = g · h · g−1 and |h| = h. Another
trivial example is a G-set with |x| = e.
Proposition 4.3 For any set X, there is a bijective correspondence between D(G)-
modules on X and crossed G-sets on X.
Indeed, if α : G×G×X → X is a D(G)-module, for any g ∈ G and x ∈ X there are
unique h ∈ G and y ∈ X such that (((h, g), x), y) ∈ α, and X carries the structure
of crossed G-set where g • x is this uniquely determined y and |x| is the unique h
such that (((h, e), x), x) ∈ α. Conversely, a crossed G-set (X, •, | |) gives rise to a
module {(((|g • x|, g), x), g • x) | g ∈ G, x ∈ X} : G×G×X → X.
A morphism of crossed G-sets from (X, •, | |) to (Y, •, | |), corresponding to the
morphism of D(G)-modules, is a binary relation r : X → Y such that (x, y) ∈ r
implies (g • x, g • y) ∈ r as well as |x| = |y|. The identity and composition of
morphisms are just the same as those of binary relations. Let us denote the category
of crossed G-sets and morphisms by XRel(G) which is isomorphic to Mod(D(G)).
We note that the category G-XSff of crossed G-sets of Freyd and Yetter [12] is the
subcategory of XRel(G) whose morphisms are restricted to functions and objects
are restricted to ﬁnite ones. A variant of XRel(G) where G is not a group but a
commutative monoid has appeared in [1].
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4.2 The ribbon structure on XRel(G)
By Proposition 2.2, Mod(D(G)), hence XRel(G), is a ribbon category. In
XRel(G), the tensor unit is I = ({∗}, (g, x) → x, x → e), and the tensor product
of X = (X, •, | |) and Y = (Y, •, | |) is
X ⊗ Y = (X × Y, (g, (x, y)) → (g • x, g • y), (x, y) → |x| · |y|).
The tensor product of morphisms, as well as the coherence isomorphisms a, l, r, are
inherited from Rel. For this monoidal structure we have a braiding σX,Y : X⊗Y →
Y ⊗X induced by the universal R-matrix R as
σX,Y = {((x, y), (|x| • y, x)) | x ∈ X, y ∈ Y }.
There is a twist θX : X
→ X induced by the universal twist v:
θX = {(x, |x| • x) | x ∈ X}.
For a crossed G-set X = (X, •, | |), its dual is X∗ = (X, •, | |−1), with unit ηX =
{(∗, (x, x)) | x ∈ X} : I → X⊗X∗ and counit εX = {((x, x), ∗) | x ∈ X} : X∗⊗X →
I. We note that the canonical trace on XRel(G) is given just like that on Rel: for
f : A⊗X → B ⊗X, its trace TrXA,Bf : A → B is
TrXA,Bf = {(a, b) ∈ A×B | ∃x ∈ X ((a, x), (b, x)) ∈ f}.
4.3 Interpreting tangles in XRel(G)
To understand how a crossed G-set gives rise to an invariant of (oriented, framed)
tangles, it is helpful to consider the rack [10] associated to the crossed G-set 4 .
Given a crossed G-set (X, •, | |), let us deﬁne operators , −1 : X × X → X as
x  y = |y| • x and x −1 y = |y|−1 • x. Then (X, , −1) forms a rack; that is, the
following equations hold 5 .
(x  y) −1 y = x = (x −1 y)  y (bijectivity of (−)  y)
(x  y)  z = (x  z)  (y  z) (self-distributivity)
Now the braiding and twist can be described in terms of this rack: σX,Y =
{((x, y), (y  x, x)) | x ∈ X, y ∈ Y } and θX = {(x, x  x) | x ∈ X}. The interpre-
tation of a tangle diagram in XRel(G) with a crossed G-set X is then determined
by all possible X-labelings of the segments from a underpass to the next underpass
satisfying ”y under x from left gives y x” and ”y under x from right gives y −1 x”.
4 Indeed, another name for crossed G-sets coined by Fenn and Rourke is augmented racks. They have
shown that every rack arises from an augmented rack, hence a crossed G-set.
5 However, this may not be a quandle in the sense of Joyce [22], since the idempotency x  x = x does not
hold in general.
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For instance, the self-distributivity justiﬁes the Reidemeister move III:
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5 A model of braided linear logic
In this section, we outline the notion of models of (fragments of) braided linear
logic, and see how XRel(G) in the previous section gives such a model.
5.1 Models of braided linear logic
By a model of braided multiplicative linear logic (braided MLL), we mean a braided
∗-autonomous category [4]; note that a ribbon category is braided ∗-autonomous,
hence is a model of braided MLL. A model of braided multiplicative additive linear
logic (braided MALL) is then a braided ∗-autonomous category with ﬁnite products.
For exponential, we employ the following generalization of the notion of linear
exponential comonads [18] on symmetric monoidal categories: by a linear exponen-
tial comonad on a braided monoidal category we mean a braided monoidal comonad
whose category of coalgebras is a category of commutative comonoids. A model of
braided MELL is then a braided ∗-autonomous category with a linear exponential
comonad. (An implication of this deﬁnition is that braiding becomes symmetry on
exponential objects: σ−1!X,!Y = σ!Y,!X .) A model of braided LL is a model of MALL
with a linear exponential comonad (or a model of MELL with ﬁnite products).
5.2 XRel(G) as a model of braided linear logic
XRel(G) is a ribbon category with ﬁnite products, hence is a model of braided
MALL.
There is a strict balanced monoidal functor F : Rel → XRel(G) which sends a
set X to FX = (X, (g, x) → x, x → e). F has a right adjoint U : XRel(G) → Rel
which sends X = (X, •, | |) to UX = {x ∈ X | |x| = e}/∼ where x ∼ y iﬀ g • x = y
for some g. By composing F and U with a linear exponential comonad ! on Rel
(e.g. the ﬁnite multiset comonad), we obtain a linear exponential comonad F !U on
XRel(G) whose category of coalgebras is equivalent to that of !. Hence XRel(G)
is a model of braided LL. As a result, there exists a linear ﬁxed-point operator on
XRel(G) as given in [16].
XRel(G) is degenerate as a model of LL in the sense that it cannot distin-
guish tensor from par. As an easy remedy, by applying the simple self-dualization
construction [18] to XRel(G) we obtain a ”non-compact” model of braided LL
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(XRel(G)×XRel(G)op).
6 Concluding remarks
We have demonstrated that there are many non-trivial Hopf algebras in the cate-
gory of sets and binary relations. In particular, by applying the quantum double
construction we have constructed a non-commutative non-co-commutative Hopf al-
gebra with a universal R-matrix and a universal twist, and the ribbon category of
its modules turns out to be a category of crossed G-sets.
Technically, most of our results are variations or instances of the already estab-
lished theory of quantum groups, and we do not claim much novelty in this regard.
What is much more important in this work, we believe, is that our results show that
it is indeed possible to carry out a substantial part of quantum group theory in a
category used for semantics of computation and logic. Although we have spelled
out just a particular case of Rel, we expect that the same can be done meaningfully
in various other settings, including
• the category of coherent spaces and linear stable maps [13], and its variations
used as models of linear logic,
• various categories of games, in particular that of Conway games [29], and
• the category of sets (or presheaves on discrete categories) and linear normal func-
tors [17], as well as the bicategory of small categories and profunctors.
The ﬁrst two would lead to models of braided linear logic and braided game seman-
tics. The third case is a direct reﬁnement of Rel, in that we replace binary relations
X×Y → 2 with Set-valued functors X×Y → Set (which amount to linear normal
functors from SetX to SetY ).
Finally, we should say that the computational signiﬁcance of braided monoidal
structure is yet to be examined. A potentially related direction would be the area
of topological quantum computation [11].
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