Temporal difference Learning as a solution to reinforcement learning has been succesfully applied to many games so far. However, the results of TDlearning on the board game Othello have been contradictory. In this research, the main focus is on trying to answer the question "is it possible, and assuming it is, what optimizations does it need?". To this end, various experiments with different settings and optimizations were executed. Both the experiments and the results will be discussed in this article.
Introduction
Othello (also known as Reversi) is deterministic, sequential, perfect information, zero-sum board game with relatively simple rules. It is played by 2 players, playing with 64 black discs and 64 white discs respectively, on an 8 by 8 board. The goal of the game is to have the most discs of ones own color at the end of the game. Each player starts with 2 discs in the centre of the board as shown in Figure  1 . The black player always makes the first move, after that players alternate in making a move. The set of legal squares a player can put its disc is limited to all the squares adjacent to an opponent's disc. This set is further constrained to only contain those squares, where a closed straight line (horizontal, vertical, diagonal) is formed by placing a disc on that square. A closed line is one that starts and ends with ones own color, and only contains squares taken by the opponents discs in between (no empty squares). All the opponent's discs that are enclosed by the move will change color. Figure 1 shows the legal squares for black marked by a cross. Placing a black disc on square f5 will close a horizontal straight line between d5 and f5, all white's discs that are enclosed (here only e5) will be replaced by black discs. When one of the players is unable to make a legal move, the turn moves to the opponent. The game ends when both players are unable to make any more move, which in most cases happens when the board is filled. The crosses show the legal moves for black.
Despite these "simple" rules, the game itself is not that simple. Othello has an estimated state space complexity of 10 28 different board positions and a game tree complexity of 10 58 different possible games [7] . Because of this, it is not feasible to use a full tree search to create a strong Othello agent. Therefore almost all research has focused on creating a heuristic evaluation function. Such a function allows to replace search by a very shallow look ahead. Most research has focused on using neural network based evaluation functions. These evaluation functions are usually learned by letting the computer play or watch lots of games. From this good strategies can be learned.
The first evaluation functions used hard coded features supplied by experts [4] . Machine learning was used to optimize the feature weights, i.e. learning how important the features are for producing optimal result. The resulting Othello agents were able to perform at the level of the best hu-man players [5] . Later evaluation functions were learned without the use of any expert features. The only information supplied to the learning agent is the raw board encoding, and the goal of the game; winning as much games as possible The two most dominant machine learning techniques for learning a good evaluation function are evolutionary learning [6] and temporal difference learning [1] , [7] , [3] , some have used a hybrid of evoluationary and TD-learning techniques [8] . Evaluation functions learned without any expert features with temporal difference learning were shown to outperform the evaluation functions with pre-defined features.
Although a neural network approach is the most common approach, Othello has some properties that make it difficult for neural networks to deal with. One of the properties of neural networks is its capability to only learn smooth functions. A function f (x) is smooth if for small changes in the input |x − x | < , the output of the function is small as well |f (x) − f (x )| < δ. Here the input is a representation of the board position, and the output is the value of that board position. Figures 2(a) and 2(b) show that the desired function we want is a non-smooth function for Othello. Figure  2 (a) shows a situation where white is leading with 59 white discs and only 1 black disc. This board position looks good for white, however white is unable to make any more move. When the game is played to the end, the board position in Figure 2 (b) shows that black will actually win in that situation with 24 white discs versus 40 black discs. This in turn implies that the evaluation of the board position in Figure 2 (a) should be a high value. If however the black stone in 2(a) was placed at c4, the game would be over immediately with a win for white. The value of that (slightly) changed board position would drop drastically for black, making the evaluation function non-smooth.
Another property is the divergence rate of a sequence of board positions. This is related to how much the input will change after a move. In the case of Othello, the divergence rate is very high as can be seen in the same example (Figures 2(a) and 2(b)). After only 4 moves by black, large parts of the board position, i.e. the input to the neural network, have changed.
As previous research has already shown, neural networks are able to learn good evaluation functions to play Othello despite these properties. In section 2 the temporal difference learning approach with a neural network as an evaluation function is described. Most research has focussed on finding the optimal configuration of the network. In this article, therefore, we try to find the optimal training data. Training data here consists of examples of played games. These examples can be generated by the learning agent itself, i.e. via selfplay, or by any fixed player. A second parameter that has not received much attention is the learning rate. Settings this parameter to a right value is very important in the final result. In section 3 the exact representation of the input to the network and the experiments with different training data is described. In section 4 it is shown that the best training data is generated when the agent can interact with the game, instead of just observing others play. The learning behaviour for different learningrates is also shown. Finally in section 5 a possible explanation for these results and future research are presented.
Methods
A learning agent observes a sequence of game-states
where each x t is a state encoding the board position and z is the final reward at the end of a game. The goal is to learn a policy for deterministic games x t+1 = π(x t ) which makes a decision by mapping any state to a next state. The optimal policy for each state, maximizing the total expected reward, can be found by a full minimax search through the entire tree.
Because the game can be described by a Markov process (i.e. all relevant information for decision making can be stored in a single finite state) a value function V (x t ) mapping each state to a real number can be constructed. Using a value function, the full tree search can be replaced by a single-ply look ahead and the policy becomes
The constraints on the value function are given by the Bellman equations [2]
Here R(x) is the reward function used in reinforcement learning and V (x) is the optimal value function. In most games, there is only a final reward with R(x t ) = 0 for all t < T and R(x T ) = z. In this case equation (2) can be simplified to
Rewriting (3) gives the temporal difference errors
Using any function approximator V w (x t ), parameterized by w, the error function E t (w) can be minimized by gradient descent ∆w = −α∇E t (w) [10] .
where α is the learning rate. This procedure is also known as TD(0), belonging to the more general TD(λ) family, which not only adjust the immediate previous state-value V (x t ) upon observing x t+1 , but also adjusts all previous states using so called eligibility traces. In this article only TD(0) is implemented and a neural network is used as a function approximator, so the gradient in (6, 7) is calculated using backpropagation [9] . For a sequential two-player game, like Othello, special attention has to be given to the alternating nature of the game. If a sequence of game-states x 1 , · · · , x T is generated by two players, then player one has chosen states x 2 , x 4 , · · · , x k and player two has chosen states x 3 , x 5 , · · · , x l . The state sequence coming from a game is divided into these two sets, and the learning rules in (6) are applied to each set individually, where it is assumed that each successor state in these two subsets is generated by the policy π. The final reward z in (7) is used for player one and a reward −z is used for player two.
experiments
The reward for a won game is z = +1, for a lost game the reward is z = −1. A normal feedforward artificial neural network is used with hyperbolic tangent units f (a) = tanh(a), such that the output values will be between −1 and +1 as well The network has only a single output V (x t ) ∈ R, indicating the value of a state.
Most research use a direct encoding of the 64 squares in an Othello board to a 64 dimensional array with −1, +1 or 0 indicating a white disc, black disc or empty square respectively. In [3] however, it is shown that using 2 numbers per square is superior to using 1 number. By doing this, the number of inputs to the network doubles to 128 inputs. We use an encoding that is independent of color, instead we represent the squares as your own, your opponents or empty. In this article we use 2 numbers per square as input as well, but diverge from the values used in [3] for an empty square. A square occupied by a players own disc is represented as (+1, −1), a square with an opponents disc is represented as (−1, +1) but for an empty square we use (0, 0) instead of the (−1, −1) used in their research. This is done to make sure the zero-sum property is maintained, i.e. the value of a state for black should be the negative of the value of that same state for white.
The Othello board is symmetric by rotation and flipping. This implies that any two different board positions differing only by rotation, should always evaluate to exactly the same value. In total an Othello board has eight symmetries, each board in this symmetry group should have the same value. We force this property simply by generating all 8 symmetry vectors for a given board position, and sort them according to their entries from left to right. The smallest vector according to this sorting procedure is always returned, such that any board in the symmetry group is mapped to the same representation.
The used network consists of 4 layers: the first layer has 128 input nodes (2 for each field of the board), the second layer has 64 nodes, the third 32 and the final layer consists of a single output node. The number of weights in such a network (including bias) is 10369 weights. Note that this is a huge compression of 10 28 possible states in 10 4 weights. The weights are initialized to small uniform random values between (−0.001, 0.001).
The number of training games is fixed on 500.000. There are several methods to generate the games from which the network can learn. One option is to generate game sequences by picking random moves. This way the learning agent has no interaction with the game, but only observes game sequences. This has the drawback that the game tree is sampled in a uniform way, generating a lot of example games that never will be played in a real game. In these experiments, this method was therefore not used to train on.
Another way of generating games is using a player with a fixed strategy, in these experiments a positional player was used [3] . The positional player assigns a value v i to each square of the board, representing the value of having your own stone there. The value of a board position x t is calculated as V (x t ) = 64 i=1 v i x i , where x i is +1, −1 or 0 for a players own disc, an opponents disc or an empty square respectively. See Table 1 for the values used for each square. When the positional player has to make a move, the move resulting in a state with the highest value is chosen.
A third way of generating games is using selfplay. Now a single network is playing both sides of the game. It is also possible to use two different networks for both sides. Both methods where tested in the experiments. Both the neuralnetwork player and the players with a fixed strategy can use alpha-beta search (also known as the minimax algorithm) to obtain the estimated board scores for several turns ahead. When a single neuralnetwork is used for playing both sides, and one of the sides is using the minimax algorithm, then it will always have a little advantage over his opponent. Research has shown that it is advantageous to have a teacher who is just slightly stronger than you. This way the network might be able to bootstrap itself. This is also used in the experiments, where the lookahead Since the positional player and the neural network player are deterministic (given the same board position they will always pick the same move), we start each training game with 4 random moves for each side. This is done such that test are run on a reasonable proportion of the posible search-space and not on only on a single game.
Several different learning rates were explored in earlier experiments, and the literature is quite divided about what learning rate to use, possibly because what the most effective learningrate is depends on the other settings (such as the kind of network setup). To see what the effect of the learning rate is on learning, we have performed experiments with learning rates of α 0 = 0.001, α 0 = 0.01, α 0 = 0.05 and α 0 = 0.1. Additionally a decay function was used, α(t) = α 0 exp(−t/τ ) with τ = 250.000. Figure 3 shows the tested learning rates during the training runs. Each 25.000 training games learning was stopped, and the network was tested for 1000 games against the random player and the positional player. The percentage of lost games is taken as a measure of performance. Figure 4 shows the result when training with fixed players and with selfplay. During fixed players training, all moves by black and white are made by the positional player. When the networks are tested against a random player (top figure), a player without any predefined information, it can be seen that both types of training quickly pick up enough information to beat the random player. At the start of learning the network plays at the same level as a random player, as expected because the weigts are initialized randomly. Eventually both reach a loss percentage of approximately 10%. If however the networks of both types of training are tested against the positional player (a player with some predefined information), it can be seen that selfplay outperforms watching fixed players. Initially the random play of the network produces a loss percentage of 85%. The player trained by selfplay scores a loss percentage of approximately 35% after learning, the player trained with fixed players has a loss percentage of approximately 65% after learning. This is true, even though the fixed player is the same player as is used during testing. All other training is done only with selfplay. Figure 5 shows the results of learning with a single network, of which one is using a minimax function of 2-ply depth. The same setup without minimax, so both use just a single ply lookahead, is shown in Figure 6 . A learning rate of α = 0.1 is barely able to beat the random player. The other values of α seem to perform better, with α = 0.05 beating the positional player with a loss score of 18%. It can be seen that learning without minimax produces better results. Mainly for α = 0.001 the difference in performance is great; with the help of minimax it gets stuck around a loss percentage of 60%, without minimax it scores a loss percentage of 40%. 
results

Discussion
This research mostly focused on the learning rate parameter and the selection of the training data. Some other options such as different λ values and the momentum term where initially explored but supplied no increase in performance so they where omitted from our final trails. Our data clearly indicates that different learning rates and different trainingsets each have large influence on performance. The differences between trainingsets will be discussed later in this section.
We have shown that a neural network, even one of limited size, is certainly capable of learning othello strategies. It outperforms the positional player and we can thus conclude that it has at least learned more information than just positional values. This is a non-trivial result, since the learning agent started with a minimum amount of information about the game. Only the rules of the game, and the goal (winning as much as possible) were supplied. All other information is learned by watching or interacting with the game.
One of the bigger problems of multi layered perceptrons is that it is hard to know beforehand what setup of the network to use. This research shows that neural networks with 2 hidden layers and close to 10.000 weights in total have the capacity to learn a good evaluation function. However other research showed [3] that even 3 layered nets with a fraction of the weights can perform well.
Learning is fastest when the learning agent itself can interact with the game, instead of watch-ing others play. These kinds of observation had already been described in [7] . Trainingsets of games played by other, deterministic, players do not explore the whole game-tree. Therefore when the network plays a testing game, it is prone to wander into an area of the game-tree that had not been learned. Those areas contain mostly noise and, with any luck, the generalizations from other parts of the game-tree. This results in bad performance like a learningcurve that flattens out below 50% wins against a positional player. Random player trainingsets in turn tend over sample areas of the game-tree that are highly unlikely to appear in any real game since they are extremely bad for one of the two players. Therefore selfplay seem to be the most viable option.
This research found that the best training-set is one generated by the network playing against itself. Playing both the black and white player with the same evaluation function. Final performance of this setup against the positional player is almost 10% higher than that of other training-sets. This is partly caused by the doubling of the training amount. Since both networks play both sides, by use of the board transformation, the learning rule can be applied twice. Its dataset is more heterogeneous as well because the transformation generates states that could not be reached by the white player. For instance a white player would never have to evaluate a board with exactly 6 stones on it. Because it starts with 4 and evaluates al the possible boards with 5 stones. The other part is caused by the neural network correcting its own over-estimations. If the value of a state is highly overestimated it has a high probability of being explored. This will in turn cause a correction of the over-estimation. This happens in all settings where the learning agents can interact with the games they will learn from.
If we also let the network play itself as a competitor. The black player in turn will explore states that are highly underestimated. These states might seem bad for white so they are often visited by the black player. If their estimation is A slight complication in this is that this requires a generalization of the network. As earlier remarked the sets of state evaluated by the black and the white player are different. So if the value function is overfitted and its generalizing capability decreases this added advantage will disappear. The states with less extreme scores are visited less often. So if these states holds a very good move the network will never succeed in finding it. This can to some extend be compensated by using a limited min-max algorithm that uses the network as an evaluation function. These two factors cause a large boost in performance of double self-play learning setups.
It is hard to put down definitive conclusions about playing Othello with a neural network evaluation function because of the large number of variables that might play a part in the process. Next to the learning rate and training-set setup as reviewed in this research there are many possible additional influences that one can add. Such as eligibility traces, batchlearing, the addition of a momentum term, different representations of the board, different types symmetry removal and a wide variety of learning-rules. While most of these seem to have no beneficial effect on the process, the interaction of all these possible additions are not completely understood and other research shows variable results in their application. While Othello can certainly be learned by TD learning it is clear that the algorithm approaches its limit here. It takes exceedingly long training-time and parameter optimization to beat the baseline players. Further research will have to be done to examine if other learning rules might do better.
