In this paper, a new estimator using a single moving calibrated camera is developed to asymptotically recover the range (depth) and the 3D Euclidean position of a static object feature. The position and the orientation of the camera is assumed to be measurable unlike in existing observers where velocity measurements are assumed to be known. To estimate the unknown depth along with the 3D coordinate of a feature an adaptive least squares estimation strategy is employed based on a novel prediction error formulation and a Lyapunov stability analysis. The developed estimator has a simple mathematical structure, can be used to identify range and 3D Euclidean coordinates of multiple features, and is easy to implement. Numerical simulation results along with experimental results are presented to illustrate the effectiveness of the proposed algorithm.
Introduction
Range identification, where the time-varying distance from the camera to the object along the focal length is recovered, has been a mainstream research problem for a long time. The range (depth) and thus, the three-dimensional (3D) Euclidean coordinates of a feature on a moving or a static object can be recovered from its two-dimensional (2D) projection on the image-plane of the camera. The estimation of the range, which is an unmeasurable nonlinear signal, is usually done by mounting a camera on a moving vehicle such as an unmanned aerial vehicle (UAV) or a mobile robot that travels through the environment and takes images of static objects or features. Range identification makes significant impact on several applications including autonomous vehicle navigation, aerial tracking, path planning, surveillance of ground based, stationary or moving objects (Fukao et al., 2003; Kanade et al., 2004; Redding et al., 2006; Dobrokhodov et al., 2006) and terrain mapping systems (Kim and Sukkarieh, 2003; Jung and Lacroix, 2003; Miyagawa and Arakawa, 2006) .
Although, the problem of range identification is inherently nonlinear, linearization based techniques, typically extended Kalman filter (EKF) have been used quite frequently (Matthies et al., 1989; Sridhar et al., 1993; Chiuso et al., 2002; Durrant-Whyte and Bailey, 2006; Davison et al., 2007) . The use of linearized motion models can cause significant inconsistencies in solutions (Julier and Uhlmann, 2001) . Also, it is well known that the EKF may fail in some real applications (Chen and Kano, 2002) and the convergence conditions for the continuous time EKF can only be checked by actually running the filter (Reif et al., 1998) . Other drawbacks of EKF include the complexity of the algorithm and a priori assumption of the noise model (Chen and Kano, 2002) . To overcome these shortcomings, an identifier based nonlinear observer was proposed (Jankovic and Ghosh, 1995) and was followed by several researchers who focused on utilizing nonlinear system analysis and estimation tools to develop nonlinear state observers for the problem Kano, 2002, 2004; Dixon et al., 2003b; Ma et al., 2004; Hu and Ersson, 2004; Abdursal et al., 2004; Karagiannis and Astolfi, 2005) . All of these observers were based on known motion dynamics and known motion parameters of the object (or the camera). The known motion dynamics can model either a static point's 3D position as seen from a moving camera (assuming camera's velocities to be measurable (Jankovic and Ghosh, 1995) ) or a moving point's 3D position as seen from a stationary camera (Tsai and Huang, 1981) . In practice, it is easier to measure the velocity of the moving camera than to have knowledge of the motion parameters of a moving object. Gupta et al. (2006) developed a nonlinear state estimator that can be applied to the nonaffine perspective dynamic system assuming known motion parameters. More recently, Dahl et al. (2007) designed a nonlinear observer to estimate 3D position assuming knowledge of linear and angular velocities. Luca et al. (2007) also employed nonlinear observer theory to develop a depth-estimator utilizing velocity measurements of the camera. In our recent work (Braganza et al., 2007a) , where again the velocity of the moving camera was assumed to be known, a nonlinear integral observer was utilized to estimate the velocity of each feature point in the image plane which facilitated the design of an estimator for the unknown range parameter. Since, all the work based on nonlinear state observers for range identification so far are based on known motion parameters and are without experimental results, it is difficult to evaluate them for a real world system. Recently, we have made several attempts to implement the estimator in (Braganza et al., 2007a) , first using an off the shelf webcam mounted on a mobile robot and then an industrial charge-coupled device (CCD) camera on a robotic manipulator. However, in both cases we failed to obtain satisfactory estimation of the range variable owing to the fact that the velocity measurements were noisy. This has motivated us to develop a new estimator for range identification that does not rely on velocity measurements
In this paper, our goal is to develop an estimator to identify the range of features on a static object by mounting a calibrated camera on a mobile platform whose position is measurable. This criteria is motivated by the fact that position measurements are considerably less noisy than velocity measurements. There are applications such as video surveillance and mapping using a UAV or a mobile robot where the position of the camera is readily measurable assuming the intrinsic and extrinsic camera parameters are known. The estimator is designed by first developing a geometric model to relate the fixed feature points on the object with the moving camera. The novelty of this work lies in the parameterization of a nonlinear static model which relates the projected pixel coordinates with the Euclidean coordinates of the object features. A prediction error formulation is then presented which allows us to utilize nonlinear estimation theory to design an adaptive least squares estimator. We show that the developed estimator asymptotically identifies the range along with the Euclidean coordinates of the of the features on the object subject to a persistency of excitation condition similar to that of Luca et al. (2007) . The real-time estimation technique that is presented has shown good robustness to noise and also provides accurate results which is demonstrated by simulation and experimental results.
The remainder of the paper is organized as follows, in Section 2 the geometric model which relates Euclidean coordinates of visual features on the static object with their corresponding projected pixel coordinates is developed based on the perspective projection. Section 3 describes the range estimation with the prediction error formulation and the stability analysis. Numerical simulation and experimental results, presented in Section 4 and Section 5 respectively, demonstrate the performance of the proposed estimator.
Geometric Model
To develop a geometrical relationship between a moving camera and a stationary object, an orthogonal coordinate frame, denoted by C, whose origin coincides with the optical center of the moving camera, an inertial coordinate frame, denoted by W, and an orthogonal coordinate frame, denoted by B, are used (see Figure 1) . To make the following discussion more tractable, n feature points located on the static object, denoted by F i ∀ i = 1, ..., n, are considered. Let the 3D coordinates of the i th feature on the object be denoted as the constant x f i ∈ R 3 relative to the world frame W andm i (t) ∈ R 3 relative to the camera frame C which is defined as follows
In the subsequent development, it is assumed that the object is always in the field of view of the camera; hence, the distances from the origin of C to all features are always positive and bounded. To relate the coordinate systems, let R b (t) ∈ SO (3) and x b (t) ∈ R 3 denote the rotation matrix and the translation vector respectively, from B to W, expressed in W. Let R c ∈ SO (3) and x c ∈ R 3 denote the rotation matrix and the translation vector respectively, from C to B, expressed in B. Let m i (t) ∈ R 3 denote the normalized Euclidean coordinates for the i th feature point relative to C, which is defined as follows
In the image captured by the camera, each of these feature points has corresponding projected pixel coordinates, denoted by p i (t) ∈ R 2 , defined as follows
where u i (t), v i (t) ∈ R. The projected pixel coordinates of the feature points are related to the normalized Euclidean coordinates by the pin-hole model (Faugeras, 1993) such that
where A ∈ R 2×3 is a known constant intrinsic camera calibration matrix defined as follows (Malis and Chaumette, 2000) A
where k u , k v ∈ R denote camera scaling factors, u 0 , v 0 ∈ R represent the pixel coordinates of the principal point, φ ∈ R is the angle between the camera axes, and f ∈ R is the camera focal length. From (2) and (4), p i (t) can be written as follows
The Euclidean coordinates of the i th feature pointm i (t) relative to the camera along with the corresponding range z i (t) are unknown and unmeasurable signals. The corresponding projected pixel coordinates p i (t) along with R b (t), and x b (t) are measurable signals and R c and x c are known constant parameters. The objective of this work is to accurately identify the unknown constant Euclidean coordinates of the feature x f i relative to the world frame in order to recover the range along with the 3D Euclidean coordinates of the i th feature on the object.
Range Estimation
In this section, a prediction error formulation for the unknown parameters will be used to parameterize the interaction matrix, Am i , and the unknown range variable. A stability analysis will be provided which ensures the estimation error signals go to zero.
Prediction Error Formulation
To facilitate the error formulation, the geometric model shown in Figure 1 is considered, where the vector representing the distance between the origins of C and W, expressed in W, can be denoted as x cw (t) ∈ R 3 . From Figure 1 , it is easy to see that
Similarly, from the triangle formed by F i and the origins of C and W, the following expression can be obtained
After substituting (7) into (8) and solving form i (t), we obtain
After utilizing (6) and (9), the pixel coordinates for the i th object feature can be written as follows
The corresponding range z i (t) can be written as follows
where
. It should be noted that, in (10) and (11), A, R c , x c are known constant parameters, R b (t), x b (t) are measurable signals, and x f i is an unknown constant parameter. Based on these facts, p i (t) can be parameterized as follows
We note that z i (t) is assumed to satisfy the following inequalities
where ρ i (·) ∈ R ∀ i = 1, ..., n is a positive function and ε i ∈ R ∀ i = 1, ..., n is a positive constant.
In (13) and (14), Π (t) ∈ R 1×4 and W (t) ∈ R 2×4 are measurable regression matrices and Θ i ∈ R 4 is an unknown constant parameter vector 1 , which is defined as
where x f ij ∈ R ∀ j = 1, 2, 3 is the unknown Euclidean coordinate of the i th object feature relative to the world frame. It should be noted that in (13) and (14); x f i is the only unknown and if we estimate this signal, from (9) we can easily obtain an estimation ofm i (t) as followŝ
and the corresponding range estimate from (13), as followŝ
is the estimate of x f i . To further facilitate the prediction error development, both sides of (12) are multiplied with the term Π (t) Θ i which results the following expression
The estimate of (19) can be defined as followŝ
whereΘ i (t) ∈ R 4 is the estimate for Θ i . After subtracting (20) from (19), the following expression is obtained
After adding and subtracting the termp i ΠΘ i to the left-hand-side of (21) and simplifying, the following expression can be obtainedp
whereΘ i (t) ∈ R 4 is the estimation error defined as follows
and the combined prediction error for the i th featurep i (t) ∈ R 2 is defined as follows
The combination of the pixel coordinates and their estimates for all the feature points, denoted by p (t) ∈ R 2n andp (t) ∈ R 2n respectively, are defined as follows
1 The reader is referred to Braganza et al. (2007b) for derivations of Π (t), W (t), Θ i .
and the prediction errorp (t) ∈ R 2n is defined as follows
Based on (22), the prediction errorp (t) can be written as
whereW p (t) ∈ R 2n×4n is a measurable signal defined as follows
where 0 2×4 ∈ R 2×4 is a zero matrix, and B (t) ∈ R 2n×2n is an auxiliary matrix defined as
The combination of the estimation errors,Θ (t) ∈ R 4n , is defined as follows
Based on the subsequent stability analysis, the adaptive update law .
Θ (t) is designed as follows
where Proj{·} ensures the positiveness of the term Π (t)Θ i (t) (see Appendix C), and α (t) ∈ R is a positive scalar function defined as follows
whereρ (·) ∈ R is a positive function defined as
andε ∈ R is a positive constant defined as follows
In (32), Γ (t) ∈ R 4n×4n is the least-squares estimation gain matrix, designed as follows
Remark 1 It should be noted that if Γ −1 (t 0 ) is selected to be positive definite and symmetric then Γ (t 0 ) is also positive definite and symmetric. Therefore, it follows that both Γ −1 (t) and Γ (t) are positive definite and symmetric. From (36), the following expression can be obtaineḋ
From (37), it is easy to conclude thatΓ (t) is negative semidefinite; therefore, Γ (t) is always constant or decreasing, and hence, it follows that Γ (t) is bounded (the reader is referred to Krstic et al. (1995) and Queiroz et al. (1999) for more detailed descriptions).
Stability Analysis
Theorem 1 The update law defined in (32) ensures that Θ (t) → 0 as t → +∞ provided that the following persistent excitation condition (Slotine and Li, 1991) holds
where γ 1 ,γ 2 are positive constants, I 4n ∈ R 4n×4n is an identity matrix and T ∈ R is a positive constant. Proof. See Appendix A.
Remark 2
The parameter vectorΘ i (t) provides a scaled estimate of the Euclidean coordinates of the object features relative to the world frame. Since the last element in the unknown constant parameter vector is equal to 1 (16), the scale factor can be computed as
where, λ i (t) ∈ R is the scale factor for the i th object feature, andΘ i4 (t) ∈ R is the last entry ofΘ i (t). It should be noted thatΘ i4 (t) is always nonzero which is guaranteed by the projection algorithm introduced in (32). The estimates of the Euclidean coordinates of the i th object feature can now be recovered as followsx
whereΘ ij (t) ∀ j = 1, 2, 3, is the j th element of the estimated parameter vector for i th object feature.
Simulation Results
A simulation study was conducted to evaluate the performance of the proposed estimation algorithm using the Mathworks Simulink program. Simulations were performed using four non-planar static object features whose Euclidean coordinates relative to the world frame, were selected as follows
The linear and angular positions of the mechanical system were chosen as
Image space feature point trajectories were generated based on rigid body kinematics and the known motion of the camera. It should be noted that the motion of the camera along with the Euclidean coordinates were assumed to be known just for simulating the pixel coordinates. In addition, the intrinsic calibration matrix and extrinsic parameters for a 640×480 camera were specified as follows The initial condition for the unknown vector to be estimated was taken as 170 for all its entries. The estimator gains were chosen to give the best performance as follows
In the simulations, three different cases were examined using the above parameters. For case 1, the pixel coordinates had no noise added to them. In case 2, 1% random noise was added to the pixel measurements and in case 3, the pixel measurements were corrupted by 2% random noise. The range estimation errors (z i (t) −ẑ i (t), ∀i = 1, .., 4) for the three cases are shown in figures 2, 3, and 4, respectively. The parameter estimation error (x f −x f i (t), ∀i = 1, .., 4) for the three different cases are shown in figures 5, 6, and 7, respectively. It can be inferred from figures 2, 3 and 4 that the range estimation errors converge quickly and the proposed estimator accurately identifies different depths of the object features despite the presence of noise. Further, it can be easily seen from figures 5, 6, and 7 that the constant 3D Euclidean coordinates relative to the world frame x f i ∀i = 1, .., 4 are identified with good precision for all the cases enabling an accurate estimation of all the 3D Euclidean coordinates relative to the camera frame of the object features which can be obtained from (17). The simulation results for the Euclidean distance estimation for each of the cases are shown in figures 8, 9 and 10, respectively, and summarized in Table 1 . For each case, three distances on the object are measured. For instance "Length I" is the distance from x f 1 to x f 2 on the object. The distance estimation error for each of the signals is taken as the maximum absolute error value over the last 10 seconds of the simulation and the convergence time is calculated as the time after which the distance estimation error signal always remains less than 1.5 cm. From Table  1 it can be seen that the distance estimation errors are less than 1 cm for all the lengths which again verifies the accuracy of the estimated 3D Euclidean coordinates relative to the world frame and thus, 3D Euclidean coordinates relative to the camera frame of the object features. It should be noted that even the image points with noise (case 2 and case 3) did not disturb the estimator and thus demonstrate the robustness of the estimator.
Although, the proposed range estimator is based on a different approach than the existing range observers (i.e, it utilizes position measurements instead of velocity measurements) a comparative simulation study was conducted to obtain a better understanding of its performance. For this purpose, the same periodic movement of a single object feature as described by Chen and Kano (2002) was considered as follows 
which was decomposed (Tsai and Huang, 1981) giving the angular and linear velocities assuming no linear deformation. The time integral of these velocities were used to compute the angular and linear positions of the camera. In the simulations presented earlier in this section the camera's calibration parameters were picked to represent a real-world system. However, the camera's intrinsic and extrinsic calibration parameters for the simulations in the comparison study were chosen to match the parameters given in (Chen and Kano, 2002) and were defined as follows
Image space feature trajectory was generated based on the camera motion described by (4) and (46) which was corrupted by 1% random noise as in (Chen and Kano, 2002) . The initial condition for the unknown vector to be estimated was taken as 0.01 for all its entries and the same estimator gains given in (43) and (44) were chosen. Figure 11 shows the estimation error between y 3 (t) and Figure 11 : Error between y 3 (t) and its estimateŷ 3 (t) by using the proposed estimator.
its estimateŷ 3 (t) obtained by our proposed estimator where y 3 (t) = 1 z(t) with z(t) being the range of the object feature. The result in Figure 11 clearly shows that the proposed estimator is superior than the estimator presented by Chen and Kano (2002) in terms of transient response, convergence time, and error value. Also, as pointed out by Chen and Kano (2002) , the method proposed by Jankovic and Ghosh (1995) can not be applied to this motion.
Experimental Results
In this section, experimental results of the estimator presented in the paper are shown for three different stationary objects, a checker-board, a doll-house and stacked tool-boxes. A practical implementation of the estimator involves (a) hardware for image acquisition, (b) implementation of an algorithm for feature-tracking, and (c) software implementation of the range estimator itself.
Figure 12: Experimental testbed with camera, robot and object A calibrated 640 × 480 monochrome CCD camera (Sony XC-ST50) equipped with a Navitar CCTV lens (focal length = 8 mm) was mounted on the end-effector of a Puma 560 robotic manipulator, as shown in Figure 12 . The end-effector of the PUMA robot having an initial distance of approximately 1.5 m from the object was moved along a smooth sinusoidal trajectory commanded by a PC running the QNX 6.2 operating system. A second PC, dedicated to image processing and equipped with an Imagenation PXC200AF frame-grabber board capable of acquiring images in real time (30 fps) over the PCI bus was interfaced with the camera. In this experiment, the robot control and vision system have been separated, this requires a synchronization between the two systems. Therefore, a 15 Hz digital signal was sent out to the image processing PC from the robot control PC to trigger the frame-grabber to acquire images. The same trigger signal was used to record the end-effector position of the robot relative to the world frame, in a file to be processed off-line later.
An implementation of the Kanade-Lucas-Tomasi feature tracking algorithm (Lucas and Kanade, 1981) available online (Birchfield, 2007) was used for tracking feature points from one frame to another. The implementation, written in C++, allowed the user to select feature points manually and track all selected feature points in the sequence of images. The output of the program was a data file that contained pixel coordinates of all the object features for all the frames that were successfully tracked in the sequence of the images. It is worthwhile to mention that feature tracking plays an essential role as it is desired that none of the selected features should be lost during tracking. See Shi and Tomasi (1994) for a discussion on issues related to selection and tracking of feature points. The intrinsic calibration matrix of the camera was found using MATLAB camera calibration toolbox (Bouguet, 2007) 
The camera's coordinate frame was aligned with the robot end-effector coordinate frame in order to produce the following rotation matrix from the camera to the end-effector
The translation vector between the camera and the end-effector was measured manually and was found to be
The proposed estimation algorithm was implemented off-line using Mathworks Simulink program using the data obtained from the vision tracking system and the robot control PC. The estimator was tested on three different objects using the above parameters.
Object I: Checker-board
Twelve feature points were selected and tracked on a static checker-board, shown in Figure 13 . The 
The experimental results for the Euclidean distance estimation between representative features are shown in Table 2 . Similar to the previous simulation section, error is the maximum absolute value of the distance estimation error signal over the last 10 seconds of the experiment and the convergence time is calculated as the time after which the distance estimation error signal always remains less than 1.5 cm. 
Object II: Doll-house
A stationary doll-house was taken as the second object. Twelve feature points were selected on it as shown in Figure 15 . The initial condition for the unknown vector was taken as 170 for all the entries of the vector. The same estimator gains as given in (50) were used. The experimental results for the Euclidean distance estimation between the features are shown in Table 3 . 
Object III: Tool-boxes
For the third case, two tool boxes were stacked to form a non-planar static object as shown in Figure  17 . Twelve feature points were selected on the object and tracked through the image sequence. The initial conditions for the unknown vector was taken as 170 for all the entries of the vector along with the same estimator gains that were used for the previous objects. The experimental results for the Figure 17 : A frame from the tool-boxes image sequence with the tracked feature points.
Euclidean distance estimation between the features are shown in Table 4 . Error and convergence time were previously defined.
Discussion
The experimental results clearly show good and robust performance of the estimator. Estimated Euclidean distance error between the features for different objects are shown in figures 14, 16 and 18. It should be noted that for all three objects, convergence time for most of the estimation error signals is less than 35 seconds and less than 40 seconds for all of them irrespective of the object shape or depth of the features. The distance estimation errors are less than 1 cm for all the lengths which means that the 3D Euclidean coordinates relative to the world frame of the object features are identified with good precision. As mentioned previously, from (17) and (18), an accurate estimation of the range as well as the whole 3D Euclidean coordinates relative to the camera frame can be obtained from the estimated 3D Euclidean coordinates relative to the world frame. The only difference between the simulation and the experiment is the source of input pixel coordinates of the feature points. As stated previously, the simulated pixel coordinates for the static object were generated based on rigid body kinematics whereas, in the experiment the output of the feature tracker provided the pixel coordinates.
Conclusion
A novel estimation technique for range along with 3D Euclidean coordinates of features on a static object, with a moving calibrated camera whose position is measurable, was presented. An adaptive update law was designed by utilizing a unique prediction error formulation. It was proven that Euclidean distance estimation error signals are driven to zero, upon satisfaction of a persistent excitation condition. Detailed numerical simulation results along with experimental results were presented demonstrating the robustness and accuracy of the estimator. The estimator accurately identifies the Euclidean distances between the features and thus, the range and the 3D Euclidean positions of the features without any information about the object's geometry.
Appendices

A Proof of Theorem
Proof. To facilitate the proof, a nonnegative Lyapunov function V (t) ∈ R is defined as follows
where Γ −1 (t) ∈ R 4n×4n was defined in (36). The time derivative of (51) is given as followṡ
The expression in (52) can be written as followṡ
After utilizing the definition ofΘ(t) given in (31) and taking its derivative, (53) can be rewritten as followsV
After substituting (32) and (36) in (54), the following expression is obtaineḋ
After utilizing the property of the projection (see (81) in Appendix C),V (t), can be upper bounded as followsV ≤ −αΘ 
It should be noted that, the expression (28) can be rearranged as follows
From (13) and (30), we can write B −1 = ΠΘ i = z i and utilizing (15), it can be confirmed that B −1 exists. After utilizing (28), the expression in (56) can be rewritten as followṡ
The right hand side of (58) can be upper bounded as followṡ
To facilitate the proof the following expression is considered
To utilize Lemma 1, a change of variables is applied to (68) by substituting t with t 0 + T . The following equation is obtained after applying a limit operation to the resulting equation where (28) was utilized. From (62), it is clear that the term inside the bracket on the right-hand-side of (71) goes to zero. So, both .
Θ (t) and
. Θ (t) go to zero as t → +∞.
After utilizing (38), (71), Lemma 1, and the fact thatΘ (t) is bounded, it is clear that the first term at the right-hand-side of (70) is equal to zero. After utilizing (62), Lemma 1, and the facts thatW p (τ ),Θ (τ ) are bounded, it is clear that the second term at the right-hand-side of (70) 
After utilizing the fact that γ 1 I 4n ≤ Ω (t 0 , t 0 + T ) ≤ γ 2 I 4n it is clear that Θ (t) → 0 as t → +∞.
C Projection Algorithm
The positiveness of the term Π (t)Θ i (t) is ensured by a projection operator on . Θ (t) (Krstic et al., 1995) . To facilitate the subsequent development, an auxiliary scalar function is defined as follows
where its gradient is computed as follows
where ε being an arbitrarily small positive constant and 0 1×4 ∈ R 1×4 being a vector of zeros. Two convex sets based on the function P Θ are defined as follows
where δ ∈ R is a positive constant that is very close to zero.
Let the boundary and the interior of set R be defined by ∂R and
• R , respectively. Based on these definitions, the projection of τ (t) is defined as follows Proj {τ } τΘ ∈
• Tsai, R. Y. and Huang, T. S. (1981) . Estimating three-dimensional motion parameters of a rigid planar patch. IEEE Transactions on Acoustic, Speech, and Signal Processing, ASSP-29(6):1147-1152.
