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ABSTRACT
Measurements of air showers made using the hybrid technique developed with
the fluorescence and surface detectors of the Pierre Auger Observatory allow a
sensitive search for point sources of EeV photons anywhere in the exposed sky. A
multivariate analysis reduces the background of hadronic cosmic rays. The search
is sensitive to a declination band from −85◦ to +20◦, in an energy range from
1017.3 eV to 1018.5 eV. No photon point source has been detected. An upper limit
on the photon flux has been derived for every direction. The mean value of the
energy flux limit that results from this, assuming a photon spectral index of −2,
is 0.06 eV cm−2 s−1, and no celestial direction exceeds 0.25 eV cm−2 s−1. These
upper limits constrain scenarios in which EeV cosmic ray protons are emitted by
non-transient sources in the Galaxy.
Subject headings: astroparticle physics; cosmic rays; methods: data analysis
1. Introduction
A direct way to identify the origins of cosmic rays is to find fluxes of photons (gamma
rays) coming from discrete sources. This method has been used to identify several likely
sources of cosmic rays up to about 100 TeV in the Galaxy (Fermi-LAT Collaboration 2013).
At sufficiently high energies, such photons must be produced primarily by π0 decays, implying
the existence of high-energy hadrons that cause the production of π0 mesons at or near the
source. It is not known whether the Galaxy produces cosmic rays at EeV energies (1 EeV
= 1018 eV). An argument in favor is that the “ankle” of the cosmic-ray energy spectrum
near 5 EeV is the only concave upward feature, and the transition from a Galactic power-
law behavior to an extragalactic contribution should be recognizable as just such a spectral
hardening (Hillas 1984). The ankle can be explained alternatively as a “dip” due to e±
pair production in a cosmic-ray spectrum that is dominated by protons of extragalactic
origin. In that case, detectable sources of EeV protons would not be expected in the Galaxy
(Berezinsky et al. 2006).
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Protons are known to constitute at least a significant fraction of the cosmic rays near the
ankle of the energy spectrum (The Pierre Auger Collaboration 2012a, 2010a, 2013). Those
protons are able to produce photons with energies near 1 EeV by pion photoproduction or
inelastic nuclear collisions near their sources. A source within the Galaxy could then be
identified by a flux of photons arriving from a single direction.
The search here is for fluxes of photons with energies from 1017.3 eV up to 1018.5 eV. The
energy range is chosen to account for high event statistics and to avoid additional shower
development processes that may introduce a bias at highest energies (Homola & Risse 2007).
The Pierre Auger Observatory (The Pierre Auger Collaboration 2004) has excellent sen-
sitivity to EeV photon fluxes due to its vast collecting area and its ability to discriminate
between photons and hadronic cosmic rays (The Pierre Auger Collaboration 2009). The
surface detector array (SD) (The Pierre Auger Collaboration 2008a) consists of 1660 water-
Cherenkov detectors spanning 3000 km2 on a regular grid of triangular cells with 1500 m
spacing between nearest neighbor stations. It is located at latitude −35.2◦ in Mendoza
Province, Argentina. Besides the surface array, there are 27 telescopes of the air fluorescence
detector (FD) (The Pierre Auger Collaboration 2010b) located at five sites on the perime-
ter of the array. The FD is used to measure the longitudinal development of air showers
above the surface array. The signals in the water-Cherenkov detectors are used to obtain
the secondary particle density at ground measured as a function of distance to the shower
core. The analysis presented in this work uses showers measured in hybrid mode (detected
by at least one FD telescope and one SD station). The hybrid measurement technique pro-
vides a precise geometry and energy determination with a lower energy detection threshold
compared to SD only measurements (The Pierre Auger Collaboration 2010b). Moreover,
multiple characteristics of photon-induced air showers can be exploited by the two detector
systems in combination, e.g., muon-poor ground signal and large depth of shower maximum
compared to hadronic cosmic rays of the same energy. Several photon–hadron discriminating
observables are defined and combined in a multivariate analysis (MVA) to search for pho-
ton point sources and to place directional upper limits on the photon flux over the celestial
sphere up to declination +20◦.
The sensitivity depends on the declination of a target direction. For the median ex-
posure, a flux of 0.14 photons km−2 yr−1 or greater would yield an excess of at least 5σ.
This corresponds to an energy flux of 0.25 eV cm−2 s−1 for a photon flux following a 1/E2
spectrum, similar to energy fluxes of sources measured by TeV gamma-ray detectors. This
is relevant because the energy flux per decade is the same in each energy decade for a source
with a 1/E2 spectrum, and Fermi acceleration leads naturally to such a type of spectrum
(cf. Sec. 8). The Auger Observatory has the sensitivity to detect photon fluxes from such
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hypothetical EeV cosmic-ray sources in the Galaxy.
At EeV energies, fluxes of photons are attenuated over intergalactic distances by e±
pair production in collisions of those photons with cosmic-background photons. The e±
can again interact with background photons via inverse-Compton scattering, resulting in
an electromagnetic cascade that ends at GeV-TeV energies. The detectable volume of EeV
photon sources is small compared to the Greisen-Zatsepin-Kuz’min (GZK) sphere (Greisen
1966; Zatsepin & Kuz’min 1966), but large enough to encompass the Milky Way, the Local
Group of galaxies and possibly Centaurus A, given an attenuation length of about 4.5 Mpc at
EeV energies (Homola & Risse 2007; De Angelis et al. 2013; Settimo & De Domenico 2013).
The present study targets all exposed celestial directions without prejudice. It is a
“blind” search to see if there might be an indication of a photon flux from any direction.
One or more directions of significance might be identified for special follow-up study with
future data. Because there is a multitude of “trials,” some excesses are likely to occur by
chance. A genuine modest flux would not be detectable in this kind of blind search. The
possible production of ultra-high energy photons and neutrons has been studied extensively
in relation to some directions in the Galaxy (Medina Tanco & Watson 2001; Bossa et al.
2003; Aharonian & Neronov 2005; Crocker et al. 2005; Gupta et al. 2012).
The Auger Collaboration has published stringent upper limits on the diffuse intensity of
photons at ultra-high energies (The Pierre Auger Collaboration 2007, 2008b, 2009; Settimo
2011). Those limits impose severe constraints on “top-down” models for the production of
ultra-high energy cosmic rays. At the energies in this study, however, the limits do not
preclude photon fluxes of a strength that would be detectable from discrete directions.
The paper is organized as follows: in Sec. 2, mass composition-sensitive observables are
introduced, exploiting information from the surface detector as well as from the fluorescence
telescopes. These observables are combined in a multivariate analysis explained in Sec.
3, before introducing the dataset and applied quality cuts in Sec. 4. A calculation of the
expected isotropic background contribution is described in Sec. 5. A blind search technique
and an upper limit calculation are explained in Sec. 6 and Sec. 7, respectively. Finally,
results are shown and discussed in Sec. 8.
2. Mass composition-sensitive observables
The strategy in searching for directional photon point sources is based on the selection
of a subset of photon-like events, to reduce the isotropic hadronic background. Such a
selection relies on the combination of several mass composition-sensitive parameters, using
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a multivariate analysis (MVA).
Once the MVA training is defined, the photon-like event selection is optimized direction-
wise, accounting for the expected background contribution from a given target direction to
take into account the contribution of different trigger efficiencies.
Profiting from the hybrid nature of the Auger Observatory, we make use of FD- and
SD-based observables, which provide complementary information on the longitudinal and
lateral distributions of particles in the showers, respectively. By means of Monte Carlo
(MC) simulations, five observables are selected to optimize the signal (photon) selection
efficiency against the background (hadron) rejection power. The selected observables are
described below in detail.
2.1. FD observables
A commonly used mass-composition sensitive observable is the depth of the shower
maximum Xmax, which is defined as the atmospheric depth at which the longitudinal devel-
opment of a shower reaches its maximum in terms of energy deposit. Given their mostly
electromagnetic nature, on average, photon-induced air showers develop deeper in the at-
mosphere, compared to hadron-induced ones of similar energies, resulting in larger Xmax
values. The difference is about 100 g cm−2 in the energy range discussed in this paper. The
reconstruction procedure is based on the fit of the Gaisser-Hillas function (Gaisser & Hillas
1977) to the energy deposit profile, which has been proven to provide a good description of
the Extensive Air Shower (EAS) independently of the primary type.
In addition to the Gaisser-Hillas function, the possibility of fitting the longitudinal
profile with the Greisen function (Greisen 1956) has been explored. The Greisen function
was originally introduced to describe the longitudinal profile of pure electromagnetic showers:
a better fit to the longitudinal profile is thus expected for photon-initiated showers when
compared to nuclear ones of the same primary energy. The χ2Gr/dof is used to quantify the
goodness of the fit and as potential discriminating observable. The Greisen function has
one free parameter, that is the primary energy EGr, which is also influenced by the primary
particle. The observable is EGr/EGH, where EGH is the energy obtained by integrating the
Gaisser-Hillas function. All of the Xmax, the χ
2
Gr/dof and the EGr/EGH are used as variables
contributing to the photon-hadron classifier. The method adopted for the classification, as
well as the relative weight of each variable to the classification process, will be discussed in
the next section.
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2.2. SD observables
When observed at ground, photon-induced showers have a generally steeper lateral
distribution than nuclear primaries because of the almost absent muon component. It is
worth noting that, as a consequence of the trigger definition in the local stations and of the
station spacing in the array (The Pierre Auger Collaboration 2010c), the surface detector
alone is not fully efficient in the energy range used in this work. Thus, as opposed to
previous work based on SD observables (The Pierre Auger Collaboration 2008b), we adopt
here observables that are defined at the station level and which do not necessarily require an
independent reconstruction in SD mode. Such observables are related to an estimator (Sb)
of the lateral distribution of the signal or to the shape of the flash analog digital converter
(FADC) trace in individual stations.
The Sb parameter is sensitive to different lateral distribution functions, due to the
presence/absence of the flatter muon component (Ros et al. 2011), and has already been
used in previous studies (Settimo 2011). It is defined as
Sb =
N∑
i=1
[
Si ·
( ri
1000 m
)b]
, (1)
where the sum extends over all N triggered stations, Si expresses the signal strength of the
i–th SD station, ri the distance of this station to the shower axis, and b a variable exponent.
It has been found that, in the energy region of interest, the optimized b for photon–hadron
separation is b = 3 (Ros et al. 2013).
As a result of both the smaller signal in the stations, on average, and the steeper lateral
distribution function, smaller values of Sb are expected for photon primaries. To prevent a
possible underestimate of Sb (which would mimic the behavior of a photon-like event), due
to missing stations during the deployment of the array or temporarily inefficient stations,
events are selected requiring at least 4 active stations (fully operational, but not necessary
triggered) within 2 km from the core.
Other observables, containing information on the fraction of electromagnetic and muonic
components at the ground, are related to measurements of the time structure derived from the
FADC traces in the SD. The spread of the arrival times of shower particles at a fixed distance
from the shower axis increases for smaller production heights, i.e., closer to the detector
station. Consequently, a larger spread is expected in case of deep developing primaries (i.e.,
photons). Here we introduce the shape parameter, defined as the ratio of the early-arriving
to the late-arriving integrated signal as a function of time measured in the water-Cherenkov
10
detector with the strongest signal:
ShapeP(r, θ) =
Searly(r, θ)
Slate(r, θ)
. (2)
The early signal Searly is defined as the integrated signal over time bins less than a scaled
time tscaledi ≤ 0.6 µs, beginning from the signal start moment. The scaled time varies for
different inclination angles θ and distances r to the shower axis and can be expressed as:
tscaledi (r, θ) = ti ·
r0
r
·
1
c1 + c2 · cos(θ)
, (3)
where ti is the real time of bin i and r0 = 1000 m is a reference distance. c1 = −0.6
and c2 = 1.9 are scaling parameters to average traces over different inclination angles.
Correspondingly, the late signal Slate is the integrated signal over time bins later than
tscaledi > 0.6 µs, until signal end.
3. Multivariate analysis
The selected discriminating observables are combined by a multivariate analysis tech-
nique to enhance and maximize their photon-hadron separation power. In particular, the
analysis was developed by using a Boosted Decision Tree (BDT) as classifier (Breiman et al.
1984; Schapire 1990). Several other classifiers were also tested, but the BDT stands out due
to the simplicity of the method, where each training step involves a one-dimensional cut op-
timization, in conjunction with high-performance photon–hadron discrimination (Kuempel
2011). Another advantage of BDTs is that they are insensitive to the inclusion of poorly
discriminating variables. The observables were selected from a larger sample of SD and
hybrid observables by looking at their individual discrimination power in different energy
and zenith bins, their strength in the BDT, and the stability of the results. One benchmark
quantity that assess the performance of BDTs is the separation. It is defined to be zero for
identical signal and background shapes of the output response, and it is one for shapes with
no overlap. The overall separation as well as the separation if excluding a specific observable
from the analysis is listed in Table 1. The most significant variables contributing to the
BDT are Xmax and Sb. With these variables alone we achieve a separation of 0.654. During
the classification process the BDT handles the correlation of the observables to energy and
zenith angle of the primary particle by including them as additional parameters.
For the classification process, BDTs are trained and tested using MC simulations.
Air showers are simulated using the CORSIKA v. 6.900 (Heck et al. 1998) code. A to-
tal number of ∼ 30, 000 photon and ∼ 60, 000 proton primaries are generated according
11
Table 1: Overall separation of the observables using BDTs (all) as well as the remaining
separation if excluding a single observable from the MVA.
Observables Separation
all 0.668
No Sb 0.438
No Xmax 0.599
No χ2Gr/dof 0.662
No EGr/EGH 0.664
No ShapeP 0.667
to a power-law spectrum of index -2.7 between 1017.2 eV and 1018.5 eV, using QGSJET-
01c (Kalmykov & Ostapchenko 1989) and GHEISHA (Fesefeldt 1985) as high- and low-
energy interaction models, respectively. The impact of different hadronic interaction models
is discussed in Sec. 8. The detector response was simulated using the simulation chain devel-
oped within the offline framework (Argiro et al. 2007), as discussed in (Settimo 2012). The
same reconstruction chain and the same selection criteria as for data (discussed in Sec. 4)
were then applied. During the classification phase, photon and proton showers are reweighted
according to a spectral index of -2.0 and -3.0, respectively. The impact of a changing photon
spectral index on the results is discussed in Sec. 8. The distribution of observables for photon
and proton simulations for a specific energy and zenith range is shown in Fig. 1. The MVA
output response value is named β and shown in Fig. 2 for the training and testing samples.
Note that the β distribution is by construction limited to the range [−1, 1].
4. Dataset
The search for photon point sources is performed on the sample of hybrid events collected
between January 2005 and September 2011, under stable data-taking conditions. Events are
selected requiring a reconstructed energy between 1017.3 eV and 1018.5 eV, where the energy
is determined as the calorimetric one plus a 1% missing energy correction associated with
photon primaries (Barbosa et al. 2004). To ensure good energy and directional reconstruc-
tion, air showers with zenith angle smaller than 60◦ and with a good reconstruction of the
shower geometry are selected. For a reliable profile reconstruction we require: a reduced χ2
of the longitudinal profile fit to the Gaisser-Hillas function smaller than 2.5, a Cherenkov
light contamination smaller than 50%, and an uncertainty of the reconstructed energy less
than 40%. Overcast cloud conditions can distort the light profiles of EAS and influence
12
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Fig. 1.— Distributions of photon (full blue) and proton (striated red) simulations of the in-
troduced observables. The distributions are shown as examples for the energy range between
1017.6 eV and 1018 eV and zenith angle between 0◦ and 30◦.
also the hybrid exposure calculation (Chirinos 2013). To reject misreconstructed profiles, we
select only periods with a detected cloud coverage ≤ 80% with a cut efficiency of 91%. In
addition, only events with a reliable measurement of the vertical optical depth of aerosols
are selected (BenZvi et al. 2007). As already mentioned, at least 4 active stations are re-
quired within 2 km of the hybrid-reconstructed axis to prevent an underestimation of Sb.
To enrich our sample with deep showers, we do not require that Xmax has been observed
within the field of view. This cut is usually applied to assure a good Xmax resolution (e.g.
(The Pierre Auger Collaboration 2009, 2010d,a)), but for this analysis we focus on a max-
imization of the acceptance for photon showers. Profiles, for which only the rising edge is
observed are certain to have a deep Xmax below ground level (∼ 840/ cos(θ) g/cm
2). Shallow
showers, that are also enriched by the release of this cut, can be easily removed in later stages
of the analysis by the MVA β cut (cf. Sec. 6). The photon Xmax resolution with this type
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Fig. 2.— Multivariate analysis response value β for photon and proton primaries using
boosted decision trees. During evaluation the MC sample is split half into a training (filled
circles) and half into a testing sample (solid line).
of selection increases from 39 to 53 g/cm2, but the photon acceptance is increased by 42%.
The energy resolution is about 20%, independently of the primary mass. These resolutions
do not affect significantly the analysis since the trace of photons from a point source is an
accumulation of events from a specific direction, and the event direction is well reconstructed
also with the relaxed cuts: as shown in Fig. 3, the angular resolution is about 0.7◦. We also
verified that the separation power of the MVA is not significantly modified by the weaker
selection requirements.
After selection, the final dataset consists of Ndata = 241, 466 events with an average
energy of 1017.7 eV. In fact, the energy distribution of these events expresses a compensation
effect of the energy spectral index and trigger inefficiencies at low energies. A discussion of
the hybrid trigger efficiency for hadrons in the energy range below 1018 eV is given in (Settimo
2012). In Sec. 7 this discussion is extended to the case of photons. The average number
of triggered stations in the current dataset is 2 at 1017.5 eV, where the bulk of events is
detected, generally increasing with zenith angle and with energy (up to 4 between 1018 eV
and 1018.5 eV).
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Fig. 3.— Space angle distribution between simulated and reconstructed arrival direction of
photon primaries. The angular resolution is calculated as the 68% quantile located at 0.7◦
denoted by the dotted line.
5. Background expectation
The contribution of an isotropic background is estimated using the scrambling tech-
nique (Cassiday et al. 1990). This method has the advantage of using only measured data
and takes naturally into account detector efficiencies and aperture features. Therefore, it is
not sensitive to the (unknown) cosmic ray mass composition in the covered energy range.
As a first step, the arrival directions (in local coordinates) of the events are smeared
randomly according to their individual reconstruction uncertainty. In a second step, Ndata
events are formed by choosing randomly a local coordinate and, independently, a Coordinated
Universal Time from the pool of measured directions and times. This procedure is repeated
5,000 times. The mean number of arrival directions within a target is then used as the
expected number for that particular sky location. As each telescope has a different azimuthal
trigger probability, events are binned by telescope before scrambling. The number of events
observed in each telescope varies between 4,358 and 14,100. Since the scrambling technique
is less effective in the southern celestial pole region1, declinations < −85◦ are omitted from
the analysis.
1At the pole, the estimated background would always be similar to the observed signal. Therefore a
possible excess or deficit of cosmic rays from the pole would always be masked.
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Sky maps are pixelized using the HEALPix software (Gorski et al. 2005). Target centers
are taken as the central points of a HEALPix grid using Nside = 256 (target separation
∼ 0.3◦), resulting in 526,200 target centers south of a declination of +20◦. The treatment
of arrival directions is based on an unbinned analysis, i.e., angular distances are calculated
analytically. For each target direction, we use a top-hat counting region of 1◦ (selecting
events within a hard cut on angle from the target center), motivated to account for low
event statistics (cf. (Alexandreas et al. 1993)) and a possible non-Gaussian tail of the error
distribution2.
The expected directional background contribution for the covered search period is shown
in Fig. 4. There is an azimuthal asymmetry in the expected background as a result of a
seasonally-dependent duty cycle, i.e., during austral summer, data taking using the fluores-
cence telescopes is reduced compared to austral winter (Settimo 2012; The Pierre Auger Collaboration
2011a).
6. Blind search analysis
When performing the blind search analysis, we use only a subset of the recorded data,
selected as “photon-like” according to the β distribution. The definition of “photon-like”
(i.e., the βcut position when selecting events with β ≥ βcut) is related to the MC photon and
the data efficiencies, εβγ and ε
β
data, respectively, and to the expected number of background
events nb(α, δ) which is a function of the celestial coordinates α and δ. The efficiencies ε
β
γ
and εβdata are shown in Fig. 5 as a function of the multivariate cut βcut. To estimate ε
β
data
more accurately, a declination dependence is taken into account, εβdata = ε
β
data(δ), indicated
by the red shaded area in Fig. 5. The expectation of a purely hadronic composition is
shown as a grey band. To improve the detection potential of photons from point sources,
the cut on the β distribution is optimized, dependent on the direction of a target center
or, more specifically, dependent on the expected number of background events nb(α, δ). In
this way the background contamination is reduced while keeping most of the signal events
in the dataset. This optimization procedure can be described as follows: the upper limit
of photons ns from a point source at a given direction is calculated under the assumption
that ndata = n
β
b , i.e., when the observed number of events (ndata) is equal to the expected
number (cf. Sec. 5). The expected number of events after cutting on the β distribution can be
estimated as nβb (α, δ) = nb(α, δ) ·ε
β
data(δ) and is typically less than 4 events for the βcut values
2It was verified that selecting containment radii of 0.74◦ and 1.5◦ increases the mean flux upper limit of
point sources by +9% and +11%, respectively.
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Fig. 4.— Sky map of the expected background contribution (average of 5,000 scrambled
maps) in Galactic coordinates using the Mollweide-projection (Bugayevskiy & Snyder 1995).
The solid black lines indicate the covered declination range between −85◦ and +20◦. Note
that the southern celestial pole region is omitted in this analysis for reasons explained in
Sec. 5.
finally chosen. There are several ways to define an upper limit on the number of photons ns,
at a given confidence level (CL) in the presence of a Poisson-distributed background. Here
the procedure of Zech (Zech 1989) is utilized, where ns is given by:
P (≤ nβb |n
β
b + ns) = αCL · P (≤ n
β
b |n
β
b ) , (4)
with αCL ≡ 1 − CL = 0.05, and where the expected background contribution is n
β
b (cf.
(The Pierre Auger Collaboration 2012b)). The frequentist interpretation of the above equa-
tion is as follows: “For an infinitely large number of repeated experiments looking for a signal
with expectation ns and background with mean n
β
b , where the background contribution is
restricted to a value less than or equal to nβb , the frequency of observing n
β
b or fewer events
is αCL.” Since n
β
b is not an integer in general, a linear interpolation is applied to calculate
the Poisson expectation. To determine the optimized βcut, the sensitivity is maximized by
minimizing the expected upper limit by scanning over the entire range of possible βcut, also
taking into account the photon efficiency εβγ :
min
(
ns(βcut)
εβγ(βcut)
)
with βcut ∈ [−1, 1]. (5)
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Fig. 5.— Fraction of events passing the βcut for simulated primary photons (black) and
measured averaged data (red). The red shaded area represents the declination-dependent
variation of the data. The grey shaded area represents the expectation of a purely hadronic
composition derived from MC simulations.
The optimized mean βcut is shown in Fig. 6 as a function of the expected background con-
tribution. The grey area indicates the declination-dependent variation of the optimization.
The mean βcut value used in this analysis is 0.22 resulting in an average background contri-
bution after βcut of 1.48 events. Applying the optimized βcut to measured data reduces the
dataset to 13,304 events. The sky distribution of these events is shown in Fig. 7.
When performing a blind search for photon point sources, the probability p of obtaining
a test statistic at least as extreme as the one that was actually observed is calculated,
assuming an isotropic distribution. The test statistic is obtained from the ensemble of
scrambled datasets (cf. Sec. 5), assuming a Poisson-distributed background. This p-value is
calculated for a specific target direction as:
p = Poiss(≥ nβdata|n
β
b ) , (6)
where Poiss(≥ nβdata|n
β
b ) is the Poisson probability to observe n
β
data or more events given a
background expectation after βcut of n
β
b . Note that the superscript “β” indicates the number
of events after applying the optimized βcut. The fraction of simulated datasets pchance, in
which the observed minimum p-value pmin is larger than or equal to the simulated p-value
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Fig. 6.— Optimized βcut as a function of the expected background count. The mean value
(solid black line) and the declination-dependent variations (shaded area) are illustrated.
pscrmin, is given by:
pchance(p
scr
min ≤ pmin) . (7)
This corresponds to the chance probability of observing pmin anywhere in the sky. The results
when applying this blind search to the hybrid data of the Pierre Auger Observatory will be
discussed in Sec. 8.
7. Upper limit calculation
Here we specify the method used to derive a skymap of upper limits to the photon flux
of point sources. The directional upper limit on the photon flux from a point source is the
limit on the number of photons from a given direction, divided by the directional acceptance
(cf. Sec. 5) from the same target at a confidence level of CL = 95%, and by a correction
term:
fUL =
nZechs
ninc · Eβ
. (8)
Here nZechs is the upper limit on the number of photons obtained by using the βcut definition
in Fig. 6, and applying the procedure of Zech (cf. Eqn. (4)) for the observed number of events
in data nβdata:
P (≤ nβdata|n
β
b + n
Zech
s ) = αCL · P (≤ n
β
data|n
β
b ) . (9)
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Fig. 7.— Sky map of measured events after applying the optimized βcut illustrated in galactic
coordinates.
The expected signal fraction in the top-hat search region is ninc = 0.9, and Eβ is the total
photon exposure. This latter exposure is derived as:
Eβ(α, δ) = E(α, δ) · ε
β
γ , (10)
where E indicates the exposure before applying the multivariate cut βcut (cf. Eqn. 11), and
εβγ is the photon efficiency when applying a βcut.
The exposure E(E) is typically defined as a function of energy E, cf. (The Pierre Auger Collaboration
2011a; Settimo 2012; The Pierre Auger Collaboration 2010d). In a similar way, the photon
exposure E as a function of celestial coordinates α and δ is defined as:
E(α, δ) =
1
cE
∫
E
∫
T
∫
S
Eζ ε(E, t, θ, φ, x, y) dS dt dE , (11)
where the coordinates α and δ are functions of the zenith (θ) and azimuth (φ) angles and of
the time t; ε is the overall efficiency including detection, reconstruction and selection of the
events and the evolution of the detector in the time period T . The integration over energy
is performed assuming a power-law spectrum with index ζ = −2 and normalization factor
cE =
∫
Eζ dE. The area S encloses the full detector array and is chosen sufficiently large
to ensure a negligible (less than 1%) trigger efficiency outside of it. The exposure for the
hybrid detector is not constant with energy and is not uniform in right ascension. Thus,
detailed simulations were performed to take into account the status of the detector and the
dependence of its performance with energy and direction (both zenith and azimuth). For
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Fig. 8.— Integral distribution of p-values. For better visibility − log(p) is shown. The
observed distribution is shown as a thick black line, the mean expected one, assuming back-
ground only, as a thin red line. The blue shaded region corresponds to 95% containment of
simulated data sets.
the exposure calculation applied here, time-dependent simulations were performed, following
the approach described in (The Pierre Auger Collaboration 2011a; Settimo 2012). This takes
into account the photon trigger efficiency, possible periods of overcast cloud conditions, and
offers the possibility of also investigating systematic uncertainties below the EeV range. At
the low energy edge of 1017.3 eV, the hybrid trigger efficiency for photon-induced air showers
is larger than 80%, rapidly increasing before reaching full efficiency at 1017.8 eV. Compared
to hadron induced air showers, the photon trigger efficiency is always larger as a consequence
of a later shower development, on average. The derived directional photon exposure has a
mean of 180 km2 yr and varies between 50 km2 yr and 294 km2 yr. The impact of different
photon spectral indices is discussed in Sec. 8. Directional upper limits on photons from point
sources derived in this blind search analysis will be also discussed in Sec. 8.
8. Results and discussion
In the following, results on p-values and upper limits are given, based on the analysis
method described in Sec. 6 and Sec. 7.
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Fig. 9.— Celestial map of − log(p) values in Galactic coordinates.
The p-values, as defined in Eqn. 6, refer to a local probability that the data is in
agreement with a uniform distribution. The integral distribution of − log(p)-values is shown
in Fig. 8. The corresponding sky map of− log(p)-values is illustrated in Fig. 9. The minimum
p-value observed is pmin = 4.5 × 10
−6 corresponding to a chance probability that pmin is
observed anywhere in the sky of pchance = 36%. This blind search for a flux of photons,
using hybrid data of the Pierre Auger Observatory, therefore finds no candidate point on
the pixelized sky that stands out among the large number of trials. It is possible that some
genuine photon fluxes are responsible for some of the low p-values. If so, additional exposure
should increase the significance of those excesses. They might also be identified in a future
search targeting a limited number of astrophysical candidates. The present search, however,
finds no statistical evidence for any photon flux.
Directional photon flux upper limits (95% confidence level) are derived using Eqn. (8)
and shown as a celestial map in Fig. 10. The mean value is 0.035 photons km−2 yr−1,
with a maximum of 0.14 photons km−2 yr−1. Those values correspond to an energy flux of
0.06 eV cm−2 s−1 and 0.25 eV cm−2 s−1, respectively, assuming an E−2 energy spectrum.
Various sources of systematic uncertainties were investigated and their impact on the
mean flux upper limit is estimated. The systematics on the photon exposure ranges between
±30% at 1017.3 eV and ±10% above 1018 eV and are dominated by the uncertainty on
the Auger energy scale. A systematic uncertainty of the Auger energy scale of +14% and
−14% (Verzi 2013) changes the mean upper limit by about +8% and −9%, respectively.
Variations in determining the fraction of photon (ǫβγ ) and measured events (ǫ
β
data) passing a
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Fig. 10.— Celestial map of photon flux upper limits in photons km−2 yr−1 illustrated in
Galactic coordinates.
βcut, introduced by, e.g., an additional directional dependency for photons, contribute less
than 6%. A collection of ∼ 50, 000 proton CORSIKA air shower simulations, using EPOS
LHC (Pierog et al. 2013), were additionally generated to estimate the impact of using a
different high-energy hadronic interaction model. The resulting change of the mean limit of
the photon flux is −9%. Furthermore, the assumed photon flux spectral index of −2 could be
incorrect. To estimate the impact of this, the analysis is repeated assuming a spectral index
of −1.5 or −2.5. The mean upper limit changes by about −34% and +51%, respectively,
whereas the dominant contribution arises from a changing directional photon exposure, i.e.,
assuming a flatter primary photon spectrum increases the photon exposure, while reducing
the average upper limits, and vice versa.
The limits are of considerable astrophysical interest in all parts of the exposed sky. The
energy flux in TeV gamma rays exceeds 1 eV cm−2 s−1 for some Galactic sources with a
differential spectral index of E−2 (Hinton & Hofmann 2009; H.E.S.S. Collaboration 2011).
A source with a differential spectral index of E−2 puts out equal energy in each decade,
resulting in an expected energy flux of 1 eV cm−2 s−1 in the EeV decade. No energy flux
that strong in EeV photons is observed from any target direction, including directions of
TeV sources such as Centaurus A or the Galactic center region. This flux would have been
detected with > 5σ significance, even after penalizing for the large number of trials (using
Eqn. 6 and Eqn. 7). Furthermore, an energy flux of 0.25 eV cm−2 s−1 would yield an excess
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of at least 5σ for median exposure targets. If we make the conservative assumption that
all detected photons are at the upper energy bound, a flux of 1.44 eV cm−2 s−1 would be
detectable. This result for median exposure targets is independent of the assumed photon
spectral index, and implies that we can exclude a photon flux greater than 1.44 eV cm−2 s−1
with 5σ significance.
Results from the present study complement the blind search for fluxes of neutrons above
1 EeV previously published by the Auger Collaboration (The Pierre Auger Collaboration
2012b). No detectable flux was found in that search, and upper limits were derived for
all directions south of declination +20◦. A future study will look for evidence of photon
fluxes from particular candidate sources and “stacks” of candidates having astrophysical
characteristics in common. A modest excess may be statistically significant if it is not
penalized for a large number of trials. Neutrons and photons arise from the same types
of pion-producing interactions. The photon path length exceeds the path length for EeV
neutron decay, so this study is sensitive to sources in a larger volume than just the Galaxy.
The absence of detectable point sources of EeV neutral particles does not mean that
the sources of EeV rays are extragalactic. It might be that EeV cosmic rays are produced by
transient sources such as gamma ray bursts or supernovae. The Auger Observatory has been
collecting data only since 2004. It is quite possible that it has not been exposed to neutral
particles emanating from any burst of cosmic-ray production. Alternatively, it is conceivable
that there are continuous sources in the Galaxy which emit in jets and are relatively few in
number, and if so none of those jets are directed toward Earth. The protons would be almost
isotropized by magnetic fields, but neutrons and gamma rays would retain the jet directions
and would not arrive here. Another possibility is that the EeV protons originate in sources
with much lower optical depth for escaping than is typical of the known TeV sources. The
production of neutrons and photons at the source could be too meager to make a detectable
flux at Earth.
The null results from this search for point sources of photons is nevertheless interesting in
light of the stringent upper limits on cosmic-ray anisotropy at EeV energies (The Pierre Auger Collaboration
2012c,d, 2011b). EeV protons originating near the Galactic plane, whether from transient
sources or steady sources, are expected to cause an anisotropy that exceeds the observational
upper limit. Those expectations are not free of assumptions about magnetic field properties
away from the Galactic disk, so the case against Galactic EeV proton sources is by no means
closed. However, evidence for such sources remains absent, despite a sensitive search for any
flux of EeV photons.
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