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Columbia University
We introduce penalty-function-based admission control policies
to approximately maximize the expected reward rate in a loss net-
work. These control policies are easy to implement and perform well
both in the transient period as well as in steady state. A major advan-
tage of the penalty approach is that it avoids solving the associated
dynamic program. However, a disadvantage of this approach is that
it requires the capacity requested by individual requests to be suf-
ficiently small compared to total available capacity. We first solve
a related deterministic linear program (LP) and then translate an
optimal solution of the LP into an admission control policy for the
loss network via an exponential penalty function. We show that the
penalty policy is a target-tracking policy—it performs well because
the optimal solution of the LP is a good target. We demonstrate that
the penalty approach can be extended to track arbitrarily defined
target sets. Results from preliminary simulation studies are included.
1. Introduction. We consider the following dynamic stochastic alloca-
tion problem (details in Section 2). The stochastic system consists of a net-
work of resources (facilities), each with a known fixed capacity. Requests
for using this network belong to a diverse set of request classes, differing
in the arrival rate, the service duration, the resource requirements and the
willingness to pay. There is no waiting room (queue), therefore an arriving
request must be either admitted into the system for service and assigned
an appropriate resource allocation or rejected (lost) at the instant it ar-
rives. An admitted request occupies the allocated resources for the service
duration and releases all the resources simultaneously. The objective of the
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system controller is to design an admission control policy that optimizes
an appropriate performance measure of the revenue generated.
The stochastic model detailed above is known as a loss network. Loss
networks model a wide variety of applications where a diverse user popula-
tion shares a limited collection of resources, for example, telephone net-
works, local area networks, multiprocessor interconnection architectures,
data base structures, mobile radio and broadband packet networks [see Ott
and Krishnan (1992), Hui (1990), Kelly (1985), Lagarias, Odlyzko and Zagier
(1985), Mitra and Weinberger (1987) and Mitra, Morrison and Ramakrish-
nan (1996), for details]. Kelly (1991) gave an excellent review of results for
loss networks. For a discussion of a related model with loss queues in series,
see Ku and Jordan (1997).
A loss network with a single resource is known as a stochastic knap-
sack [Ross and Tsang (1989b)]. Optimality results have been obtained for
several restricted classes of admissible policies: complete partitioning poli-
cies [Ross and Tsang (1989b)], coordinate convex policies [Foschini and
Gopinath (1983), Ross and Tsang (1989b) and Jordan and Varaiya (1994)]
and restricted complete sharing policy [Gavois and Rosberg (1994)]. Ross
and Yao (1990) discussed monotonicity properties for the stochastic knap-
sack. See Ross (1995) for a summary of these results.
When capacity requests and service durations of all the request classes
are identical, the optimal policy for the stochastic knapsack problem has
the following simple form: Accept class i requests if there are at least δi
units of capacity free. Such a policy is called a trunk reservation policy and
the parameters δi are called trunk reservation parameters. This result was
established by Miller (1969) [see also Lippman and Ross (1971)]. Several
approaches to compute (approximately) optimal trunk reservation param-
eters δi were discussed by Key (1990), Bean, Gibbens and Zachary (1995)
and Reiman and Schwartz (2001). Trunk reservation policies are not optimal
when the capacity request or service duration is class dependent [Ross and
Tsang (1989a)] nor are they optimal for networks [Key (1990)]. The asymp-
totic optimality of trunk reservation policies under a limiting regime where
the arrival rates and capacity increase together, the Halfin–Whitt regime
[Halfin and Whitt (1981)], was established by Hunt and Laws (1993, 1997).
For asymptotic optimality results under different limiting regimes, see Kelly
(1991), Hunt and Kurtz (1994) and Key (1994).
The optimal capacity allocation problem has also been extensively studied
in the revenue management literature. For a recent overview, see McGill and
van Ryzin (1999). Unlike the model introduced here, capacity allocation
models in the revenue management literature typically assume that there
is a finite time horizon over which the capacity must be allocated and that
capacity once allocated never becomes available again. Our model is closer
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to that developed by Savin, Cohen, Gans and Katalan (2000) in the context
of the rental industry.
In all previous works on related stochastic allocation models, the asso-
ciated optimization problem is formulated as a dynamic program (DP),
and the optimal policy is the solution of the associated Bellman equation.
However, solving the Bellman equation quickly becomes computationally
intractable and is, in many cases, EXP-complete [Papadimitriou and Tsit-
siklis (1999) and Blondel and Tsitsiklis (2000)]. In practice, therefore, the
DP formulation is only used to characterize certain qualitative structural
properties of the optimal policy, which then form the basis for heuristic ap-
proaches for solving the problem. Optimal DP policies are very sensitive to
the time horizon of the problem. Due to end-effects, the optimal DP poli-
cies that correspond to different time horizons are usually not compatible.
Also, there is no guarantee that steady state optimal policies [e.g., the in-
dependent thinning policy; Kelly (1991)], will perform well in the transient
period.
In this article, we explore alternative simpler techniques for characteriz-
ing approximately optimal policies. We replace the stochastic optimization
problem by a suitably constructed linear program (LP). The optimal solu-
tion of this LP yields a target point that is translated into an admission
control policy using an exponential penalty function. We show that this pol-
icy is approximately optimal in the limit where individual resource requests
are small compared to the total capacity [Halfin and Whitt (1981)]. More-
over, we show that this penalty policy performs well in the transient period
as well.
Our penalty-based approach builds on several disparate research ideas:
convex programming bounds for stochastic problems [Gibbens and Kelly
(1995), Bertsimas, Paschalidis and Tsitsiklis (1994), Bertsimas and Nin˜o
Mora (1999a, b) and Bertsimas and Chryssikou (1999)], asymptotically op-
timal policies for control and scheduling problems via “fluid” relaxations
[Maglaras (2000), Bertsimas and Sethuraman (2002) and Bertsimas, Sethu-
raman and Gamarnik (2003)] and exponential penalty-based approximation
algorithms for linear programming [Shahronki and Matula (1990), Plotkin,
Shmoys and Tardos (1991) and Bienstock (2002)]. Exponential penalty func-
tions have also proved useful for admission control and load balancing in
an adversarial setting [Aspnes, Azar, Plotkin and Waarts (1997), Azar,
Kalyanasundaram, Plotkin, Pruhs and Waarts (1997) and Kamath, Pal-
mon and Plotkin (1998)]. Of this, Kamath, Palmon and Plotkin (1998) is
the most relevant to the discussion here.
The summary of our contributions in this article is as follows:
(i) We develop explicit upper bounds for the maximum achievable rev-
enue rate for any time t≥ 0. This extends the analysis in Gibbens and Kelly
(1995).
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(ii) We construct an exponential penalty-based admission control policy
that is provably approximately optimal for all times t ≥ 0 in the Halfin–
Whitt limiting regime [Halfin and Whitt (1981)]. The policy is a simple
threshold-type policy in an expanded state space. Preliminary simulation
studies (see Section 3.4) suggest that the state space expansion is the key
to the success of the penalty policy.
(iii) We demonstrate that our approach can be extended to track arbi-
trary polyhedral target sets.
The organization of this article is as follows. In Section 2 we formulate
the admission control problem for a loss network. The framework is Marko-
vian, that is, the arrivals are Poisson and service times are exponentially
distributed. In Section 3 we study the single resource model and its various
variants. Section 3.4 contains simulation results for this special case and
Section 3.5 extends some of the results to the case of general service time
distributions. In Section 4 we extend the single-resource results to the net-
work problem. Section 5 presents an extension to control problems where
the objective is to ensure that the state of the network lies in a specified
target set. Section 6 has some concluding comments and discussion.
2. Admission control in loss networks. The stochastic system under con-
sideration consists of a network of s resources (facilities) with capacity
b ∈Rs+, where b(k)≥ 0 is the capacity of resource k = 1, . . . , s. Requests for
using this network belong to m independent Poisson arrival classes. Class i
requests have an arrival rate λi and a service duration Si ∼ exp(µi); that is,
Si is exponentially distributed with rate µi (with the exception of Section
3.5). Class i requests are willing to accept any capacity allocation from the
set Bi = {bi1, . . . ,bili}, bij ∈Rs+, and pay ri per unit time for the (random)
service duration Si. There is no waiting room in the system; therefore, each
arriving class i request must either be accepted and admitted into the sys-
tem (i.e., assigned an admissible capacity allocation bij ∈ Bi) or be rejected
at the instant it arrives. When an accepted request departs after service
completion, it releases all the allocated resources simultaneously.
We assume that the system is initially empty, that is, x(0−) = 0 (see
Remark 1 in Section 3.1 for a discussion on nonzero initial states). Let
xij(t) denote the number of class i requests currently in the system that are
assigned to the allocation bij ∈ Bi. Define xi(t) = (xi1(t), . . . , xili(t)) ∈ Zli+
and x(t) = (x1(t), . . . ,xm(t)) ∈ Zl+, where l =
∑m
i=1 li. A request of class i
can be assigned a capacity allocation bij only if there is sufficient capacity
to accommodate it, that is,
m∑
i′=1
l
i′∑
j′=1
xi′j′(t)bi′j′ +bij ≤ b,(1)
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where the inequality is interpreted component by component. The system
controller is permitted to reject requests even if there is sufficient capacity to
accommodate them. The instantaneous reward rate R(t) at time t is given
by
R(t) =
m∑
i=1
ri
(
li∑
j=1
xij(t)
)
=
m∑
i=1
ri(1
Txi(t)).(2)
This stochastic model is called a loss network [Kelly (1991)].
Let T(i, n), i= 1, . . . ,m, n≥ 1, denote the arrival epoch of the nth class i
request. Since all admission decisions are made at arrival epochs, a feasible
admission control policy pi is described as follows:
(a) A policy pi is a collection of random variables pi = {pi(i,n) : i= 1, . . . ,m,n≥ 1},
with pi(i,n) ∈ {0,1, . . . , li}, where pi(i,n) = 0 denotes that class i request arriv-
ing at the epoch T(i,n) is rejected and pi(i,n) = j (≥ 1) denotes that the
request is assigned to bij ∈ Bi.
(b) The random variable pi(i,n) is measurable with respect to the σ-algebra
generated by the past arrival epochs {T(p,q) :p = 1, . . . ,m, q ≥ 1, T(p,q) ≤
T(i,n)}, the past actions {pi(p,q) :p = 1, . . . ,m, q ≥ 1, T(p,q) ≤ T(i,n)} and the
state process {xpi(t) : t≤ T(i,n)}, where the notation xpi emphasizes that the
state process is itself a function of past actions.
(c) The state process {xpi(t) : t≥ 0} does not violate capacity constraints,
that is,
∑m
i=1
∑li
j=1 x
pi
ij(t)bij ≤ b for all t≥ 0. (Rejection is the only feasible
action when adequate capacity is not available.)
Let Rpi(t) =
∑m
i=1 ri(1
Txpii (t)) denote the instantaneous reward rate of
the policy pi at time t. The objective of the controller is to choose a feasible
policy pi that maximizes some performance measure on the reward rate pro-
cess {Rpi(t) : t≥ 0}. Appropriate performance measures for finite time hori-
zon problems are either expected total reward E[
∫ T
0 R
pi(s)ds] or expected
discounted reward E[
∫ T
0 e
−βsRpi(s)ds], β > 0; for the infinite time horizon
problems, the appropriate measures are either expected discounted reward
E[
∫∞
0 e
−βsRpi(s)ds], β > 0, or long-run average reward limT→∞
1
TE[
∫ T
0 R
pi(s)ds].
As mentioned in Section 1, our goal is to construct feasible policies that
perform well both in the transient period as well as in steady state. We
first establish an upper bound R∗(t) on the achievable expected reward rate
E[Rpi(t)] and then construct a feasible policy p¯i with expected reward rate
E[R¯(t)]≈R∗(t). Thus, the policy p¯i satisfies
E
[∫ T
0
e−βsRpi(s)ds
]
≤
∫ T
0
e−βsR∗(s)ds≈E
[∫ T
0
e−βsR¯(s)ds
]
, β ≥ 0,
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that is, the policy p¯i is approximately optimal for any finite time horizon,
and
lim
t→∞
1
T
E
[∫ T
0
Rpi(s)ds
]
≤ lim
T→∞
1
T
∫ T
0
R∗(s)ds≈ lim
T→∞
1
T
E
[∫ T
0
R¯(s)ds
]
,
that is, the policy p¯i is approximately optimal in the steady state as well.
3. Single-resource model. This section focuses on the loss network with
s= 1 (i.e., the stochastic knapsack). The details of the single-resource model
are as follows. The system is assumed to be initially empty [i.e. x(0−) = 0].
Requests belong to m Poisson arrival classes. Request class i has arrival
rate λi, capacity request bi (without loss of generality, one can assume that
the set Bi is a singleton), service duration Si ∼ exp(µi), and reward rate ri
per unit time. All the requests arrive at a common resource with capacity
b ∈ (0,∞). There is no waiting space (queue); therefore, each arriving request
must either be admitted into service or rejected at the instant it arrives
[see Cosyn and Sigman (2004) and Cosyn (2003) for extensions to queues].
Requests may be rejected even if there was adequate capacity available.
Note that if the total capacity b is an integer and bi = 1, 1≤ i≤m, then
b can be identified as the number of servers in a standard queuing model.
In particular, if requests are always served when capacity exists, then this is
simply an M/M/b loss queue. Thus, it helps to imagine that each accepted
request has its own server. In this light, the loss network introduced in
Section 2 can be viewed as a collection of such server models, all working
together in parallel.
The layout of this section is as follows. In Section 3.1 we develop an
upper bound on the achievable reward rate. In Section 3.2 we construct
an approximately optimal penalty-based policy. Section 3.3 investigates the
penalty policy in the Halfin–Whitt limiting regime [Halfin andWhitt (1981)].
In Section 3.4 we simulate the transient behavior of the proposed control
policy and compare its performance to thinning policies introduced by Kelly
(1991). Section 3.5 discusses the extension to general service times.
3.1. Upper bound on the achievable reward rate. Let pi denote any feasi-
ble control policy for the single-resource model. Let xpii (t) denote the num-
ber of the class i requests in service at time t. Since feasibility implies that∑m
i=1 bix
pi
i (t)≤ b, we have
m∑
i=1
biE[x
pi
i (t)]≤ b.(3)
Moreover, E[xpii (t)]≤E[qi(t)], where qi(t) is the number of class i requests as
time t in an infinite capacity system with no admission control. Recall that
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we assume that the system is initially empty, therefore [see, e.g., page 75 in
Wolff (1989)], E[qi(t)] = ρi(1− exp(−µit)). Hence,
α=
(
1
ρ1
E[xpi1 (t)], . . . ,
1
ρm
E[xpim(t)]
)
is feasible for the linear program
maximize
n∑
i=1
riρiαi
(4)
subject to
m∑
i=1
biρiαi ≤ b,
0≤ αi ≤ 1− exp(−µit), i= 1, . . . ,m.
Let α∗(t) denote an optimal solution and let R∗(t) denote the optimal value
of (4). Then
E[Rpi(t)] =
m∑
i=1
riρi
(
1
ρi
E[xpii (t)]
)
≤R∗(t).(5)
In the next section we propose a policy that controls the system by penal-
izing deviations from a desired target state. From (4) and (5), it follows that
for a policy pi to be approximately optimal, the expected number E[xpii (t)]
of accepted class i requests must be approximately x∗i (t) = α
∗
i (t)ρi. Thus,
x∗(t) = (x∗1(t), . . . , x
∗
m(t))
T would be the natural target state for the penalty
policy. Unfortunately we are only able to establish that a penalty policy
can successfully track a fixed target. The natural fixed target is x∗i = α
∗
i ρi,
i= 1, . . . ,m, where α∗ = (α1, . . . , αm)
T is an optimal solution of the “steady
state” analog of (4):
maximize
n∑
i=1
riρiαi
(6)
subject to
m∑
i=1
biρiαi ≤ b,
0≤ αi ≤ 1, i= 1, . . . ,m.
Let R∗ denote the optimal value of (6). Next, we bound R∗(t) in terms of
the steady state quantities α∗, R∗ and the problem parameters. Since α
feasible for (4) must satisfy αi ≤ 1− e−µit, i= 1, . . . ,m, it follows that
R∗(t)≤
m∑
i=1
riρi(1− exp(−µit)).(7)
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The linear programming dual of (4) is
minimize ub+
m∑
i=1
vi(1− exp(−µit))
(8) subject to vi + biρiu≥ riρi, i= 1, . . . ,m,
v≥ 0, u≥ 0.
Taking the limit t→∞ in (8) we get the dual of the steady state LP (6):
minimize ub+ 1Tv
subject to vi + biρiu≥ riρi, i= 1, . . . ,m,(9)
v≥ 0, u≥ 0.
Let (u∗,v∗) denote any optimal solution of (9), U = {i :α∗i = 1} and U c =
{i : i /∈U}. Then it follows that
R∗(t)≤ u∗b+
m∑
i=1
v∗i (1− exp(−µit))(10)
=
m∑
i=1
riρiα
∗
i −
∑
i∈U
v∗i exp(−µit)(11)
=
m∑
i=1
riρiα
∗
i −
∑
i∈U
(riρi − biρiu∗)α∗i exp(−µit)(12)
=
m∑
i=1
riρiα
∗
i (1− exp(−µit)) + u∗
(
m∑
i=1
biρiα
∗
i exp(−µit)
)
(13)
≤
m∑
i=1
riρiα
∗
i (1− exp(−µit)) + u∗b exp(−µmint),(14)
where (10) is implied by the fact that (u∗,v∗) is feasible for the dual LP (8);
(11)–(13) all follow from complementary slackness conditions [Luenberger
(1984)]; and µmin =min1≤i≤m{µi}. From (7) and (14) we have the following
result.
Theorem 1. The reward rate Rpi(t) of any feasible policy pi satisfies
E[Rpi(t)]≤R∗(t)
≤min
{
m∑
i=1
riρi(1− exp(−µit)),(15)
m∑
i=1
riρiα
∗
i (1− exp(−µit)) + u∗b exp(−µmint)
}
,
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where R∗(t) is the optimal value of the LP (4), α∗ is an optimal solution
of the steady state LP (6) and (u∗,v∗) is an optimal solution of the steady
state dual LP (9).
The first term in the upper bound on R∗(t) is active for t≤ 1/µmax, where
µmax =max1≤i≤m{µi}, whereas the second is active for t≥ 1/µmin.
Remark 1. Although we assume that the system is initially empty, all
the results in this article extend to the case where the initial state x(0−) 6= 0.
For example, when x(0−) = x0 6= 0, the bound analogous to (15) is given by
R∗(t)≤min
{
m∑
i=1
riρi(1− exp(−µit)) +
m∑
i=1
rix
0
i exp(−µit),
m∑
i=1
riρiα
∗
i (1− exp(−µit)) + u∗b exp(−µmint)
+
m∑
i=1
v∗i x
0
i
ρi
exp(−µit)
}
.
The results in this section bear close resemblance to the notion of fluid
operating points introduced by Harrison (2003). However, unlike the devel-
opment here, Harrison employed the fluid model only to define a nominal
operating point—the control policy is designed using a heavy-traffic limit
associated with this operating point.
3.2. Exponential penalty function and penalty control policy. Kelly (1991)
established that, under fairly general conditions, an independent thinning
policy that accepts each incoming class i request with probability α∗i , pro-
vided there is enough capacity, approximately optimizes the expected re-
ward rate in steady state. However, for small t, thinning underutilizes the
capacity and, therefore, the expected reward rate of the thinning policy is
significantly smaller than the upper bound (7). Moreover, since thinning
only changes the effective arrival rate, it is not able to effectively control the
variance of the reward rate. Our goal is to construct a policy that does not
suffer from these drawbacks. We will first informally motivate the structure
of the policy and then establish its properties rigorously.
Consider the following modification to the original system. Suppose each
rejected class i request, instead of immediately leaving the system, is as-
signed to an alternate infinite capacity server where it lives out its service
time and then leaves. [In practice, each time a request is rejected the policy
will add one request to the alternate server with a service time Si ∼ exp(µi).]
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From the analysis leading to the LP (4), it follows that for the expected
reward rate E[R(t)] to be close to the bound (15), one requires E[xi(t)] ≈
x∗i (t) = αi(t)ρi, i= 1, . . . ,m. Let yi(t) denote the number of class i requests
in the alternate server at time t. Then E[xi(t)] +E[yi(t)] =E[qi(t)] = ρi(1−
exp(−µit)). Thus, an equivalent condition for optimality is that E[yi(t)]≈
y∗i (t) = ρi(1− exp(−µit)− αi(t)). Let Ψi(xi, yi) be a penalty function that
penalizes deviations from the desired target state (x∗i (t), y
∗
i (t)). Since keep-
ing (xi, yi)≈ (x∗i (t), y∗i (t)) is equivalent to minimizing the penalty function,
a control policy that accepts a request, provided there is adequate capacity
and Ψi(xi + 1, yi) ≤ Ψi(xi, yi + 1), may be close to optimal. Such a policy
can be thought of as iteratively solving the nonlinear optimization problem
minx,yΨi(x, y) with the added restriction that it can take a step only when
there is an arrival and the step length is restricted to 1. Moreover, periodi-
cally the state (xi, yi) gets perturbed in a uncontrollable manner by requests
leaving the system. From related results in the nonlinear optimization lit-
erature [see, e.g., Luenberger (1984)], it follows that such a penalty-based
control policy is likely to be successful provided the gradient of the penalty
Ψi is sufficiently “large” around the target state (x
∗
i , y
∗
i ), the step length
of 1 is a “small” step in an appropriately defined norm and the frequency
of correcting steps is sufficiently higher than the frequency of the perturb-
ing steps (i.e., ρi = λi/µi ≫ 1). The relationship of penalty function and
nonlinear optimization is further discussed in Section 6.
In this article, we use a penalty function of the form
Ψi(xi, yi) = exp
(
β
xi(t)
x∗i (t)
)
+ exp
(
β
yi(t)
y∗i (t)
)
.
This choice is motivated by the fact that the exponential function is an
eigenfunction of the underlying Markov process and that, for this choice,
moment generating functions can be used to characterize the behavior of the
penalty policy. Note that although the penalty method can be formulated
without any reference to the rejected requests yi, the form that we propose
does not permit us to do so. In our penalty function we need yi to ensure
that the number of accepted requests xi does not drop too low. In the rest
of this section, we rigorously establish these informal ideas.
Since we are interested in approximating the upper bound (15), we drop
from consideration all those classes with α∗i = 0. As proposed above, we
add a fictitious infinite capacity system. We will refer to the original sys-
tem as system 0 and the fictitious system as system 1. The state of the
augmented network at time t is s(t) = (x(t),y(t)) ∈ Z2m+ . The state vec-
tor x(t) = (xi(t), . . . , xm(t)), where xi(t) is the number of class i requests
in system 0 at time t, describes the state of system 0. Similarly, y(t) =
(y1(t), . . . , ym(t)) describes the state of the fictitious system 1 at time t.
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The state s= (x,y) is assigned a penalty Ψ(s) given by
Ψ(s) =
∑
i=1
[
exp
(
β · bixi
c0i
)
+ exp
(
β · biyi
c1i
)]
︸ ︷︷ ︸
Ψi(si)
,(16)
where (c0,c1) ∈R2m+ and si = (xi, yi) denotes the components of s that cor-
respond to class i. There are two competing requirements on the multiplier
β: we need β to be large to ensure that the penalty function Ψ(s) is suffi-
ciently steep; on the other hand, we also have to ensure that the impact of
a single arrival or departure on the penalty value is sufficiently small. The
precise bound on β is given by (22). The capacities (c0,c1) determine the
“steady-state” target state of the penalty policy. As mentioned previously,
we choose a fixed target because we are unable to establish that penalty poli-
cies can track time-varying targets. The transient performance is controlled
by suitably initializing the fictitious system 1.
The penalty policy p¯i is defined as follows. Let {s¯(t) = (x¯(t), y¯(t)) : t≥ 0}
denote the state process under the control p¯i. At time t= 0−, the state of
the original system x(0−) = 0, the state of the fictitious infinite capacity
system 1 is initialized to y¯(0−) [the precise value of y¯(0−) is specified later]
and a service time Si ∼ exp(µi) is generated for each of the y¯i(0−) class i
requests in system 1, i= 1, . . . ,m.
At time t≥ 0, an arriving class i request is accepted by the control policy
p¯i (i.e., routed to system 0) provided
∂Ψi(s¯i(t))
∂xi
≤ ∂Ψi(s¯i(t))
∂yi
(17)
and the capacity constraint on system 0 is not violated, that is,
m∑
i′=1
bi′ x¯i′(t) + bi ≤ b;(18)
otherwise it is rejected (i.e., routed to system 1) and the policy p¯i attaches
to it a service time Si ∼ exp(µi) independent of everything else. Since the
admission condition (17) is equivalent to
x¯i(t)
c0i
≤ y¯i(t)
c1i
+
1
βbi
log
(
c0i
c1i
)
,(19)
it is clear that the policy p¯i is a threshold-type policy in the expanded state
space s= (x,y) ∈ Z2m+ .
The capacities (c0,c1), the parameter β and the initial state y¯(0−) are de-
fined in terms of a perturbation parameter ε ∈ (0, 14). Define an ε-perturbation
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of the steady state LP (6) as
maximize
m∑
i=1
riρiαi
(20)
subject to
m∑
i=1
biρiαi ≤ b
1 + 4ε
,
0≤ αi ≤ 1, i= 1, . . . ,m.
Let αε denote an optimal solution of this perturbed LP (20). Then the
capacities (c0,c1) are given by
c0i = (1 + 4ε)α
ε
i biρi, c
1
i = (1+ 4ε)(1− αεi )biρi, i= 1, . . . ,m,(21)
and β must satisfy
β ≤ εmin
{
min
{i : 1≤i≤m}
{
c0i
bi
}
, min
{i : i∈Ucε}
{
c1i
bi
}}
(22)
= ε(1 + 4ε)min
{
min
{i : 1≤i≤m}
{αεiρi}, min
{i : i∈Ucε}
{(1−αεi )ρi}
}
,(23)
where U cε = {i :αεi < 1, i= 1, . . . ,m}. The bound (22) formalizes the notion
that the change in the penalty value associated with a single arrival or
departure must be small [the bounds (22) and (23) are identical]. Since
parameter β must be sufficiently large for the penalty policy to perform well,
the bound (23) implies that penalty policy is likely to perform well when
the incoming load ρi ≫ 1. Although the request sizes bi are not explicitly
present, the bounds (22) and (23) impose an implicit upper bound on the
bi’s via the capacity constraint
∑
i biρiαi ≤ b.
We establish a lower bound on the expected reward rate E[R¯(t)] of the
policy p¯i by comparing it to a related infeasible policy p˜i. The policy p˜i is
identical to p¯i except that it does not respect the system 0 capacity con-
straints; that is, the policy p˜i routes an incoming class i request to system 0
whenever
∂Ψi(s˜i(t))
∂xi
≤ ∂Ψi(s˜i(t))
∂yi
,(24)
where {s˜(t) = (x˜(t), y˜(t)) : t≥ 0} denotes the state process that corresponds
to the policy p˜i. Since the various request classes interact only through the
capacity constraints, the policy p˜i controls each class independently.
We establish a bound on the total derivative (d/dt)E[Ψ(s˜(t))], which im-
plies that if the initial state y˜(0−) is suitably chosen, the penalty E[Ψ(s˜(t))]
is a uniformly bounded function of time.
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Lemma 1. Suppose ε < 14 , (c
0,c1) are given by (21) and β satisfies (22).
Then, for all i= 1, . . . ,m and t≥ 0,
d
dt
E[Ψi(s˜i(t))]≤ (1− ε)µi(2e(1−ε/2)β −E[Ψi(s˜i(t))]).
Proof. Fix a request class i. Define Et[Ψi(s˜i(u))] = E[Ψi(s˜i(u)) | Ft],
u≥ t, where Ft is the filtration generated by events up to t. Then
d
dt
Et[Ψi(s˜(t))] =AΨi(s˜(t)),
where A is the generator of the stochastic process {s˜(t) : t ≥ 0}. Let p˜ii(t)
denote the routing decision of the policy p˜i at time t, that is,
p˜ii(t) =

1,
∂Ψi
∂xi
≤ ∂Ψi
∂yi
,
0, otherwise.
Then
AΨi(s˜(t)) = λi[(Ψi(x˜i + p˜ii(t), y˜i)−Ψi(x˜i, y˜i))
+ (Ψi(x˜i, y˜i+ (1− p˜ii(t)))−Ψi(x˜i, y˜i))]
+ µi[xi(Ψi(x˜i − 1, y˜i)−Ψi(x˜i, y˜i))
+ yi(Ψi(x˜i, y˜i− 1)−Ψi(x˜i, y˜i))],
where we have suppressed the time dependence of (x˜i, y˜i). From the Taylor
series expansion, it follows that ex ≤ 1 + x+ x2 for all |x| ≤ 1 and from the
bound (22) we have that max{βbi/c0i , βbi/c1i } ≤ ε. Therefore,
AΨi(s˜(t))≤ (1 + ε)µi
(
∂Ψi
∂xi
· p˜ii(t)ρi + ∂Ψi
∂yi
· (1− p˜ii(t))ρi
)
− (1− ε)µi
(
∂Ψi
∂xi
· x˜i(t) + ∂Ψi
∂yi
· y˜i(t)
)
.
Since p˜ii(t) minimizes the increase in penalty, it follows that
∂Ψi
∂xi
· p˜ii(t)ρi + ∂Ψi
∂yi
· (1− p˜ii(t))ρi ≤ ∂Ψi
∂xi
· xεi +
∂Ψi
∂yi
· yεi
for any xεi + y
ε
i = ρi, x
ε
i , y
ε
i ≥ 0. In particular, choose
xεi = α
ε
iρi, y
ε
i = (1−αεi )ρi.(25)
Then, we have
AΨi(s˜(t))≤ (1 + ε)µi
(
∂Ψi
∂xi
· xεi +
∂Ψi
∂yi
· yεi
)
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− (1− ε)µi
(
∂Ψi
∂xi
· x˜i(t) + ∂Ψi
∂yi
· y˜i(t)
)
= (1− ε)µi
[
∂Ψi
∂xi
(
(1 + ε)
(1− ε)x
ε
i − x˜i(t)
)
+
∂Ψi
∂yi
(
(1 + ε)
(1− ε)y
ε
i − y˜i(t)
)]
≤ (1− ε)µi
[
Ψi
(
(1 + ε)
(1− ε)s
ε
i
)
−Ψi(s˜)
]
(26)
≤ (1− ε)µi[Ψi((1 + 3ε)sεi )−Ψi(s˜)],(27)
where (26) follows from the convexity of Ψi and (27) holds because
1+ε
1−ε ≤ 1+
3ε for all ε < 14 . From (21) and (25), it follows that (1+3ε)max{bixεi/c0i , biyεi /ci}=
1+3ε
1+4ε ≤ 1− ε2 . Consequently,
d
dt
Et[Ψi(s˜i(t))]≤ (1− ε)µi[2e(1−ε/2)β −Ψi(s˜(t))].
The result can now be concluded from the Lebesgue bounded convergence
theorem by recognizing that for all sufficiently close s≥ t, (Et[Ψi(s˜i(s))]−
Ψi(s˜i(t)))/(s− t) can be bounded above by a fixed random variable. 
Lemma 2. Suppose ε < 14 , (c
0,c1) are given by (21), β satisfies (22) and
the initial state s˜i(0
−) = (0, y˜(0−)) satisfies Ψi(s˜i(0
−))≤ 2exp((1− ε/2)β),
i= 1, . . . ,m. Then, for all i= 1, . . . ,m and t≥ 0,
E[Ψi(s˜i(t))]≤ 2e(1−ε/2)β .(28)
Proof. Fix a request class i. Suppose the conclusion does not hold. De-
fine fi(t) =E[Ψi(s˜i(t))] and f
∗ = 2exp((1− ε/2)β). Then Lemma 1 implies
that df(t)dt ≤ (1− ε)µi(f∗ − fi(t)).
Let τ be any time instant when f(τ) > f∗. Since f(t) is a continuous
function of t and f(0−) ≤ f∗, there exists s < τ such that f(s) = f∗ and
f(t) ≥ f∗ for all s ≤ t ≤ τ . By construction, f(τ) > f∗ = f(s), but by the
fundamental theorem of calculus, we have
f(τ)− f(s) =
∫ τ
s
df(u)
du
du≤
∫ τ
s
(1− ε)µi(f∗ − f(u))du≤ 0,
a contradiction. 
The bound (28) implies the following results.
Lemma 3. Suppose ε < 14 , (c
0,c1) are given by (21) and β satisfies (22).
(i) Let w˜(t) =
∑m
i=1 bix˜i(t) and suppose Ψi(s˜i(0
−))≤ 2exp((1− ε/2)β),
i= 1, . . . ,m. Then
E[(w˜(t)− b)+]≤ (1 + 4ε) · 2e
−εβ/2
β
· b.(29)
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(ii) Suppose y˜i(0
−) = (1−αεi )ρi, i= 1, . . . ,m. Then the reward rate R˜(t)
of the policy p˜i satisfies
E[R˜(t)]≥
m∑
i=1
αεi riρi(1− e−µit)− ζ
m∑
i=1
(1−αεi )riρi,(30)
where αε is an optimal solution of the perturbed LP (20) and
ζ =
(
log(2)
β
+1− ε
2
)
(1 + 4ε)− 1.
Proof. Let Vt = {w˜(t) =
∑m
i=1 bix˜i(t)> b}. Then
exp
(
β
b
·E[(w˜(t)− b)+]
)
≤E
[
exp
(
β
b
(w˜(t)− b)+
)]
(31)
=P(V ct ) +E
[
exp
(
β
b
· (w˜(t)− b)
)
;Vt
]
≤ 1 +E
[
exp
(
β
b
· (w˜(t)− b)
)]
= 1+ e−β
∏
1≤i≤m
E
[
exp
(
β · bix˜i(t)
b
)]
,(32)
where (31) follows from Jensen’s inequality. Moreover,
E
[
exp
(
β · bix˜i(t)
b
)]
=E
[(
exp
(
β · bixi(t)
c0i
))c0
i
/b
]
≤
(
E
[
exp
(
β · bix˜i(t)
c0i
)])c0
i
/b
(33)
≤ [Ψi(s˜i(t))]c
0
i
/b(34)
≤ (2e(1−ε/2)β)c0i /b,(35)
where (33) follows from Jensen’s inequality applied to the concave function
xa, a≤ 1; (34) holds because xa is monotonically increasing for a > 0 and
(35) follows from (28). From (32) and (35), we have
exp
(
β
b
·E[(w˜(t)− b)+]
)
≤ 1 + e−β
∏
1≤i≤m
(2e(1−ε/2)β)c
0
i
/b
≤ 1 + e−β(2e(1−ε/2)β)(36)
≤ 1 + 2e−(ε/2)β ,
where (36) follows from the bound
∑m
i=1 c
0
i = (1 + 4ε)
∑m
i=1 biρiα
ε
i ≤ (1 +
4ε)( b1+4ε ) = b. Part (i) follows by taking logarithms.
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A similar argument establishes that
exp
(
β · biE[y˜(t)]
c1i
)
≤E[eβ(biy˜(t))/c1i ]≤ 2e(1−ε/2)β .
Therefore,
E[y˜(t)]≤
(
log(2)
β
+1− ε
2
)
c1i
bi
≤ (1 + ζ)(1−αεi )ρi,(37)
where
ζ =
(
log(2)
β
+1− ε
2
)
(1 + 4ε)− 1.
Let qi(t) denote the number of class i requests at time t in an infinite
capacity system with no admission control and let y˜0i (t) denote the number
of requests surviving from the y˜i(0
−) class i requests initially loaded into
system 1. Then conservation implies
qi(t) + y˜
0
i (t)
d
= x˜i(t) + y˜i(t),(38)
where
d
= denotes equality in distribution. [Note that the surviving requests
y˜0i (t) are also counted as part of y˜i(t).] Suppose the initial load y˜i(0
−) =
(1−αεi )ρi, i= 1, . . . ,m. Then
biy˜i(0
−)
ci
=
1
1+ 4ε
≤ 1− ε
2
∀ i= 1, . . . ,m;
that is, the hypothesis of Lemma 2 holds for all i= 1, . . . ,m. Therefore, (37)
and (38) imply that
E[x˜i(t)]
≥ ρi(1− exp(−µi(t))) + (1−αεi ) exp(−µit)− (1 + ζ)(1−αεi )ρi(39)
= αεiρi(1− exp(−µit))− ζ(1−αεi )ρi.
Thus,
E[R˜(t)] =
m∑
i=1
riE[x˜i(t)]≥
m∑
i=1
αεi riρi(1− exp(−µit))− ζ
m∑
i=1
(1−αεi )riρi.(40)

Lemma 3 establishes that if β≫ 1 is admissible, the policy p˜i does not
significantly violate the capacity constraint and the associated reward rate
E[R˜(t)] is close to the upper bound (15). The following result establishes
that, on average, the policy p˜i admits more requests than p¯i.
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Lemma 4. Fix ε, β, (c0,c1) and the initial state y˜(0−) = y¯(0−). Let p˜i
and p¯i be the policies that correspond to these parameters. Then
x¯i(t)
d≤ x˜i(t), y˜i(t)
d≤ y¯i(t), i= 1, . . . ,m,
where X
d≤ Y denotes that, for all u≥ 0, we have P(X ≥ u)≤P(Y ≥ u).
Proof. The result is established by a coupling argument that employs
another infeasible policy pˆi as a comparison policy.
The policies p˜i, p¯i and pˆi act on the same labeled Poisson arrival streams.
Let the kth class i arrival be labeled (i, k). Let X¯i(t) [resp. Xˆi(t)] denote
the set of labels of all class i requests routed to system 0 by policy p¯i (resp.
pˆi) and still in service at time t.
The routing decision of the comparison policy pˆi is identical to that of
the policy p˜i unless policy p˜i routes to system 1 (i.e., rejects) but policy
p¯i routes the arrival to system 0 (i.e., accepts). Let t be any time instant
when this event occurs and suppose the arriving request has the label (i, k).
Since the policy pˆi does not face any capacity constraints, it must be that
xˆi(t
−)> x¯i(t
−), that is, there exists a request with label (i, l) ∈ Xˆi(t)\X¯i(t).
The policy pˆi admits the incoming request (i, k) into system 0 by relabeling
it (i, l) and moves the job previously labeled (i, l) to system i and relabels
it (i, k). Clearly the policy pˆi is infeasible since the requests once routed to
system 0 cannot be removed.
From the definition of the policy pˆi it is clear that xˆi(t) ≥ x¯i(t) and
yˆi(t)≤ y¯i(t). Notice that every time the policy pˆi removes a request before
completion, the remaining service duration is exp(µi), that is, the service
duration of the request that replaces the removed request is, in distribution,
identical to the remaining service duration. Therefore, the performance of
the policy pˆi is, in distribution, identical to the policy p˜i. Thus, for all u≥ 0,
we have
P(x˜i(t)≥ u) =P(xˆi(t)≥ u)≥P(x¯i(t)≥ u),
P(y˜i(t)≥ u) =P(yˆi(t)≥ u)≤P(y¯i(t)≥ u). 
Let ξi(t) [resp. ηi(t)] denote the number of class i requests in system 1
at time t that were rejected by the penalty function (resp. the capacity
constraint). The expected value E[ξi(t)] is bounded as follows.
E[ξi(t)] =
∫ t
0
λiP
(
∂Ψi(s¯i(u))
∂xi
>
∂Ψi(s¯i(u))
∂yi
)
e−µ(t−u) du
=
∫ t
0
λiP
(
x¯i(u)
c0i
− y¯i(u)
c1i
>
1
βbi
log
(
c0i
c1i
))
e−λ(t−u) du
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≤
∫ t
0
λiP
(
x˜i(u)
c0i
− y˜i(u)
c1i
>
1
βbi
log
(
c0i
c1i
))
e−λ(t−u) du(41)
=
∫ t
0
λiP
(
∂Ψi(s˜i(u))
∂xi
>
∂Ψi(s˜i(u))
∂yi
)
e−µ(t−u) du
=E[y˜i(t)],(42)
where (41) follows from (x¯i(u))/c
0
i − (y¯i(u))/c1i
d≤ (x˜i(u))/c0i − (y˜i(u))/c1i .
The expected value E[ηi(t)] is bounded as follows:
E[ηi(t)]≤
∫ t
0
λiP
(
m∑
i=1
x¯i(u)≥ b− bi
)
e−µ(t−u) du
≤
∫ t
0
λiP
(
m∑
i=1
x˜i(u)≥ b− bi
)
e−µ(t−u) du(43)
≤ e−β(1−bi/b)
∫ t
0
λiE[e
(β/b)x˜(u)] exp(−µi(t− u))du
≤ 2e−β(1−bi/b)eβ(1−ε/2)
∫ t
0
λi exp(−µi(t− u))du(44)
≤ 2ρie−ε/2(β−4)(1− exp(−µit)),(45)
where (43) follows from Lemma 4, (44) follows from an argument similar to
that in the proof of part (i) of Lemma 3 and (45) follows from the bound
on bi implied by (23). From (42) and (45) it follows that
E[x¯i(t)] =E[qi(t)] +E[y0,i(t)]−E[y¯i(t)]
=E[qi(t)] +E[y0,i(t)]− (E[ξi(t)] +E[ηi(t)])
≥E[qi(t)] +E[y0,i(t)]−E[y˜i(t)]− 2ρie−ε/2(β−4)(1− exp(−µit))(46)
=E[x˜i(t)]− 2ρie−ε/2(β−4)(1− exp(−µit))
≥ αεiρi(1− exp(−µit))− ζ(1−αεi )− 2ρie−ε/2(β−4)(1− exp(−µit)),
where (46) follows from the bound (39) and ζ = ( log(2)β +1− ε2)(1 + 4ε)− 1.
Thus, we have the following result.
Theorem 2. Suppose ε < 14 , (c
0,c1) are given by (21), β satisfies (22)
and the initial state s¯(0−) = (0, y¯(0−)), with y¯i(0
−) = (1−αεi )ρi, i= 1, . . . ,m.
Then the reward rate R¯(t) of the penalty policy p¯i satisfies
E[R¯(t)]≥max
{
m∑
i=1
αεi riρi(1− exp(−µit))− ζ
m∑
i=1
(1−αεi )riρi
(47)
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− 2e−ε/2(β−4)
m∑
i=1
riρi(1− exp(−µit)),0
}
,
where αε is an optimal solution of the perturbed LP (20) and
ζ =
(
log(2)
β
+1− ε
2
)
(1 + 4ε)− 1.
Let L(t) denote the lower bound in (47). Then (15) and (47) imply that
limt→∞L(t)
R∗
(48)
≥
∑m
i=1α
ε
i riρi − ζ
∑m
i=1(1− αεi )riρi − 2e−ε/2(β−4)
∑m
i=1 riρi
R∗
.
Recall that (u∗,v∗) denotes an optimal solution of dual LP (9). From the
duality theory for LPs it follows that (u∗,v∗) is optimal for the dual of the
perturbed LP (20) for all sufficiently small ε [Luenberger (1984)], that is,
ε0 =max{ε : (u∗,v∗) is optimal for the dual of (20)}> 0.(49)
Thus, for all ε≤ ε0,
m∑
i=1
αεi riρi =
m∑
i=1
v∗i +
u∗b
1 + 4ε
(50)
=
(
m∑
i=1
v∗i + u
∗b
)
− 4ε
1 + 4ε
(u∗b)≥ (1− 4ε)R∗.
Since ζ ≤ 8ε+ 2 log(2)β , (48) and (50) imply the following.
Corollary 1. Suppose ε <min{ε0, 14}, where ε0 is given by (49), (c0,c1) are
given by (21), β satisfies (22) and y¯i(0
−) = (1 − αεi )ρi, i = 1, . . . ,m. Then
L¯= limt→∞L(t) satisfies
L¯
R∗
≥ 1− 12ε− 2 log(2)
β
−
(
2eε/2(β−4) + 8ε+
2 log(2)
β
)∑m
i=1 riρi
R∗
.(51)
The term
∑m
i=1 riρi in (51) would appear, at first glance, to be large.
However, recall that we had dropped from consideration all classes with α∗i =
0; therefore,
∑m
i=1 riρi =
∑
{i : α∗
i
>0} riρi, that is, the total incoming revenue
rate of only the admitted classes.
Since ε and β cannot be chosen independently, the lower bound (51) im-
plies that for every given load ρ there is an optimal ε∗(ρ) and a corresponding
optimal lower bound L¯∗(ρ). The bound L¯∗(ρ)/R∗→ 1 as ρ ↑∞, that is, the
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penalty policy is optimal in the Halfin–Whitt limiting regime. This limiting
result is further discussed in Section 3.3.
Next, we numerically compare the transient performance of the penalty
policy p¯i with the upper bound (15) for a three-class admission control prob-
lem defined by
λ=

4080
60

, µ=

0.52.0
0.3

,
(52)
r=

1.000.25
0.75

, b=

0.100.15
0.55

, b= 100.
The optimal solution of the corresponding steady state LP (6) is α∗ =
[1,1,0.7818]T and the optimal steady state reward R∗ = 207.2727. The ap-
proximation parameter ε was chosen by setting β equal to the upper bound (23)
and optimizing the bound (51) as a function of ε. The row marked Scale
η = 1 in Table 1 displays the optimal ε, and the steady state and transient
error of the optimized penalty policy. Since the lower bound L(t) = 0 for
all sufficiently small t [i.e., error 1− ((L(t))/(R∗(t))) is 100%], we defined
transient error =max{(L(t))/R∗ : t≥ 0.1/µmin}.
These numerical computations were repeated for the scaled admission
control problem defined by λ(k) = kλ, r(k) = 1kr and b
(k) = 1kb. The corre-
sponding results are shown in the row marked Scale η = k in Table 1.
From the numerical results, it is clear that as the load ρ ↑ ∞, both the
steady state and the transient error improve. Although the steady state
error appears to converge to zero, the transient error appears to level off at
Table 1
Comparison of bounds
Error (%)
Scale η Optimal ε Steady state Transient
1 0.2500 51.3195 88.6202
2 0.2500 21.8708 61.7278
4 0.1838 17.1644 48.7918
8 0.1422 12.7112 39.3613
16 0.1100 9.3599 32.2373
32 0.0851 6.8943 26.9023
64 0.0659 5.1143 22.9311
128 0.0437 4.0341 19.2897
256 0.0338 2.8049 17.0118
512 0.0236 2.1991 15.2632
1024 0.0183 1.4909 14.1900
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approximately 15%. We believe that this is a consequence of the fact that
the “target” (c0,c1) is fixed instead of time-varying.
Regressing the scale η on the steady state error L¯, we obtain that
η = 4157.1L¯−2.1101.(53)
This power law paints quite a dismal picture: for steady state performance
within 1% of the upper bound, the load ρ=O(104). Thus, the lower bound (51)
suggests that the penalty policy is impractical for all but a small fraction
of admission control applications. Fortunately, simulations (see Section 3.4)
reassure us that the lower bound is quite weak and, in fact, the performance
of the penalty is close to the upper bound even for moderate loads.
The numerical comparison of the bounds for a specific example is certainly
not as conclusive and convincing as an analytical comparison. Nevertheless,
we believe that the insights derived from this simple example would survive
analytical scrutiny.
3.3. Limiting regimes. In this section, we investigate the performance of
the policy p¯i in the Halfin–Whitt limiting regime [Halfin and Whitt (1981)].
The regime of interest here is defined in terms of a scale parameter n and
the limiting regime is obtained as n ↑∞. In the nth system,
system capacity b(n) = b,
class i arrival rate λ
(n)
i = nλi, i= 1, . . . ,m,
class i service rate µ
(n)
i = µi, i= 1, . . . ,m,(54)
request size b
(n)
i =
bi
n
, i= 1, . . . ,m,
reward rate r
(n)
i =
ri
n
, i= 1, . . . ,m.
Note that the service rates µ
(n)
i remain constant, that is, the system exhibits
transient behavior even in the limit. In the regime defined by (54) the in-
coming workload b
(n)
i ρ
(n)
i and the total reward rate r
(n)
i ρ
(n)
i of each request
class i= 1, . . . ,m are independent of the scale parameter n, whereas the in-
dividual request size b
(n)
i and reward rate r
(n)
i scales down. An equivalent
regime is one in which the request size remains constant but the system
capacity b(n) scales up.
While it is plausible that appropriately thinning the incoming requests is
a steady state optimal policy in the limit [Kelly (1991)], it is unlikely that
thinning will perform well in the transient period. We show that the penalty
policy p¯i is able to control transient behavior without sacrificing steady state
performance.
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We will need some notation and preliminary results to enable us to state
the main result of this section. Let pi(n) be any feasible policy for the nth
system. Since b
(n)
i ρ
(n)
i = biρi, for all i= 1, . . . ,m, the upper bound in (15) is
still valid, that is,
E[Rpi
(n)
(t)]≤min
{
m∑
i=1
riρi(1− exp(−µit)),
(55)
m∑
i=1
riρiα
∗
i (1− exp(−µit)) + u∗b exp(−µmint)
}
.
Duality theory for LP [Luenberger (1984)] guarantees that
m∑
i=1
αεi riρi(1− exp(−µit))≥
m∑
i=1
α∗i riρi(1− exp(−µit))−O(ε)(56)
for all ε ≤ ε0, where ε0 is given by (49). Fix ε < min{ε0, 14}. Set (c0,c1)
using (21), set
β =
2
ε
log
(
2
ε
)
+4
and set
yi(0
−) = (1− αεi )ρi, i= 1, . . . ,m.
Define
n0(ε) =min
{
n≥ 1 :β = 2
ε
log
(
2
ε
)
+4 satisfies (23)
}
.(57)
Then, for all n≥ n0(ε), the bounds (56) and (47) imply that
L(t)≥
m∑
i=1
riρiα
∗
i (1− e−µit)−O(ε).(58)
Let s¯(n)(t) = (x¯(n)(t), y¯(n)(t)) denote the state process and let R¯(n)(t) denote
the reward rate that corresponds to p¯i in the nth system. Then
x¯
(n)
i (t) = x¯
(n)(0−)
+Axi
(∫ t
0
ν
(n)
x,i
(
1
n
s¯(n)(s)
)
ds
)
−Dxi
(∫ t
0
κ
(n)
x,i
(
1
n
s¯(n)(s)
)
ds
)
,
(59)
y¯
(n)
i (t) = y¯
(n)(0−)
+Ayi
(∫ t
0
ν
(n)
y,i
(
1
n
s¯(n)(s)
)
ds
)
−Dyi
(∫ t
0
κ
(n)
y,i
(
1
n
s¯(n)(s)
)
ds
)
,
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where {(Axi ,Ayi ,Dxi ,Dyi ) : 1 = 1, . . . ,m} are independent rate 1 Poisson pro-
cesses, the departure rates (κ
(n)
x,i (·), κ(n)y,i (·)), i= 1, . . . ,m, are given by
κ
(n)
x,i (s) = nµixi,
(60)
κ
(n)
y,i (s) = nµiyi
and the arrival rates (ν
(n)
x,i (·), ν(n)y,i (·)), i= 1, . . . ,m, are given by
ν
(n)
x,i (s) =

nλi,
∂Ψi
∂xi
≤ ∂Ψi
∂yi
and
m∑
j=1
bjxj(t) +
1
n
bi ≤ b,
0, otherwise,
(61)
ν
(n)
y,i (s) =


nλi,
∂Ψi
∂xi
>
∂Ψi
∂yi
or
∂Ψi
∂xi
≤ ∂Ψi
∂yi
and
m∑
j=1
bjxj(t) +
1
n
bi > b,
0, otherwise.
Fix time t and define Xn = R¯
(n)(t). Then
Xn =
m∑
i=1
r
(n)
i x¯
(n)
i ≤
m∑
i=1
r
(n)
i
(
b
b
(n)
i
)
= b
(
m∑
i=1
ri
bi
)
.(62)
From the dynamics (59) it follows that
var(Xn) =
m∑
i=1
(r
(n)
i )
2
[
var
(
Axi
(∫ t
0
ν
(n)
x,i
(
1
n
s¯(n)(s)
)
ds
))
+ var
(
Dxi
(∫ t
0
κ
(n)
x,i
(
1
n
s¯(n)(s)
)
ds
))]
(63)
≤
m∑
i=1
ri
n2
(
nλt+ nµi
b
bi
t
)
.
The upper bounds (62) and (63) imply that the family of random variables
{Xn :n≥ 1} is tight and all its limit points are nonrandom.
To show that the sequences {Xn :n ≥ 1} have a limit, we need new no-
tation. Let Xpq denote the reward rate at time t when the policy p¯i is em-
ployed in an admission control problem where the arrival rates λ
(p)
i = pλi,
i= 1, . . . ,m, the capacity is qb and the individual rewards ri are unscaled.
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Then Xn =
1
nX
n
n and, for all n≥m, one has the inequality
E[Xn] =
1
n
E[Xnn ]≥
1
n
E[Xnm](64)
≥ 1
n
E[Xmm ] =
m
n
E[Xm].(65)
Intuitively, inequality (64) follows from the fact that the expected reward
rate is a nondecreasing function of capacity, and (65) follows from the fact
that, since no costs are incurred for rejecting customers, the expected re-
ward is a nondecreasing function of the arrival rate. A formal proof of this
statement requires a coupling argument very similar to that in Lemma 4.
Let γi, i= 1,2, denote two distinct limit points of the sequence {Xn :n≥
1} and choose subsequences Xnk → γ1 and Xmk → γ2. From (62), we have
E[Xnk ]→ γ1 and E[Xmk ]→ γ2. By possibly choosing subsequences, ensure
that mk +
√
mk ≥ nk ≥mk. Then (65) implies that γ1 ≥ γ2. Since the order
of the γi was arbitrary, it follows that γ1 = γ2, that is, limn→∞Xn = X ,
where X is nonrandom. Thus, we have the following result.
Theorem 3. Suppose ε <min{ε0, 14}, where ε0 is given by (49), (c0,c1)
are given by (21), β = 2ε log(
2
ε ) + 4 and yi(0
−) = (1 − αεi )ρi, i = 1, . . . ,m.
Let R¯(n)(t) denote the reward rate of the policy p¯i in the nth system. Then
R¯∞(t) = limn→∞ R¯
(n)(t) exists a.s. and is nonrandom. Moreover,
R¯(∞)(t)≥
m∑
i=1
riρiα
∗
i (1− exp(−µit))−O(ε),(66)
where α∗ is an optimal solution of the LP (6).
Since the control is a discontinuous function of the state, we cannot assert
that the process {R(n)(t) : t ∈ [0, T ]} converges to the process {R∞(t) : t ∈
[0, T ]}.
3.4. Numerical experiments. In this section we report the results of some
preliminary simulation studies of the penalty policy. The objectives of these
simulation experiments were to investigate the following:
(i) The quality of the lower bound (47): The numerical computations
in Section 3.2 imply that ρi =O(L¯−2.11) for the penalty policy to be able
achieve a steady state error of order L¯. If the lower bound were tight, this
would imply that the penalty policy is impractical for all but a fraction of ad-
mission control applications. We compared the lower bound with simulated
performance to evaluate the quality of the bound.
(ii) Comparison with the thinning policy [Kelly (1991)]: We compared
the performance of the penalty and thinning policies in reward maximization
and load balancing scenarios.
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3.4.1. Comparison with bounds. We arbitrarily chose the following three
scenarios.
Scenario 1.
λ=

48
6

, µ=

0.52
0.3

,
(67)
r=

 10.25
0.75

, b=

 0.10.015
0.055

, b= 1.
Scenario 2.
λ=

48
6

, µ=

 12
0.3

,
(68)
r=

 10.25
0.75

, b=

 0.010.015
0.055

, b= 1.
Scenario 3.
λ=


4
8
6
4

, µ=


0.5
2
0.3
0.2

,
(69)
r=


1
0.25
0.75
0.67

, b=


0.02
0.015
0.055
0.045

, b= 1.
For each of the scenarios, the optimal solution α∗ and the maximum reward
R∗ are determined by solving the LP (6). The approximation parameter
ε was set to the value that minimized the steady state error (51) and β
was set equal to the bound (23). The performance of the penalty policy
was simulated over the period [0, tmax = 10/µmin] and the reward rates were
averaged over p = 100 independent simulation runs. The simulation was
repeated for scaled systems (λ(n) = nλ, µ(n) = µ, b(n) = 1nb, r
(n) = 1nr) n=
10,100,1000 (see Section 3.3 for details).
Figures 1–3 compare the simulation estimates with the upper bound (15)
and the lower bound (47) for the three scenarios. In the plots, the reward
rate is normalized by R∗ and time is in units of 1/µmin.
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Fig. 1. Comparison with bounds: Scenario 1.
Fig. 2. Comparison with bounds: Scenario 2.
PENALTY FUNCTION CONTROL 27
From the plots, it is obvious that the lower bound is quite weak, partic-
ularly so for small values of the scale parameter n. The performance of the
penalty policy is, in fact, quite close to the upper bound. Although the tran-
sient performance of the penalty policy is significantly superior to the lower
bound, it is clear that there remains a gap that needs to be bridged. Com-
paring the plots for different scales n, we see that the performance of the
penalty policy is not very sensitive to the scale parameter n. In summary,
the performance of the penalty policy, even for small loads, is remarkably
good.
3.4.2. Comparison in reward maximization scenarios. The thinning pol-
icy is defined as follows [Kelly (1991)]. Let α∗ denote an optimal solution
of the steady state LP (6). The thinning policy admits an arriving class i
request with probability α∗i , provided there is adequate capacity to serve the
request.
Figures 4–6 plot the average performance of the penalty policy and the
thinning policy as a function of the scale parameter n for the three scenarios.
As before, the performance was simulated over the period [0, tmax = 10/µmin]
and reward rates averaged over p = 100 independent simulation runs. In
these simulation experiments both the penalty policy and the thinning policy
saw the same sample path of Poisson arrivals. Also, a request accepted by
both policies had the same service time in both cases.
The simulation results suggest the following conclusions. The variance of
the reward rate of the thinning policy is significantly larger than the variance
of the reward rate of the penalty policy. This is particularly the case for small
loads. As the load increases, the steady state behavior of the thinning and
penalty policies converges; however, the penalty policy remains significantly
superior in the transient period.
3.4.3. Comparison with thinning in load balancing scenarios. The objec-
tive here is to maintain the load of the various classes close to a prescribed
fraction f , that is, class i load has to be maintained close to bfi, i= 1, . . . ,m.
We considered the following two scenarios:
Scenario 4.
λ=
(
1000
1000
)
, µ=
(
10
10
)
,
(70)
b=
(
1
1
)
, α=
(
0.1
0.9
)
, b= 100.
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Fig. 3. Comparison with bounds: Scenario 3.
Fig. 4. Comparison with thinning policy: Scenario 1.
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Fig. 5. Comparison with thinning policy: Scenario 2.
Fig. 6. Comparison with thinning policy: Scenario 3.
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Scenario 5.
λ=
(
100
100
)
, µ=
(
0.1
1
)
,
(71)
b=
(
1
1
)
, α=
(
0.1
0.9
)
, b= 190.
The two scenarios differ only in the fact that in Scenario 4, µ1 = µ2, whereas
in Scenario 5, µ2 = 10µ1.
The load balancing is achieved via an appropriate admission control pol-
icy. Suppose a fraction αi of all incoming class i requests is admitted into the
system. Then the steady state class i load is biρiαi. Thus, if αi = bfi/biρi,
then the steady state class i load will be fib. In this set of simulation exper-
iments, we compared the performance of the thinning and penalty policies
constructed from the computed admission ratio α.
The results for the two scenarios are shown in Figures 7 and 8. The top
plot corresponds to the penalty policy and the bottom plot corresponds
to the thinning policy. In both plots, the x-axis is time (here time is not
normalized) and the y-axis is the fraction of the resource utilized by the
requests. As before, the results are averaged over p= 100 iterations.
In steady state, the performance of the thinning and penalty policies is
almost identical. However, the transient performance of the penalty policy
is significantly superior to that of the thinning policy: In Scenario 5, where
µ1 6= µ2, the resource sharing that corresponds to the penalty reaches steady
state levels at t= 0.2 = 2µmin, whereas the resource sharing associated with
the thinning policy does not reach steady state levels even by t= 2= 20µmin.
This example illustrates the target-tracking nature of the penalty policy.
The policy merely tracks the target set by the capacities (c0,c1). It is ap-
proximately optimal in the revenue maximization scenario because the LP
sets an appropriate target to track. It could just as easily track a target set
by other considerations.
3.5. General service times. In this section, we assume that the service
duration Si has a general distribution with mean
1
µi
, i = 1, . . . ,m. Let gi
denote the density and let Gi denote the cumulative distribution function
(CDF) of the service duration Si, i= 1, . . . ,m.
Since the steady state LP (6) and its dual (9) depend only on the mean
service time µi, they still remain the same. As before, let R
∗ denote the
optimal value, let α∗ denote an optimal solution of the primal LP (6) and
let (u∗,v∗) denote an optimal solution of the dual LP (9).
Let qi(t) denote the number of active class i requests at time t in an
infinite capacity system service time Si ∼ gi and no admission control. It is
well known that [see, e.g., Wolff (1989)]
E[qi(t)] = ρi(1− G¯ei (t)),(72)
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Fig. 7. Comparison in load balancing: Scenario 4.
Fig. 8. Comparison in load balancing: Scenario 5.
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where G¯ei (t) is the tail of the equilibrium CDF of the class i service distri-
bution. Thus, G¯ei (t) plays the role of the tail exp(−µit) of the exponential
service time distribution. This observation leads to the following extension
of Theorem 1.
Theorem 4. The reward rate Rpi(t) of any feasible policy pi satisfies
E[Rpi(t)]≤min
{
m∑
i=1
riρi(1− G¯ei (t)),
(73)
m∑
i=1
α∗i riρi(1− G¯ei (t)) + u∗b
(
max
1≤i≤m
G¯ei (t)
)}
,
where α∗ is an optimal solution of (6), (u∗,v∗) is an optimal solution of (9)
and G¯ei (·) is the tail of the equilibrium CDF of the class i service duration,
i= 1, . . . ,m.
Note that
lim
t→∞
(
m∑
i=1
riρiα
∗
i (1− G¯ei (t)) + u∗b max
1≤i≤m
G¯ei (t)
)
=
m∑
i=1
riρiα
∗
i =R
∗,
that is, the steady state reward rate of any admissible policy is bounded
above by the optimal value of the steady state LP (6).
Remark 2. Note that in evaluating the upper bound (74), we use only
the fact that the policy pi is feasible and use the bounds on the population
of an M/G/∞ queue [see, e.g., Wolff (1989)].
Next, we characterize the performance of the penalty policy p¯i in this
model. Recall that admission decisions of the policy p¯i depend only on the
load of requests of each class that have been assigned to the original system
and the fictitious infinite capacity system. In particular, the policy does not
keep track of the remaining service times of the requests in the system.
Let gti and G
t
i denote, respectively, the density and the CDF of the re-
maining service time of a class i request conditioned on the fact that it has
been in service for t time units. Then the tail
G¯ti(s) = 1−Gti(s) =
Gei (t+ s)−Gei (s)
Gei (t)
(74)
and, therefore,
gti(s) =−
dG¯ti(s)
ds
=
gei (s)− gei (t+ s)
Gei (t)
.(75)
We make the following assumption about the rate function gti(0).
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Assumption 1. The function gti(0) is a decreasing function of t for all
i= 1, . . . ,m, that is, gti(0)≥ limu→∞ gui (0) = gei (0) = µi for all i= 1, . . . ,m.
Remark 3. The exponential distribution satisfies this assumption as
does the heavy-tailed CDF G(s) = (1− (1/(1 + s)2))1{s ≥ 0}.
Under Assumption 1, we have the following analog of Theorem 2.
Theorem 5. Suppose ε < 14 , (c
0,c1) are given by (21), β satisfies (22)
and y¯i(0
−) = (1−αεi )ρi, i= 1, . . . ,m. Suppose also that Assumption 1 holds.
Then the reward rate R¯(t) of the penalty policy satisfies
E[R¯(t)]≥
m∑
i=1
riρiα
ε
i (1− G¯ei (t))−
m∑
i=1
riρi(1−αεi )(G¯ei (t)− G¯i(t))
− ζ
m∑
i=1
(1−αεi )riρi − 2e−ε/2(β−4)
m∑
i=1
riρi(1− e−µit),(76)
where αε is an optimal solution of the perturbed LP (20) and
ζ =
(
log(2)
β
+1− ε
2
)
(1 + 4ε)− 1.
Remark 4. Unlike the lower bound (47), the bound (76) has a term∑m
i=1 riρi(1− αεi )(G¯ei (t)− G¯i(t)) that does not vanish as ε→ 0, that is, no
matter how small the request size, this error cannot be surmounted. This
term appears because the policy p¯i does not account for the remaining service
times of the requests in the system.
4. Extension to loss networks. In this section, we extend the results of
Section 3 to the network model introduced in Section 2. Recall that the
stochastic system under consideration consists of a network of s resources
with capacity b ∈Rs+, where b(k) is the capacity of resource k = 1, . . . , s, and
the system is initially empty. Requests for using this network of resources
belong to m Poisson arrival classes. Class i requests have an arrival rate λi
and a service duration Si ∼ exp(µi). They are willing to accept any capacity
allocation from the set Bi = {bi1, . . . ,bili}, bij ∈Rs+, and pay ri per unit
time for the period the request is in the system.
4.1. Upper bound on expected reward rate. Let pi be any feasible control
policy for the stochastic problem. Let xpiij(t) denote the number of class
i requests in the system at time t that were assigned the capacity vector
bij ∈ Bi.
34 G. IYENGAR AND K. SIGMAN
The analog of (4) for the network setting is given by
maximize
m∑
i=1
riρi
(
li∑
j=1
αij
)
subject to
m∑
i=1
ρi
(
li∑
j=1
bijαij
)
≤ b,
(77)
li∑
j=1
αij ≤ 1− e−µit, i= 1, . . . ,m,
αij ≥ 0, j = 1, . . . , li, i= 1, . . . ,m.
Let R∗(t) denote the optimal value of this LP. Taking the limit t→∞ in
(77), we get the steady state LP
maximize
m∑
i=1
riρi
(
li∑
j=1
αij
)
subject to
m∑
i=1
ρi
(
li∑
j=1
bijαij
)
≤ b,
(78)
li∑
j=1
αij ≤ 1, i= 1, . . . ,m,
αij ≥ 0, j = 1, . . . , li, i= 1, . . . ,m.
Let α∗ = (α∗ij){j=1,...,li, i=1,...,m} denote an optimal solution and let R
∗ denote
the optimal value of (78). The dual of the steady state LP is given by
minimize bTu+ 1Tv
subject to ρiri ≤ vi + ρiuTbij, j = 1, . . . , li, i= 1, . . . ,m,(79)
v≥ 0, u≥ 0.
Let (u∗,v∗) denote an optimal solution of the dual LP (79). Then we have
the following extension of Theorem 1.
Theorem 6. The reward rate Rpi(t) of any feasible policy pi satisfies
E[Rpi(t)]≤R∗(t)
≤min
{
m∑
i=1
riρi(1− exp(−µit)),(80)
m∑
i=1
riρiα
∗
i (1− exp(−µit)) + (u∗)Tb exp(−µmint)
}
,
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where α∗i =
∑li
j=1α
∗
ij , i= 1, . . . ,m, α
∗ is an optimal solution of steady state
LP (78) and (u∗,v∗) is an optimal solution of steady state dual LP (79).
4.2. Penalty function and ε-feasible control policy. As in the single-resource
case, we drop from considerations all those capacity vectors bij which have
the corresponding α∗ij = 0 and augment the network of systems by adding
one additional fictitious infinite capacity system. The state s(t) of the aug-
mented network is given by
s(t) = (x1(t), . . . ,xm(t),y(t)).(81)
The state vector
xi(t) = (xi1(t), . . . , xili(t)) ∈Zli+(82)
describes the accepted requests, where xij(t) is the number of active class
i request that have been assigned to bij ∈ Bi. The state vector y(t) =
(y1(t), . . . , ym(t)) ∈ Zm+ , where yi(t) is the number of class i requests in the
fictitious system.
The penalty function Ψ(s) is given by
Ψ(s) =
m∑
i=1
[
s∑
k=1
exp
(
β ·
∑li
j=1 xijbij(k)
c0ik
)
︸ ︷︷ ︸
Ψik(xi)
+exp
(
β · yi
c1i
)
︸ ︷︷ ︸
Ψi(yi)
]
,(83)
where β, (c1i ,{c0ik}sk=1), i= 1, . . . ,m, are appropriately chosen constants. Let
si = (xi, yi) denote the components of the state vector that correspond to
class i, let C0 ∈Rm×s denote the matrix [c0ik] and let c1 ∈Rm denote the
vector (c1, . . . , c1m)
T .
The penalty policy p¯i for a loss network is defined as follows. Let s¯(t) =
(x¯1, . . . , x¯m(t), y¯(t)) denote the stochastic state process that corresponds
to the policy p¯i and let s¯i = (x¯i, y¯i). At time t = 0
−, the policy loads the
infinite capacity system to the level y¯(0−). An incoming class i request is
conditionally accepted if
min
1≤j≤li
{
s∑
k=1
∂Ψik
∂xij
}
≤ ∂Ψi
∂yi
.
A conditionally accepted request is accepted and assigned to bij ∈ Bi pro-
vided
j ∈ arg min
1≤j′≤li
{
s∑
k=1
∂Ψik
∂xij′
}
and there is adequate capacity [i.e.,
∑m
i′=1
∑li
j′=1bi′j′ x¯i′j′(t)+bij ≤ b]. Oth-
erwise the request is routed to the fictitious system and is assigned a service
duration Si ∼ exp(µi) that is independent of everything else.
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As in the case of the single-resource problem discussed in Section 3, the
capacities (C0,c1) determine the following perturbed version of the steady
state LP (78):
maximize
m∑
i=1
riρi
(
li∑
j=1
αij
)
subject to
m∑
i=1
ρi
(
li∑
j=1
bijαij
)
≤ 1
1 + 4ε
b,
(84)
li∑
j=1
αij ≤ 1, i= 1, . . . ,m,
αij ≥ 0, j = 1, . . . , li, i= 1, . . . ,m.
Let αε = {αεij : j = 1, . . . , li, i= 1, . . . ,m} denote an optimal solution of (84).
The capacities (C0,c1) are given by
c1i = (1+ 4ε)
(
1−
li∑
j=1
αεij
)
ρi, i= 1, . . . ,m,
(85)
c0ik = (1+ 4ε)νk
(
li∑
j=1
αεijbij(k)
)
ρi, k = 1, . . . , s, i= 1, . . . ,m,
where νk is given by
νk =
(1/(1 + 4ε))bk∑m
i=1
∑li
j=1α
ε
ijρibij(k)
, k = 1, . . . , s.(86)
The parameter β must satisfy the bound
β ≤ εmin
{
min
{(i,k) : 1≤i≤m,1≤k≤s}
{
c0ik
bij(k)
}
, min
{i : i∈Ucε}
{c1i }
}
,(87)
where U cε = {i :
∑li
j=1α
ε
ij < 1, i= 1, . . . ,m}.
A simple extensions of the techniques developed in Section 3 allows one
to establish the following analog of Theorem 2.
Theorem 7. Suppose ε < 14 , (C
0,c1) are given by (85), β satisfies (87)
and y¯i(0
−) = (1 − αεi )ρi, i = 1, . . . ,m. Then the reward rate R¯(t) of the
penalty policy p¯i satisfies
E[R¯(t)]≥
m∑
i=1
αεi riρi(1− exp(−µit))− ζ
m∑
i=1
(1−αεi )riρi(88)
− (s+ 1)2e−ε/2(β−4)
m∑
i=1
riρi(1− exp(−µit)),
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where αεi =
∑li
j=1α
ε
ij , i= 1, . . . ,m, α
ε is an optimal solution of the perturbed
LP (84) and
ζ =
(
log(s+ 1)
β
+ 1− ε
2
)
(1 + 4ε)− 1.
5. Extension to general polytopic constraints. In this section we gener-
alize the penalty approach for admission control to a related problem of state
control. Although we discuss this problem in the context of a single-resource
model, the results easily extend to networks.
The stochastic model is similar to that in Section 3. Requests belong to
m Poisson arrival classes. Class i requests have arrival rate λi and service
duration Si ∼ exp(µi). All the requests arrive at a common infinite capacity
system.
Let x(t) = (x1(t), . . . , xm(t)) ∈Rm+ denote the number of requests of each
class in the system at time t. If no control is exercized, then the expected
number E[xi(t)] of class i requests evolves according to E[xi(t)] = ρi(1 −
e−µit), i = 1, . . . ,m. Therefore, the expected steady state load is ρ, where
ρ= (ρ1, . . . , ρm)
T ∈Rm+ .
Let S ⊂∏1≤i≤m[0, ρi] be a polytope defined as
S = {x :0≤ x≤ ρ,Dx≤ h},(89)
where D ∈Rs×m and h ∈Rs+. We assume, without loss of generality, that
h ≥ 0. We also assume that the interior int(S) 6= ∅; that is, there exists
x ∈ S such that Dx < d. In this section the objective is to construct an
admission control policy that ensures that x(t) ∈ S with high probability.
Define the “lifted” set
S˜ = {(x,y) :0≤ x≤ ρ, 0≤ y≤ ρ, D+x+D−y≤ h+D−ρ},(90)
where D+ ∈ Rs×m with D+ij = max{Dij ,0} and D− ∈ Rs×m with D−ij =
max{−Dij,0}. It is clear that x ∈ S implies (x,ρ− x) ∈ S˜ . The “lifting” of
the state space introduces a state space expansion that is mimicked by the
control policy by adding a fictitious system to the network.
Define (x∗,y∗) ∈ S˜ as
(x∗,y∗) = arg min
(x,y)∈S˜
max
1≤j≤s
{
d+j x+d
−
j y
hj +d
−
j ρ
}
,(91)
where d+j (resp. d
−
j ) is the jth row of D
+ (resp. D−). Define
γ∗ = max
1≤j≤s
{
d+j x
∗ +d−j y
∗
hj +d
−
j ρ
}
= min
(x,y)∈S˜
max
1≤j≤s
{
d+j x+ d
−
j y
hj + d
−
j ρ
}
(92)
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and
Ψ∗ =Ψ
(
(1 + 3ε)µmax
µmin
(x∗,y∗)
)
.(93)
Claim 1. The violation γ∗ < 1.
Proof. By assumption, there exists x ∈ S such that Dx < d, that is,
(d+j − d−j )x < hj ∀ j = 1, . . . , s or, equivalently, (d+j x + d−j (ρ − x))/(hj +
d−j ρ)< 1 ∀ j = 1, . . . , s. The result follows from the fact that x ∈ S implies
(x,ρ − x) ∈ S˜ .

The quantity γ∗ is a measure of the size of the set S˜: the smaller is the
value of γ∗, the larger is the size of the set S˜ .
Assumption 2. The ratio of µmin =min1≤i≤m{µi} to µmax =max1≤i≤m{µi}
is bounded below by γ∗, (i.e., µmin/µmax ≥ γ∗).
This assumption essentially requires that the size of the target set S˜ be
comparable to the rate mismatch. If the rate mismatch is large, then the
target set S˜ cannot be too small. In particular, if all the departure rates µi
are identical, then Assumption 2 is always satisfied. All the results in this
section assume that µi, i= 1, . . . ,m, satisfy Assumption 2.
As in all the previous sections, we add one fictitious system that tracks
the rejected requests. Let x(t) [resp. y(t)] denote the state of the original
system (resp. fictitious system) at time t, and let s(t) = (x(t),y(t)). The
control policy p˜i uses a penalty function to balance the loads of accepted
and rejected customers to control the state of the system to lie in S . The
penalty function Ψ(s) is defined as
Ψ(s) =
s∑
j=1
exp
(
β · d
+
j x+d
−
j y
hj +d
−
j ρ
)
,(94)
where the multiplier β satisfies
β ≤ ε
(
min
1≤j≤s
{hj +d−j ρ}
)
.(95)
The policy p˜i accepts a class i request if
∂Ψ
∂xi
≤ ∂Ψ
∂yi
;
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otherwise, the request is routed to the fictitious system and the policy p˜i
attaches to it a fictitious service time S ∼ exp(µi) that is independent of
everything else.
We have the following analog of Lemma 2.
Theorem 8. Suppose ε < 14 , β satisfies (95) and E[Ψ(s˜(0))]≤Ψ∗, where
Ψ∗ is given by (93). Suppose also that Assumption 2 holds. Then
E[Ψ(s˜(t))]≤Ψ∗ ∀ t≥ 0.
The following result establishes that the policy p˜i ensures that the ex-
pected value E[s˜(t)] of the corresponding state vector lies in an ε-inflation
of the target set S˜ .
Theorem 9. Suppose ε < 14 , β satisfies (95) and the initial state y˜(0
−)
is chosen to ensure that Ψ((0, y˜(0−))≤Ψ∗, where Ψ∗ is given by (93). Sup-
pose also that Assumption 2 holds. Then, for all t≥ 0,
djE[x˜(t)]≤ hj + ζd−j ρ+ d−j e−Mt(ρ− y˜(0−)), j = 1, . . . , s,(96)
where
ζ =
(
log(s)
β
+ 3ε
)
and M= diag(µi).
Proof. Repeated application of Jensen’s inequality implies
exp
(
β max
1≤j≤s
E
{
d+j x˜(t) +d
−
j y˜(t)
hj +d
−
j ρ
})
≤ exp
(
βE
[
max
1≤j≤s
{
d+j x˜(t) +d
−
j y˜(t)
hj +d
−
j ρ
}])
(97)
≤E
[
exp
(
β max
1≤j≤s
{
d+j x˜(t) +d
−
j y˜(t)
hj + d
−
j ρ
})]
≤EΨ(s˜(t))
≤Ψ∗
≤ seβ(1+3ε),
where (97) follows from the definition of γ∗ in (92). Taking logarithms, we
get
d+j E[x˜(t)] +d
−
j E[y˜(t)]≤
(
log(s)
β
+1+ 3ε
)
(hj +d
−
j ρ)
≤ (1 + ζ)(hj +d−j ρ).
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The result follows by recognizing that E[x˜(t)] + E[y˜(t)] = (I − e−Mt)ρ +
e−Mty˜(0−), where M= diag(µi). 
Theorem 9 leaves the choice of the initial loading of the fictitious systems
y˜(0−) open. One possible choice for y˜(0−) is an optimal solution of the LP
minimize max
1≤j≤s
djM(ρ− y)
(98)
subject to djy≤ (hj +d−j ρ)Ψ∗, j = 1, . . . , s,
where Ψ∗ is given by (93). The LP (98) minimizes the tracking error subject
to the constraint that Ψ(0, y˜(0−))≤Ψ∗.
Our objective in this section was to demonstrate a policy pi that ensures
that the state xpi(t) ∈ S with high probability. Since 0≤E[x]≤ (I−e−Mt)ρ,
Theorem 9 states that E[x˜(t)] lies in the set
S˜ε(t) = {x :0≤ x≤ ρ,Dx≤ h+ ζ(h+D−ρ) +D−e−Mt(ρ− y˜(0−))},(99)
where ζ = ( log(s)β + 3ε) and M = diag(µ). Suppose the loads ρ are high
enough such that β = log(s)ε satisfies (95). Then S˜ε(t) is an ε-blowup of the
target set.
One might be tempted to convert this expected value result into a sample-
path result by using Markov’s inequality. However, such an attempt will be
futile. The essential problem is that, although the policy p˜i is able to control
the accepted load, the total load of class i requests is uncontrollable on a
sample-path basis. Therefore, one can expect a sample-path result only if
the total load is well behaved. The rest of this section investigates a limiting
regime where this is the case.
Consider the limiting regime defined by (54) in Section 3.3. Choose ε < 14
and set β = 1ε log(s). Define
n0(ε) =
⌈
β
εmin1≤j≤s{hj + d−j ρ}
⌉
.(100)
Then, for all n≥ n0(ε), the hypotheses of Theorems 8 and 9 are true and the
corresponding bounds hold. Let {s˜(n)(t) : t ≥ 0} be the state process when
the control policy p˜i is employed in the nth system. The results in Section
3.3 imply that
s˜∞(t) = lim
n→∞
s˜(n)(t)(101)
exists and is nonrandom. The uniform bound on the penalty function Ψ(s(n)(t))≤
Ψ∗ implies that the sequence {s˜(n)(t) :n ≥ n0(ε)} is uniformly integrable;
therefore,
s˜(∞)(t) =E[s˜(∞)(t)] = lim
n→∞
E[s˜(n)(t)],(102)
leading to the following result.
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Theorem 10. Fix ε < 14 , β ≥ 1ε log(s) and y˜(0−) such that Ψ(0, y˜(0−))≤
Ψ∗. Then, for all t≥ 0,
x˜(∞)(t) ∈ S˜ε(t){x :0≤ x≤ ρ,Dx≤ h+ 4ε(h+D−ρ)
(103)
+D−e−Mt(ρ− y˜(0−))},
where M= diag(µi).
A possible choice for y˜(0−) is an optimal solution of the LP (98).
6. Concluding remarks. In this article, we combined several disparate
research ideas—mathematical programming bounds [Bertsimas, Paschalidis
and Tsitsiklis (1994), Gibbens and Kelly (1995), Bertsimas and Sethuraman
(2002), Bertsimas and Nin˜o Mora (1999b) and Bertsimas and Chryssikou
(1999)], state- space expansion [Kamath, Palmon and Plotkin (1998)], ex-
ponential penalty functions [Bienstock (2002)] and target tracking—to con-
struct admission control policies. These penalty-based policies are approxi-
mately optimal when the request are sufficiently granular, that is, when the
resource requested by a single request is small compared to the total capac-
ity. The policies perform well both in the transient period as well as in steady
state. The steady state performance of the penalty policy is controlled by
the target supplied by a linear program, while the transient performance
is controlled by a fictitious system or, equivalently, by expanding the state
space. The penalty-based policies are also able to track arbitrary polyhedral
target sets.
There are several issues that still remain open. From the numerical com-
parison of the bounds in Section 3.2 and the simulation results in Section 3.4,
it is clear that in the transient period there is a gap between the performance
of the control policy and the upper bound on achievable performance. This
gap is probably because the capacity of the fictitious systems is too high for
the transient period and, as a result, a larger fraction of the arriving requests
get rejected. Thus, a possible solution would be to dynamically adapt the
capacity of the fictitious systems. While this approach appears to perform
well in simulation, we do not have an analytical justification for it. Also, it
is unsatisfying that in the Halfin–Whitt regime we are not able to prove the
convergence of the process over compact intervals (see Section 3.3). While
it appears that this ought to be the case, the discontinuity in the control
makes such a result hard to establish.
From the simulation results for the single-resource problem, it appears
that all the benefits of the penalty policy are simply a consequence of the
state space expansion that results from the addition of the fictitious sys-
tems. Further simulation experiments are planned to test this hypothesis.
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In any case, state space expansion is a new technique that is worth exploring
further.
In addition, there is always the issue of queuing. Building on the results
developed here, Cosyn and Sigman (2004) [see also Cosyn (2003)] proposed
penalty-based control policies for a finite capacity model that allows waiting
and reneging. The extension to queuing networks with feedback is still open.
There are also several unresolved issues at the theoretical level. Although
the exponential function allows the proofs to go through, it is not clear if
it is essential to the problem. Young (1995) showed that the exponential
penalty approach for packing and covering problems [see, e.g., Chapter 3 in
Hochbaum (1996)] can be viewed as a derandomization approach, where, at
every stage of the derandomization, one is picking a decision that minimizes
a Hoeffding-type exponential bound on the probability of failure. Something
similar might be at work here; that is, the admission control policy could
be minimizing the worst case bound of leaving the target set. This inter-
pretation opens the possibility that the penalty policy works because the
exponential function is twisting the dynamics to make the worst sample
paths most likely.
Acknowledgment. The authors thank the anonymous referee for helpful
comments.
REFERENCES
Aspnes, J., Azar, Y., Fiat, A., Plotkin, S. andWaarts, O. (1997). On-line routing of
virtual circuits with applications to load balancing and machine scheduling. J. Assoc.
Comput. Mach. 44 486–504. MR1470153
Azar, Y., Kalyanasundaram, B., Plotkin, S., Pruhs, K. R. andWaarts, O. (1997).
On-line load balancing of temporary tasks. J. Algorithms 22 93–110. MR1425310
Bean, N., Gibbens, R. and Zachary, S. (1995). Asymptotic analysis of single resource
loss systems in heavy traffic with applications to integrated networks. Adv. in Appl.
Probab. 27 273–292. MR1315589
Bertsimas, D. and Chryssikou, T. (1999). Bounds and policies for dynamic routing in
loss networks. Oper. Res. 47 379–394. MR1697224
Bertsimas, D. andNin˜o Mora, J. (1999a). Optimization of multiclass queueing networks
with changeover times via the achievable region approach. I. The single-station case.
Math. Oper. Res. 24 306–330. MR1853878
Bertsimas, D. and Nin˜o Mora, J. (1999b). Optimization of multiclass queueing net-
works with changeover times via the achievable region approach. II. The multi-station
case. Math. Oper. Res. 24 331–361. MR1853879
Bertsimas, D., Paschalidis, I. C. and Tsitsiklis, J. N. (1994). Optimization of multi-
class queueing networks: Polyhedral and nonlinear characterizations of achievable per-
formance. Ann. Appl. Probab. 4 43–75. MR1258173
Bertsimas, D. and Sethuraman, J. (2002). From fluid relaxations to practical algo-
rithms for job-shop scheduling: The makespan objective. Math. Program. 92 61–102.
MR1892297
PENALTY FUNCTION CONTROL 43
Bertsimas, D., Sethuraman, J. and Gamarnik, D. (2003). From fluid relaxations to
practical algorithms for job-shop scheduling: The holding cost objective. Oper. Res. 51
798–813. MR2002758
Bienstock, D. (2002). Potential Function Methods for Approximately Solving Linear
Programs: Theory and Practice. Kluwer, Boston. MR2005731
Blondel, V. D. and Tsitsiklis, J. N. (2000). A survey of computational complexity
results in systems and control. Automatica 36 1249–1274. MR1834719
Cosyn, J. (2003). Exponential penalty function control of queues with applications to
bandwidth allocation. Ph.D. dissertation, IEOR Dept., Columbia Univ.
Cosyn, J. and Sigman, K. (2004). Stochastic networks: Admission and routing using
penalty functions. Unpublished manuscript. MR2104106
Foschini, G. J. and Gopinath, B. (1983). Sharing memory optimally. IEEE Trans.
Comm. 31 352–360.
Gavois, A. and Rosberg, Z. (1994). A restricted complete sharing policy for a stochastic
knapsack problem in a B-ISDN. IEEE Trans. Comm. 42 2375–2379.
Gibbens, R. J. and Kelly, F. P. (1995). Network programming methods for loss net-
works. IEEE Journal on Selected Areas in Communications 13 1189–1198.
Halfin, S. andWhitt, W. (1981). Heavy-traffic limits for queues with many exponential
servers. Oper. Res. 29 567–588. MR629195
Harrison, J. M. (2003). A broader view of Brownian networks. Ann. Appl. Probab. 13
1119–1150. MR1994047
Hochbaum, D., ed. (1996). Approximation Algorithms for NP-Hard Problems.
Brooks/Cole, Monterey, CA.
Hui, J. Y. (1990). Switching and Traffic Theory for Integrated Broadband Networks.
Kluwer, Boston.
Hunt, P. J. and Kurtz, T. G. (1994). Large loss networks. Stochastic Process. Appl. 53
363–378. MR1302919
Hunt, P. J. and Laws, C. N. (1993). Asymptotically optimal loss network control. Math.
Oper. Res. 18 880–900. MR1251685
Hunt, P. J. and Laws, C. N. (1997). Optimization via trunk reservation in single resource
loss systems in heavy traffic. Ann. Appl. Probab. 7 1058–1079. MR1484797
Jordan, A. and Varaiya, P. P. (1994). Control of multiple service, multiple resource
communication networks. IEEE Trans. Comm. 42 2979–2988.
Kamath, A., Palmon, O. and Plotkin, S. (1998). Routing and admission control in
general topology networks with Poisson arrivals. J. Algorithms 27 236–258. MR1622395
Kelly, F. P. (1985). Stochastic models for computer communication systems. J. R. Stat.
Soc. Ser. B Stat. Methodol. 47 379–395. MR844469
Kelly, F. P. (1991). Loss networks. Ann. Appl. Probab. 1 319–378. MR1111523
Key, P. B. (1990). Optimal control and trunk reservation in loss networks. Probab. Engrg.
Inform. Sci. 4 203–242.
Key, P. B. (1994). Some control issues in telecommunications. In Probability, Statistics,
and Optimization (F. P. Kelly, ed.) 383–395. Wiley, New York.
Ku, C.-Y. and Jordan, S. (1997). Access control to two multi-server loss queues in series.
IEEE Trans. Automat. Control 42 1017–1023. MR1469847
Lagarias, J. C., Odlyzko, A. M. and Zagier, D. B. (1985). Realizable traffic patterns
and capacity of disjointly shared networks. Computer Networks 10 275–285. MR824360
Lippman, S. A. and Ross, S. M. (1971). The streetwalker’s dilemma: A job shop model.
SIAM J. Appl. Math. 20 336–342. MR293979
Luenberger, D. G. (1984). Linear and Nonlinear Programming. Addison–Wesley, Read-
ing, MA.
44 G. IYENGAR AND K. SIGMAN
Maglaras, C. (2000). Discrete-review policies for scheduling stochastic networks: Tra-
jectory tracking and fluid-scale asymptotic optimality. Ann. Appl. Probab. 10 897–929.
MR1789983
McGill, J. I. and van Ryzin, G. J. (1999). Revenue management: Research overview
and prospects. Transportation Sci. 33 233–256.
Miller, B. L. (1969). A queueing reward system with several customer classes. Manage-
ment Science 16 234–245.
Mitra, D., Morrison, J. A. and Ramakrishnan, K. G. (1996). ATM network design:
A multirate loss network framework. IEEE/ACM Transactions on Networking 4 531–
543.
Mitra, D. and Weinberger, P. J. (1987). Probabilistic models for database locking:
Solutions, computational algorithms and asymptotics. J. Assoc. Comput. Mach. 31
855–878. MR819169
Ott, T. J. and Krishnan, K. R. (1992). Separable routing: A scheme for state dependent
routing of circuit switched telephone networks. Ann. Oper. Res. 35 43–68.
Papadimitriou, C. and Tsitsiklis, J. T. (1999). The complexity of optimal queueing
network controls. Math. Oper. Res. 24 293–305. MR1853877
Plotkin, S. A., Shmoys, D. B. and Tardos, E´. (1991). Fast approximation algorithms
for fractional packing and covering problems. In 32nd FOCS 495–504. MR1177202
Reiman, M. I. and Schwartz, A. (2001). Call admission: A new approach to quality of
service. Queueing Systems Theory Appl. 38 125–148. MR1845313
Ross, K. W. (1995). Multiservice Loss Models for Broadband Telecommunication Net-
works. Springer, New York.
Ross, K. W. and Tsang, D. H. K. (1989a). Optimal circuit access policies in an ISDN
environment: A Markov decision approach. IEEE Trans. Comm. 37 934–939.
Ross, K. W. and Tsang, D. H. K. (1989b). The stochastic knapsack problem. IEEE
Trans. Comm. 37 740–747. MR1001438
Ross, K. W. and Yao, D. D. (1990). Monotonicity properties for the stochastic knapsack.
IEEE Trans. Inform. Theory 36 1173–1179. MR1066608
Savin, S. V., Cohen, M. A., Gans, N. and Katalan, Z. (2000). Capacity manage-
ment in rental businesses with heterogeneous customer bases. Technical report, Business
School, Columbia Univ.
Shahrokhi, F. and Matula, D. W. (1990). The maximum concurrent flow problem. J.
Assoc. Comput. Mach. 37 318–334. MR1072261
Wolff, R. W. (1989). Stochastic Modeling and the Theory of Queues. Prentice-Hall,
Englewood Cliffs, NJ. MR1022666
Young, N. (1995). Randomized rounding without solving the linear program. In Pro-
ceedings of the 6th ACM–SIAM Symposium on Discrete Algorithms 170–178. SIAM,
Philadelphia. MR1321848
IEOR Department
Columbia University
500 West 120th Street, MC 4704
New York, New York 10027-6699
USA
e-mail: garud@ieor.columbia.edu
e-mail: sigman@ieor.columbia.edu
