ABSTRACT This paper presents a novel algorithm for the estimation of heart rate variability (HRV) features using 24-GHz continuous-wave Doppler radar with quadrature architecture. The proposed algorithm combines frequency and time domain analysis for high-accuracy estimation of beat-to-beat intervals (BBIs). Initially, band pass filtered in-phase (I) and quadrature (Q) radar components are fused into a single combined signal that contains information on the heartbeats. Its frequency domain analysis is used for coarse heart rate estimation. At the same time, the combined signal is processed using a filter bank containing narrowband band pass filters with different center frequencies. One of the band pass filter outputs is selected as the valid output based on the coarse heart rate estimation. Zero crossings in the resulting filter bank output signal represent heartbeats that are used to extract the BBIs. Finally, four HRV features are calculated from the BBIs. The algorithm is tested on real data obtained from recordings on ten human subjects. The mean relative error of extracted BBIs compared to electrocardiogram (ECG) measurement is in the 1.02−2.07 % range. Furthermore, two time-domain and two frequency domain HRV features were calculated from the BBIs. The obtained results show a high level of agreement between radar-extracted and ECG-extracted HRV features. Low computation complexity makes this algorithm suitable for real-time monitoring.
I. INTRODUCTION
High-accuracy monitoring of the heart rate variability (HRV) features is required in numerous applications, such as hospital and in-home health care [1] , stress and emotions recognition [2] , [3] , vigilance monitoring [4] , anxiety treatments [5] , training optimization [6] , etc. Real-time monitoring is desirable in most of these applications.
HRV features reflect changes in time intervals between two consecutive heartbeats, the so called beat-to-beat intervals (BBIs). Conventionally, HRV monitoring systems are based on the usage of contact sensors such as ECG (Electrocardiogram) sensors, PPG (Photoplethysmogram) sensors,
The associate editor coordinating the review of this manuscript and approving it for publication was Roberto Gomez-Garcia. piezoelectric or piezoresistive sensors [7] . However, the usage of contact sensors has several disadvantages such as limited mobility, discomfort caused by sensors placed on the body and by patients' awareness of the measurement being performed, skin irritation and allergic contact reactions (in the case of infants or sensitive skin in adults), inapplicability on damaged skin (painful skin rashes, burns, hives, etc.), inability to measure through clothes or other obstacles. Non-contact measurements can overcome these problems.
Radar technology is one of the most promising methods for non-contact heart rate measurement [3] , [8] - [39] . Based on their hardware architecture, radars used in vital signs detection field are usually classified into the following classes: Continuous-Wave (CW) Doppler radars [8] - [30] , Frequency Modulated Continuous Wave (FMCW) radars [3] , [31] - [34] , and Impulse Radio Ultra-Wideband (IR UWB) radars [35] - [38] . IR UWB radars emit short wideband pulses that are reflected from the target back to the receiver. Since the transmitted pulses are wideband, the receiver must be capable for very high-speed operation, especially in short-range applications, like in the vital signs detection where the period between the pulse transmission and the pulse reception is extremely short. Analog-to-digital converter (ADC) used in such applications needs to support high sampling rate. All this leads to high power consumption by the device [30] . Additionally, IR UWB radars are usually not sensitive enough for heartbeat detection [39] . CW and FMCW radars emit sinusoidal electromagnetic wave, reflected from the target, continuously. CW Doppler radars use a single frequency wave modulated by the target's movement, which makes them capable for monitoring relative displacement only. This means that any target's displacement in the radar's field of view (FoV) affects the measurement. Therefore, Doppler radars have difficulties with several simultaneously illuminated targets. On the other hand, FMCW radars can manage both absolute and relative target's displacement detection, based on the frequency and phase difference between the transmitted and reflected chirp signal. As a result, FMCW technology enables detection of vital signs of more than one person [34] . However, FMCW radars have significantly more complex hardware architecture than the simple CW radars, thus they consume more energy from the power supply, and require more complex signal processing methods for the displacement extraction.
The goal of this research was to enable the usage of simple radar architecture and low power compact radar sensor for real-time and fast single person HRV extraction, which is suitable in applications such as health care monitoring, sleep monitoring or drowsiness detection. Even though the CW Doppler radar cannot detect absolute distance, the previous research [8] - [30] shows that the absolute distance information is not necessary in the BBI detection.
A wide range of carrier sine wave frequencies in the CW Doppler radars has been used in the literature. Lower frequency radar systems allow easier extraction of the displacement from the radar signal using the small angle approximation [10] . Higher frequency radar systems have better sensitivity for displacement estimation, which is crucial in the case of small displacements such as chest wall movements caused by heartbeats. Moreover, lower frequency electromagnetic (EM) radiation penetrates the exposed tissue significantly [40] , whereas the EM radiation with frequencies higher than 10 GHz is absorbed at skin surface [40] , [41] .
Various research works have suggested methods for estimation of average heart rate using Doppler radar technology [11] , [12] , [15] , [16] , [18] , [19] , [21] , [22] . However, high-accuracy HRV extraction is much more demanding than an average heart rate extraction and requires better estimation of BBIs. The duration of BBIs in a healthy subject changes significantly over time, because of the respiratory sinus arrhythmia [42] , emotions of the subject, or their overall physical state [1] - [3] , [5] , [6] . Therefore, algorithms that accurately detect moments in which heartbeats occur are needed for correct HRV feature estimation.
Recently, the HRV estimation problem has been investigated by several research groups [23] - [29] . Small angle approximation has been applied in [23] for the heartbeat displacement extraction using a 2.4 GHz Doppler radar system. This approach yielded promising results when subjects were in the supine position, but higher error occurred when subjects were sitting still. Moreover, small angle approximation is not suitable for displacement extraction in high frequency radar systems. Wavelet filter bank applied to the demodulated displacement signal has been used in [24] . Filtered displacement signal was further analyzed by the Ensemble Empirical Mode Decomposition (EEMD) for heartbeat extraction. The drawback of the proposed method is the long duration of data acquisition window (15 s) needed for obtaining high-accuracy BBI extraction (2.53−4.83%). Furthermore, the selection of optimal decomposed intrinsic mode functions (IMFs) for heartbeat signal generation is demanding. In several works [25] - [27] , HRV features have not been explicitly calculated, but an effort towards fast and accurate heart rate acquisition has been made using the frequency analysis of short time windows, thus enabling further HRV analysis. The time-window-variation techniques combined with the Fast Fourier Transform (FFT) and Wavelet Transform (WT) have been presented in [25] and [26] , respectively. Polyphasebasis discrete cosine transform has been used in [27] for the fast heart rate extraction. All three approaches have shown improvements in comparison with the conventional Shorttime Fourier Transform (STFT) based techniques, but still have significant error in the heart rate estimation (greater than 3.4%) that would propagate to the HRV features. Heart rate estimation using the frequency-time phase regression (FTPR) technique has been proposed in [28] . This algorithm is very robust in low signal-to-noise ratio (SNR) conditions (lower than 2% error), but uses the long data acquisition window (10 s) as an input for the analysis. This approach can be used in case of low HRV, but it does not apply in general. Spectrogram-based BBI estimation has been presented in [29] . The specific heartbeat signal is created based on the spectrogram of the band pass filtered Doppler radar signal. The created signal has multiple peaks that do not correspond to any heartbeat and must be rejected. Rejection is conducted through adaptive band pass filtering and comprehensive analysis in the time domain. This approach shows an improvement in BBI estimation compared to the previous work, but focuses only on the frequency domain HRV features.
In this paper a novel accurate algorithm for the estimation of HRV features using 24 GHz continuous-wave Doppler radar is presented. The proposed algorithm combines frequency and time domain analysis to accurately estimate BBIs in real-time and to calculate four HRV features. Unlike many other approaches, the proposed method directly uses in-phase and quadrature radar signals for the BBI estimation without 74722 VOLUME 7, 2019 any displacement demodulation techniques, hence providing negligible sensitivity to DC offset and I/Q imbalance. The algorithm is not intensive computationally, which makes it capable for real-time performance, even on platforms with limited hardware resources. Furthermore, the total heartbeat detection delay is small, which is of crucial importance in applications that require fast BBI detection.
Further in this paper, section II describes the theoretical background of the Doppler radar architecture used in the paper and the adopted simulation model of the chest wall displacement caused by heartbeats and breathing. Additionally, simulated Doppler radar signals are analyzed in frequency domain. Section III describes the proposed algorithm for HRV monitoring. Results obtained from the simulated data and data measured in a human subject study are presented and discussed in section IV. Finally, the conclusion is given in section V.
II. THEORETICAL BACKGROUND A. CONTINUOUS-WAVE DOPPLER RADAR WORKING PRINCIPLE
Continuous-wave (CW) Doppler radar transmits a single frequency sine wave continuously towards a moving target and receives the reflected wave in order to determine the displacement x(t) of the target. The displacement x(t) summarizes all motions that the target makes (respiration, heartbeat and body motions) [22] . In the absence of large-scale body movement, the displacement x(t) originates only from the chest wall displacement due to breathing and heartbeats. Fig. 1 shows quadrature architecture of the CW Doppler radar system for vital signs monitoring. The carrier sine wave is generated by the local-oscillator (LO) and amplified using a power amplifier (PA). The transmitted signal T (t) is expressed as
where A T and f are the amplitude and the frequency of the transmitted signal, respectively; θ(t) is the phase noise of the local-oscillator. Since the target is moving, the reflected signal R(t) is the phase-modulated signal expressed as
where A R , f and λ are the amplitude, the frequency and the wavelength of the carrier sine wave signal, c is the speed of light, d 0 is the nominal radar-target distance and x(t) is the displacement due to breathing and heartbeats ( Fig. 1 ) [10] . After low-noise amplification (LNA), the receiver demodulates R(t) signal resulting in two baseband signals: in-phase component b I (t) and quadrature component b Q (t) expressed as [13] 
In (3) and (4), A I and A Q are amplitudes of corresponding I/Q channels (A I = A Q due to the I/Q amplitude imbalance), B I and B Q are DC offsets, θ 0 is the constant phase shift due to reflections from the target surface at d 0 distance, θ(t) is the total residual phase noise which can usually be neglected since the distance between target and radar system is small [10] . The phase shift due to I/Q phase imbalance is labeled ϕ. Amplitude noise is represented by n I (t) and n Q (t). Quadrature architecture is widely accepted since it does not suffer from the null point issue [10] , [13] .
After I/Q demodulation, in-phase and quadrature components are sampled using analog-to-digital converters (ADCs). The last Digital Signal Processing (DSP) stage usually includes the following steps: 1) correction of in-phase and quadrature discrete components (removing DC offsets [43] , I/Q amplitude and phase imbalance correction [44] ), 2) demodulation techniques applied on corrected in-phase and quadrature discrete components for the displacement x(t) extraction (arctangent demodulation [13] or the extended differentiation and cross-multiplication (DACM) demodulation [21] ), and 3) estimation of vital signs (respiration rate and heart rate) and their features from the displacement x(t). The first step requires a calibration process and/or real-time correction. The algorithm for HRV feature estimation presented in this paper is applied directly to noncorrected in-phase and quadrature components (expressed in (3) and (4)), which eliminates the need for steps 1) and 2).
B. SIMULATION MODEL OF THE CHEST WALL DISPLACEMENT
The chest wall displacement x(t) was modeled as a sum of the breathing displacement x b (t) and the much smaller heartbeat displacement x h (t), neglecting the body movement displacement as in
VOLUME 7, 2019
The displacement due to breathing x b (t) is modeled as per [45] , where x b (t) is the low-pass filtered periodic sequence of quadratic inspiration and exponential expiration waveform w(t), expressed as
where K b is the model constant used for adjusting the breathing displacement amplitude, T i is the inspiration time, T e is the expiration time, and T is the breathing period (T = T i + T e ), whereas τ is the time constant. The physical range of x b (t) is 4−12 mm, and the physiological breathing rate is 5−25 breaths/min [46] . In the literature, the displacement due to heartbeats x h (t) has previously been modeled as a sine wave [14] , [20] , [21] , half cycle sine pulses [27] , and Gaussian pulse train [28] . Although the heartbeat displacement has a pulsatile nature, its waveform is more complex than the aforementioned waveforms caused by different mechanical behaviors of the heart pump during ventricular depolarization (QRS complex in the ECG) and ventricular repolarization (T wave in the ECG) [47] , [48] . Therefore, a single heartbeat displacement x hs (t) is modeled by two distinct pulses as [48] x hs (t) = η cos (ωt + γ sin ( t)) e
where b, c, η, ω, γ , and are constant parameters. Total displacement due to heartbeats can be expressed as
where t BB [j] is the j-th BBI in the BBI sequence. The physical range of the heartbeat displacement amplitude is 0.2−0.5 mm and the physiological heart rate is 45−150 beats/min [49] , [50] . Additionally, a respiratory sinus arrhythmia (natural changes in heart rate during a breathing cycle) [42] is also modeled by modulating the BBI sequence with the breathing waveform. The model also includes small changes in the heart rate over a long time interval. In this paper, these changes are modeled as a long period sine wave.
C. FREQUENCY ANALYSIS OF SIMULATED RADAR SIGNALS
In order to analyze the influence of breathing displacement and heartbeat displacement on a spectrum of in-phase and quadrature components, three cases of the chest wall displacements x(t) and corresponding b I (t) and b Q (t) signals are simulated: 1) the displacement is only due to breathing (x(t) = x b (t)), 2) the displacement is only due to heartbeats (x(t) = x h (t)), and 3) the displacement is due to both breathing and heartbeats (x(t) = x b (t) + x h (t)). The discrete form of (3) and (4) is applied to calculate the simulated FIGURE 2. Amplitude frequency spectrums of (a) in-phase (b I (t )) and (b) quadrature components (b Q (t )) in three cases of the displacement model: 1) due to breathing only, 2) due to heartbeats only, 3) due to both breathing and heartbeats. An example of the band pass filter for the extraction of heartbeat information is shown by the dashed blue line.
in-phase and quadrature components in all three cases. The simulated carrier frequency is set to 24 GHz. The sampling rate is set to 1 kHz. Frequency analysis of all these sets is performed using the window pre-sum-FFT method [51] in order to reduce spectral leakage. Zoomed frequency spectra for simulated in-phase and quadrature components are shown in Fig. 2(a) and Fig. 2(b) , respectively. It can be noticed that there is a part of spectra where higher harmonics of heartbeat frequency components are dominant compared to breathing frequency components. Therefore, application of band pass filtering directly on in-phase and quadrature components can be efficient for attenuating the breathing effects. The amplitude frequency response of one such band pass filter is shown in Fig. 2(a) and Fig. 2(b) .
III. METHOD A. ALGORITHM FOR BBI EXTRACTION
The flowchart of the proposed algorithm for BBI extraction is presented in Fig. 3 . Intermediate results of different algorithm stages for the simulated chest wall displacement x(t) defined in section II-B are illustrated in Fig. 4 . The first step is the band pass FIR filtering (BPF) of discrete in-phase and quadrature components. This step attenuates low frequency breathing effects and extracts higher heart rate harmonics, as illustrated in section II-C. An example of I and Q channel signals for the simulated chest wall displacement is presented in Fig. 4(b) and corresponding filtered outputs are presented in Fig. 4(c) . Instantaneous powers of filtered I and Q signals are summed to represent the influence of both channels (signal p IQ in Fig. 3 ). The combined instantaneous power is further averaged by applying a moving average filter with a short impulse response (time window) of 0.4 s (signal p MA, 0.4 in Fig. 3 ), since the duration of a normal QT segment in the ECG is less than 0.42 s [52] . The amplitude of the resulting p MA, 0.4 signal varies because of breathing effects, as shown in Fig. 4(d) , across different subjects or different radar positions. In order to reduce these variations, a simple Automatic Gain Control (AGC) block is implemented to obtain the normalized power signal (signal p norm in Fig. 3 ). The normalized power signal is calculated as the ratio of signals p MA, 0.4 and p MA, 1.5 , where p MA, 1.5 is the moving averaged combined instantaneous power, obtained by a moving average filter with a longer impulse response of 1.5 s. The example of signal p norm is shown in Fig. 4(e) .
The coarse estimation of the heart rate is performed using the chirp Z-transform (CZT) algorithm [53] applied to the autocorrelation of the decimated signal p norm . The signal is decimated by using the anti-aliasing filter and downsampling by a factor of 50 to avoid intensive computing (Fig. 3) . The autocorrelation is used in order to highlight the signal's periodicity before the CZT frequency estimation. The data block needed for coarse heart rate estimation should include at least two heartbeats in order to detect any periodicity. Its duration is empirically set to 3.5 s. The coarse estimation can be used for the BBI extraction, but gives unsatisfactory error in HRV feature extraction.
To achieve higher accuracy for BBI estimation, the narrowband band pass filter bank (BP FB) is implemented and applied to the signal p norm (Fig. 3) . All filters in the BP FB are designed as FIR band pass filters (BPF i , i = 1, 2, . . . N ) and have the same group delay. Amplitude frequency responses of filters used in the BP FB are shown in Fig. 5 . These filters induce the largest group delay in the entire signal processing chain. The stopband attenuation is set to 22 dB in order to obtain the group delay of τ g,filter bank = 2 s. However, as shown in Fig. 5 , the stopband attenuation rises, which leads to satisfactory weakening of frequency components far from the passband. The algorithm selects one of the BP FB outputs based on the coarse heart rate estimation (band pass filter (BPF) index calculation block in Fig. 3 ). The filter index is calculated as
where f coarse is the heart rate frequency calculated in the coarse HR estimator, where f offset is set to 0.9 Hz and f is set to 0.1 Hz (generally, f depends on the number of filters in the filter bank). Small discontinuities may occur when switching from one BP FB output to another. To mitigate these effects, the additional moving average filter is implemented at the BP FB output, producing the so-called heartbeat signal s HB , which can be used for high-accuracy BBI extraction.
Finally, the algorithm detects zero crossings of the heartbeat signal s HB in order to find heartbeat (R wave) positions necessary for BBI calculation (Fig. 4(f) ).
Considering previous assumptions, after testing the algorithm performance on the real and simulated data for multiple combinations of algorithm parameters in order to achieve the best performance, the parameters (bandwidths of all band pass filters, moving average filters duration, duration of data block used in the coarse heartrate estimation, parameter f offset in (9) and number of band pass filters in the band pass filter bank) are chosen empirically.
The overall delay of the proposed algorithm, defined as the time from the occurrence of a single heartbeat until its detection, is 2.5 s. It originates mainly from the group delay of filters in the processing chain. Group delays of individual blocks are given in Fig. 3 .
The algorithm is not compute-intensive. The duration of processing 180 s of data in MATLAB (MathWorks, USA) using a moderately powerful PC with the Intel Core i5-2320 processor and 8 GB of RAM is only 0.54 s (averaged for 1000 runs). Low computation complexity indicates that the algorithm is suitable for real-time operation.
The advantage of using narrowband BP FB for BBI estimation is illustrated in Fig. 6(a) . Simulated BBIs in a 100 s time interval are compared to BBIs extracted using the coarse estimation and BBIs extracted using the BP FB output. BBIs are simulated using the model described in section II-B that integrates variability due to respiratory sinus arrhythmia and small variability due to changes of overall physical conditions. The averaging nature of the CZT reduces the ability for detecting all BBI changes. The use of BP FB overcomes this issue and provides a more accurate BBI estimation. Fig. 6(b) shows the changes of the active BPF index corresponding to Fig. 6(a) . It can be observed that high-accuracy BBI estimation benefits from multiple band pass filters with different central frequencies.
B. HRV FEATURES
Four HRV features are extracted from the BBIs: standard deviation of BBIs (SDNN), the root mean square of successive differences (RMSSD), the low frequency power (LF), and the high frequency power (HF) [54] , [55] .
SDNN and RMSSD are calculated using the following equations
where N BBI is the number of all detected BBIs and t BB is the mean value of all BBIs. LF and HF features are calculated from the power spectral density (PSD) of the BBI sequence by integrating the PSD function within the corresponding frequency band (0.04−0.15 Hz for LF and 0.15−0.4 Hz for HF). Power spectral density is calculated by using the Fast Fourier Transform (FFT) approach. 
C. EXPERIMENT DESIGN AND INSTRUMENTATION DETAILS
The study included ten healthy subjects (seven male and three female, aged 26.1 ± 5.8, with a height of 178.5 ± 10.9 cm and a weight of 71.6 ± 16.3 kg) who did not suffer any cardiac or other chronic disease. All participants have signed informed consent to the study approved by the local ethical committee.
The subjects remained in the sitting position and were breathing normally for 3 min. Two systems were used for data acquisition: the Doppler radar system and Smartex Wearable Wellness System (WWS, Pisa, Italy) as the reference system. Smartex WWS system consists of a belt with ECG and respiration sensors, and a microcontroller that sends data to a remote PC via Bluetooth connection. BBIs are extracted from the ECG using the Pan-Tompkins algorithm [56] . The Doppler radar system was placed in front of the subjects, at a distance of 75 cm, as in Fig. 7 .
The compact 24 GHz Doppler radar system Novelic Radar Module NRM24, shown in Fig. 8 , was used for measurements presented in this paper. The radar module is commercially available and can be purchased from the Novelic Company, Belgrade. Its dimensions are 8 × 5 × 1 cm. The radar platform contains two stacked printed circuit boards (PCBs): 1) the radar sensor PCB and 2) the acquisition PCB. The radar sensor PCB integrates transceiver and printed transmit (Tx) and receive (Rx) antennas. Antenna radiation pattern is shown in Fig. 9 . Elevation and azimuth 3-dB beamwidths are BW θ = 25 • and BW ϕ = 44 • , respectively. The maximum transmitting power at the antenna input is 10 dBm. The radar sensor PCB is plugged into the acquisition PCB. The radar is DC-coupled and baseband in-phase and quadrature signals are filtered at the acquisition PCB using the low pass filter with the cutoff frequency f C = 100 Hz. The acquisition PCB contains an ARM based microcontroller that has a multichannel analog-to-digital converter, which is used for sampling the VOLUME 7, 2019 in-phase and quadrature channel signals. The sampling rate is set to f S = 1 kHz and the acquired data is transmitted to the PC via the serial port. Data logging has been performed using a custom-made application.
Additionally, the radar sensor is characterized by measuring its I/Q imbalance. The I/Q imbalance values are obtained by using a mechanical target described in [57] and an ellipse fit method from [44] . The mechanical target has been adjusted to make enough displacement for producing full ellipse in the in-phase/quadrature plot. The obtained phase imbalance is ϕ = 2.91 • , whereas the amplitude imbalance is A e = A Q /A I = 1.035.
IV. RESULTS

A. SIMULATED DATA RESULTS
Simulation model, described in section II-B, showed that it is possible to extract heartbeat information directly from in-phase and quadrature signals. Additionally, the model is used for testing the algorithm performance in the presence of noise and I/Q imbalance in several different scenarios. All algorithm parameters in those tests are set to values described in the section III-A. Fig. 10 shows the influence of noise on algorithm accuracy. This influence is tested for six different simulated breathing rates (BR). The BBI sequence for breathing rate of 8 bpm is shown in Fig. 10(a) , as an example. The peak-to-peak amplitude of changes in the BBI sequence, which comes from the simulated respiratory sinus arrhythmia, is set to 150 ms for all BRs. In order to achieve the worst-case scenario that corresponds to the physical range described in the section II-B, the peak-to-peak amplitude of the breathing displacement is set to maximal 12 mm, whereas the heartbeat displacement is set to minimal 0.2 mm. Fig. 10(b) shows that the minimum SNR needed, for less than 3% mean relative error, is 20 dB. The mean relative error is larger for larger values of the breathing rate, which can be explained by good coarse estimation of lower heartrates capacity that further influence the total error performance.
The amplitude I/Q imbalance does not affect the algorithm performance since no displacement demodulation technique is used. However, when the phase I/Q imbalance is large, it can affect the algorithm error performance. Fig. 11(a) shows that full ellipse is not present in the inphase/quadrature (I/Q) plot in the case of displacements that are lower than 6.25 mm (for 24 GHz radar). Because of this, the influence of the I/Q imbalance is tested for different breathing displacements. The SNR is set to 20 dB which is the critical value obtained in the noise influence analysis. The error performance is shown in Fig. 11(b) . It can be noticed that the phase I/Q imbalance affect error performance at large values of ϕ parameter. However, the analysis shows that the influence on the error performance is low in the ϕ range of −40 • to 40 • , which is more than enough for most available Doppler radars.
The algorithm is not sensitive to DC offsets or small changes in I/Q plane center position [43] , since both in-phase and quadrature signal components are filtered by using the input band pass filter. . 13 shows the high agreement between BBI time diagrams extracted from the reference ECG signal and from the Doppler radar data for one subject over the whole 3 min acquisition interval.
Previous investigations in this field have used different approaches for error calculation. In order to compare results of the proposed algorithm with the literature, three different ways for error calculation are implemented:
• The root-mean-squared error (RMSE) is expressed as
• The root-mean-squared relative error (RMSRE) is calculated as the root-mean-squared error (RMSE) divided by the mean value of reference BBIs as
.
(13)
• Mean relative error (MRE) is expressed as
In (12), (13), and (14) , N BBI is the number of detected BBIs, t BB,radar is the BBI extracted from the Doppler radar signal, and t BB,ECG is the BBI extracted from the ECG signal. Table 1 shows the results of BBI extraction for both approaches presented in section III: the CZT based BBI extraction, used for coarse BBI estimates, and the BP FB based approach. The algorithm parameters are the same for all test subjects. Results are compared with those obtained from the reference ECG signal. The mean relative errors for CZT and BP FB approaches are 1.83−5.21 % and 1.02−2.07 %, respectively. The error is lower when BP FB is used for all subjects.
Additionally, the Bland-Altman analysis [58] is performed for assessing the agreement between the BBIs extracted from radar signals and from the ECG signal. Table 1 compares biases and limits of agreement for all subjects. The bias is the average of all differences between the BBIs extracted from the Doppler radar signals and the BBIs estimated from ECG signals. Limits of agreement are defined by the 95 % confidence interval. The lower limit of agreement and the upper limit of agreement are defined as
where the SD is the standard deviation of all differences. The analysis shows high agreement between radar-based and ECG-based BBIs for subjects with exceedingly various average heart rates (48.2−88.1 bpm), which makes this testing more reliable. Table 2 shows the calculated heart rate variability (HRV) features based on the BBIs extracted from the Doppler radar signals and from ECG signals. Fig. 14 shows the bar chart of calculated SDNN, RMSSD, LF and HF HRV features, and also the LnLF and the LnHF parameters, calculated as the natural logarithm of LF and HF normalized to 1 ms 2 , which can be used in some applications as well [55] . Results show high agreement between HRV features obtained from ECG and Doppler radar signals in the case of the BP FB approach for BBI extraction. CZT based HRV extraction yields less accurate results than the extraction from the BP FB output signal, especially for the HF parameter. This confirms the significance of the BP FB in the processing chain, even if that is not clearly evident from the results in Table 1 . It is also important to notice that test subjects have various HRV features within a wide range of typical values for healthy adults [59] , which once again confirms the reliability of the testing.
In Table 3 , results of the proposed algorithm are compared to the results from relevant previously published papers that dealt with HRV measurements and short time window heart rate determination. The approach presented in this paper has a lower error than any other considered method with similar duration of the time window.
V. CONCLUSION
In this paper, a novel method for the extraction of HRV features using the Doppler radar technology is presented. The proposed method is capable for real-time applications and provides a small delay from the occurrence of the heartbeat until its detection (∼ 2.5 s). It uses the frequency domain analysis for coarse estimation of the heart rate frequency and the narrowband band pass filtering for further refinement. Moreover, the algorithm is virtually insensitive to the I/Q imbalance, since it does not use any demodulation technique for displacement extraction. The method has been validated on a group of ten subjects with a wide range of heart rates. Multiple error metrics and Bland-Altman analysis have shown a high level of agreement between BBIs extracted from the Doppler radar signals and from the reference ECG signals. The mean relative error for the coarse estimation of BBIs in the frequency domain was less than 5.21 %, but with the addition of the band pass filter bank for BBI extraction refinement, the mean relative error became lower than 2.07 % for all tested subjects. The obtained results show that the proposed method outperforms all of the previously published methods considered herein that dealt with the HRV extraction and heart rate extraction in short time intervals. High-accuracy BBI extraction enables high-accuracy estimation of two time-domain (SDNN, RMSSD) and two frequency-domain (LF, HF) HRV features.
In future, the plan is to design radar antennas with higher directivity and use them for radars with even higher frequencies than 24 GHz in order to obtain better results. Higher directivity antennas would detect fewer random body movements, thus providing better error performance. Moreover, the radar system with even higher carrier frequency would be more sensitive to small chest displacements such as heartbeat displacement. If so, the system should be able to detect BBIs and HRV features even more accurately.
