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In recent years easy access to computers and software packages has made 
available to researchers the results (i.e., numerical output l) of quite complex 
multivariate statistical procedures. The theory of many of these procedures i
based on what statisticians call the General Linear Model. Consider an 
observed response y --- (Yl . . . . .  Yn)' and let 
y= X/3 +e,  
where X is an n × r (r < n) matrix of so-called dependent variables, that is, 
data vectors x 1, x 2 . . . . .  x r, /3 is a vector of parameters to be estimated, and e 
represents the "error" or deviations of y from the model. This formulation 
encompasses the classical theory of the adjustment of data, multiple linear 
regression, R. A. Fisher's analysis of variance, and much more. 
It can be shown that if the parameters/3 are estimated by Gauss' criterion 
of least squares then/~, the estimate of which minimizes (y - X/3)'(y - Xfl), 
is given by/~ = (X 'X)  1X'y, the projection of y onto the space spanned by 
the columns of X. (Assuming rank X = r.) 
In this way the theory of least squares estimation and hypothesis testing in 
linear models can be presented as projections into linear subspaces. For 
example, the linear regression of (x i, Yi) i = 1, 2 . . . . .  n becomes the projection 
of y onto the space of 1 and x. Thus the geometry of linear spaces becomes a
tool for statistical reasoning, powerful computational routines based on 
matrices become available, and- -most  importantly--statistical models that 
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are difficult to deal with using the classical approach of the algebra of sums of 
squares become straightforward. For example, missing data in a two-way 
layout without interaction presents no special problems under the General 
Linear Model provided the matrix computation present no special problem. 
Unfortunately, for most applied researchers, the details of these methods are 
found only in books having substantial mathematical prerequisites. Such 
books as those of Scheff6, Dempster, Fraser, and Searle are very likely not 
accessible to many economists, ociologists, educators, etc. and a book such a., 
the one under review is to be weivomed. The author claims 
... to collect into a single text some of the mare results of matrix 'algebra that filld 
wide use in both applied and theoretical branches of the statistical sciences., 
useful to students undertaking lmdergraduate or postgraduate d grees in... eccmo 
metrics, psychometrics, sociometrics... 
and, 
[the] only mathematical background...is a good knowledge of higll school mathe- 
matics, as well as a first course in statistics. 
(pp. xi, xii) Such a book would, we believe, greatly enhance researchers 
abilities to use available computer statistical packages. 
Despite the obvious need, this book cannot be recommended. It contains 
a substantial number of errors, including incorrect equations, ntis-stated 
theorems, and incorrect or cumberous proofs; there are a large number of 
misprints, (some of which would be impossible for the student o detect); the 
language is often vague and unclear, and the book generally requires a 
mathematical background far beyond "a good knowledge of high school 
mathematics." Finally, the statistical applications presented generally explain 
very little of what is considered to be of importance to statisticians. To 





"The commutative law: kA = Ak.'" [k a scalar, A a vector. The 
product Ak is not defined.] 
"'Corollary. Multiplying a vector by a positive scalar alters magni- 
rude but not direction.'" [" Direction" has not been defined. Read- 
ing the proof doesn't help: "Since the relative magnitudes and the 
positions of the components x~j are not changed, it follows that 
multiphcation by k does not alter the direction of Xl.'" ] 
Definition 1.7 defines mutual orthogonality for two unit vectors. 
Example 1.6 (immediately following) "shows" that E l, E2, and E:-~ 
are orthogonal. [Three vectors? Mutually orthogonal?] 






Theorem 2.3 (The Completing Theorem) has a set X 1, X 2 ... . .  X k 
with k ~< n. The first line of the proof says ". . .  the k vectors do not 
span the entire space E t ' ) ' '  [which, of course, they do when 
k = n.] 
It is assumed that S N T is a vector space when S and T are vector 
spaces. [See above, "high school mathematics."] 
The proof of Theorem 2.6 uses Theorem 3.22. 
"Example 2.4. Find the projection of Y onto the plane spanned by 
X 1 and X2" [The text only treats the projection of a vector on 
another vector. The "example" is not an example of anything 
given]. 
It is stated that for the Helmert matrix only the rows are 
orthogonal. "HH r= I ~ HrH.  '' 
There are 
p. 21, line 
p. 22, line 
p. 23, line 
p. 40, line 
p. 44, line 
p. 49, line 
p. 57, line 
p. 60, line 
p. 156, line 
p. 157, line 
numerous misprints. Below are some of the more serious ones. 
13: for "part (ii)" read "part (i)" 
9b: minus sign missing: -I IXll l  IIX2ll.., 
8b: square root sign missing: IIX211 = ~/-..  
1: for "X"  read "X*"  
3: Summation misplace. Equation incorrect as written. 
11: for "k ~<" read "k ~< n"  
8: for "X is" read "Y is" 
7: for "[IY[I" read "IIYII" 
1 ,, 2 ,, 
6: fo r " - - -  read" - -  
2.3 2.3 
8: for "HrH r ' '  read "HH r ' '  
There are various stylistic problems with this book. Some are merely 
irritations (to this reader) such as the phrase "is known as" used in a 
definition. Some are obvious grammatical errors: "A vector obeys the follow- 
ing algebraic rules" (p. 3). "A coefficient of this type, when computed in a 
sample. . . "  (p. 33, emphasis added). "The sum and direct sum of a vector 
space" (p. 48). Often the notation is cumbersome--employing u necessary 
subscripts--or confusing. For example, 0A = 0 (p. 4., 0 is a scalar; 0 a 
matrix). And there are vague expressions, uch as, " . . .  in a certain sense 
orthogonal vectors are independent of each other. . ."  (p. 10, in what sense?). 
Some of the stylistic errors become more important, and seem to go 
beyond "style," as when the word "dimension" is used to refer to the number 
of components of a vector and the dimension of a vector space (p. 2). Or 
when "scalar product" refers to the product of a scalar (=  1 × 1 matrix!) 
times a vector and inner product (p. 12). 
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We found the whole discussion of the geometry of vectors confused by 
careless shifting from "vector" as a point in n-space, to "vector" as the 
segment from the origin (or some other point) to the point whose coordinates 
are the "vector" (see pp. 2, 4, 25, and 34). All is finally clarified (!) by, "A 
vector is an ordered array of numbers that determine the magnitude and 
direction of the vector" (p. 78). 
Section 2.6, "The Orthogonal Projection of a Vector," is not a clear 
presentation. Only the case of a vector projected on a vector is discussed l)ut 
the second example in this section deals with projecting a vector ~nto a 
subspace. The formula 
y.  y = ItY!t ItYl lcos0 
is used but only established for the acute case. Certain crucial quantities--/} 
and e on p. 57- -are only given by a figure, not defined in the text. Y is 
decomposed into components 'along and orthogonal to a vector X and it is 
merely stated that this can be done for subspaces. Orthogonal projections 
posses "optimal properties that make them useful." And so oil. 
The proof of Theorem 1.7 (p. 19)--relating inner product o the cosine of 
the angle between two vectors--is extremely cumbersome. It occupies 2~ 
pages. Similarly there is a long proof that IIY*II = 1 where Y* = Y/i[Yi!. 
Enough has been said to indicate our dissatisfaction and disappointment 
with this book. The outline is good and some of the examples are informative 
and interesting. Many of the errors could have been easily dealt with and with 
a careful prepublication review a useful text could have been provided for a 
group which we think needs such a book. 
We cannot end this review without some comments regarding the statis- 
tical content. Here too there are errors, crucial misprints, and stylistic 
problems (What is "ordinary" about "ordinary lea~st square"?). This reviewer 
noted seven errors or misleading statement on p. 65 alone. The case where x 
and g are both subject o random error is presented as "The theory of linear 
least-squares regression." Some of the "applications" are not discussed in 
sufficient detail to be informative (for example, multidimensional scaling, p. 
254) and some are not very "statistical" (e.g., input-output analysis, p. 336). 
Statistical theory is largely ignored: "Since it is highly improbable that such a 
small angle has arisen by chance.. ."  (p. 175: there is no probabilistic support 
given for his statement.) And in the reviewer's opinion there are two serious 
omissions: (1) we could not find a clear presentation of the relationship 
between the criterion of least squares and the projection of a vector, and (2) 
no discussion of the elementary (algebraic) theory of the analysis of variance. 
For example no derivation, using vector theory, of the sum of squares due to 
treatments in a one-way analysis of variance. 
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