We construct a new motivic integration morphism, the so-call bounded integral, that interpolates both the integration morphisms with and without volume forms of Hrushovski and Kazhdan. This is done within the framework of model theory of algebraically closed valued fields of equicharacteristic zero. As an application, we recover and extend some results of Hrushovski and Loeser about the motivic Milnor fiber.
Let us describe briefly their main construction. One defines certain categories of definable sets in VF (resp. in RV, in VF with volume forms, in RV with volume form) VF * (resp. RV[ * ], µVF[ * ], µRV[ * ]) and their associated Grothendieck rings K VF * , K RV[ * ], K µVF[ * ] and K µRV[ * ]. The precise definitions will be recalled in § 3. Pulling-back from RV to VF using rv yields rings morphisms L : K RV[ * ] / / K VF * and µL : K µRV[ * ] / / K µVF[ * ]. The main result of [4] is that both L and µL are surjective, with kernels (P − 1) and (P ), with P = [1] 1 − [RV •• ] 1 an explicit element. One then denotes the inverse morphisms by invariant, and there isf such that π β • f =f • π α . Such objects have been used in [5] . In order to show the existence of proper covariant functions adapted to our needs, one establish in Section 2.3 some properties of continuous definable functions, reminiscent of those of continuous definable functions in o-minimal theories which are proven for example in Chapter 6 of [11] .
Our interest in constructing the bounded integral ⋄ arose from the work of Hrushovski and Loeser [5] . Their main result is to provide an alternative proof of the fact that the Euler characteristics of the coefficients of the motivic zeta functions are the Lefschetz numbers of the monodromy. The original proof of Denef and Loeser [1] relies on resolution of singularities and A'Campo formula, while this new proof avoids this, using instead a trace formula. In the last part, they provide a new construction of the motivic zeta function and the motivic Milnor fiber [1] , showing that both can be recovered from a single definable set in VF. However, technical difficulties, arising from the fact that the morphism [5, 8.1.4] is not surjective, contrary to what is claimed in [4, Proposition 10.10 (2)], make their construction incomplete. The second goal of this paper is to show that their construction fits naturally within the framework of the bounded integral ⋄ , which provides a sounder foundation for it. We now work in the theory ACVF(0, 0) with parameters C((t)). We will show that the target rings of and µ can be linked in the following diagram:
(1.2)
In the preceding diagram, the overscript † means that we are restricting to the subgroup of integrable sets. The morphism Z, whose construction is inspired by [5] , associate to a definable set a power-series in T which turns out to be rational, lim associate to this rational function its limit when T goes to +∞, and Θ • E b is built from Euler characteristic applied to the Γ-part of a definable set in RV. The composition Θ • E b • , usually denoted Vol and already constructed by Hrushovski and Kazhdan, has been used in many applications, see [10] , [7] , [6] , [3] , [9] , [5] . The diagram 1.2 is particularly interesting when applied to the following object. We consider the so-called non-Archimedean Milnor fiber X = {x ∈ X(M) : rv(f (x)) = rv(t)}, where X is a smooth connected complex algebraic variety and f : X −→ A 1 C a nonconstant regular function such that f (0) = 0. The definable set X is closely related to the nonarchimedean Milnor fiber F an f,0 introduced by Nicaise and Sebag in [8] . It is bounded, proper invariant, hence we can take its class in K † µVF ⋄ [ * ]. We will show that when we plug in X in Diagram ]. One recovers in particular the fact that Vol(F an f,0 ) is the motivic Milnor fiber, without using resolution of singularities. This fact was already proven by Nicaise, Payne and Schroeter in [7] (without taking theμ-action into account), Nicaise and Payne in [6] and the first author in [3] . Those proofs rely on explicit computations using resolution of singularities. We also reprove a version of the tropical motivic Fubini theorem of [6] . Let us finally remark that the constructions and results of this paper are used by Fichou and Yin in [2] .
The paper is organized as follows. Section 2 is devoted to recall and extend some results about definable sets in ACVF(0, 0) needed for the construction of the bounded integral. In particular, we prove some new results about continuous definable functions which could be of independent interest. The short Section 3 introduces notations from the original [4] . Section 4 is devoted to the study of doubly bounded definable sets in RV. We also build a retraction map from the Grothendieck group of RV to the Grothendieck group of varieties and reprove the tropical motivic Fubini theorem of Nicaise and Payne. We introduce in Section 5 the proper special covariant bijections and establish the surjectivity of the lifting morphism. Section 6 studies its kernel and finish the construction of the bounded integral ⋄ . Section 7 is devoted to the application to the Hruskovski and Loeser construction [5] and to the motivic zeta function and Milnor fiber. For any E ⊆ [n], we write pr E (A), or even A E when there is no danger of confusion, for the projection of A into the coordinates contained in E. It is often more convenient to use simple standard descriptions as subscripts. For example, if E is a singleton {i} then we shall always write E as i andẼ := [n] E asĩ; similarly, if E = [i], {k : i ≤ k ≤ j}, {k : i < k < j}, {all the coordinates in the sort S}, etc., then we may write pr ≤i , pr [i,j] , A (i,j) , A S , etc.; in particular, we shall frequently write A VF and A RV for the projections of A into the VF-sort and RV-sort coordinates.
Unless otherwise specified, by writing a ∈ A we shall mean that a is a finite tuple of elements (or "points") of A, whose length, denoted by lh(a), is not always indicated. If a = (a 1 , . . . , a n ) then, for all 1 ≤ i < j ≤ n, following the notational scheme above, a i , a˜i, a ≤i , a [i,j] , a VF , etc., are shorthand for the corresponding subtuples of a.
We shall write {t} × A, {t} ∪ A, A {t}, etc., simply as t × A, t ∪ A, A t, etc., when it is clearly understood that t is an element and hence must be interpreted as a singleton in these expressions.
For a ∈ AẼ, the fiber {b : (b, a) ∈ A} ⊆ A E over a is often denoted by A a . Note that, in the discussion below, the distinction between the two sets A a and A a × {a} is usually immaterial and hence they may and shall be tacitly identified. In particular, given a function f : A −→ B and b ∈ B, the pullback f −1 (b) is sometimes written as A b as well. This is a special case since functions are identified with their graphs. This notational scheme is especially useful when the function f has been clearly understood in the context and hence there is no need to spell it out all the time.
The Grothendieck semigroup of a category C endowed with a binary operation " " and a relation "⊆" , denoted by K + C, is the free semigroup generated by the isomorphism classes of C, subject to the usual scissor relation [A B ] + [B] = [A] , when B ⊆ A, where [A] , [B] denote the isomorphism classes of the objects A, B and " " and "⊆" are compatible with isomorphism classes of objects, usually they are just set subtraction and set inclusion. Sometimes C is also equipped with a binary operation (for example, cartesian product) that induces multiplication in K + C, in which case K + C becomes a (commutative) semiring. The formal groupification of K + C, which is then a ring, is denoted by K C.
Let K Var C be the Grothendieck ring of complex algebraic varieties and Kμ Var C be the Grothendieck ring of complex algebraic varieties with good actions of the profinite groupμ of roots of unity, as defined for example in [5, 4.3] . In particular, we identify the class of a C-vector space endowed with a linear action ofμ with the class of the space vector space endowed with the trivial action.
We work in the first-order theory ACVF(0, 0) of algebraically closed valued fields of equicharacteristic zero in the language L RV with two sorts VF and RV ∞ and a cross-map rv : VF / / RV ∞ .
We refer to [13, §2] for the precise defintion of L RV . We fix a sufficiently saturated model U of ACVF(0, 0), together with a parameter set S which is a substructure of U.
Terminology 2.2 (Sets and subsets). By a definable set in VF we mean a definable subset in the sort VF, by which we just mean a subset of VF n for some n, unless indicated otherwise; similarly for other sorts or structures in place of VF that have been clearly understood in the context.
The default topology is the valuation topology. The RV-hull of a set A, denoted by RVH (A) , is the union of all the RV-polydiscs whose intersections with A are nonempty. If 
{∞}.
Similarly, for each γ ∈ Γ ∞ , denote the set rv(M γ 0) by RV •• γ . Terminology 2.5. A VF-fiber of a set A is a set of the form A t , where t ∈ A RV ; in particular, a VF-fiber of a function f : A −→ B is a set of the form f t for some t ∈ f RV (here f also stands for its own graph) which is indeed (the graph of) a function. We say that A is open if every one of its VF-fibers is, f is continuous if every one of its VF-fibers is, and so on.
Notation 2.6. Let U ⊆ RV n ×Γ m , V ⊆ RV n ′ ×Γ m ′ , and C ⊆ U × V . The Γ-Jacobian of C at ((u, α), (v, β)) ∈ C, written as Jcb Γ ((u, α), (v, β)), is the element Jcb Γ ((u, α), (v, β)) = −Σ(vrv(u), α) + Σ(vrv(v), β), where Σ(γ 1 , . . . , γ n ) = γ 1 +. . .+γ n . If C is the graph of a function then we just write Jcb Γ C(u, α) instead of Jcb Γ ((u, α), C(u, α)).
Convention 2.7. Semantically we shall treat the value group Γ as a definable sort (the Γ-sort). However, syntactically any reference to Γ may be eliminated in the usual way and we can still work with L RV -formulas for the same purpose.
Convention 2.8. We may and shall assume that in any L RV -formula, every VF-sort term (polynomial) occurs in the scope of an instance of the function symbol rv. For example, if f (x), g(x) are polynomials then the formula f (x) = g(x) is equivalent to rv(f (x) − g(x)) = ∞. The polynomial f (x) in rv(f (x)) is referred to as a top term. Notation 2.9. We shall write γ ♯ , γ ∈ Γ, when we want to emphasize that it is the set vrv −1 (γ) ⊆ RV that is being considered. More generally, if I is a set in Γ then we write
Notation 2.10 (The definable sort DC of discs). At times it will be more convenient to work in the traditional expansion U eq of U by all definable sorts. However, for our purpose, a much simpler expansion U • suffices. This expansion has only one additional sort DC that contains, as elements, all the open and the closed discs (since each point in VF may be regarded as a closed disc of valuative radius ∞, for convenience, we may and occasionally do think of VF as a subset of DC). Heuristically, we may think of a disc that is properly contained in an RV-disc as a "thickened" point of certain stature in VF. For each γ ∈ Γ, there are two additional cross-sort maps VF −→ DC in U • , one sends a to the open disc, the other to the closed disc, of radius γ that contain a.
The expansion U • can help reduce the technical complexity of our discussion. However, as is the case with the definable Γ-sort, it is conceptually inessential since, for the purpose of this paper, all allusions to discs as (imaginary) elements may be eliminated in favor of objects already definable in U.
Whether parameters in DC are used or not shall be indicated explicitly, if it is necessary. Note that it is redundant to include in DC discs centered at 0, since they may be identified with their valuative radii (Γ is already treated as a definable sort, see Convention 2.7).
For a disc a ⊆ VF, the corresponding imaginary element in DC is denoted by a when notational distinction makes the discussion more streamlined; a may be heuristically thought of as the "name" of a. Conversely, a set D ⊆ DC is often identified with the set {a : a ∈ D}, in which case D denotes a subset of VF.
Dimension theory.
From now on we work in a sufficiently saturated model U of ACVF(0, 0), together with a fixed parameter space S, which is a substructure of U. When we work in U • (either by introducing parameters of the form a or the phrase "in U • ") the substructure S may contain names for discs that may or may not be definable from VF(S) ∪ RV(S). We say that the substructure S is VF-generated if it is generated as a substructure by elements in VF, and so on; the condition of being VF-generated will be imposed at a later stage.
If S is VF-generated and Γ(S) is nontrivial then the model-theoretic algebraic closure acl S of S is a model of ACVF(0, 0). We may and do assume that S is definably closed, or more symbolically, dcl S = S, where dcl S is the definable closure of S. Lemma 2.11. Suppose that S is VF-generated and Γ(S) is nontrivial. Then dcl S = S if and only if the underlying valued field (VF(S), O(S)) of S is henselian.
Proof. We have VF(acl S) = VF(S) ac , where the latter is the field-theoretic algebraic closure of VF(S). Since the valued field automorphisms of (VF(S) ac , O(acl S)) over (VF(S), O(S)) are in one-to-one correspondence with the L RV -automorphisms of acl S over S and VF(S) is the fixed field with respect to these automorphisms if and only if (VF(S), O(S)) is henselian, we see that VF(dcl S) = VF(S) if and only if (VF(S), O(S)) is henselian. By quantifier elimination and routine syntactical inspection, RV(dcl S) = RV(S). The lemma follows.
Unless indicated otherwise, a definable set A is a subset of VF n × RV m for some n, m ∈ N. Proof. It is not hard to see that, by C-minimality, if a ∩ A is a nonempty proper subset of a then a contains a definable closed disc and hence the claim is immediate by Lemma 2.15. Definition 2.18. Let D be a set of parameters. We say that a (not necessarily definable) nonempty set A generates a (complete) D-type if, for every D-definable set B, either A ⊆ B or A ∩ B = ∅. In that case, A is D-type-definable if no set properly contains A and also generates a D-type. If A is D-definable and generates a D-type, or equivalently, if A is both D-definable and D-type-definable then we say that A is D-atomic or atomic over D.
We simply say "atomic" when D = ∅. In the literature, a type could be a partial type and hence a type-definable set may have nontrivial intersection with a definable set. In this paper, since partial types do not play a role, we shall not carry the superfluous qualifier "complete" in our terminology. Proof. For the case n = 1, if a were not t-atomic then, by Corollary 2.17 and Lemma 2.12, it would contain a definable point, contradicting atomicity. For the case n > 1, by induction on n, pr 1 (a) is t-atomic and for every a ∈ pr 1 (a), pr >1 (a) is (a, t)-atomic. So a cannot have nonempty t-definable subset. Proof. We do induction on n. The base case n = 1 is just [14, Lemma 3.4] . For the case n > 1, Proof. This is clear since, by Lemma 2.20, for every t ∈ rv( f (a)), a is t-atomic and hence f induces a t-definable function a −→ t ♯ . The lemma follows. Let a, f be as in Lemma 2.23 and suppose that f is not constant. Then there are t 1 , . . . , t k ∈ RV and for each i, a t i -definable function f i : a −→ t ♯ i such that f = i f i and each f i (a) is either a point or a t i -atomic open disc.
Proof. By Lemmas 2.20 and 2.23, this is immediately reduced to the case that f is a definable nonconstant function a −→ t ♯ . We proceed by induction on n. The base case n = 1 is just Lemma 2.25. For the case n > 1, by Lemma 2.24, f (a) is an open disc or a closed disc or a thin annulus. Suppose for contradiction that f (a) is a closed disc or a thin annulus. By the inductive hypothesis, for every a ∈ pr 1 (a) there is a maximal open subdisc b a ⊆ f (a) that contains f (a a ), similarly for every a ∈ pr >1 (a). It follows that f (a) is actually contained in a maximal open subdisc of f (a), which is absurd. Proof. For a ∈ A, let D a ⊆ A be the type-definable subset containing a. By Lemma 2.21, every open polydisc a ⊆ D a is a -atomic and hence, by Lemma 2.25, the assertion holds for a. Then, by compactness, the assertion must hold in a definable subset A a ⊆ A that contains a; by compactness again, it holds in finitely many definable subsets
Then the partition of A generated by A 1 , . . . , A m is as desired. Proof. We can enlarge S by adding a point in each definable ball in S. This does not affect RV(S) hence it does not affect dim RV (∂ RV A) either. We can hence assume S to be VF ∪ RV ∪Γgenerated. We now proceed by induction on n. The base case n = 1 follows immediately from C-minimality.
For the inductive step, since ∂ RV A a is finite for every i ∈ [n] and every a ∈ pr˜i(A), by Corollary 2.17 and compactness, there are a definable finite partition (A ij ) j of pr˜i(A) and, for each A ij , a definable finitary function f ij :
Obviously dim RV (C) < n. By the inductive hypothesis, for all A ij we have dim RV (∂ RV A ij ) < n − 1. Thus dim RV (B) < n. Since ∂ RV A ⊆ B ∪ C, the claim follows.
Let f : VF n −→ VF m be a definable function. Lemma 2.32 ([13, Lemma 8.7] ). There is a definable closed set A ⊆ VF n with dim VF (A) < n such that f ↾ (VF n A) is continuous. Definition 2.33. For any a ∈ VF n , we say that f is differentiable at a if there is a linear map λ : VF n −→ VF m (of VF-vector spaces) such that, for any ǫ ∈ Γ, if b ∈ VF n and val(b) is sufficiently large then val
It is straightforward to check that if such a linear function λ (represented by a matrix with entries in VF) exists then it is unique and hence is called the derivative of f at a.
Write f = (f 1 , . . . , f m ). For a = (a i , a˜i) ∈ VF n , if the derivative of the function f j ↾ (VF ×a˜i) at a i exists then we call it the ijth partial derivative of f at a.
We would like to differentiate functions between arbitrary definable sets. The simplest way to do this is to "forget" the RV-coordinates. More precisely, let f : VF n × RV m −→ VF n ′ × RV m ′ be a definable function. By compactness, for every t ∈ RV m there is an s ∈ RV m ′ such that dim VF (dom(f (t,s) )) = n and hence dom(f (t,s) ) has an open subset. For such an s ∈ RV m ′ and each a contained in an open subset of dom(f (t,s) ), we define the partial derivatives of f at (a, t) to be those of f (t,s) at a. If n = n ′ and all the partial derivatives exist at a point (a, t) then the Jacobian of f at (a, t) is defined in the usual way (that is, the determinant of the Jacobian matrix) and is denoted by Jcb VF f (a, t). Proof. This is immediate by [13, Corollary 9.9] .
then we say that A is γ-bounded if A Γ is, and so on. Proof. By induction on k, both claims are immediately reduced to showing that if k = 1 and g : U −→ Γ is a definable function then g(U) is doubly bounded. Then, by C-minimality, we may assume that g vrv-contracts to a function g ↓ : vrv(U) −→ Γ. Since definable functions in Γ are piecewise Q-linear, the range of g ↓ must be doubly bounded.
Definition 2.37. Let A ⊆ VF n , f : A −→ P(VF m ) a definable function whose range is bounded, a ∈ VF n , and L ⊆ VF m . We say that L is a limit set of f at a, written as lim
A limit set L of f at a is minimal if no proper subset of L is a limit set of f at a.
Observe that if lim A→a f ⊆ L and b ∈ L is not isolated in L then actually lim A→a f ⊆ L b. So in a minimal limit set every element is isolated. Moreover, if a minimal limit set L exists then its topological closure is unique. This lemma justifies writing lim A→a f = L when L is a closed (hence the unique) minimal limit set of f at a, in particular, when L is finite and minimal. Suppose that B is bounded. Then f is weakly concentric, that is, for every a ∈ A there is a b ∈ VF such that for every sufficiently large
Note that, compared with Lemma 2.29, the assumption of this lemma is stronger and its conclusion weaker, but the point is that we do not need a partition to achieve it. Since p(f (c)) > val(c), this contradicts the assumption that p is an o-partition of A, hence p(A) is bounded from above.
Show in a similar way that p(A) is bounded from below using for each γ ∈ Γ, {a ∈ A : p(a) < γ} instead of A γ .
It is easy to see that the general case follows from the case above and Lemma 2.36.
This lemma, in its various formulations, is crucial for the good behavior of motivic Fourier transform (see [4, § 11] and [16] ). For essentially the same reason, the main construction of this paper depends heavily on it. 
Similarly, it is res-contractible (respectively, val-contractible) if the same holds in terms of res (respectively, val or vrv, depending on the coordinates) instead of rv.
Proof. Consider the following definable set
where Cl denotes the closure for the valuation topology. Assume for contradiction that the projection of S to the first coordinate contains a ball. Up to shrinking A, one can assume that S projects surjectively to A 1 .
For each (a, x) ∈ S, define α(a, x) ∈ Γ as
Note that α(a, x) is well-defined as an element of Γ since A a is open. Up to shrinking A and S, we can assume that α is constant on S. Set d = dim(S). Note that we can assume that d < n otherwise S contains an open subset and we are done. From dimension theory, up to shrinking A and S, there is a coordinate projection π : S / / VF d that is finite-to-one and such that π(S) has non-empty interior. Without loss of generality, we can assume that the first coordinate of VF n is included in the image of π and up to reordering the other coordinates that π is the projection to the first d-th coordinates. Up to shrinking A and S, we can assume that π(S) is open.
Consider the definable set
All we need to do is showing that, up to shrinking A and S, the set V is open. To do so, consider w ∈ π(S). The set π −1 (w) is finite, so we can assume its cardinal is independent of w. Consider the barycenter c(w) of π −1 (w). It is w-definable, hence up to shrinking A and S, by Lemma 2.32 we can assume that c is a continuous definable function. Hence we can translate by c and assume that c = 0. Up to shrinking A and S, we can assume that tp(z/w) is independent of z ∈ π −1 (w). This implies in particular that each of the coordinates of z is of valuation independent of the choice of z ∈ π −1 (w). These valuations are then w-definable, and up to shrinking A and S, we can assume they are constant. We can moreover assume that rv(π −1 (w)) is independent of w ∈ π(S).
Recall that in ACVF, the field theoretic algebraic closure coincide with the field sort of the model-theoretic algebraic closure. Hence for each i = d + 1, . . . , n, there is a polynomial
has integer coefficients and simple residue roots. Moreover, the set of residue roots of
Shrinking a last time A and S, we can assume that such a β is independent of w ∈ π(S) (and of i).
We are now ready to prove
. Hence for each i = d + 1, . . . , n, y i is a simple residual root of F i (y ′ ≤d , y i ), hence by Hensel's lemma, there is a y ′′ i such that F i (y ′ ≤d , y ′′ i ) = 0 and val(y ′′ i − y i ) > γ i . Set y ′′ = (y ′ ≤d , y ′′ d+1 , . . . , y ′′ n ) and observe that y ′′ ∈ π −1 (y ′ ≤d ), i.e. y ′′ ∈ S. Since val(x ′ − y ′′ ) > γ,
Proof. Recall that a function f : A / / VF is continuous if and only if its graph is closed in A × VF and it is locally bounded, i.e for each x ∈ A there is a neighborhood of x V ⊆ A such that f (V ) is bounded. We get the closeness property using Lemma 2.46. Hence is enough to prove that f is locally bounded. But this is routine check using fiberwise continuity of f and compactness.
Hrushovski-Kazhdan style integral
Definition 3.1. The VF-dimension of a definable set A, denoted by dim VF (A), is the largest natural number k such that, possibly after re-indexing of the VF-coordinates, pr ≤k (A t ) has nonempty interior for some t ∈ A RV .
It is a fact that if A ⊆ VF n is definable then dim VF (A) equals the Zariski dimension of the Zariski closure of A, see for example [4, Section 3.8] for more details on dimensions. As soon as one considers adding volume forms to definable sets in VF, the question of ambient dimension arises and, consequently, one has to take "essential bijections" as morphisms.
, that is, a bijection that is defined outside definable subsets of A, B of VFdimension less than k, such that, for almost every x ∈ A,
We also say that such an F is Γ-measure-preserving.
Notation 3.6. In [4] , the category µVF[k] is denoted by µ Γ VF[k] to indicate that the volume forms take values in Γ as opposed to RV. Here the subscript "Γ" is dropped since we will not consider RV-volume forms.
In the definition above and other similar ones below, for the cases k = 0, the reader should interpret things such as VF 0 and how they interact with other things in a natural way. For instance, VF 0 may be treated as the empty tuple, the only definable set of VF-dimension less than 0 is the empty set, and Jcb VF is always 1 on sets that have no VF-coordinates. But also ( 
Our intension is that such an F should identify the two objects. However, if F is not defined everywhere in A then obviously it does not admit an inverse. We remedy this by introducing the following obvious congruence
Clearly every (µVF[k]/∼)-morphism is an isomorphism and hence µVF[k]/∼ is a groupoid. In fact, all the categories of definable sets we shall work with should be and are groupoids.
It is certainly more convenient to work with representatives than equivalence classes. In the discussion below, this quotient category µVF[k]/∼ will almost never be needed except when it comes to forming the Grothendieck semigroup or, by abuse of terminology, when we speak of two objects of µVF[k] being isomorphic. 
The categories VF[0], RV[0] turn out to be equivalent, similarly for other such categories.
More generally, if f : U −→ RV k ∞ is a definable finite-to-one function then (U, f ) denote the obvious object of RV [≤k] . Often f will be a coordinate projection (every object in RV[ * ] is isomorphic to an object of this form). In that case, (U, pr ≤k ) is simply denoted by U ≤k and its class in K + RV[k] by [U] ≤k , etc. 
, which may also be thought of as a finitary function f (U) −→ P(g(V )). For u ∈ U, we abbreviate Jcb Γ F † (f (u), g • F (u)) as Jcb Γ F † (u) Definition 3.12 (RV-and RES-categories with Γ-volume forms). An object of the category 
The category µΓ fin [k] is the obvious full subcategory of µΓ[k].
There is a natural map Γ[ * ] −→ RV[ * ] given by I −→ (I ♯ , id) (see Notation 2.9). This map induces a commutative diagram in the category of graded semirings:
where all the arrows are monomorphisms. The map from
is well-defined and is clearly K + Γ fin [ * ]-bilinear. Hence it induces a K + Γ fin [ * ]-linear map
which is a homomorphism of graded semirings. Note that, by the universal mapping property, groupifying a tensor product in the category of K + Γ fin [ * ]-semimodules is, up to isomorphism, the same as taking the corresponding tensor product in the category of K Γ fin [ * ]-modules. Similarly, there is a K + µΓ fin [ * ]-linear map
We shall abbreviate ⊗ K + Γ fin [ * ] , ⊗ K + µΓ fin [ * ] both as "⊗" below when no confusion can arise. Note that, however, the second item of [4, Proposition 10.10] does not hold. One of the main motivations of this paper is to construct an alternative to be used in applications. 
The corresponding principal ideal of K RV[ * ] is thus generated by the element P − 1.
Similarly, let µI sp be the semiring congruence relation on K + µRV[ * ] generated by the pair ( [1] , [RV •• ]). Note that µI sp is homogenous, and the corresponding principal ideal of K µRV[ * ] is generated by the element P .
Upon groupification, these semiring congruence relations are turned into ideals; we will use the same notation.
Putting these together, we obtain a canonical isomorphism of graded Grothendieck semirings
There is a similar isomorphism K + VF * −→ K + RV[ * ]/ I sp , also denoted by + . As the theory of Γ is o-minimal, one can use o-minimal Euler characteristic to associate an additive map χ g to the Γ-sort. Any X ⊆ Γ n can be finitely partitioned into pieces definably isomorphic to open cubes i=1,...,k (α i , β i ), with α i , β i ∈ Γ ∪ {−∞, +∞}. One sets χ((α, β) k ) = (−1) k and then defines χ(X) by additivity. One can show that this does not depends on the chosen partition of X. One can also show that when M → +∞, χ g (X ∩ [−M, M] n ) stabilizes and one defines the bounded Euler characteristic to be
Uniform retraction to RES
The Euler characteristics χ g and χ b do coincide on bounded sets, but not in general. For example, χ g ((0, +∞)) = −1 but χ b ((0, +∞)) = 0. Both of them shall be denoted simply by χ when no distinction is needed.
See [4, Section 9] for details, where χ g is denoted by χ and χ b by χ c . The quotient maps from "K" to "!K" will all be denoted by ι. In fact, for simplicity, we will use the same notation for elements when passing from the former to the latter.
The category µRES[ * ] and the ring !K µRES[ * ] will be dismissed after Proposition 4.7 as inadequate for our purpose. 4.1. Without volume forms. For 0 ≤ l ≤ n, consider the maps
given by
Note that here we are forced to pass from "K" to "!K" in the target by the tensor ⊗ K + Γ fin [ * ] , for otherwise ǫ k,l g is not well-defined. Then 0≤l≤n ǫ n,l g and Ψ −1 induces a homomorphism
Composing this with the homomorphism !
and taking the direct sum of the resulting homomorphisms over all n with n ≤ m, we obtain a homomorphism
. These homomorphisms ǫ m g , m = 0, 1, . . ., are compatible in the obvious sense. Consequently, they give rise to a homomorphism
whose range is precisely the zeroth piece (!K RES[ * ][[A] −1 ]) 0 of the Z-graded ring on the righthand side. We have
Thus E g induces an eponymous homomorphism
There is a parallel construction if we replace χ g with χ b and [A] −1 with [1] −1 . The latter replacement is needed so to make (P − 1) vanish as in (4.1). The resulting homomorphism is 
The resulting homomorphism is the one constructed in [5, (2.5.7) ].
The homomorphism E b will be used in the construction of the motivic Milnor fiber below, but not E g .
4.2.
With volume forms. Let FN(Γ, Z) be the set of functions f : Γ −→ Z such that the range of f is finite and f −1 (m) is definable for every m ∈ Z. Addition in FN(Γ, Z) is defined in the obvious way. Multiplication in FN(Γ, Z) is given by the convolution product as follows.
and f * g : Γ −→ Z be the function given by γ −→ h * γ . It is not hard to see that, by o-minimality in the Γ-sort, f * g = g * f and it belongs to FN(Γ, Z). Thus FN(Γ, Z) is a commutative ring. is generated as a Z-module by elements of the forms r, p γ , q γ . We have the following equalities:
In addition,
. An easy computation shows that, for every γ ∈ Γ,
. Let ZΓ be the group ring of Γ(S) over Z, which is viewed as the subring of FN(Γ, Z) generated, as a Z-module, by p γ . We have K µΓ[0] ∼ = ZΓ. It follows that the map
, is a graded ring homomorphism. Of course, there are two such homomorphisms λ g and λ b , corresponding to the two cases χ = χ g and χ = χ b .
We claim that the assignments
Note that ZΓ may be regarded as a subring of K µRES[0] by identifying p γ with [({1}, γ)], which is the intended interpretation of the first assignment for k = 0. For the claim, it suffices to check that ψ obeys the equational constraints for the generators above in Proof. The product map
is K µΓ fin [ * ]-bilinear (because of the ideal !µI[ * ]). We have
The existence of the desired homomorphisms follow from a straightforward computation.
Remark 4.8. Alternatively, for χ = χ g , we may replace [1] , that is, sending rX k and q 0 X k to the same element. Then ψ is still a graded ring homomorphism provided that we enlarge the ideal !µI[ * ] by adding the elements [1] −[({1}, γ)] ∈ K µRES [1] . Consequently, for instance, we can construct a ring homomorphism
, where the homomorphism φ is induced by the obvious forgetful functor.
We shall not, however, pursue this further, since taking the quotient by the ideal ( [A] ) is detrimental to our purpose here. To avoid it, we need to work with the categories of doubly bounded objects. 
Notation 4.12. The homomorphism
is constructed as before (there is only one such homomorphism now since χ g , χ b agree on doubly bounded sets). [1] unless γ = 0.
Clearly P γ does not depend on the choice of t γ ∈ γ ♯ . The ideal of K µRV db [ * ] generated by the elements P γ is denoted by (P Γ ). The images of (P Γ ) are contained in (P − 1), (P ) under the obvious forgetful homomorphisms K µRV db [ * ] −→ K RV[ * ], K µRV db [ * ] −→ K µRV[ * ], respectively.
Remark 4.14. Let !P denote the ideal of FN db (Γ, Z) generated by the elements p γ − p 0 , o γ + p 0 . By the computation in Notation 4.11, FN db (Γ, Z)/!P ∼ = Z; the quotient homomorphism is denoted by χ because a simple computation shows that if I = (I, µ) ∈ µΓ db [ * ] then indeed λ I /!P = χ(I). Now it is straightforward to check that the assignments
induce a graded ring homomorphism
In a nutshell, the homomorphism ψ db • λ is a "forgetful" map given by (
The forgetful homomorphism φ : K µRES[ * ] −→ !K RES[ * ] is similar to the one in (4.4).
Proposition 4.15. There is a graded ring homomorphism
such that (P Γ ) vanishes and, for all
The composition of µE db and the obvious forgetful homomorphism !K RES[ * ] −→ !K RES is denoted by Υ. By Remark 4.14, the diagram commutes: We can add a reduced cross-section csn to the language L RV , denoted by L † RV , and consider the corresponding integration theory; this has been worked out in [15] .
In this subsection we work in an L † RV -expansion U † of U. Definability is interpreted accordingly.
is a singleton and is csn(γ)-L RV -definable. If π is a Γ-partition of A then the RV † -dimension of π, denoted by dim RV † (π), is the number In the current environment, the transition from "K" to "!K" is superfluous since we already have [γ ♯ ] = [G m ] in K RES † for all definable γ ∈ Γ. Actually every element of K RES † is represented by a definable set in k. So there is a natural homomorphism !K RES −→ K RES † , which is also denoted by Λ.
It is easy to check that for U ∈ RV[ * ] that is a product of objects in RES[ * ] and Γ[ * ], 
is that it makes computations much easier, essentially because there is no need to decompose K RV † [ * ] into a tensor product as before.
Tropical motivic Fubini theorem.
Here we work in the fieldC of complex Puiseux series, considered as an elementary substructure of U † , and take the parameter space to be the substructure S = C((t)). The value group Γ is identified with Q. Then K RES † ∼ = K Var C . Let φ : Kμ Var C −→ K Var C be the obvious homomorphism. Using the reduced cross-section csn as in [5, § 4.3] , we construct an isomorphism Θ :
There is a natural bijection between the groupμ ∼ = Gal(C /C((t))) and the set Ω of reduced cross-sections csn : Q −→ RV with csn(1) = rv(t). In other words,μ acts freely and transitively Proof. Suppose that U, V are definable sets in RV and f : U −→ V is a definable function. Let D, E be twistoid decompositions of U, V . We need to show U D = V E . This is clear if U = V and D is a refinement of E. In general, by C-minimality and Lemma 4.21, there is a twistoid decomposition (f i ) i of f such that every f i vrv-contracts to a bijection. Since (f i ) i induces refinements of D and E in the obvious sense, we may assume that the decomposition (f i ) i is trivial. The desired equality follows. The extra clause is a consequence of (4.8).
For each γ ∈ Q n , let A γ be a γ-L RV -definable set, and suppose that A = γ∈Q n γ ♯ × A γ is L RV -definable. For instance, there may be a definable set B ⊆ VF n such that A γ = B ∩ γ ♯ for all γ ∈ Q n . By compactness, for each γ ∈ Q n there is an γ-L RV -definable set U γ in RV such that [A γ ] = [U γ ] and U = γ∈Q n γ ♯ × U γ is L RV -definable. By Lemma 4.21 and compactness again, there is a definable finite partition (
It follows from Lemma 4.23 that the map Q n −→ Kμ Var C given by γ −→ Vol(A γ ) assumes only finitely many values v i and
This is essentially the content of the tropical motivic Fubini theorem of [6] .
The definable sets E i may be viewed as rational polyhedrons in R n , that is, intersections of closed half spaces in R n defined by linear equations with rational coefficients and (definable) constant terms. In general they are not cones, in other words, some of the constant terms may be nonzero (because every element in Q is definable). This can be achieved, however, if the parameter space is S = C.
Proper special covariant bijections
From here on, we assume that S is VF-generated (but Γ(S) could be trivial). So every definable disc contains a definable point (Lemma 2.16). Also, if γ ∈ Γ is definable then there is a γ ′ ≥ γ such that γ ′♯ contains a definable point.
Invariance and covariance.
Definition 5.1. For each element γ ∈ Γ, let π γ : VF −→ VF / M γ be the natural map. If γ = (γ 1 , . . . , γ n ) ∈ Γ n then π γ denotes the product of the maps π γ i . Let α ∈ Γ n and β ∈ Γ m . We say that a function f :
For simplicity, we shall often suppress mention of parameters and refer to (α, β)-covariant functions as (α, −)covariant or (−, β)-covariant or just covariant functions. A set A ⊆ VF n is α-invariant if its characteristic function is (α, 0)-covariant.
More generally, for sets A, B with RV-coordinates, the function f : A −→ B is covariant if every one of its VF-fibers f t is (α t , β t )-covariant for some (α t , β t ) ∈ Γ (this is in line with Terminology 2.5). Accordingly, a set is invariant if (every VF-fiber of) its characteristic function is (−, 0)-covariant. ,s) ). If we let β (b,s) ∈ Γ be the smallest element such that o((b, s), β (b,s) ) ⊆ ran(f (t,s) ) then the resulting function q is still an o-partition. The rest of the argument is the same.
Definition 5.6. Let A be a definable set. A regularization map is a map of the form
where the ith coordinate of A is assumed to be a VF-variable.
Definition 5.7 (Proper special covariant transformations). Let A be a doubly bounded proper invariant set or, more generally, a finite family of such sets. Assume that for each VF coordinate of A x i , there is a RV coordinate of A y i such that rv(x i ) = y i . Suppose that the first coordinate of A is a VF-coordinate (of course nothing is special about the first VF-coordinate, we choose it simply for ease of notation).
Let C ⊆ RVH(A) be an RV-pullback (see Definition 2.3). Let λ : pr >1 (C ∩ A) −→ VF be a definable continuous function whose graph is contained in C, that is, for each RV-polydisc p ⊆ C, λ restricts to a function
Suppose that there is an rv(p)-definable tuple (α p , β p ) ∈ Γ such that p∩A is (α p , β p )-invariant and λ p is (β p , α p )-covariant. Let γ ∈ Γ + be a definable element such that there is a definable point t ∈ γ ♯ and for all p, γ p := rad(pr 1 (p)) + γ ≥ α p ;
the existence of such a γ is guaranteed by Lemma 2.36 and the assumption that S is VFgenerated. For each p, set t p = t · rv(pr 1 (p)) ∈ RV .
Then the centripetal transformation η on A with respect to λ is given by
if (a, x) ∈ p ∩ A and π γp (a) = π γp (λ(x)), η = id, on A C.
The function λ is referred to as the focus of η, the RV-pullback C as the locus of λ (or η), and the pair (γ, t) as the aperture of λ (or η). Note that if (γ, t) is the aperture of λ then every other pair (γ ′ , t ′ ) of this form with γ ′ ≥ γ could be an aperture of λ as well, so the aperture of λ must be given as a part of λ itself. Actually, all the data above should be regarded as part of λ, including the tuples (α p , β p ).
A proper special covariant transformation T on A is an alternating composition of centripetal transformations and regularizations. The length of such a proper special covariant transformation T , denoted by lh (T ) , is the number of centripetal transformations in it.
Choose a definable point c ∈ t ♯ (again, this is possible since S is assumed to be VF-generated). If (a, x) ∈ p ∩ A and π γp (a) = π γp (λ(x)) for some a ∈ VF then (λ(x), x) ∈ p ∩ A. Thus the second clause of (CT) may be changed to
The images from the first two clauses of (CT) may now overlap, but we take their disjoint union and thereby always assume that the resulting function η ♭ is injective. In so doing, every proper special covariant transformation may be lifted to a proper special covariant bijection T ♭ on A. 
The resulting definable set, or rather, the resulting disjoint union of definable sets, is doubly bounded and remains δ-invariant. We may and do regard this operation as a centripetal transformation with respect to the constant focus map 0. Proof. We keep the notations from the definition and work on each clause of the transformation separately. We see that it is enough to show that the focus map λ p is uniformly continuous. Fix γ ∈ Γ. Since λ p is continuous, the function Hence one only needs to check that one can choose matching ranges for the different centripetal transformations. But this can be achieved by working inductively starting from the last transformation. Indeed, using the uniform continuity of the focus maps, if a centripetal transformation f is (α, α)-proper covariant, then there is an α 0 such that if α ′ > α 0 , then f is (α ′ , α ′ )-proper covariant. This proves that a proper special covariant bijection is proper covariant. One proceeds similarly for its inverse, by working backwards. Remark 5.15. The proof of Lemma 5.14 in [13] actually shows that for every definable set A, there is a special bijection T on RVH(A) such that A ♭ is an RV-pullback. In the present context, for reasons that will become clear, we would like to extend this result, using proper special covariant bijections on proper invariant sets A. This is not guaranteed by Lemma 5.14 since the focus maps in T are not required to be (suitably) covariant within each RV-polydisc, except when A VF ⊆ VF, in which case the covariance requirement is half vacuous and it is easy to see how to turn T into a proper special covariant bijection whose components all have the same aperture (for more details see the FMT procedure in Terminology 5.16 below).
Terminology 5.16 (FMT). Let A ⊆ VF n be a definable set and f : A / / VF a definable function. Assume we are given a 1 , . . . , a n ⊆ pr 1 (A) , some open discs of the same radius, each containing a definable point a 1 , . . . , a n .
Then consider the definable function f ′ : A / / VF defined as follows. If (a, y) ∈ A with a ∈ a i for some i, then f ′ (a, y) = f (a i , y). Otherwise, f ′ (a, y) = f (a, y).
The procedure of replacing f by f ′ is called the FMT procedure. Then there is a proper special covariant bijection T on H such that
Proof. To begin with, by Remark 5.10, we may assume that H is doubly bounded. It is equivalent and less cumbersome to construct a proper special covariant transformation such that its lift is as required (see the last paragraph of this proof). To that end, we proceed by induction on n, where H VF ⊆ VF n . The base case n = 1 follows from Lemma 5.14 and the discussion in Remark 5.15.
For the inductive step, let A i1 = pr 1 (A i ) and H 1 = pr 1 (H). By Lemma 5.4, we may assume that the sets A i1 form a partition of H 1 . For each a ∈ H 1 , the inductive hypothesis gives an a-definable proper special covariant transformation T a on H a such that each T a ↾ A ia is a proper special covariant transformation, each T a (A ia ) ⊆ T a (H a ) is an RV-pullback, and f • T −1 a is rv-contractible. Our goal then is to fuse together these transformations T a so to obtain one proper special covariant transformation on H as desired. This is in general not possible without first modifying H 1 in a suitable way, which constitutes the bulk of the work below.
There is an element δ ∈ Γ such that every A i is proper δ-invariant and f is δ-covariant. Let U ak enumerate the loci of the components of T a , λ ak the corresponding continuous focus maps, and (γ ak , t ak ) their apertures; for each RV-polydisc q ⊆ U ak , the map λ akq is (α akq , β akq )covariant. By compactness, there is a definable set V ⊆ VF × RV l such that pr 1 (V ) = H 1 and, for each a ∈ H 1 , the set V a contains the following RV-data of T a :
• rv(T a ↾ A ia ), rv(T a ), and the sequence rv(U ak ),
• the VF-coordinates targeted by the focus maps λ ak ,
• the a-definable apertures (γ ak , t ak ),
• the (a, rv(q))-definable tuples (α akq , β akq ),
• the rv-contraction of f • T −1 a ; the set rv(T a ) is determined by other data in this list and hence is redundant, but we add it in anyway for clarity. Note that V is not necessarily proper invariant.
Let φ(x, y) be a quantifier-free formula that defines V and G i (x) enumerate its top terms (recall Convention 2.8). By Lemma 5.14, there is a special bijection R :
is an RV-pullback and every G i • R −1 is rv-contractible (note that we cannot appeal to the base case here since (rv •G i ) ↾ H 1 may not be proper covariant). This implies that, for every RV-polydisc p ⊆ H ♭ 1 , the RV-data V a is constant over a ∈ R −1 (p). Observe that, since H 1 is an RV-pullback of RV-fiber dimension 0, by C-minimality and Lemma 3.3, each focus map in R consists of only finitely many points. Then there is an algebraic set of open discs a j ⊆ H 1 of radius δ such that the restriction of R to H 1 j a j is actually a proper special covariant bijection -the reason simply being that, after deleting all the discs a j , each focus map in R lies outside the set in question. Each a j contains an a j -definable point a j and, for all a, a ′ ∈ a j and every A i , we have A ia = A ia ′ (because A i is δ-invariant). It follows that, over each a j , we can use the same transformation T a j to achieve the desired effect. Hence we use FMT on T and then adjust R so that every a j is mapped to the same RV-disc t ♯ δ , where t δ ∈ δ ♯ is definable.
Therefore, we may assume that R is a proper special covariant bijection whose components all have the same aperture (δ, t δ ).
By compactness, there is a definable finite partition of H 1 such that, over each piece, the focus maps λ ak are uniformly defined by formulas λ k (a, y, z). By C-minimality, there are only finitely many open discs a i ⊆ H 1 of radius δ that are split by this partition. Thus, by FMT, we may assume that the partition is indeed trivial. Since R induces a proper special covariant bijection on H, we may actually assume that R is trivial as well.
Over each t ♯ ⊆ H 1 , we can now write U ak as U tk , α akq as α kq (the first RV-coordinate of q is actually t), and so on. We are almost ready to fuse together the transformations T a over a ∈ t ♯ . The remaining problem is that, for any a, a ′ ∈ t ♯ , although the two focus maps λ a1q , λ a ′ 1q are both (α 1q , β 1q )-covariant, the images of the same open polydisc of radius α 1q may lie in two distinct open discs of radius β 1q . To solve this problem, consider an open polydisc p of radius α 1q that is contained in dom(λ a1q ) for some (hence all) a ∈ t ♯ . For each b ∈ p, let λ 1b : t ♯ −→ VF be the function defined by λ 1 (x, b, z) . By C-minimality and Corollary 2.27, there are a b-definable finite set C b ⊆ VF and, for any a ∈ t ♯ C b , an open disc a a ⊆ t ♯ C b around a such that λ 1b (a a ) lies in an open disc of radius β 1q . Since for any other a ′ ∈ a a , λ a ′ 1q (p) also lies in an open disc of radius β 1q , we see that λ 1 (a a × p) lies in an open disc of radius β 1q , where λ 1 stands for the function defined by λ 1 (x, y, z) . Therefore, we may assume that the finite set C b is actually p -definable. But then, by Lemma 2.14, it is even definable. By compactness and FMT, we may assume that there is an o-partition p : dom(λ 1 ) −→ Γ such that, for each open polydisc b in question, λ 1 (b) lies in a disc of radius β 1q , where q is related to b in the obvious way. By Lemma 2.44, the image of p is doubly bounded and, by Lemma 2.36, there is a definable γ 1 ∈ Γ with γ 1 ≥ γ t1 for all t ∈ rv(H 1 ) and there is a definable point t 1 ∈ γ ♯ 1 , which means that λ 1 can serve as the focus map of a centripetal transformation T 1 on H of aperture (γ 1 , t 1 ). To ensure that λ 1 is continuous, one appeals to Proposition 2.47 and FMT.
At this point the proof would be complete if we could repeat the procedure above for λ 2 , and so on. We still have a small issue, namely some part of the locus U a2 may have disappeared because the aperture of λ a1 is bumped up to (γ 1 , t 1 ); see Remark 5.11. It is not hard to see that the inductive hypothesis may be applied to the RV-pullback contained in T 1 (H) that corresponds to the missing locus, since it has one less VF-coordinate, its intersection with each T 1 (A i ) is proper invariant, and T 1 , f do induce a definable function on it.
5.2.
Lifting from RV to VF. Let A be a definable set and ω : A −→ Γ a definable function. We say that the definable pair (A, ω) is proper invariant if A is proper invariant and ω is proper covariant.
Lemma 5.18. Suppose that A is an RV-pullback and (A i ) i is a definable finite partition of A such that each A i = (A i , ω ↾ A i ) is proper invariant. Then there is a proper special covariant bijection T as given in Proposition 5.17 such that ω • T −1 is rv-contractible. In particular, if
Proof. We view ω as a definable function A −→ P(RV). By Proposition 5.17, there is a proper special covariant bijection T on A such that for each i, T ↾ A i is a proper special covariant bijection and A ♭ i is an RV-pullback. Moreover, σ i := (ω • T −1 ) ↾ A ♭ i is constant on every RVpolydisc in A ♭ i and hence induces a function π i : rv(A ♭ i ) −→ Γ. Now, if A i ∈ µVF[k] then, by Lemma 3.3, U i := rv(A ♭ i ) ≤k ∈ RV db [k] (recall Notation 3.9). Since A i is isomorphic to (LU i , σ i ), we see that (U i , π i ) is as required.
This lemma may be applied to any proper invariant object (A, ω) ∈ µVF[k] without the partition of RVH(A) being explicitly given since, by Lemma 5.4, A ′ = RVH(A) A is proper invariant too, which means that the two objects (A, ω), (A ′ , 0) are indeed as assumed. Proof. From the condition on f , we can replace A by its γ-tubular neighborhood, hence assume that (A, f ) is proper invariant. Hence Lemma 5.18 implies that f factors through a doubly bounded definable set in RV. By Lemma 2.36, the image of f is doubly bounded.
Definition 5.20. Let A ⊆ VF n × RV m , B ⊆ VF n × RV m ′ be objects of VF * . We say that a morphism G : A −→ B is relatively unary or more precisely, relatively unary in the ith VFcoordinate, where i ∈ [n], if (pr˜i •G)(x) = pr˜i(x) for all x ∈ A. If G ↾ A a is also a proper special covariant bijection for every a ∈ pr˜i(A) then we say that G is relatively proper special covariant in the ith VF-coordinate.
Let (U, f ), (V, g) be objects of RV [k] . We say that a morphism F :
Since identity functions are relatively unary in any coordinate, if a morphism is piecewise a composition of relatively unary morphisms then it is indeed a composition of relatively unary morphisms.
Clearly every proper special covariant bijection T of length 1 is relatively proper special covariant, but not vice versa. Proof. It is enough to show this piecewise. Let F : (U, f ) −→ (V, g) be an RV[k]-morphism and dim RV (U) = n. We do induction on n. The base case n = 0 is easy and is left to the reader. For the inductive step, we may assume that both pr ≤n ↾ f (U) and pr ≤n ↾ g(V ) are finite-toone. Let F ′ : (U, pr ≤n •f ) −→ (V, pr ≤n •g) be the morphism induced by F . Observe that, by the base case (applied fiberwise), it is enough to show that F ′ is piecewise a composition of relatively unary morphisms. Thus we may assume n = k and, without loss of generality, F = id. By the inductive hypothesis, we may further assume that for all t ∈ pr <n (f (U)), f (U) t is infinite and pr n ↾ g(f −1 (f (U) t )) is finite-to-one. Let f ′ : U −→ RV n be the function given by u −→ (pr <n (f (u)), pr n (g(u))), which is finite-to-one. Then the morphism id : (U, f ) −→ (U, f ′ ) is relatively unary. Applying the inductive hypothesis fiberwise to id : (U, f ′ ) −→ (V, g) in the obvious way, the lemma follows.
If F is indeed a µRV[k]-morphism then it is straightforward to equip the object in each intermediate step with a volume form so that the map in question becomes a µRV[k]-morphism. The other cases are rather similar. 
We do induction on dim RV (U) = n. For the base case n = 0, U is finite and hence, for every u ∈ U, by Lemma 2.16, the RV-polydisc u ♯ contains a u-definable point, and similarly for V . So lifting f as desired is trivial. For the inductive step, we may assume that pr ≤n ↾ U is finite-to-one. Let U ′ = pr ≤n (U) and f ′ : U ′ −→ P(V ) be the definable finitary function induced by f . Observe that if f ′ can be lifted as desired then F can be lifted (again trivially) as desired as well. So, without loss of generality, we may assume U ⊆ RV n . By Lemma 2.16 and compactness, there is indeed a definable finitary function f ♯ : U ♯ −→ P(V ♯ ) that rv-contracts to f . By Lemma 2.34, every f ♯ (u,v) is partially differentiable everywhere. By Lemma 2.31, the RV-boundary of the differential locus is of RV-dimension less than n. The lemma follows.
Let F : U −→ V be an RV[k]-morphism. Write U = (U, f ) and V = (V, g). If F ♯ : LU −→ LV is a definable bijection that rv-contracts to the function U f −→ V g induced by F then it is called a lift of F . We shall also think of the finite-to-finite correspondence F † as the rv-contraction of such a lift. See [13, Corollary 7.7] for an alternative proof (the weaker qualifier "for almost all (a, u) ∈ LU " there may be upgraded to "for all (a, u) ∈ LU " by appealing to Lemma 2.31 at suitable places).
Remark 5.25. Let t, s ∈ RV such that the RV-discs t ♯ , s ♯ contain definable points. It is easy to see that for any definable c ∈ VF × with val(c) = vrv(s/t), there is a definable bijection Proof. We do induction on dim RV (U) = n. For the base case n = 0, we may assume that U is just a singleton and F is relatively unary. Since, by Lemma 2.16, every RV-disc t ♯ involved contains a t-definable point, it is easy to lift F as desired by applying Remark 5.25 in the coordinate in question.
For the inductive step, let F ′ , f ′ be as in the proof of Lemma 5.21 (so both pr ≤n ↾ f (U) and pr ≤n ↾ g(V ) are assumed to be finite-to-one). Observe that, by Lemma 5.21 and the inductive hypothesis, we may actually assume that F ′ is relative unary in, say, the nth coordinate. By Lemmas 5.23 (applied fiberwise), 2.34, and 2.31, F ′ can be lifted to a partially differentiable relatively unary bijection F ′♯ outside a definable subset of RV-dimension less than n. It follows that if n = k then, by Lemma 5.24, the whole situation is reduced to the inductive hypothesis. So, without loss of generality, n < k and F ′♯ is a lift of F ′ such that the condition (5.1) is satisfied everywhere. Let f ′ : U −→ RV k be the function given by
which is finite-to-one. Let ω ′ : U −→ Γ be the function given by u −→ ω(u) − Jcb Γ F ′ † (u), Then id is a µRV[k]-morphism between (U, f, ω) and (U, f ′ , ω ′ ), and (F ′♯ , id) is a partially differentiable relatively unary µVF[k]-morphism that lifts it. So we are further reduced to the case pr ≤n (f (U)) = pr ≤n (g(V )) = W . By Lemma 5.22, there are definable partially differentiable functions that rv-contract to the obvious finitary functions W −→ P(pr >n (f (U))), W −→ P(pr >n (g(V ))). This means that F can be lifted by applying Remark 5.25 fiberwise as in the base case above.
The second claim is a consequence of Lemma 5.5 and Corollary 2.41. Remark 5.28. Obviously the composition law holds in µVF ⋄ [k] and hence it is indeed a category. Moreover, every morphism in it is a bijection, as opposed to merely an essential bijection, and is in effect required to admit an inverse. So µVF ⋄ [k] is already a groupoid and there is no need to pass to a quotient category as in Remark 3.7. On the other hand, Proposition 5.17 and Remark 5.9 show that it does have nontrivial morphisms.
The main reason that we need lifts in Lemma 5.26 to be in that particular form is that we are forced to work with explicit compositions of proper covariant relatively unary morphisms (explicitness is not an issue if proper covariance is not demanded), due to the failure of generalizing Lemma 5.30 below to higher dimensions; see [14, § 1] for further explanation.
Corollary 5.29. The lifting maps µL k induce surjective homomorphisms, which are often simply denoted by µL, between the Grothendieck semigroups
Proof. By Lemma 5.26, every µRV db [k]-morphism can be lifted to a µVF ⋄ [k]-morphism. So µL k induces a map on the isomorphism classes, which is easily seen to be a semigroup homomorphism. By Lemma 5.18 (see the remark thereafter), this homomorphism is surjective. 
where the second square commutes (but not necessarily the first one, although it fails at only finitely many points). Moreover,
Proof. This is a variation of [14, Lemma 5.2] and is established by modifying two special bijections T ′ A , T ′ B as constructed in the proof of the latter as follows. By Lemma 5.18, we may assume that A, B are doubly bounded RV-pullbacks and ω, σ are already rv-contractible. By Lemmas 2.12 and 3.3, each focus map in T ′ A consists of an algebraic set of focus points, and similarly for the focus maps in T ′ B . Each one of these focus maps may produce 0 in the VFcoordinate in the resulting set, but this is not allowed in a proper special covariant bijection. To remedy this, we choose pairwise disjoint open discs of sufficiently large definable radii around these focus points such that each of them contains exactly one focus point and the volume forms are constant on them. By the construction in the proof of [14, Lemma 5.2] , f has the disc-to-disc property outside these discs. Inside these discs, by Lemma 2.42, the radii may be chosen so that f is weakly concentric at the focus points. In particular, since f ♭ rv-contracts to a bijection, these open discs can be paired up via the induced bijection in question. At this point it is not hard to see how to modify T ′ A , T ′ B according to the second clause of (CT). The first claim follows. By the disc-to-disc property and weak concentricity, the volume forms ω ′ , σ ′ do match under f ♭ ↓ in the required sense, hence the second claim. 
be another object of µRV[k] and C i ⊆ V finitely many pairwise disjoint definable sets. Each triple
is referred to as a subobject of V . Suppose that F i :
The subscript F is usually dropped. The object C (or the set C) is referred to as the locus of V ♭ F . A annular blowup of length n is a composition of n annular blowups. Remark 6.3. An elementary annular blowup could be an elementary blowup (see [14, Definition 6.1]) if the aperture is allowed to be (∞, ∞). If there is an elementary annular blowup of U then, a posteriori, dim RV (U) < k. For any coordinate of f (U), there is at most one elementary blowup of U , whereas there could be many annular elementary blowups of U . We should have included the coordinate that is blown up as a part of the data. However, in context, either this is clear or it does not need to be spelled out, and we shall suppress mention of it for ease of notation.
Clearly if U ∈ µRV db [k] then U ♭ ∈ µRV db [k] too. We shall only consider annular blowups in µRV db [k] (then, for simplicity, they will just be referred to as blowups). This is in parallel with proper special covariant bijections set forth in Definition 5.7. As a matter of fact, to make this analogy precise is essentially what is left to do for the rest of our main construction. Proof. Let F : U −→ V be a morphism. Let (ρ, r), (τ, t) be the apertures of U ♭ , V ♭ , respectively. If ρ = τ then the obvious bijection U ♭ −→ V ♭ is clearly a morphism U ♭ −→ V ♭ . Thus, without loss of generality, we may assume ρ ′ := τ − ρ > 0. Choose a definable element r ′ ∈ ρ ′♯ . Let W = U × r and W be the corresponding subobject of U ♭ . Then it is easy to see that the blowup U ♭♭ of U ♭ with locus W and aperture (ρ ′ , r ′ ) is isomorphic to V ♭ . Proof. Let C, D be the loci of U ♭ , V ♭ , respectively. By Lemma 6.4, we can make the claim hold by restricting the loci of U ♭ , V ♭ to C ∩ F −1 (D), F (C) ∩ D. But in the meantime we can also blow up U ♭ , V ♭ at the loci F −1 (D) C, F (C) D using the apertures induced by those on D F (C), C F −1 (D), respectively. Then the resulting compounded blowups of U ♭ , V ♭ of length 1 are as desired.
This corollary also holds in RV [k] , which is essentially the only thing that the otherwise formal proof of [13, Lemma 6.5] depends on. Thus, the same proof yields the following analogue in the present context: We will just write µD sp for all these sets when there is no danger of confusion. By Corollary 6.7, they may be regarded as binary relations on isomorphism classes. Lemma 6.9. µD sp [k] is a semigroup congruence relation and µD sp [ * ] is a semiring congruence relation.
Proof. This is an easy consequence of Lemma 6.6 (the proof of [13, Lemma 6.8] , which uses [13, Lemma 6.5], contains more details). Proof. By induction on the length lh(T ) of T and Lemma 6.6, this is immediately reduced to the case lh(T ) = 1. Without loss of generality, we may assume that the locus of T is L(U, f ). Then it is clear how to construct an (elementary) blowup of U as desired, using the aperture provided by T .
Proof. By induction on the length l of U ♭ , this is immediately reduced to the case l = 1. We assume that U ♭ is an elementary blowup in the first coordinate. Let (τ, t) be the aperture of U ♭ . Fix a definable point c ∈ t ♯ . For u ∈ U and a ∈ f (u) ♯ 1 , every RV-disc in f (u) ♯ 1 contains an a-algebraic point b a ; moreover, by Lemma 5.22, these points may be chosen uniformly via a partially differentiable finitary function. Thus there is a continuous (fiberwise) additive translation, with respect to the points b a and b a − cb a , between the two sets in question, which is a µVF ⋄ [k]-morphism by Lemma 5.5 and Corollary 2.41. Note that T i is not necessarily a proper special covariant bijection since, to begin with, the various proper special covariant bijections in the ith VF-coordinate may not even be of the same length. Let
LetT i : A −→ A i be the function induced by T i . Note that A i is proper invariant too, which is not guaranteed if we do not demand T i to be proper covariant.
For any j ∈ [n−1], we repeat the above procedure on A i with respect to the jth VF-coordinate and thereby obtain a set A j ⊆ VF n−2 × RV m j and a functionT j : A i −→ A j . The relatively proper special covariant bijection on T i (A) induced byT j is denoted by T j . Continuing thus, we obtain a sequence of bijections T σ(1) , . . . , T σ(n) and a corresponding functionT σ : A −→ RV l , where σ is the permutation of [n] in question. The composition T σ(n) • . . . • T σ(1) , which is referred to as the lift ofT σ , is denoted by The head start of a standard contraction is usually implicit. In fact, it is always 0 except in Lemma 6.15, and can be circumvented even there. This seemingly needless gadget only serves to make the above definition more streamlined: If A ∈ VF * then the intermediate steps of a standard contraction of A may or may not result in objects of VF * and hence the definition cannot be formulated entirely within VF * . Lemma 6.13. A admits a standard contraction with respect to any permutation σ of [n] and any head start k ∈ [m].
Observe that A may be viewed as the obvious intermediate result of a standard contraction of A ♯ . Thus we may and do assume k = 0, that is,
Proof. We do induction on n. The base case n = 1 follows from Lemma 5.18. For the inductive step, we may assume σ = id and, by compactness, A is a subset of VF n that is contained in a single RV-polydisc. By the inductive hypothesis and compactness again, there is a definable functionT =T n−1 • . . . •T 1 on A such that for every a ∈ pr n (A), the induced functionT a on A a is a standard contraction. We show that the bijection T 1 : A −→ A ′ associated withT 1 and its inverse T −1 1 are proper covariant. This is enough since the same argument works for other such bijections and the base case will take care of the last VF-coordinate.
Suppose that A is δ-invariant. Let a range over open discs of radius δ that are contained in A ′ . Applying Lemma 5.14 in the nth VF-coordinate as in the proof of Proposition 5.17, we deduce that over all but finitely many definable open discs a, the RV-data of T 1,a is constant over a; it will become clear what RV-data is actually needed below. By FMT (Terminology 5.16), we may assume that there are no exceptional discs.
By the constancy of RV-data over each a and Lemma 5.19, the RV-coordinates of A ′ are doubly bounded. For ease of notation, we ignore the RV-coordinates of A ′ . Let p ⊆ VF n be an RV-polydisc. Then, for t ♯ × (b, a) ⊆ p ∩ A ′ , the set T −1 a) ) is of the form d × (b, a), where rad(d) = vrv(t) ≤ ǫ, and d − c (b,a) = t ♯ for some (b, a, t)-definable c (b,a,t) ∈ VF. Since T 1,a is proper covariant, by the constancy of RV-data over each a and Lemma 5.19 again, we may → c (b,a,t) . By C-minimality and Corollary 2.27, there are a (b, t)-definable finite set B b,t ⊆ dom(λ t (b, −)) and, for any a ∈ dom(λ t (b, −) −) ) B b,t around a such that λ t (b×b a ) lies in an open disc of radius vrv(t). Since for any a ′ ∈ b a , λ t (o(b, δ)×a ′ ) also lies in an open disc of radius vrv(t), we see that this is the case for λ t (o(b, δ) ×b a ) as well. So the finite set B b,t is actually ( o(b, δ) , t)-definable. But then, by Lemma 2.14, it is even definable. Since T −1 The proof above is more or less a variation of that of Proposition 5.17. One of the major differences is that in the latter we have to transform the extra coordinate into an RV-pullback first, since the relevant data must be given over RV-polydiscs in a proper special covariant bijection, which is not a concern for standard contractions. We remark that standard contractions bear marked similarities to proper special covariant bijections and may indeed be used to deduce, say, Lemma 5.18, etc.
Proof. This is immediate by Lemmas 5.30 and 6.10. Lemma 6.15. Let A ′ , A ′′ be definable sets with A ′ VF = A ′′ VF =: A ⊆ VF n and ω ′ , ω ′′ definable functions from A ′ , A ′′ into Γ, respectively. Write A ′ = (A ′ , ω ′ ) and A ′′ = (A ′′ , ω ′′ ). Suppose that A ′ , A ′′ are proper invariant and there is a k ∈ N such that for every a ∈ A,
Note that condition (6.1) makes sense only over the substructure S a .
Proof. By induction on n, this is immediately reduced to the case n = 1. So assume A ⊆ VF. Using Proposition 5.17 and FMT, we can construct a proper special covariant bijection F : A −→ A ♯ as in the proof of [14, Lemma 6.14] such that for all RV-polydisc p ⊆ A ♯ and all
Therefore, using Lemma 6.14 in place of [14, Corollary 6.11] , that proof goes through here with virtually no changes, and the additional computations involving Jcb Γ are all straightforward. (Also consult the proof of [17, Lemma 5.36] , which is in different environment but is formally the same and is better written.) Corollary 6.16. Let A ′ , A ′′ be as above with k = 0, and suppose that there is a morphism F : A ′ −→ A ′′ that is relatively unary in the ith VF-coordinate. Then for any permutation σ of [n] with σ(1) = i and any standard contractionsT σ ,R σ of A ′ , A ′′ ,
Proof. Note that since F is differentiable outside a definable subset of VF-dimension less than n, it may not induce a morphism A ′ a −→ A ′′ a for every a ∈ pr˜i (A) . There is a δ ∈ Γ + such that A ′ andT σ(1) (A ′ ) are both δ-invariant. This means that for all a ∈ prĩ(A) there is a b ∈ pr˜i(A) such that they are contained in the same open polydisc of radius δ, F indeed induces a morphism
Thus the claim follows immediately from Lemmas 6.14 and 6.15. We say that f is val-affine if there is a (necessarily unique) γ ∈ Γ, called the shift of f , such that, for all a, a ′ ∈ a, val(f (a) − f (a ′ )) = γ + val(a − a ′ ). We say that f is rv-affine if there is a (necessarily unique) t ∈ RV, called the slope of f , such that, for all a, a ′ ∈ a, rv(f (a) − f (a ′ )) = t rv(a − a ′ ).
Definition 6.18. Let A ⊆ VF 2 be a definable set such that a 1 := pr 1 (A) and a 2 := pr 2 (A) are both open discs. Let f : a 1 −→ a 2 be a definable bijection that has the disc-to-disc property.
We say that f is balanced in A if f is actually rv-affine and there are t 1 , t 2 ∈ RV ∞ , called the paradigms of f , such that, for every a ∈ a 1 ,
If one of the paradigms is ∞ then the other one must be ∞. In this case A is just the (graph of the) bijection f itself.
Assume that t 1 , t 2 are not ∞. Let B 1 , B 2 be the sets of closed subdiscs of a 1 , a 2 of radii vrv(t 1 ), vrv(t 2 ), respectively. Let a 1 ∈ b 1 ∈ B 1 and o 1 be the maximal open subdisc of b 1 containing a 1 . Let b 2 ∈ B 2 be the smallest closed disc containing the open disc o 2 := A a 1 . Then, for all a 2 ∈ o 2 , we have
This internal symmetry of A is illustrated by the following diagram:
Since f is rv-affine, we see that its slope must be −t 2 /t 1 . Let Tor( b 1 ), Tor( b 1 ) be the sets of the maximal open subdiscs of b 1 , b 1 . These may be viewed as k-torsors and are equipped with much of the structure of k. Then the set A∩(b 1 ×b 2 ) may be thought of as the "line" in Tor( o 1 ) × Tor( o 2 ) given by the equation
. Thus, by Lemma 5.30, the obvious bijection between pr 1 (A) × t ♯ 2 and t ♯ 1 × pr 2 (A) is the lift of an RV db [2]-morphism modulo proper special covariant bijections; see Lemma 6.22 below for details. Definition 6.20 (2-cell). We say that a set A is a 1-cell if it is either an open disc contained in a single RV-disc or a point in VF. We say that A is a 2-cell if • A is a subset of VF 2 contained in a single RV-polydisc and pr 1 (A) is a 1-cell,
• there is a function ǫ : A 1 := pr 1 (A) −→ VF and a t ∈ RV such that, for every a ∈ A 1 , A a = t ♯ + ǫ(a), • one of the following three possibilities occurs:
ǫ is constant, -ǫ is injective, has the disc-to-disc property, and rad(ǫ(A 1 )) ≥ vrv(t), -ǫ is balanced in A. The function ǫ is called the positioning function of A and the element t the paradigm of A.
More generally, a set A with exactly one VF-coordinate is a 1-cell if, for each t ∈ A RV , A t is a 1-cell in the above sense; the parameterized version of the notion of a 2-cell is formulated in the same way. Lemma 6.21. Let A ⊆ VF 2 be a proper invariant set. Then there is a standard contraction
Proof. This is a variation of [14, Lemma 4.8] . The proof of the latter proceeds by constructing a positioning function ǫ (t,s) in each VF-fiber, which heavily relies on the use of standard contractions in the preceding auxiliary results, namely [14, Lemmas 4.2, 4.4] . It is not hard to see that that proof still goes through, provided that FMT is applied at suitable places to cut out finitely many exceptional open discs in the first coordinate at which the desired properties of ǫ (t,s) do not hold, as we have done above, say, in the proof of Lemma 6.13.
We also remark that Lemma 6.21 holds fiberwise for proper invariant sets A ⊆ VF n with n ≥ 2, that is, there is a standard contractionT σ of A such that for every (a, s) ∈T σ(2) (A), T −1 σ(2) (a, s) is of the form a × C, where C is a 2-cell. This follows from Lemma 6.21 and the argument in the proof of Lemma 6.13 (Lemma 6.21 serves as the base case and hence, in the inductive step, we can assume thatT σ(2) is already as desired fiberwise).
For the next two lemmas, let 12, 21 denote the permutations of [2] and A = (A, ω) ∈ µVF ⋄ [2] . Proof. All we need to do is to check that the maps constructed in the proof of [14, Lemma 5.7] are indeed µRV db [2]-morphisms. By inspection of that proof, we see that there are two cases:
A is a product of two open discs or the positioning function ǫ in question is balanced in A with nonzero paradigms t 1 , t 2 . The first case is obvious since we can simply use the identity map. In the second case, a morphism between the standard contractions can be easily constructed using ǫ (we could also cite Lemma 5.30, but the situation here is much simpler), and the requirement on Jcb Γ is satisfied since the slope of the rv-affine function ǫ is −t 2 /t 1 (see the last paragraph of Remark 6.19 for further explanation). Proof. This follows from Lemmas 6.21, 6.22, and compactness (see the proof of [14, Corollary 5.8] for a bit more details). By Corollary 6.16 and Lemma 6.15, it is enough to find a morphism A a −→ B, relatively unary in both coordinates, and standard contractionsR ij ,R ji of B such that [R ij (B)] ≤2 = [R ji (B)] ≤2 . This is just Lemma 6.23.
6.3. The kernel of µL and the bounded integral. The following proposition is the culmination of the preceding technicalities, which identifies the congruence relation µD sp with that induced by µL. 
, respectively, such that
• σ j+1 (1) and σ j+1 (2) are the VF-coordinates targeted by G j and G j+1 , respectively, • σ ′′ j+1 (1) and σ ′′ j+1 (2) are the VF-coordinates targeted by G j+1 and G j+2 , respectively, • σ j = σ j+1 , σ ′′ j+1 = σ j+2 , and σ ′ j+1 (1) = σ ′′ j+1 (1), • the relation between σ j+1 and σ ′ j+1 is as described in Lemma 6.24. By Corollary 6.16 and Lemma 6.24, all the adjacent pairs of these standard contractions are indeed µD sp -congruent, except ([U ′ j+1 ] ≤k , [U ′′ j+1 ] ≤k ). Since we can choose [U ′ j+1 ] ≤k , [U ′′ j+1 ] ≤k so that they start with the same contraction in the first targeted VF-coordinate of B j+1 , the resulting sets from this step are the same. Therefore, applying the inductive hypothesis in each fiber over the just contracted coordinate, we see that this last pair is also µD sp -congruent. This completes the "only if" direction. Remark 6.26. Proposition 6.25 shows that the kernel of µL in K + µRV db [ * ] is generated by the pairs ( [1] , [RV •• (t) γ ]), where γ ∈ Γ and t ∈ γ ♯ are definable (Notation 6.1), and hence the corresponding ideal of the graded ring K µRV db [ * ] is (P Γ ) (Notation 4.13). Putting these together, we obtain a canonical isomorphism of graded semirings Proof. This is immediate by Corollary 5.29 and Proposition 6.25. determined by T −→ [A] is denoted by η.
Recall Notation 3.17. Let U = (U, f, ω) ∈ µRV db [k] and (U i ) i be a twistoid decomposition of U such that every restriction ω f ↾ U i vrv-contracts to a function σ i : I i = vrv(U i ) −→ Γ. Write I im = I i (C((t 1/m ))). We assign to U the expression
which is a finite sum and hence belongs to Kμ Var C [[A] −1 ][T Q ]. It follows from the henselianity of C((t 1/m )) and the argument in the proof of Lemma 4.23 that this assignment is invariant on isomorphism classes. This means that h m may be viewed as a map on K + µRV db [k]. In fact, it is easy to check that we have in effect constructed a ring homomorphism
Recall from Remark 4.10 the decomposition K µRV db [ * ] = K µRES[ * ] ⊗ K µΓ fin K µΓ db . We can use this decomposition to give an alternative description of h m as follows.
Fix U = (U, f, ω) ∈ µRES[k]. Up to taking a finite partition of U , we can assume that vrv(U) is a singleton and ω f is constant.
Recall the isomorphism Θ : Note that the ideal (P Γ ) of K µRV db [ * ] in Notation 4.13 is now generated by elements P γ with γ ∈ Z = Γ(C((t))). The definable set X (with the constant volume form 0) is is 1/m-invariant for each m ∈ N * , in particular it is an object of µVF ⋄ [ * ].
One of the key steps of Hrushovski and Loeser's paper [5] is the following proposition, where ⋄ is replaced by . Their statement however is slightly inaccurate, since it relies on a decomposition of the ring K vol RV[ * ] which does not holds.
Proposition 7.6. For each m ≥ 1, we have
Proof. Observe first that since we are using as volume form the zero function, h m • ⋄ ([X ]) lies in the domain of η.
The set X is m-invariant for each m ≥ 1 hence we have, using notation from Lemma 7. 
which is understood as the motivic Milnor fiber attached to f .
In light of (4.6) and the discussion in Since there is an isomorphism ofC fixing C and RV(C) and sending t ′ to t, we have
Observe that X ≃ (x, t ′ ) ∈ X t ′ × rv(t) ♯ , hence
Since Υ[rv(1)] 1 = 1, Remark 7.11 shows that(Θ • Υ • ⋄ )[X t ] (or Vol[X t ]) is equal to S f . This is also shown in [7] (without taking theμ-action into account), [6] and [3] . The arguments there rely on resolution of singularities and other algebro-geometric techniques.
