The existence of a self-sustained periodic solution in the autonomous equation
BIFURCATION OF PERIODIC SOLUTIONS IN A NONLINEAR DIFFERENCE-DIFFERENTIAL EQUATION OF NEUTRAL TYPE
Abstract.
The existence of a self-sustained periodic solution in the autonomous equation
m'(t) -au' (t -h) + /3u(t) + ay u(t -h) = «/(w(r))
is proved under appropriate assumptions on a, ft, y, f and h. The method of proof consists in converting this equation into an equivalent nonlinear integral equation and demonstrating the convergence of an appropriate iteration scheme.
In this paper we consider the equation m'(t) -au'(r -h) + /3w(r) + ayu(r -h) = ef(u(T)),
where h > 0 and a = aa(l + e). The existence of a periodic solution will be proved for small t > 0 under appropriate assumptions on the parameters a0, (3, y, and /. The left-hand side of this equation is a linear difference-differential operator of neutral type (for a definition see [1] ). The existence of periodic solutions for functional-differential equations which include difference-differential equations of retarded type but not neutral type has been discussed by Krasovskii [2] , Shimanov [3] , [4] , and Hale [5] . In all these cases, the equations are of the forced type where the right-hand side is a 2?r-periodic function of r. Equation (1), which we consider, is autonomous, and we look for a self-sustained oscillation.
Difference-differential equations of the type (1) arise from electrical networks such as the one shown in Fig. 1 . The equations of this network are
where L, C are the specific inductance and capacitance in the transmission line. The question of the existence of a periodic solution of some unknown period T can be posed by giving the additional boundary conditions
Thus, we have a boundary-value problem for a hyperbolic partial differential equation with boundary conditions given on the rectangle shown in Fig. 2 . Of course, in general, a boundary-value problem for a hyperbolic equation is not well posed. The difference here is that the boundary t -T is free to be chosen.
• As described in [6] , Eqs. (2) can be written in the form
where IC = (Ii -z)/{R + z), z = (L/C)u2, li = 2(LC)1/2, f(v, w) = 0(v3 + w3) and g* is the derivative of g(v) at some point v = v0 . Clearly, Eq. (3) can be brought into the form of Eq. (1) with the transformation v = t/2u except for the fact that / depends on s(i -h). However, in what follows, there is no essential difficulty in handling this case, and for simplicity we neglect this generalization. In Eq.
(1), let t = ut where w is unknown, and let us seek a periodic solution of period 2?r in t. With v(t) = u(t) Eq. (1) becomes
The linear operator Lt is a difference-differential operator of neutral type and, as we shall see, the parameter a0 appearing in a = a0(l + e) will be chosen so that there exists exactly one pair of purely imaginary characteristic roots of L0 . The characteristic equation associated with the operator Lt is g(sco) -sw(l -a exp (-sioh)) + 13 + ay exp (-suh) -0,
where s is a complex number. We shall prove the existence of periodic solutions of (4) for e small under the condition that for a = a0 Eq. (5) has roots s« = ± iw0. First, we prove the following Lemma 1. For y > /3 > 0 there exists an infinite set of real pairs (a0 , "o) such that
where aa < 1. Proof: By writing (5a) in its real and imaginary parts and solving for sin w"h, 
, 1 Wo + 7/3 COS W0ft = 2 ~j 2 ,
which can be combined to yield
Wo -TP
The solutions of Eq. (9), which is independent of a0, can be found graphically as shown in Fig. 3 . Clearly for any w0 satisfying (9), there exists an a20 such that (8) holds because («o72 -/32)/(l -«o) can be made to range between -/32 and + oo by varying between 0 and 1. Eqs. (8) and (9) give pairs u0 , <*o and by taking the correct sign on a0 , the pairs co0 , a0 satisfy (5a). Arranging the co0 in increasing order starting with co0 = 0 the corresponding a0 alternate in sign starting with a0 = -f}/y.
Note that for a = 0, there is only one root of (5), namely s« = -13 < 0. As a is increased, there is an infinity of roots which all lie in the left-half sw plane. When a --p/y, we have the first root crossing the imaginary axis at sw = 0. Similarly, when a equals the first positive a0 , we have a pair of roots sw = ±zw0 crossing the imaginary axis. The remainder of the roots of (5) lie in the left-half plane because of continuity with respect to a. For all other pairs a0 , w0 there is at least one root in the right half-plane. For this reason we expect that the periodic solution associated with the pair a0 , w0 corresponding to the first positive value of a0 is the only stable periodic solution.
However, since existence and stability are independent concepts, the following theorem is applicable for any solution a0 , w0 of (5a). The theorem states the existence of a periodic solution* near the function v = 2a* cost where a* satisfies the bifurcation equation oi 2-//3 Fig. 3 . Graphical Solution of Equation (9) *By solution, we mean a continuously differentiable function v(t) which satisfies (4) point-wise. L Vol. XXIV, No. 3 a* = 77^-f /(2a* cos t) cos t dt (10) 4TrZ0 Jo and x0 is specified by (12) below. If a* = 0, the theorem is trivial, and therefore, we rule this out. An example of a nonlinear function / where there is a nonzero solution of (10) is f(v) = -v3. Then the solution is a a* = [~x0/3]l/2 which is real since it is shown below that x0 < 0.
Theorem. Let (a0 , u0) be any pair satisfying (5a) where co0 ^ 0 and assume that there exists a real solution a* ^ 0 of 1 f2r
F(a*) = a* ---/ /(2a* cos t) cos t dt = 0
ZttXq J o such that \dF/da\a=a. > n > 0 where x0 is specified by (12) below. Also assume that / is continuously differentiable, /(0) = /'(0) = 0, and \f(v)\ < v for |y| < 4 |a*|. Then for small « > 0, there exist functions u = co(e), v = v(t, e) such that v(t, e) is a 27r-periodic solution of (4) with co = «(«). Furthermore, w(0) = w0 and v(t, 0) = 2a* cos t. Note. For e = 0, a two-parameter family of periodic solutions exists of the form v = ae" + ae~" where a is an arbitrary complex number. This follows since (5a) implies that Lote*"] = 0. However, since the equation is autonomous, this family is a oneparameter family modulo an arbitrary translation of time. We represent this family by v(t) = 2a cos t where a is an arbitrary real number. The above theorem implies that as e becomes positive the solution v(t) = 2a* cos t bifurcates into a neighboring periodic solution with period in the r variable equal to 2ir/u(e).
Proof of Theorem:
The first part of the proof will be to transform Eq. 
where a = a0(l + e) and co = co(e) is an unspecified function of e. If (a0, co(0)) is a pair satisfying (5a), then q0(±i) = 0.
Let w = u0 + eco! and define x(ccx , «) + iy(a^ , e) = q,(i)/e-Now x is bounded away from zero if e is small enough and o>, > 0. This follows since x0 = lim x(uii , t) = tOi(-o;0 sin aj0h -a0w0h cos oi0h -a0yh sin w0h) t->0 + a07 cos a)0h -a0u0 sin cc0h.
Using (6) and (7) this becomes X0 --0)0(7 4~ P ~l~ ^(^0 H~ 72))
Hence, if 0 < , then x0 < -0 and by continuity x(wx , e) < -(3/2 for e small. For future reference we compute 
-a
But (a272 -y32)/(l -a2) = w2 + 0(e) and, therefore, &n(«0 + «<>l)2 = COo + 0(e), fc" ^ ±1
which is impossible if e is small.
Now we want to show that if v(t) is a periodic solution of (4), then it is necessary and sufficient that v(t) is an H\ solution of the following nonlinear integral equation v(t) = f f" K*(t -s)f(v(s)) ds (14)
JjTT J 0 where K'(l -£ 'exp^|"5>>-
We note that Eq. (14) has a free parameter uj, occurring in qt(ik). To show necessity, let v(t) be a real periodic solution of (4). Then v and j(v) (since / is differentiable) have Fourier expansions 
where a is some complex number and u is orthogonal to e±>l, i.e., (l/2w) /J' u(t)e±" dt =0.
We may assume that a is real since v(t) is a solution if and only if v(t -f <f>) is also a solution. Thus, equation (16) can be decomposed into the following simultaneous integral equations,
where K(l -s) = E CXP (t'y, ~ S)) , ) and v is given by (17) where a is real. Here, x + iy = q,(i)/e, as before. The problem is to prove for small e the existence of a solution (a, u(t), «). This will be done in two steps. First, we obtain an H1 solution, u[t, a, coj, of Eq. (20) where w = w0 + eco1 , a and co1 are considered free parameters, > 0, and |a -a*| < \ |a*|. Then, we use the implicit function theorem to prove the existence of a, a>, such that Eqs. (18) and (19) are also satisfied.
The existence u(t a, ojt) £ 77j of (20) will be shown using the following iteration u0(t, a, wi) = 0,
K{t -s)/(2a coss + un(s)) ds, n = 0, 1, • • • . = x0 --/ /'(2a* cos t)2 cos2 t dt, Since (26) is not zero by assumption and a*cd"/u>1(0) ^ 0, we have that (25) is also not zero. By the implicit function theorem for small e there exist unique functions a>, = wi(e) and a = a(e) such that F(a(e) , , e) = 0, G(a(e), 6jj(e), e) = 0, and a(0) = a*. This completes the proof of the theorem.
