We define and model the research production at Embrapa, the major Brazilian institution responsible for applied agricultural research. The main theoretical framework is Data Envelopment Analysis -DEA. We explore the economic interpretation and the statistical properties of these models to compute confidence intervals for output oriented efficiency measurements, based on a parametric flexible model, defined by the truncated normal distribution. These results provide a better insight on the efficiency classification and allow comparison among the DMUs involved in the evaluation process taking into account inefficiency random variation.
Introduction
It is of importance to administrators of research institutions to have at their disposal measures and procedures making feasible an evaluation of the quantum of production, as well as the technical efficiency of the production process of their institutions. In times of competition and budget constraints a research institution needs to know by how much it may increase its production, with quality, without absorbing additional resources. The quantitative monitoring of the production process allows for an effective administration of the resources available and the observation of predefined research patterns and goals. In this context, the Brazilian Agricultural Research Corporation (Embrapa) developed a production model based on the input-output data of its research units. The theoretical framework for this model is the analysis of production frontiers, known as Data Envelopment Analysis (DEA).
Several uses are made of the efficiency measurements by Embrapa's administration. Those include monitoring of production targets, resource allocation and rewarding. Administrative actions regarding a given ranking of units will have more impact if they take into account the stochastic variation imbedded in the measurements of production variables. This leads to the consideration of statistical production models, from which one may infer statistical properties for efficiency estimates. For the stochastic frontier analysis, with proper parametric specifications of the production or cost functions, this is a natural process, as can be seen in Kumbhakar and Lovell (2000) and Coelli et al. (2005) .
For the nonparametric frontier approaches induced by classical DEA (Coelli et al., 2005) or the Free Disposal Hull (FDH) of Deprins et al. (1984) , some technical issues arise and a proper approach has to be put forward to guarantee the derivation of sound statistical results. This is the line of work carried out by Banker (1993) , Banker and Natarajan (2004, 2008) , Wilson (2004, 2007) , Daraio and Simar (2007) , Souza and Staub (2007) and Souza et al. (2009a) .
In this article we combine the results of Banker (1993) , Banker and Natarajan (2008) , Simar and Wilson (2007) and Souza and Staub (2007) to come up with confidence intervals for DEA efficiency measurements, robust relative to production function choices and efficiency distributions within reason. These intervals are more appealing than those generated by the bootstrap of Wilson (2004, 2007) that may produce unexpected results, like one unit being regarded as inefficient after being observed as a benchmark or generating confidence limits that do not include observed efficiency measurements.
Our discussion proceeds as follows. In Section 2 we review the concepts leading to the models for which one may view DEA estimates as nonparametric maximum likelihood, and for which statistical properties may be derived for efficiency estimates. In Section 3 we review Embrapa's production model. Section 4 deals with the statistical results of our application and, finally, in Section 5 we summarize our findings.
Data Envelopment Analysis Production Models
Consider a production process composed of n decision making units (DMUs 
If we look at the coefficients u and v as input and output prices, we see that the measure of technical efficiency of production is very close to the notion of productivity (output income/input expenditure). Technical efficiency, in this context, basically, is looking for the price system ) , ( v u for which DMU o achieves the best relative productivity ratio. The dual problem of the linear programming problem (1) has an important economic interpretation, which we will explore. This is
The matrix products λ Y and λ X , with 0 ≥ λ , represent linear combinations of the columns of Y and X, respectively, i.e., a sort of weighted averages of output and input vectors. In this way, for each λ , we can generate a new production relation, a new "pseudo" producer. Trivially, the set of DMUs 1, 2,..., n are included among those new producers. Making allowance for these newly defined production relationships, the question that the dual intends to answer is: What proportional reduction of inputs is the smallest θ with this property. We can define the concept of technical efficiency of production in a context of fixed inputs instead of fixed outputs, i.e., in a program of output augmentation. In this environment the measure of technical efficiency of production of DMU o, under constant returns to scale, is the one defined in (3). φ is the largest φ with this property. This is the approach we will explore here.
Questions of scale can be dealt properly imposing proper restrictions in the linear programming problem. One obtains the variable returns DEA imposing the additional condition 1 1 λ ′ = on the weight vector λ .
We now turn our attention to production statistical models. We follow along the lines of Banker (1993) . Suppose m = 1 (a single output) and assume the existence of a continuous frontier production function
defined on the convex and compact subset K of the positive orthant of
The DEA frontier production function is defined for
by (5), and it can be shown that for DMU o,
, where we are assuming variable returns to scale.
are interior points to K and that they are generated in accordance with the statistical model (6),
where: a) The inefficiencies o ε are iid with a common density (Conover, 1998) .
The statistical properties of univariate DEA estimates were extended by Banker and Natarajan (2004, 2008) to encompass stochastic formulations of the production model, and by Souza and Staub (2007) to allow for non iid inefficient components.
Checking weather or not the production model fits the data is a matter of verifying if the postulated inefficiency distribution fits the efficiency observations. As in stochastic frontier analysis, the three commonly used family of distributions used to model inefficiency errors are the exponential, the half-normal and the truncated normal, the latter having flexibility properties (Coelli et al., 2005) . Again, Kolmogorov-Smirnov test can be used to assess proper fits of these families. For the exponential and half-normal cases, Banker (1993) and Souza and Staub (2007) have derived simple statistics, which allow the study of the quality of the fit.
Under the exponential model, the statistic (7) will have qui-square distribution with 2n degrees of freedom, where d is the standard error of the inefficiency errors. 
Under the assumption of a half-normal model, both w 2 and w 3 , in (8), are approximately quisquare with n degrees of freedom. (9), where q is the corresponding quantile of the estimated inefficiency error distribution. This follows from a similar result reported in Souza and Staub (2007) .
The quantile can be computed by parametric and non parametric methods. If the production models are subject also to random errors, assuming that the random error distribution has support in a bounded closed interval, the interval becomes (10), where the constant a should be estimated as in Banker and Natarajan (2008) or in Souza et al. (2009b) . These conjectures in the context of interval estimation are new to the best of our knowledge. The extension of these results to the multivariate output is not clear in the literature. 
Embrapa's Production System
Embrapa's research system comprises 37 units (DMUs) of research centers. Input and output variables are defined from a set of performance indicators known to the company since 1991. The set comprises 28 outputs and 3 inputs.
We begin our discussion with the output. The output variables are classified into four categories: Scientific production; Production of technical publications; Development of technologies, products, and processes; Diffusion of technologies and image.
By scientific production we mean the publication of articles and book chapters aimed mainly to the academic world. We require each item to be specified with complete bibliographical reference.
The category of technical publications groups publications produced by research centers aiming, primarily, agricultural businesses and agricultural production.
The category of development of technologies, products, and processes groups indicators related to the effort made by a research unit to make its production available to society in the form of a final product. Only new technologies, products and processes are considered. Those must be already tested at the client's level in the form of prototypes, or through demonstration units, or be already patented.
Finally, the category of diffusion of technologies and image encompasses production variables related to Embrapa's effort to make its products known to the public and to market its image.
The input side of Embrapa's production process is composed of three variables. Personnel expenditure, Operational Costs (consumption materials, travel and services less income from production projects), and Capital (measured by depreciation).
All output variables are measured as counts and normalized by the company's mean of the corresponding variable for the year under analysis. Likewise, the inputs are normalized by the mean. As a final output we take a weighted average of all variables in all categories of production. The weights are user defined and reflect the administration perception of the relative importance of each variable to each research center or DMU.
Defining weights is a hard and questionable task. In our application in Embrapa we followed an approach based on the Law of Categorical Judgments of Thurstone (Torgerson, 1958) . More details on this issue may be seen in Gomes and Souza (2008) . The model is competitive with the AHP method of Saaty (1994) and is well suited when several judges are involved in the evaluation process. Basically, we sent out about 500 questionnaires to researchers and administrators and asked them to rank in importance -scale from 1 to 5, each production category and each production variable within the corresponding production category. A set of weights was determined under the assumption that the psychological continuum of the responses projects onto a normal distribution.
DEA models implicitly assume that the DMUs are comparable. This is not strictly the case in Embrapa. To make them comparable it is necessary an effort to define an output measure adjusted for differences in operation and perceptions. At the level of the partial production categories we induced this measure allowing a distinct set of weights for each DMU. In principle one could go ahead and use DEA with multiple outputs. This would minimize the effort of defining weights leaving to DEA the task of finding these coefficients. The problem with such approach is that there is a kind of dimensionality curse in DEA models. As the number of factors (inputs and outputs) increases, the ability to discriminate between DMUs decreases. Thus we found convenient to extend the weight system to produce a single measure of output o y . A personnel score was created for each unit dividing its number of employees by the company's mean. Outputs and inputs were further normalized by this variable. This further established a common basis to compare research units and avoided the incidence of spurious efficient units and zero output (shadow) prices, another common occurrence in multiple output models, and also a disturbing fact for management interpretation. A single output also allows the use of the statistical tests described in the previous section.
DEA models are known to be sensitive to outliers. In our application control of outliers is particularly important for output variables. In this context we use box plot fences to adjust the values of outlying observations. Values above ( ) 3 1.5 3 1 Q Q Q + − are reduced to this value for any variable. Here Q1 and Q3 denote the first and third quartiles, respectively.
Statistical Results
In Table 1 we show Embrapa's production data for 2007. We begin our analysis of the data in Table 1 checking the scale of operation of Embrapa's research units. Efficiency estimates under constant and variable returns and the corresponding inefficiency errors are shown in Table 2 . This test is particularly important since we further normalize the data by the index of quantum of personnel. The Kolmogorov-Smirnov statistics for this hypothesis is D=0.324 with a p-value of 0.041, significant. The data used in this analysis is shown in Table 2 and are inefficiency errors ( 1) y φ − computed from the efficiency measurements. On the basis of this test statistic we assume a variable returns to scale technology. Table 3 shows goodness of fit statistics related to the fit of the exponential and half-normal distributions. We see that statistic w 1 rejects the exponential model. The statistics w 2 and w 3 do not show evidence against the half-normal distribution. 
Estimating the parameters involved by maximum likelihood methods one seeks to maximize (13) for the exponential distribution and (14) for the truncated normal. Here (.) φ denotes the probability density function of the standard normal distribution. The Kolmogorov-Smirnov test statistics for the hypotheses truncated-normal, half-normal and exponential are 0.078, 0.291 and 0.316, respectively. The only non significant result is that related to the truncated normal distribution, since the 95% asymptotic quantile for the Kolmogorov-Smirnov test statistic under the null hypothesis is 0.238. These results are not in agreement with the statistical tests reported in Table 3 , which do not reject the half-normal hypothesis. In this context, since location is significantly different from zero in the truncated normal specification, we interpret Table 3 results as lack of enough power to reject the halfnormal null hypotheses and follow the truncated normal error assumption.
The quantile plot shown in Figure 1 provides visual support for our conclusions regarding goodness of fit. This is further evidence in favor of the truncated normal. Finally, Table 5 shows the efficiency estimates under the assumption of variable returns to scale and 95% individual confidence intervals, computed under a nonparametric assumption for DEA residuals. The 95% estimated quantile for the error distribution is 1.193. For the estimated truncated normal distribution the equivalent quantity is 1.310. The former leads to smaller confidence limits in the present case.
The main advantage of the technique used here relative to other confidence intervals suggested in the literature, as the proposal of Wilson (2004, 2007) , is that the actual efficiency estimates are lower bounds and they define real possibilities for the corresponding population values. However, the imposition of stochastic errors may destroy this property. The parametric fitting is particularly convenient when covariates are present, since residuals will not be iid and quantiles will change with the DMU level.
Summary and Conclusions
Under the assumption of a statistical model containing only inefficiency errors we compute confidence intervals for the efficiency measurements computed using Data Envelopment Analysis. The production variables are normalized, which potentially leads one to consider variable returns to scale technologies. Nonparametric goodness of fit test indicates significant differences, relative to the hypothesis of constant returns to scale.
Residuals from the estimated production model follow a truncated normal distribution, which is used to compute the 95% upper limits of the individual efficient measurements. Only non efficient units are used for parameter estimation via maximum likelihood. The exponential and half-normal distributions fail to provide a good fit.
The intervals provided include actual efficiencies as possible values. This property however may be destroyed if one includes bounded random errors in the model specification. 
