by using either k-nearest neighbor or Bayesian principal component analysis before carrying out the multivariate analysis. These techniques were applied to data obtained from gels stained with classical post running dyes and from DIGE gels. Before applying the multivariate techniques, the normality and homoscedasticity assumptions on which parametric tests are based on were tested in order to perform a sound statistical analysis.
Introduction
Two dimensional electrophoresis (2-DE) requires proper data analysis techniques to avoid misleading conclusions. The use of post run protein stains for quantitative analysis is currently being questioned due to its limited power in terms of dynamic range, sensitivity and variability [1] . The improved power of the DIGE approach arises from the use of an internal standard [2] which is used to calculate a standardized abundance of each spot and to match the spots across the gels. The classical post run dyes are however still useful as long as the technical variance is kept low and the number of replicates is high enough.
The use of appropriate statistical tools to interpret the data is a must, either with classical dyes or with DIGE. The simplest statistical analysis commonly involves pairwise comparison using parametric or non parametric tests while more complicated statistical analysis involves the use of multivariate statistics and multiple comparison tests [3] [4] [5] . Before applying a statistical test, its assumptions need to be fulfilled and some data pre-processing might be required depending on the experimental data. If a parametric test is used, for every protein, normality and homoscedasticity should be tested. For a small number of replicates (3-6 in most proteomics studies), the Shapiro-Wilk test is the most reliable test for non-normality [6] .
It has been shown that low intensity spots exhibit a smaller variance between replicate gels as compared to high intensity spots [7] . As the data should be homoscedastic (show equal variances), some form of data transformation (log, asinh, square root) is required [8] . Another important issue is that samples should be independent to prevent false positives [9] .
Proteomics data always contain missing values; being a spot detected in the reference or master gel but not in the sample gel. The main causes for the occurrence of missing values are (i) spots below a threshold or detection limit; (ii) mismatches caused by distortions in the protein pattern (iii) absent spots due to bad transfer from the first to the second dimension or (iv) truly absent spots from the samples. Two-dimensional data can have around 50% missing values [10] [11] [12] . However, there are no straightforward rules how to deal with missing values. It has been demonstrated that the deletion of variables containing missing values assumes that the number of missing values is relatively small and completely at random [13] . But, in gel-based proteomics, the number of missing data is often considerable and not at random but for instance correlated to the staining procedure or the mean volume percent of the matched spots [7] . If variables with missing values, are just discarded or 
Materials and Methods

Proteomics data
This manuscript focuses on the statistical data analysis using proteomics datasets from pear and banana as case studies. Technical details for pear and banana proteomics can be found in respectively [3] and [18] . For this reason the experimental background of these datasets is only described in summary. The pear dataset contains data from six independent biological replicate samples for each of four treatments (different storage gas conditions). Proteins were visualized by silver staining [19] . Image analysis was performed with the Image Master 2-D Platinum software 6.0 (GE Healthcare). Spots were detected without spot editing and quantified as percentage volume.
The banana data set contains data from three replicate gels for each of four treatments (different sample dates; 2, 4, 8 and 14 days). Samples were labeled using the fluorescent Cyanine dyes developed for DIGE (GE Healthcare) according to the manufacturer's recommendations. In order to anticipate any dye specific effect, the samples were labeled at random with Cy3 and Cy5 and randomized over the gels. The internal standard was a mixture of all analyzed samples and was labeled with Cy2.
Labeled proteins were visualized using a Typhoon™ imager (GE Healthcare) and the gels were analyzed using the Decyder EDA software.
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Handling of missing values
For the datasets presented in this paper, three methods to handle missing values were tested which consisted of two imputation techniques preceding the multivariate analysis (KNN and BPCA) and simply dealing with the missing values during the multivariate analysis (referred to as 'NIPALS').
k-Nearest neighbor (KNN)
The KNN method assumes a relationship between spot volume patterns of groups of proteins. The KNN method selects spots showing spot volume patterns similar to the spot of interest for which to impute missing values [15] . A weighted average of values from the k most similar spots is used as an estimate for the missing value under concern.
The contribution of each spot is weighted by its similarity determined as the Euclidean distance. The optimum number of k-neighbors has to be determined empirically. The KNN imputation procedure was implemented in Matlab (The MathWorks, Inc., Natick, MA, USA) by Jörsten et al. [20] and applied in this manuscript using k=20.
Bayesian Principal Component Analysis (BPCA)
In BPCA the missing values are estimated from the known spot volumes using principal component regression (PCR). The principal components are estimated simultaneously with the regression coefficients of the PCR model using a variational Bayes algorithm. After convergence of the algorithm missing values are imputed. The BPCA imputation procedure was implemented in Matlab (The MathWorks, Inc., Natick, MA, USA) by Oba et al. [16] . BPCA consists of three processes as described above: (i) principal component regression, (ii) Bayesian estimation and (iii) Expectationmaximization (EM) like repetitive algorithm. For a detailed explanation refer to [16] . 
Nonlinear Estimation by Iterative Partial Least Squares (NIPALS)
Both Unscrambler and Decyder EDA softwares are able to perform multivariate analysis in the presence of missing data using the NIPALS algorithm. In every iteration, during calculation of the principal components or latent variables, the residuals for the missing elements in the least square function are set to zero or the missing values are replaced by their minimum distance projections onto the current estimate of the loading and score vector [21] . This method is generally used in chemometrics and proteomics [22] and is tolerant to small amounts of missing data (up to 5-20 %).
Multivariate analysis
Principal Component Analysis (PCA) (unsupervised)
PCA forms new variables (principal components) that are linear combinations of the original ones thus capturing the essential data patterns of the original data in a reduced form. PCA is useful to examine datasets with multicollinearity (e.g. proteins that act in concert with other proteins) and to get insight into certain patterns or trends [23] [24] . The score plots obtained show the distribution of the objects (gels) and their 
Partial least squares (PLS) discriminant analysis (DA) (supervised)
PLS is a bilinear regression model to create prediction models of one or several responses from a set of factors [23] . PLS-DA will construct latent variables in such a way that a maximum separation is obtained among them. PLS-DA can be useful in addition to PCA to correlate variation in a dataset with class membership [24] and to select important variables involved in class distinction. As in PCA, score and loading plots are obtained and can be interpreted in the same way as in PCA. In addition, plots for variable importance (VIP), model coefficients, residuals, distances to model plots and validation plots are obtained [25] .
VIP Procedure
The Variable Importance Plot (VIP) identifies those variables that are important for explaining the variance in the model response [24] . The VIP coefficient of a protein is calculated as a weighed sum of the squared correlations between the PLS-DA components and the original variable. The weights correspond to the percentage variation explained by the PLS-DA component in the model. The number of terms in the sum depends on the number of PLS-DA components found to be significant in distinguishing the classes. Care must be taken when excluding variables from the model. If many important variables are excluded, important explanatory information may be lost as well [25] . For more details about PLS and the VIP procedure one is referred to Norden et al [26] . 
Performance of handling missing values
The performance of handling missing values was tested on a subset of the DIGE dataset referred to as 'complete DIGE' dataset containing 542 proteins matched across all the gels without missing values. The experimental set-up is described in Figure 1A . From this 'complete DIGE' dataset thirty percent of the data was randomly removed. Using this dataset with artificially induced missing values, the various methods for handling missing values described above were tested. Since the underlying normality and equal variance assumptions are supposed to be met with DIGE data after Decyder analysis [8] , transformation of the data was not required.
The multivariate data analysis involved PLS-DA analysis to discriminate the individual gels according to similar protein expression profiles. Cross-validation was applied to test the performance of the models since the number of observations is too small to validate the models on an independent test set. The VIP procedure was used to identify the 50 most important proteins describing the difference in protein expression profiles. These selected proteins were compared between the different approaches of 
Impact of missing values handling techniques on VIP selection using DIGE data
To test the impact of different missing values handling techniques on the final VIP selection, the original incomplete DIGE data (covering 1462 proteins, containing missing values) was used. As the normality and equal variance assumptions were assumed to be met, transformation of the data was not required. Missing values were handled either during the multivariate analysis (NIPALS) or by imputing them on beforehand using either the KNN or BPCA method. PLS-DA and the VIP procedure were used to build models able to explain the variance in the dataset. The followed procedure is described in Figure 1B .
Impact of missing values handling techniques on VIP selection using classical dyes data
Normality was checked with the Shapiro and Wilk test. To meet the equal variance assumption, different transformations were tested: no transformation, a logarithmic (log), inverse hyperbolic sine (asinh) and square root transformation.
Handling missing values during the multivariate analysis (NIPALS) was compared to imputing them on beforehand using either the KNN or BPCA method. 
Results
Matching of the data and estimation of missing values
The percentage of missing values in either the DIGE or classical dyes datasets was 24 % and 29 % respectively (Table 1 ). Despite the use of an internal standard and the co-detection algorithm with the DIGE, the individual gels still need to be matched resulting in substantial amounts of missing values (Table 1A ). The total number of spots fully matched across all samples of the DIGE dataset was 542.
Performance of handling missing values
The 'complete DIGE' dataset (542 proteins) was used to evaluate the performance of different methods to handle missing values after random removal of 30% of the data The score plots and explained variances do not differ significantly for the BPCA and KNN methods (Figure 6b and c) . But when missing data was handled during the multivariate analysis (NIPALS), the variance within each group seems to be artificially reduced ( Figure 6a ) which was not observed with the 'complete DIGE' dataset ( Figure   3 ). By handling missing data during the multivariate analysis or prior application of BPCA and KNN, PLS-DA was able to explain 83%, 86% and 84% of the total variance when only the 50 most important proteins were kept although the final selection of these proteins clearly differed (Figure 5a ). Missing values are often present in classical stained and DIGE gels and must be treated appropriately. In general, less intense spots are more susceptible to be missing; nonetheless, these proteins might represent an important class responsible for regulation and signaling [10, 12] . The introduction of more and more sensitive mass spectrometric techniques, allow the identification of this low abundant class of proteins. In addition, currently many diagnostic studies rely on data mining techniques to assign samples to a certain group, thus the low abundant fraction proteins is essential [17] . Discarding such proteins, otherwise, would result in enormous loss of valuable biological information.
The BPCA method showed to be the most consistent in terms of selecting most of the proteins that would have been selected if there were no missing values in the data while KNN tended to distort the structure of the original data (Figure 4b ). This was confirmed with the calculated correlations coefficients. For the classical dyes dataset, the normality and equal variance assumptions were tested before performing the statistical analysis. The use of different transformations to stabilize the variance has been described before for proteomics data [5, 7, 11, 29] . For the classical dyes dataset it was shown that applying a log transformation is only needed to stabilize the variance but not to turn the data normal as 95 % of the data was already normally distributed regardless the transformation applied. For the different ways to handle missing data in the classical dyes dataset, 60% homology in terms of the same selected 50 most important proteins remains (Figure 7a) . It has been shown in a previous study with gene expression data by Bras and Menezes [30] that PLS based imputation methods performed better when the correlation structure of the data is weak (e.g non time series experiments), as this experiment. However, with all the datasets tested (time series, non-time series and mixed experiments) BPCA in most of the cases outperformed the PLS based estimation methods. The fact that the three of them yielded more or less the same results is encouraging in terms of robustness for a biological interpretation of the data, given that a choice has to be taken. Some examples of how the imputation methods are affecting the inclusion of particular proteins in the final VIP selection for the 'pear dataset' are given in Figure 9 . All these proteins were visually inspected and confirmed as real spots. The figure shows both the imputed and original non-missing observations. In case of BPCA and KNN imputed data the VIP selection is based on the combination of the original non-missing observations with the respective imputed values. In case of the NIPALS data set, the VIP selection is based on the original non-missing observations only. A typical protein included in all final VIP selections after each of the three methods used to deal with missing data ( Figure 9A) showed imputed values similar to the original non-missing spot volumes, suggesting accurate imputations. The protein selected by the three methods showed to be involved in a physiological disorder in pears which confirms what was found in our previous study [3] . Whenever a protein was not selected after one It might be argued that a 'preliminary filtering' of proteins, in terms of the maximum amount of missing values allowed within each protein would be good practice but would still be subjective in where to set the maximum. 
Conclusions
Data pre-processing steps have a large impact on the final selection of the most important proteins when using multivariate statistical tools such as PLS and VIP and heavily rely on how missing values are treated. There is no absolute truth in terms of which is the most appropriate way to deal with missing data, however, from the ones studied, BPCA gave the best result.
We recommend: (1) 
Acknowledgments
We would like to thank Dr. Rebecka Jörsten and Dr. Ming Ouyang (University of Rutgers, USA) and Dr. Shigeyuki Oba (Nara Institute of Science and Technology, Japan) for kindly providing us with the KNN and BPCA Matlab codes. We would like to thank 
