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In this paper we develop a new class of conjugate gradient methods for unconstrained
optimization problems. A new nonmonotone line search technique is proposed to
guarantee the global convergence of these conjugate gradient methods under some mild
conditions. In particular, Polak–Ribiére–Polyak and Liu–Storey conjugate gradientmethods
are special cases of the new class of conjugate gradient methods. By estimating the local
Lipschitz constant of the derivative of objective functions, we can find an adequate step
size and substantially decrease the function evaluations at each iteration. Numerical results
show that these new conjugate gradient methods are effective in minimizing large-scale
non-convex non-quadratic functions.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
Consider an unconstrained minimization problem
min f (x), x ∈ Rn, (1)
where Rn denotes an n-dimensional Euclidean space and f : Rn → R1 is a continuously differentiable function.
Many approaches to solving (1) are iterative methods, such as line search and trust region methods. For convenience,
if xk is the current iterate and x∗ is a minimal solution or stationary point of (1) then we denote f (xk) by fk, ∇f (xk) by gk,
∇2f (xk) by Gk and f (x∗) by f ∗, respectively. If Gk is available and invertible then dk = −G−1k gk leads to the Newton method
and dk = −gk results in the steepest descent method (e.g. [13,23,26]).
Line search methods have the form
xk+1 = xk + αkdk, k = 0, 1, 2, . . . , (2)
where dk is a search direction of f (x) at the current iterate xk andαk is a step size. The search direction dk is generally required
to satisfy
gTk dk < 0, (3)
which guarantees that dk is a descent direction of f (x) at xk [13,23,43]. In order to guarantee the global convergence, we
sometimes require dk to satisfy the sufficient descent condition
gTk dk ≤ −c‖gk‖2, (4)
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where c > 0 is a constant. Moreover, the angle property is often used in proving the global convergence of related line
search methods, that is
cos〈−gk, dk〉 = − g
T
k dk
‖gk‖ · ‖dk‖ ≥ τ ,
where 1 ≥ τ > 0.
After the descent direction dk is determined at the kth iteration, we should seek a step size along the descent direction
and complete one iteration.
There are many approaches to finding an available step size. Among them, the exact line search is too difficult or too
time-consuming to carry out and some inexact line searches are sometimes useful and powerful in practical computation,
such as Armijo line search [1], Goldstein and Wolfe line searches [12,26,43]. The Armijo line search is commonly used and
easy to implement in practical computation. The step size can also be defined by nonmonotone line search procedure (e.g.
[6,17–19,29,33,40–42,45]). We describe the Armjio line search [1] and nonmonotone Armijo line search [33] as follows.
Armijo line search. Let s > 0 be a constant, ρ ∈ (0, 1) and µ ∈ (0, 1). Choose αk to be the largest α in {s, sρ, sρ2, . . . , } such
that
fk − f (xk + αdk) ≥ −αµgTk dk.
Nonmonotone Armijo line search. Given a nonnegative integerm, the indexm(k) is defined by
m(0) = 0, 0 ≤ m(k+ 1) ≤ min(m(k)+ 1,m). (5)
Let s > 0 be a constant, ρ ∈ (0, 1) and µ ∈ (0, 1). Choose αk to be the largest α in {s, sρ, sρ2, . . . , } such that
max
0≤j≤m(k)
[fk−j] − f (xk + αdk) ≥ −αµgTk dk.
The shortcoming of the above Armijo-type line searches is how to choose the initial step size s. If s is too large then the
procedure needs to call several more function evaluations. If s is too small then the efficiency of the related algorithm will
be decreased. Therefore, we should choose an adequate initial step size at each iteration so as to find a suitable step size αk
easily.
The conjugate gradient method is an important line search method that has the form (2) with
dk =
{−gk, if k = 0;
−gk + βkdk−1, if k ≥ 1, (6)
where βk can be defined by
βFRk =
‖gk‖2
‖gk−1‖2 , β
PRP
k =
gTk (gk − gk−1)
‖gk−1‖2 ,
βHSk =
gTk (gk − gk−1)
dTk−1(gk − gk−1)
, βLSk = −
gTk (gk − gk−1)
dTk−1gk−1
,
βCDk = −
gTk gk
dTk−1gk−1
, βDYk =
gTk gk
(gk − gk−1)Tdk−1 .
or by other formulae (e.g. see [12,21,32]. The corresponding method is respectively called FR (Fletcher–Revees [13]),
PRP (Polak–Ribiére–Polyak [27,28]), HS (Hestenes-Stiefel [23]), LS (Liu-Storey [25]), CD (Conjugate Descent [12]) and DY
(Dai–Yuan [9]) conjugate gradient method.
The conjugate gradient method is an approach for solving large scale minimization problems due to its decreased
storage requirements and simple computation (e.g. [4,7,12,13,30,31]). This method was motivated by Hestenes and Stiefel
in solving symmetric positive definite linear equations [23] and developed by Fletcher and Reeves (e.g. [8,9,13]) in solving
unconstrained minimization problems. The conjugate gradient methods have wide applications in many fields, such as
control science, engineering, management science and operations research, etc., [12,43].
Although the abovementioned conjugate gradient algorithms are equivalent to each other for minimizing strong convex
quadratic functions under exact line search, they have different performancewhen they are used tominimize non-quadratic
functions or when some inexact line searches are used in these algorithms. For non-quadratic objective functions, the global
convergence of FR method was proved when the exact line search or strong Wolfe line search [2,8] was used. The PRP
method has no global convergence under some traditional line searches. Some convergent versions were proposed by using
some new complicated line searches, or through restricting the parameter βk to a nonnegative number [16,20,34,36,35].
The CDmethod and DYmethod were proved to have global convergence under strongWolfe line search [9,12]. We can find
some splendid literature on conjugate gradient method, e.g. [4,5,7,10,11,14,15,24,25,30,31,44]. However, to the best of our
knowledge, the global convergence of PRP, LS and HS methods has not been established under all mentioned line searches.
Themain reason is that many conjugate gradient methods cannot guarantee the descent of objective function values at each
iteration [21]. Thereby, we should seek some new line search approaches to overcome this drawback.
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In this paper we propose a new nonmonotone line search in which an appropriate initial step size s is defined and
varies at each iteration. The new nonmonotone line search enables us to find a suitable step size αk easily at each iteration
and guarantees the global convergence of many conjugate gradient methods under some mild conditions. The global
convergence and linear convergence rates are analyzed and numerical results show that the new class of conjugate gradient
methods with the new nonmonotone line search are more effective than other similar methods in solving large scale
minimization problems. Numerical results also show that the new nonmonotone line search can substantially decrease
the function evaluations at each iteration.
The rest of this paper is organized as follows. In the next sectionwe introduce a newnonmonotone Armijo line search and
establish a new class of conjugate gradient methods. In Sections 3 and 4 the global convergence and linear convergence rate
are analyzed respectively. Some numerical results are reported in Section 5 and conclusion remarks are given in Section 6.
2. New nonmonotone line search
We first assume that
(H1). The objective function f (x) is continuously differentiable and has a lower bound on Rn.
(H2). The gradient g(x) = ∇f (x) of f (x) is Lipschitz continuous on an open convex set B that contains the level set
L(x0) = {x ∈ Rn|f (x) ≤ f (x0)}with x0 given, i.e., there exists an L > 0 such that
‖g(x)− g(y)‖ ≤ L‖x− y‖, ∀x, y ∈ B.
Since L is usually not known a priori in practical computation but it plays an important rule in algorithm design, we need
to estimate it for the new nonmonotone line search. Later on, we should discuss the problem and present some approaches
for estimating L. Recently, some approaches for estimating L were proposed [37,38]. If k ≥ 1 then we set δk−1 = xk − xk−1
and yk−1 = gk − gk−1 and obtained the following three estimation formulae
L ' ‖yk−1‖‖δk−1‖ , (7)
L ' ‖yk−1‖
2
|δTk−1yk−1|
, (8)
L ' |δ
T
k−1yk−1|
‖δk−1‖2 . (9)
In fact, if L is a Lipschitz constant then any L′ greater than L is also a Lipschitz constant, which allows us to find a large
Lipschitz constant. However, very large Lipschitz constant can lead to a very small step size and makes conjugate gradient
methods with the new nonmonotone line search converge very slowly. Therefore, we should seek Lipschitz constants that
are as small as possible in practical computation.
In the kth iteration we take respectively the approximated Lipschitz constant as
Lk = max
(
L0,
‖yk−1‖
‖δk−1‖
)
, (10)
Lk = max
(
L0,min
(
‖yk−1‖2
|δTk−1yk−1|
,M ′0
))
, (11)
Lk = max
(
L0,
|δTk−1yk−1|
‖δk−1‖2
)
(12)
with L0 > 0 andM ′0 being a large positive number. The corresponding conjugate gradient methods are denoted by CG1, CG2
and CG3, respectively, in which the following new nonmonotone line search is used in practical computation. Their global
convergence and convergence rate will be given in the subsequent section.
New nonmonotone line search. Given µ ∈ (0, 12 ), ρ ∈ (0, 1), c ∈ ( 12 , 1) and u ∈ [0, 1]. Set sk = 1−cLk ·
(1−u)‖gk‖2−ugTk dk
‖dk‖2 and αk
is the largest α in {sk, skρ, skρ2, . . . , } such that
max
0≤j≤m(k)
[fk−j] − f (xk + αdk) ≥ −αµ
[
gTk dk +
1
2
αLk‖dk‖2
]
,
and
g(xk + αdk)Td(xk + αdk) ≤ −c‖g(xk + αdk)‖2,
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where
d(xk + αdk) = −g(xk + αdk)+ g(xk + αdk)
T (g(xk + αdk)− gk)
(1− u)‖gk‖2 − ugTk dk
dk,
m(k) is defined by (5) and Lk is estimated by (10), (11) or (12), respectively.
Algorithm (A).
Step 0. Choose x0 ∈ Rn, u ∈ [0, 1] and set d0 = −g0, k := 0.
Step 1. If ‖gk‖ = 0 then stop else go to Step 2;
Step 2. Set xk+1 = xk + αkdk where dk is defined by (6) with
βk = g
T
k (gk − gk−1)
(1− u)‖gk−1‖2 − ugTk−1dk−1
and αk is defined by the new nonmonotone line search.
Step 3. Set k := k+ 1 and go to Step 1.
It is interesting that if u = 0 then Algorithm (A) reduces to PRP method and if u = 1 then Algorithm (A) reduces to LS
method. This new nonmonotone line search is motivated based on [39].
Some simple properties of the above algorithm are given as follows.
Lemma 2.1. Assume that (H1) and (H2) hold, and Algorithm (A) with the new nonmonotone line search generates an infinite
sequence {xk}. Then, there exist m0 > 0 and M0 > 0 such that
m0 ≤ Lk ≤ M0. (13)
Proof. Obviously, Lk ≥ L0, and we can takem0 = L0. For (10), by (H2) we have
Lk = max
(
L0,
‖yk−1‖
‖δk−1‖
)
≤ max(L0, L).
For (11), we have
Lk = max
(
L0,min
(
‖yk−1‖2
δTk−1yk−1
,M ′0
))
≤ max(L0,M ′0).
For (12), by using Cauchy–Schwartz inequality, we have
Lk = max
(
L0,
δTk−1yk−1
‖δk−1‖2
)
≤ max(L0, L).
By lettingM0 = max(L0, L,M ′0), we complete the proof. 
Lemma 2.2. Assume that (H1) and (H2) hold, and Algorithm (A) with the new nonmonotone line search generates an infinite
sequence {xk}. If gTk dk < 0 and
αk ≤ 1− cL ·
(1− u)‖gk‖2 − ugTk dk
‖dk‖2 ,
then
gTk+1dk+1 ≤ −c‖gk+1‖2.
Proof. By the two inequalities and Cauchy–Schwartz inequality, we have
−(1− c)[(1− u)‖gk‖2 − ugTk dk] ≥ αkL‖dk‖2
= αkL‖gk+1‖ · ‖dk‖‖gk+1‖2 · ‖gk+1‖ · ‖dk‖
≥ ‖gk+1‖ · ‖gk+1 − gk‖‖gk+1‖2 |g
T
k+1dk|
≥ |g
T
k+1(gk+1 − gk)|
‖gk+1‖2 · |g
T
k+1dk|
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≥ g
T
k+1(gk+1 − gk)
(1− u)‖gk‖2 − ugTk dk
(1− u)‖gk‖2 − ugTk dk
‖gk+1‖2 g
T
k+1dk
= βk+1 (1− u)‖gk‖
2 − ugTk dk
‖gk+1‖2 g
T
k+1dk.
Therefore
(1− c)‖gk+1‖2 ≥ βk+1gTk+1dk,
and thus
−c‖gk+1‖2 ≥ −‖gk+1‖2 + βk+1gTk+1dk = gTk+1dk+1.
The proof is finished. 
Corollary 2.1. If the conditions in Lemma 2.2 hold then for k ≥ 0 we have
gTk dk ≤ −c‖gk‖2.
Lemma 2.3. Assume that (H1) and (H2) hold. Then the new nonmonotone line search is well-defined.
Proof. On the one hand, since
lim
α→0
 max0≤j≤m(k)[fk−j] − f (xk + αdk)+ µα
(
gTk dk + 12 Lkα‖dk‖2
)
α

≥ lim
α→0
[
fk − f (xk + αdk)+ µα(gTk dk + 12αLk‖dk‖2)
α
]
= −(1− µ)gTk dk
> 0,
there is an α′k > 0 such that
max
0≤j≤m(k)
[fk−j] − f (xk + αdk) ≥ −µα
[
gTk dk +
1
2
αLk‖dk‖2
]
, ∀α ∈ [0, α′k].
Thus, letting α′′k = min(sk, α′k) yields
max
0≤j≤m(k)
[fk−j] − f (xk + αdk) ≥ −αµ
[
gTk dk +
1
2
αLk‖dk‖2
]
, (14)
for α ∈ [0, α′′k ]. On the other hand, by Lemma 2.2, we can obtain
g(xk + αdk)Td(xk + αdk) ≤ −c‖g(xk + αdk)‖2, (15)
if α < 1−cL
(1−u)‖gk‖2−ugTk dk
‖dk‖2 . Letting
αk = min
(
α′′k ,
1− c
L
(1− u)‖gk‖2 − ugTk dk
‖dk‖2
)
,
we can see that both (14) and (15) hold whenever α ∈ [0, αk]. This shows that the new nonmonotone line search is well-
defined. The proof is completed. 
3. Global convergence
Lemma 3.1. Assume that (H1) and (H2) hold, and Algorithm (A) with the new nonmonotone line search generates an infinite
sequence {xk}. Then,
‖dk‖ ≤
(
1+ L(1− c)
m0
)
‖gk‖, ∀k, (16)
where m0 is defined in Lemma 2.1.
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Proof. For k = 0, we have
‖dk‖ = ‖gk‖ ≤
(
1+ L(1− c)
m0
)
‖gk‖.
For k > 0, by the new nonmonotone line search and Lemma 2.1, we have
αk ≤ 1− cLk ·
(1− u)‖gk‖2 − ugTk dk
‖dk‖2 ≤
1− c
m0
· (1− u)‖gk‖
2 − ugTk dk
‖dk‖2 .
By Cauchy–Schwartz inequality and the above inequality, noting the new conjugate gradient formula, we have
‖dk+1‖ = ‖ − gk+1 + βk+1dk‖
≤ ‖gk+1‖ + |gk+1(gk+1 − gk)|
(1− u)‖gk‖2 − ugTk dk
‖dk‖
≤ ‖gk+1‖
(
1+ αkL‖dk‖2/
[
(1− u)‖gk‖2 − ugTk dk
])
≤
(
1+ L(1− c)
m0
)
‖gk+1‖.
The proof is completed. 
Theorem 3.1. Assume that (H1) and (H2) hold, and Algorithm (A) with the new nonmonotone Armijo line search generates an
infinite sequence {xk}. Then there exists η > 0 such that
max
0≤j≤m(k)
[fk−j] − fk+1 ≥ η‖gk‖2. (17)
Proof. Let η0 = inf∀k{αk}. If η0 > 0 then we have
max
0≤j≤m(k)
[fk−j] − fk+1 ≥ −µαk
[
gTk dk +
1
2
αkLk‖dk‖2
]
≥ −µαk
[
gTk dk +
1
2
skLk‖dk‖2
]
= −µαk
[
gTk dk −
1
2
(1− c)gTk dk
]
= −µ(1+ c)
2
αkgTk dk
≥ 1
2
µc(1+ c)η0‖gk‖2.
By letting η = 12µcη0(1+ c)we can prove the truth of (17).
In the following, we will prove that η0 > 0. For the contrary, assume that η0 = 0. Then, there exists an infinite subset
K ⊆ {0, 1, 2, . . . , } such that
lim
k∈K ,k→∞αk = 0. (18)
By Lemmas 2.1, 2.2 and 3.1, we obtain
sk = 1− cLk ·
(1− u)‖gk‖2 − ugTk dk
‖dk‖2
≥ (1− c)
Lk
· (1− u+ uc)‖gk‖
2
‖dk‖2
≥ (1− c)(1− u+ uc)
M0
(
1+ L(1− c)
m0
)−2
> 0.
Therefore, (18) implies that there is a k′ such that
αk/ρ ≤ sk, ∀k ≥ k′ and k ∈ K .
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Letting α = αk/ρ, at least one of the following two inequalities
max
0≤j≤m(k)
[fk−j] − f (xk + αdk) ≥ −αµ
[
gTk dk +
1
2
αLk‖dk‖2
]
, (19)
and
g(xk + αdk)Td(xk + αdk) ≤ −c‖g(xk + αdk)‖2, (20)
doesn’t hold. If (19) doesn’t hold, then we can deduce
fk − f (xk + αdk) < −αµgTk dk.
Using the mean value theorem on the left-hand side of the above inequality, there exists θk ∈ [0, 1] such that
−αg(xk + θkαdk)Tdk < −αµgTk dk.
Thus
g(xk + θkαdk)Tdk > µgTk dk. (21)
By (H2), Cauchy–Schwartz inequality, (21) and Lemma 2.2, we have
Lα‖dk‖2 ≥ ‖g(xk + αθkdk)− gk‖ · ‖dk‖
≥ (g(xk + θkαdk)− gk)Tdk
≥ −(1− µ)gTk dk
≥ c(1− µ)‖gk‖2.
We can obtain from Lemma 3.1 that
αk ≥ cρ(1− µ)L
‖gk‖2
‖dk‖2 ≥
cρ(1− µ)
L(1+ L(1−c)m0 )2
> 0, k ≥ k′, k ∈ K ,
which contradicts (18).
If (20) doesn’t hold, then we have
g(xk + αdk)Td(xk + αdk) > −c‖g(xk + αdk)‖2,
and thus,
g(xk + αdk)(g(xk + αdk)− gk)
(1− u)‖gk‖2 − ugTk dk
g(xk + αdk)Tdk > (1− c)‖g(xk + αdk)‖2.
By using Cauchy–Schwartz inequality on the left-hand side of the above inequality we have
αL
‖dk‖2
(1− u)‖gk‖2 − ugTk dk
> 1− c.
Combining Lemma 3.1 we have
αk >
ρ(1− c)
L
(1− u)‖gk‖2 − ugTk dk
‖dk‖2
≥ ρ(1− c)(1− u+ uc)
L(1+ L(1−c)m0 )2
> 0, k ≥ k′, k ∈ K ,
which also contradicts (18). This shows that η0 > 0. The whole proof is completed. 
Lemma 3.2. If the conditions of Theorem 3.1 hold, then,
max
1≤j≤m
[f (xml+j)] ≤ max
1≤i≤m
[f (xm(l−1)+i)] − η min
1≤j≤m ‖gml+j−1‖
2, (22)
and
∞∑
l=1
min
1≤j≤m ‖gml+j−1‖
2 < +∞. (23)
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Proof. By (H1) and Lemma 3.1, it suffices to show that the following inequality holds for j = 1, 2, . . . ,m,
f (xml+j) ≤ max
1≤i≤m
[f (xm(l−1)+i)] − η‖gml+j−1‖2. (24)
Since the new nonmonotone Armijo line search and Theorem 3.1 imply
f (xml+1) ≤ max
0≤i≤m(ml)
[f (xml−i)] − η‖gml‖2, (25)
it follows from this and
0 ≤ m(ml) ≤ m
that (24) holds for j = 1. Suppose that (24) holds for any j : 1 ≤ j ≤ m− 1. With the descent property of dk, this implies
max
1≤i≤j
[f (xml+i)] ≤ max
1≤i≤m
[f (xm(l−1)+i)]. (26)
By the new nonmonotone line search, the induction hypothesis,
m(ml+ j) ≤ m,
Theorem 3.1 and (25), we obtain
f (xml+j+1) ≤ max
0≤i≤m(ml+j)
[f (xml+j−i)] − η‖gml+j‖2
≤ max{max
1≤i≤m
f (xm(l−1)+i),max
1≤i≤j
f (xml+i)} − η‖gml+j‖2
≤ max
1≤i≤m
[f (xm(l−1)+i)] − η‖gml+j‖2.
Thus, (24) is also true for j+ 1. By induction, (24) holds for 1 ≤ j ≤ m. This shows that (22) holds.
Since f (x) is bounded from below by (H1) , it follows that
max
1≤i≤m
[f (xml+i)] > −∞.
By summing (22) over l, we can get
∞∑
l=1
min
1≤j≤m ‖gml+j−1‖
2 < +∞.
Therefore (23) holds. The proof is end. 
Theorem 3.2. If the conditions of Theorem 3.1 hold, then
lim
k→∞ ‖gk‖ = 0. (27)
Proof. Cauchy–Schwartz inequality and Lemma 2.2 imply that
‖dk‖ ≥ c‖gk‖. (28)
By the new nonmonotone line search, Cauchy–Schwartz inequality, Lemmas 2.1, 2.2 and 3.1, and (28), we have
αk ≤ sk = 1− cLk ·
(1− u)‖gk‖2 − ugTk dk
‖dk‖2
≤ 1− c
m0
· [(1− u)/c + u](−g
T
k dk)
‖dk‖2
≤ (1− c)(1− u+ uc)
cm0
‖gk‖
‖dk‖ ≤
(1− c)(1− u+ uc)
m0c2
.
Noting the above inequality, (H2) and Lemma 3.1, it holds that
‖gk+1‖ = ‖gk+1 − gk + gk‖
≤ ‖gk+1 − gk‖ + ‖gk‖
≤ Lαk‖dk‖ + ‖gk‖
≤ L(1− c)
m0c
‖dk‖ + ‖gk‖
≤
[
1+ L(1− c)(1− u+ uc)
m0c2
(
1+ L(1− c)
m0
)]
‖gk‖.
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Let
c3 = 1+ L(1− c)(1− u+ uc)m0c2
(
1+ L(1− c)
m0
)
,
it follows that
‖gk+1‖ ≤ c3‖gk‖. (29)
Let
‖gml+φ(l)‖ = min
0≤i≤m−1 ‖gml+i‖.
By Lemma 3.2 we obtain
lim
l→∞ ‖gml+φ(l)‖ = 0, (30)
where
0 ≤ φ(l) ≤ m− 1.
By (29), we have
‖gm(l+1)+i‖ ≤ c2m3 ‖gml+φ(l)‖, i = 0, . . . ,m− 1. (31)
Therefore, it follows from (30) and (31) that (27) holds. 
4. Linear convergence rate
We further assume that
(H3). The sequence {xk} generated by Algorithm (A) with the new nonmonotone Armijo line search converges to x∗,
∇2f (x∗) is a positive definite matrix and f (x) is twice continuously differentiable on N(x∗, 0) = {x| ‖x− x∗‖ < 0}.
Lemma 4.1. Assume that (H3) holds. Then there exist m′,M ′ and 0 with 0 < m′ ≤ M ′ and  ≤ 0 such that
m′‖y‖2 ≤ yT∇2f (x)y ≤ M ′‖y‖2, ∀x, y ∈ N(x∗, ); (32)
1
2
m′‖x− x∗‖2 ≤ f (x)− f (x∗) ≤ 1
2
M ′‖x− x∗‖2, ∀x ∈ N(x∗, ); (33)
M ′‖x− y‖2 ≥ (g(x)− g(y))T (x− y) ≥ m′‖x− y‖2, ∀x, y ∈ N(x∗, ); (34)
and thus
M ′‖x− x∗‖2 ≥ g(x)T (x− x∗) ≥ m′‖x− x∗‖2, ∀x ∈ N(x∗, ). (35)
By (35) and (34) we can also obtain, from Cauchy–Schwartz inequality, that
M ′‖x− x∗‖ ≥ ‖g(x)‖ ≥ m′‖x− x∗‖, ∀x ∈ N(x∗, ), (36)
and
‖g(x)− g(y)‖ ≤ M ′‖x− y‖, ∀x, y ∈ N(x∗, ). (37)
Its proof can be seen from the literature (e.g. [43]).
Theorem 4.1. Assume that (H3) holds, Algorithm (A) with the new nonmonotone line search generates an infinite sequence {xk}.
Then {xk} converges to x∗ at least R-linearly.
Proof. If (H3) holds then there exists k′ such that xk ∈ N(x∗, 0),∀k ≥ k′. Without loss of generality, we assume that
x0 ∈ N(x∗, 0), and thus, (H1) and (H2) hold. By the proof of Theorem 3.1 we have
max
0≤j≤m(k)
[fk−j] − fk+1 ≥ η‖gk‖2, (38)
where η = 12µcη0(1+ c).
By Lemma 2.2 and Cauchy–Schwartz inequality we have
‖gk‖ · ‖dk‖ ≥ −gTk dk ≥ c‖gk‖2,
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which yields
‖dk‖ ≥ c‖gk‖. (39)
According to the procedure of Algorithm (A) with the new nonmonotone line search and Lemma 4.1, we have
m′ ≤ Lk. (40)
By the definition of η0 in the proof of Theorem 3.1, Cauchy–Schwartz inequality, (39) and (40), we have
η0 ≤ 1− cLk ·
(1− u)‖gk‖2 − ugTk dk
‖dk‖2
≤ (1− c)(1− u+ uc)
cLk
· −g
T
k dk
‖dk‖2
≤ (1− c)(1− u+ uc)
cLk
· ‖gk‖‖dk‖
≤ (1− c)(1− u+ uc)
c2m′
.
Therefore
η0 ≤ (1− c)(1− u+ uc)c2m′ . (41)
By Lemma 4.1 and (38) we obtain
max
0≤j≤m(k)
[fk−j] − fk+1 ≥ η‖gk‖2
≥ ηm′2‖xk − x∗‖2
≥ 2ηm
′2
M ′
(fk − f ∗).
By setting
θ = m′
√
2η
M ′
,
we have
max
0≤j≤m(k)
[fk−j] − fk+1 ≥ θ2(fk − f ∗), (42)
and we can prove that θ < 1. In fact, by the definition of η, (41) and noting thatm′ < M ′ ≤ L, we obtain
θ2 = 2m
′2η
M ′
≤ m
′2η0cµ(1+ c)
M ′
≤ m
′2c(1+ c)(1− c)(1− u+ uc)µ
m′M ′c2
≤ µ(1− c
2)(1− u+ uc)
c
<
µ(1− c2)
c
< 1.
Noting (42), the following proof is similar to that of [6,40]. 
5. Numerical reports
In this section, wewill conduct some numerical experiments to show the efficiency of the new class of conjugate gradient
methods with the new nonmonotone line search. CG1, CG2, and CG3 denote Algorithm (A) with the new nonmonotone line
search corresponding to the estimation (10)–(12) respectively. LS denotes the original LS method with strong Wolfe line
search. LS+ denotes the LS method with
βk = max(0, βLS)
and strong Wolfe line search [7,20,26].
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In the sameway, PRP denotes the original PRPmethod with strongWolfe line search. PRP+ denotes the PRPmethod with
βk = max(0, βPRP)
and strong Wolfe line search
Strong Wolfe line search. Choose αk to satisfy
fk − f (xk + αdk) ≥ −µαgTk dk, (43)
and
|g(xk + αdk)Tdk| ≤ −σgTk dk, (44)
with µ = 0.25 and σ = 0.75.
Strong Wolfe line search has been proved to be an efficient line search technique in some literature. Several numerical
results also have shown that strongWolfe line search has a good performance in practical computation. However, it needs to
solve a system of two inequalities in one variable, which increased the cost of computation. In fact, we should estimate some
adequate step size at each iteration. In so doing, we can save computational time andmemory cost. How dowe estimate the
step size in terms of iterative information? In this paper, we analyzed three approaches to estimating the Lipschitz constant
and step sizes. Numerical results showed that the estimation is useful in practical computation.
We first chose 15 test problems (Problems 21–35) with the dimension n = 10000 and initial points from literature [31]
to implement the new class of conjugate gradient methods with the new nonmonotone line search on a portable computer
with Pentium IV/1.2 MHz CPU. The double precision and C++ language were used to program the procedure. We set the
parametersm = 3, µ = 0.25, ρ = 0.75, c = 0.75 and L0 = 1 in the numerical experiment.
In practical computation, if m is too large then we can find a large step size. In the beginning of iteration, taking large
m is reasonable because we hope the iterates move to an optimal point quickly. But, if the iterates are close neighbors of
the optimal point, taking large m is not reasonable because we need not large step size in this case. Practical computation
can remind us to take large or smallm in solving different problems. In common cases, takingm = 3 is reasonable for most
optimization problems.
The stop criterion is
‖gk‖ ≤ 10−8‖g0‖,
and the numerical results are given in Table 1.
In Table 1, CPU denotes the total CPU time (seconds) for solving all the 15 test problems. It can be seen from Table 1 that
the LS method (Algorithm (A) corresponding to u = 0) and PRP method (Algorithm (A) corresponding to u = 1) with the
new nonmonotone line search are effective for solving some large scale problems. In particular, LS1 and PRP1methods seem
to be the best ones among the eight algorithms because they use the least iterative number and function evaluations to the
same precision. This shows that the estimation formula (10) may be more reasonable than other formulae. In fact, we have
|δTk−1yk−1|
‖δk−1‖2 ≤
‖yk−1‖
‖δk−1‖ ≤
‖yk−1‖2
|δTk−1yk−1|
.
This motivates us to guess that the available Lipschitz constant should be chosen in the interval[
δTk−1yk−1
‖δk−1‖2 ,
‖yk−1‖2
δTk−1yk−1
]
.
It can be seen from Tables 1 and 2 that LS and PRP methods with the new nonmonotone line search are superior to
LS, LS+, PRP and PRP+ conjugate gradient methods, respectively. Moreover, LS and PRP methods may fail in some cases
if we chose inadequate parameters. Although LS+ and PRP+ conjugate gradient methods have global convergence, their
numerical performance is not better than LS and PRP methods in many situations. Numerical experiments show that the
new nonmonotone line search proposed in this paper is effective for LS and PRP methods in practical computation. The
reason is, we used local Lipschitz constant estimation in the new line search and could define an adequate initial step size
sk so as to seek a suitable step size αk for LS and PRP methods, which reduced the function evaluations at each iteration and
improved the efficiency of LS and PRP methods.
However, since the 15 test problems from [31] are almost quadratic, the above comparisons seem to be inadequate in
some sense. We chose another 15 test problems from CUTEr (see [3,21,22]) and implemented the new conjugate gradient
methods with the new nonmonotone line search, LS1, LS2, LS3, PRP1, PRP2, PRP3, LS, LS+, PRP and PRP+ conjugate gradient
methods. The stop criteria is
‖gk‖∞ ≤ 10−5(1+ |f0|).
Numerical results are summarized in Tables 3 and 4.
From Tables 3 and 4, we can see that the new conjugate gradient methods PRP1, PRP2, PRP2 are superior to PRP and PRP+
methods in practical computation. In the same way, LS1, LS2 and LS3 methods are superior to LS and LS+ methods.
All the numerical results show that the step size estimation at each iteration is very important in practical computation.
It also shows that, if we find an adequate step size estimation at each iteration, Armijo line search can be superior to Wolfe
line search in practical computation.
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Table 1
Iterations and function evaluations for LS methods
P n LS1 LS2 LS3 LS LS+
21 104 32/198 33/93 52/118 52/187 65/142
22 104 30/89 47/189 54/223 61/321 63/387
23 104 25/78 30/98 32/78 44/136 51/221
24 104 31/114 46/214 52/281 77/256 81/268
25 104 43/142 42/178 57/211 43/118 52/176
26 104 32/138 35/126 33/113 52/174 55/192
27 104 36/167 42/181 33/135 49/227 42/189
28 104 52/273 62/226 72/223 72/186 78/346
29 104 28/96 26/106 31/128 42/191 52/189
30 104 46/178 38/167 33/126 41/167 42/788
31 104 62/145 72/126 67/178 72/168 72/189
32 104 52/167 52/194 75/186 78/197 72/216
33 104 32/186 45/173 42/184 36/127 48/175
34 104 38/183 36/263 36/268 59/250 54/271
35 104 56/273 62/226 51/331 68/239 61/278
CPU – 89 s 118 s 169 s 248 s 295 s
Table 2
Iterations and function evaluations for PRP methods
P n PRP1 PRP2 PRP3 PRP PRP+
21 104 31/165 32/73 46/97 48/138 59/133
22 104 30/93 38/167 58/186 52/273 66/291
23 104 24/66 32/112 31/93 46/138 54/184
24 104 35/134 42/189 55/178 66/183 78/224
25 104 45/157 42/162 55/216 43/164 58/196
26 104 47/164 36/95 38/115 56/123 54/160
27 104 32/137 48/141 36/193 44/186 46/173
28 104 46/189 61/185 62/164 78/216 72/281
29 104 33/78 29/151 35/142 46/167 56/173
30 104 46/163 38/184 33/152 46/169 43/346
31 104 52/121 73/166 64/171 76/166 73/164
32 104 49/137 52/156 78/191 71/187 75/222
33 104 33/146 48/175 44/165 36/106 42/157
34 104 32/164 38/180 35/221 54/282 57/287
35 104 51/232 55/186 56/257 69/213 53/242
CPU – 82 s 121 s 173 s 256 s 318 s
Table 3
Iterations and function evaluations for LS methods
P n LS1 LS2 LS3 LS+ LS
ARWHEAD 104 12/17 13/18 12/17 22/56 25/55
DQDRTIC 104 13/29 17/28 14/23 16/28 15/42
ENGVAL1 104 15/18 14/19 12/19 13/25 14/38
VAREIGVL 104 18/23 18/27 19/28 18/28 19/54
WOODS 104 15/18 17/24 15/24 18/34 19/56
LIARWHD 104 27/32 25/38 23/33 28/42 38/49
MOREBV 104 76/82 73/81 73/85 79/83 74/97
NONDIA 104 22/26 22/28 22/26 22/36 28/52
TQUARTIC 104 23/29 23/28 23/27 22/29 24/46
POWELLSG 104 56/79 58/64 53/69 48/67 53/92
QUARTC 104 23/45 22/36 27/31 22/64 28/48
SCHMVETT 104 22/29 24/29 25/32 24/36 25/38
SPARSQUR 104 34/38 45/86 42/53 36/68 49/69
SROSENBR 104 18/23 19/26 21/42 19/36 27/73
TOINTGSS 104 16/27 18/26 16/25 18/35 19/49
CPU – 86 s 113 s 82 s 132 183 s
6. Conclusion
In this paper, we proposed a new class of conjugate gradient methods for minimizing functions that have Lipschitz
continuous partial derivatives. In particular, the new class of conjugate gradient methods contains PRP and LS methods
as its special cases. A new nonmonotone line search was proposed for guaranteeing the global convergence of these new
conjugate gradient methods. It needs to estimate the local Lipschitz constant of the derivative of objective functions in the
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Table 4
Iterations and function evaluations for PRP methods
P n PRP1 PRP2 PRP3 PRP PRP+
ARWHEAD 104 11/19 14/18 12/19 23/53 24/77
DQDRTIC 104 13/32 18/36 15/28 19/39 18/43
ENGVAL1 104 16/19 15/23 14/27 17/53 19/58
VAREIGVL 104 18/28 18/25 19/26 23/48 21/57
WOODS 104 16/23 15/19 17/28 19/38 19/46
LIARWHD 104 23/36 23/38 23/34 27/51 27/69
MOREBV 104 71/87 72/89 72/89 79/98 75/94
NONDIA 104 21/28 21/32 21/26 26/42 28/59
TQUARTIC 104 22/27 26/48 26/49 32/48 33/65
POWELLSG 104 48/74 53/68 51/73 54/87 58/96
QUARTC 104 24/45 22/38 23/39 27/78 28/81
SCHMVETT 104 23/31 21/27 23/29 31/39 42/68
SPARSQUR 104 32/48 42/58 42/55 32/73 33/85
SROSENBR 104 21/28 21/36 23/47 31/67 29/73
TOINTGSS 104 18/23 16/32 15/39 22/58 21/64
CPU – 89 s 107 s 91 s 152 s 197 s
new nonmonotone line search. The global convergence and linear convergence rate of the new class of conjugate gradient
methodswith the newnonmonotone line searchwere analyzed under somemild conditions. Numerical results showed that
the corresponding LS and PRPmethods with the new nonmonotone line search are effective and superior to LS, LS+, PRP and
PRP+ conjugate gradient methods with strong Wolfe line search. The main reason is that, using local Lipschitz constant
estimation we can choose an adequate initial step size sk and a suitable step size αk at each iteration, which decreases the
function evaluations and improves the efficiency of conjugate gradient methods. In fact, we need only to estimate the local
Lipschitz constant of the derivative of objective functions, although we used the global Lipschitz constant in analyzing the
global convergence of these conjugate gradient methods.
For future research,we should investigate the estimation for the Lipschitz constant of the derivative of objective functions
and give a wider scope for step sizes. Furthermore, we can investigate these conjugate gradient methods when u ∈ (0, 1).
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