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Abstract
For a class of competitive maps there is an invariant one-codimensional
manifold (the carrying simplex) attracting all non-trivial orbits. In the
present paper it is shown that its convexity implies that it is a C1 submanifold-
with-corners, neatly embedded in the non-negative orthant. The proof
uses the characterization of neat embedding in terms of inequalities be-
tween Lyapunov exponents for ergodic invariant measures supported on
the boundary of the carrying simplex.
1 Introduction
In his paper [7] M. W. Hirsch proved, for a wide class of totally competitive
systems of ordinary differential equations (ODEs), the existence of an unordered
(with respect to the coordinate-wise ordering) invariant set, homeomorphic to
the standard probability simplex via radial projection, such that every non-
trivial (that is, not equal identically to zero) orbit is attracted towards it. Some
gaps in Hirsch’s proof in [7], noticed by M. L. Zeeman, were filled in later proofs
of discrete-time analogues, see below.
M. L. Zeeman in [26] introduced the name ‘carrying simplex’. It would
be good to give some explanation of the meaning of the name. Namely, totally
competitive systems model interactions between species where both interspecific
and intraspecific competition are present. The simplest ODE of that kind, the
logistic equation x˙ = rx(1 − xK ), where r,K > 0, has the property that its
positive solutions tend, as t → ∞, to K. The biological interpretation is that
the population density eventually stabilizes at K (which is called the carrying
capacity). In the multidimensional case, as each non-trivial solution tends to
that simplex, the eventual behaviour is given by the restriction of the system
on the simplex. We mention here that, as shown by Smale [20], every smooth
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vector field on the standard n-dimensional probability simplex can be embedded
in a totally competitive system of dimension n+ 1.
Hirsch’s theory of carrying simplices has been extended to some discrete-
time competitive systems. To the present author’s knowledge, the first paper
to deal with those issues is H. L. Smith [21]. There, a class of competitive
maps was introduced which contained Poincare´ maps of time-periodic totally
competitive systems of ODEs, and for that class the existence of a carrying
simplex was proved. Some problems left open in [21] were resolved in Wang and
Jiang [23]. In [8] Hirsch announced a theorem on the existence of a carrying
simplex for some discrete-time competitive systems (not necessarily invertible).
In [19, Appendix] Ruiz-Herrera proved the existence of the carrying simplex for
maps that are not necessarily bijective. A similar result was obtained by Jiang,
Niu and Wang in [11, Appendix]. For a different, more ‘dynamical’ in spirit,
proof, see Baigent [5] (analogues for Lotka–Volterra systems of ODEs were given
in [3], [4]).
Among other results, Hirsch showed in [7] that the carrying simplex is a
Lipschitz submanifold. He asked there whether the simplex is smooth.
The solution of the problem of the smoothness of the carrying simplex inside
the non-negative orthant has been eluding, and continues to elude, researchers
so far. Indeed, to the present author’s best knowledge, no counterexamples are
known.
A consequence of the above is that, although we have reduction to a system
of smaller dimension, that reduction is at most Lipschitz. Apparently, this
should have no relevance when one uses purely topological tools such as CW
decompositions (see [6]) or degree ([10], and recently, [18]), but even then the
(possible) absence of smoothness can be a serious problem.
The picture changes when one takes into account the boundary of the carry-
ing simplex. Namely, the most general result is that the carrying simplex is a C1
submanifold-with-corners neatly embedded in the non-negative orthant if and
only if for any ergodic invariant measure supported on the boundary of the sim-
plex the external Lyapunov exponents are larger than the principal Lyapunov
exponent [9] (for an earlier continuous-time version, with the ’if’ implication
only, see [14]).
In particular, a sufficient condition for the satisfaction of the above property
of invariant measures is that for each face of the carrying simplex the bound-
ary of the face be weakly repelling (that property is called, in the context of
mathematical ecology, weak persistence). See [14], and for the strong repelling
(permanence), [17].
Convexity of the carrying simplex (or, more precisely, convexity of the global
attractor) is a feature that has been intensively investigated recently (see, for ex-
ample, [4, 5]). As, at least for discrete-time competitive maps being analogues
of Lotka–Volterra competitive systems of ODEs, there is strong correlation be-
tween the convexity of the carrying simplex and the global asymptotic stability
of the (necessarily unique) interior fixed point ([4]; cf. also [22, 24, 25]), it is
not unnatural, in view of the results mentioned in the last paragraphs, to sus-
2
pect that the convexity of the carrying simplex should imply the appropriate
inequalities on the Lyapunov exponents. The present paper shows that this is
indeed the case for a general class of competitive maps.
The result for three-dimensional systems has been proved in [16].
The paper is organized as follows. In Section 2 the notation is introduced,
the necessary definitions and results are given. The Main Theorem is formulated
in Section 3. Section 4 is devoted to the proof of the main result.
2 Carrying simplices: Existence and basic prop-
erties
For a metric space W let B(W ) stand for the σ-algebra of Borel subsets of W .
N denotes the set of positive integers.
We shall distinguish between points (elements of the affine space H = {x =
(x1, . . . , xN ) : xi ∈ R }) and vectors (elements of the vector space V = { v =
(v1, . . . , vN ) : vi ∈ R }). ‖·‖ stands for the Euclidean norm in V . Denote by
C = {x ∈ H : xi ≥ 0 for all i = 1, . . . , N } the non-negative orthant .
The interior of C is C◦ := {x ∈ H : x  0 } and the boundary of C is
∂C = C \ C◦.
For I ⊂ {1, . . . , N}, let CI := {x ∈ CI : xj = 0 for j ∈/∈ I }, C˙I := {x ∈
CI : xi > 0 for i ∈ I } and ∂CI be the relative boundary of CI , ∂CI = CI \ C˙I .
CI is called a k-dimensional face of C, where k = card I.
For x, y ∈ CI , we write x ≤I y if xi ≤ yi for all i ∈ I, and xI y if xi < yi
for all i ∈ I. If x ≤I y but x 6= y we write x <I y (the subscript in ≤, <,  is
dropped if I = {1, . . . , N}).
The standard non-negative cone K, with nonempty interior K◦, in V is the
set of all v in V such that vi ≥ 0 for all i ∈ {1, . . . , N}. For I ⊂ {1, . . . , N}, let
VI := { v ∈ V : vj = 0 for j /∈ I }. The relations ≤I , <I , I between vectors
in VI are defined as the relations between points in CI . Let KI := K ∩ VI ,
K˙I := { v ∈ KI : vi > 0 for i ∈ I }, ∂KI := KI \ K˙I .
Let P : C → P (C) be a Ck diffeomorphism onto its image P (C) ⊂ H. Recall
that this means that there is an open U ⊂ H, C ⊂ U , and a Ck diffeomorphism
P˜ : U → P˜ (C) such that the restriction P˜ |C of P˜ to C equals P .
A set A ⊂ C is invariant if P (A) = A. For x ∈ C the ω-limit set ω(x) of x
is the set of those y ∈ C for which there exists a subsequence nk →∞ such that
‖Pnmx− y‖ → 0 as m→∞. A compact invariant Γ ⊂ C is the global attractor
for P if for each bounded B ⊂ C and each  > 0 there exists n0 ∈ N such that
Pn(B) is contained in the -neighbourhood of Γ for n ≥ n0.
As in [9] we introduce the following assumptions. We assume throughout
the paper that they are satisfied.
(H1) P is a C2 diffeomorphism onto its image P (C).
3
(H2) For each nonempty I ⊂ {1, . . . , N}, the sets A = CI , C˙I and ∂CI have
the property that P (A) ⊂ A and P−1(A) ⊂ A.
(H3′) For each nonempty I ⊂ {1, . . . , N} and x ∈ C˙I , the I × I Jacobian
matrix D(P |CI )(x)−1 = (DP (x)−1)I = (DP−1(Px))I has all entries posi-
tive. Moreover, for any non-zero v ∈ K{1,...,N} \ I there exists j ∈ I such
that (DP (x)−1v)j > 0.
(H4′) For each i ∈ {1, . . . , N}, P |C{i} has a unique fixed point ui > 0 with
0 < (d/dxi)(P |C{i})(ui) < 1. Moreover,
∂Pi
∂xj
(ui) < 0 (j 6= i).
(H5) If x ∈ C˙I is a nontrivial p-periodic point of P , then µI,p(x) < 1, where
µI,p(x) is the (necessarily real) eigenvalue of the mapping D(P |CI )p(x) with the
smallest modulus.
(H6) For each nonempty I ⊂ {1, . . . , N} and x, y ∈ C˙I , if 0 I Px I Py,
then
Pix
Piy
≥ xi
yi
for all i ∈ I (where P = (P1, . . . , PN )).
Maps satisfying (H1), (H2) and some weaker form of (H3′) (without the last
sentence) are called in [21] competitive maps.
Remark 1. Observe that the restriction of the mapping satisfying (H1) to (H6)
to any face CI of nonzero dimension satisfies all the above assumptions, modulo
relabelling.
The symbol 4 stands for the standard probability (N − 1)-simplex, 4 :=
{x ∈ C : ∑Ni=1 xi = 1 }.
Theorem 2.1. There exists a compact invariant S ⊂ C (the carrying simplex
for P ) having the following properties:
(i) S is homeomorphic to the standard probability simplex 4 via radial pro-
jection R.
(ii) No two points in S are related by the  relation. Moreover, for each
nonempty I ⊂ {1, . . . , N} no two points in S ∩ C˙I are related by the <I
relation.
(iii) For any x ∈ C \ {0} one has ω(x) ⊂ S.
(iv) The global attractor Γ equals {αx : α ∈ [0, 1], x ∈ S }.
Proof. Parts (i), (iii) and the first sentence in part (ii) correspond to parts of [9,
Thm. 0]. The second sentence in part (ii) follows from an application of [9,
Thm. 0(ii)] to the carrying simplex of the restriction of the map P to CI . Part
(iv) is [9, Prop. 2.4].
We let SI := S ∩CI , S˙I = S ∩ C˙I , ∂SI := S ∩ ∂CI and S◦ := S ∩C◦. A set
SI is called a k-dimensional face of S, k = card I − 1.
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3 Statement of the main results
Before stating our main results we shortly explain what is meant by the neat
embedding of the carrying simplex. The differential-topological formulation of
that concept is rather complicated, and the reader is referred to [9] (in the
present context).
For our purposes in the present paper the following suffices. S is a C1
submanifold-with-corners neatly embedded in C when R−1|4 is a C1 mapping
(recall that R|S , the radial projection R restricted to S, is a homeomorphism
between S and the standard probability simplex 4). In other words, S is a C1
submanifold-with-corners neatly embedded in C if and only if there exists a C1
function ρ : 4→ (0,∞) such that
(R|S)−1(y) = ρ(y)y, y ∈ 4.
One can imagine neat embedding as ‘as little tangency as possible.’ In general,
the position of the carrying simplex can be quite complicated: a part of the face
of the carrying simplex can be tangent to the corresponding face of the orthant,
whereas at another part we have transversality. See [15] and the figure below.
Figure 1: This is a picture (taken from [13]) of the carrying simplex that is NOT
neatly embedded. The ODE system is x˙1 = x1(1− x1 − 1.9x2 − 0.2x3), x˙2 = x2(1−
0.9 x1 − x2 − 0.5x3), x˙3 = x3(1 − 4x1 − 1.1x2 − x3). S is tangent to C{1,2} along
S{1,2} \ {(0, 1, 0)}, whereas the tangent cone at (0, 1, 0) contains a vector with third
coordinate positive.
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Definition 3.1. The carrying simplex S is convex if the set {αx : α ∈ [0, 1], x ∈
S }, that is, the global attractor Γ, is convex.
We are ready now to formulate the main theorem in the paper.
Main Theorem. Assume that S is convex. Then S is a C1 submanifold-with-
corners neatly embedded in C.
In the proof of Main Theorem we will make heavy use of the characterization
of the neat embedding of S given in [9]. We introduce now the required concepts.
Let DP denote the linear skew-product dynamical system,
DP (x, v) = (Px,DP (x)v), x ∈ C, v ∈ V,
induced by P on the product bundle C × V . The restriction of DP to Γ× V is
a bundle automorphism.
Fix an invariant ergodic measure µ supported on the boundary ∂S. Let
I(µ) ⊂ {1, . . . , N} be such that µ(S˙I(µ)) = 1. By ergodicity, such an I(µ) is
unique. By (H2), the product bundles SI(µ)×VI(µ) and SI(µ)×V are invariant
under DP . The Lyapunov exponents for DP |SI(µ)×VI(µ) (for definitions, see,
e.g., [2, Thm. 3.4.11]) are called internal Lyapunov exponents. The smallest
internal Lyapunov exponent is called the principal Lyapunov exponent . For
each j ∈ {1, . . . , N}\ I(µ) the bundle SI(µ)×VI(µ)∪{j} is invariant and contains
SI(µ) × VI(µ). The ‘additional’ Lyapunov exponent for DP |SI(µ)×VI(µ)∪{j} is
called the j-th external Lyapunov exponent .
For the following, see [9, Thm. A].
Theorem 3.2. S is a C1 submanifold-with-corners neatly embedded in C if
and only if for each ergodic invariant measure µ supported on ∂S the principal
Lyapunov exponent is smaller than all external Lyapunov exponents.
4 Proof of the Main Theorem
Our aim in this section is the proof of the following result.
Theorem 4.1. Assume that S is convex. Then for each ergodic invariant mea-
sure µ supported on ∂S the principal Lyapunov exponent is smaller than all
external Lyapunov exponents.
In view of the characterization given in Theorem 3.2 this will be equivalent
to proving the Main Theorem.
The proof goes by induction on the cardinality of I(µ).
Let, for 1 ≤ k ≤ N − 1, (Hk) denote the following statement:
For any ergodic invariant measure µ with card I(µ) ≤ k the principal Lyapunov
exponent is smaller than the external Lyapunov exponents.
A main role in the inductive procedure employed in [9] in the proof of the
‘if’ part of Theorem 3.2 (in our notation) was played by the following result
(cf. Fundamental Induction Hypothesis on p. 1640 of [9]). It will play a similar
role in the proof of the Main Theorem here.
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Proposition 4.2. Assume (Hk). Then each SI with card I = k is a C
1
submanifold-with-corners neatly embedded in CI . Moreover, there is an invari-
ant Whitney sum decomposition
SI × VI = T SI ⊕RI , (1)
where T SI stands for the tangent bundle of SI , with the following properties:
(i) The fiber RI(x) of RI over x ∈ SI can be written as span{r(x)}, where
r : SI → VI is continuous, with ‖r(x)‖ = 1 for all x ∈ SI , and r(x) ∈ K˙I
if x ∈ S˙I ;
(ii) For any x ∈ SI the tangent space TxSI of SI at x intersects KI only at 0;
(iii) There are C > 0 and ν > 0 such that
‖DPn(x)r(x)‖
‖DPn(x)w‖ ≤ Ce
−νn (2)
for all x ∈ SI , non-zero w ∈ TxSI and all n ∈ N.
Proof. In view of Remark 1, this is [9, Thm. 5.1] applied to the restriction of P
to CI .
We need to show that (Hk−1) implies (Hk). Again using Remark 1, we shall
prove only the last inductive step, that is, that (HN−2) implies (HN−1). So,
we need to show that for any ergodic invariant measure supported on S˙I with
card I = N − 1 its principal Lyapunov exponent is smaller than its (unique)
external Lyapunov exponent. For notational simplicity we take I = {1, . . . , N −
1}.
4.1 Geometrical considerations
For x ∈ S we define
C1(x) := { v ∈ V : ∃ (x(k))∞k=1 ⊂ S \ {x}, x(k) → x,
x(k) − x
‖x(k) − x‖ → v }.
C(x) := {λx : λ ≥ 0, v ∈ C1(x) } is called the tangent cone of S at x. C(x) is a
non-trivial (that is, not containing only 0) closed subset of V .
Observe that if x ∈ S◦ then it follows from Theorem 2.1(i) that the orthog-
onal projection of C(x) along (1, . . . , 1) equals { v ∈ V : ∑Ni=1 vi = 0 }. When
S◦ is C1, C(x) = TxS, the tangent space of S at x, for all x ∈ S◦.
For a carrying simplex neatly embedded in C, at each x ∈ ∂S the tangent
space TxS equals span C(x). To illustrate how, generally, the families of tangent
cones can look like, let us go back to the example in Figure 1. For x ∈ S{1,2} \
{(0, 1, 0)} there holds span C(x) = V{1,2}, whereas span C((0, 1, 0)) is a two-
dimensional subspace transverse to V{2} (for proofs see [9, Example 8.3]).
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Further, DP (x)C(x) = C(P (x)) for any x ∈ S.
Families of tangent cones will play a significant role in the proof of the Main
Theorem. Assuming, per contra, that for some ergodic invariant measure the
external Lyapunov exponent is not larger than the principal Lyapunov exponent
we will construct an invariant measurable family of tangent vectors, and it will
turn out that its existence is incompatible with the inequalities on the Lyapunov
exponents.
Let eN = (0, . . . , 0, 1). For x ∈ SI we decompose z ∈ C1(x) as
z = α(z)eN − β(z)r(x) + w(z), (3)
with real α(z), β(z) and w(z) ∈ TxSI . Since the N -th coordinates of r(x) and
w(z) are zero, the N -th coordinate of z is non-negative, and ‖z‖ = 1, we have
0 ≤ α(z) ≤ 1.
Lemma 4.3. β(z) ≥ 0 for any z ∈ C1(x), x ∈ S˙I .
Proof. Suppose that there are x ∈ S˙I and z ∈ C1(x) such that β(z) in (3) is
negative. Then it follows from Proposition 4.2(i) that α(z)eN −β(z)r(x) ∈ K◦.
Assume that w(z) 6= 0. Since z ∈ C1(x), there is a sequence (x(k))∞k=1 ⊂
S \ {x} converging to x and such that for each  > 0∥∥∥∥ x(k) − x‖x(k) − x‖ − (α(z)eN − β(z)r(x) + w(z))
∥∥∥∥ <  (4)
for n sufficiently large. By Proposition 4.2, S˙I is a C
1 (N − 2)-dimensional
manifold, so there exists a C1 arc A ⊂ S tangent at x to w(z). Consequently,
for any (sufficiently large) k there exists x˜(k) ∈ A such that ‖x˜(k) − x‖ =
‖w(z)‖ ‖x(k) − x‖. Further, as A is tangent at x to γ(z)w, for each  > 0 there
holds ∥∥∥∥ x˜(k) − x‖x˜(k) − x‖ − w(z)‖w(z)‖
∥∥∥∥ < ‖w(z)‖ ,
consequently ∥∥∥∥ x˜(k) − x‖x(k) − x‖ − w(z)
∥∥∥∥ < , (5)
for k sufficiently large. Putting together (4) and (5) we see that∥∥∥∥x(k) − x˜(k)‖x(k) − x‖ − (α(z)eN − β(z)r(x))
∥∥∥∥ < 2
for k sufficiently large. Take now  > 0 so small that vectors within 2 of
α(z)eN − β(z)r(x) belong to K◦. Therefore, for some k, x˜(k)  x(n), which is
impossible. The case w(z) = 0 is considered in a similar (but simpler) way.
Lemma 4.4. β(z)/α(z) is positive and bounded away from zero, uniformly in
z ∈ C1(x) \ VI , x ∈ S˙I .
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Proof. For x ∈ SI we write
DP−2(x)eN = b(x)eN + c(x)r(P−2x) + w(x),
where b(x) and c(x) are reals, and w(x) ∈ TP−2xSI .
For any x ∈ SI there is a nonempty J ⊂ I such that x ∈ S˙J . It follows
from (H3′) that DP−2(x)eN ∈ K˙J . As, by Proposition 4.2(i) with k = card J ,
r(P−2x) ∈ K˙J , there holds c(x) > 0. Since the bundle decomposition SI ×V =
RI ⊕T SI ⊕ (SI × V{N}) is continuous, the function c is continuous, too. Hence
c(x) is bounded away from zero, uniformly in x ∈ SI .
Take x ∈ S˙I and z ∈ C1(x) \ VI . It follows from (3) that
DP−2(x)z
= α(z)b(x)eN + (α(z)c(x)− β(z)a(x))r(P−2x) + (DP−2w(z) + w˜),
where a(x) denotes the norm of DP−2(x)|Rx , and w˜ ∈ TP−2xSI . Applying
Lemma 4.3 to DP−2(x)z/‖DP−2(x)z‖ ∈ C1(P−2x) we obtain
β(z)
α(z)
≥ c(x)
a(x)
.
Since a(x) is bounded uniformly in x ∈ SI , the result follows.
r(x)
0
en
Figure 2: The picture plane is the orthogonal projection of V on span{r(x), eN}.
A geometric interpretation of Lemmas 4.3 and 4.4 is that the tangent cone C(x) is
contained in the blue-filled domain, and that domain is independent of x.
Observe that in Lemmas 4.3 and 4.4 we do not assume S to be convex.
Lemma 4.5. α(z)/β(z) is positive and bounded away from zero, uniformly in
z ∈ C1(x) \ VI , x ∈ S˙I .
Proof. Take x ∈ S˙I . Because R(SI) = 4 ∩ CI and R(x) ∈ 4 ∩ C˙I , we can
find a simplex, conv{y(1), . . . , y(N−1)} ⊂ 4∩ C˙I , having R(x) as its barycentre.
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Consider the hyperplane L passing through uN = (R|S)−1(0, . . . , 0, 1), x(1) =
(R|S)−1(y(1)), . . . , x(N−1) = (R|S)−1(y(N−1)). A vector p normal to L can be
chosen to have all coordinates positive, so the intersection L∩C divides C into
two sets, a bounded one, L−, containing the origin, and an unbounded one, L+.
By the convexity assumption, the image (R|S)−1(conv{(0, . . . , 0, 1), y(1), . . . , y(N−1)})
is contained in L ∪ L+. Observe that the image of { t0(0, . . . , 0, 1) + t1y(1) +
. . . + tN−1y(N−1) : t0 + t1 + . . . + tN−1 = 1, t0 ≥ 0, t1, . . . , tN−1 > 0 } under
(R|S)−1 is a neighbourhood of x in the relative topology of S.
The above construction can be repeated when we replace conv{y(1), . . . ,
y(N−1)} by its image under the homothety with centre R(x) and ratio  ∈ (0, 1].
Let  → 0+. Then the hyperplanes L converge to the hyperplane L˜ containing
x + TxSI and passing through uN . Any z ∈ C1(x), considered a bound vector
with initial point at x, has its terminal point in L˜ ∪ L˜+.
A normal vector to L˜ can be chosen to belong to K◦ (denote such a nor-
malized vector by p˜(x)). From the previous paragraph it follows that for any
z ∈ C1(x) there holds 〈z, p˜(x)〉 ≥ 0, consequently, taking (3) into account we
obtain
α(z)〈eN , p˜(x)〉 − β(z)〈r(x), p˜(x)〉+ γ(z)〈w(z), p˜(x)〉 ≥ 0.
As α(z) > 0, 〈eN , p˜(x)〉 > 0, 〈r(x), p˜(x)〉 > 0 and 〈w(z), p˜(x)〉 = 0, we have that
α(z)
β(z)
≥ 〈r(x), p˜(x)〉〈eN , p˜(x)〉 .
r(x) depends continuously on x ∈ SI , and p˜ can be extended to a continuous
function on the whole of SI , satisfying the inequalities 〈r(x), p˜(x)〉 > 0 and
〈eN , p˜(x)〉 > 0. The conclusion of the lemma thus follows.
r(x)
en
0
Figure 3: As in Figure 2, the picture plane is the orthogonal projection of V on
span{r(x), eN}. A geometric interpretation of Lemmas 4.3, 4.4 and 4.5 is that C(x)\VI
is contained in the pink-filled domain, and that domain is independent of x.
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For  > 0 sufficiently small consider the set
B := { (x, v) ∈ SI × V : dist(x, ∂SI) ≥ 
and v = αeN + w such that ‖v‖ = 1, w ∈ TxSI and α ≥ ‖w‖ }.
It is easy to see that B is closed in SI × V , hence compact.
We can (and do) take η > 0 such that for any x ∈ S˙I with dist(x, ∂SI) ≥ 
there holds x−ηr(x) ∈ C˙I . One has then, by Theorem 2.1(ii), that x−ηr(x) ∈
Γ and x+ ηr(x) ∈ C \ Γ for any x ∈ S˙I with dist(x, ∂SI) ≥ .
For (x, v) ∈ B take the set x + [0, δ]v + [−η, η]r(x), where δ > 0, inde-
pendent of (x, v), will be set soon.
First, we take δ > 0 so small that x+δv−ηr(x) ∈ C and x+δv+ηr(x) ∈
C for all (x, v) ∈ B. By the convexity of C, x+δv+ηr(x) ∈ C for all (x, v) ∈ B,
δ ∈ [0, δ] and η ∈ [−η, η].
Lemma 4.6. δ > 0 can be taken so small that x + δv − ηr(x) ∈ Γ \ S and
x+ δv + ηr(x) ∈ C \ Γ, for all δ ∈ [0, δ].
Proof. Suppose to the contrary that there is no such δ. It follows that there
are sequences (x(k))∞k=1, (v
(k))∞k=1, (x
(k), v(k)) ∈ B, and δ(k) → 0 as k → ∞,
such that x(k) + δ(k)v(k) − ηr(x(k)) /∈ Γ \S [x(k) + δ(k)v(k) + ηr(x(k)) /∈ C \Γ].
By compactness, one can extract subsequences (denoted as before) such that
x(k) + δ(k)v(k) − ηr(x(k)) converge to some x − ηr(x) ∈ C˙I [x(k) + δ(k)v(k) +
ηr(xn) converge to some x + ηr(x) ∈ C˙I ]. It follows from Theorem 2.1 that
x − ηr(x) ∈ Γ \ S [x + ηr(x) ∈ IntC(C \ Γ)]. But Γ \ S [IntC(C \ Γ)] is open
in the relative topology of C, a contradiction.
Fix, for a moment, (x, v) ∈ B. that there is j(x,v)(δ) ∈ [−η, η] such that
x+ δv − j(x,v)(δ) r(x) ∈ S.
If follows from Theorem 2.1 that for a fixed δ such a j(x,v)(δ) is unique (oth-
erwise, for δ = 0 we would find two points in S˙I in the I relation, and for
δ ∈ (0, η] we would find two points in S◦ in the < relation). We have
S ∩ (x+ [0, δ]v + [−η, η]r(x)) = x+ { δv − j(x,v)(δ)r(x) : δ ∈ [0, δ] }. (6)
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x+ ηr(x)x
x− ηr(x)
x+ δv
x+ δv − ηr(x) x+ δv + ηr(x)
Figure 4: The picture plane is x + span{v, r(x)}. The cyan-filled domain is (C \
Γ) ∩ (x + span{v, r(x)}), the red-filled domain is (Γ \ S) ∩ (x + span{v, r(x)}). The
green-filled circle represents the intersection of S with x+ δv+ [−η, η]r(x), for some
δ ∈ (0, δ).
Lemma 4.7. The assignment
B × [0, δ] 3 (x, v, δ) 7→ j(x,v)(δ) ∈ [−η, η]
is continuous.
Proof. Suppose not. This means that there is a sequence (x(k), v(k), δ(k))∞k=1
converging to (x, v, δ) such that j(x(k),v(k))(δ
(k)) does not converge to j(x,v)(δ).
By compactness, we can extract a subsequence (denoted as above) such that
j(x(k),v(k))(δ
(k)) converge to j˜ 6= j(x,v)(δ). But x(k) + δ(k)v(k) − j(x(k),v(k))(δ)
r(x(k)) belong to the closed set S, so their limit, x + δv − j˜ r(x) belongs to S,
too.
Lemma 4.8. For (x, v) ∈ B fixed, the function j(x,v) : [0, δ]→ R is convex.
Proof. The convex set
Γ ∩ (x+ [0, δ]v + [−η, η]r(x)) = x+ { δv − [j(x,v)(δ), η]r(x) : δ ∈ [0, δ] }
corresponds to the epigraph of j(x,v).
Fix an ergodic invariant measure µ such that µ(S˙I) = 1. Denote by λprinc(µ)
the principal Lyapunov exponent for µ, and by λext(µ) the (unique) external
Lyapunov exponent for µ. Let O stand for the set of those x ∈ S˙I for which the
Oseledets splitting is defined. O is invariant, with µ(O) = 1.
It follows from Proposition 4.2(iii) that the smallest Lyapunov exponent
on SI × VI , that is, λprinc(µ), has multiplicity (in SI × VI) one, and that the
remaining Lyapunov exponents on SI×VI , that is, those corresponding to T SI ,
are larger than λprinc(µ). Recall that our purpose is to prove that λext(µ) >
λprinc(µ). Suppose to the contrary that λext(µ) ≤ λprinc(µ).
For any x ∈ O we define a two-dimensional subspace E(x).
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• If λext(µ) < λprinc(µ), let E(x) stand for the sum of the one-dimensional
Oseledets subspace corresponding to the smallest Lyapunov exponent (that
is, to λext(µ)) and the one-dimensional Oseledets subspace corresponding
to the second smallest Lyapunov exponent (that is, to λprinc(µ)).
• If λext(µ) = λprinc(µ), let E(x) stand for the two-dimensional Oseledets
subspace corresponding to the smallest Lyapunov exponent.
By (1), for each x ∈ O there holds V = E(x)⊕TxSI . Furthermore, RI(x) ⊂
E(x) for each x ∈ O.
By [12, Cor. 7.3], we can find a measurable family {e˜(x)}x∈O of unit vectors
such that (e˜(x), r(x)) is a basis of E(x). The vectors e˜(x) can be chosen so that
their N -th coordinates are positive.
For k ∈ N denote by Ok the set of all those x ∈ O for which (x, e˜(x)) ∈ B1/k.
The set Ok is measurable.
Let a positive integer k be fixed. For any x ∈ Ok we define
jx(δ) := j(x,e˜(x))(δ), δ ∈ [0, δ1/k].
It follows from Lemma 4.8 that j′x(0), the right derivative at 0, exists. Conse-
quently, by (6), C1(x) ∩ E(x) = {z(x)}, where
z(x) :=
e˜(x)− j′x(0)r(x)
‖e˜(x)− j′x(0)r(x)‖
.
x+ η1/kr(x)x
x− η1/kr(x)
x+ δ1/ke˜(x)
z(x)
Figure 5: The picture plane is x+E(x). The cyan-filled domain is (C \Γ)∩(x+E(x)),
the red-filled domain is (Γ \ S) ∩ (x+ E(x)), the green curve is S ∩ (x+ E(x)).
Proposition 4.9. (1) j′x(0) is positive, for all x ∈ Ok.
(2) The assignment
Ok 3 x 7→ j′x(0) ∈ (0,∞)
is (B(S˙I),B(R))-measurable.
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Proof. (1) follows by Lemma 4.4.
(2) is a consequence of the fact that, by [1, Thm. 4.55], the assignment
Ok 3 x 7→ [ δ → jx(δ)] ∈ C([0, δ1/k],R)
is (B(S˙I),B(C([0, δ1/k],R))-measurable.
We have thus obtained a measurable family {z(x)}x∈O of vectors in C1(x)∩
E(x) such that (z(x), r(x)) forms a basis of E(x). Observe that DP (x)z(x) ∈
C1(Px) ∩ E(Px) and its N -th coordinate is positive, so it is equal to z(Px)
multiplied by a positive scalar.
4.2 Ergodic-theoretic considerations
As in the proof of Lemma 4.4, let DP−2(x)r(x) = a(x)r(P−2x). Further, for
any x ∈ O define d(x) > 0 by DP−2(x)z(x) = d(x)z(P−2x). w will stand for a
generic tangent vector at some point in SI .
Since a(x) · . . . · a(P−n+1x) = ‖DP−2n+2(x)r(x)‖, one has
lim
n→∞
1
n
n−1∑
i=0
ln a(P−2ix) = −2λprinc(µ). (7)
We claim that
lim
n→∞
1
n
n−1∑
i=0
ln d(P−2ix) = −2λext(µ). (8)
Recall that we suppose that λext(µ) ≤ λprinc(µ). If λext(µ) = λprinc(µ), the
claim is satisfied. On the other hand, if λext(µ) < λprinc(µ), then for any x ∈ O
and any u ∈ E(x) \ RI(x) there holds
lim
n→∞
1
n
n−1∑
i=0
ln ‖DP−i(x)u‖ = −λext(µ).
Consequently, remembering that d(x) · . . . ·d(P−n+1x) = ‖DP−2n+2(x)z(x)‖ we
see that (8) holds.
We have thus obtained
lim
n→∞
1
2n
n−1∑
i=0
ln a(P−2ix)
ln d(P−2ix)
= lim
n→∞
1
2n
n−1∑
i=0
ln a(P−2i−1x)
ln d(P−2i−1x)
≤ 0 (9)
for all x ∈ O.
It follows from (3) that
DP−2(x)z(x) = α(z(x))DP−2(x)eN − β(z(x))DP−2(x)r(x) + w.
Further, we can write
DP−2(x)eN = b(x)eN + c(x)r(P−2x) + w.
14
Consequently,
DP−2(x)z(x)
= α(z(x))b(x)eN + α(z(x))c(x)r(P
−2x)− β(z(x))a(x)r(P−2x) + w.
On the other hand, by (3),
z(P−2x) = α(z(P−2x))eN − β(z(P−2x))r(P−2x) + w.
Therefore
α(z(x))b(x)eN + α(z(x))c(x)r(P
−2x)− β(z(x))a(x)r(P−2x) + w
= α(z(P−2x))d(x)eN − β(z(P−2x))d(x)r(P−2x) + w.
Since eN and r(P
−2x) are linearly independent, one gets
β(z(x))a(x) = α(z(x))c(x) + β(z(P−2x))d(x),
therefore
a(x)
d(x)
=
α(z(x))c(x)
β(z(x))d(x)
+
β(z(P−2x))
β(z(x))
.
By Lemma 4.5, the boundedness of d(·) and the boundedness away from zero of
c(·), the first term on the right-hand side of the above equation is not less than
some D > 0. So we have
ln
a(x)
d(x)
≥ ln
(
D +
β(z(P−2x))
β(z(x))
)
=: g(x), x ∈ O.
Pick M > 0 such that µ(U) > 0, where U := {x ∈ O : β(z(P−2x))/β(z(x)) <
M }. There holds
D + β(z(P
−2x))
β(z(x))
β(z(P−2x))
β(z(x))
≥ 1 + D
M
for x ∈ U.
Put % := ln (1 + DM ) > 0. We have
g(x) ≥
{
%+ lnβ(z(P−2x))− lnβ(z(x)) for x ∈ U
lnβ(z(P−2x))− lnβ(z(x)) for x ∈ O \ U.
Hence
n−1∑
i=0
ln
a(P−2ix)
d(P−2ix)
≥
n−1∑
i=0
g(P−2ix)
≥
n−1∑
i=0
(lnβ(z(P−2(i+1)x))− lnβ(z(P−2ix))) + %
n−1∑
i=0
1U (P
−2ix)
= lnβ(z(P−2nx))− lnβ(z(x)) + %
n−1∑
i=0
1U (P
−2ix),
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and, similarly
n−1∑
i=0
ln
a(P−2i−1x)
d(P−2i−1x)
≥ lnβ(z(P−2n−1x))− lnβ(z(P−1x)) + %
n−1∑
i=0
1U (P
−2i−1x).
An application of the Birkhoff ergodic theorem gives that for µ-a.e. x ∈ O there
holds
lim
n→∞
1
2n
n−1∑
i=0
1U (P
−2ix) = lim
n→∞
1
2n
n−1∑
i=0
1U (P
−2i−1x) = 2µ(U) > 0.
If β is constant a.e. on O we have already obtained a contradiction to (9). So
assume that β is not constant. Then there are 0 < r1 < r2 such that the sets
O(1) = {x ∈ O : β(z(x)) < r1} and O(2) = {x ∈ O : β(z(x)) > r2} have both
positive measure.
By ergodicity, for µ-a.e. x ∈ O there is a positive integer k such that P−kx ∈
O(1) and a sequence (nm)
∞
m=1, nm →∞ as m→∞, such that P−2nmx ∈ O(2)
for all m, or P−2nm−1x ∈ O(2) for all m. For such a ‘good’ x, write
lnβ(z(P−2nmx))− lnβ(z(x))
=
(
lnβ(z(P−2nmx))− lnβ(z(P−kx)))+ (lnβ(z(P−kx))− lnβ(z(x))),
or
lnβ(z(P−2nm−1x))− lnβ(z(P−1x))
=
(
lnβ(z(P−2nm−1x))− lnβ(z(P−kx)))+ (lnβ(z(P−kx))− lnβ(z(P−1x))).
The first terms in parentheses on the right-hand side are bounded below by
ln r2 − ln r1 > 0, consequently
lim inf
m→∞
lnβ(z(P−2nmx))− lnβ(z(P−kx))
2nm
≥ 0,
or
lim inf
m→∞
lnβ(z(P−2nm−1x))− lnβ(z(P−kx))
2nm
≥ 0.
The second term, divided by 2nm, converges to 0 as m→∞.
We have thus obtained that for µ-a.e. x ∈ O there holds
lim sup
n→∞
1
2n
n−1∑
i=0
ln a(P−2nx)
ln d(P−2nx)
> 0 or lim sup
n→∞
1
2n
n−1∑
i=0
ln a(P−2n−1x)
ln d(P−2n−1x)
> 0,
(10)
which contradicts (9).
The obtained contradiction concludes the proof of the Main Theorem.
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