Let (M, g) be a smooth compact Riemannian manifold of dimension n ≥ 2, 1 < p < n and 1 ≤ q < r < p * = np n−p be real parameters. This paper concerns to the validity of the optimal Gagliardo-Nirenberg inequality
Introduction
Inequalities of Gagliardo-Nirenberg type ( [19] and [25] ) contain by varying the parameters some classical inequalities, such as the Moser [23] and Nash [24] inequalites. Moreover, by taking limits of the parameters, we get logarithmic [15] and Sobolev [27] inequalities. The optimal cases of Euclidean Gagliardo-Nirenberg inequalities are used, for example, for finding sharp criteria for the global existence for nonlinear Schrödinger equations (see [11] or [26] ), and optimal decay rate of the intermediate asymptotics of solutions to nonlinear diffusion equations (see [14] ). Recently, the Riemannian Gagliardo-Nirenberg optimal constants studied in [8] where applied by [22] to obtain global existence theorems for Zakharov system in T 2 .
Optimal inequalities of Gagliardo-Nirenberg type have been extensively studied, both in the Euclidean and Riemannian contexts; e.g, [1] , [5] , [7] , [13] , [14] for the Euclidean case and [2] , [3] , [4] , [6] , [8] , [9] , [12] , [17] , [21] for Riemannian manifolds.
Denote by D p,q (R n ) the completion of C ∞ 0 (R n ) under the norm
The Euclidean Gagliardo-Nirenberg inequality states that there exists A > 0, such that for any function u ∈ D p,q (R n ),
where 1 < p < n, 1 ≤ q < r < p * = np n−p and θ = np(r−q) r(q(p−n)+np) ∈ (0, 1) is the interpolation parameter. Define
A(p, q, r, n)
Note that this constant is well defined since the right hand side infimum is a positive number by GN E (A). Inequality GN E (A(p, q, r, n)) is called optimal Euclidean Gagliardo-Nirenberg inequality and the constant A(p, q, r, n) is the best constant in this inequality. A non-zero function realizing equality in GN E (A(p, q, r, n)) is said to be an extremal function. The existence of such function is established in this case by using standard classical methods of Calculus of Variations.
We now consider the Riemannian case. Let (M, g) be a smooth, compact Riemannian manifold without boundary of dimension n ≥ 2. Using standard arguments, we obtain a Riemannian version of the Euclidean inequality GN E (A):
there exists positive constants C, D such that for all u in the Sobolev space
where 1 < p < n, 1 ≤ q < r < p * and θ = np(r−q) r(q(p−n)+np) ∈ (0, 1) is the interpolation parameter. We shall study a generalization of this inequality. Consider the extra parameter τ , where 1 ≤ τ ≤ p. We immediately have the inequality
for all u ∈ H 1,p (M ) and p, q, r, θ as above. Note that when τ = p we recover (1) . Observe that the non-sharp inequality
for any 1 < p < n and 1 ≤ q < r < p * . This is shown by taking an appropriate localized test function, with support contained in a small enough normal neighbourhood so that the metric is almost Euclidean, compare [18] .
We now study the optimal inequality. Having two constants, the optimality can be defined in two ways. We follow the more interesting one from the PDE viewpoint (see chapters 4 and 5 [20] ): define the first Riemannian
This optimal constant is positive by (2) . Moreover,
for any 1 < p < n and 1 ≤ q < r < p * . Then the first optimal Riemannain L p -Gagliardo-Nirenberg inequality means that there exists a constant B ∈ R such that, for any
is valid. In contrast with the Euclidean case, the validity of the optimal inequality is delicate since as A → A opt the corresponding B might in principle go to infinity. In fact, when τ = p > 2 there exists cases where the optimal inequality is not valid, depending on the geometry of (M, g), (see [8] and [16] ).
Assuming that GN R (A opt , B) holds, we can define the second Riemannian L p -Gagliardo-Nirenberg best constant
Since constant non zero functions belong to H 1,p (M ), the constant B opt satisfies
where |M | denotes the volume of (M, g).
Then, by the optimal Riemannain L p -Gagliardo-Nirenberg inequality we mean that for all
is valid. A non-zero function satisfying equality in GN R (A opt , B opt ) is called an extremal function.
We now state the main results of this paper:
) be a smooth, compact Riemannian manifold without boundary of dimension n ≥ 2, 1 ≤ τ ≤ p
is always valid for some B.
Theorem 1 complements the results of Chen and Sun [12] ; they deal with the case p < r whereas we study the case p ≥ r. The case p = r, Nash inequalities, is of particular interest since starting form Nash inequalities one can obtain entropy inequalities in the same spirit as in [10] ; the classical case τ = p = r = 2, q = 1 is treated by Humbert [21] .
We remark that the arguments used in the proof are of non-local nature, in contrast with the local techniques used in [12] ; the local arguments being inadequate when r < p. These non-local ideas allow the proof of an L rconcentration result (section 2.2) and a more refined pointwise estimate of certain maximizers (section 2.3). This refinement is essential for the case r < p.
Having theorem 1 allows the consideration of the second optimal constant; now by definition the optimal inequality GN R (A opt , B opt ) holds. We have Theorem 2. Let (M, g) be a smooth, compact Riemannian manifold without boundary of dimension n ≥ 2, 1 ≤ τ ≤ p
Proof of Theorem 1
We proceed by contradiction: assume inequality GN R (A opt , B) is false for all B; this means that for any α > 0 there in a sense to be made precise in section 2.2, and it also satisfies a pointwise estimate that quantifies the rate of decay of u α in terms of the distance to x 0 ; this is done in section 2.3.
3. The previous item allows to localize the integrations in normal coordinates chart. Then using the Euclidean Gagliardo-Nirenberg inequality will furnish the desired contradiction.
Maximizers and their Euler-Lagrange equations
For each α > 0, consider the functional J α
defined on the space E, and
Note that ν α is well-defined and finite since there are constants A, B such that GN R (A, B) holds.
Assume first q > 1. Since J α is of class C 1 , by using standard variational arguments, we find a maximizerũ α ∈ E of J α , i.e.
When q = 1, the functional J α is not C 1 ; however in this case, following Humbert [21] we obtain the existence of extremal satisfying the corresponding Euler-Lagrange equation. From now on, the arguments are similar in the two cases q > 1 and q = 1. Thereby, we will focus our attention only on the case q > 1.
By (8),ũ α satisfies the Euler-Lagrange equation
where
. Writing the Euler-Lagrange equation in terms of u α , we have
where ||u α || L r (M) = 1,
By Tolksdorf's regularity theory (see [28] ), it follows that u α is of class C 1 .
We now highlight two important consequences of the Euler-Lagrange equation.
and
In order to show (11) , note that takingũ α as test function in (9), we have
Putting together the previous inequality, (7) and noting that τ ≤ p, we get
The limit (12) is shown as follows: first,
and thus we have ||u α || L p (M) > c > 0 for all α. Using now (10), we obtain
which proves claim (12).
L r -concentration
Let x α ∈ M be a maximum point of u α , that is,
Throughout this section, we use the notation lim σ,α→∞ to mean lim σ→∞ lim α→∞ .
Our aim here is to establish that
Let us proceed. Since np − nr + pr > 0 and by (12) , a α → 0 as α → ∞.
For each x ∈ B(0, σ), define
By (10), one easily deduces that
By (11) and applying the Moser's iterative scheme (see [23] ) to this last equation, we see that, for α large enough,
This estimate together with
We will use in the sequel that (19) means that the limiting behaviour of ||u α || L ∞ (M) and a In particular, there exists a constant c > 0 such that
for α large enough. Now using Cartan expansion in normal coordinates and (19), we have for each σ > 0, that
where c(σ) → ∞ when σ → ∞, but c(σ) being independent of α. We have also
Therefore there exists ϕ ∈ W 1,p (R n ) such that, for some subsequence, ϕ α ⇀ ϕ in W In particular,
Let η ∈ C 1 0 (R) be a cutoff function such that η = 1 on [0,
We now show that
Taking u α as test function, by (10) we have
Therefore, it suffices to establish that
Using (16) and (19), we derive
Therefore (24) holds and (23) is valid.
Replacing (11) and (23) in (22), one arrives at
To rewrite this inequality in a suitable format, we first remark that
and the above right-hand side converges to 0 as σ → ∞, by (21) . So,
In a similar way, Consequently, we can write
On the other hand, for ε > 0 let the constant B ε > 0, independent of α, such that
From the definition of A α , Young inequality and (x + y)
Then, using (13), (24), letting α, σ → ∞ and ε → 0, one gets
Let
Clearly, X, Y, Z ≤ 1 and (25) and (26) may be rewritten as
By (20), one also has Z > 0, so that X, Y > 0.
Assertion (15) follows readily by proving that Z = 1. For this, we will consider the behavior of u α outside B(x α , σa α ).
Indeed, let ζ α,σ = 1 − η α,σ on M . Inequalities (25) and (26) remain valid for ζ α,σ in place of η α,σ . In other words,
In a similar way, we denotẽ
Y +Ỹ = 1 and Z +Z = 1 .
To justify the first equality, let us write
which gives Z +Z = 1.
We are now ready to prove that Z = 1. The first inequality in (27) lead us to three possible alternatives:
If (a) holds , the second inequality in (27) implies
But the definition of θ furnishes
Suppose then that the item (b) holds. Again, by (27) ,
Using the assumption p ≥ r, Y ≤ X and Young's inequality, we derive
so that the second inequality in (27) immediately yields
> 0, one has Y = 1. Thus, evoking (28) and (29), one easily deduces that Z = 1.
Finally, we come to the alternative (c). We first show that Y = 1. Otherwise, by (29), one hasỸ > 0 and this implies, by (28) and θ < 1, thatX > 0 andZ > 0. Since, by hypothesis, Z ≤ Y , again thanks to (29), one concludes that Y ≤Z. Therefore, applying the previously discussed cases (a) and (b) withX,Ỹ andZ in the place of X, Y and Z, one arrives atZ = 1. But this contradicts the fact that Z > 0, so that Y = 1. As before, (28) and (29) produce Z = 1 and this finishes the proof of the L r -concentration.
Pointwise estimates
The aim of this section is to prove the following pointwise estimate of the decay of u α in terms of the distance to its maximum:
For any constant λ > 0 there exists a constant c λ > 0, independent of α, such that
for all x ∈ M and α large enough.
The proof proceeds by contradiction. Suppose that the assertion above is false. Then, there exist λ 0 > 0 and y α ∈ M such that f α (y α ) → ∞ as α → ∞, where
Assume, without loss of generality, that
For any fixed σ > 0 and ε ∈ (0, 1), we next show that
for α large enough. Clearly, this assertion follows from
But the above inequality is equivalent to
which is clearly satisfied, since d g (x α , y α )a −1 α → ∞ and 1 − ε > 0. We claim that exists a constant c > 0 such that
for all x ∈ B(y α , εd g (x α , y α )) and α large enough. In fact, for each x ∈ B(y α , εd g (x α , y α )), we have
Thus,
for all x ∈ B(y α , εd g (x α , y α )) and α large enough. This proves our claim.
Since p ≥ r, by (16) and (19) , one has
So, we can define
for each x ∈ B(0, 2) and α large enough.
From (10) , it readily follows that
In particular,
for all positive test function φ ∈ C 1 0 (B(0, 2)). So, by the Moser's iterative scheme and (19), one deduces that 1 = sup
For simplicity, we rewrite this last inequality as
and ̺ = np−rn+pr p > 0.
By (16), (19) and (30), note that B(y α , Our goal now is to establish a contradiction to (34). Initially, from (19) and (32), we have
Consider the function η α (x) = η(A 
The final argument in the proof of Theorem 1
In the sequel, we will perform several estimates by using the L r -concentration and the pointwise estimation. By the scale invariance of the problem, we can assume that the radius of injectivity of M grater than one.
Let η ∈ C 1 0 (R) be a cutoff function as in the previous section and define η α (x) = η(d g (x, x α )). From the inequality GN E (A(p, q, r, n)) and by (3), we have Expanding the metric g in normal coordinates around x α , one locally gets
and 
