The ability of immigrants to understand, speak, and write the language of the receiving country fullls all requirements applied to human capital: it is productive as a determinant for wages, it is costly to obtain, either in terms of direct or opportunity costs, and it is a knowledge indivisibly embodied within a person (Chiswick and Miller 2007) . Given these characteristics, it may be analyzed in a standard human capital accumulation framework, with some specic determinants, as proposed in Chiswick and Miller (1995) . An optimal level of language uency is determined by the intersection of a demand curve for language uency (which represents the marginal returns to language acquisition in the labor market) and a supply curve dependent on the direct or opportunity costs of language acquisition, such as direct costs and forgone wages or earnings. Determinants of language uency may be grouped into three subgroups, labeled by Chiswick and Miller (1995) as the three E's: exposure, eciency, and economic incentives. Such a rational choice framework is widely accepted in analyzing language acquisition processes across disciplines, see for example Esser (2006) for an adaption and extension of this model in sociological terms, dividing determinants into motivation, ability, costs, and opportunities.
First, language skills are inuenced by the time an immigrant is exposed to the host country language. Immigrants may be exposed to the host country language prior to and after immigration (Chiswick and Miller 1995) . Before immigration this may happen if the language of the destination country is a compulsory foreign language at school in the home country of an immigrant. Post-immigration, exposure is determined by neighborhood characteristics such as ethnic composition, family characteristics like number of children, or the working environment.
Immigrants also dier in their economic incentives (Chiswick and Miller 1995) for adapting a new language, determined by the expected labor market returns to language uency. These returns are inuenced by other non-language-related human capital components (e.g. occupation-specic knowledge or educational degrees) as well as the expected length of stay in the host country. However, as Dustmann (1999) states, language uency acquisition and return migration may be jointly determined in a simultaneous decision process.
Finally, Chiswick and Miller (1995) looks at the eciency of language acquisition which determines to what extent each unit of exposure may be transformed into language uency. Younger people have a higher ability to learn a new language (Newport 1990) . Therefore the age at entry in the host country crucially determines eciency. Literacy and education also aect the ability of adapting a new language.
Most important in the context of this study, the eciency is inuenced by the linguistic distance between rst language and acquired language. The further the linguistic distance between two languages, the more dicult it is to learn the host country language, which in turn imposes higher costs of learning.
Linguistic Distance
Proximity of languages is supposed to be a strong predictor of the decision to adapt a foreign language, as it crucially determines the costs of language acquisition. In linguistics, the distance between languages is a well known research issue. Using their historical development, language trees are developed to order languages into dierent families. Most prominently, the Ethnologue Project (see Lewis 2009 ) examines all known languages in the world. Unfortunately, although comprehensive, this language tree approach relies on very few increments between languages. As such this approach does not oer the possibility of deriving a continuous measure of linguistic distance.
To rely on such a continuous measure, Chiswick and Miller (1999) use the diculty of learning languages in standardized language courses (see also Chiswick and Miller 2001, 2005) , measured as the average exam score after 24 weeks of receiving lessons in one language. This score-based approach has the advantage of oering a measure of linguistic distance with more parameter values and variation, and of encompassing all dimensions of language dierences. However, it might be biased by incentives and motivations to learn a foreign language. Dörnyei and Schmidt (2001) summarizes extrinsic and intrinsic motivations of learning a second language. Extrinsic motivation includes expected utility from being able to communicate in the language. Intrinsic motivation is derived from the fact of learning the language itself, e.g. by boosting the own reputation among friends and peers. These motivations are likely to dier across potential second languages (e.g. it might yield higher economic returns to learn one language instead of another). Although aecting average test scores, these intrinsic and extrinsic incentives do not tell anything about actual linguistic distance. Additionally, as Chiswick and Miller (2001) note, this measure relies on a symmetry assumption, as the fact of learning diculty for U.S. Americans is assumed to represent the diculties faced by immigrants in learning English.
The measure of linguistic distance proposed in this study has the advantage of oering a continuous variable that can be used in empirical analyses for any host country language. The measure is based on the Automatic Similarity Judgement Program (ASJP) by the German Max Planck Institute for Evolutionary Anthropology. The project aims at developing an automatic procedure to evaluate the phonetic similarity between all of the 1 Further information can be found at http://www.eva.mpg.de. 7 world's languages (so far, most languages relevant for migration research are covered).
The project relies on a lexicostatistical approach, which uses a core set of vocabulary for each language describing common things and environments, called the Swadesh list. Following Bakker et al. (2009) , a minimized list of the 40 most stable words, which are shown in Table 1 , is used in computing the measure. These words are then expressed in a special phonetic transcription called ASJP code, which uses all available characters on a standard QWERTY keyboard to represent all common sounds in human communication.
The words from this 40-word list are automatically judged concerning their similarity leading to a scalar of linguistic distance, the so-called Levenshtein distance. The measure is basically computed as follows: For each word pair, it is evaluated how many additions or subtractions are necessary to transform one word in one language into the same word in another language. For example, the English word mountain, expressed in the ASJP code as maunt3n, has to be transferred into the German word Berg (bErk) . This value is then normalized by the potential maximum distance between both words. The sum of these distances is divided by the number of words that exist in both compared lists and is again normalized by the similarity of phoneme inventories of the language pair. For a more detailed description of the computation, see Bakker et al. (2009) .
This measure oers some advantages compared to previous measures of linguistic distance. Isphording and Otten (2011) compare the new measure with Chiswick's approach using data from the U.S. census and nd a qualitatively stronger eect of the Levenshtein distance in explaining immigrant's language skills. There are several reasons why the new measure might lead to more precise and ecient results. It is independent of the used data source and is not likely to be biased by economic incentives like the measure used by Chiswick and Miller (1999) . Compared to the latter, it oers a much higher variation as it is not restricted to certain parameter values. It is comprehensive (all relevant languages are covered by the ASJP database) and can therefore even be used for rather exotic immigrants with few observations that are otherwise typically excluded from the analysis. Also, it can be used for any host country language included in the ASJP database, e.g. for important immigration countries such as the United States, United Kingdom, Canada, Germany, and France. However, because of the comprehensiveness of the database, it may also be used for analyses concerning south-south migration including rather seldom analyzed languages. Maybe most important, the measure is easily and transparently com-2 As the SOEP dataset does not oer information on language of birth, we assign languages by country of birth. In multi-lingual countries, languages were assigned as the most prevalent native language (excluding lingua francas, i.e. commonly known foreign languages used for trade and communication across dierent mother tongues), which was identied using a multitude of sources, including factbooks, encyclopedias and Internet resources. A comprehensive index of assigned languages with further explanations is available upon request. This assumption might lead to an attenuation bias of the coecients of the linguistic distance measure by introducing a measurement error in our linguistic distance measure. 8 puted. Due to its purely descriptive nature, it is not biased by individual incentives to learn foreign languages.
The computation for all languages included in our dataset for the specic case of Germany results in a right-skewed distribution. The closest languages to German are the Benelux languages (Luxembourgish, 42.12; Dutch, 51.50; Westvlaams, 57.86) , and the Scandinavian languages (Norwegian, 64.92; Swedish, 66.56) . The furthest languages are Korean (104.30) , Arabic (103.72) , and Yoruba (spoken in Nigeria, 103.58).
The Levenshtein distance is not without its shortcomings. As Chiswick and Miller (2005) state, languages dier in vocabulary, grammar, written form, syntax and myriad other characteristics. Clearly, the Levenshtein distance only covers the rst of these dimensions. However, it has been shown that the Levenshtein distance is a very good predictor for e.g. genetic distance of languages (Bakker et al. 2009 ). Correlations in vocabulary result from close historical and evolutionary relationships of languages, and therefore are related to further similarities in additional dimensions.
3 For simplicity, we refer to the Levenshtein distance as linguistic distance throughout our analysis.
Data and Empirical Model

Data
The data used in this study is taken from the German Socio-Economic Panel (SOEP) 4 covering the period between 1997 and 2003. Questions concerning the language uency of immigrants are included in every second wave. The sample is restricted to individuals who were at least 17 when migrating to Germany and who are not older than 65 at the time of the survey. Therefore, we explicitly exclude individuals who learned German already during their childhood or early adolescence in Germany. After excluding observations containing missing values we use four subsequent cross-sectional samples ranging in size from 1102 observations in 1999, to 1430 observations in 2001.
The sample consists of immigrants from 89 countries. The largest fraction of immigrants has been immigrated from Turkey (24.2 percent in 1997), followed by Italy, Serbia (and Croatia), and Poland. Over time, the sample becomes more diverse in terms of country of origin, i.e., the above mentioned sending countries contribute 80.4 percent of the overall sample in 1997, but only 67.2 percent in 2003.
Language prociency is assessed as an ordered discrete self-reported measure of oral and written German language prociency ranging from 1 ( Not at all ) to 5 (Very good ).
The self-assessed ability to speak German Good is the most frequent answer; only 1.5 percent report not speaking German at all. To avoid estimation problems caused by empty cells, the categories Not at all and Fairly bad are joined into one category, leading to the four categories Bad , Not bad , Good , and Very good used in the empirical analysis. The distribution of language skills changes over time. The relative frequency of reporting very good language uency nearly doubles from 10.7 percent in 1997 to 20.5 percent in 2003 (Table 2) . German language uency is negatively correlated to the linguistic distance measure by r = −0.3.
The explanatory variables are chosen to represent the slope and shift parameters of the human capital accumulation model discussed in section 2.1, which are the eciency, exposure, and economic incentives inuencing language skill acquisition. Appendix- Table   A1 shows descriptive statistics of the variables used in the empirical analysis. Exposure is expected to be inuenced by the time of residence and family characteristics. These are controlled for by the years since migration, dummies for gender, being married and the number of children in the household. The family situation may change the degree of social inclusion and thereby the exposure to the host country language. A priori, it is dicult to hypothesize the sign of this variable. A dummy for neighboring countries of Germany proxies the probability of learning German at school and living in an area with frequent meetings with Germans.
Economic incentives are represented by the self-reported desired time to stay in Germany measured in years. We censor the length of planned duration of stay at age 65 5 Borjas (1987) . To further control for heterogeneity in country-of-origin characteristics, we include a set of regional dummies. 
Empirical Model
The time-constant nature of our linguistic distance measure as major variable of interest makes it unfeasible to rely on panel data methods. The analysis therefore focuses on the application of standard Ordered Logit models for repeated cross-sections to estimate the determinants of oral language prociency in Germany. 9 The analysis starts with the linear probability model, assuming cardinality of the dependent variable. This model is also used to compute the contributions in explanatory power of single variables, and acts as a robustness check and benchmark for the following Ordered Logit model.
Both models, the linear probability and the Ordered Logit model, use the fourfold self-reported measure of language prociency as dependent variable, which is explained by the control variables described in section 3. To account for potential nonlinearities in the eect of linguistic distance on language acquisition, the measure enters the specication in two dierent ways. In a rst set of estimations, absolute values, directly computed as described above, are used. 10 Secondly, a set of four splines constructed as the product 6 We repeated our estimations without and with lagged values of desire to stay to test for potential endogeneity. The results remained stable. 7 The geographic distance data are compiled by researchers at Centre d'Etudes Prospectives et d'Informations Internationales (CEPII) and available at http://www.cepii.fr/anglaisgraph/bdd/distances.htm. 8 We also tried dierent denitions of regions and specications including variables for genetic dierences. The results regarding linguistic distance remained stable in sign and magnitude. 9 We also estimated the same specication on a pooled sample including all four waves. The results diered only marginally. Furthermore, all specications have been estimated by the Generalized Ordered Logit model. The results remain stable. We describe the method and the results in the supplementary Appendix. 10 The distribution of the measure of linguistic distance is right-skewed, with a majority of languages at the right end of the distribution. To take distributional issues into account, we repeated our estimations with a variable containing percentiles of this distribution instead of absolute values, leading to similar, of quartile dummies and the absolute values enter the estimation equation to control for a non-linear relationship between linguistic distance and language acquisition. In all specications the standard errors are allowed to cluster by the home language. However, they allow for a comparison of explanatory power between dierent regressors.
Results
The control variables in the OLS specication support the theoretical considerations by Chiswick and Miller (1995) . Exposure to the host country language is related to higher The measure for linguistic distance has a stable and signicantly negative eect in the OLS results. Moving up the distribution of linguistic distance decreases the probability of reporting higher categories of language uency. Contrarily, the geographic distance has a but less signicant results, most likely due to the lower variation in the percentile measure. 11 All estimation output tables were generated using the Stata routine estout by Ben Jann, see Jann (2007) . 12 The underlying coecients are comparable in sign and signicance with those of the OLS regressions and are reported in Table A4 in the supplementary Appendix. positive eect on language uency when controlling for linguistic distance, in line with the argument of self-selection discussed in section 3. In terms of explanatory power (measured as squared semi-partial correlations), linguistic distance is the strongest predictor of the specication, apart from the Eastern Europe region dummy. Linguistic distance alone accounts for 10 to 19 percent of the explained variation of the model. The Ordered Logit results allow for an interpretation in magnitude and reveal a strong negative relationship between linguistic distance and the reported language skills. Increasing the linguistic distance by one unit decreases the probability of reporting the highest category of language skills by 0.3 to 0.6 percentage points. Again, positive marginal eects of geographic distance on the probability to report higher categories of language uency might indicate a pre-migration self-selection process. For an easier interpretation of the eect of linguistic distance, due to the lack of a natural unit, elasticities and marginal eects multiplied by the interquartile ranges of linguistic distance are reported in Table  4 . Increasing linguistic distance by one percent decreases the probability of reporting the highest category by 3.6 to 4.6 percent. Moving up the distribution of linguistic distance from the lower to the upper quartile decreases the probability of reporting Very Good language skills by 2.7 to 3.6 percentage points. This interpretation is only meaningful if the eect of linguistic distance is linear across the distribution, which is supported by the inclusion of partially dened splines (as a product of absolute values of linguistic distance and quartile dummies). The respective coecients and marginal eects are summarized in Table 5 . The results indicate no signicant or systematic dierences of eects across quartiles. This result is stable across categories, models and waves, indicating linearity in the negative eect across the range of linguistic distance.
To demonstrate the importance of our results in a more direct manner, we use the estimates of the Ordered Logit model to predict counterfactual distributions of predicted probabilities to report category Very good in 2003, changing linguistic distance, but keeping all other covariates constant. The kernel density estimates of these counterfactual distributions are shown in Figure 1 . 13 For dierent counterfactual distributions, the linguistic distance is set to the values of 0 as a benchmark, to German-Dutch (51.50), German-English (72.21), and German-Turkish (99.91). Additionally, the observed distribution without changing the linguistic distance is reported.
Changing the distribution from the observed to the counterfactual German distribution moves the probability mass from the left to the right end. About 78 percent of the sample have probabilities of more than 0.8 to report Very good language uency. In the observed non-counterfactual distribution, only 4 percent have probabilities of more than 0.8. This result is quite intuitive, as people should most likely report Very good language uency when they have no linguistic distance at all to bridge. This result illustrates the importance of linguistic distance as a determinant for language uency.
Conclusion
Linguistic distance, the dissimilarity of languages, supposes to be major determinant of host country language acquisition of immigrants. In this study, we introduced a new measure of linguistic distance to explain dierences in speaking uency among immigrants in Germany. Based on routines developed by the German Max Planck Institute for Evolutionary Anthropology, the measure is computed as a normalized and averaged measure of phonetic similarity between words of dierent languages.
This measure is easily computed as a continuous variable for any potential language pair and allows for a comprehensive analysis of distance eects in host country language acquisition. Compared to previous attempts to measure linguistic distance, this measure oers advantages in terms of transparency of computation and the necessity of identication assumptions. Due to the comprehensiveness of covered languages, it oers a broad range of applications in economic research.
We applied this measure in the human capital framework introduced by Chiswick and Miller (1995) as a determinant for language acquisition of rst generation immigrants in Germany, using data from the German Socio-Economic Panel (SOEP). The linguistic distance captures the eect of higher acquisition costs for those with more distant mother languages. Our main ndings can be summarized as follows: (i) robust across all specications, higher linguistic distance decreases the probability of higher uency in host country language; (ii) the impact of linguistic distance is more important in later stages of language acquisition; (iii) the negative eect is linear throughout the range of linguistic distance. In our preferred specication, a 1 percent increase in linguistic distance decreases the probability of reporting Very good language uency by 3.6 to 4.6 percent. Moving up the distribution of linguistic distance from the lower to the upper quartile decreases the probability of reporting Very good language skills by 2.7 to 3.6 percentage points. Spline regressions indicate linearity of this eect across the range of linguistic distance.
Our data also shows some indirect evidence for self-selection. Controlling for linguistic distance, geographic distance as a proxy for migration costs has a positive inuence on language uency. Only those individuals chose to migrate who expect to recover migration costs by higher expected wages, and therefore represent a self-selected group in terms of motivation or unobserved skills.
Our results shed light on a major source of heterogeneity in language acquisition eciency, and as such, on the organization and implementation of language acquisition support. Given that increasing language skills among migrants is a commonly accepted political aim, this additional source of heterogeneity has to be taken into account in designing language course systems for the resident migrant population. This is in line with recent claims for further exibilization of the German integration course system (Bundesministerium des Innern 2006).
Political measures addressing the resident population have to take the distribution of linguistic distance as exogenously given. However, using political measures prior immigration might be able to alter this distribution. The ongoing discussion on the introduction of a points-based immigration scheme, similar to the ones of Australia, Canada, or more recently also in the UK, would allow to take linguistic distance as a proxy for host country language learning eciency into account, lowering the expected average costs for later language support. Instead of estimating one coecient vector β, J − 1 coecient vectors are estimated, which can be interpreted as the eects of covariates on the probability of choosing at least category j + 1 instead of any lower category. Then, the probability of reporting at least category j is given by
Hence, the probability of reporting category j is
with category-specic β j -vectors. The coecients are identied in sign and signicance and are to be interpreted as coecients of a series of binary logistic regressions. Each one compares categories 1 to j − 1 with categories j to J. The standard Ordered Logit-case is nested in the Generalized Ordered Logit as the case of β 1 = β 2 = . . . = β J . The Brant test (Brant 1990) allows to test if a certain Ordered Logit model violates the Parallel Lines assumption. 3 The test statistics are reported in the Ordered Logit results and all estimated Ordered Logit models are tested positively to violate the Parallel Lines assumption. The Generalized Ordered Logit does not need each coecient in β to dier across the categories. To rely on a specication as parsimonious as possible, only those coecients are allowed to dier that are tested to have a categorical-specic inuence. Tables A5, A6 .1, and A6.2 show the coecients and marginal eects obtained by estimating a Generalized Ordered Logit model. 4 The marginal eects are interpreted as eects on the probability of being in exactly one of the four categories. Unlike in the standard Ordered Logit model, due to the category-specic coecients, marginal eects are allowed to change their signs more than once in the sequence from 1 to J (Greene and Hensher 2010). Again, the inclusion of partially dened splines gives insights in potential non-linear eects of linguistic distance. The according coecients and marginal eects are summarized in Table A7 . The results indicate no systematic dierences of eects across quartiles. Marginal Eects Generalized Ordered Logit Regression ME/StdE ME/StdE ME/StdE ME/StdE Bad ix
