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Abstract
We investigate the usage of rule dependency graphs and their colorings for characterizing and com-
puting answer sets of logic programs. This approach provides us with insights into the interplay
between rules when inducing answer sets. We start with different characterizations of answer sets in
terms of totally colored dependency graphs that differ in graph-theoretical aspects. We then develop
a series of operational characterizations of answer sets in terms of operators on partial colorings. In
analogy to the notion of a derivation in proof theory, our operational characterizations are expressed
as (non-deterministically formed) sequences of colorings, turning an uncolored graph into a totally
colored one. In this way, we obtain an operational framework in which different combinations of op-
erators result in different formal properties. Among others, we identify the basic strategy employed
by the noMoRe system and justify its algorithmic approach. Furthermore, we distinguish operations
corresponding to Fitting’s operator as well as to well-founded semantics.
KEYWORDS: answer set programming, operational semantics, answer set computation, graph-based
characterization
1 Introduction
Graphs constitute a fundamental tool within computing science, in particular, in program-
ming languages, where graphs are often used for analyzing a program’s behavior. Clearly,
this also applies to logic programming. For instance, Prolog’s procedural semantics is in-
timately connected to the concept of SLD-trees (Lloyd 1987). For further analysis, like
profiling, other types of graphs, such as call graphs, play an important role during pro-
gram development. Similarly, in alternative semantics of logic programming, like answer
set programming (Gelfond and Lifschitz 1988; Gelfond and Lifschitz 1991), graphs have
been used for deciding whether answer sets exist (Fages 1994; Baral and Gelfond 1994).
We take the application of graphs even further and elaborate in this paper upon an
approach to using graphs as the underlying computational model for computing answer
sets. To this end, we build upon and largely extend the theoretical foundations introduced
in (Linke 2001; Anger et al. 2002). Our approach has its roots in default logic (Reiter 1980),
where extensions are often characterized through their (unique) set of generating default
rules. Accordingly, we are interested in characterizing answer sets by means of their set
∗ Affiliated with the School of Computing Science at Simon Fraser University, Burnaby, Canada.
2 Kathrin Konczak and Thomas Linke and Torsten Schaub
of generating rules. For determining whether a rule belongs to this set, we must verify
that each positive body atom is derivable and that no negative body atom is derivable. In
fact, an atom is derivable if the set of generating rules includes a rule having the atom as
its head; or conversely, an atom is not derivable if there is no rule among the generating
rules that has the atom as its head. Consequently, the formation of the set of generating
rules amounts to resolving positive and negative dependencies among rules. For capturing
these dependencies, we take advantage of the concept of a rule dependency graph, wherein
each node represents a rule of the underlying program and two types of edges stand for the
aforementioned positive and negative rule dependencies, respectively. 1 For expressing the
applicability status of rules, that is, whether a rule belongs to a set of generating rules or
not, we label, or as we say color, the respective nodes in the graph. In this way, an answer
set can be expressed by a total coloring of the rule dependency graph. Of course, in what
follows, we are mainly interested in the inverse, that is, when does a graph coloring corre-
spond to an answer set of the underlying program; and, in particular, how can we compute
such a total coloring.
Generally speaking, graphs provide a formal device for making structural properties of
an underlying problem explicit. In this guise, we start by identifying graph structures that
capture structural properties of logic programs and their answer sets. As a result, we ob-
tain several characterizations of answer sets in terms of totally colored dependency graphs
that differ in graph-theoretical aspects. To a turn, we build upon these characterizations in
order to develop an operational framework for answer set formation. The idea is to start
from an uncolored rule dependency graph and to employ specific operators that turn a
partially colored graph gradually into a totally colored one that represents an answer set.
This approach is strongly inspired by the concept of a derivation, in particular, by that of an
SLD-derivation (Lloyd 1987). Accordingly, a program has a certain answer set iff there is a
sequence of operations turning the uncolored graph into a totally colored one that provably
corresponds to the answer set.
Our paper is organized as follows. Section 2 briefly summarizes concepts of logic pro-
gramming. Section 3 lays the formal foundations of our approach by introducing its basic
graph-theoretical instruments. While the following Section 4 addresses characterizations
of answer sets through totally colored graphs, Section 5 deals with operational character-
izations of answer sets. Section 6 identifies relationships with Fitting’s and well-founded
semantics. Section 7 discusses the approach, in particular in the light of related work. We
conclude our contribution in Section 8. Appendix Appendix A and Appendix B contain
auxiliary material, needed in the proofs given in Appendix Appendix C.
2 Definitions and notation
We assume a basic familiarity with alternative semantics of logic programming (Lifschitz
1996). A (normal) logic program is a finite set of rules of the form
p0 ← p1, . . . , pm, not pm+1, . . . , not pn, (1)
1 This type of graph was called “block graph” in (Linke 2001).
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where n ≥ m ≥ 0, and each pi (0 ≤ i ≤ n) is an atom. The set of all atoms is
denoted by Atm. Given a rule r of form (1), we let head(r) denote the head, p0, of
r and body(r) the body, {p1, . . . , pm, not pm+1, . . . , not pn}, of r. Furthermore, let
body+(r) = {p1, . . . , pm} and body−(r) = {pm+1, . . . , pn}. For a program Π, we write
head(Π) = {head(r) | r ∈ Π}. A program is called basic if body−(r) = ∅ for all its
rules. The reduct, ΠX , of a program Π relative to a set X of atoms is defined by
ΠX = {head(r)← body+(r) | r ∈ Π and body−(r) ∩X = ∅}. (2)
A set of atoms X is closed under a basic program Π if for any r ∈ Π, head(r) ∈ X
whenever body+(r) ⊆ X . The smallest set of atoms which is closed under a basic program
Π is denoted by Cn(Π). With these formalities at hand, we can define answer set semantics
for logic programs: A set X of atoms is an answer set of a program Π if Cn(ΠX) = X .
We use AS (Π) for denoting the set of all answer sets of a program Π.
An alternative inductive characterization for operator Cn can be obtained by appeal to
an immediate consequence operator (Lloyd 1987). Let Π be a basic program and X a set
of atoms. The operator TΠ is defined as follows:
TΠ(X) = {head(r) | r ∈ Π and body(r) ⊆ X} . (3)
Iterated applications of TΠ are written as T jΠ for j ≥ 0, where T 0Π(X) = X and T iΠ(X) =
TΠ(T
i−1
Π (X)) for i ≥ 1. It is well-known that Cn(Π) =
⋃
i≥0 T
i
Π(∅), for any basic pro-
gram Π. Also, for any answer set X of program Π, it holds that X =
⋃
i≥0 T
i
ΠX (∅).
Another important concept is that of the generating rules of an answer set. The set
RΠ(X) of generating rules of a set X of atoms from program Π is defined as
RΠ(X) = {r ∈ Π | body
+(r) ⊆ X and body−(r) ∩X = ∅} . (4)
In fact, one can show that a set of atoms X is an answer set of a program Π iff X =
Cn((RΠ(X))
∅) (see Theorem Appendix A.2; note that Π∅ = {head(r) ← body+(r) |
r ∈ Π} for any program Π).
3 Graphs and colorings
This section lays the formal foundations of our approach by introducing its basic graph-
theoretical instruments.
A graph is a pair (V,E) where V is a set of vertices and E ⊆ V × V a set of (directed)
edges. A path from x to y in (V,E) for x, y ∈ V is a sequence x1, . . . , xn such that
x = x1, y = xn, (xi, xi+1) ∈ E for 1 ≤ i < n, and the elements xi are pairwise disjoint.
A set of edges E contains a cycle if there is a nonempty set {xi | i ∈ {0, . . . , n}} of
vertices such that (xi, xi+1) ∈ E for i ∈ {0, . . . , n−1} and (xn, x0) ∈ E. A graph (V,E)
is acyclic if E contains no cycles. ForW ⊆ V , we denoteE∩(W ×W ) byE|W . Also, we
abbreviate the induced subgraph G = (V ∩W,E|W ) of (V,E) by G|W . A labeled graph
is a graph with an associated labeling function ℓ : E → L for some set of labels L. In view
of our small label set L = {0, 1} (see below), we leave ℓ and L implicit and denote such
labeled graphs by triples (V,E0, E1), where Ei = {e ∈ E | ℓ(e) = i} for i = 0, 1. An
i-subgraph of (V,E0, E1) is a graph (W,F ) such that W ⊆ V and F ⊆ Ei|W for i = 0, 1.
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2 An i-path from x to y in (V,E0, E1) is a path from x to y in (V,Ei) for x, y ∈ V and
i = 0, 1.
In the context of logic programming, we are interested in graphs reflecting dependencies
among rules.
Definition 3.1
Let Π be a logic program.
The rule dependency graph (RDG) ΓΠ = (Π, E0, E1) of Π is a labeled graph with
E0 =
{
(r, r′) | r, r′ ∈ Π, head(r) ∈ body+(r′)
}
;
E1 =
{
(r, r′) | r, r′ ∈ Π, head(r) ∈ body−(r′)
}
.
We omit the subscript Π from ΓΠ whenever the underlying program is clear from the
context. We follow (Papadimitriou and Sideri 1994) in distinguishing between 0- and 1-
edges. Observe that several programs may have isomorphic RDGs. For example, Π =
{a← b, c← a} and Π′ = {a←, c← a} have isomorphic RDGs.
Example 1
Consider the logic program Π1 = {r1, . . . , r6}, comprising the following rules:
r1 : p ←
r2 : b ← p
r3 : f ← b, not f ′
r4 : f
′ ← p, not f
r5 : b ← m
r6 : x ← f, f ′, not x
The RDG of Π1 is given as follows:
ΓΠ1 = ( Π1, {(r1, r2), (r1, r4), (r2, r3), (r3, r6), (r4, r6), (r5, r3)}, {(r3, r4), (r4, r3), (r6, r6)} )
It is depicted graphically in Figure 1. For instance, ({r1, r2, r3, r4}, {(r1, r2)}) is a 0-
subgraph of ΓΠ1 and ({r5, r6}, {(r6, r6)}) is a 1-subgraph of ΓΠ1 .
We call C a (partial) coloring of ΓΠ if C is a partial mappingC : Π→ {⊕,⊖}. We call
C a total coloring, if C is a total mapping. Intuitively, the colors⊕ and⊖ indicate whether
a rule is supposedly applied or blocked, respectively. We sometimes denote the set of all
vertices colored with ⊕ or ⊖ by C⊕ or C⊖, respectively. That is, C⊕ = {r | C(r) = ⊕}
and C⊖ = {r | C(r) = ⊖}. If C is total, (C⊕, C⊖) is a binary partition of Π. That is,
Π = C⊕∪C⊖ andC⊕∩C⊖ = ∅. Accordingly, we often identify a coloringC with the pair
(C⊕, C⊖). A partial coloring C induces a pair (C⊕, C⊖) of sets such that C⊕ ∪ C⊖ ⊆ Π
andC⊕∩C⊖ = ∅. For comparing partial colorings,C and C′, we define C ⊑ C′, if C⊕ ⊆
C′⊕ and C⊖ ⊆ C′⊖. The “empty” coloring (∅, ∅) is the ⊑-smallest coloring. Accordingly,
we define C ⊔ C′ as (C⊕ ∪ C′⊕, C⊖ ∪ C′⊖).3 We denote the set of all partial colorings
of a RDG ΓΠ by CΓΠ . For readability, we often omit the index ΓΠ and simply write C,
whenever this is clear from the context.
2 Note that an i-subgraph is not an induced graph.
3 We use “squared” relation symbols, like ⊑ or ⊔ when dealing with partial colorings.
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r1✒✑
✓✏
r2✒✑
✓✏
r4✒✑
✓✏
r3✒✑
✓✏
r6✒✑
✓✏
r5✒✑
✓✏
❄ ❄
✲✛
✲
✻ 
 
 
 
  ✠❄
✒✑
✏✛
0
0
0
0
1
0
1
0
Fig. 1. The RDG of logic program Π1.
If C is a coloring of ΓΠ, we call the pair (ΓΠ, C) a colored RDG . For example, “color-
ing” the RDG of Π1 from Example 1 with 4
C5 = ({r1, r2}, {r6}) (5)
yields the colored graph given in Figure 2. For simplicity, when coloring, we replace the
⊕✒✑
✓✏
⊕✒✑
✓✏
r4✒✑
✓✏
r3✒✑
✓✏
⊖✒✑
✓✏
r5✒✑
✓✏
❄ ❄
✲✛
✲
✻ 
 
 
 
  ✠❄
✒✑
✏✛
0
0
0
0
1
0
1
0
Fig. 2. The (partially) colored RDG (ΓΠ1 , C5).
label of a node by the respective color. (Cf. Figure 1 for the underlying uncolored graph.)
Observe that our conception of coloring is nonstandard insofar that adjacent vertices may
be colored with the same color. We are sometimes interested in the subgraph ΓΠ|C⊕∪C⊖
4 For the sake of uniqueness, we label the coloring with the equation number.
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induced by the colored nodes. Restricting ΓΠ1 to the nodes colored in Figure 2, yields the
RDG ({r1, r2, r6}, {(r1, r2)}, {(r6, r6)}).
The central question addressed in this paper is how to characterize and compute the total
colorings of RDGs that correspond to the answer sets of an underlying program. In fact,
the colorings of interest can be distinguished in a straightforward way. Let Π be a logic
program along with its RDG Γ. Then, for every answer set X of Π, define an admissible
coloring5 C of Γ as
C = (RΠ(X),Π \RΠ(X)) . (6)
By way of the respective generating rules, we associate with any program a set of admissi-
ble colorings whose members are in one-to-one correspondence with its answer sets. Any
admissible coloring is total; furthermore, we have X = head(C⊕). We use AC (Π) for
denoting the set of all admissible colorings of a RDG ΓΠ.
For a partial coloring C, we define ACΠ(C) as the set of all admissible colorings of ΓΠ
compatible with C. Formally, given the RDG Γ of a logic program Π and a partial coloring
C of Γ, define
ACΠ(C) = {C
′ ∈ AC (Π) | C ⊑ C′} . (7)
Clearly, C1 ⊑ C2 implies ACΠ(C1) ⊇ ACΠ(C2). Observe also that a partial coloring C
is extensible to an admissible oneC′, that is,C ⊑ C′, iffACΠ(C) is non-empty. For a total
coloringC, ACΠ(C) is either empty or singleton. Regarding programΠ1 and coloringC5,
we get ACΠ1(C5) = AC (Π1) = {({r1, r2, r3}, {r4, r5, r6}), ({r1, r2, r4}, {r3, r5, r6})}
(see also Figure 5 below).
Accordingly, we define ASΠ(C) as the set of all answer sets X of Π compatible with
partial coloring C.
ASΠ(C) = {X ∈ AS (Π) | C⊕ ⊆ RΠ(X) and C⊖ ∩RΠ(X) = ∅}. (8)
Note that head(C⊕) ⊆ X for any answer set X ∈ ASΠ(C) (cf. Theorem Appendix A.4).
Otherwise, similar considerations apply to ASΠ(C) as made above for ACΠ(C). As re-
gards programΠ1 and coloringC5, we getASΠ1(C5) = AS (Π1) = {{b, p, f}, {b, p, f ′}}.
It is noteworthy that due to the one-to-one correspondence between ASΠ(C) and ACΠ(C)
(cf. Theorem Appendix A.1), one can replace one by the other in most subsequent results.
Often it is simply a matter of simplicity which formulation is used.
We need the following concepts for describing a rule’s status of applicability in a colored
RDG .
Definition 3.2
Let Γ = (Π, E0, E1) be the RDG of logic program Π and C be a partial coloring of Γ.
For r ∈ Π, we define:
1. r is supported in (Γ, C), if body+(r) ⊆ {head(r′) | (r′, r) ∈ E0, r′ ∈ C⊕};
2. r is unsupported in (Γ, C), if {r′ | (r′, r) ∈ E0, head(r′) = q} ⊆ C⊖ for some
q ∈ body+(r);
5 The term “admissible coloring” was coined in (Brignoli et al. 1999); they were referred to as “application col-
orings” in (Linke 2001). Note that both colorings concepts are originally defined in purely graph-theoretical
terms. Here, we simply adopt this term for distinguishing colorings corresponding to answer sets of an under-
lying program (cf. Section 7).
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3. r is blocked in (Γ, C), if r′ ∈ C⊕ for some (r′, r) ∈ E1;
4. r is unblocked in (Γ, C), if r′ ∈ C⊖ for all (r′, r) ∈ E1.
For r and r′ as given in Condition 3, we say that r is blocked by r′. Whenever C is total,
a rule is unsupported or unblocked iff it is not supported or not blocked, respectively. Note
that the qualification (r′, r) ∈ E0 could be safely removed from Condition 1 and 2; we left
it in for stressing the symmetry among the first two and the last two conditions. Observe
that all four properties are decidable by looking at the immediate predecessors in the graph.
With a slightly extended graph structure, they can be expressed in purely graph-theoretical
terms, without any reference to the heads and bodies of the underlying rules.6
For convenience, let us introduce the following sets of rules.
Definition 3.3
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
We define
1. S(Γ, C) = {r ∈ Π | r is supported in (Γ, C)};
2. S(Γ, C) = {r ∈ Π | r is unsupported in (Γ, C)};
3. B(Γ, C) = {r ∈ Π | r is blocked in (Γ, C)};
4. B(Γ, C) = {r ∈ Π | r is unblocked in (Γ, C)}.
For a total coloring C, we have S(Γ, C) = Π \ S(Γ, C) and B(Γ, C) = Π \ B(Γ, C).
Furthermore, S(Γ, C) and S(Γ, C) as well as B(Γ, C) and B(Γ, C), respectively, are
disjoint.
For illustration, consider the sets obtained regarding the colored RDG (ΓΠ1 , C5), given
in Figure 2.
S(ΓΠ1 , C5) = {r1, r2, r3, r4} S(ΓΠ1 , C5) = {r5}
B(ΓΠ1 , C5) = ∅ B(ΓΠ1 , C5) = {r1, r2, r5, r6}
(9)
The following theorem shows the correspondence between properties of rules in a logic
program and properties of vertices of a RDG , in the presence of an existing answer set.
Theorem 3.1
Let Γ be the RDG of logic program Π, C be a partial coloring of Γ and X ∈ ASΠ(C).
For r ∈ Π, we have
1. body+(r) ⊆ X , if r ∈ S(Γ, C);
2. body+(r) 6⊆ X , if r ∈ S(Γ, C);
3. body−(r) ∩X 6= ∅, if r ∈ B(Γ, C);
4. body−(r) ∩X = ∅, if r ∈ B(Γ, C).
For admissible colorings, we may turn the above “if” statements into “iff”.
6 For details on these pure graph-theoretical characterization, we refer the reader to a companion paper (Linke
et al. 2002), dealing with the system noMoRe.
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Corollary 3.2
Let Γ be the RDG of logic program Π, C be an admissible coloring of Γ and {X} =
ASΠ(C).
For r ∈ Π, we have
1. body+(r) ⊆ X iff r ∈ S(Γ, C);
2. body+(r) 6⊆ X iff r ∈ S(Γ, C);
3. body−(r) ∩X 6= ∅ iff r ∈ B(Γ, C);
4. body−(r) ∩X = ∅ iff r ∈ B(Γ, C).
The next results are important for understanding the idea of our approach.
Theorem 3.3
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Then, for every X ∈ ASΠ(C) we have that
1. S(Γ, C) ∩B(Γ, C) ⊆ RΠ(X);
2. S(Γ, C) ∪B(Γ, C) ⊆ Π \RΠ(X).
If C is admissible, we have for {X} = ASΠ(C) that
3. S(Γ, C) ∩B(Γ, C) = RΠ(X);
4. S(Γ, C) ∪B(Γ, C) = Π \RΠ(X).
In fact, the last two equations are equivalent since C is total. Each of them can be under-
stood as a necessary yet insufficient condition for characterizing answer sets. We elaborate
upon sufficient graph-theoretical conditions in the next section.
Let us reconsider the partially colored RDG (ΓΠ1 , C5) in Figure 2. For every X ∈
ASΠ1(C5) = {{b, p, f}, {b, p, f
′}}, we have
S(ΓΠ1 , C5) ∩B(ΓΠ1 , C5) = {r1, r2, r3, r4} ∩ {r1, r2, r5, r6}
= {r1, r2}
⊆ RΠ1(X);
S(ΓΠ1 , C5) ∪B(ΓΠ1 , C5) = {r5} ∪ ∅
= {r5}
⊆ Π \RΠ1(X).
Regarding Π = {a← not a}, it is instructive to observe the instance of Condition 3 in
Theorem 3.3 for total coloring C = ({a← not a}, ∅) and set X = {a}:
S(ΓΠ, C) ∩B(ΓΠ, C) = {a← not a} ∩ ∅ = RΠ(X) .
This demonstrates that Condition 3 is insufficient for characterizing answer sets. In fact,
observe that C⊕ 6= S(ΓΠ, C) ∩B(ΓΠ, C).
4 Deciding answersetship from colored graphs
The result given in Theorem 3.3 started from an existing answer set induced from a given
coloring. We now develop concepts that allow us to decide whether a (total) coloring rep-
resents an answer set by purely graph-theoretical means.
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4.1 Graph-based characterization
To begin with, we define a graph structure accounting for the notion of recursive support.
Definition 4.1
Let Γ be the RDG of logic program Π.
We define a support graph ofΓ as an acyclic 0-subgraph (V,E) ofΓ such that body+(r) ⊆
{head(r′) | (r′, r) ∈ E} for all r ∈ V .
Intuitively, support graphs constitute the graph-theoretical counterpart of operator Cn. That
is, a support graph comprises dependencies among heads and positive bodies on which
potential applications of the TΠ operator rely.
Example 2
Consider program Π2 consisting of rules
r1 : a ←
r2 : b ← not a
r3 : c ← b
r4 : b ← c .
Among others, the RDG ofΠ2 has support graphs (∅, ∅), ({r1, r2}, ∅), ({r2, r3}, {(r2, r3)}),
and (Π2, {(r2, r3), (r3, r4)}).
Observe that the empty graph (∅, ∅) is a support graph of any (uncolored) graph. Self-
supportedness is avoided due to the acyclicity of support graphs. (Π2, {(r4, r3), (r3, r4)})
is cyclic and hence no support graph.
Every RDG has a unique support graph possessing a largest set of vertices.
Theorem 4.1
Let Γ be the RDG of logic program Π.
Then, there exists a support graph (V,E) of Γ such that V ′ ⊆ V for all support graphs
(V ′, E′) of Γ.
For simplicity, we refer to such support graphs as maximal support graphs; all of them
share the same set of vertices. This set of vertices corresponds to the generating rules of
Cn(Π∅). Different maximal support graphs comprise different sets of edges, reflecting the
intuition that atoms may be derivable in different ways. Given that the empty graph is a
support graph of any (uncolored) graph, there is always a maximal support graph.
For example, the maximal support graph of the RDG of logic program Π1, given in
Figure 1, is depicted in Figure 3. The latter contains except for (r5, r3) all 0-edges of the
former, viz. (ΓΠ1 , C5); also r5 is excluded since it cannot be supported (recursively). The
only maximal support graph of ΓΠ2 is (Π2, {(r2, r3), (r3, r4)}) (cf. Example 2). Extending
Π2 by r5 : b← yields three maximal support graphs (Π2∪{r5}, {(r2, r3), (r3, r4)}), (Π2∪
{r5}, {(r5, r3), (r3, r4)}), and (Π2∪{r5}, {(r2, r3), (r5, r3), (r3, r4)}). All of them share
the same set of vertices but differ in the set of edges.
The concept of a support graph is extended to colored graphs in the following way.
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r1✒✑
✓✏
r2✒✑
✓✏
r4✒✑
✓✏
r3✒✑
✓✏
r6✒✑
✓✏
❄ ❄
✲
 
 
 
 
  ✠❄
0
0 0
0
0
Fig. 3. The maximal support graph of ΓΠ1 .
Definition 4.2
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
We define a support graph of (Γ, C) as a support graph (V,E) of Γ such that C⊕ ⊆ V
and C⊖ ∩ V = ∅ for some E ⊆ (Π×Π).
Recall that E consists of 0-arcs only. Also, note that Definition 4.1 and 4.2 coincide when-
ever C is the empty coloring. In general, the support graphs of (Γ, C) are exactly those
support graphs of Γ whose vertex set includes C⊕ and excludes C⊖. Intuitively, a support
graph of a colored RDG (Γ, C) takes the applicability status of the rules expressed by C
into account. That is, it contains all rules whose positive body is derivable, given that all
rules in C⊕ are applicable and all rules in C⊖ are inapplicable.
For example, the maximal support graph of the colored RDG (ΓΠ1 , C5), given in Fig-
ure 2, is depicted in Figure 4. The latter must include all positively colored and exclude
all negatively colored nodes of the former. Given program Π2 from Example 2, a “bad”
r1✒✑
✓✏
r2✒✑
✓✏
r4✒✑
✓✏
r3✒✑
✓✏❄ ❄
✲
0 0
0
Fig. 4. The maximal support graph of (ΓΠ1 , C5).
coloring, like C = ({b← c}, {b← not a}), may deny the existence of a support graph of
(Γ, C).
Given an arbitrary coloring C, there is a priori no relationship among the set of rules
supported by a colored graph, viz. S(Γ, C), and its support graphs. To see this, consider
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the support graph ΓΠ2 of program Π2 along with coloringC = ({r1, r3, r4}, {r2}). While
we have S(ΓΠ2 , C) = Π2, there is no support graph of (ΓΠ2 , C). For one thing, a support
graph is denied since r3 and r4 form a circular support. For another thing, r2 is always
supported, no matter which coloring is considered, whereas it cannot belong to a support
graph once it is blocked (ie. colored with ⊖). This illustrates two things. First, support
graphs provide a global, recursive structure tracing the support of a rule over 0-paths back
to rules with empty positive bodies. Unlike this, S(Γ, C) relies only on 0-edges, capturing
thus a rather local notion of support. Second, support graphs take the complete applicability
status expressed by a coloring into account. Unlike this, S(Γ, C) may contain putatively
blocked rules from C⊖.
As above, we distinguish maximal support graphs of colored graphs through their max-
imal set of vertices.
For colored graphs, we have the following conditions guaranteeing the existence of
(maximal) support graphs.
Theorem 4.2
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Then, there is a (maximal) support graph of (Γ, C), if one of the following conditions
holds.
1. ACΠ(C) 6= ∅;
2. (C⊕, E) is a support graph of Γ|C⊕∪C⊖ for some E ⊆ (Π×Π).
The existence of a support graph implies the existence of a maximal one. This is why we
put maximal in parentheses in the preamble of Theorem 4.2.
As with Property 3 or 4 in Theorem 3.3, respectively, the existence of a support graph
can be understood as a necessary condition for characterizing answer sets:
Corollary 4.3
Let Γ be the RDG of logic program Π and C be an admissible coloring of Γ.
Then, (C⊕, E) is a support graph of (Γ, C) for some E ⊆ (Π×Π).
In fact, taken the last result together with Property 3 or 4 in Theorem 3.3, respectively,
we obtain a sufficient characterization of admissible colorings (along with their underlying
answer sets).
Theorem 4.4 (Answer set characterization, I)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, the following statements are equivalent.
1. C is an admissible coloring of Γ;
2. C⊕ = S(Γ, C) ∩B(Γ, C) and there is a support graph of (Γ, C);
3. C⊖ = S(Γ, C) ∪B(Γ, C) and there is a support graph of (Γ, C).
Interestingly, this characterization shows that once we have established a support graph, it
doesn’t matter whether we focus exclusively on the applicable (as in Statement 2.) or on
the inapplicable rules (as in 3.) for characterizing admissible colorings. In both cases, C⊕
provides the vertices of the maximal support graphs.
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For illustration, let us consider the two admissible colorings of RDG ΓΠ1 , corresponding
to the two answer sets of program Π1 (given in Example 1):
C10 = ({r1, r2, r3}, {r4, r5, r6}) ; (10)
C11 = ({r1, r2, r4}, {r3, r5, r6}). (11)
The resulting colored RDGs are depicted in Figure 5. (Cf. Figure 1 on Page 5 for the
⊕✒✑
✓✏
⊕✒✑
✓✏
⊖✒✑
✓✏
⊕✒✑
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✓✏
⊖✒✑
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❄ ❄
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✓✏
⊕✒✑
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⊖✒✑
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❄ ❄
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✲
✻ 
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0
0
0
0
1
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0
Fig. 5. The totally colored RDGs (ΓΠ1 , C10) and (ΓΠ1 , C11).
underlying uncolored graph.) Let us detail the case of C10. We get:
S(ΓΠ1 , C10) ∩B(ΓΠ1 , C10) = {r1, r2, r3, r4} ∩ {r1, r2, r3, r5, r6}
= {r1, r2, r3}
= (C10)⊕;
S(ΓΠ1 , C10) ∪B(ΓΠ1 , C10) = {r5, r6} ∪ {r4}
= {r4, r5, r6}
= (C10)⊖.
The maximal support graph of (ΓΠ1 , C10) is given by ((C10)⊕, {(r1, r2), (r2, r3)}); it is
depicted below in Figure 6.
4.2 Capturing original concepts
It is interesting to see how the original definition of an answer setX , that is,X = Cn(ΠX),
along with its underling constructions, viz. reduction ΠX and the Cn operator, can be
captured within our graph-based setting.
Clearly, ΠX amounts to the set of unblocked rules.
Theorem 4.5
Let Γ be the RDG of logic program Π.
Furthermore, let C be a total coloring of Γ and X be a set of atoms such that X =
head(C⊕).
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Then, head(r)← body+(r) ∈ ΠX iff r ∈ B(Γ, C) for r ∈ Π.
The next result fixes the relationship of maximal support graphs to the consequence
operator of basic programs.
Theorem 4.6
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
If (V,E) is a maximal support graph of (Γ, C), then head(V ) = Cn((Π \ C⊖)∅).
For the “empty” coloring C = (∅, ∅), we have head(V ) = Cn(Π∅).
Taking the graph-theoretical counterparts of the reduct ΠX and the Cn operator yields
the following graph-theoretical characterization of answer sets:
Theorem 4.7 (Answer set characterization, II)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff (C⊕, E) is a maximal support graph of
Γ|B(Γ,C) for some E ⊆ (Π×Π).
Recall that Γ|B(Γ,C) is the restriction of Γ to the set of unblocked rules in (Γ, C).7 In view
of Theorem 4.5, the graph Γ|B(Γ,C) amounts to a reduced (basic) program ΠX whose
closure Cn(ΠX) is characterized by means of a maximal support graph (cf. Theorem 4.6).
4.3 Subgraph-based characterization
Using “unblocked” rules as done in the previous characterization, refers only implicitly to
the blockage relations expressed by 1-edges. In analogy to Definition 4.1, this structure can
be made explicit by the notion of a blockage graph. For this, we use π2 for projecting the
second argument of a relation. 8
Definition 4.3
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
We define a blockage graph of (Γ, C) as a 1-subgraph (V,E) of Γ such that
1. E ∩ (C⊕ × C⊕) = ∅;
2. π2(E ∩ (C⊕ × C⊖)) = C⊖ ∩ V .
In other words, the first condition says that there is no (r, r′) ∈ E such that r, r′ ∈ C⊕,
while the second one stipulates that for all r ∈ C⊖ ∩ V there exists an r′ ∈ C⊕ such that
(r′, r) ∈ E.
Let us briefly compare the definitions of support and blockage graphs. Support graphs
capture a recursive concept, stipulating that 0-edges are contained in 0-paths, tracing the
support of rules back to rules with empty positive body. Unlike this, blockage graphs aim at
characterizing rather local dependencies, based on 1-edge-wise constraints. That is, while
the acyclicity of a support graph cannot be checked locally, we may verify whether a graph
is a blockage graph by inspecting one of its 1-edges after the other.
Together, both concepts provide the following characterization of answer sets.
7 In fact, Γ|
B(Γ,C) could be replaced in Theorem 4.7 by Γ|S(Γ,C)∩B(Γ,C) without changing its validity.
8 That is, pi2(R) = {r2 | (r1, r2) ∈ R} for a binary relation R.
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Theorem 4.8 (Answer set characterization, III)
Let Γ = (Π, E0, E1) be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff
1. there is some support graph of (Γ, C) and
2. (S(Γ, C), E1|S(Γ,C)) is a blockage graph of (Γ, C).
Observe that (C⊕, E) is a support graph of (Γ, C) for some E ⊆ Π×Π. Condition 2 stip-
ulates, among other things, that all supported yet inapplicable rules are properly blocked
(cf. Condition 2 in Definition 4.3). The restriction to supported rules is necessary in order
to eliminate rules that are inapplicable since they are unsupported. Note that the blockage
graph in Condition 2 can also be written as (C⊕ ∪ C⊖, E1)|S(Γ,C). For example, the sup-
port and the blockage graph of the colored RDG (ΓΠ1 , C10), given on the left hand side
in Figure 5, are depicted in Figure 6. This figure nicely illustrates the subset relationship
r1✒✑
✓✏
r2✒✑
✓✏
r3✒✑
✓✏❄
✲
0
0
r1✒✑
✓✏
r2✒✑
✓✏
r4✒✑
✓✏
r3✒✑
✓✏
✲✛
1
Fig. 6. Support and blockage graph of (ΓΠ1 , C10).
between the vertices of the support and the blockage graph.
Without explicit mention of the blockage graph, a similar characterization can be given
in the following way.
Corollary 4.9 (Answer set characterization, III′)
Let Γ = (Π, E0, E1) be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff the following conditions hold.
1. (C⊕, E) is a support graph of (Γ, C) for some E ⊆ Π×Π;
2. for all r ∈ (C⊖ ∩ S(Γ, C)) there exists an r′ ∈ C⊕ such that (r′, r) ∈ E1;
3. for all r, r′ ∈ C⊕ we have (r, r′) 6∈ E1.
5 Operational characterizations
The goal of this section is to provide an operational characterization of answer sets, based
on the concepts introduced in the last section. The idea is to start with the “empty” coloring
(∅, ∅) and to successively apply operators that turn a partial coloring C into another one
C′ such that C ⊑ C′. This is done until finally an admissible coloring, yielding an answer
set, is obtained.
5.1 Deterministic operators
We concentrate first on operations extending partial colorings in a deterministic way.
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Definition 5.1
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Then, definePΓ : C→ C as PΓ(C) = C ⊔ (S(Γ, C)∩B(Γ, C), S(Γ, C)∪B(Γ, C)) .
A partial coloring C is closed under PΓ , if C = PΓ(C). Note that PΓ(C) does not always
exist. To see this, observe that PΓ(({a ← not a}, ∅)) would be ({a ← not a}, {a ←
not a}), which is no mapping and thus no partial coloring. Interestingly, PΓ exists on
colorings expressing answer sets.
Theorem 5.1
Let Γ be the RDG of logic program Π and C a partial coloring of Γ.
If ACΠ(C) 6= ∅, then PΓ(C) exists.
Note that PΓ(C) may exist although ACΠ(C) = ∅. 9 To see this, consider the program
Π = {a ←, c ← a, not c}. Clearly, AS (Π) = ∅. However, PΓ((∅, ∅)) = ({a ←}, ∅)
exists.
Now, we can define our principal propagation operator in the following way.
Definition 5.2
Let Γ be the RDG of logic program Π and C a partial coloring of Γ.
Then, define P∗Γ : C→ C where P∗Γ(C) is the⊑-smallest partial coloring containingC
and being closed under PΓ .
Essentially, P∗Γ(C) amounts to computing the “immediate consequences” from a given
partial coloring C. 10
Also, like PΓ(C), P∗Γ(C) is not necessarily defined. This situation is made precise next.
Theorem 5.2
Let Γ be the RDG of logic program Π and C a partial coloring of Γ.
If ACΠ(C) 6= ∅, then P∗Γ(C) exists.
Under the previous conditions, we may actually characterize P∗Γ in terms of iterated appli-
cations of PΓ ; this is detailed in Appendix Appendix B and used in the proofs. In fact, the
non-existence of P∗Γ is an important feature since an undefined application of P∗Γ amounts
to a backtracking situation at the implementation level. Note that P∗Γ((∅, ∅)) always exists,
even though we may have ACΠ((∅, ∅)) = ∅ (because of AS (Π) = ∅).
We have the following result.
Corollary 5.3
Let Γ be the RDG of logic program Π. Then, P∗Γ((∅, ∅)) exists.
9 Since our goal is to compute members of ACΓ (C), the precondition ACΠ(C) 6= ∅ is sufficient for our
purposes. It remains future work to identify a necessary and sufficient condition guaranteeing the existence of
PΓ (C).
10 In Section 6, this is related to Fitting’s semantics.
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For illustration, consider program Π1 in Example 1. We get:
PΓ((∅, ∅)) = (∅, ∅) ⊔ ({r1} ∩ {r1, r2, r5}, {r5} ∪ ∅)
= ({r1}, {r5})
PΓ(({r1}, {r5})) = ({r1}, {r5}) ⊔ ({r1, r2, r4} ∩ {r1, r2, r5}, {r5} ∪ ∅)
= ({r1, r2}, {r5})
PΓ(({r1, r2}, {r5})) = ({r1, r2}, {r5}) ⊔ ({r1, r2, r3, r4} ∩ {r1, r2, r5}, {r5} ∪ ∅)
= ({r1, r2}, {r5})
Hence, we obtain
P∗Γ((∅, ∅)) = ({r1, r2}, {r5}) .
Let us now elaborate more upon the formal properties of PΓ and P∗Γ . First, we observe
that both are reflexive, that is, C ⊑ PΓ(C) and C ⊑ P∗Γ(C) (provided that PΓ(C) and
P∗Γ(C) exists). Furthermore, both operators are monotonic in the following sense.
Theorem 5.4
Let Γ be the RDG of logic program Π and let C and C′ be partial colorings of Γ such that
ACΠ(C
′) 6= ∅.
1. If C ⊑ C′, then PΓ(C) ⊑ PΓ(C′);
2. If C ⊑ C′, then P∗Γ(C) ⊑ P∗Γ(C′).
Given thatPΓ is reflexive, the last result implies thatC ⊑ PΓ(C) ⊑ PΓ(PΓ(C)) whenever
ACΠ(C) 6= ∅. In addition, P∗Γ clearly enjoys a restricted idempotency property, that is,
P∗Γ(C) = P
∗
Γ(P
∗
Γ(C)) provided that ACΠ(C) 6= ∅.
Our next result shows that PΓ and P∗Γ are answer set preserving.
Theorem 5.5
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Then, we have
1. ACΠ(C) = ACΠ(PΓ(C));
2. ACΠ(C) = ACΠ(P∗Γ(C)).
That is, X ∈ ASΠ(C) iff X ∈ ASΠ(PΓ(C)) iff X ∈ ASΠ(P∗Γ(C)).
A similar result holds for the underlying support and blockage graphs.
Theorem 5.6
Let Γ = (Π, E0, E1) be the RDG of logic program Π and C be a partial coloring of Γ.
For C′ = P∗Γ(C), we have
1. if (C⊕, E) is a support graph of (Γ,C), then (C′⊕, E′) is a support graph of (Γ,C′)
for some E,E′ ⊆ E0;
2. if (C⊕ ∪ C⊖, E1)|S(Γ,C) is a blockage graph of (Γ, C) and C⊕ ⊆ S(Γ, C),
then (C′⊕ ∪ C′⊖, E1)|S(Γ,C′) is a blockage graph of (Γ, C′).
A similar result can be shown for PΓ .
Finally, PΓ can be used for deciding answersetship in the following way.
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Corollary 5.7 (Answer set characterization, I′)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff PΓ(C) = C and there is a support graph of
(Γ, C).
This result directly follows from Theorem 4.4. Clearly, the result is also valid when replac-
ing PΓ by P∗Γ .
The following operation draws upon the maximal support graph of colored RDGs.
Definition 5.3
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Furthermore, let (V,E) be a maximal support graph of (Γ, C) for some E ⊆ (Π×Π).
Then, define UΓ : C→ C as UΓ(C) = (C⊕,Π \ V ).
This operator allows for coloring rules with ⊖ whenever it is clear from the given partial
coloring that they will remain unsupported.11 Observe that Π\V = C⊖∪(Π\V ). As with
P∗Γ , operator UΓ(C) is an extension of C. To be more precise, we have C⊕ = (UΓ(C))⊕
and C⊖ ∪ S(Γ, C) ⊆ (UΓ(C))⊖. Unlike P∗Γ , however, operator UΓ allows for coloring
nodes unconnected with the already colored part of the graph.
As regards program Π1 in Example 1, for instance, we obtain UΓ((∅, ∅)) = (∅, {r5}).
While this information on r5 can also be supplied by PΓ , it is not obtainable for “self-
supporting 0-loops”, as in Π = {p ← q, q ← p}. In this case, we obtain UΓ((∅, ∅)) =
(∅, {p← q, q ← p}), which is not obtainable through PΓ (and P∗Γ , respectively).
Although UΓ cannot be defined in general, it is defined on colorings satisfying the con-
ditions of Theorem 4.2, guaranteeing the existence of support graphs.
Corollary 5.8
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
If (Γ, C) has a support graph, then UΓ(C) exists.
We may actually characterize UΓ(C) in terms of iterated applications of an operator, simi-
lar to TΠ; this is detailed in Section 5.4.2 as well as in Appendix Appendix B.
As with P∗Γ , operatorUΓ is reflexive, idempotent, monotonic, and answer set preserving.
Theorem 5.9
Let Γ be the RDG of logic program Π and let C and C′ be partial colorings of Γ such that
ACΠ(C) 6= ∅ and ACΠ(C′) 6= ∅.
Then, we have the following properties.
1. C ⊑ UΓ(C);
2. UΓ(C) = UΓ(UΓ(C));
3. if C ⊑ C′, then UΓ(C) ⊑ UΓ(C′).
11 The relation to unfounded sets is described in Corollary 6.3.
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Theorem 5.10
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Then, we have ACΠ(C) = ACΠ(UΓ(C)).
Note that unlike PΓ , operator UΓ leaves the support graph of (Γ, C) unaffected. Since,
according to Theorem 4.8, the essential blockage graph is composed of supported rules
only, the same applies to this graph as well.
Theorem 5.11
Let Γ = (Π, E0, E1) be the RDG of logic program Π and C be a partial coloring of Γ.
For C′ = UΓ(C), we have
1. if (C⊕, E) is a support graph of (Γ,C), then (C⊕, E) is a support graph of (Γ,C′)
for some E ⊆ E0;
2. if (C⊕ ∪ C⊖, E1)|S(Γ,C) is a blockage graph of (Γ, C),
then (C⊕ ∪ C⊖, E1)|S(Γ,C) is a blockage graph of (Γ, C′).
In fact, we have in the latter case that (C⊕ ∪ C⊖, E1)|S(Γ,C) = (C′⊕ ∪ C′⊖, E1)|S(Γ,C′).
Because UΓ implicitly enforces the existence of a support graph, our operators furnish
yet another characterization of answer sets.
Corollary 5.12 (Answer set characterization, I′′)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff C = PΓ(C) and C = UΓ(C).
Clearly, this result is also valid when replacing PΓ by P∗Γ .
Note that the last result is obtained from Corollary 5.7 by replacing the requirement
of the existence of a support graph by C = UΓ(C). However, the last condition cannot
guarantee that all supported unblocked rules belong toC⊕. For instance, (∅, {a←}) has an
empty support graph; hence (∅, {a←}) = UΓ((∅, {a←})). That is, the trivially supported
fact a ← remains in C⊖. In our setting, such a miscoloring is detected by operator PΓ .
That is, PΓ((∅, {a←})) does not exist, since it would yield ({a←}, {a←}), which is no
partial coloring.
5.2 Basic operational characterization
We start by providing a very general operational characterization that possesses a maxi-
mum degree of freedom.
To this end, we observe that Corollary 5.7 and 5.12, respectively, can serve as a straight-
forward check for deciding whether a given total coloring constitutes an answer set. A
corresponding guess can be provided through an operator capturing a non-deterministic
(don’t know) choice.
Definition 5.4
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
For ◦ ∈ {⊕,⊖}, define C◦Γ : C→ C as
1. C⊕Γ (C) = (C⊕ ∪ {r}, C⊖) for some r ∈ Π \ (C⊕ ∪ C⊖);
2. C⊖Γ (C) = (C⊕, C⊖ ∪ {r}) for some r ∈ Π \ (C⊕ ∪ C⊖).
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We use C◦Γ whenever the distinction between C
⊕
Γ (C) and C
⊖
Γ (C) is of no importance.
Strictly speaking, C◦Γ is also parametrized with r; we leave this implicit to abstract from the
actual choice. In fact, whenever both operators C⊕Γ (C) and C
⊖
Γ (C) are available, the choice
of r is only a “don’t care” choice, while that among ⊕ and ⊖ is the crucial “don’t know”
choice. Intuitively, this is because all rules must be colored either way; it is the attributed
color that is of prime importance for the existence of an answer set.
Combining the previous guess and check operators yields our first operational charac-
terization of admissible colorings (along with its underlying answer sets).
Theorem 5.13 (Operational answer set characterization, I)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff there exists a sequence (Ci)0≤i≤n with the
following properties:
1. C0 = (∅, ∅);
2. Ci+1 = C◦Γ(Ci) for some ◦ ∈ {⊕,⊖} and 0 ≤ i < n;
3. Cn = PΓ(Cn);
4. Cn = UΓ(Cn);
5. Cn = C.
In what follows, we refer to such sequences also as coloring sequences. Note that all se-
quences satisfying conditions 1-5 of Theorem 5.13 are successful in the sense that their
last element corresponds to an existing answer set. If a program has no answer set, then no
such sequence exists.
Although this straightforward guess and check approach may not be of great implemen-
tation value, it supplies us with an initial skeleton for the coloring process that we refine in
the sequel. In particular, this characterization stresses the basic fact that we possess com-
plete freedom in forming a coloring sequence as long as we can guarantee that the resulting
coloring is a fixed point of PΓ and UΓ . It is worth mentioning that this simple approach is
inapplicable when fixing ◦ to either ⊕ or ⊖ (cf. Section 5.3 below).
We observe the following properties.
Theorem 5.14
Given the same prerequisites as in Theorem 5.13, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-5 in Theorem 5.13.
Then, we have the following properties for 0 ≤ i ≤ n.
1. Ci is a partial coloring;
2. Ci ⊑ Ci+1;
3. ACΠ(Ci) ⊇ ACΠ(Ci+1);
4. ACΠ(Ci) 6= ∅;
5. (Γ, Ci) has a (maximal) support graph.
All these properties represent invariants of the consecutive colorings. While the first three
properties are provided by operator C◦Γ in choosing among uncolored rules only, the last
two properties are actually enforced by the final coloringCn, that is, the “check” expressed
by conditions 3–5 in Theorem 5.13. In fact, sequences only enjoying conditions 1 and 2 in
Theorem 5.13, fail to satisfy Property 4 and 5 in general. In practical terms, this means that
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computations of successful sequences may be led numerous times on the “garden path”
before termination.
As it is well-known, the number of choices can be significantly reduced by applying
deterministic operators. To this end, given a partial coloring C, define (PU)∗Γ(C) as the
⊑-smallest partial coloring containing C and being closed under PΓ and UΓ . 12
Theorem 5.15 (Operational answer set characterization, II)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff there exists a sequence (Ci)0≤i≤n with the
following properties:
1. C0 = (PU)∗Γ((∅, ∅));
2. Ci+1 = (PU)∗Γ(C◦Γ(Ci)) for some ◦ ∈ {⊕,⊖} and 0 ≤ i < n;
3. Cn = C.
On the one hand, the continuous applications of PΓ and UΓ extend colorings after each
choice. On the other hand, this proceeding guarantees that each partial coloringCi is closed
under PΓ and UΓ .
Regarding correctness and completeness, however, it is clear in view of Theorem 5.13
that any number of iterations of PΓ and UΓ can be executed after C◦Γ as long as (PU)∗Γ is
the final operation leading to Cn in Theorem 5.15.
For illustration, consider the coloring sequence (C0, C1) obtained for answer set {b, p, f ′}
of program Π1 in Example 1:
C0 = (PU)∗Γ((∅, ∅)) = ({p←, b← p}, {b← m})
C1 = (PU)∗Γ(C
⊕
Γ (C
0)) = ({p←, b← p, f ′ ← p, not f},
{b← m, f ← b, not f ′, x← f, f ′, not x})
The decisive operation in this sequence is the application of C⊕Γ leading toC(f ← b, not f ′) =
⊕. Note that in this simple example all propagation is accomplished by operator PΓ . We
have illustrated the formation of the sequence in Figure 7. The same final result is obtained
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Fig. 7. A coloring sequence.
when choosing C⊖Γ such that C(f ′ ← p, not f) = ⊖. This illustrates that several coloring
sequences may lead to the same answer set.
As with Corollary 5.3, we have the following result.
12 An iterative characterization of (PU)∗Γ (C) is given in Appendix Appendix B.
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Corollary 5.16
Let Γ be the RDG of logic program Π. Then, (PU)∗Γ((∅, ∅)) exists.
The usage of continuous propagations leads to further invariant properties.
Theorem 5.17
Given the same prerequisites as in Theorem 5.15, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-3 in Theorem 5.15.
Then, we have the following:
1.–5. as given in Theorem 5.14;
6. Ci+1⊕ ⊇ S(Γ, Ci) ∩B(Γ, Ci);
7. Ci+1⊖ ⊇ S(Γ, Ci) ∪B(Γ, Ci).
Taking the last two properties together with Condition 5 from Theorem 5.14, we see that
propagation gradually enforces exactly the attributes on partial colorings, expressed in The-
orem 4.4 for admissible colorings.
Given that we obtain only two additional properties, one may wonder whether exhaustive
propagation truly pays off. In fact, its great value becomes apparent when looking at the
properties of prefix sequences, not necessarily leading to a successful end.
Theorem 5.18
Given the same prerequisites as in Theorem 5.15, let (Cj)0≤j≤m be a sequence satisfying
Condition 1 and 2 in Theorem 5.15.
Then, we have the following.
1.–3., 5. as given in Theorem 5.14;
6.–7. as given in Theorem 5.17.
Using exhaustive propagations, we observe that except for Property 4 all properties pos-
sessed by successful sequences, are shared by (possibly unsuccessful) prefix sequences.
The next results make the aforementioned claim on the effect of deterministic operators
on admissible prefix sequences more precise:
Theorem 5.19
Let Γ be the RDG of logic program Π.
Letm be the number of sequences over C satisfying conditions 1-4 in Theorem 5.13 and
let n be the number of sequences over C satisfying conditions 1 and 2 in Theorem 5.15.
Then, we have n ≤ m.
Moreover, successful sequences are usually shorter when using propagation.
Theorem 5.20
Let Γ be the RDG of logic program Π and C be an admissible coloring of Γ.
Let (Ci)0≤i≤m and (Cj)0≤j≤n be the shortest sequences obtained for C according to
Theorem 5.13 and Theorem 5.15, respectively.
Then, we have n ≤ m.
The same result can be shown for the longest sequences.
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5.3 Unicoloring operational characterization
As mentioned above, the use of two coloring operators is essential for our initial operational
characterization given in Theorem 5.13. In fact, this is obsolete when using continuous
propagation, as done in Theorem 5.15. That is, rather than using two coloring operators,
we may actually use only one of them, and leave the attribution of the complementary
color to propagation operators. To be more precise, this amounts to replacing Condition 2
in Theorem 5.15 either by
2.+ Ci+1 = (PU)∗Γ(C
⊕
Γ (C
i)) or 2.− Ci+1 = (PU)∗Γ(C
⊖
Γ (C
i)) for
0 ≤ i < n.
Then, we have the following result.
Corollary 5.21 (Operational answer set characterization, II+/II−)
Theorem 5.15 still holds, when replacing Condition 2 either by 2.+ or 2.−.
Note that the possible set of (prefix) sequences is smaller than that obtained from the “bi-
coloring” in Theorem 5.15, simply, because choices are restricted to a single color. On
the other hand, we see no advantage of either approach regarding the length of successful
sequences. Also, since the choice of the color is fixed, the choice of the rule to be colored
becomes a “don’t know” choice.
The last type of characterization is based on exhaustive propagation. Hence, we are inter-
ested in the question how much propagation is sufficient for compensating the possibility
of choosing among two colors. The next result gives an answer for the case of unicoloring
with C⊕Γ .
Theorem 5.22 (Operational answer set characterization, III+)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff there exists a sequence (Ci)0≤i≤n with the
following properties:
1. C0 = (∅, ∅);
2. Ci+1 = C⊕Γ (Ci) for 0 ≤ i < n− 1;
3. Cn = UΓ(P∗Γ(Cn−1));
4. Cn = C.
The actual propagation is done in Condition 3. That is, the consecutive application of UΓ
and P∗Γ allows for coloring all remaining rules in Cn−1 with ⊖.
Note that the application order of P∗Γ and UΓ in Condition 3 cannot be reversed. To see
this, reconsider program Π2 in Example2, consisting of rules
r1 : a ←
r2 : b ← not a
r3 : c ← b
r4 : b ← c .
and observe that its only answer set {a} corresponds to coloring ({r1}, {r2, r3, r4}). In
order to obtain this according to Theorem 5.22, we must color rule r1 with ⊕. We then
get P∗Γ(({r1}, ∅)) = ({r1}, {r2}) and finally UΓ(({r1}, {r2})) = ({r1}, {r2, r3, r4}).
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Switching the last operators yieldsUΓ(({r1}, ∅)) = ({r1}, ∅) andP∗Γ(({r1}, ∅)) = ({r1}, {r2})
and we fail to obtain the desired result.
Interestingly, the usage of the operator P∗Γ is sufficient when coloring with ⊖ only.
Theorem 5.23 (Operational answer set characterization, III−)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff there exists a sequence (Ci)0≤i≤n with the
following properties:
1. C0 = (∅, ∅);
2. Ci+1 = C⊖Γ (Ci) for 0 ≤ i < n− 1;
3. Cn = P∗Γ(Cn−1);
4. Cn = C.
Unicoloring offers another perspective on strategies employing bicoloring: The col-
oration with the second color may be regarded as some sort of “lemmatization” avoiding
duplicate solutions rather than a genuine choice.
5.4 Support-driven operational characterization
The number of possible choices encountered during a computation is of crucial importance.
We have already seen above that propagation has great computational advantages. What
else may cut down the number of choices?
Looking at the graph structures underlying an admissible coloring (cf. Theorem 4.8), we
observe that support graphs capture a global — since recursive — structure, while blockage
graphs aim at a rather local structure, based on arc-wise constraints. Consequently, it seems
advisable to prefer choices maintaining support structures over those maintaining blockage
relations, since the former have more global repercussions than the latter.
To this end, we develop in this section a strategy that is based on a choice operation
restricted to supported rules.
Definition 5.5
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
For ◦ ∈ {⊕,⊖}, define D◦Γ : C→ C as
1. D⊕Γ (C) = (C⊕ ∪ {r}, C⊖) for some r ∈ S(Γ, C) \ (C⊕ ∪ C⊖);
2. D⊖Γ (C) = (C⊕, C⊖ ∪ {r}) for some r ∈ S(Γ, C) \ (C⊕ ∪ C⊖).
Compared to operators C◦Γ , the latter restrict their choice to supported rules. Verifying
whether a rule is supported can then be done in a local fashion by looking at the immediate
predecessors in the RDG . With this little additional effort, the number of colorable rules
is smaller than that encountered when applying C◦Γ . The benefit of support-driven charac-
terizations is that the length of coloring sequences is bound by the number of supported
rules. Depending on how the non-determinism of D◦Γ is dealt with algorithmically, this
may either lead to a reduced depth of the search tree or a reduced branching factor.
In fact, in a successful coloring sequence (Ci)0≤i≤n, all rules in (Cn)⊕ must belong
to an encompassing support graph and thus be supported. Hence, by means of D⊕Γ (C)
(along with P∗Γ) the supportedness of each set Ci⊕ can be made invariant. Consequently,
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such a proceeding allows for establishing the existence of support graphs, as stipulated in
Theorem 4.4, so to speak “on the fly”. To a turn, this allows for a much simpler approach to
the task(s) previously accomplished by operator UΓ . We discuss two such simplifications
in what follows.
5.4.1 Support-driven operational characterization I
Given that the existence of support graphs is guaranteed, one may actually completely
dispose of operator UΓ and color in a final step all uncolored rules with ⊖.
Definition 5.6
Let Γ be the RDG of logic program Π and C a partial coloring of Γ.
Then, defineNΓ : C→ C as NΓ(C) = (C⊕,Π \ C⊕).
Roughly speaking, the idea is then to “actively” color only supported rules and rules
blocked by supported rules; all remaining rules are then unsupported and “thrown” into
C⊖ in a final step. This is made precise in the following characterization.
Theorem 5.24 (Operational answer set characterization, IV)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff there exists a sequence (Ci)0≤i≤n with the
following properties:
1. C0 = (∅, ∅);
2. Ci+1 = D◦Γ(Ci) where ◦ ∈ {⊕,⊖} and 0 ≤ i < n− 1;
3. Cn = NΓ(Cn−1);
4. Cn = PΓ(Cn);
5. Cn = C.
We note that there is a little price to pay for turning UΓ into NΓ , expressed by the test
on the final total coloring in Condition 4. Without it, one could use NΓ to obtain a total
coloring by coloring rules with ⊖ in an arbitrary way.
We obtain the following properties for the previous type of coloring sequences.
Theorem 5.25
Given the same prerequisites as in Theorem 5.24, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-5 in Theorem 5.24.
Then, we have the following.
1.–5. as given in Theorem 5.14;
8. (Ci⊕, E) is a support graph of (Γ, Ci) for some E ⊆ Π×Π.
Condition 8 makes the aforementioned claim on the supportedness of each rule in Ci⊕
explicit. In contrast to the coloring sequences enjoying Condition 5 only, the sequences
formed by means of D◦Γ guarantee that each Ci⊕ forms a support graph.
In fact, there is some overlap among operator D⊖Γ and NΓ . To see this, consider Π =
{a ← , b ← not a}. We must initially apply D⊕Γ to obtain ({a ←}, ∅) from the empty
coloring. Then, however, there are two possibilities for obtaining total coloring ({a}, {b←
not a}), either by applying D⊖Γ or by applyingNΓ . In fact, in view of this, NΓ allows us
to dispose of D⊖Γ
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Corollary 5.26 (Operational answer set characterization, IV+)
Theorem 5.24 still holds, when replacing Condition 2 by
2.+ Ci+1 = D⊕Γ (Ci) where 0 ≤ i < n− 1.
Observe that there is no characterization using D⊖Γ and NΓ because this leaves no possi-
bility for coloring rules with ⊕.
Theorem 5.27
Given the same prerequisites as in Corollary 5.26, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-5 in Corollary 5.26.
Then, we have the following.
1.–5. as given in Theorem 5.14;
8. as given in Theorem 5.25;
9. (Ci⊕ ∪ Ci⊖, E)|S(Γ,Ci) is a blockage graph of (Γ, Ci).
Interestingly, only support-driven unicoloring by means of D⊕Γ can guarantee the consecu-
tive existence of blockage graphs. This is because D⊕Γ warrants, first, that Ci⊕ ⊆ S(Γ, Ci)
and thus all blocking rules are taken into account and, second, that rules are not arbitrarily
colored with ⊖ but rather guarded by operator PΓ . 13
As discussed above, there is some overlap in the characterization expressed in Theo-
rem 5.24. Interestingly, this can be eliminated by adding propagation operator P∗Γ to the
previous characterization. This results in coloring sequences corresponding to the basic
strategy used in the noMoRe system (Anger et al. 2002).
Theorem 5.28 (Operational answer set characterization, V)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff there exists a sequence (Ci)0≤i≤n with the
following properties:
1. C0 = P∗Γ((∅, ∅));
2. Ci+1 = P∗Γ(D◦Γ(Ci)) where ◦ ∈ {⊕,⊖} and 0 ≤ i < n− 1;
3. Cn = NΓ(Cn−1);
4. Cn = PΓ(Cn);
5. Cn = C.
For illustration, consider the coloring sequence (C0, C1, C2) obtained for answer set
{b, p, f ′} of program Π1 in Example 1:
C0 = P∗Γ((∅, ∅)) = ({p←, b← p}, {b← m})
C1 = P∗Γ(D
⊕
Γ (C
0)) = ({p←, b← p, f ′ ← p, not f},
{b← m, f ← b, not f ′, x← f, f ′, not x})
C2 = NΓ(C1) = C1
This sequence is similar to the one obtained for Π1 with the characterization given in
Theorem 5.15. All propagation is accomplished by operator P. However, operator D⊕Γ
13 This is more apparent in Corollary 5.31 below, when using P∗Γ for propagation as well.
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is faced with less choices than C⊕Γ (in Theorem 5.15) because only two among the three
uncolored rules are supported.
For another example, consider program Π2 in Example 2. We get a coloring sequence
(C0, C1), where
C0 = P∗Γ((∅, ∅)) = ({a←}, {b← not a})
C1 = NΓ(({a←}, {b← not a})) = ({a←}, {b← not a, c← b, b← c}) .
Note that operatorD◦Γ is inapplicable to C0, since S(Γ, C0) \ (C0⊕ ∪C0⊖) is empty. In this
situation, C◦Γ would be applicable to color either of the two uncolored rules in Π \ (C0⊕ ∪
C0⊖). In the final step, the two unfounded rules are directly colored by operatorNΓ without
any further efforts.
Indeed, the strategy of noMoRe applies P∗Γ ◦ D◦Γ as long as there are supported rules.
Once no more uncolored supported rules exist, operatorNΓ is called. Finally,PΓ is applied
but only to those rules colored previously byNΓ . 14 At first sight, this approach may seem
to correspond to a subclass of the coloring sequences described above, in the sense that
noMoRe enforces a maximum number of transitions described in Condition 2. To see that
this is not the case, we observe the following property. 15
Theorem 5.29
Given the same prerequisites as in Theorem 5.28, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-5 in Theorem 5.28.
Then, we have (NΓ(Cn−1)⊖ \ Cn−1⊖ ) ⊆ S(Γ, C).
That is, no matter which (supported) rules are colored⊖ by D⊖Γ , operatorNΓ only applies
to unsupported ones. It is thus no restriction to enforce the consecutive application of P∗Γ
and D◦Γ until no more supported rules are available. In fact, it is the interplay of the two
last operators that guarantees this property. For instance, looking at Π = {a, b← not a},
we see that we directly obtain the final total coloring because ({a}, {b ← not a}) =
P∗Γ(D
⊕
Γ ((∅, ∅))), without any appeal to NΓ . Rather it is P∗Γ that detects that b ← not a
belongs to the set of blocked rules. Generally speaking, D⊕Γ consecutively chooses the
generating rules of an answer set, finally gathered in C⊕ = S(Γ, C) ∩ B(Γ, C). Every
rule in B(Γ, C) is blocked by some rule in C⊕. So whenever a rule r is added by D⊕Γ to
C⊕, operator P∗Γ adds all rules blocked by r to C⊖. In this way, P∗Γ and D
⊕
Γ gradually
color all rules in S(Γ, C) ∩ B(Γ, C) and B(Γ, C), so that all remaining uncolored rules,
subsequently treated byNΓ , must belong to S(Γ, C). 16
Furthermore, we obtain the following properties.
Theorem 5.30
Given the same prerequisites as in Theorem 5.28, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-5 in Theorem 5.28.
Then, we have the following.
14 Efficient propagation operations, only working on certain subsets of the input, are discussed in a companion
paper.
15 It is worth mentioning that in practice the application of PΓ in Condition 4 can be restricted to those rules
colored by NΓ in Condition 3.
16 Some rules of S(Γ, C) are already detected and added to C⊖ by P∗Γ .
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1.–5. as given in Theorem 5.14;
6.–7. as given in Theorem 5.17;
8. as given in Theorem 5.25.
Finally, for the sake of completeness, we give the unicoloring variant along with its
properties.
Corollary 5.31 (Operational answer set characterization, V+)
Theorem 5.28 still holds, when replacing Condition 2 by
2.+ Ci+1 = P∗Γ(D
⊕
Γ (C
i)) where 0 ≤ i < n− 1.
Theorem 5.32
Given the same prerequisites as in Corollary 5.31, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-5 in Corollary 5.31.
Then, we have the following.
1.–5. as given in Theorem 5.14;
6.–7. as given in Theorem 5.17;
8.–9. as given in Theorem 5.25 and 5.27.
The previous characterization also satisfies Theorem 5.29.
5.4.2 Support-driven operational characterization II
Although the previous approach has turned out to be of practical value as the core inference
strategy of the noMoRe system, it is still improvable. This is because the early detection
of unsupported rules may allow for better propagation results and thus fewer choices. To
see this, consider program Π12 = {r1, r2, r3}, where 17
r1 : p ← not q
r2 : q ← r, not p
r3 : r ← q.
(12)
This program has the answer set {p} represented by the admissible coloring ({r1}, {r2, r3}).
Without an operator like UΓ one would need a choice operation for detecting the unfounded
rules r2 and r3. Following Theorem 5.28, we get the coloring sequence:
C0 = P∗Γ((∅, ∅)) = (∅, ∅)
C1 = P∗Γ(D
⊕
Γ (C
0)) = ({r1}, ∅)
C2 = NΓ(C
1) = ({r1}, {r2, r3})
Although the support-driven choice operator D◦Γ is only faced with a single alternative, as
opposed to the three alternatives encountered by operator C◦Γ , it would be clearly advanta-
geous to solve this example by propagation only. This motivates a variant of operator UΓ
that takes advantage of the support-driven strategy pursued by D◦Γ .
17 For the sake of uniqueness, we label the program with the equation number.
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Given the RDG Γ of a logic programΠ and a partial coloringC of Γ, define TΓ : C→ C
as
TΓ(C) = (C⊕ ∪ (S(Γ, C) \ C⊖), C⊖)
and define T ∗Γ (C) as the ⊑-smallest partial coloring containing C and being closed under
TΓ .
The next result shows that T ∗Γ extends a given support graph to a maximal one.
Theorem 5.33
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
If (C⊕, E) is a support graph of (Γ,C), then ((T ∗Γ (C))⊕, E′) is a maximal support graph
of (Γ, C) for some E,E′ ⊆ (Π×Π).
Recall that by definition C ⊑ T ∗Γ (C).
With this, we can define the following incremental (and constructive) variant of UΓ :
Definition 5.7
Let Γ be the RDG of logic program Π and C a partial coloring of Γ.
Then, define VΓ : C→ C as VΓ(C) = (C⊕,Π \ V ) where V = T ∗Γ (C)⊕.
Observe that Π \ V = C⊖ ∪ (Π \ V ). It is instructive to compare the latter definition with
that of UΓ , given in Definition 5.3. In fact, UΓ can be obtained by means of T ∗Γ by defining
V in Definition 5.3 as V = T ∗Γ ((∅, ∅))⊕ subject to the conditionC⊕ ⊆ V andC⊖∩V = ∅.
The next result tells us when both operators coincide.
Corollary 5.34
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
If (C⊕, E) is a support graph of (Γ, C) for some E ⊆ (Π ×Π), then UΓ(C) = VΓ(C).
Given that D◦Γ adds only supported rules to a coloring C, it gradually extends the underly-
ing support graph around C⊕. Hence, we may replace operator UΓ by VΓ whenever using
choice operatorD◦Γ . This is impossible when using operator C◦Γ , since its choice may not be
supported and thus destroy the invariant support property expressed in Property 8 in The-
orem 5.25. Unlike UΓ , operator VΓ takes the support status of all rules in C⊕ for granted.
This allows VΓ to focus on uncolored rules, viz. Π \ (C⊕ ∪ C⊖). Such an assumption is
not made by UΓ , which (possibly) reestablishes the support status of rules in C⊕; it is thus
proned to consider all rules in Π \ C⊖. Technically, this is reflected by the fact that the
computation of VΓ by means of TΓ may start fromC, while the one of UΓ by TΓ must start
out with the empty coloring. In all, VΓ does not lead to fewer choices than UΓ , it has rather
the computational advantage of avoiding redundant computations.
Now, we are ready to give support-oriented counterparts of the operational character-
izations given in the two previous subsections. Most of them are obtainable by simply
replacing operators C◦Γ and UΓ by D◦Γ and VΓ , respectively. The first exception is Theo-
rem 5.13 where the replacement of C◦Γ by D◦Γ leaves no way of coloring unsupported rules
with ⊖. (This provides further evidence for the necessity of NΓ in Theorem 5.24.)
For defining a support-oriented counterpart of Theorem 5.15, we first need the following
propagation operator: As with (PU)∗Γ , given a partial coloring C, we define (PV)∗Γ(C) as
the ⊑-smallest partial coloring containing C and being closed under PΓ and VΓ . 18
18 A characterization in terms of iterated applications is given in Appendix Appendix B.
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Theorem 5.35 (Operational answer set characterization, VI)
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Then, C is an admissible coloring of Γ iff there exists a sequence (Ci)0≤i≤n with the
following properties:
1. C0 = (PV)∗Γ((∅, ∅));
2. Ci+1 = (PV)∗Γ(D◦Γ(Ci)) where ◦ ∈ {⊕,⊖} and 0 ≤ i < n;
3. Cn = C.
For illustration, consider program Π12 in (12). We get a coloring sequence (C0), where
C0 = (PV)∗Γ((∅, ∅)) = ({p← not q}, {q ← r, not p, r← q}) .
Or to be more precise,
VΓ((∅, ∅)) = (∅, {q ← r, not p, r ← q})
C0 = PΓ((∅, {q ← r, not p, r ← q})) = ({p← not q}, {q ← r, not p, r← q}) .
Analogously, we obtain for programΠ2 in Example 2 a singular coloring sequence (C0),
where
C0 = (PV)∗Γ((∅, ∅)) = ({a←}, {b← not a, c← b, b← c}) .
We note the following invariant properties of the sequence.
Theorem 5.36
Given the same prerequisites as in Theorem 5.35, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-3 in Theorem 5.35.
Then, we have the following.
1.–5. as given in Theorem 5.14;
6.–7. as given in Theorem 5.17;
8. as given in Theorem 5.32.
In analogy to what we have shown in Section 5.3, we may replace Condition 2 in Theo-
rem 5.35 either by
2.+ Ci+1 = (PV)∗Γ(D
⊕
Γ (C
i)) or 2.− Ci+1 = (PV)∗Γ(D
⊖
Γ (C
i)) for
0 ≤ i < n.
Then, we have the following.
Corollary 5.37 (Operational answer set characterization, VI+/VI−)
Theorem 5.35 still holds, when replacing Condition 2 either by 2.+ or 2.−.
Also, all results obtained in Section 5.4.1 remain true, when replacingNΓ by VΓ .
5.5 Summary
In view of the many different operational characterizations, we summarize in Table 1 their
approach to the formation of coloring sequences and their major properties. For this, we
distinguish between the formation of coloring sequences (Ci)0≤i≤n and the test on their
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final element Cn. For describing the formation process in a compact way, we confine our-
selves to operators and denote their composition by ◦. To be precise, given operators O1
andO2, we write (O1 ◦O2) instead of (λx.O1(O2(x))). Furthermore, we use Ok to denote
k consecutive applications of O for some arbitrary positive integer k.
For instance, Theorem 5.13 captures sequences that are obtained by k = n applications
of C◦Γ ; this is indicated in Table 1 by [C◦Γ ]k. The two final tests on Cn, viz. Cn = PΓ(Cn)
and Cn = UΓ(Cn), are pointed out by PΓ ,UΓ .
Section Theorem Formation Check Properties Properties
Process Prefix sequences
I 5.2 5.13 [C◦Γ ]k PΓ ,UΓ 1–5 1–3
II 5.15 [(PU)∗Γ ◦ C◦Γ ]k ◦ (PU)∗Γ − 1–7 1–3,5–7
II+ 5.3 5.21 [(PU)∗Γ ◦ C⊕Γ ]
k ◦ (PU)∗Γ − 1–7 1–3,5–7
II− 5.21 [(PU)∗Γ ◦ C⊖Γ ]
k ◦ (PU)∗Γ − 1–7 1–3,5–7
III+ 5.22 UΓ ◦ P∗Γ ◦ [C⊕Γ ]
k − 1–5 1–3,5
III− 5.23 P∗Γ ◦ [C⊖Γ ]
k − 1–5 1–3,5
IV 5.4.1 5.24 NΓ ◦ [D◦Γ ]k PΓ 1–5,8 1–3,5,8
IV+ 5.26 NΓ ◦ [D⊕Γ ]
k PΓ 1–5,8–9 1–3,5,8–9
V 5.28 NΓ ◦ [P∗Γ ◦ D◦Γ ]k ◦ P∗Γ PΓ 1–8 1–3,5–8
V+ 5.31 NΓ ◦ [P∗Γ ◦ D⊕Γ ]
k ◦ P∗Γ PΓ 1–9 1–3,5–9
VI 5.4.2 5.35 [(PV)∗Γ ◦ D◦Γ ]k ◦ (PV)∗Γ − 1–8 1–3,5–8
VI+ 5.37 [(PV)∗Γ ◦ D⊕Γ ]
k ◦ (PV)∗Γ − 1–9 1–3,5–9
VI− 5.37 [(PV)∗Γ ◦ D⊖Γ ]
k ◦ (PV)∗Γ − 1–8 1–3,5–8
Table 1. Summary of operational characterizations.
We observe that all successful coloring sequences enjoy properties 1-5. Properties 6
and 7 rely on exhaustive propagations, at least with operator P∗Γ . While Property 8 is guar-
anteed in all support-driven characterizations, Property 9 is only warranted when unicol-
oring with D⊕Γ . In fact, we see that exhaustive propagations moreover enforce that the
respective properties (except for Property 4 and in one case Property 5) are also enjoyed
by prefix sequences. That is, sequences satisfying the first two conditions, thus sharing the
format [O2]k ◦ O1 for some combination of operators Oi for i = 1, 2. This is interesting
from a computational point of view, since the more properties are enforced on partial col-
orings, the smaller is the overall search space. For brevity, we refrain from giving explicit
theorems on prefix sequences (in addition to Theorem 5.18) in this paper, since their proofs
are obtained in a straightforward way.
Finally, let us summarize the computational complexity of the various operators.
Theorem 5.38
Let Γ be the RDG of logic program Π and let C be a partial coloring of Γ.
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If n is the number of rules in Π, then
1. PΓ(C) is computable in O(n),
2. P∗Γ(C) is computable in O(n),
3. UΓ(C) is computable in O(n),
4. (PU)∗Γ(C) is computable in O(n2),
5. VΓ(C) is computable in O(n),
6. (PV)∗Γ(C) is computable in O(n2),
7. NΓ(C) is computable in O(n).
In view of this result, we can decide in polynomial time whether a coloring sequence is
in accord with a particular characterization. Hence, a successful coloring sequence can be
generated in nondeterministic polynomial time.
6 Fitting and Well-founded Semantics
Unlike answer sets semantics, other approaches rely on 3-valued models (or partial mod-
els). Such a model consists of three parts: a set of true atoms, a set of false atoms, and
a set of unknown atoms. Accordingly, a 3-valued interpretation I is a pair (X,Y ) where
X and Y are sets of atoms with X ∩ Y = ∅. That is, L ∈ X means that L is true in I ,
while L ∈ Y means that L is false in I . Otherwise, L is considered to be unknown in I .
The most prominent among these semantics are due to Fitting (Fitting 2002; Ross 1992)
and Van Gelder (van Gelder et al. 1991). In contrast to answers sets semantics, both aim at
characterizing skeptical conclusions comprised in a single 3-valued model of the underly-
ing program. Interestingly, this 3-valued model provides an approximation of answer sets
semantics in the sense that all atoms true in a 3-valued model belong to all answer sets of
a given program, and all false atoms are excluded from all answer sets.
Among both 3-valued semantics, less conclusions are obtained in Fitting’s semantics. It
can be defined by means of the following operator.
Definition 6.1
Let Π be a logic program and let X,Y be sets of atoms.
We define
Φ+Π(X,Y ) = {head(r) | r ∈ Π, body
+(r) ⊆ X, body−(r) ⊆ Y }
Φ−Π(X,Y ) = {q | for all r ∈ Π,
if head(r) = q, then (body+(r) ∩ Y 6= ∅ or body−(r) ∩X 6= ∅)} .
The pair mapping ΦΠ(X,Y ) = (Φ+Π(X,Y ),Φ
−
Π(X,Y )) is often referred to as Fitting’s
operator (Fages 1994). Given that ΦΠ is monotonic, we may start with (∅, ∅) and iterate
ΦΠ until its least fixpoint is reached. Iterated applications of ΦΠ are written as ΦiΠ for
i ≥ 0, where Φ0Π(X,Y ) = (X,Y ) and Φ
i+1
Π (X,Y ) = ΦΠΦ
i
Π(X,Y ) for i ≥ 0. We denote
this least fixpoint by lfp(ΦΠ). We have lfp(ΦΠ) = ΦωΠ(∅, ∅) = ΦnΠ(∅, ∅) for some n < ω
because Π is finite.
For relating this operator to the ones on RDGs, we need the following definition.
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Definition 6.2
Let Γ be the RDG of logic program Π and let C be a partial coloring of Γ.
We define
XC = {head(r) | r ∈ C⊕},
YC = {q | for all r ∈ Π, if head(r) = q, then r ∈ C⊖}.
The pair (XC , YC) is a 3-valued interpretation of Π.
We have the following result.
Theorem 6.1
Let Γ be the RDG of logic program Π.
If C = P∗Γ((∅, ∅)), then ΦωΠ(∅, ∅) = (XC , YC).
Note that P∗Γ((∅, ∅)) as well as ΦωΠ(∅, ∅) always exists (Cf. Corrollary 5.3).
For capturing other semantics, the construction Cn(ΠX) is sometimes regarded as an
operator CΠ(X). The anti-monotonicity of CΠ implies that C2Π is monotonic. As shown
in (van Gelder 1993), different semantics are obtained by distinguishing different groups
of (alternating) fixpoints of C2Π(X). For instance, given a program Π, the least fixed point
ofC2Π is known to amount to its well-founded semantics. Answer sets of Π are simply fixed
points of C2Π that are also fixed points of CΠ. The well-founded model can be character-
ized in terms of the least fixpoint of operator C2Π. That is, the well-founded model of a
program Π is given by the 3-valued interpretation (lfp(C2Π), Atm \ CΠlfp(C2Π)). Hence,
it is sufficient to consider the least fixpoint of C2Π, since it determines the well-founded
model. We therefore refer to the least fixpoint of C2Π as the well-founded set of Π. The set
Atm \ CΠlfp(AΠ) is usually referred to as the unfounded set of Π.
Concerning 3-valued interpretations we obtain the following definition of unfounded
sets (according to (van Gelder et al. 1991)).
Definition 6.3
Let Π be a logic program and let Z be a set of atoms.
Furthermore, let (X,Y ) be a 3-valued interpretation.
Then, Z is an unfounded set of Π wrt (X,Y ) if each q ∈ Z satisfies the following
condition: For each r ∈ Π with head(r) = q, one of the following conditions hold:
1. body+(r) ∩ Y 6= ∅ or body−(r) ∩X 6= ∅;
2. there exists a p ∈ body+(r) such that p ∈ Z .
The greatest unfounded set of Π wrt (X,Y ), denoted UΠ(X,Y ), is the union of all sets
that are unfounded wrt (X,Y ).
To begin with, we fix the relationship among greatest unfounded sets and maximal sup-
port graphs.
Theorem 6.2
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ such that C⊖ ⊆
S(Γ, C) ∪B(Γ, C).
Furthermore, let (V,E) be a maximal support graph of (Γ, C) for some E ⊆ Π×Π.
Then, (Atm \ head(V )) is the greatest unfounded set of Π wrt (XC , YC).
This result can be expressed in terms of operator UΓ .
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Corollary 6.3
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ such that C⊖ ⊆
S(Γ, C) ∪B(Γ, C).
If C′ = UΓ(C), then (Atm \ head(Π \ C′⊖)) is the greatest unfounded set of Π wrt
(XC , YC).
Finally, we can express the well-founded semantics in terms of our operators in the follow-
ing way.
Theorem 6.4
Let Γ be the RDG of logic program Π.
If C = (PU)∗Γ((∅, ∅)), then (XC , YC) is the well-founded model of Π.
Hence, by Theorem 5.38, the well-founded model is computable in our approach in quadratic
time in size of Π.
7 Discussion and related work
Our approach has its roots in earlier work (Linke and Schaub 1998; Linke and Schaub
2000), proposing block graphs as a tool for query-answering in default logic (Reiter 1980)
and the underlying existence of extensions problem. Roughly speaking, these graphs are
closely related to the blockage graphs introduced in Section 4 because both possess a single
type of edges indicating blockage relations. Inspired by the distinction between supporting
and blocking arcs made in (Papadimitriou and Sideri 1994), this has led to our approach
to characterizing and computing answer sets; it provides the theoretical foundations of the
noMoRe answer set programming system (Anger et al. 2002).
In this paper, we put forward the simple concept of a rule dependency graph (RDG)
for capturing the interplay between rules inducing answer sets.19,20 Many other forms of
dependency graphs can be found in the literature. For instance, dependency graphs (DGs)
among predicate symbols were proposed in (Apt et al. 1987) for defining stratified pro-
grams. DGs among atoms can be defined analogously (Przymusinski 1988): The nodes of
such graphs are atoms appearing in a programΠ; edges are distinguished similar to Defini-
tion 3.1, viz. E0 = {(head(r), p) | r ∈ Π, p ∈ body+(r)} and E1 = {(head(r), p) | r ∈
Π, p ∈ body−(r)}. Originally, these edges are referred to as being positive and negative,
respectively. Accordingly, a cycle is said to be negative if it contains some negative edge.
With this, a program is stratified if its DG does not contain a negative cycle. Stratified logic
programs have a unique answer set (Gelfond and Lifschitz 1988). Many other properties,
obtained from the structure of the DG, were identified for investigating the consistency of
Clark’s completion (Clark 1978). In fact, it is shown in (Fages 1994) that most of them
also guarantee the existence of answer sets. As discussed in (Costantini 2001), DGs do not
allow for capturing answer set semantics of logic programs. The difficulty is that there are
syntactically and semantically different programs having the same DG.
19 The definition of the RDG differs from that in (Linke 2001), whose practically motivated restrictions turn out
to be superfluous from a theoretical perspective.
20 Due to the aforementioned historical development, the RDG was in (Linke 2001; Linke et al. 2002) still
referred to as “block graph”. We abandon the latter term in order to give the same status to support and blockage
relations.
34 Kathrin Konczak and Thomas Linke and Torsten Schaub
Among the more recent literature, we find (Dimopoulos and Torres 1996), where rule
dependency graphs are defined for reduced negative programs. A program is negative if it
includes only rules r where body+(r) = ∅. Informally, a program is reduced if different
rules h1 ← B, . . . , hk ← B with same bodyB are merged into one rule h1∧· · ·∧hk ← B
where the head is a conjunction of atoms. When restricting our attention to negative pro-
grams with unique bodies, the graphs of (Dimopoulos and Torres 1996) amount to RDGs
restricted to 1-edges. The following interesting results are shown in (Dimopoulos and Tor-
res 1996) for reduced programs: Stable models (Gelfond and Lifschitz 1988), partial stable
models (Sacca´ and Zaniolo 1990), and well-founded semantics (van Gelder et al. 1991)
of reduced negative programs correspond to kernels, semi-kernels and the initial acyclic
part of the corresponding RDG , respectively. General programs are dealt with by program
transformations, turning general programs to reduced negative ones.
Another interesting and closely related graph-theoretical approach is described in (Brig-
noli et al. 1999; Costantini et al. 2002; Costantini and Provetti 2005). Although their pri-
mary focus lies on special negative programs, referred to as kernel programs (see below)
their dependency graph can be defined in a general way. This approach relies on extended
dependency graphs (EDG), whose nodes are given by the multi-set of rule heads together
with atoms not appearing as heads. For a program Π, the set of vertices amounts to the set
{(head(r), r) | r ∈ Π} ∪ {(u, u) | u 6∈ head(Π)}. There is a positive edge (u, v) in the
EDG if u ∈ body+(r) and v = head(r) for some rule r ∈ Π; there is a negative edge
(u, v) in the EDG if u ∈ body−(r). Hence EDGs and RDGs are generally different. For
example, take program {ra, rb} = {a ← not b, b ← not a, not c}. Then the EDG of
this program has three nodes a, b and c and three negative edges (b, a), (a, b) and (c, b),
whereas the RDG has two nodes ra and rb and two edges (ra, rb) and (rb, ra). Kernel
programs are negative programs subject to the condition that each head atom must also
appear as a body atom in the program and all atoms in the program must be undefined in
its well-founded model. According to (Brignoli et al. 1999), every normal program can be
transformed into some equivalent kernel program. In analogy to (Dimopoulos and Torres
1996), general programs are then dealt with through program transformations. Interest-
ingly, it is shown in (Costantini et al. 2002) that EDGs and RDGs are isomorphic for kernel
programs. EDGs are used in (Brignoli et al. 1999) to study properties of logic programs,
like existence of answer sets. Furthermore, colorings of EDGs are used in (Brignoli et al.
1999) for characterizing answer sets of kernel programs. For kernel programs, these color-
ings correspond to the ones studied in Section 4 (because of the aforecited isomorphism).
Interestingly, (Brignoli et al. 1999) defines admissible colorings in terms of their “com-
plements”. That is, informally in our terminology, a coloring C is non-admissible if for
some u, either (i) u ∈ C⊕, and for some (u, v) ∈ E1, v ∈ C⊕, or (ii) u ∈ C⊖ and for
all (u, v) ∈ E1, v ∈ C⊖. Then, C is admissible if it is not non-admissible. This definition
is only concerned with blockage and thus applies to negative programs only. On the other
hand, it is closely related to the concept of a blockage graph (cf. Definition 4.3). That is, in
the case of negative programs, the blockage graph amounts to an admissibly colored EDG.
To see this, compare the negation of Condition 2 and 3 in Corollary 4.9 with Condition (i)
and (ii) above (while setting S(Γ, C) to Π). A blockage graph may thus be regarded as a
natural extension of the concept of blockage used in (Brignoli et al. 1999) from negative to
general logic programs.
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In all, the major difference between the two latter approaches (Dimopoulos and Torres
1996; Brignoli et al. 1999) and ours boils down to the indirect or direct treatment of pos-
itive body atoms, respectively. While our techniques are developed for full-fledged logic
programs, (Dimopoulos and Torres 1996; Brignoli et al. 1999) advocate an initial trans-
formation to negative programs, on which their methods are primarily defined. (Note that
general logic programs cannot be reduced to negative ones in a modular way (Janhunen
2000).) Rather all our characterizations of answer sets in Section 4 stress the duality be-
tween supporting and blocking relations among rules. Finally, it is noteworthy that all three
approaches address several rather different problems. While we are primarily interested
in operational characterizations, the two other approaches address fundamental problems
such as the existence of answer sets. In particular, they elaborate upon the graph-theoretical
concept of negative programs. In this way, all approaches are nicely complementary to each
other and therefore do largely benefit from each other. An overview over different graphs
associated with logic programs can be found in (Costantini 2001).
We have introduced support graphs for capturing the inferential dependencies among
rule heads and positive body atoms. In fact, support graphs may be seen as a (rule-oriented)
materialization of the notion of a well-supported interpretation, or more precisely, its
underlying well-founded partial order (cf. (Fages 1994)): An interpretation X is well-
supported if there is a strict well-founded partial order ≺ on X such that for every p ∈ X
there is some r ∈ RΠ(X) with p = head(r) and q ≺ p for every q ∈ body+(r). An edge
(r1, r2) in a support graph of a colored RDG corresponds to the pairs head(r2) ≺ head(r1)
for q ∈ body+(r2).
A major goal of our paper is to provide operational characterizations of answer sets that
allow us to bridge the gap between formal yet static characterizations of answer sets and
algorithms for computing them. For instance, in the seminal paper (Niemela¨ and Simons
1996) describing the approach underlying the smodels system, the characterization of
answer sets is given in terms of so-called full-sets and their computation is directly ex-
pressed in terms of procedural algorithms. Our operational semantics aims at offering an
intermediate stage that facilitates the formal elaboration of computational approaches. Our
approach is strongly inspired by the concept of a derivation, in particular, that of an SLD-
derivation (Lloyd 1987). This attributes our coloring sequences the flavor of a derivation
in a family of calculi, whose respective set of inference rules correspond to the selection of
operators. A resolution calculus for skeptical stable model semantics is given in (Bonatti
2001). Interestingly, this calculus is not derived from credulous inference; also, it does not
need the given program to be instantiated before reasoning. Gentzen-style calculi for de-
fault logic (and thus implicitly also for logic programming) can be found in (Bonatti 1996;
Bonatti and Olivetti 1997).
Regarding our modeling of operations, it is worth mentioning that one could also use to-
tal operations instead of partial ones. For instance, instead of defining C as a set of partial
mappings, one could consider the set of a binary partitions of Π plus (Π,Π) as the repre-
sentative for inconsistent colorings. For instance, PΓ could then be defined as a mapping
PΓ : C → C ∪ {(Π,Π)}, where (Π,Π) is obtained whenever PΓ “detects” an inconsis-
tency. Although such an approach seems natural in a logical setting, involving deductive
closure, we put forward partial mappings in our abstract operational setting. In this way,
an answer set exists iff there exists a corresponding coloring sequence. Accordingly, there
36 Kathrin Konczak and Thomas Linke and Torsten Schaub
is no answer set iff there is no coloring sequence. This nicely corresponds to the concept
of a derivation and notably avoids the distinction between coloring sequences leading to
admissible and inconsistent colorings.
We have furthermore shown in Section 6 that particular operations correspond to Fit-
ting’s and well-founded semantics (Fitting 2002; van Gelder et al. 1991; Przymusinski
1990; Denecker et al. 2000). A stepwise characterization of both semantics was proposed
in (Brass et al. 2001) by defining a confluent rewriting system. The rewrite of a program
corresponds to a 3-valued interpretation in which all facts in the rewritten program are true
and all atoms not appearing among the heads of the rewrite are false. All other atoms are
undefined. The program transformations 7→P and 7→S delete atoms from the positive and
negative part of the body, if they are true in the associated 3-valued interpretation. If a
rule is transformed into a fact through these transformations, then this corresponds in our
approach to coloring this rule with ⊕ by PΓ . Analogously, the transformations 7→N and
7→F delete rules which have atoms in their body being false in the 3-valued interpretation.
These transformations correspond to coloring non-applicable rules with ⊖. In this way, the
iterative application of these 4 transformations yields the least fixpoint of Fitting’s opera-
tor. In view of Theorem 6.1, these 4 transformations have the same effect as operator PΓ .
Another program transformation, viz. 7→L, is introduced in (Brass et al. 2001) for 0-loop
detection; thus allowing for computing the greatest unfounded set. This transformation is
similar to operator UΓ . Taken together, 7→P , 7→S , 7→N , 7→F , 7→L form a confluent rewrit-
ing system, whose final rewrite corresponds to the well-founded model of the initial logic
program.
Although we leave algorithmic and implementation issues to a companion paper, in par-
ticular those, dealing with our system noMoRe, some remarks relating our approach to the
ones underlying the answer set programming systems dlv (Eiter et al. 1999; dlv ; Leone
et al. 2005) and smodels (smodels ; Niemela¨ and Simons 1996; Simons et al. 2002) are
in order. A principal difference manifests itself in how choices are performed. While the
two latter’s choice is based on atoms occurring (negatively) in the underlying program,
our choices are based on its rules. The former approach is per se advantageous whenever
multiple rules share a common head. This is compensated in the noMoRe system by ad-
ditional propagation rules eliminating a rule from the inference process, once its head has
been derived in an alternative way. From a general perspective, a rule-based choice can be
regarded as a compound choice on atoms. That is, assigning a rule r a positive applicability
status (via⊕) corresponds to assigning all atoms in head(r)∪ body+(r) the value true and
all atoms in body−(r) the value false. Conversely, assigning r a negative status of appli-
cability (viz. ⊖) corresponds to assigning at least one atom in body+(r) the value false or
one in body−(r) the value true. Only if all rules with the same head are colored with ⊖, a
rule head can be assigned false. While this type of choice is realized by C◦Γ , the one by D◦Γ
is more restrictive since all atoms in body+(r) are known to be true. An advantage of the
approach based on choice operatorD◦Γ is that we can guarantee the support of rules on the
fly. The elimination of unsupported rules can then either be restricted to uncolored rules,
as done with operator VΓ , or even done in a final step without further detection efforts by
appeal to operatorNΓ . Interestingly, the choice operator of dlv has also a support-driven
flavor: When choosing a (negative) body literal q, one of the qualifying conditions is the ex-
istence of a rule r such that q ∈ body−(r) and body+(r) ⊆ I , where I is the current partial
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assignment.21,22 Unlike this, support checking is a recurring operation in the smodels
system, similar to operatorUΓ . On the other hand, this approach ensures that the smodels
algorithm runs in linear space complexity, while a graph-based approach needs quadratic
space in the worst case (due to its number of edges). Interestingly, smodels’ implemen-
tation relies on a rule-head dependency graph, in which rules and atoms are connected via
pointers. Such an investment in space pays off once one is able to exploit the additional
structural information offered by a graph. First steps in this direction are made in (Linke
2003), where graph compressions are described that allow for conflating entire subgraphs
into single nodes. Propagation is more or less done similarly in all three approaches. That
is, all these systems follow the strategy coined in (Subrahmanian et al. 1995), namely “An-
swer Sets = Well-founded Semantics + Branch and Bound”. smodels relies on computing
well-founded semantics, whereas dlv uses Fitting’s or well-founded semantics, depend-
ing on whether (in our terminology) the program’s RDG contains 0-cycles or not (Calimeri
et al. 2001). Also, both systems use back-propagation mechanisms. In dlv, this allows to
mark atoms as being eventually true. Operators capturing dlv’s propagation operations
are given in (Faber. 2002). Among them, operator TΠ amounts to our Operator PΠ; others
address the aforementioned back-propagation and propagation of “eventually true” atoms.
In addition to the propagation operators discussed in Section 5, noMoRe also uses differ-
ent types of back-propagation (Linke et al. 2002), including special treatment of integrity
constraints, as well as operations for ignoring rules once their head has been established.
What truly distinguishesnoMoRe’s propagation operations is their support-preserving way
in conjunction with choice operator D◦Γ (cf. Property 8 in Theorem 5.25, 5.27, 5.30, 5.32,
and 5.36).
noMoRe smodels
V VI VI+hsm
n chs ass time chs ass time chs ass time chs ass time
3 1 39 0.0 1 39 0.0 1 175 0.0 1 45 0.001
4 13 240 0.0 12 241 0.01 5 710 0.03 5 381 0.0
5 74 1430 0.06 64 1420 0.08 23 3918 0.23 26 2757 0.002
6 468 9935 0.59 385 9687 0.71 119 24046 1.88 305 34202 0.019
7 3370 78803 5.77 2676 75664 6.88 719 0.18M 16.98 4814 0.53M 0.319
8 27480 0.70M 61.84 21259 0.67M 72.99 5039 1.47M 173.81 86364 9.17M 6.29
9 0.25M 6.97M 730 0.19M 6.55M 849 40319 14M 3639 1.86M 197M 159
Table 2. Results for computing all answer sets of the Hamiltonian cycle problem on com-
plete graphs with n nodes. Abbreviations: chs for choices, ass for assigments, time for time
in seconds, and M abbreviates millions.
21 Formally, I is a four-valued interpretation. Two further conditions qualify the (disjunctive) head and the nega-
tive body literals of the rule r depending on their truth values.
22 No support is taken into account by dlv when choosing a (positive) head literal.
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noMoRe smodels
V VI VI+hsm
n chs ass time chs ass time chs ass time chs ass time
7 15 386 0.03 15 386 0.04 5 1075 0.13 30 4701 0.005
8 21 639 0.06 21 639 0.07 6 1626 0.22 8 2941 0.003
9 28 1000 0.11 28 1000 0.14 7 2368 0.4 48 12555 0.009
10 36 1494 0.19 36 1494 0.24 8 3337 0.75 1107 193287 0.155
11 45 2148 0.31 45 2148 0.57 9 4571 1.45 18118 2.81M 2.613
12 55 2991 0.53 55 2991 1.01 10 6110 2.47 0.39M 56.6M 60
13 66 4054 1.13 66 4054 1.62 11 7996 3.87 5.30M 721M 866
14 78 5370 1.92 78 5370 2.47 12 10273 5.62 — — >2h
15 91 6974 2.83 91 6974 3.47 13 12987 8.06 — — >2h
16 105 8903 4.01 105 8903 4.86 14 16186 11.07 — — >2h
17 120 11196 5.49 120 11196 6.58 15 19920 14.79 — — >2h
18 136 13894 7.15 136 13894 8.62 16 24241 19.74 — — >2h
Table 3. Results for computing one answer set of the Hamiltonian cycle problem on
complete graphs with n nodes (M abbreviates millions).
noMoRe smodels
V VI VI+hsm
n chs ass time chs ass time chs ass time chs ass time
4 289 5132 0.22 56 1357 0.09 8 2006 0.16 2 1532 0.001
4 18 395 0.02 14 332 0.02 2 515 0.03 1 735 0.001
4 396 5468 0.29 179 3776 0.28 11 1834 0.18 18 10393 0.007
4 22 366 0.02 21 364 0.02 6 1000 0.08 3 1489 0.002
4 118 2223 0.14 47 1227 0.11 13 2763 0.29 20 13525 0.008
5 3765 54264 3.06 37 733 0.08 14 2721 0.29 6 4291 0.004
5 1113 13535 1.08 93 1779 0.22 32 4929 1.1 2306 1.08M 0.775
5 207 3340 0.17 74 1450 0.14 11 2611 0.29 4 2956 0.003
5 1195 14780 1.14 191 5390 0.79 29 7773 1.64 201 98546 0.069
5 4535 72129 4.91 505 15690 2.12 54 17425 3.66 82 60317 0.038
6 359 6563 0.52 89 2174 0.47 346 76915 25.46 0.17M 95M 76
6 1228 20970 1.64 261 6238 1.38 4419 1.06M 335 0.24M 214M 152
6 1.71M 33M 3278 0.10M 3.18M 935 12608 4.2M 1537 – – >2h
6 233 4937 0.38 158 3908 0.96 1161 0.27M 94 14 11841 0.01
6 3237 41286 2.78 499 8336 1.94 57 9162 2.62 38 38277 0.025
Table 4. Results for computing one answer set of the Hamiltonian cycle problem on
clumpy graphs with n clumps (M abbreviates millions).
Finally, let us underpin the potential of our approach by some indicative empirical re-
sults. For this purpose, we have chosen the Hamiltonian cycle problem on two different
types of graphs, namely complete and so-called clumpy graphs, as put forward in (Ward
and Schlipf 2003). This choice is motivated by the fact that — unlike most of the other
known benchmark examples — Hamiltonian problems naturally lead to non-tight encod-
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ings and thus comprise more complex support structures.23 Each clumpy graph has a given
number of clumps (sets of nodes) where nodes are connected with more edges than between
clumps. That is, edges in clumpy graphs are distributed less uniform and solving Hamilto-
nian cycle problems becomes more difficult. All benchmark examples are included in the
distribution of the noMoRe system (nomore ).
All presented experiments have been done under Linux (kernel 2.6) on a Intel
Pentium 4 processor with 2.26GHz and 512MB main memory. We have used noMoRe
V1.0 (nomore ) under Eclipse Prolog with RDGs (flag asp r set) and smodels ver-
sion 2.27 (smodels ). Although we do not report it here, we have run the whole test series
with dlv as well. We have not included the results because dlv outperforms smodels
as well as noMoRe on all problem instances as regards time. Furthermore, dlv does not
report assignments and it has a different concept of choices than smodels and noMoRe.
Tables 2 and 3 summarize the results for computing all and one answer set for Hamil-
tonian cycle problems on complete graphs with n nodes, respectively. Observe that, al-
though the Hamiltonian cycle problem for complete graphs is easy solvable for humans, it
is difficult for ASP solvers. The computation of all solutions reflects the system behavior
on excessive backtracking.24 Table 4 gives results for computing Hamiltonian cycles on
clumpy graphs with n clumps; we have tested five different instances for each n. Each
table reports the number of choices (chs), the number of assignments25 (ass) and the con-
sumed time in seconds (time) for each operational characterization of the noMoRe and
smodels systems. The first two operational characterizations V and VI correspond to the
respective rows in Table 1, whereas VI+hsm indicates a modified version of VI compris-
ing an smodels-like heuristic including lookahead. Observe that we compare a Prolog and
a C++ implementation and thus the resulting time measurements should not be overrated.
Instead the number of needed choices and assignments give a better indication for the rela-
tion of noMoRe and smodels. Concerning choices and assignments, Table 2 shows that
for computing all Hamiltonian cycles of complete graphs the noMoRe strategy VI+hsm
performs better than smodels. Further evidence for this is given in Table 3 where we are
able to observe this phenomenon even by looking at time measurements (for n ≤ 11).
The results for clumpy graphs in Table 4 demonstrate that noMoRe behaves more uni-
form on those examples than smodels. For examples in the first three instances with six
clumps noMoRe needs at most 4419 choices whereas smodels needs at least 170000
choices. Furthermore, on the third instance smodels did not even get an answer set after
more than two hours. On the other hand, even if there are examples where smodels needs
less choices than noMoRe we did not recognize such extreme outliers for noMoRe as we
did for smodels during our tests.
Comparing the three noMoRe strategies among each other, we observe that the exten-
sion of strategy VI by an smodels-like heuristics including lookahead usually decreases the
number of choices (except for clumpy graphs with n = 6). However, this does not nec-
essarily lead to better performance in time, since the lookahead increases the number of
23 Tight encodings for Hamiltonian problems were proposed in (Lin and Zhao 2003).
24 We also ran test series on non-answer-set instances, namely, Hamiltonian cycle problems on bipartite graphs;
the overall result was the same as obtained with the series reported here.
25 For each change of the truth value of a atom and for each change of the color of a node in a RDG one
assignment is counted in smodels and noMoRe, respectively.
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assignments. Similarly, we observe that strategy VI always makes fewer choices than strat-
egy V. Again, this advantage does not always pay off as regards time, since the verification
of support by operator VΓ is more time consuming than applying operatorNΓ .
We stress that these experiments have a purely indicative character; a systematic ex-
perimental evaluation is given in a companion paper. Nonetheless our experiments show
prospects insofar as even a moderately optimized Prolog implementation of our strate-
gies outperforms a state-of-the-art system on certain benchmarks. Even though many other
benchmark problems are still solved much faster by the state-of-the-art solvers, a compar-
ison of the number of choices reveals that our approach has no substantial disadvantages.
The fact that dlv deals with disjunctive programs makes many of its special features
inapplicable in our setting of normal logic programs. Alternative approaches can be found
in (Lin and Zhao 2004; cmodels ), where answer sets are computed by means of SAT
solvers. Algorithms and implementation techniques for computing well-founded semantics
can be found among others in (Sagonas et al. 1996; Lonc and Truszczyn´ski 2001).
8 Conclusion
We have elaborated upon rule dependency graphs (RDGs) and their colorings for charac-
terizing and computing answer sets of logic programs. While RDGs determine the possible
interplay among rules inducing answer sets, its colorings fix their concrete application sta-
tus.
We have started by identifying graph structures that capture structural properties of logic
programs and their answer sets. As a result, we obtain several characterizations of answer
sets in terms of totally colored dependency graphs. All characterizations reflect the di-
chotomy among the notions of support and blockage. In fact, once a “recursive support”
is established, this dichotomy allows for characterizing answer sets in terms of their gen-
erating or their non-generating rules. The notion of “recursive support” is captured by the
graph-theoretical concept of a support graph, whose counterpart is given by the blockage
graph. Unlike the basic set-theoretic concepts, these subgraphs do not reflect the aforemen-
tioned dichotomy in a fully symmetric way. This is because support graphs capture a global
— since recursive — structure, whilst blockage graphs aim at a rather local structure, based
on arc-wise constraints. Taken together, both subgraphs provide another characterization of
answer sets. Interestingly, their existence is incrementally enforced whenever appropriate
propagation operations are used during the coloring process.
To a turn, we build upon these basic graph-theoretical characterizations for develop-
ing an operational framework for non-deterministic answer set formation. The goal of this
framework is to offer an intermediate stage between declarative characterizations of an-
swer sets and corresponding algorithmic specifications. We believe that this greatly facili-
tates the formal elaboration of computational approaches. The general idea is to start from
an uncolored RDG and to employ specific operators that turn a partially colored graph
gradually in a totally colored one, finally representing an answer set. To this end, we have
developed a variety of deterministic and non-deterministic operators. Different coloring
sequences (enjoying different formal properties) are obtained by selecting different com-
binations of operators. Among others, we distinguish unicoloring and support-driven op-
erational characterizations. In particular, we have identified the basic strategies employed
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by the noMoRe system as well as operations yielding Fitting’s and well-founded seman-
tics. Taken together, the last results show that noMoRe’s principal propagation operation
amount to applying Fitting’s operator, when using strategy IV in Table 1 or computing
well-founded semantics, when applying strategy VI. Notably, the explicit detection of 0-
loops can be avoided by employing a support-driven choice operation. More recent devel-
opments within noMoRe, such as back-propagation, heuristics, and implementation de-
tails are dealt with in a companion paper. Generally speaking, noMoRe is conceived as
a parametric system that allows for choosing different strategies. The noMoRe system is
available at http://www.cs.uni-potsdam.de/∼linke/nomore.
In fact, our operational framework can be seen as a “theoretical toolbox” that allows
for assembling specific strategies for answer set formation. The algorithmic realization
of our coloring sequences in terms of backtracking algorithms is rather straightforward.
The interesting step is of course the implementation of choice operators. In principle, a
choice is made from a set of rules, each of which may be attributed a (different) color.
This leaves room for different implementations, inducing differently shaped search trees. A
prototypical platform offering the described spectrum of operations can be downloaded at
http://www.cs.uni-potsdam.de/∼konczak/system/gcasp; a correspond-
ing implementation in C++ is currently under development. In all, our elaboration has laid
the basic formal foundation for computing answer sets by means of RDGs and their col-
orings. Current and future work mainly deals with further exploitation of the structural
information offered by a graph-based approach. In another paper, we show how prefer-
ences among rules are easily incorporated as a third type of edges (Konczak et al. 2003b;
Konczak et al. 2003a). Other work includes graph compressions allowing for collapsing
entire subgraphs into single nodes (Linke 2003). Last but not least, our approach seems to
be well-suited for debugging and profiling purposes. First, given that it relies on rules, the
objects of computation are the same as the descriptive objects within the problem specifica-
tion. Second, the underlying graph allows for a very natural visualization of computations.
This has already led to a noMoRe-specific profiler, described in (Bo¨sel et al. 2004).
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Appendix A Auxiliary results
In this section we want to provide theorems which are needed in the proofs. The first theo-
rem gives an characterisation of answer sets in terms of generating rules which corresponds
to C⊕ in our approach.
Theorem Appendix A.1
42 Kathrin Konczak and Thomas Linke and Torsten Schaub
Let Γ be the RDG of logic program Π, let X be a set of atoms, and let C be a partial
coloring of Γ.
Then, X ∈ ASΠ(C) iff (RΠ(X),Π \RΠ(X)) ∈ ACΠ(C).
Theorem Appendix A.2
Let Π be a logic program and X be a set of atoms.
Then, X is an answer set of Π iff X = Cn((RΠ(X))∅).
If we have an answer set, the set of generating rules possesses an enumeration which will
provide the support graph of a (colored) RDG .
Theorem Appendix A.3
Let Π be a logic program and X an answer set of Π. Then, there exists an enumeration
〈ri〉i∈I of RΠ(X) such that for all i ∈ I we have body+(ri) ⊆ head({rj | j < i}).
Given an answer set X ∈ ASΠ(C) of a partial coloring we observe that head(C⊕) ⊆ X .
Furthermore, if C is total, the heads of all rules in C⊕ generates the answer set X .
Theorem Appendix A.4
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ. Furthermore let
X ∈ ASΠ(C).
Then, head(C⊕) ⊆ X .
If C is admissible, then head(C⊕) = X .
An analog is observed with the set C⊖. If for some atom q all rules with q as head are in
the set C⊖ then q is not in the answer set X ∈ ASΠ(C).
Theorem Appendix A.5
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ. Furthermore, let
X ∈ ASΠ(C) and p ∈ Atm.
If {r ∈ Π | head(r) = p} ⊆ C⊖ then p 6∈ X .
Given an answer set X ∈ ASΠ(C) for a partial coloring where C⊕ = RΠ(X) and
C⊖ = ∅ then all rules which are blocked are obtained by the operator PΓ .
Theorem Appendix A.6
Let Γ be the RDG of logic program Π, X be an answer set of Π and C be a partial coloring
of Γ such that C⊕ = RΠ(X) and C⊖ = ∅. Furthermore, let CX be a total coloring of Γ
such that {X} = ASΠ(CX).
Then, PΓ(C) = (C⊕, C′⊖) where B(Γ, CX) ⊆ C′⊖.
The next Theorem about monotonicity of 3-valued interpretations is used in the proofs
of Section 6.
Theorem Appendix A.7
Let Γ be the RDG of logic program Π and C,C′ be partial colorings of Γ.
If C ⊑ C′ then (XC , YC) ⊆ (XC′ , YC′).
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Appendix B Inductive definitions
In this section we want to give the inductive definitions of our operators given in Section 5.
We write i < ω for i being a finite natural number greater or equal than 0.
According to P∗Γ , we define P (C) as P (C) =
⊔
i<ω P
i(C) where
1. P 0(C) = C and
2. P i+1(C) = PΓ(P i(C)) for i < ω.
Clearly, P i(C) ⊑ P i+1(C) for all i < ω. By using PΓ in every iteration step, we have
that P i(C) is always a partial coloring for i < ω. Note that P (C) not always exists. To see
this, observe that P 1({a ← not a}, ∅) would be ({a ← not a}, {a ← not a}) which is
not a partial coloring.
Theorem Appendix B.1
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Then,
1. if ACΠ(C) 6= ∅ then P (C) exists,
2. P (C) is a partial coloring,
3. ACΠ(C) = ACΠ(P (C)) and for all i < ω we have X ∈ ASΠ(C) iff X ∈
ASΠ(P
i(C)) iff X ∈ ASΠ(P (C)),
4. C ⊑ P (C),
5. P (C) closed under PΓ ,
6. P (C) is the ⊑-smallest partial coloring closed under PΓ , and
7. P (C) = P∗Γ(C).
According to T ∗Γ , we define T (C) as T (C) =
⊔
i<ω T
i(C) where
1. T 0(C) = C and
2. T i+1(C) = TΓ(T i(C)) for i < ω.
Clearly, T i(C) ⊑ T i+1(C) for all i < ω.
Theorem Appendix B.2
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Then,
1. T (C) is a partial coloring,
2. C ⊑ T (C),
3. T (C) closed under TΓ ,
4. T (C) is the ⊑-smallest partial coloring closed under TΓ , and
5. T (C) = T ∗Γ (C).
According to (PU)∗Γ , we define PU(C) as PU(C) =
⋃
i<ω PU
i(C) where
1. PU0(C) = C and
2. PU i+1(C) = UΓ(PΓ(PU i(C))) for i < ω.
Clearly, PU i(C) ⊑ PU i+1(C) for all i < ω.
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Theorem Appendix B.3
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Then,
1. If ACΠ(C) 6= ∅ then PU(C) exists,
2. PU(C) is a partial coloring,
3. ACΠ(C) = ACΠ(PU(C)) and for all i < ω we have X ∈ ASΠ(C) iff X ∈
ASΠ(PU
i(C)) iff X ∈ ASΠ(PU(C)),
4. C ⊑ PU(C),
5. PU(C) closed under PΓ and UΓ ,
6. PU(C) is the ⊑-smallest partial coloring closed under PΓ and UΓ , and
7. PU(C) = (PU)∗Γ(C).
Analogous, we define PV (C) as PV (C) =
⋃
i<ω PV
i(C) where
1. PV 0(C) = C and
2. PV i+1(C) = VΓ(PΓ(PV i(C))) for i < ω.
Clearly, PV i(C) ⊑ PV i+1(C) for all i < ω.
Theorem Appendix B.4
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Then,
1. If ACΠ(C) 6= ∅ then PV (C) exists,
2. PV (C) is a partial coloring,
3. ACΠ(C) = ACΠ(PV (C)) and for all i < ω we have X ∈ ASΠ(C) iff X ∈
ASΠ(PV
i(C)) iff X ∈ ASΠ(PV (C)),
4. C ⊑ PV (C),
5. PV (C) closed under PΓ and VΓ ,
6. PV (C) is the ⊑-smallest partial coloring closed under PΓ and VΓ , and
7. PV (C) = (PV)∗Γ(C).
Appendix C Proofs
We write i < ω for i being a finite natural number greater or equal than 0.
C.1 Section 3
Proof 3.1
Let Γ be the RDG of logic program Π, C be a partial coloring of Γ and X ∈ ASΠ(C). By
Equation (8), we have C⊕ ⊆ RΠ(X) and by Theorem Appendix A.4 head(C⊕) ⊆ X .
1: Let r ∈ S(Γ, C). By definition, for all p ∈ body+(r) there exists an r′ ∈ Π such that
(r′, r) ∈ E0, p = head(r′) and r′ ∈ C⊕. From head(C⊕) ⊆ X , we can reconclude that
for each p ∈ body+(r), we have p ∈ X , and thus body+(r) ⊆ X .
Conditions 2-4 follow analogous to Condition 1 by Theorem Appendix A.4 and Ap-
pendix A.5.
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Proof 3.2
Let Γ be the RDG of logic program Π, C be an admissible coloring of Γ, and {X} =
ASΠ(C). By Equation (8) we have C⊕ = RΠ(X) and head(C⊕) = X (Theorem Ap-
pendix A.4). By Theorem 3.1 we only have to show “⇒”.
1 ”⇒”: Let be body+(r) ⊆ X = head(C⊕) for r ∈ Π. Then, for each p ∈ body+(r)
there exists an r′ ∈ Π such that r′ ∈ C⊕ and p = head(r′). From the definition of the
RDG we can conclude that r ∈ S(Γ, C).
Conditions 2-4 follow analogous.
Proof 3.3
This theorem follows by Theorem 3.1, Corollary 3.2, and Equation (4).
C.2 Section 4
Proof 4.1
Let Γ = (Π, E0, E1) be the RDG of logic programΠ. Let (V ′′, E) and (V ′, E′) be support
graphs of Γ for some E,E′ ⊆ (Π×Π) such that V ′′ 6= V ′.
We show that there exists a support graph (V,E) of Γ for some E ⊆ (Π×Π) such that
V ′′ ⊆ V and V ′ ⊆ V . Since Π is finite and by finiteness of the number of support graphs,
we then conclude that there exists a maximal support graph of Γ.
Trivially, according to Definition 4.1, there exists an enumeration 〈ri〉0≤i≤n of V ′′ such
that body+(ri) ⊆ {head(rj) | j < i} and there exists an enumeration 〈r′i〉0≤i≤m of V ′
such that body+(r′i) ⊆ {head(r′j) | j < i}.
The idea of the construction of (V,E) is as follows: we merge the vertices of V ′′ and
V ′ to V and additionally include all vertices into V whose positive body is derivable by
the heads of the rules belonging to V . More precisely, V should be closed under all rules
whose positive body is derivable by the heads of rules in V .
Next, we define an enumeration 〈si〉0≤i≤k of rules in Π inductively as follows. Let
s0 = r ∈ Π where body+(r) = ∅ and
si = r ∈ Π such that body+(r) ⊆ {head(sl) | l < i}
for 0 ≤ i ≤ k and for some maximal k such that there exists no r′ ∈ Π \ {s0, . . . , sk}
where body+(r′) ⊆ {head(sl) | l ≤ k}. Note that then the enumeration 〈si〉0≤i≤k is
maximal wrt vertices. Furthermore, we have n ≤ k,m ≤ k and n+m− |V ′′ ∩ V ′| ≤ k.
Next, we show that for V = {si | 0 ≤ i ≤ k} the following conditions are fulfilled:
1. V ′′ ⊆ V ,
2. V ′ ⊆ V ,
3. for all r ∈ Π if body+(r) ⊆ {head(r′) | r′ ∈ V } then r ∈ V , and
4. (V,E) is a support graph of Γ for some E ⊆ (Π×Π).
Condition 3 states that all rules whose positive body can be derived by the heads of the
rules in V are included in V . Observe that if there is no r ∈ Π such that body+(r) = ∅ we
have that then V ′ = ∅ and V ′′ = ∅ and hence, V ′′ = V ′ which is a contradiction to the
assumption V ′′ 6= V ′.
1+2: Note that for non-empty V ′′ and non-empty V ′ we have body+(r0) = ∅ and
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body+(r′0) = ∅ by construction of the enumerations of V ′′ and V ′. Hence, there exist
0 ≤ l, l′ ≤ k such that r0 = sl and r′0 = sl′ . Thus, we conclude by induction that
V ′′ ⊆ {s0, . . . , sk} (Condition 1) and V ′ ⊆ {s0, . . . , sk} (Condition 2) by construction of
V .
3: Condition 3 is fulfilled, since in we include as many rules as possible into 〈si〉0≤i≤k
(k being maximal).
4: For 0 < i ≤ k, we define
Ei =
⋃
{(r′, si) | r
′ ∈ {s0, . . . , si−1}} ∩ E0
and E =
⋃
0≤i≤k E
i
. Clearly, (V,E) is 0-subgraph of Γ by construction. Furthermore,
(V,E) is acyclic since there are only edges (sj , si) where j < i for j, i ∈ {0, . . . , k}.
Also, we obtain r ∈ V whenever body+(r) ⊆ {head(r′) | (r′, r) ∈ E}. Thus, (V,E) is a
support graph of Γ.
Hence, there exists a support graph (V,E) of Γ such that V ′ ⊆ V for all support graphs
(V ′, E′) of Γ.
Proof 4.2
Let Γ = (Π, E0, E1) be the RDG of logic program Π and C be a partial coloring of Γ.
We abbreviate Γ|C⊕∪C⊖ with Γ|C .
1: If ACΠ(C) 6= ∅ then we have ASΠ(C) 6= ∅ by Theorem Appendix A.1. Let be X ∈
ASΠ(C). Then, we have by definition that C⊕ ⊆ RΠ(X) and C⊖ ∩RΠ(X) = ∅ hold. We
want to construct a support graph (RΠ(X), E) of (Γ, C) for some E ⊆ (Π × Π). Then,
there exists a maximal support graph of (Γ, C).
By Theorem Appendix A.3 we have an enumeration 〈ri〉i∈I of RΠ(X) such that for all
i ∈ I we have body+(ri) ⊆ head({rj | j < i}).
Define V =
⋃
i∈I{ri} and E = {(rj , ri) | j < i} ∩ E0. Clearly, V = RΠ(X) by
construction and thus we have C⊕ ⊆ V , C⊖ ∩ V = ∅, and (V,E) is a support graph of Γ.
Furthermore, (V,E) is a support graph of (Γ, C). The existence of a maximal one follows
by Theorem 4.1.
2: Let (C⊕, E′) be a support graph of Γ|C for some E′ ⊆ (Π × Π). Then, (C⊕, E′)
is a support graph of (Γ, C). By Theorem 4.1, there exists a (maximal) support graph of
(Γ, C).
Proof 4.3
Let Γ be the RDG of logic program Π and C be an admissible coloring. By {C} =
ACΠ(C) 6= ∅ and Theorem 4.2, there exists a support graph of (Γ, C). According to
Definition 4.2, this must be (C⊕, E) for some E ⊆ Π × Π, since C is a total coloring.
Furthermore, (C⊕, E) is a maximal support graph of (Γ, C).
Proof 4.4
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
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”1 ⇒ 2”: Since C is an admissible coloring, there exists an answer set X of Π such that
{X} = ASΠ(C). By Theorem 4.2 and {C} = ACΠ(C) there exists a support graph of
(Γ, C). C⊕ = S(Γ, C) ∩B(Γ, C) holds by Theorem 3.3 and C⊕ = RΠ(X).
”2 ⇒ 1”: We have to show that C is an admissible coloring that is C⊕ = RΠ(X) holds,
where X is an answer set of Π.
Let X be the set of atoms such that X = head(C⊕), then
RΠ(X) = {r | body
+(r) ⊆ X, body−(r) ∩X = ∅}
= {r | body+(r) ⊆ head(C⊕), body
−(r) ∩ head(C⊕) = ∅}
= {r | r ∈ S(Γ, C), r ∈ B(Γ, C))}
= C⊕.
By Theorem 4.6 and (C⊕, E) is a (maximal) support graph of (Γ, C) for some E ⊆ Π×Π
(Corollary 4.3), we have
head(C⊕) = Cn((Π \ C⊖)
∅)
= Cn(C∅⊕)
= Cn((RΠ(X))
∅).
By X = head(C⊕) = Cn((RΠ(X))∅) we have by Theorem Appendix A.2 that X is an
answer set. Hence, C is an admissible coloring.
”2⇔ 3”: This holds by C is a total coloring and by Theorem 3.3.
Proof 4.5
Let Γ be the RDG of logic program Π, C be a total coloring of Γ and X be a set of atoms
such that X = head(C⊕).
We obtain for r ∈ Π,
r ∈ B(Γ, C) iff body−(r) ∩ head(C⊕) = ∅
iff body−(r) ∩X = ∅
iff head(r)← body+(r) ∈ ΠX .
Proof 4.6
Let Γ be the RDG of logic program Π, C be a partial coloring and (V,E) be a maximal
support graph of (Γ, C).
We have to show that head(V ) = Cn((Π \ C⊖)∅) holds. More precisely, we have to
show that head(V ) is the smallest set of atoms which is closed under (Π\)∅.
First, we show that head(V ) is closed under (Π\)∅. That is, for any r ∈ (Π \ C⊖)∅
we have head(r) ∈ head(V ) whenever body+(r) ⊆ head(V ). Let be r ∈ (Π \ C⊖)∅. If
we have body+(r) ⊆ head(V ) then we have head(r) ∈ head(V ) since the support graph
(V,E) is maximal. Thus, head(V ) is closed under (Π \C⊖)∅.
Second, we show that head(V ) is the smallest set of atoms which is closed under (Π \
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C⊖)
∅
. Assume that head(V ) is not the smallest set of atoms which is closed under (Π \
C⊖)
∅
. Then, there exists a q ∈ head(V ) such that head(V ) \ q is closed under (Π \C⊖)∅.
We have head(V ) \ q = head(V \Q) where Q = {r | head(r) = q, r ∈ V }. Moreover,
we have for all r+ ∈ (Π \ C⊖)∅ that head(r+) ∈ head(V \ Q) whenever body+(r+) ⊆
head(V \Q). Let be r′ ∈ Q. By r′ ∈ V we have that r is a vertex in the maximal support
graph of (Γ, C). Hence, by Definition 4.2 we have that body+(r′) ⊆ head(V ). Moreover,
we have body+(r′) ⊆ head(V \ Q) since Q = {r | head(r) = q, r ∈ V } and (V,E) is
acyclic. Thus, we have that head(r′) ∈ head(V \ Q) by head(V ) \ q being closed under
(Π\)∅. But then we have q = head(r′) ∈ head(r) \ q which is a contradiction. Hence,
head(V ) is the smallest set of atoms which is closed under (Π \ C⊖)∅.
Proof 4.7
Let Γ be the RDG for logic program Π and C be a total coloring of Γ.
”⇒” LetC be an admissible coloring of Γ. By Theorem 4.4 we have thatC⊕ = S(Γ, C)∩
B(Γ, C) and there exists a support graph of (Γ, C). By C is total we have that (C⊕, E)
is a support graph of (Γ, C) for some E ⊆ Π × Π. Hence, (C⊕, E) is a support graph
of Γ. Since C⊕ ⊆ B(Γ, C) we have that (C⊕, E) is a support graph of Γ|B(Γ,C). Next,
we want to show the maximality of (C⊕, E). Assume, (C⊕, E) is not a maximal support
graph of Γ|B(Γ,C). Then, there exists an r ∈ C⊖ such that (C⊕ ∪ {r}, E′) is a support
graph of Γ|B(Γ,C) for some E′ ⊆ Π × Π. But then, r ∈ B(Γ, C) and r ∈ S(Γ, C) by
Definition 4.1 of a support graph of Γ|B(Γ,C). Hence, r ∈ S(Γ, C) ∩B(Γ, C) = C⊕ But
this is a contradiction to r ∈ C⊖. Thus, (C⊕, E) is a maximal support graph of Γ|B(Γ,C).
”⇐” Let (C⊕, E) be a maximal support graph of Γ|B(Γ,C) for some E ⊆ (Π × Π). By
Theorem 4.4 we have to show that C⊕ = S(Γ, C) ∩ B(Γ, C) and there exists a support
graph of (Γ, C).
Since (C⊕, E) is a support graph of Γ|B(Γ,C) we have that (C⊕, E) is a also support
graph of Γ. Furthermore, (C⊕, E) is a support graph of (Γ, C) since C is a total coloring.
It remains to show that C⊕ = S(Γ, C) ∩B(Γ, C) holds.
“⊆” Assume that there exists an r ∈ C⊕ such that r 6∈ S(Γ, C) ∩ B(Γ, C). That is, r ∈
S(Γ, C)∪B(Γ, C) holds. Since (C⊕, E) is a support graph ofΓ|B(Γ,C), r ∈ B(Γ, C)∩C⊕
is not possible. Assume that r ∈ S(Γ, C) ∩ C⊕. But by Definition 4.1 and r ∈ C⊕ which
is in a support graph of Γ|B(Γ,C), we have that r ∈ S(Γ, C). But this is a contradiction
and hence, we have C⊕ ⊆ S(Γ, C) ∩B(Γ, C).
“⊇” Assume there exists an r ∈ S(Γ, C) ∩ B(Γ, C) such that r 6∈ C⊕ that is r ∈ C⊖
holds. If r ∈ B(Γ, C) then r is a vertex of the graph Γ|B(Γ,C). If furthermore r ∈ S(Γ, C)
then r is a vertex of the maximal support graph of Γ|B(Γ,C). Since (C⊕, E) is a maximal
support graph of Γ|B(Γ,C), we have r ∈ C⊕.
Proof 4.8
Let Γ = (Π, E0, E1) be the RDG of a logic program Π and let C be a total coloring of Γ.
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“⇒” Let C be an admissible coloring of Γ, then by Theorem 4.4 there exists a support
graph of (Γ, C). Hence, it remains to show, that (S,E1|S) is a blockage graph of (Γ, C)
where S = S(Γ, C).
For all r ∈ C⊕ we have r ∈ B(Γ, C) by Theorem 4.4. Thus, Condition 1 for a blockage
graph in Definition 4.3 holds.
Let be r ∈ S ∩ C⊖. By C⊖ = S(Γ, C) ∪ B(Γ, C) we have that r ∈ B(Γ, C). Hence,
Condition 2 from Definition 4.3 holds. Thus, (S,E1|S) is a blockage graph of (Γ, C).
“⇐” By Theorem 4.4 and the existence of a support graph of (Γ, C) it remains to show
that C⊕ = S(Γ, C) ∩ B(Γ, C). Since C is total, the support graph of (Γ, C) must be
(C⊕, E) for some E ⊆ Π×Π.
”⊆”: Let be r ∈ C⊕. Then, we have r ∈ S(Γ, C) by (C⊕, E) is a support graph of
(Γ, C) for some E ⊆ (Π×Π) and by Definition 4.2. Assume, we have r ∈ B(Γ, C) then
there exists an r′ ∈ C⊕ such that (r′, r) ∈ E1. But this is a contradiction to Condition 1
in Definition 4.3 of a blockage graph. Thus, we have r ∈ B(Γ, C) and hence, we have
C⊕ ⊆ S(Γ, C) ∩B(Γ, C).
”⊇”: Let be r ∈ S(Γ, C)∩B(Γ, C). We have to show that r ∈ C⊕. Assume that we have
r ∈ C⊖. Then, by Condition 2 in Definition 4.3 there exists an r′ ∈ C⊕ such that r is
blocked by r′. That’s a contradiction and thus we have r ∈ C⊕.
Proof 4.9
Let Γ = (Π, E0, E1) be the RDG of a logic program Π and let C be a total coloring of Γ.
To show this corollary we show the equivalence to the conditions given in Theorem 4.8.
Clearly, a support graph of (Γ, C) is (C⊕, E) for some E ⊆ Π×Π by Definition 4.2 since
C is total. Furthermore, conditions 2 and 3 of this corollary are equivalent to conditions 1
and 2 in Definition 4.3 of a blockage graph.
C.3 Section 5
Proof 5.1
Let Γ be the RDG of logic program Π and C a partial coloring of Γ. If ACΠ(C) 6= ∅ then
ASΠ(C) 6= ∅ by Theorem Appendix A.1. Let X ∈ ASΠ(C) be an answer set of Π. Then
C⊕ ⊆ RΠ(X) and C⊖ ∩RΠ(X) = ∅.
Let be S = S(Γ, C), B = B(Γ, C), S = S(Γ, C) and B = B(Γ, C).
For showing that PΓ(C) exists, we have to prove that PΓ(C) is a partial coloring. We
prove this by Theorem 3.3 and by the fact that C is a partial coloring. We observe
PΓ(C)⊕ ∩ PΓ(C)⊖ =
(
C⊕ ∪ (S ∩B)
)
∩
(
C⊖ ∪ S ∪B
)
= (C⊕ ∩ C⊖) ∪ (C⊕ ∩ S) ∪ (C⊕ ∩B)
∪ (S ∩B ∩ C⊖) ∪ (S ∩B ∩ S) ∪ (S ∩B ∩B)
= (C⊕ ∩ S) ∪ (C⊕ ∩B) ∪ (S ∩B ∩C⊖)
= ∅.
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The last equality follows by Theorem 3.3. Thus, PΓ(C) is a partial coloring and hence,
PΓ(C) exists.
Proof 5.2
This follows directly from Theorem Appendix B.1 by the existence of P (C).
Proof 5.3
[Scetch] Let Γ be the RDG of logic program Π. We have to prove that P∗Γ((∅, ∅)) exists.
By Theorem Appendix B.1 it is enough to show that P ((∅, ∅)) exists.
Clearly, P 0((∅, ∅)) = (∅, ∅) exists. Assuming that P i((∅, ∅)) exists, we have to show
PΓ(P i((∅, ∅)))⊕ ∩PΓ(P i((∅, ∅)))⊖ = ∅ stating that P i+1((∅, ∅)) exists. But this holds if
P i((∅, ∅))⊕ ∩ S(Γ, P
i((∅, ∅))) = ∅ (C1)
P i((∅, ∅))⊕ ∩B(Γ, P
i((∅, ∅))) = ∅ (C2)
P i((∅, ∅))⊖ ∩ S(Γ, P
i((∅, ∅))) ∩B(Γ, P i((∅, ∅))) = ∅ (C3)
We obtain S(Γ, C) ⊆ S(Γ, C′) and B(Γ, C) ⊆ B(Γ, C′) for all partial colorings C,C′
such that C ⊑ C′. Hence, we have P i((∅, ∅))⊕ ⊆ S(Γ, P i((∅, ∅))) ∩ B(Γ, P i((∅, ∅))).
Thus, Equation C1 and analogously equations C2 and C3 hold. For this reason we have
that P i+1((∅, ∅)) exists and, by induction, that P∗Γ((∅, ∅)) exists.
Proof 5.4
Let Γ be the RDG of logic program Π and let C and C′ be partial colorings of Γ such
that ACΠ(C′) 6= ∅. Furthermore, let be C ⊑ C′. Then, we also have ACΠ(C) 6= ∅ by
definition.
PΓ(C) ⊑ PΓ(C′): It is easy to see that C ⊑ C′ implies
1. S(Γ, C) ⊆ S(Γ, C′),
2. S(Γ, C) ⊆ S(Γ, C′),
3. B(Γ, C) ⊆ B(Γ, C′), and
4. B(Γ, C) ⊆ B(Γ, C′).
Thus, PΓ(C) ⊑ PΓ(C′).
P∗Γ(C) ⊑ P
∗
Γ(C
′): This follows by showing P (C) ⊑ P (C′) through an induction proof
and by Theorem Appendix B.1.
Proof 5.5
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
1: C ⊑ PΓ(C) implies ACΠ(C) ⊇ ACΠ(PΓ(C)). Thus, it remains to show ACΠ(C) ⊆
ACΠ(PΓ(C)). If ACΠ(C) = ∅ then ACΠ(PΓ(C)) = ∅ by C ⊑ PΓ(C) and by Equa-
tion (7).
Let be C′ = (RΠ(X),Π \ RΠ(X)) ∈ ACΠ(C) an admissible coloring of Γ for some
answer set X of Π. We have to show that PΓ(C)⊕ ⊆ RΠ(X) and PΓ(C)⊖ ∩RΠ(X) = ∅.
But this holds by Theorem 3.3 and C⊕ ⊆ RΠ(X) and C⊖ ∩RΠ(X) = ∅.
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2: Holds by Theorem Appendix B.1.
Proof 5.6
Let Γ = (Π, E0, E1) be the RDG of logic program Π and C be a partial coloring of Γ.
Furthermore, let be C′ = PΓ(C).
1: Let (C⊕, E) be a support graph of (Γ,C) for some E ⊆ (Π×Π). We have to show that
((P∗Γ(C))⊕, E
′) is a support graph of (Γ,P∗Γ(C)) for some E′ ⊆ (Π × Π). We show this
by construction of ((P∗Γ(C))⊕, E′) and by Theorem Appendix B.1.
Let V 0 = P 0(C)⊕ = C⊕ and E0 = E. Assume that we have constructed the sets
V i ⊆ Π and Ei ⊆ (Π × Π) for some i < ω such that P i(C)⊕ = V i. Now, we want to
construct the sets V i+1 ⊆ Π and Ei+1 ⊆ (Π×Π). We define
V i+1 = V i ∪ PΓ(P
i(C))⊕
= V i ∪ (S(Γ, P i(C)) ∩B(Γ, P i(C))) ∪ P i(C)⊕
= V i ∪ (S(Γ, P i(C)) ∩B(Γ, P i(C))),
Ei+1 = Ei ∪
(
{(r′, r) | r′ ∈ V i, r ∈ V i+1} ∩ E0
)
,
V =
⋃
i<ω V
i, and E′ =
⋃
i<ω E
i. We have to show
(1a): V = P (C)⊕ and
(1b): (V,E′) is a support graph of (Γ, P (C)).
Then, by Theorem Appendix B.1 we can conclude that ((P∗Γ(C))⊕, E′) is a support graph
of (Γ,P∗Γ(C)) for some E′ ⊆ (Π×Π)
(1a): This holds by construction of V .
(1b): Clearly, (V,E′) is acyclic because E is acyclic and we have only edges from V i to
V i+1 for all i < ω. Furthermore, (V,E′) is a 0-subgraph of Γ by construction. Now, we
have to show that for all r ∈ V we have body+(r) ⊆ {head(r′) | (r′, r) ∈ E′}. For
r ∈ V 0 this holds by (C⊕, E) is a support graph of (Γ, C). For r ∈ V i \ V i−1 for some
i > 0 we have r ∈ S(Γ, P i(C))∩B(Γ, P i(C)). Thus, if we have r ∈ S(Γ, P i(C)) and by
Definition 3.2 and construction ofEi+1 we have body+(r) ⊆ {head(r′) | (r′, r) ∈ Ei+1}.
Thus, (P∗Γ(C)⊕, E′) is a support graph of Γ.
2: Let (C⊕ ∪C⊖, E1)|S(Γ,C) be a blockage graph of (Γ, C) and C⊕ ⊆ S(Γ, C). We have
to show that (C′⊕ ∪ C′⊖, E1)|S(Γ,C′) is a blockage graph of (Γ, C′) where C′ = P∗Γ(C).
That is, we have to show that
(2a): for all r, r′ ∈ C′⊕ ∩ S(Γ, C′) we have (r, r′) 6∈ E1 |S(Γ,C′),
(2b): for all r ∈ C′⊖ ∩ S(Γ, C′) there exists an r′ ∈ C′⊕ ∩ S(Γ, C′) such that (r′, r) ∈
E1 |S(Γ,C′).
But both conditions hold by C′ being closed under PΓ(C).
Proof 5.7
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
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”⇒”: By Theorem 4.4 it remains to show that C = PΓ(C). We have PΓ(C) = C ⊔
(S(Γ, C) ∩ B(Γ, C), S(Γ, C) ∪ B(Γ, C)). By Theorem 4.4 we have C = (S(Γ, C) ∩
B(Γ, C), S(Γ, C) ∪B(Γ, C)) and thus, C = PΓ(C).
”⇐”: By Theorem 4.4 it remains to show, thatC⊕ = S(Γ, C)∩B(Γ, C). ByC = PΓ(C)
we haveC⊕ ⊇ S(Γ, C)∩B(Γ, C). Now, we showC⊕ ⊆ S(Γ, C)∩B(Γ, C). Let r ∈ C⊕.
If r ∈ S(Γ, C) or r ∈ B(Γ, C), then r ∈ C⊖ by C = PΓ(C), but this is a contradiction.
Thus, r ∈ S(Γ, C) ∩B(Γ, C). For this reason, we have C⊕ = S(Γ, C) ∩B(Γ, C).
Proof 5.8
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ. If there exists
a support graph of (Γ, C), then there always exists a maximal support graph of (Γ, C)
(Theorem 4.1). Thus, UΓ(C) exists.
Proof 5.9
Let Γ be the RDG of logic program Π and let C and C′ be partial colorings of Γ such that
ACΠ(C) 6= ∅, ACΠ(C′) 6= ∅.
Note that for C and C′, UΓ(C) and UΓ(C′) exist by Corollary 5.8 and Theorem 4.2.
1: C ⊑ UΓ(C) holds by definition of UΓ .
2: Let (V,E) be a maximal support graph of (Γ, C) for some E ⊆ Π × Π. Then, we
have UΓ(C) = (C⊕,Π \ V ). We claim that (V,E) is also a maximal support graph of
(Γ,UΓ(C)). To see this, observe that
1. (V,E) is a support graph of Γ,
2. UΓ(C)⊕ ⊆ V , and
3. V ∩ (UΓ(C))⊖ = V ∩ (Π \ V ) = ∅.
Furthermore, (V,E) is maximal since V ∪ (UΓ(C))⊖ = V ∪ (Π \ V ) = Π and V ∩
(UΓ(C))⊖ = ∅. Therefore, we have
UΓ(UΓ(C)) = (UΓ(C)⊕,Π \ V )
= (C⊕,Π \ V )
= UΓ(C).
3: We have to show that UΓ(C)⊕ ⊆ UΓ(C′)⊕ and UΓ(C)⊖ ⊆ UΓ(C′)⊖. Since C ⊑ C′
we have UΓ(C)⊕ ⊆ UΓ(C′)⊕. Because of C ⊑ C′, we must have for a maximal support
graph (V ′, E′) of (Γ, C′) and for a maximal support graph (V,E) of (Γ, C) that V ′ ⊆ V
for some E,E′ ∈ (Π×Π). Thus, UΓ(C)⊖ ⊆ UΓ(C′)⊖ holds by definition of UΓ .
Proof 5.10
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
Clearly, we haveC ⊑ UΓ(C) by Thm. 5.9. Thus, we have ACΠ(UΓ(C)) ⊆ ACΠ(C). It
remains to show that ACΠ(C) ⊆ ACΠ(UΓ(C)). If ACΠ(C) = ∅ then ACΠ(UΓ(C)) = ∅
since C ⊑ UΓ(C) (Theorem 5.9). Let be C′ ∈ ACΠ(C), where C′ = (RΠ(X),Π \
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RΠ(X)) for some answer set X of Π. Let (V,E) be a maximal support graph of (Γ, C)
for some E ⊆ (Π × Π). The existence of (V,E) is ensured by Theorem 4.2. We have to
show,
1. UΓ(C)⊕ ⊆ RΠ(X), and
2. UΓ(C)⊖ ∩RΠ(X) = ∅.
1: This holds by UΓ(C)⊕ = C⊕ ⊆ RΠ(X).
2: We have UΓ(C)⊖ = Π \ V . Assume that there exists an r ∈ (Π \ V ) ∩ RΠ(X). By
r ∈ RΠ(X) we have r ∈ S(Γ, C′) for C′ ∈ ACΠ(C). But this is a contradiction to
r ∈ (Π \V ) since all rules in Π \V can never be supported. Thus, UΓ(C)⊖ ∩RΠ(X) = ∅
holds.
Proof 5.11
Let Γ = (Π, E0, E1) be the RDG of logic program Π and C be a partial coloring of Γ.
Furthermore, let C′ = UΓ(C). Condition 1 holds trivially sinceC ⊑ C′ andC′⊖∩C⊕ = ∅.
Condition 2 holds by C′⊕ = C⊕ and by (C′⊖ \ C⊖) ∩ S(Γ, C) = ∅.
Proof 5.12
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
To show this theorem we show the equivalence to Corollary 5.7.
”⇒” It remains to show that C = UΓ(C). By Corollary 5.7, there exists a (maximal)
support graph of (Γ, C). That must be (C⊕, E) for some E ⊆ (Π × Π) since C is a total
coloring. Thus UΓ(C) = (C⊕,Π \ C⊕) = C.
”⇐” It remains to show that there exists a maximal support graph of (Γ, C). But this
exists by the existence of UΓ .
Proof 5.13
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
”⇒”: LetC be an admissible coloring of Γ. We have to show that there exists an sequence
(Ci)0≤i≤n satisfying the given conditions. Let m = |C⊕| and 〈ri〉0≤i<m be an arbitrary
enumeration of C⊕. Analogous let 〈rj〉m≤j<n be an arbitrary enumeration of Π \ C⊕ =
C⊖. For 0 ≤ i < m take Ci+1 = C⊕Γ (Ci) = (Ci⊕ ∪ {ri}, Ci⊖) and for m ≤ i < n take
Ci+1 = C⊖Γ (C
i) = (Ci⊕, C
i
⊖ ∪ {ri}). Thus, Cn is a total coloring and conditions 3 and 4
are fulfilled by Corollary 5.12.
”⇐”: By conditions 3, 4 and 5 we have C = PΓ(C) and C = UΓ(C). Thus, C is an
admissible coloring of Γ by Corollary 5.12.
Proof 5.14
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Let (Ci)0≤i≤n be a sequence satisfying conditions 1-5 in Theorem 5.13.
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1: We have Ci is a partial coloring for 0 ≤ i ≤ n by Definition 5.4.
2: By construction of Ci and by Definition 5.4 we have Ci ⊑ Ci+1.
3: We have Ci ⊑ Ci+1 and thus we have ACΠ(Ci) ⊇ ACΠ(Ci+1).
4: Since we haveC = Cn ⊒ Ci for admissible coloringC, we haveC′ ∈ ACΠ(Ci) 6= ∅.
5: Because ACΠ(Ci) 6= ∅ we have by Theorem 4.2 that there exists a (maximal) support
graph of (Γ, Ci).
Proof 5.15
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
”⇐”: Since (PU)∗Γ is closed under PΓ and UΓ we have C = PΓ(C) and C = UΓ(C)
and thus, we have that C is an admissible coloring of Γ by Corollary 5.12.
”⇒”: Let C = (RΠ(X),Π \RΠ(X)) be an admissible coloring of Γ for answer set X of
Π. We have to show that there exists a sequence (Ci)0≤i≤n satisfying the given conditions.
LetC0 = (PU)∗Γ((∅, ∅)). Assume,Ci is defined for some 0 ≤ i. Let be r ∈ Π\(Ci⊕∪Ci⊖).
If we have r ∈ RΠ(X) then we takeCi+1 = (PU)∗Γ (Ci⊕∪{r}, Ci⊖). Otherwise, if we have
r ∈ Π\RΠ(X) then we take Ci+1 = (PU)∗Γ(Ci⊕, Ci⊖∪{r}). By construction there exists
an n < ω such that Π = Cn⊕∪Cn⊖. Furthermore, by Theorem 5.5, 5.10, and by construction
of each Ci+1(for0 ≤ i < n), we have that Cn = C = (RΠ(X),Π \RΠ(X)).
Proof 5.16
Proof by induction over i by using Theorem Appendix B.3.
Proof 5.17
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
Let (Ci)0≤i≤n be a sequence satisfying conditions 1-3 in Theorem 5.15.
1-5: Hold analogous to Theorem 5.14 by Definition 5.4 and by Theorem Appendix B.3.
6+7: These conditions hold by definition of PΓ :
S(Γ, Ci) ∩B(Γ, Ci) ⊆ PΓ(Ci)⊕ ⊆ (PU)∗Γ(C
◦
Γ(C
i))⊕ = C
i+1
⊕ , and
S(Γ, Ci) ∪B(Γ, Ci) ⊆ PΓ(Ci)⊖ ⊆ (PU)∗Γ(C
◦
Γ(C
i))⊖ = C
i+1
⊖ .
Proof 5.18
Condition 1–3, 6–7 hold analogous to Theorem 5.17. ByCi is closed underUΓ , there exists
a support graph of (Γ, Ci). Hence, Condition 5 holds.
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Proof 5.19
Let Γ be the RDG of logic program Π.
First, we show that every sequence over C satisfying conditions 1 and 2 in Theorem 5.15
induces a sequence over C satisfying conditions 1-4 in Theorem 5.13.
Let (Ci)i∈J be a sequence satisfying conditions 1 and 2 in Theorem 5.15. We obtain
an enumeration 〈ri〉i∈I of Π such that we have: if ri ∈ PUk(Cl), rj ∈ PUe(Cf ) where
l < f or l = f and k ≤ e then i < j. Thus, we obtain a sequence (C ′i)i∈J′ such that
C
′0 = (∅, ∅) and
C
′i+1 =
{
(C
′i
⊕ ∪ {ri}, C
′i
⊖) if ri ∈ RΠ(X)
(C
′i
⊕, C
′i
⊖ ∪ {ri}) if ri 6∈ RΠ(X).
(C
′i)i∈J′ clearly satisfies conditions 1-4 in Theorem 5.13 by Ci is closed under PΓ and
UΓ for every i ∈ J in Theorem 5.15.
Second, 2 different sequences from Theorem 5.15 induces 2 different sequences in The-
orem 5.13. Hence, n ≤ m.
Proof 5.20
Let Γ be the RDG of logic program Π and let C be an admissible coloring of Γ.
Let (Ci1)0≤i≤m and (C
j
2)0≤j≤n be the shortest sequences obtained for C according to
Theorem 5.13 and Theorem 5.15, respectively. Since |Ci+11 \ Ci1| = 1 for all 0 ≤ i < m
and |Cj+12 \ C
j
2 | ≥ 1 for all 0 ≤ j < n, we have that n ≤ m holds where m = |Π|.
Proof 5.21
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
We have to prove:
Plus: C is an admissible coloring of Γ iff there exists a sequence (Ci)0≤i≤n with the
following properties:
1. C0 = (PU)∗Γ((∅, ∅));
2. Ci+1 = (PU)∗Γ(C
⊕
Γ (C
i)) for 0 ≤ i < n;
3. Cn = C.
Minus: C is an admissible coloring of Γ iff there exists a sequence (Ci)0≤i≤n with the
following properties:
1. C0 = (PU)∗Γ((∅, ∅));
2. Ci+1 = (PU)∗Γ(C
⊖
Γ (C
i)) for 0 ≤ i < n;
3. Cn = C.
’Plus’:
”⇐” C is an admissible coloring of Γ holds by Corollary 5.12 since C is closed under PΓ
and closed under UΓ .
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”⇒” Let C = (RΠ(X),Π \ RΠ(X)) be an admissible coloring of Γ for answer set X
of Π. We have to show the existence of a sequence (Ci)0≤i≤n with the given properties.
Let C0 = (PU)∗Γ((∅, ∅)). For 0 < i < n let Ci+1 = (PU)∗Γ(C
⊕
Γ (C
i)) where C⊕Γ (Ci) =
(Ci⊕ ∪ {r}, C
i
⊖) for some r ∈ RΠ(X) ∩ (Π \ (Ci⊕ ∪ Ci⊖)). It remains to show, that Cn is
a total coloring and C = Cn for some n ≥ 0.
Assume,Cn is not total, then Π\ (Cn⊕∪Cn⊖) 6⊆ RΠ(X). Otherwise, we could choose an
r ∈ RΠ(X) to extend our sequence of partial colorings. Then, for all r ∈ Π \ (Cn⊕ ∪ Cn⊖)
we have either body+(r) 6⊆ X or body−(r) ∩ X 6= ∅. Observe that X = head(Cn⊕) =
head(RΠ(X)) holds by X is an answer set. If there is an r ∈ Π \ (Cn⊕ ∪ Cn⊖) such that
body−(r) ∩X 6= ∅, then r is blocked by some r′ ∈ Cn⊕ and r had to be colored in Cn by
Cn is closed under PΓ . Thus, body+(r) 6⊆ X for all r ∈ Π \ (Cn⊕ ∪ Cn⊖). Furthermore,
all r ∈ Π \ (Cn⊕ ∪ Cn⊖) are in a maximal support graph of (Γ, Cn) by Cn is closed under
UΓ . Thus, there must exists an r ∈ Π \ (Cn⊕ ∪ Cn⊖) such that r ∈ S(Γ, Cn) ∩ B(Γ, Cn).
But then, r would be colored in Cn by Cn is closed under PΓ . That’s a contradiction.
Thus, Cn is a total coloring. Furthermore, Cn = C holds by Cn is closed under PΓ and
by Theorem 3.3.
’Minus’:
”⇐” C is an admissible coloring holds by Corollary 5.12 because C is closed under PΓ
and closed under UΓ .
”⇒” Let C = (RΠ(X),Π \ RΠ(X)) be an admissible coloring for answer set X of Π.
We have to show the existence of a sequence (Ci)0≤i≤n satisfying ’Minus’. Let C0 =
(PU)∗Γ((∅, ∅)). For 0 < i < n let Ci+1 = (PU)∗Γ(C
⊖
Γ (C
i)) where C⊖Γ (Ci) = (Ci⊕, Ci⊖ ∪
{r}) for some r ∈ (Π \RΠ(X))∩ (Π \ (Ci⊕ ∪Ci⊖)). It remains to show, that Cn is a total
coloring and Cn = C, but this can be shown analogous to ’Plus’.
Proof 5.22
Let Γ be the RDG of logic program Π and CX be a total coloring of Γ.
”⇒”: Let CX = (RΠ(X),Π \RΠ(X)) be an admissible coloring of Γ for answer set X
of Π. Clearly, CX is a total coloring and head(CX⊕ ) = X by X is an answer set.
Let |RΠ(X)| = n− 2 and 〈ri〉0≤i<n−2 be an enumeration of RΠ(X).
Given this, we define the sequence (Ci)0≤i≤n such that
1. C0 = (∅, ∅),
2. Ci+1 = (Ci⊕ ∪ {ri}, Ci⊖) for 0 ≤ i < n− 2,
3. Cn−1 = P∗Γ(Cn−2), and
3.′ Cn = UΓ(Cn−1).
Clearly, this sequence satisfies conditions 1, 2, and 3 in Theorem 5.22.
Next, we show that Cn is a total coloring. More precisely, we show that Cn = CX .
By definition, we have Cn−2 = (RΠ(X), ∅). By Theorem Appendix A.6 this implies
P∗Γ(C
n−2) = Cn−1 = (RΠ(X), C
n−1
⊖ ) , where B(Γ, CX) ⊆ Cn−1⊖
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by PΓ(Cn−2) ⊑ P∗Γ(Cn−2).
By definition of CX and Theorem 3.3, we have that RΠ(X) = S(Γ, CX) ∩B(Γ, CX).
That is, we have
S(Γ, CX) ∩B(Γ, CX) = Cn−1⊕ .
Moreover, given that B(Γ, CX) ⊆ Cn−1⊖ , we obtain
S(Γ, CX) ∩B(Γ, CX) ⊆ Cn−1⊖ .
Since CX is a total coloring, we have CX = B(Γ, CX) ∪B(Γ, CX). Consequently,
S(Γ, CX) ⊆ Cn−1⊕ ∪ C
n−1
⊖ and also Π \ (Cn−1⊕ ∪ Cn−1⊖ ) ⊆ S(Γ, CX) holds.
That is, all rules uncolored in Cn−1 are also unsupported in CX .
Clearly, (CX⊕ , E) is a maximal support graph of (Γ, CX) for some E ⊆ (Π×Π). Given
that CX⊕ = Cn−1⊕ and CX⊖ \Cn−1⊖ ⊆ S(Γ, CX), (CX⊕ , E) is also a maximal support graph
of (Γ, Cn−1). We get
UΓ(C
n−1) = (Cn−1⊕ , (Π \ C
X
⊕ ))
= (CX⊕ , (Π \ C
X
⊕ ))
= (CX⊕ , C
X
⊖ )
= CX
That is, we have Cn = CX .
Therefore, we obtain that Cn is a total coloring.
”⇐”: According to Corollary 5.12, it is sufficient to show that
1. C = PΓ(C) and
2. C = UΓ(C).
1: We have to show that
C = C ⊔ (S(Γ, C) ∩B(Γ, C), S(Γ, C) ∪B(Γ, C)) .
For this, it is enough to show, that
(S(Γ, C) ∩B(Γ, C), S(Γ, C) ∪B(Γ, C)) ⊑ C
that is
(a) S(Γ, C) ∩B(Γ, C) ⊆ C⊕ and
(b) S(Γ, C) ∪B(Γ, C) ⊆ C⊖.
(a): Assume there exists an r ∈ S(Γ, C) ∩B(Γ, C) such that r ∈ C⊖. We have 2 cases
where r had to be colored in the sequence (Ci)0≤i≤n.
Case 1: r ∈ P∗Γ(Cn−2)⊖ and r 6∈ C
n−2
⊖ or
Case 2: r ∈ UΓ(P∗Γ(Cn−2))⊖ and r 6∈ P∗Γ(Cn−2)⊖.
In Case 1 we have r ∈ P∗Γ(Cn−2)⊖ = P (Cn−2)⊖ by Theorem Appendix B.1. Thus, there
exists an i < ω such that r ∈ S(Γ, P i(Cn−2)) ∪ B(Γ, P i(Cn−2)). By P i(C′) ⊑ P (C′)
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we have r ∈ S(Γ, C) ∪B(Γ, C), but this is a contradiction. to r ∈ S(Γ, C) ∩B(Γ, C).
In Case 2 we have r ∈ UΓ(P∗Γ(Cn−2))⊖. Let (V,E) be a maximal support graph of
(Γ,P∗Γ(C
n−2)) for some E ⊆ (Π × Π) Then, we have r ∈ Π \ V . By r ∈ S(Γ, C) and
C⊕ = UΓ(P∗Γ(C
n−2))⊕ = P∗Γ(C
n−2)⊕, we have r ∈ S(Γ,P∗Γ(Cn−2)). But then, we
have r ∈ V by V being maximal. Also, this is a contradiction and thus, we have r ∈ C⊕.
(b): Let be r ∈ B(Γ, C) and r ∈ C⊕. There are 2 cases where r had to be colored with
⊕.
Case 1: r ∈ Cn−2⊕ or
Case 2: r ∈ P∗Γ(Cn−2) and r 6∈ Cn−2⊕ .
In both cases we have r ∈ B(Γ,UΓ(P∗Γ(Cn−2))). By UΓ(P∗Γ(Cn−2))⊕ = P∗Γ(Cn−2)⊕
we have r ∈ B(Γ,P∗Γ(Cn−2)). Hence, we must have r ∈ P∗Γ(Cn−2)⊖ ⊆ C⊖ by P∗Γ is
closed under PΓ . This is a contradiction.
Let be r ∈ S(Γ, C) and r ∈ C⊕. Then, we have r ∈ S(Γ,UΓ(P∗Γ(Cn−2))). By The-
orem 5.9 and r ∈ UΓ(UΓ(P∗Γ(Cn−2)))⊖ we have r ∈ UΓ(P∗Γ(Cn−2))⊖. But, this is a
contradiction to r ∈ C⊕.
2: C = UΓ(C) is equivalent to UΓ(C′) = UΓ(UΓ(C′)) for C′ = P∗Γ(Cn−2), which is
true by virtue of Theorem 5.9.
Proof 5.23
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
”⇒”: Let C = (RΠ(X),Π \RΠ(X)) be an admissible coloring of Γ for answer set X of
Π. We want to construct a sequence (Ci)0≤i≤n with the given properties.
Let 〈ri〉1≤i≤n−1 be an enumeration of Π \ RΠ(X) where n − 1 = |Π \ RΠ(X)|. Let
be C0 = (∅, ∅). For 1 ≤ i ≤ n − 1 let be Ci = (Ci−1⊕ , Ci−1⊖ ∪ {ri}). Then, we have
Cn−1 = (∅,Π \ RΠ(X)). Note that by Theorem 5.2 and by C ∈ ACΠ(Cn−1) we have
that Cn = P∗Γ(Cn−1) is a partial coloring.
It remains to show, that C = Cn where Cn = P∗Γ(Cn−1). More precisely, we have to
show for all r ∈ Π:
1. If r ∈ RΠ(X) then r ∈ Cn⊕ = P∗Γ(Cn−1)⊕.
2. If r 6∈ RΠ(X) then r ∈ Cn⊖ = P∗Γ(Cn−1)⊖.
1: Let be r ∈ RΠ(X), then we have body−(r) ∩ X = ∅. By X = head(RΠ(X)) we
have body−(r) ∩ head(RΠ(X)) = ∅. Thus, we have r ∈ B(Γ, Cn−1). By Theorem Ap-
pendix A.3, there exists an enumeration of 〈ri〉i∈I of RΠ(X) such that for all i ∈ I we
have body+(ri) ⊆ head({rj | j < i}). Clearly, we have r0 ∈ S(Γ, Cn−1). Hence, we
have r0 ∈ Cn⊕. By induction over i ∈ I we can show that ri ∈ S(Γ, (Cn−1⊕ ∪ {rj | j <
i}, Cn−1⊖ )). Thus, r ∈ Cn⊕ whenever r ∈ RΠ(X).
2: This follows by Π \RΠ(X) = Cn−1⊖ .
Hence, we conclude that Cn = C holds.
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”⇐”: Let (Ci)0≤i≤n be a sequence with the given properties. By Corollary 5.12 we have
to show
1. Cn = PΓ(Cn) and
2. Cn = UΓ(Cn).
1: This condition is fulfilled by Cn = P∗Γ(Cn−1) and by P∗Γ being closed under PΓ .
2: By Cn = P∗Γ(Cn−1) and (∅, ∅) is a support graph of (Γ, (∅,Π \ RΠ(X))) and Theo-
rem 5.6 we have that (Cn⊕, E) is a support graph of (Γ, C) for some E ⊆ (Π ×Π). Then,
(Cn⊕, E) is a maximal support graph of (Γ, C) andCn = UΓ(Cn) byCn is a total coloring
and Cn⊖ = Π \RΠ(X).
Proof 5.24
Let Γ = (Π, E0, E1) be the RDG of logic program Π and let C be a total coloring of Γ.
”⇒”: This follows analogous to the proof ”⇒” of Corollary 5.26.
”⇐”: This follows analogous to the proof of Theorem 5.26 by verifying the construction
of the maximal support graph of (Γ, C) as follows:
Let Ri = Ci+1⊕ \ Ci⊕ for 0 ≤ i < n− 1. Let V 0 = {r0} and E0 = ∅. Assume, V i ⊆ Π
and Ei ⊆ Π × Π are defined for some 0 ≤ i < n − 1. Define V i+1 = V i ∪ {Ri} and
Ei+1 = Ei ∪ ERi where
ERi =
{
{(r′, ri+1) | r′ ∈ V i} ∩ E0 if Ri = {ri+1} for some ri+1 ∈ Π
∅ if Ri = ∅.
Proof 5.25
These properties follow analogous to Theorem 5.27 with the modification given in Theo-
rem 5.24 in the construction of the support graph of (Γ, Ci) for 0 ≤ i ≤ n.
Proof 5.26
Let Γ = (Π, E0, E1) be the RDG of logic program Π and let C be a total coloring of Γ.
”⇒”: Let C = (RΠ(X),Π \ RΠ(X)) be an admissible coloring of Γ for answer set X
of Π. By Theorem Appendix A.3 there exists an enumeration 〈ri〉0≤i<n−1 of RΠ(X) such
that for all i ∈ {0, . . . , n − 2} we have body+(ri) ⊆ head({rj | j < i}). We define the
sequence (Ci)0≤i≤n as follows:
1. C0 = (∅, ∅),
2. Ci+1 = (Ci⊕ ∪ {ri}, Ci⊖) for 0 ≤ i < n− 1,
3. Cn = NΓ(Cn−1).
By construction and by definition of NΓ , we have that Cn is a total coloring, Cn⊕ =
RΠ(X), and Cn⊖ = Π \ RΠ(X). By definition of Ci+1 for 0 ≤ i < n − 1 we have
Ci+1 = D⊕Γ (C
i) because ri ∈ S(Γ, Ci) by Theorem Appendix A.3. Thus, it remains to
show that Cn = PΓ(Cn). Cn ⊑ PΓ(Cn) holds by definition of PΓ . Hence, it is enough
to show that
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1. S(Γ, Cn) ∩B(Γ, Cn) ⊆ Cn⊕ and
2. S(Γ, Cn) ∪B(Γ, Cn) ⊆ Cn⊖.
By Theorem 3.3 we have, if r ∈ S(Γ, Cn) ∩ B(Γ, Cn) then r ∈ RΠ(X) = Cn⊕ and if
r ∈ S(Γ, Cn) ∪ B(Γ, Cn) then r ∈ (Π \ RΠ(X)) = Cn⊖. Thus, Cn = PΓ(Cn) and
Cn = C.
”⇐”: By Corollary 5.7 we have to show
1. C = PΓ(C) and
2. there is a support graph of (Γ, C).
C = PΓ(C) holds by property 4 and 5 of the defined sequence (Ci)0≤i≤n in Theo-
rem 5.24.
Now, we want to construct by induction a support graph (Cn⊕, E) of (Γ, C) for some
E ⊆ Π×Π. Let {ri} = Ci+1⊕ \Ci⊕ for 0 ≤ i < n−1. Let V 0 = {r0} andE0 = ∅. Assume,
V i ⊆ Π andEi ⊆ Π×Π are defined for some 0 ≤ i < n−1. Define V i+1 = V i∪{ri+1}
and Ei+1 = Ei ∪ Eri+1 where
Eri+1 = {(r′, ri+1) | r
′ ∈ V i} ∩ E0.
Let V =
⋃
i<ω V
i and E =
⋃
i<ω E
i
, then (V,E) is a support graph of (Γ, C) where
V = Cn⊕. Hence, C is an admissible coloring of Γ.
Proof 5.27
Given the same prerequisites as in Corollary 5.26 with Γ = (Π, E0, E1). Let (Ci)0≤i≤n
be a sequence satisfying conditions 1-5 in Corollary 5.26.
1-5: Hold analogous to Theorem 5.14.
8: This follows analogous to the construction of a support graph of (Γ, C) in Corol-
lary 5.26.
9: We have to prove
(9a) for all r, r′ ∈ Ci⊕ ∩ S(Γ, Ci) we have (r, r′) 6∈ E1|S(Γ,Ci),
(9b) for all r ∈ S(Γ, Ci)∩Ci⊖ exists an r′ ∈ Ci⊕∩S(Γ, Ci) such that (r′, r) ∈ E1|S(Γ,Ci).
(9a): Let be r, r′ ∈ Ci⊕ ∩ S(Γ, Ci). Assume that we have (r, r′) ∈ E1|S(Γ,Ci). Then, we
have r′ ∈ B(Γ, Ci). By Ci ⊑ Cn and by Cn is closed under PΓ we have r′ ∈ B(Γ, Cn)
and thus r′ ∈ Cn⊖. But this is a contradiction to r′ ∈ Ci⊕ ⊆ Cn⊕.
(9b): For 0 ≤ i ≤ n− 1 we have Ci⊖ = ∅ and thus, there is nothing to show. Let be i = n.
Cn is closed under PΓ . Assume, there is an r ∈ Cn⊖ ∩ S(Γ, Cn) such that r ∈ B(Γ, Cn).
Then we have r ∈ Cn⊕ by Cn is closed under PΓ . Thus, for r ∈ Cn⊖ ∩ S(Γ, Cn) we have
r ∈ B(Γ, Cn). Hence, there must exist an r′ ∈ Cn⊕ such that (r′, r) ∈ E1. Furthermore,
r′ ∈ S(Γ, Cn) holds by Cn⊕ = PΓ(Cn)⊕ = S(Γ, Cn) ∩ B(Γ, Cn). Thus, we have
(r′, r) ∈ E1|(S(Γ,Cn).
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Proof 5.28
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
”⇒”: Let C = (RΠ(X),Π \ RΠ(X)) be an admissible coloring of Γ for answer set X
and 〈ri〉0≤i≤m be an enumeration of RΠ(X) such that for all i ∈ {0, . . . ,m} we have
body+(ri) ⊆ head({rj | j < i}).
Let be C0 = P∗Γ((∅, ∅)) and for 0 ≤ i < n− 1 let be
Ci+1 = P∗Γ(D
◦
Γ(C
i)) = P∗Γ((C
i
⊕ ∪ {r}, C
i
⊖)),
where r = rj for some 0 ≤ j ≤ m such that {r0, . . . , rj−1} ⊆ Ci⊕∪Ci⊖ and rj 6∈ Ci⊕∪Ci⊖.
Furthermore, let be Cn = NΓ(Cn−1) where (Π\(Cn−1⊕ ∪Cn−1⊖ ))∩RΠ(X) = ∅. Clearly,
Cn is a total coloring by definition of NΓ .
Next, we show that C⊕ = RΠ(X). Then, we can conclude that Cn = C holds. Let be
r ∈ C⊕.
Case 1: r is the “choice rule” selected to obtain Ci+1 from Ci or
Case 2: r was colored with ⊕ by PΓ at some iterative step from Ci to Ci+1 for some
0 ≤ i < n− 1.
In Case 1 we have r ∈ RΠ(X) by construction. In Case 2 we have r ∈ S(Γ, C′)∩B(Γ, C′)
for some Ci ⊑ C′ ⊑ Ci+1. Then, by Theorem 3.1 we have r ∈ RΠ(X).
Let be r ∈ RΠ(X) and assume that we have r ∈ Cn⊖. Then, we have one of the following
cases:
Case 1: r ∈ Cn⊖ \ Cn−1⊖ (r is colored by NΓ) or
Case 2: r ∈ C′⊖ for some Ci ❁ C′ ⊑ Ci+1 for some 0 ≤ i < n− 1 (r is colored by PΓ).
Another case don’t exists since we only have D⊕Γ as choice. In Case 1 we have then a
contradiction to (Π \ (Cn−1⊕ ∪Cn−1⊖ )) ∩RΠ(X) = ∅. In Case 2 we have r ∈ S(Γ, C′′) ∪
B(Γ, C′′) whereC′ = PΓ(C′′) holds for a partial coloringC′′ such thatCi ⊑ C′′ ⊑ Ci+1
for some 0 ≤ i < n− 1. But then, we get the contradiction r 6∈ RΠ(X) by Theorem 3.1.
Thus, we have RΠ(X) = C⊕ and hence we have C = Cn.
It remains to show that C = PΓ(C). But this holds by Corollary 5.7.
”⇐”: By Corollary 5.7, it remains to show that there exist a support graph of (Γ, C). That
must be (C⊕, E) for some E ⊆ Π×Π since C is total.
Each vertex in the sequence (Ci)0≤i≤n, which is added to some partial coloring C′
is supported in (Γ, C′). Thus, we can construct a support graph of (Γ, C) by inductive
adding of vertices according to their occurrence in C′. This works similar to proof “←” of
Corollary 5.26.
Proof 5.29
Given the same prerequisites as in Theorem 5.28, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-5 in Theorem 5.28. We have to prove (NΓ(Cn−1)⊖ \ Cn−1⊖ ) ⊆ S(Γ, C).
Assume, there exists an r ∈ NΓ(Cn−1)⊖ \ Cn−1⊖ such that r ∈ S(Γ, C). By r ∈ C⊖
and C is closed under PΓ we must have r ∈ B(Γ, C). Thus, there must exists an r′ ∈ C⊕
such that r is blocked by r′. By NΓ(Cn−1)⊕ = Cn−1⊕ we have r′ ∈ Cn−1⊕ . Thus, we have
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r ∈ B(Γ, Cn−1). Since Cn−1 is closed under PΓ we must have r ∈ Cn−1⊖ . But this is a
contradiction to r 6∈ Cn−1⊖ . Hence, we have (NΓ(Cn−1)⊖ \ Cn−1⊖ ) ⊆ S(Γ, C).
Proof 5.30
Given the same prerequisites as in Theorem 5.24, let (Ci)0≤i≤n be a sequence satisfying
conditions 1-5 in Theorem 5.24.
Properties 1.-5. follow analogous to Theorem 5.25 by C ⊑ P∗Γ(C) for a partial coloring
C. Property 8 follows analogous to the proof ”⇐” of Theorem 5.28.
For 0 ≤ i < n the properties 6 and 7 are fulfilled by Ci being closed under PΓ . For
i = n the properties 6 and 7 follow by Theorem 3.3, by Cn is total, and Cn⊕ = RΠ(X).
Proof 5.31
This could be proven analogous to the proofs of Corollary 5.26 and Theorem 5.28.
Proof 5.32
These properties could be proven analogous to properties given in theorems 5.27 and 5.30.
Proof 5.33
Let Γ = (Π, E0, E1) be the RDG of logic program Π and C be a partial coloring of Γ.
Furthermore, let (C⊕, E) be a support graph of (Γ,C) for some E ⊆ (Π×Π).
By Theorem Appendix B.2 we have T ∗Γ (C) = T (C). First, we want to construct a graph
((T ∗Γ (C))⊕, E
′) for some E′ ⊆ (Π×Π). Second, we have to show
SG ((T ∗Γ (C))⊕, E′) is a support graph of (Γ, C) and
M ((T ∗Γ (C))⊕, E′) is a maximal one .
Let E0 = E and V 0 = T 0(C)⊕ = C⊕. Assume that we have constructed V i ⊆ Π and
Ei ⊆ Π× Π for some i < ω. Now, we want to construct V i+1 ⊆ Π and Ei+1 ⊆ Π× Π.
We define
V i+1 = V i ∪ (S(Γ, T i(C)) \ T i(C)⊖) and
Ei+1 = Ei ∪
(
{(r′, r′′) | r′ ∈ V i, r′′ ∈ V i+1 \ V i} ∩ E0
)
.
We define E′ =
⋃
i<ω E
i
. Clearly, we have T i+1(C)⊕ = T i(C)⊕ ∪ (S(Γ, T i(C)) \
T i(C)⊖) = V
i+1 by V i = T i(C)⊕ for all i < ω. Furthermore, we have T ∗Γ (C)⊕ =⋃
i<ω V
i by construction of each V i and by Theorem Appendix B.2.
Is remains to show, that we have constructed a maximal support graph of (Γ, C).
SG: Clearly, E′ is a subset of E0 and acyclic since E is acyclic and there are only edges
from V i to V i+1. Furthermore, by construction and by r ∈ S(Γ, T i(C)) for all r ∈ V i+1
we have for all r ∈ T ∗Γ (C)⊕ that body
+(r) ⊆ {head(r′) | (r′, r) ∈ E′} holds.
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M: Assume that there exists an r ∈ Π \ T ∗Γ (C)⊕ where r 6∈ C⊖ such that ((T ∗Γ (C))⊕ ∪
{r}, E′′) is a support graph of (Γ, C) for some E′′ ⊆ (Π × Π). By definition of a
support graph we have r ∈ S(Γ, T ∗Γ (C)) and thus by Theorem Appendix B.2 we have
r ∈ S(Γ, T (C)). Hence, there exists an i < ω such that r ∈ S(Γ, T i(C)). Because
r 6∈ C⊖ we must have r ∈ T i+1(C)⊕ and thus r ∈ T ∗Γ (C))⊕ holds. That’s a contradiction
to r ∈ Π \ P∗Γ(C)⊕ and thus, ((T ∗Γ (C))⊕, E′) is a maximal support graph of (Γ, C).
Proof 5.34
This follows directly from Theorem 5.33 and from Definition 5.3 and 5.7.
Proof 5.35
Let Γ be the RDG of logic program Π and let C be a total coloring of Γ.
”⇐” By Corollary 5.12 we have to show C = PΓ(C) and C = UΓ(C). C = PΓ(C)
holds since C = Cn is closed under PΓ . Analogous to the proof “←” of Theorem 5.28 we
can construct (C⊕, E) as a support graph of (Γ, C) for someE ⊆ Π×Π. By Corollary 5.34
and C = Cn is closed under VΓ we conclude C = UΓ(C).
”⇒” Let C = (RΠ(X),Π \ RΠ(X)) be an admissible coloring of Γ for answer set X
of Π. Let 〈ri〉0≤i<n be an enumeration of RΠ(X) such that for all 0 ≤ i ≤ n we have
body+(ri) ⊆ head({rj | j < i}). We define C0 = (PV)∗Γ((∅, ∅)) and
Ci+1 = (PV)∗Γ(C
i
⊕ ∪ {r}, C
′
⊖)
where r = rj ∈ Π \ (Ci⊕ ∪Ci⊖) and {r0, . . . , rj−1} ⊆ Ci⊕ ∪Ci⊖ for some 0 ≤ j ≤ n. We
have to show
1. C = Cn is a total coloring,
2. C⊕ = RΠ(X).
But this follows analogous to the proof of Corollary 5.21, paragraph ”Plus” ”⇒”.
Proof 5.36
Properties 1.–7. follow analogous to proof of Theorem 5.17. Property 8 follows from the
construction of the support graph (C⊕, E) of (Γ, C) for some E ⊆ Π × Π (see proof of
Theorem 5.35).
Proof 5.37
Proof is analogous to Corollary 5.21.
Proof 5.38
Let Γ = (Π, E0, E1) be the RDG of logic program Π. Furthermore, let n =| Π | be the
size of Π and C be a partial coloring of Γ.
1: Note that checking whether r ∈ Π is supported, unsupported, blocked, or unblocked
in (Γ, C) is in O(k) where k = maxr∈Π |{(r′, r) ∈ E0 ∪ E1 : r′ ∈ Π}|. Hence, it is
constant wrt n.
PΓ(C) is defined as C⊔(S(Γ, C)∩B(Γ, C), S(Γ, C)∪B(Γ, C)). Hence, for every r ∈
Π it has to be computed whether it belongs to S(Γ, C) ∩B(Γ, C) or S(Γ, C) ∪B(Γ, C).
Thus, PΓ is computable in O(n).
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2: We define k = maxr∈Π |{(r′, r) ∈ E0 ∪ E1 : r′ ∈ Π}| as the maximal number of
predecessors of a vertex and k′ = maxr∈Π |{(r, r′) ∈ E0 ∪E1 : r′ ∈ Π}| as the maximal
number of successors of a vertex.
Checking whether r ∈ Π is supported, unsupported, blocked, or unblocked in (Γ, C) is
inO(k). Hence, computing whether r ∈ S(Γ, C)∩B(Γ, C) or r ∈ S(Γ, C)∪B(Γ, C) is
in O(k).
1 f u n c t i o n p r o p a g a t i o n ( v a r C , Γ )
2 queue := ∅
3 f o r a l l r ∈ Π do
4 status(r) := false
5 endfor
6 f o r a l l r ∈ Π do
7 i f r ∈ (S(Γ, C) ∩ B(Γ, C)) ∪ S(Γ, C) ∪B(Γ, C)
8 then push (r , queue )
9 status(r) := true
10 e n d i f
11 endfor
12 wh i l e queue i s n o t empty do
13 r := pop ( queue )
14 i f r ∈ S(Γ, C) ∩B(Γ, C) and r /∈ C⊕
15 then i f r ∈ C⊖
16 then retu rn f a l s e
17 e l s e C⊕ := C⊕ ∪ {r}
18 f o r a l l r′ ∈ Π where status(r′) = false, (r, r′) ∈ E0 ∪E1 do
19 i f r′ ∈ (S(Γ, C) ∩ B(Γ, C)) ∪ S(Γ, C) ∪B(Γ, C)
20 then push (r′ , queue )
21 status(r′) := true
22 e n d i f
23 endfor
24 e n d i f
25 e n d i f
26 i f r ∈ S(Γ, C) ∪B(Γ, C) and r /∈ C⊖
27 then i f r ∈ C⊕
28 then retu rn f a l s e
29 e l s e C⊖ := C⊖ ∪ {r}
30 f o r a l l r′ ∈ Π where status(r′) = false, (r, r′) ∈ E0 ∪ E1 do
31 i f r′ ∈ (S(Γ, C) ∩B(Γ, C)) ∪ S(Γ, C) ∪ B(Γ, C)
32 then push (r′ , queue )
33 status(r′) := true
34 e n d i f
35 endfor
36 e n d i f
37 e n d i f
38 endwhi le
Fig. C 1. Algorithm for computation of P∗Γ(C)
An algorithm for the computation of P∗Γ(C) is given in Figure C 1. We call a rule r ∈ Π
decided if the question of the applicability of r is been resolved that is, we have either r ∈
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S(Γ, C) ∩B(Γ, C) or r ∈ S(Γ, C) ∪B(Γ, C). We call a rule r ∈ Π undecided if r is not
decided. We use status(r) = true for denoting that r is decided and status(r) = false
for denoting that r is undecided. The main idea of the algorithm is to start from the colored
vertices and going along the successors of the lastly colored vertices to look for vertices
which can be colored in the next step.
In Step (2) the queue, which contains all vertices which can be colored next, is initial-
ized.
Step (3)–(5) initialize the status of each vertex r ∈ Π as false. This works in O(n).
Step (6–11) are putting all decided (Step (7)) vertices into the queue. Their status is
becoming true in Step (9). Steps (6–11) are computable in O(n).
The while loop in Step (12)–(38) takes (iterative) a (decided) vertex r from the queue
and considers the cases for coloring this rule.
Step (13) takes a rule from the queue.
Step (14–25) are handling the case for ⊕ coloring of decided rules. If r ∈ C⊖ then
Step (16) returns a failure and if r is already colored with ⊕ then r is no longer consid-
ered. Else, r is colored with ⊕ in Step (17). All successors of r, which are now decided
(Step (19)) but not yet in the queue (their status is false), are taken into the queue and their
status is set to true in Step (21). The for loop in Step (18) works in O(k′ ∗ k), hence
constant wrt n. Thus, Step (14–25) are computable in constant time wrt n.
Analogously, Step (26–37) consider the case for ⊖ coloring of decided rules.
By construction of the queue and by adding only rules r with status(r) = false, every
rule is added at most one time in the queue. Note that after adding rules into the queue their
status becomes true. Hence, the while loop in Step (12–38) is passed through at most n
times. As a conclusion, the function propagation computes P∗Γ(C) in O(n).
3: For computing UΓ(C) we must compute a maximal support graph of (Γ, C). This is
done by modifying the linear time algorithm of Dowling and Gallier (Dowling and Gallier
1984) as follows.
Let V be the vertex set of a maximal support graph of (Γ, C) where Γ = (Π, E0, E1).
Then, V can be computed with the following algorithm:
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function MaxSuppGraph(V,C,Γ)
V := ∅
queue := ∅
for all r ∈ Π \ C⊖ do counter(r) := |body+(r)| endfor
for all r ∈ Π \ C⊖ do if counter(r) = 0 then push(r, queue) endif endfor
while queue is not empty do
r := pop(queue)
for all (r, r′) ∈ E0 do
if r′ 6∈ C⊖ then
counter(r′) := counter(r′)− 1
if counter(r′) = 0 then push(r′, queue) endif
endif
endfor
V := V ∪ {r}
endwhile
This algorithm computes V in linear time in size of Π, since every r ∈ Π is entered
at most once into the queue and the “for loop” in the “while loop” is executed at most m
times, where m = maxr∈Π |{(r, r′) ∈ E0|r′ ∈ Π}|. Hence, UΓ is computable in O(n).
4: By Condition 1 and 3, (PU)Γ is computable in O(n). Hence, (PU)∗Γ is computable in
O(n2), since we have to iterate (PU)Γ at most n times.
5: For computing VΓ(C) we have to compute T ∗Γ (C)⊕. This is done by a modification of
the algorithm given in Condition 3. We start with V = C⊕ instead of V = ∅ and consider
C⊕ while initializing the counter for every rule r ∈ Π.
function T⊕(V,C,Γ)
V := C⊕
queue := ∅
for all r ∈ Π \ C⊖ do counter(r) := |body+(r) \ {head(r′) | r′ ∈ C⊕}| endfor
for all r ∈ Π \ C⊖ do if counter(r) = 0 then push(r, queue) endif endfor
while queue is not empty do
r := pop(queue)
for all (r, r′) ∈ E0 do
if r′ 6∈ C⊖ then
counter(r′) := counter(r′)− 1
if counter(r′) = 0 then push(r′, queue) endif
endif
endfor
V := V ∪ {r}
endwhile
Analogously to Condition 3, VΓ is computable in O(n).
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6: This follows directly from Condition 1 and 5.
7: We haveNΓ(C) = (C⊕,Π \C⊕). Hence, computingNΓ is in O(n).
C.4 Section 6
Proof 6.1
Let Γ be the RDG of logic program Π. We say that (X,Y ) ⊆ (X ′, Y ′) if X ⊆ X ′ and
Y ⊆ Y ′ for any X,Y,X ′, Y ′ ⊆ Atm.
Let C = P∗Γ((∅, ∅)) be a partial coloring of Γ. Furthermore, let ΦωΠ(∅, ∅) = (Xω, Y ω).
We have to prove (Xω, Y ω) = (XC , YC). According to Definition 6.2 and by Theo-
rem Appendix B.1 it can be easily seen that
(XC , YC) =
⋃
i<ω
(XCi , YCi)
where C0 = (∅, ∅) and Ci+1 = PΓ(Ci). By definition of Fitting’s operator, we obtain
(Xω, Y ω) =
⋃
i<ω
(X i, Y i)
where (X0, Y 0) = (∅, ∅),
X i = X i−1 ∪ {head(r) | r ∈ Π, body+(r) ⊆ X i−1, body−(r) ⊆ Y i−1}, and
Y i = Y i−1 ∪ {q | for all r ∈ Π, if head(r) = q, then
body+(r) ∩ Y i−1 6= ∅ or body−(r) ∩X i−1 6= ∅}.
”(Xω, Y ω) ⊆ (XC , YC)”: We prove by induction over i that (X i, Y i) ⊆ (XC , YC) for
all i < ω hold.
For i = 0 we have (X0, Y 0) = (∅, ∅) ⊆ (XC , YC).
Assume, (Xk, Y k) ⊆ (XC , YC) holds for all k ≤ i for some i < ω (IH). We have to
prove (X i+1, Y i+1) ⊆ (XC , YC). By induction hypotheses (IH), we have
X i+1 = X i ∪ {head(r) | r ∈ Π, body+(r) ⊆ X i ⊆ XC , body
−(r) ⊆ Y i ⊆ YC} and
Y i+1 = Y i ∪ {q | for all r ∈ Π, if head(r) = q, then
body+(r) ∩ Y i 6= ∅ or body−(r) ∩X i 6= ∅}.
Let be head(r) = a ∈ X i+1 \X i, then we have r ∈ S(Γ, C)∩B(Γ, C). Thus, r ∈ C⊕
holds by C is closed under PΓ and hence, we have a ∈ XC .
Let be a ∈ Y i+1 \ Y i and let be r ∈ Π such that head(r) = a. If body+(r) ∩ Y i 6= ∅
then r ∈ S(Γ, C). If body−(r) ∩X i 6= ∅ then r ∈ B(Γ, C). Thus, a ∈ YC holds by C is
closed under PΓ .
Hence, we have (X i+1, X i+1) ⊆ (XC , YC). Thus, we have (Xω, Y ω) ⊆ (XC , YC).
”(Xω, Y ω) ⊇ (XC , YC)”: We show by induction over i that (XCi , YCi) ⊆ (Xω, Y ω)
holds for all i < ω. Then, we conclude (XC , YC) ⊆ (Xω, Y ω).
For i = 0 we have (XC0 , YC0) = (∅, Atm \ head(Π)) ⊆ (X1, Y 1) ⊆ (Xω, Y ω).
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Assume, (XCk , YCk) ⊆ (Xω, Y ω) holds for all k ≤ i for some i < ω. We have to show
that (XCi+1 , YCi+1) ⊆ (Xω, Y ω) holds where Ci+1 = PΓ(Ci).
Let be a ∈ XCi+1 . Then there exists an r ∈ Π such that head(r) = a and r ∈ S(Γ, Ci)∩
B(Γ, Ci). Hence, we have body+(r) ⊆ XCi and body−(r) ⊆ YCi . Thus, we have a ∈ Xω
by (XCi , YCi) ⊆ (Xω, Y ω).
Let be a ∈ YCi+1 then for all r ∈ Π such that head(r) = a we have r ∈ PΓ(Ci)⊖.
Thus, r ∈ Ci⊖ ∪ S(Γ, Ci) ∪ B(Γ, Ci). By Ck ⊑ Ci we have r ∈ S(Γ, Ci) ∪ B(Γ, Ci).
If r ∈ B(Γ, Ci) then body−(r) ∩ XCi 6= ∅. If r ∈ S(Γ, Ci) then body+(r) ∩ YCi 6= ∅.
Hence, we have a ∈ Y ω.
Thus, we have proven (Xω, Y ω) ⊇ (XC , YC).
Proof 6.2
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ such that C⊖ ⊆
S(Γ, C) ∪ B(Γ, C). Furthermore, let (V,E) be a maximal support graph of (Γ, C) for
some E ⊆ Π×Π.
First, we show that Atm \ head(V ) is an unfounded set of Π wrt (XC , YC). Let be
a ∈ Atm \ head(V ). For all r ∈ Π such that head(r) = a, we have to show that one of
the following conditions hold:
U1: there exists a p ∈ body+(r) such that all rules, with p as head, are in C⊖ or
there exists a q ∈ body−(r) where there exists an r′ ∈ C⊕ such that head(r′) = q (That
is, we have r ∈ S(Γ, C) ∪B(Γ, C));
U2: there exists a p ∈ body+(r) such that p ∈ Atm \ head(V ).
If a ∈ Atm \ head(V ) then either a 6∈ head(Π) or there are (by Definition 4.2) one of
the following cases for all rules r ∈ Π where head(r) = a:
Case 1: body+(r) 6⊆ head(V );
Case 2: r ∈ C⊖.
If a 6∈ head(Π) then U1 and U2 are trivially fulfilled since {r | head(r) = a} = ∅.
Case 1: If body+(r) 6⊆ head(V ) then there exists a p ∈ body+(r) such that p ∈
Atm \ head(V ) and condition U2 is fulfilled.
Case 2: If r ∈ C⊖ then either r ∈ S(Γ, C) or r ∈ B(Γ, C). If r ∈ S(Γ, C) then there
exists an p ∈ body+(r) such that all rules with p as head are in C⊖. If r ∈ B(Γ, C) then
there exists an r′ ∈ C⊕ such that head(r′) ∈ body−(r). Thus, condition U1 is fulfilled.
Thus, Atm \ head(V ) is an unfounded set of Π wrt (XC , YC).
Second, each unfounded set wrt (XC , YC) is inAtm\head(V ) by maximality of (V,E)
and by Definition 4.2. Thus, Atm \ head(V ) is the greatest unfounded set wrt (XC , YC).
Proof 6.3
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ such that C⊖ ⊆
S(Γ, C) ∪B(Γ, C).
Let UΓ(C) = C′ and let (V,E) be a maximal support graph of (Γ, C) for some E ⊆
Π×Π. Observe that
Atm \ head(Π \ C′⊖) = Atm \ head(Π \ (Π \ V ))
= Atm \ head(V ).
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Thus, by Theorem 6.2, (Atm\head (Π\C′⊖)) is the greatest unfounded set wrt (XC , YC).
Proof 6.4
Let Γ be the RDG of logic program Π. Furthermore, let C = (PU)∗Γ((∅, ∅)) be a partial
coloring. We have to show that (XC , YC) is the well-founded model of Π.
First, we show the following Lemma:
[FP]: Let C,C′ be partial colorings of Γ such that C⊕ ⊆ S(Γ, C) ∩ B(Γ, C) and
C⊖ ⊆ S(Γ, C) ∪B(Γ, C). Then, if C′ = PΓ(C) then ΦΠ(XC , YC) = (XC′ , YC′).
Proof of [FP]: Let be C′ = PΓ(C). Then, C′ = (C⊕ ∪ (S(Γ, C) ∩ B(Γ, C)), C⊖ ∪
(S(Γ, C)∪B(Γ, C))). By the preconditions we haveC′ = (S(Γ, C)∩B(Γ, C), S(Γ, C)∪
B(Γ, C)).
We obtain
Φ+Π(XC , YC) = {head(r) | r ∈ Π, body
+(r) ⊆ XC , body
−(r) ⊆ YC}
= {head(r) | r ∈ S(Γ, C) ∩B(Γ, C)}
= {head(r) | r ∈ C′⊕}
= XC′ , and
Φ−Π(XC , YC) = {q | if head(r) = q then body
+(r) ∩ YC 6= ∅ or body
−(r) ∩XC 6= ∅}
= {q | if head(r) = q then r ∈ S(Γ, C) ∪B(Γ, C)}
= {q | if head(r) = q then r ∈ C′⊖}
= YC′ .
Hence, ΦΠ(XC , YC) = (XC′ , YC′).
Second, we show that (XC , YC) is the well-founded model of Π. For this, we give a
definition of the well-founded model (Ross 1992). The mapping UΠ, which assigns false
to every atom in an unfounded set, is defined as follows:
UΠ〈X,Y 〉 = 〈X
′, Y ′〉
where for all atoms A we have:
(i) A ∈ X ′ if A ∈ X ,
(ii) A ∈ Y ′ if A is in the greatest unfounded set (wrt Π and 〈X,Y 〉),
(iii) A is undefined otherwise.
Then, the well-founded model of Π, WωΠ〈∅, ∅〉, is defined as follows:
W0Π〈∅, ∅〉 = 〈∅, ∅〉
W i+1Π 〈∅, ∅〉 = ΦΠ(UΠ(W
i
Π〈∅, ∅〉))
WωΠ〈∅, ∅〉 = ∪i<ωW
i
Π〈∅, ∅〉,
where ΦΠ denotes Fitting’s operator.
Since all atomsAtm\head(Π) are false in the well-founded model, we haveWωΠ〈∅, ∅〉 =
WωΠ〈∅, Atm\head(Π)〉. [FP] shows the direct correspondence between greatest unfounded
sets and the UΓ operator. Corollary 6.3 shows the direct correspondence between Fitting’s
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operator and the propagation operatorPΓ . By induction one can show that (XC , YC) is the
well-founded model of Π.
C.5 Appendix
C.5.1 Section Appendix A
Proof Appendix A.1
This follows directly from the definition of ASΠ(C) and ACΠ(C).
Proof Appendix A.2
Let X be an answer set and let Π be a logic program. The definition of answer sets states
X is an answer set of Π iff Cn(ΠX) = X. (C4)
We know that for positive logic programs ΠX and (RΠ(X))∅ we have:⋃
i≥0
T iΠX (∅) = Cn(Π
X) (C5)
and ⋃
i≥0
T i(RΠ(X))∅(∅) = Cn((RΠ(X))
∅). (C6)
”⇒” Now let X be an answer set. Then we have
T iΠX (∅) ⊆ X. (C7)
for all i ≥ 0 because of (C4) and (C5). With (C4) it is sufficient to show Cn((RΠ(X))∅) =
Cn(ΠX).
We want to prove the equation⋃
i≥0
T iΠX (∅) =
⋃
i≥0
T i(RΠ(X))∅(∅)
by induction over i. With this equation and using (C5) and (C6) the statement X =
Cn((RΠ(X))
∅) is proven. For i = 0 we have:
T 0ΠX (∅) = ∅ = T
0
(RΠ(X))∅
(∅).
Now let i = 1. Then we have:
T 1ΠX (∅) = TΠX (∅)
= {head(r) : r ∈ ΠX , body(r) ⊆ ∅} (by (3))
= {head(r) : r ∈ Π,
body−(r) ∩X = ∅, body+(r) ⊆ ∅} (by (2))
= {head(r) : r ∈ (RΠ(X))∅, body(r) = ∅} (by (body+(r) = ∅))
= T 1
(RΠ(X))∅
(∅) (by (3))
Assume that we have the induction hypothesis (IH)
T iΠX (∅) = T
i
(RΠ(X))∅
(∅).
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For i+ 1 we have:
T i+1ΠX (∅) = TΠX (T
i
ΠX (∅))
= {head(r) : r ∈ ΠX , body(r) ⊆ T iΠX (∅)} (by (3))
= {head(r) : r ∈ Π,
body−(r) ∩X = ∅, body+(r) ⊆ T iΠX (∅)} (by (2))
and
T i+1
(RΠ(X))∅
(∅) = T(RΠ(X))∅(T
i
(RΠ(X))∅
(∅))
= {head(r) : r ∈ (RΠ(X))∅, body(r) ⊆ T i(RΠ(X))∅(∅)} (by (3))
= {head(r) : r ∈ Π, body−(r) ∩X = ∅,
body+(r) ⊆ X, body+(r) ⊆ T i
(RΠ(X))∅
(∅)}
= {head(r) : r ∈ Π, body−(r) ∩X = ∅,
body+(r) ⊆ X, body+(r) ⊆ T iΠX (∅)} (by (IH))
= {head(r) : r ∈ Π, body−(r) ∩X = ∅,
body+(r) ⊆ T iΠX (∅)} (by (C7))
Thus we have provenX = Cn((RΠ(X))∅).
”⇐” Now let beX = Cn((RΠ(X))∅). We have to show thatX is an answer set. Because
of (C6) we have
T i(RΠ(X))∅(∅) ⊆ X (C8)
for all i ≥ 0. Using this equation we can show analogously that T iΠX (∅) = T
i
(RΠ(X))∅
(∅)
holds for all i ≥ 0. Therefore, we have Cn(ΠX) = Cn((RΠ(X))∅) because of (C6) and
(C5). Finally, (C4) gives us that X is an answer set.
Proof Appendix A.3
Let X be an answer set of logic program Π.
We have to show, that there exists an enumeration 〈ri〉i∈I of RΠ(X), such that for all
i ∈ I we have body+(ri) ⊆ head({rj | j < i}).
SinceX is an answer set, we know from Theorem Appendix A.2:X = Cn((RΠ(X))∅).
Furthermore we have Cn((RΠ(X))∅) =
⋃
i≥0 T
i
(RΠ(X))∅
(∅). Thus, we have that X =⋃
i≥0 T
i
(RΠ(X))∅
(∅). For this reason, we find an enumeration 〈xj〉j∈J of X such that xi ∈
T k
(RΠ(X))∅
(∅) and xj ∈ T l(RΠ(X))∅(∅) hold for i < j and some minimal k and l such that
k < l. This enumeration 〈xj〉j∈J of X gives us an enumeration 〈ri〉i∈I of RΠ(X) such
that for all i ∈ I we have body+(ri) ⊆ head({rj | j < i}).
Proof Appendix A.4
Let Γ be the RDG of logic program Π, C be a partial coloring of Γ and let X ∈ ASΠ(C)
be an answer set of Π. By definition of X we have C⊕ ⊆ RΠ(X), C⊖ ∩RΠ(X) = ∅ and
X = Cn((RΠ(X))
∅) =
⋃
i<ω T
i
(RΠ(X))∅
(∅).
By induction we show that for all r ∈ RΠ(X) we have head(r) ∈
⋃
i<ω T
i
(RΠ(X))∅
(∅).
Then by head(C⊕) ⊆ head(RΠ(X)) we have head(C⊕) ⊆ X =
⋃
i<ω T
i
(RΠ(X))∅
(∅).
By Theorem Appendix A.3 we have an enumeration 〈ri〉i∈I of RΠ(X) such that for all
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i ∈ I we have body+(ri) ⊆ head({rj | j < i}). Let be I = {0, . . . ,m} for some m < ω.
Clearly, we have body+(r0) = ∅ ⊆
⋃
i<ω T
i
(RΠ(X))∅
(∅).
Let be rk ∈ RΠ(X) for k < m and head({r0, . . . , rk−1}) ⊆
⋃
0≤i≤l T
i
(RΠ(X))∅
(∅) for
some l < ω. We have to show, that head(rk) ⊆
⋃
0≤i≤l+1 T
i
(RΠ(X))∅
(∅) holds. Because we
have an enumeration of RΠ(X) satisfying Theorem Appendix A.3 we have body+(rk) ⊆
head({r0, . . . , rk−1}).By Equation 3 we have head(rk) ⊆
⋃
0≤i≤l+1 T
i
(RΠ(X))∅
(∅). Thus,
we have head(C⊕) ⊆ head(RΠ(X)) ⊆
⋃
i<ω T
i
(RΠ(X))∅
(∅) = X .
Assume C is admissible, then C⊕ = RΠ(X). It remains to show that X ⊆ head(C⊕).
Let p ∈ X be some atom. By X = Cn((RΠ(X))∅) there must exists an r ∈ RΠ(X) such
that p = head(r). By C⊕ = RΠ(X) we have r ∈ C⊕ and thus we have p ∈ head(C⊕).
Proof Appendix A.5
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ. Furthermore let
X ∈ ASΠ(C).
LetC′ be a total coloring such that C ⊑ C′, C′⊕ = RΠ(X), andC′⊖∩RΠ(X) = ∅ hold.
Clearly, such C′ must exists because we have an answer set X such that {X} = ASΠ(C′).
By Theorem Appendix A.4 we have head(C′⊕) = X .
Let be p ∈ Atm such that {r ∈ Π | head(r) = p} ⊆ C⊖ ⊆ C′⊖. Then, {r ∈ Π |
head(r) = p} ∩ C′⊕ = ∅ and thus we have head(r) = p 6∈ X for all such r ∈ Π.
Proof Appendix A.6
Let Γ = (Π, E0, E1) be the RDG of logic program Π, X be an answer set of Π and C be a
partial coloring of Γ such that C⊕ = RΠ(X) and C⊖ = ∅. Furthermore, let CX be a total
coloring of Γ such that {X} = ASΠ(CX).
We have to show that PΓ(C) = (C⊕, C′⊖) holds where B(Γ, CX) ⊆ C′⊖.
We have PΓ(C) = (C⊕ ∪ (S(Γ, C) ∩ B(Γ, C)), C⊖ ∪ S(Γ, C) ∪ B(Γ, C)). Thus we
have to show:
1. C⊕ = C⊕ ∪ (S(Γ, C) ∩B(Γ, C)) and
2. B(Γ, CX) ⊆ C⊖ ∪ S(Γ, C) ∪B(Γ, C).
1: By Theorem 3.3 we have S(Γ, C) ∩B(Γ, C) ⊆ RΠ(X) = C⊕.
2: It remains to show that B(Γ, CX) ⊆ B(Γ, C). Let be r ∈ B(Γ, CX). Then there exists
an r′ ∈ CX⊕ such that (r′, r) ∈ E1. By CX⊕ = RΠ(X) = C⊕ we have r ∈ B(Γ, C).
Proof Appendix A.7
Let Γ be the RDG of logic program Π and C,C′ be a partial colorings of Γ such that
C ⊑ C′.
Let be a ∈ XC , then there exists an r ∈ C⊕ such that head(r) = a. By C⊕ ⊆ C′⊕ we
have a ∈ XC′ .
Let be a ∈ YC , then for all r ∈ Π such that head(r) = a we have r ∈ C⊖. By C⊖ ⊆ C′⊖
we have a ∈ YC′ .
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C.6 Section Appendix B
Proof Appendix B.1
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
1: The existence of P (C) =
⊔
i<ω P
i(C) follows from Theorem 5.1 and from property 3
in this theorem by induction over i.
2: By definition of P (C) and Definition 5.1, P (C) is a partial coloring, because P (C)
only operates on partial colorings.
3: By Theorem Appendix A.1 it remains to show that ASΠ(C) = ASΠ(P (C)). By C ⊑
P i(C) we have, if X ∈ ASΠ(P i(C)) then X ∈ ASΠ(C) for all i < ω. Furthermore, if
X ∈ ASΠ(P (C)) then X ∈ ASΠ(P i(C)) by P i(C) ⊑ P (C) for all i < w.
Let X ∈ ASΠ(C). We prove by induction over i that X ∈ ASΠ(P i(C)) for all i < ω
and thus X ∈ ASΠ(P (C)).
For i = 0 we have P 0(C) = C and thus by definition of C, X ∈ ASΠ(P 0(C)).
Assume, X ∈ ASΠ(P k(C)) for all 0 ≤ k ≤ i for some i < ω. We have to show that
X ∈ ASΠ(P
i+1(C)).
Abbreviatory we write C′ instead of P i(C).
We have C′⊕ ⊆ RΠ(X) and C′⊖ ∩RΠ(X) = ∅. By
P i+1(C) = PΓ(C
′)
= (C′⊕ ∪ (S(Γ, C
′) ∩B(Γ, C′)), C′⊖ ∪ S(Γ, C
′) ∪B(Γ, C′)),
it remains to show, that S(Γ, C′) ∩ B(Γ, C′) ⊆ RΠ(X) and (S(Γ, C′) ∪ B(Γ, C′)) ∩
RΠ(X) = ∅. But this holds by Theorem 3.3. Thus, X ∈ ASΠ(P i+1(C)).
4: C = P 0(C) ⊑ P (C) holds by definition of P 0(C) and P i+1(C) for all i < ω.
5: We have to show, that PΓ(P (C)) = P (C).
By finiteness there exists an n < ω such that P (C) = Pn(C) and Pn(C) = Pn+1(C).
Thus, we have to show PΓ(Pn(C)) = P (C).
By definition of P (C) we have PΓ(Pn(C)) = Pn+1(C) ⊑ P (C). It remains to
show, that P (C) = Pn(C) ⊑ PΓ(Pn(C)). But this holds by definition of PΓ . Thus,
PΓ(P (C)) = P (C).
6: We have to show that P (C) is the⊑-smallest partial coloring closed underPΓ . Assume
there exists aQ(C) 6= P (C) such thatQ(C) ⊑ P (C) andQ(C) is a partial coloring closed
under PΓ .
GivenQ0(C) = C = P 0(C), there must exists a (minimal) i < ω such that Qi+1(C) 6=
P i+1(C) and Qj(C) = P j(C) for all j ≤ i. But then
Qi+1(C) = PΓ(Q
i(C)) 6= PΓ(P
i(C)) = P i+1(C).
By Qi(C) = P i(C), we have
PΓ(Q
i(C)) = PΓ(P
i(C))
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and thusQi+1(C) = P i+1(C) by definition of PΓ . This is a contradiction. For this reason,
P (C) is the ⊑-smallest partial coloring closed under PΓ .
7: This follows directly from conditions 4–6 and by definition of P∗Γ(C).
Proof Appendix B.2
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
1: We prove by induction over i that T i(C) is a partial coloring for all i < ω. Then, T (C)
is a partial coloring.
For i = 0 we have T 0(C) = C is a partial coloring. Assume that T k(C) is a partial
coloring for all 0 ≤ k ≤ i for some i < ω. We have to show that T i+1(C) is a partial
coloring. We have
T i+1(C) = TΓ(T
i(C))
= (T i(C)⊕ ∪ (S(Γ, T
i(C)) \ T i(C)⊖), T
i(C)⊖).
But this is clearly a partial coloring because T i(C) is a partial coloring.
2-5: Hold analogous to Theorem Appendix B.1.
Proof Appendix B.3
Let Γ be the RDG of logic program Π and C be a partial coloring of Γ.
1: The existence of PU(C) =
⋃
i<ω PU
i(C) follows inductively by theorems 5.1 and 4.2
(existence of maximal support graphs) and by property 3 in this theorem.
2: This could be proven analogous to Theorem Appendix B.1 by the existence of UΓ in
each inductive step for defining PU(C).
3: By Theorem Appendix A.1 it remains to show that ASΠ(C) = ASΠ(PU(C)). By
PU(C) ⊒ PU i(C) ⊒ C for all i < ω we have if X ∈ ASΠ(PU(C)) then X ∈
ASΠ(PU
i(C)) and then X ∈ ASΠ(C) for all i < ω.
LetX ∈ ASΠ(C). We prove by induction over i thatX ∈ ASΠ(PU i(C)) for all i < ω.
Then, X ∈ ASΠ(PU(C)).
For i = 0 we have PU0(C) = C and thus X ∈ ASΠ(PU0(C)). Assume, X ∈
ASΠ(PU
k(C)) for all 0 ≤ k ≤ i for some i < ω. Then, RΠ(X) ⊇ PU i(C)⊕ and
RΠ(X) ∩ PU i(C)⊖ = ∅. Now, we prove that X ∈ ASΠ(PU i+1(C)).
We have to show that
(a) RΠ(X) ⊆ PU i+1(C)⊕ and
(b) RΠ(X) ∩ PU i+1(C)⊖ = ∅.
(a): We have PU i+1(C)⊕ = UΓ(PΓ(PU i(C)))⊕. By Theorem Appendix B.1 we have
RΠ(X) ⊆ PΓ(PU i(C))⊕ = UΓ(PΓ(PU
i(C)))⊕.
(b): We have
PU i+1(C)⊖ = UΓ(PΓ(PU
i(C)))⊖.
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Analogous to Theorem Appendix B.1 we have PΓ(PU i(C))⊖ ∩ RΠ(X) = ∅. Let (V,E)
be a maximal support graph of (Γ,PΓ(PU i(C))) for some E ⊆ (Π × Π). To prove
UΓ(PΓ(PU i(C)))⊖ ∩RΠ(X) = ∅, it is enough to show that (Π \ V ) ∩RΠ(X) = ∅.
But this holds by
Π \ V ⊆ {r | body+(r) 6⊆ X} ⊆ {r 6∈ RΠ(X)}.
4: C = PU0(C) ⊑ PU(C) holds by definition of PU(C).
5: We have to show
1. PΓ(PU(C)) = PU(C) and
2. UΓ(PU(C)) = PU(C).
By finiteness, there exists an n < ω s.t. PU(C) = PUn(C) and PUn(C) = PUn+1(C).
1: PU(C) ⊑ PΓ(PU(C)) holds by definition of PΓ . And, we have PUn+1(C) =
UΓ(PΓ(PUn(C))) = PUn(C). Thus, we have PΓ(PU(C)) = PU(C).
2: By use of Theorem 5.9 we have
PU(C) = PUn(C)
= UΓ(PΓ(PU
n−1(C)))
= UΓ(UΓ(PΓ(PU
n−1(C))))
= UΓ(PU
n(C))
= UΓ(PU(C)).
6: Assume there exists a Q(C) 6= PU(C) such that Q(C) ⊑ PU(C) and Q(C) is a
partial coloring closed under PΓ and UΓ .
Given Q0(C) = C = PU0(C), there must exists a (minimal) i < ω s.t. Qi+1(C) 6=
PU i+1(C) and Qj(C) = PU j(C) for all j ≤ i. But then
Qi+1(C) = UΓQ
i(C) ⊔ PΓQ
i(C) ⊔Qi(C)
6= UΓPU
i(C) ⊔ PΓPU
i(C) ⊔ PU i(C) = PU i+1(C).
But this is a contradiction since PU i(C) = Qi(C). For this reason, PU(C) is the ⊑-
smallest partial coloring closed under PΓ and UΓ .
7: This follows directly from condition 5 and by definition of (PU)∗Γ .
Proof Appendix B.4
Holds analogous to Theorem Appendix B.3.
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