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Abstract
We consider one-dimensional stochastic differential equations with generalized drift which
involve the local time LX of the solution process:
Xt = X0 +
∫
t
0
b(Xs) dBs +
∫
R
LX(t, y) ν(dy) ,
where b is a measurable real function, B is a Wiener process and ν denotes a set function
which is defined on the bounded Borel sets of the real line R such that it is a finite signed
measure on B([−N,N ]) for every N ∈ N. This kind of equation is, in dependence of using
the right, the left or the symmetric local time, usually studied under the atom condition
ν({x}) < 1/2, ν({x}) > −1/2 and |ν({x})| < 1, respectively. This condition allows to reduce
an equation with generalized drift to an equation without drift and to derive conditions on
existence and uniqueness of solutions from results for equations without drift. The main aim
of the present note is to treat the cases ν({x}) ≥ 1/2, ν({x}) ≤ −1/2 and |ν({x})| ≥ 1,
respectively, for some x ∈ R, and we give a complete description of the features of equations
with generalized drift and their solutions in these cases.
Keywords: Stochastic differential equations, local times, generalized drift, reflection, absorp-
tion, non-existence of solutions
2010 MSC: 60H10, 60J55
1 Introduction and Basic Definitions
Let be b a measurable real function and ν a set function which is defined on the bounded Borel
sets of the real line R such that it is a finite signed measure on B([−N,N ]) for every N ∈ N. In
the present note, we deal with the one-dimensional stochastic differential equation (SDE) with
so-called generalized drift introduced as
(1.1) Xt = X0 +
∫ t
0
b(Xs) dBs +
∫
R
LX(t, y) ν(dy) ,
where B is a Wiener process and LX denotes either the right, the left or the symmetric local
time of the unknown process X . We call ν appearing in Eq. (1.1) drift measure.
∗Work supported in part by the European Community’s FP 7 Programme under contract PITN-GA-2008-
213841, Marie Curie ITN ”Controlled Systems”.
1
SDEs of type (1.1) with generalized drift have been studied previously by many authors. We
refer the reader to Harrison and Shepp [6], N.I. Portenko [9], D.W. Stroock and M. Yor [12]
and J.F. Le Gall [7], [8]. H.J. Engelbert and W. Schmidt [4], [5] derived rather weak necessary
and sufficient conditions on existence and uniqueness of solutions to SDEs with generalized drift.
More recently, R.F. Bass and Z.-Q. Chen [1] also considered SDEs of type (1.1).
To treat the general equation (1.1), in case of considering the right (resp., left, symmetric)
local time the additional assumption
(1.2) ν({x}) <
1
2
(resp., ν({x}) > −
1
2
, |ν({x})| < 1), x ∈ R ,
is posed on ν (cf. [4],[5],[8],[12]). This condition allows to reduce Eq. (1.1) to an equation without
drift, i.e., an equation of type (1.1) where the drift measure is the zero measure. Therefore, well-
known conditions on existence and uniqueness of solutions to equations without drift can be used
to derive conditions on existence and uniqueness of solutions to Eq. (1.1) (see e.g. [4],[5]). More
precisely, under condition (1.2) the integral equation
(1.3) g(x) =


1− 2
∫
[0,x]
F (g, y) ν(dy), x ≥ 0,
1 + 2
∫
(x,0)
F (g, y) ν(dy), x ≥ 0,
where
F (g, x) = g(x−) (resp., g(x), (g(x) + g(x−)) /2), x ∈ R,
admits a unique ca`dla`g solution. This solution g is strictly positive and the strictly increasing
and continuous primitive G(x) =
∫ x
0
g(y) dy transforms Eq. (1.1) into an equation without drift
(cf. [4], Proposition 1, or [5], Proposition (4.29)). In the several cases, the explicit form of the
solution to (1.3) can be found in [5], (4.26), (4.26′) and (4.26′′), respectively.
The case ν({x}) = 1/2 (resp., ν({x}) = −1/2, |ν({x})| = 1) for some x ∈ R is excluded in
(1.3) since it corresponds, as we will see, to a reflecting barrier at the point x, which requires
different methods to treat Eq. (1.1) than by assuming (1.2) (cf. W. Schmidt [11], R.F. Bass and
Z.-Q. Chen [1]). Moreover, in the case that ν({x}) > 1/2 (resp., ν({x}) < −1/2, |ν({x})| > 1)
holds for some x ∈ R, in general, there is no solution to Eq. (1.1).
Indeed, in their famous paper on skew Brownian motion, J.M. Harrison and L.A. Shepp [6]
studied Eq. (1.1) with symmetric local time in the special case X0 = 0, b ≡ 1 and ν = β δ0, where
δ0 is the Dirac measure in zero, and they proved that there is no solution for the case |β| > 1.
Referring to [6], J.F. Le Gall [8] (see after the proof of [8], Theorem 2.3) asserted, without
giving a proof, that in his context (b is of finite variation and bounded from below by a strictly
positive constant) the result on the non-existence of a solution started at x0 can be extended to
Eq. (1.1) with symmetric local time if |ν({x0})| > 1.
Also for symmetric local time, R.F. Bass and Z.-Q. Chen [1] stated some propositions if
|ν({x})| > 1 or |ν({x})| = 1 for some x ∈ R under the assumption, besides others, that the diffu-
sion coefficient b is bounded below by a positive constant (see [1], Theorem 3.2 and 3.3). However,
in both formulations and proofs, we feel that there is not enough clarity which had enabled us
to follow their arguments. In particular, they have not pointed out where their assumptions on
b are used. But we shall see below that for general diffusion coefficient b their Theorem 3.2 does
not remain true.
The purpose of the present note is to give a general, complete and rigorous approach to Eq.
(1.1) under the condition that, contrary to (1.2), for some x ∈ R the drift measure ν satisfies
ν({x}) > 1/2 (resp., ν({x}) < −1/2, |ν({x})| > 1)
or
ν({x}) = 1/2 (resp., ν({x}) = −1/2, |ν({x})| = 1).
The basic idea is to provide an insight into the behaviour of the local times LX(t, x) of solutions
X of Eq. (1.1) in such points x ∈ R violating (1.2). This gives rise for an application of Tanaka’s
2
formula, followed by a space transformation, to conclude full information about the features of
the solution.
Throughout the paper, (Ω,F ,P) stands for a complete probability space endowed with a
filtration F = (Ft)t≥0 which satisfies the usual conditions, i.e., F is right-continuous and F0
contains all sets from F which have P-measure zero. For a process X = (Xt)t≥0 the notation
(X,F) indicates that X is F-adapted. The processes considered in the following belong to the
class of continuous semimartingales up to a stopping time S and local times of such processes will
be an important tool. Given an F-stopping time S, we say that (X,F) is a semimartingale up to
S if there exists an increasing sequence (Sn)n∈N of F-stopping times such that S = limn→+∞ Sn
and the process (XSn ,F) obtained by stopping (X,F) in Sn is a real-valued semimartingale for
every n ∈ N. Analogously, we introduce the notion of a local martingale up to S.
If (X,F) is a semimartingale up to S, then we can find a decomposition
(1.4) Xt = X0 +Mt + Vt , t < S, P-a.s.,
on [0, S), where (M,F) is a local martingale up to S withM0 = 0 and (V,F) is a right-continuous
process whose paths are of bounded variation on [0, t] for every t < S and with V0 = 0. If X
is continuous on [0, S), then there exists a decomposition such that M and V are continuous
on [0, S) and this decomposition is unique on [0, S). For any continuous local martingale (M,F)
up to S by 〈M〉 we denote the continuous increasing process, which is uniquely determined on
[0, S), such that (M2 − 〈M〉,F) is a continuous local martingale up to S and 〈M〉0 = 0. For a
continuous semimartingale (X,F) up to S we set 〈X〉 = 〈M〉, where M is the continuous local
martingale up to S in the decomposition (1.4) of X .
We now recall some facts which are well-known for continuous semimartingales (see for ex-
ample [10], Ch. VI, §1). Their extension to semimartingales (X,F) up to an F-stopping time S
is obvious. For (X,F) there exists the right (resp., left, symmetric) local time LX up to S which
is a function on [0, S)×R into [0,+∞) such that for every real function f which is the difference
of convex functions the generalized Itoˆ formula holds:
(1.5) f(Xt) = f(X0) +
∫ t
0
f ′(Xs) dXs +
1
2
∫ t
0
LX(t, y) df ′(y) , t < S, P-a.s.
where f ′ denotes the left (resp., right, symmetric) derivative of f . To indicate explicitly which
local time we consider, we write LX+ (resp., L
X
− , Lˆ
X) for the right (resp., left, symmetric) local
time of X . If a formula or statement holds for every type of local time we just use the symbol
LX . Note that we can choose LX+ (resp., L
X
− ) to be increasing and continuous in t < S and right
(resp. left) continuous with left (resp. right) hand limits in x. Moreover, we have the relation
LˆX = (LX+ + L
X
− )/2.
The local times fulfil
(1.6)
∫ t
0
1{y}(Xs)L
X(ds, y) = LX(t, y) , t < S, y ∈ R, P-a.s.,
(1.7) LX+ (t, y)− L
X
− (t, y) = 2
∫ t
0
1{y}(Xs) dVs , t < S, y ∈ R, P-a.s.,
(1.8) LX(t, y) = 0, t < S, y /∈
[
min
0≤s≤t
Xs, max
0≤s≤t
Xs
]
, P-a.s.
and
(1.9) LX(t, y) = lim
ε↓0
1
ε
∫ t
0
Iyε (Xs) d〈X〉s, t < S, y ∈ R, P-a.s.,
where
Iyε (x) = 1[y,y+ε)(x) (resp., 1(y−ε,y](x),
1
2
1(y−ε,y+ε)(x)), x ∈ R.
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In general, SDEs of type (1.1) admit exploding solutions. Therefore, the convenient state
space is the extended real line R = R ∪ {−∞,+∞} equipped with the σ-algebra B(R) of Borel
subsets. We fix the notion of a solution to Eq. (1.1) in the following
Definition 1.10. A continuous (R,B(R))-valued stochastic process (X,F) defined on a proba-
bility space (Ω,F ,P) is called a solution to Eq. (1.1) if the following conditions are fulfilled:
(i) X0 is real-valued.
(ii) Xt = Xt∧SX
∞
, t ≥ 0, P-a.s., where SX∞ := inf{t ≥ 0 : |Xt| = +∞}.
(iii) (X,F) is a semimartingale up to SX∞.
(v) There exists a Wiener process (B,F) such that Eq. (1.1) is satisfied for all t < SX∞ P-a.s.
2 The Results
We recall that in Eq. (1.1) LX stands either for the right, the left or the symmetric local time and
we treat these three cases simultaneously in the sequel. For the sake of brevity, in the following
we write for example {ν ≥ 1/2} instead of {y ∈ R : ν({y}) ≥ 1/2}.
Lemma 2.1. Let (X,F) be a solution of Eq. (1.1) with right (resp., left, symmetric) local time.
Then it holds
LX− (t, x) = 0, t < S
X
∞, x ∈ {ν ≥ 1/2}, P-a.s.(
resp., LX− (t, x) = 0, t < S
X
∞, x ∈ {ν < −1/2}, P-a.s.,
LX− (t, x) = 0, t < S
X
∞, x ∈ {|ν| > 1 or ν = 1}, P-a.s.
)
and
LX+ (t, x) = 0, t < S
X
∞, x ∈ {ν > 1/2}, P-a.s.(
resp., LX+ (t, x) = 0, t < S
X
∞, x ∈ {ν ≤ −1/2}, P-a.s.,
LX+ (t, x) = 0, t < S
X
∞, x ∈ {|ν| > 1 or ν = −1}, P-a.s.
)
Proof. Using (1.6) and (1.7), we see
LX+ (t, x)− L
X
− (t, x) = 2
∫ t
0
1{x}(Xs)
∫
R
LX(ds, y) ν(dy)
= 2LX(t, x) ν({x}), t < SX∞, x ∈ R, P-a.s.
and it follows(
1− 2ν({x})
)
LX+ (t, x) = L
X
− (t, x), t < S
X
∞, x ∈ R, P-a.s.(
resp.,
(
1 + 2ν({x})
)
LX− (t, x) = L
X
+ (t, x), t < S
X
∞, x ∈ R, P-a.s.,(
1− ν({x})
)
LX+ (t, x) =
(
1 + ν({x})
)
LX− (t, x), t < S
X
∞, x ∈ R, P-a.s.
)
which, together with the non-negativity of the local times, implies the claims.
The following theorem is the main result of the present note.
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Theorem 2.2. Let (X,F) be a solution of Eq. (1.1) with right (resp., left, symmetric) local time
started at x0 ∈ R. Then the following statements are satisfied:
(i) Assume ν({x0}) ≥ 1/2 (resp., ν({x0}) ≤ −1/2, |ν({x0})| ≥ 1). Then it holds
Xt ≥ x0, t ≥ 0, P-a.s.(
resp., Xt ≤ x0, t ≥ 0, P-a.s.,
Xt ≤ x0, t ≥ 0, P-a.s. if ν({x0}) ≤ −1 and Xt ≥ x0, t ≥ 0, P-a.s. if ν({x0}) ≥ 1
)
i.e., the point x0 is reflecting.
(ii) Assume ν({x0}) > 1/2 (resp., ν({x0}) < −1/2, |ν({x0})| > 1). Then it holds
Xt = x0, t ≥ 0, P-a.s.,
i.e., the point x0 is absorbing. In particular, b(x0) = 0 must be fulfilled.
Proof. 1) Let (X,F) be a solution of Eq. (1.1) started at x0 ∈ R. At first we reduce the problem
to the case x0 = 0. For the process (X − x0,F) it clearly holds
Xt − x0 =
∫ t
0
bx0(Xs − x0) dBs +
∫
R
LX−x0(t, y − x0) ν(dy), t < S
X
∞, P-a.s.,
where bx0(x) := b(x + x0), x ∈ R, and we have used the relation L
X(t, x) = LX−x0(t, x − x0),
t < SX∞, x ∈ R, P-a.s. which can be easily deduced for example by exploiting (1.9). Introducing
the drift measure νx0 via νx0(B) := ν(B + x0),
1 B ∈ B([−N,N ]), N ∈ N, we obtain
Xt − x0 =
∫ t
0
bx0(Xs − x0) dBs +
∫
R
LX−x0(t, y) νx0(dy), t < S
X
∞, P-a.s.
Hence, (X−x0,F) is also a solution to an equation of type (1.1) but started at zero and the drift
measure satisfies νx0({0}) = ν({x0}). Therefore, without loss of generality we assume x0 = 0 in
the following parts of the proof.
2) Now let us consider the case of the right local time in Eq. (1.1). To prove (i) we assume
ν({0}) ≥ 1/2, we set Zt = Xt∧0, t ≥ 0. We apply Tanaka’s formula (see (1.5) for f(x) = −x
− =
x ∧ 0, x ∈ R) for the left local time to obtain
Zt =
∫ t
0
1(−∞,0)(Xs) b(Xs) dBs +
∫ t
0
1(−∞,0)(Xs)
∫
R
LX+ (ds, y) ν(dy)−
1
2
LX− (t, 0),
t < SX∞, P-a.s. Lemma 2.1 shows that the left local time of X in zero vanishes and we can write
Zt =
∫ t
0
1(−∞,0)(Zs) b(Zs) dBs +
∫
R
∫ t
0
1(−∞,0)(Xs)L
X
+ (ds, y) ν(dy)
=
∫ t
0
1(−∞,0)(Zs) b(Zs) dBs +
∫
R
LZ+(t, y)1(−∞,0)(y) ν(dy), t < S
X
∞, P-a.s.,
where we used (1.6) and the easy to check relation LX+ (t, y) = L
Z
+(t, y), t < S
X
∞, y < 0, P-a.s.
(use e.g. (1.9)). Introducing the sets
A1 := {y ∈ (−∞, 0) : ν({y}) ≥ 1/2}, A2 := {y ∈ (−∞, 0) : ν({y}) = 1/2}
and the set function µ(dy) := 1(−∞,0)\A1(y) ν(dy), in the decomposition of Z we can split the
last integral and, using Lemma 2.1, we can write
Zt =
∫ t
0
1(−∞,0)(Zs) b(Zs) dBs +
∫
R
LZ+(t, y)µ(dy) +
∫
R
LZ+(t, y)1A2(y) ν(dy),
1For B ⊆ R, we set B + x0 := {x+ x0 : x ∈ B}.
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t < SX∞, P-a.s. Noting that µ({x}) < 1/2, x ∈ R, we define the strictly positive function g as the
unique solution of the integral equation (1.3) with respect to µ and denote by G(x) =
∫ x
0 g(y) dy,
x ∈ R, its strictly increasing and continuous primitive. Then, with the notation
Mt :=
∫ t
0
1(−∞,0)(Zs) b(Zs) dBs, t < S
X
∞ ,
and noting that G restricted to R is the difference of convex functions, due to the generalized
Itoˆ formula for the right local time and since dg(y) = −2 g(y−)µ(dy), for Y = G(Z) it holds
Yt =
∫ t
0
g(Zs) dMs +
∫ t
0
g(Zs−)
∫
R
LZ+(ds, y)µ(dy)
+
∫ t
0
g(Zs−)
∫
R
LZ+(ds, y)1A2(y) ν(dy)−
∫
R
LZ+(t, y) g(y−)µ(dy)
=
∫ t
0
g(Zs) dMs +
∫
R
LZ+(t, y) g(y−)1A2(y) ν(dy),
(2.3)
t < SX∞, P-a.s. Clearly, since we have Zt ≤ 0, t ≥ 0, and since G maps (−∞, 0] into (−∞, 0], it
follows Yt ≤ 0, t ≥ 0. Using that g is strictly positive, we conclude
(2.4)
∫ t
0
g(Zs) dMs ≤ Yt ≤ 0, t < S
X
∞ P-a.s.
The process
∫ ·
0
g(Zs) dMs being a non-positive continuous local martingale up to S
X
∞ starting at
zero must be zero P-a.s. which implies
∫ t
0
g2(Zs) d〈M〉s = 0, t < S
X
∞, P-a.s., and thus Mt = 0,
t < SX∞, P-a.s. Hence, Z is a process of locally bounded variation on [0, S
X
∞) and we obtain
LZ±(t, y) = 0, t < S
X
∞, y ∈ R, P-a.s.
Therefore, it holds Zt = 0, t < S
X
∞, P-a.s., which means Xt ≥ 0, t ≥ 0, P-a.s. and (i) is proven.
3) Now, still considering the case of the right local time in Eq. (1.1), we show (ii) which is
why we assume ν({0}) > 1/2. From (i) we derive Xt ≥ 0, t ≥ 0, P-a.s., and hence via (1.8)
Xt =
∫ t
0
b(Xs) dBs +
∫
R
1[0,+∞)(y)L
X
+ (t, y) ν(dy), t < S
X
∞, P-a.s.
Setting
A1 := {y ∈ [0,+∞) : ν({y}) ≥ 1/2}, A2 := {y ∈ [0,+∞) : ν({y}) = 1/2}
and defining the set function µ(dy) := 1[0,+∞)\A1(y) ν(dy), we can write
Xt =
∫ t
0
b(Xs) dBs +
∫
R
LX+ (t, y)µ(dy) +
∫
R
1A2(y)L
X
+ (t, y) ν(dy),
t < SX∞, P-a.s., since the right local time L
X
+ of X vanishes on A1 \A2 by Lemma 2.1. Note that
µ satisfies (1.2). Let g be the unique solution of (1.3) with respect to µ and G(x) :=
∫ x
0
g(y) dy,
x ∈ R, its strictly increasing and continuous primitive. Using similar arguments as in (2.3), for
Y := G(X) we obtain
Yt =
∫ t
0
g(Xs) b(Xs) dBs +
∫
R
g(y−)LX+ (t, y)1A2(y) ν(dy), t < S
X
∞, P-a.s.
Having in mind that 0 /∈ A2 and that ν is a finite signed measure on B([−1, 1]), we conclude
2
c := inf A2 > 0. Therefore, τc := inf{t ≥ 0 : Xt = c} is a strictly positive F-stopping time. For
the stopped process Y τct := Yτc∧t, t ≥ 0, due to (1.8) it holds
Y τct =
∫ τc∧t
0
g(Xs) b(Xs) dBs, t < S
X
∞, P-a.s.
2inf ∅ := +∞.
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Since Gmaps [0,+∞) into [0,+∞), the last relation means that Y τc is a non-negative continuous
local martingale up to SX∞ started at zero, which implies immediately Y
τc
t = 0, t ≥ 0, P-a.s.
Hence, because of τc = inf{t ≥ 0 : Yt = G(c)} and G(c) > 0, we conclude τc = +∞ P-a.s.
Finally, we obtain Xt = 0, t ≥ 0, P-a.s. Moreover, we have
0 = 〈X〉t =
∫ t
0
b2(Xs) ds = b
2(0) t, t ≥ 0, P-a.s.,
which is only possible if b(0) = 0.
4) Now we prove (i) and (ii) for the case of the left local time in Eq. (1.1). We recall that we
only need to consider the initial value x0 = 0. So, we treat the equation
Xt =
∫ t
0
b(Xs) dBs +
∫
R
LX− (t, y) ν(dy),
where we assume ν({0}) ≤ −1/2. Let (X,F) be a solution of this equation. Introducing b˜(x) =
b(−x), x ∈ R, and the Wiener process B˜ = −B, for −X it holds
−Xt =
∫ t
0
b˜(−Xs) dB˜s −
∫
R
LX− (t, y) ν(dy), t < S
X
∞, P-a.s.
We define ν˜(A) := −ν(−A),3 A ∈ B([−N,N ]), N ∈ N. Then, since SX∞ = S
−X
∞ and since
LX− (t, y) = L
−X
+ (t,−y), t < S
X
∞, y ∈ R, P-a.s., which follows immediately from (1.9), we get
−Xt =
∫ t
0
b˜(−Xs) dB˜s +
∫
R
L−X+ (t, y) ν˜(dy), t < S
−X
∞ , P-a.s.
Hence, (−X,F) is a solution of an equation of type (1.1) with right local time started at zero
and for the drift measure ν˜ it holds ν˜({0}) = −ν({0}) ≥ 1/2. Using step 2) and 3) of the proof
yields Xt ≤ 0, t < S
X
∞, P-a.s. if ν({0}) ≤ 1/2 and Xt = 0, t < S
X
∞, P-a.s. as well as b(0) = 0 if
ν({0}) < −1/2.
5) For the proof in case of the symmetric local time in Eq. (1.1) all tools are already presented
above. But one must be careful in adapting them. We provide the idea but the details are left to
the reader. Again without loss of generality we assume x0 = 0. Let (X,F) be a solution to
Xt =
∫ t
0
b(Xs) dBs +
∫
R
LˆX(t, y) ν(dy).
We first assume that |ν({0})| > 1 or ν({0}) = 1. Similar as above in step 2) for Zt = Xt ∧ 0,
t ≥ 0, we deduce
Zt =
∫ t
0
1(−∞,0)(Zs) b(Zs) dBs +
∫
R
LˆZ(t, y)1(−∞,0)(y) ν(dy), t < S
X
∞, P-a.s.,
Furthermore, with the help of the sets
A1 := {y ∈ (−∞, 0) : |ν({y})| ≥ 1}, A2 := {y ∈ (−∞, 0) : ν({y}) = 1},
A3 := {y ∈ (−∞, 0) : ν({y}) = −1},
the set function µ(dy) := 1(−∞,0)\A1(y) ν(dy) and Lemma 2.1, we can write
Zt =
∫ t
0
1(−∞,0)(Zs) b(Zs) dBs +
∫
R
LˆZ(t, y)µ(dy) +
∫
A2
LZ+(t, y) ν(dy) +
∫
A3
LZ−(t, y) ν(dy),
3For A ⊆ R, we set −A := {−x : x ∈ A}.
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t < SX∞, P-a.s. Using the unique solution g of the integral equation (1.3) in case of the symmetric
local time with respect to µ, its primitive G(x) :=
∫ x
0 g(y) dy, x ∈ R, and setting Y := G(X),
analogously as in (2.3) we get
Yt =
∫ t
0
g(Zs) dMs +
∫
A2
LZ+(t, y) g(y) ν(dy) +
∫
A3
LZ−(t, y) g(y) ν(dy), t < S
X
∞, P-a.s.
where M :=
∫ ·
0 1(−∞,0)(Zs) b(Zs) dBs. Note that, because of µ({y}) = 0, y ∈ A2 ∪ A3, the
function g is continuous in the points of A2∪A3. Since ν is a finite signed measure on B([−N,N ]),
N ∈ N, we deduce4 c := supA3 < 0 and hence the F-stopping time
τc := inf{t ≥ 0 : Zt = c} = inf{t ≥ 0 : Yt = G(c)}
is strictly positive. Clearly, due to (1.8) we have
Yt =
∫ t
0
g(Zs) dMs +
∫
A2
LZ+(t, y) g(y) ν(dy) t < τc ∧ S
X
∞, P-a.s.
and similarly to (2.4) and the lines thereafter we conclude Zt = 0, t < τc ∧ S
X
∞, P-a.s. By the
definition of τc this gives Zt = 0, t < S
X
∞, P-a.s. and therefore Xt ≥ 0, t ≥ 0, P-a.s.
Now we assume |ν({0})| > 1 or ν({0}) = −1. As shown in step 4), −X is a solution of Eq.
(1.1) with drift measure ν˜ defined by ν˜(A) = −ν(−A), A ∈ B([−N,N ]), N ∈ N. Hence, from
the result just proven we obtain −Xt ≥ 0, ≥ 0, P-a.s. Summarizing, this yields
Xt = 0, t ≥ 0, P-a.s. and necessarily b(0) = 0 if |ν({0})| > 1,
Xt ≥ 0, t ≥ 0, P-a.s. if ν({0}) = 1,
and
Xt ≤ 0, t ≥ 0, P-a.s. if ν({0}) = −1.
This finishes the proof of (i) and (ii) for symmetric local time.
Introducing the F-stopping time τx := inf{t ≥ 0 : Xt = x} for a solution (X,F) of Eq. (1.1),
we can state more generally the following corollary to Theorem 2.2.
Corollary 2.5. Let (X,F) be a solution of Eq. (1.1) with right (resp., left, symmetric) local time
and arbitrary initial condition X0. Then the following statements are satisfied:
(i) If x ∈ R is such that ν({x}) ≥ 1/2 (resp., ν({x}) ≤ −1/2, |ν({x})| ≥ 1), then on
{τx < +∞} it holds
Xτx+t ≥ x, t ≥ 0, P-a.s(
resp., Xτx+t ≤ x, t ≥ 0, P-a.s,
Xτx+t ≤ x, t ≥ 0, P-a.s if ν({x}) ≤ −1 and Xτx+t ≥ x, t ≥ 0, P-a.s if ν({x}) ≥ 1
)
.
(ii) If x ∈ R is such that ν({x}) > 1/2 (resp., ν({x}) < −1/2, |ν({x})| > 1), then it holds
Xτx+t = x, t ≥ 0, P-a.s. on {τx < +∞}.
In particular, if P({τx < +∞}) > 0, then b(x) = 0 must be fulfilled.
Proof. We only give the idea of the proof. The details are left to the reader. If P({τx < +∞}) > 0
is satisfied, then we use the trace of the underlying probability space with respect to Ω˜ = {τx <
+∞}. The process Xτx+t, t ≥ 0, considered on Ω˜, which is adapted to F˜ = (Ft∩ Ω˜)t≥0, is again a
solution of Eq. (1.1) but started at x. Hence, we can apply Theorem 2.2 to obtain the statements
of the corollary.
4sup ∅ := −∞.
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Concerning the question of non-existence of solutions of Eq. (1.1), we see from Theorem 2.2
and its Corollary 2.5 that the existence of a point x ∈ R with ν({x}) > 1/2 (resp., ν({x}) < −1/2,
|ν({x})| > 1), in general, does not imply automatically that there is no solution. In general, there
can be solutions which do not reach x or, if b(x) = 0 is satisfied, which stay in x after reaching
this level. But it holds the following
Corollary 2.6. If x ∈ R is such that ν({x}) > 1/2 (resp., ν({x}) < −1/2, |ν({x})| > 1) and
b(x) 6= 0, then there is no solution (X,F) of Eq. (1.1) with right (resp., left, symmetric) local
time and arbitrary initial condition X0 which satisfies P({τx < +∞}) > 0. In particular, there
is no solution started at X0 = x.
Remark 2.7. (i) In the special case of a drift measure ν = β δ0 where |β| = 1 and δ0 denotes
the Dirac measure in zero and the symmetric local time in Eq. (1.1) the result of Corollary 2.5(i)
was already presented in [2], Lemma 2.24. Moreover, Corollary 2.6 contains [2], Lemma 2.25,
which deals with the non-existence of a solution to Eq. (1.1) with symmetric local time and drift
measure ν = β δ0 such that |β| > 1.
(ii) In W. Schmidt [11] one-dimensional stochastic differential equations with reflecting bar-
riers, more precisely, equations of the form

(i) Xt = X0 +
∫ t
0
b(Xs) dBs + Lt −Rt,
(ii) Xt ∈ [r1, r2],
(iii) Lt, Rt are increasing process with L0 = R0 = 0 and∫ t
0
1{r1}(Xs) dLs = Lt,
∫ t
0
1{r2}(Xs) dRs = Rt, t ≥ 0,
(2.8)
where r1 < r2, were studied. Clearly, (X,F) on (Ω,F ,P) is called a solution of Eq. (2.8) if there
exists a Wiener process (B,F) and two processes (L,F) and (R,F) such that (2.8) is satisfied.
For a solution (X,F) of Eq. (2.8) it is not difficult to check that L and R are just the symmetric
local times of X in r1 and r2, respectively. Our results, especially Corollary 2.5(i), now show that
Eq. (2.8) even coincides with Eq. (1.1) for the diffusion coefficient b, symmetric local time, drift
measure ν = δr1 − δr2 and initial condition X0 ∈ [r1, r2], i.e., with the equation
(2.9) Xt = X0 +
∫ t
0
b(Xs) dBs + Lˆ
X(t, r1)− Lˆ
X(t, r2), X0 ∈ [r1, r2] .
For Eq. (2.9) the condition (2.8)(ii) needs not be specified since it is satisfied for any solution
which follows via Corollary 2.5(i). Moreover, (2.8)(iii) holds because of (1.6).
(iii) Similar as in the preceding remark the non-negativity condition Xt ≥ 0, t ≥ 0, of the
solution to the equation
Xt = X0 +
∫ t
0
1(0,+∞)(Xs) dBs + a
∫ t
0
1{0}(Xs) ds,
with X0 ≥ 0 and a ≥ 0, which is studied in R. Chitashvili [3], can be dropped. More detailed, for
a solution (X,F) of this equation by (1.9) it follows LX− (t, 0) = 0, t ≥ 0, P-a.s. Combined with
(1.7) this implies
1
2
LX+ (t, 0) = a
∫ t
0
1{0}(Xs) ds, t ≥ 0, P-a.s.
Hence, (X,F) also solves Eq. (1.1) with diffusion coefficient b = 1(0,+∞), right local time and
drift measure ν = 1/2 δ0. Therefore, we can conclude Xt ≥ 0, t ≥ 0, P-a.s. if X0 ≥ 0. ♦
With the help of Lemma 2.1 we can also give a relation between the different versions of Eq.
(1.1). More precisely, we give a relation between Eq. (1.1) using the right local time and Eq. (1.1)
with symmetric local time. With the following proposition we complement [1], Theorem 2.2(a).
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Proposition 2.10. (i) (X,F) is a solution of Eq. (1.1) with right local time and drift measure
ν if and only if it is a solution of Eq. (1.1) with symmetric local time and drift measure
νˆ(dy) =
(
1
2− 2ν({y})
1{z∈R: ν({z})<1}(y) + 1{z∈R: ν({z})≥1}(y)
)
2ν(dy) .
(ii) (X,F) is a solution of Eq. (1.1) with symmetric local time and drift measure νˆ satisfying
νˆ({x}) 6= −1, x ∈ R, if and only if it is a solution of Eq. (1.1) with right local time and drift
measure
ν(dy) =
(
2
1 + νˆ({y})
1{z∈R: νˆ({z})>−1}(y)− 1{z∈R: νˆ({z})<−1}(y)
)
1
2
νˆ(dy) .
Proof. 1) Let (X,F) be a solution of Eq. (1.1) with right local time, then by Lemma 2.1 it is
LˆX(t, y) = (LX+ (t, y) + L
X
− (t, y))/2 = 0, t < S
X
∞, y ∈ {ν > 1/2}, P-a.s.
and
LˆX(t, y) =
1
2
LX+ (t, y) = (1− ν({y}))L
X
+ (t, y), t < S
X
∞, y ∈ {ν = 1/2}, P-a.s.
Moreover, via (1.7) we see
LX+ (t, y)− L
X
− (t, y) = 2L
X
+ (t, y) ν({y}), t < S
X
∞, y ∈ {ν < 1/2}, P-a.s.
and we can conclude
LˆX(t, y) = (1− ν({y})) LX+ (t, y), t < S
X
∞, y ∈ {ν < 1/2}, P-a.s.
Summarizing, we obtain that (X,F) fulfils Eq. (1.1) with symmetric local time and drift measure
νˆ as given under (i).
2) If (X,F) is a solution of Eq. (1.1) with symmetric local time and drift measure νˆ, then
Lemma 2.1 implies
LX± (t, y) = Lˆ
X(t, y) = 0, t < SX∞, y ∈ {|νˆ| > 1}, P-a.s.,
and
LX− (t, y) = 0, t < S
X
∞, y ∈ {νˆ = 1}, P-a.s.
Furthermore, via (1.7) we obtain
LX+ (t, y)− L
X
− (t, y) = 2 Lˆ
X(t, y) νˆ({y}), t < SX∞, y ∈ R, P-a.s.,
and hence
LX+ (t, y) = (1 + νˆ({y})) Lˆ(t, y), t < S
X
∞, y ∈ {|νˆ| < 1}, P-a.s.
These observations mean, if we additionally assume νˆ({x}) 6= −1, x ∈ R, then (X,F) satisfies
Eq. (1.1) with right local time and drift measure ν as given in (ii).
3) Note that νˆ as defined in (i) satisfies νˆ({x}) > −1, x ∈ R, and it holds νˆ({x}) > 1 if
and only if ν({x}) > 1/2. Hence, the remaining part of assertion (i) follows by an application of
step 2) of the proof. To prove the sufficiency in (ii), we remark that ν introduced in (ii) satisfies
ν({x}) > 1/2 if and only if |νˆ({x})| > 1 and we can conclude using step 1) above.
Remark 2.11. (i) The drift measures νˆ and ν as defined in Proposition 2.10 (i) and (ii),
respectively, are of course not unique.
(ii) Proposition 2.10(ii) gives an alternative to conclude the results of Theorem 2.2 and its
Corollary 2.5 and 2.6 for Eq. (1.1) with symmetric local time and a drift measure satisfying
ν({x}) 6= −1, x ∈ R, from the results for the right local time.
(iii) The case νˆ({x}) = −1 for some x ∈ R is excluded since this condition is responsible for
reflection to the left, but this cannot occur for solutions of Eq. (1.1) where the right local time
is chosen: By Lemma 2.1 we then have LX+ (t, x) = 0. ♦
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Similar conclusions as in Proposition 2.10 can be made when the left local time is involved.
For the sake of completeness we state the corresponding results which can be proven by analogous
arguments as before.
Proposition 2.12. (i) (X,F) is a solution of Eq. (1.1) with right local time and drift measure
ν satisfying ν({x}) 6= 1/2, x ∈ R, if and only if it is a solution of Eq. (1.1) with left local time
and drift measure
ν(dy) =
(
1
1− 2ν({y})
1{z∈R: ν({z})<1/2}(y)− 1{z∈R: ν({z})>1/2}(y)
)
ν(dy) .
(ii) (X,F) is a solution of Eq. (1.1) with left local time and drift measure ν satisfying ν({x}) 6=
−1/2, x ∈ R, if and only if it is a solution of Eq. (1.1) with right local time and drift measure
ν(dy) =
(
1
1 + 2ν({y})
1{z∈R: ν({z})>−1/2}(y) + 1{z∈R: ν({z})<−1/2}(y)
)
ν(dy) .
(iii) (X,F) is a solution of Eq. (1.1) with left local time and drift measure ν if and only if it is
a solution of Eq. (1.1) with symmetric local time and drift measure
νˆ(dy) =
(
1
2 + 2ν({y})
1{z∈R: ν({z})>−1}(y) + 1{z∈R: ν({z})≤−1}(y)
)
2ν(dy) .
(iv) (X,F) is a solution of Eq. (1.1) with symmetric local time and drift measure νˆ satisfying
νˆ({x}) 6= 1, x ∈ R, if and only if it is a solution of Eq. (1.1) with left local time and drift measure
ν(dy) =
(
2
1− νˆ({y})
1{z∈R: νˆ({z})<1}(y)− 1{z∈R: νˆ({z})>1}(y)
)
1
2
νˆ(dy) .
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