[1] This paper shows how Gumbel-distributed data can be related to explanatory variables by using generalized linear models (GLMs) fitted by using a modified form of the iteratively weighted least squares algorithm (IWLS). Typical applications include (1) testing for trend in annual flood data, as a possible consequence of changing land cover or other factors; (2) testing for trend in annual maximum rainfall intensities of different durations, as a possible consequence of climate change; and (3) testing how annual maximum rainfall intensity is related to weather conditions at the times that annual maximum intensities were recorded. Given a first estimate of the Gumbel scale parameter a, the coefficients b of explanatory variables x are estimated by casting the model in GLM form, and the scale parameter a is updated by solution of relevant maximum likelihood equation for this parameter. The parameters a, b can be readily estimated using currently available statistical software for fitting GLMs, which can also be used to test the significance of trends in annual flood data for which the Gumbel distribution is a plausible hypothesis. A plotting procedure to indicate departures from the Gumbel hypothesis is also given. The proposed procedure avoids the illogicality in which, when a trend in flood data is suspected, it is tested either by linear regression methods that assume Normally distributed residuals, or by nonparametric methods, both of which discard the Gumbel hypothesis. Simulated samples from Gumbel distributions were used to compare estimates of linear trend obtained by (1) the GLM procedure and (2) straightforward use of a Newton-Raphson procedure to locate the maximum of the likelihood surface; the GLM procedure converged more rapidly and was far less subject to numerical instabilities. Simulated samples from Gumbel distributions were also used to compare estimates of a linear trend coefficient b given by the GLM procedure, with estimates of b obtained by simple linear regression (LR). The variance of the distribution of GLM estimates of b was less than the variance of the distribution of LR estimates, while comparison of the powers of the two tests showed that GLM was more powerful than LR at detecting the existence of small trends, although for large linear trends there was little to choose between the two methods.
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Introduction
[2] In regions where climate or land use is changing, the common assumption that hydrologic time series are stationary must be called into question. Annual flood records (typically, sequences of annual maximum daily flow) may well show changes over the years as a consequence of more rapid runoff associated with increased urbanization, changes to agricultural practices, or deforestation within the watershed [Bruijnzeel, 1990 [Bruijnzeel, , 1996 Sahin and Hall, 1996] . In the absence of time trends, the Gumbel distribution with cumulative probability has been widely used for estimating the magnitudes of floods with different (''T-year'') return periods, because of the ease with which its quantiles can be calculated, the flood with return period T years being the quantile corresponding to cumulative probability 1 À 1/T. As is well known [e.g., Stedinger et al., 1993] , the location and scale parameters in (1) are m and a, while the mean, standard deviation and skewness are m + g/a, p= a ffiffi ffi 6 p À Á and 1.1396 respectively, where g is Euler's constant, g = 0.577215. . . and p = 3.14159. . .. There is now a very wide literature on the use of the Gumbel distribution in flood frequency studies [e.g., Natural Environment Research Council, 1975; Stedinger et al., 1993] .
[3] The Gumbel distribution is also extensively used in the study of extreme rainfall intensities. Where annual maximum intensities are recorded over durations D 1 , D 2 , . . . D k , a Gumbel distribution is fitted to data from each duration [e.g., Buishand, 1993] , and the quantiles of the k distributions are plotted as intensity-duration-frequency (IDF) curves for subsequent use in urban planning. IDF curves are typically used for flood peak estimation in techniques such as the rational method [Pilgrim and Cordery, 1993] .
[4] Use of the Gumbel (or indeed any other) distribution to assess the frequency of extreme events from a historic record of annual maxima, depends critically on the assumption that the distribution from which the data are a sample remains constant over time. If the historic flow record shows a time trend, the concept of a flood with return period T years becomes meaningless. It may still be possible to make statements about future flood characteristics using rainfall-runoff models that incorporate assumptions about future weather patterns (where nonstationarity is believed to be the result of climate change), and/or assumptions about future land use changes (where nonstationarity may be caused by urbanization, deforestation, or change in agricultural practices). But the essential point is that frequency statements can no longer be made from a statistical analysis of historic records alone, since these will no longer be a guide to future conditions.
[5] The Intergovernmental Panel on Climate Change (IPCC) predicts changes, both in frequency and severity of intense rainfall, as a consequence of global warming; Table SPM 1 of the Intergovernmental Panel on Climate Change (IPCC) [2001] ''Impact, Adaptation and Vulnerability'' foresees ''more intense precipitation events, very likely over many areas'', with ''increased susceptibility to flooding''. Detection of time trends in records of annual floods and annual maximum rainfall intensity will become of increasing importance if the IPCC predictions come to pass. Even with existing records, regional increases in the amount and intensity of North American rainfall have been reported by Vinnikov et al. [1990] , Guttman et al. [1992] , Groisman and Easterling [1994] , and Karl and Knight [1998] . In analyses of flood flows, Changnon and Kunkel [1995] found significant upward trends in floods in the northern Midwest during the period 1921 -1985 , while Olsen et al. [1999 found large and statistically significant upward trends in flood flows over the last 100 years in the Upper Mississippi and Missouri rivers. However, when the effects of spatial correlation between flood flows were taken into account, the significance of such trends in flood flows was greatly diminished [Douglas et al., 2000] . The assessment of time trends in flood flows therefore requires great care and is likely to become increasingly important if and when effects of climate change become more apparent.
[6] Present procedures for detecting tends in annual flood flows or maximum rainfall intensities are generally of two types: (1) linear regression analysis of the annual maxima on year number, for which the residuals, and hence the annual maxima themselves, are assumed to follow a Normal distribution, possibly with time-varying mean [Hirsch et al., 1993; Salas, 1993] ; (2) nonparametric tests such as the Mann-Kendall trend test [Salas, 1993] which, being nonparametric and rank-based, makes no assumption concerning the distribution of the data. Neither procedure utilizes the fact that the annual maxima can be expected to follow a Gumbel (or perhaps some other extreme value) distribution when no significant trend is detected. This paper considers the case where the working hypothesis is that data follow a Gumbel distribution, in which a time trend may or may not exist, and for which a test of trend is required. The objectives of the present paper are to show (1) how the iteratively weighted least squares (IWLS) algorithm [Green, 1984; McCullagh and Nelder, 1989, pp. 40-43] provides a test for the existence of a time trend in data that can plausibly assumed to be Gumbel-distributed, whether or not trend exists; (2) how the Gumbel assumption can be checked graphically when a significant time trend is detected; (3) how the test for trend based on the Gumbel hypothesis compares with the test for trend using simple regression methods. The emphasis of the paper is on testing for trend in the mean of a Gumbel distribution, but the same procedure can in principle be adapted to test for trend in the Gumbel scale parameter a. Where a significant time trend in the Gumbel mean is detected, however, there will usually be little point in taking the further step of testing for trend in a. Nonstationarity in the mean having been demonstrated, calculation of quantiles, T-year floods (and IDF curves in the case of rainfall intensity data) are no longer relevant and the possibility of nonstationarity in a becomes of marginal interest.
Gumbel Distribution With Time-Variant Mean
[7] The present paper uses the Gumbel distribution with time-variant mean, which in its simplest form is obtained by replacing the distribution in (1) by
where t is a time variable, so that (2) reduces to (1) when b = 0. The mean of the distribution in (2), for a given time t, is (m + g/a) + bt, which as t varies is a line with slope b and intercept (m + g/a). More elaborate time trends can obviously be explored by substituting the single-parameter trend bt by the k-parameter trend
and the f i (t) are functions of time, typically polynomials or harmonic functions. Even where trends over time are absent, it may still be of interest to explore the relation between a Gumbel variate and one or more explanatory variables. For example, in an analysis of annual maximum rainfall intensity, it may be of interest to explore whether the observed annual maxima are related to wind direction and velocity, or to time of day, at which the maximum intensities occurred. We illustrate maximum likelihood tests for the hypothesis H 0 : b = 0, and show how the powerful family of GLMs can be used to extend the calculation in a straightforward manner when k, the number of explanatory variables, is larger.
Testing the Hypothesis That No Trend Exists Against the Alternative of a Linear Trend
[8] We assume that a sequence of N data values is available for making inferences about time trends, and for simplicity, assume only one trend parameter, although any number of trend parameters could be tested (subject to limitations imposed by the record length). Thus the data value y i in the ith year is taken to be an observation of a random variable Y i having a Gumbel distribution with location parameter E[Y i | t i ] = (m + g/a) + bt i and such that Y i and Y k are independent for i 6 ¼ k. The usual assumption is therefore made that annual floods are independent from year to year. The log likelihood function, regarded as a function of the three parameters a, m, b for response variable y given explanatory observations t is
where " y; " t are means over the N data values and N times respectively. With just three parameters, this function can be maximized by the Newton-Raphson method, in which each of the three equations @log e L/@m = 0, @log e L/@a = 0, @log e L/@ b = 0 is expanded as a Taylor series in Ám, Áa, Áb, second-and higher-order terms are discarded, and the linearized equations are solved for the corrections Ám, Áa, Áb to be added to the starting values m 0 , a 0 , b 0 , the whole calculation being iterated until a convergence criterion is satisfied. The Newton-Raphson method can readily be extended to the case where there is a vector b of trend parameters, but it has two disadvantages: (1) as a computational procedure, it fails to take account of the linear structure in the parameters m, b. The procedure based on a GLM fitted by the IWLS algorithm, described later in this paper, utilizes this linear structure, and is therefore more efficient computationally. (2) Although it estimates the trend parameters b, it does not of itself provide tests of hypotheses that some or all of the trend coefficients are zero. Thus with the single trend parameter shown in equation (2), a test of the hypothesis H 0 : b = 0 requires a second Newton-Raphson calculation by maximizing equation (3) in which b has been set equal to zero. The statistic À2 {log e L(H 0 ) À log e L(H 1 )} is then asymptotically distributed as c 2 with one degree of freedom. Each time that a hypothesis must be tested concerning inclusion or exclusion of a trend parameter, additional computer programming is required, both to calculate the maximized likelihood function, and to calculate the corresponding likelihood-ratio statistic. While this presents no intrinsic difficulty, most of this additional calculation can be avoided by using readily available GLM procedures to fit the trend parameters b and to test them for statistical significance.
Use of GLMs To Fit Trend Parameters and Test Their Statistical Significance
[9] GLMs constitute an extension to multiple regression models, a major difference being that the data are no longer required to be normally distributed. In common GLM usage, the data may be a sample from any distribution belonging to the exponential family defined as follows. Denoting by y an observation of the random variable Y, then the distribution of Y belongs to the exponential family if it can be written in the form [McCullagh and Nelder, 1989] 
for some specific functions a( ), b( ), c( ). It can be shown that the Poisson, binomial, gamma and inverse Gaussian, as well as the normal, all have distributions that can be written (after some algebraic manipulation) in the form equation (4) [McCullagh and Nelder, 1989] . For all distributions in the exponential family, parameters are estimated by ''sufficient'' statistics that utilize all information on them that is provided by the data, whatever the sample size. If f is known, equation (4) defines an exponential family model with canonical parameter q; if f is unknown, it may or may not be an exponential family model. In exponential family models, the maximum likelihood estimator of q is a sufficient statistic for this parameter; the mean and variance of the random variable Y are related to b(q) and a(f) by
where b';(q) and b''(q) are the first and second derivatives of b(q) with respect to q. GLMs also extend multiple regression theory by allowing the mean E[Y i ] = m i of the ith data value to be related to explanatory variables x not only by means of
, as in ordinary multiple regression, but also by the more general form g(m i ) = x i T b where g(.) is termed the link function. Goodness of GLM fit is measured by the Deviance, denoted by D, which is related to the difference between two log likelihoods, one for the model whose fit is to be assessed, and the other for a ''full'' model in which each observation is regarded as sampled from a distribution with different mean value. Thus the algebraic expression for the deviance D differs for each member of the exponential family. For the special case in which the distribution of Y i is Normal, and the link function is the identity function g(m i ) = m i = x i T b, the deviance becomes simply the residual sum of squares (RSS) of the multiple regression. In fact GLMs are fitted by minimizing the Deviance statistic, analogous to minimizing the RSS when fitting a multiple regression.
[10] We now come to the relevance of this theory to fitting the Gumbel distribution in which the parameter m in equation (1) is replaced by x T b where x is a vector of explanatory variables (in the last section, x was a vector with only one explanatory variable: namely t). Suppose for the moment that the scale parameter a is known. Then from the N data values y i {i = 1. . . N}a new sequence z i can be formed from the transformation z = Àexp(Àay). The Gumbel distribution equation (1) can then be written in the exponential family form equation (4) as
where z = Àexp(Àay), q = exp(am). As the original random variable Y ranges from À1 to 1, the new variable Z ranges from À1 to zero, and so is negative. Comparing equation (6) with the required form equation (4), we see that a(f) = 1, b(q) = Àlog e (q), and c(y, f) = log e (Àaz), recalling that a is assumed known for the present. From equation (5a), m = b 0 (q) = À1/q, and from equation (5b),
. From the definition of the deviance [McCullagh and Nelder, 1989, p. 33] ,
whereq i andq i are estimates of the parameter q under the full and current models respectively. Since, q = 1/m we havẽ q i = 1/z i andq i = À1/f i , where f i is the fitted value for the ith observation z i under the current model, calculated according to the IWLS algorithm [McCullagh and Nelder, 1989, p. 40-43] .
[11] The above development assumes that the scale parameter a is known, so that the new variable z = Àexp(Àay) can be calculated from the original data values y i . In practice, a is not known, and must be estimated. One solution is to estimate it from the equation @log e L/@a = 0, withm andb temporarily held fixed. The following algorithm provides for the iterative estimation of a and the parameters b that are the coefficients of the explanatory variables x:
1. Estimate a from the data, ignoring trend, from the usual method of moments estimatorã ¼ p=s ffiffi ffi 6 p À Á , wheres is the standard deviation of the y i {i = 1. . .N}.
2. Use this estimate of a to obtain estimates of m and the coefficients b of the explanatory variables, using the iteratively weighted least squares algorithm and the model expressed in GLM terms, with a log link function.
3. Use these estimates of m and b to solve the following equation for a:
Equation (8) is the equation @log e L/@a = 0 yielding the maximum likelihood estimate of the Gumbel scale parameter a. 4. With this new value of a, return to step 2 to calculate revised estimatesm;b. Iterate Steps 2 and 3 until convergence.
[12] This computational procedure is illustrated in section 5.
Numerical Example: Testing for Trend in Two
Annual Flood Series at Sites on the Rio Jacuí, Southern Brazil
[13] Table 1 shows the annual maximum floods (more exactly, annual maximum mean daily discharges, with mean daily discharge computed as the mean of two discharges corresponding to gauge board readings at 0700 and 1900 hours) for two gauging sites, Espumoso and Passo Bela Vista, on the Rio Jacuí, in southern Brazil. Over the past three decades, deforestation in the Jacuí drainage basin has been extensive, with indigenous forest replaced by intensive agriculture. Table 2 shows the convergence achieved by the iteratively weighted least squares algorithm for the model containing a single trend parameter as shown in equation (2).
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Vista. Both fits are equal to those obtained using the Newton-Raphson procedure, but are achieved with fewer iterations. Although iteration was necessary to solve the equation (8) for a after each iteration for m and b, this calculation usually converged at the second iteration.
[14] It is a straightforward calculation to estimate the coefficients of additional explanatory variables. Suppose that the significance of a quadratic trend component is required for the Espumoso data, so that the explanatory variables are t and t
2
. As with the more familiar multiple regression, we fit t first, and then test whether further inclusion of the t 2 variable improves the fitted trend. It is found that the reduction in the Deviance statistic due to inclusion of t 2 is far from significant. Since a log-link function is used, as explained above, the fitted model is log e (m(z i )) = À1.40 + 0.011t i À 0. . . . can be fitted if required. All of this calculation is easily effected by standard statistical software; results given in this paper were obtained using the commercially available Genstat, but SAS, GLIM and other programs can also be used. The inclusion of new parameters in the vector b, and the omission from it of others, is as straightforward as in multiple regression; indeed in Genstat, the same two directives (MODEL and FIT) can used either to fit GLMs, or to fit regressions.
[15] It is of interest to compare the estimates ofb obtained from the modified Gumbel model equation (2) with the estimatesb obtained from linear regressions of annual flood on year of occurrence at the two sites. These are very different: for Espumoso and Passo Bela Vista respectively, the values ofb are 10.63 ± 2.91 and 8.31 ± 3.65 m 3 s À1 yr
À1
, statistically significant at the 0.1% and 5% levels respectively. However the coefficients of determination are both small: 19.1% and 7.3%. Using the notation given by Douglas et al. [2000] for a MannKendall nonparametric test for trend, the test statistic Z, whose distribution is well approximated by N(0, 1) for these sample sizes, gave Z = 2.762 for Espumoso, significant at the 1% level, and Z = 1.865 for Passo Bela Vista, less than the value for significance at the 5% level.
Extension of the Method to Test for Trend in the Gumbel Scale Parameter A
[16] If the GLM fit shows that some or all of the trend parameters b are statistically significant, this is sufficient to demonstrate that the usual analytical procedures (estimation of floods with return period T years; or calculation of IDF curves in the case of rainfall intensity) are no longer valid, and that other methods are required to explore frequencies of occurrence, because past behavior is then at best an unreliable guide to future behavior. However a question arises concerning whether it is possible to test for time trend in the Gumbel scale parameter a as well as in the Gumbel mean. Provided that a particular form for the trend in a can be specified (such as replacing the a in equation (2) by a 0 + a 1 t, with the parameters a 0 , a 1 to be estimated) it is straightforward in principle to extend the GLM fitting procedure to estimate a 0 and a 1 .
Step 1 of the computation proposed above would set the initial value of a 0 to p=s ffiffi ffi 6 p À Á , wheres is the standard deviation of the y i {i = 1. . .N}; the initial value of a 1 would be set to zero.
Step 2 would proceed in the usual way to give estimates of m and b, but at step 3 two equations now need to be solved iteratively: namely the maximum likelihood equations @log e L/@a 0 = 0 and @log e L/@a 1 = 0. The estimates of a 0 and a 1 are then used to calculate the time variation a 0 + a 1 t in the scale parameter, and hence the new variable z i = = Àexp(À[a 0 + a 1 t i ] y i ) for entry into the GLM procedure. Further work is necessary to establish whether, and under what conditions, this procedure would fail to converge.
Graphical Validation of the Gumbel Hypothesis
[17] Where the Gumbel distribution with time-variant mean has been taken as an initial working hypothesis, validation of this hypothesis can be achieved by analysis of the residuals about a fitted trend line. In the notation used earlier in this paper, the residuals are y i À f i , where f i are fitted values. These are placed in ascending order to give y (i) À f (i) , i = 1, 2 . . . N. If these follow a Gumbel distribution they should show high correlation with the N quantiles Q i from the standard Gumbel distribution F(u) = exp(Àexp(Àu)). A plot of the Q i against the ordered residuals y (i) À f (i) should then appear as a straight line (a ''Q-Q plot''). Figures 1 and 2 show histograms of the residuals, and Q-Q plots for the annual flood data from Espumoso and Passo Bela Vista. The N quantiles from the standard Gumbel distribution were calculated using the Hazen formula, and found by solving the relation F(u i ) = (i À 0.5)/N for the u i which are plotted on the vertical axis of the Q-Q plots in Figures 1 and 2 . Other choices of the u i are also possible [Stedinger et al., 1993, Table 18 .3.1]. The figures show Q-Q plots that are linear over much of the range of residuals, with some notable discrepancies among the larger ones. However, the two largest residuals 808.8 and 810.8 at Espumoso, where significant trend was detected, occurred in the two years 1983 and 1984, a period of very strong El Niño conditions as Table 1 shows.
Computational Considerations
[18] The question can be asked ''why go to the trouble of testing for the existence of trend by casting the problem in the form of a GLM, and using the IWLS algorithm, instead of using a Newton-Raphson procedure to locate the likelihood maximum directly?'' The short answer to this question is the Newton-Raphson procedure often fails, particularly when several trend (or other) parameters b are to be estimated. To illustrate what happens, 50 simulated samples {y}, each of length N = 50, were drawn from a standard Gumbel distri- bution with m = 0, a = 1; each simulated sample was taken as a set of observations of a dependent variable, and five independent variables x 1 , x 2 , x 3 , x 4 , x 5 , all correlated with the {y}, were constructed by adding uniformly distributed (0, 1) ''errors'' to the set {y}. Thus the ''dependent'' variable Y was taken to have the distribution
, b 5 } were to be estimated. When these were estimated by Newton-Raphson, three samples of the 50 generated had failed to converge by 30 iterations, at which point the calculation was terminated; 5 samples required more than 20 iterations to converge; 4 samples between 11 and 20 iterations; and 38 samples converged after a number of iterations ranging from 6 (the smallest number) to 10. When the 7 parameters were estimated using the IWLS algorithm, with samples generated from the same seed value, the same starting values (all b values equal to zero; m, a equal to their moment estimators) and using the same convergence criteria, convergence was never a problem and was always rapid; 45 samples gave convergence after four iterations, the remainder after three. These results refer to 50 samples of size 50; when 50 samples of size 20 were generated, the superiority of the IWLS was even more apparent. The NewtonRaphson calculation frequently aborted (because of singularity of the matrix of second derivatives of log e L) and where it did not, many samples showed no convergence by 30 iterations. Using the IWLS algorithm, all 50 samples gave convergence, the number of samples giving convergence after 3, 4 and 5 iterations being 4, 43, and 3. While failure to converge is sometimes encountered when GLMs are fitted by using the IWLS algorithm, it is much less frequent than with Newton-Raphson optimization. Using IWLS, computational difficulties were very occasionally encountered when simulating 200 samples of size N = 25, although never with N = 50 or N = 75.
[19] It is therefore clear that, because the IWLS algorithm exploits the joint linearity of the six parameters {m, 
Comparison of Trends Estimated by Fitting GLMs With Trends Estimated by Regression
[20] The question can also be asked ''Why go to the trouble of fitting a GLM where a trend is suspected, instead of simply fitting a trend-line by ordinary linear regression?'' One answer, that of logical inconsistency, has already been given. To answer the question further, 200 samples each of two different sizes (N = 25; N = 50) were drawn from a (standard) Gumbel distribution with known parameters (m = 0; a = 1) and linear trends of known magnitude were superimposed on the sample. In the absence of any trend, the variance of the standard Gumbel distribution is s 2 = p 2 /6, so that the standard deviation is s = 1.2825 approximately; the three positive trends used in the simulation were 0.5s, s, and 2s, distributed over the length N of artificial record. Thus for N = 50 and s = 1.2825, a linear trend with a single trend coefficient b = 0.02565 was superimposed on the 50 values from the standard Gumbel distribution (50 Â 0.02565 = 1.2825). The three trends b = 0.01282, b = 0.02565 and b = 0.0513 corresponding to 0.5s, s and 2s, were therefore in increasing order of magnitude (but differed for the two cases N = 50 and N = 75 because the latter ''record'' is longer). Having generated samples with these characteristics, the coefficients of linear trend b were estimated (1) by the GLM procedure described in this paper and (2) by linear regression (LR). The results are shown in Table 3 .
[21] While the means of the b values, calculated from the 200 simulated samples, are not far from their true values for both the GLM and LR models, the variances of the 200 b values are substantially different for the two models, the variances of the LR trend parameters being always greater than those given by the GLM procedure. Thus the probabilities P[b > 0|H 1 ], where H 1 is the hypothesis that linear trend exists, will be greater for the GLM model than for the LR model.
[22] The next section explores how this last statement can be extended to calculate probabilities in the critical region of a significance test of the hypothesis of zero trend, and hence leads to a conclusion regarding the relative powers of LR [23] To compare the power of the test for linear trend (1) using linear regression (LR) and (2) using the GLM fitting procedure described in this paper, it is first necessary to define an appropriate critical region. For this purpose, the null hypothesis H 0 : b = 0 and the unilateral alternative hypothesis H 1 : b > 0 were taken, together with a significance probability for the test equal to 5%. To define the critical region appropriate for this test, the distributions ofb (the slope of a fitted LR) and ofb (the slope estimated by the GLM procedure) were obtained by simulation, using 200 samples of sizes N = 50 and N = 75 generated from the standard Gumbel distribution in which m = 0, a = 1. Figure 3 shows the histograms ofb andb, under the hypothesis H 0 of trend absent, b = 0; with linear trend present, the histograms are of similar form.
[24] The critical region for the two tests LR, GLM were obtained by calculating the 95% quantiles of these histograms; thus for sample size N = 50, the critical region for LR wasb > 0.01956 and the critical region for GLM waŝ b > 0.01707. Thus a proportion 5% of the 200 samples were greater than these values, even though the samples were generated from a trend-free distribution. This gave the type 1 error for the tests equal to 0.05.
[25] The next step was to draw samples of sizes N = 50 and N = 75 from Gumbel distributions with m = 0, a = 1, and various positive values of b, assumed known. The sample sizes 50 and 75 were chosen because pathological samples for which the GLM estimation procedure encountered numerical problems were very unlikely to occur (unlike the case N = 25, where numerical problems, although infrequent, occasionally occurred). For each known value of b, 200 samples were drawn from a Gumbel distribution with m = 0, a = 1, and the appropriate b value giving the trend. From the histograms of the 200 values ofb (for LR) andb (for GLM), the proportions of the 200 samples lying in the relevant critical regions were determined, these proportions giving the powers of the LR and GLM tests of the null hypothesis H 0 : b = 0 against the one-sided alternative H 1 : b > 0. These proportions were equal to 1 minus the type 2 error for the tests. The results are given in Table 4 , which shows that the power of the GLM test is greater than the power of the LR test, by a useful margin, the gain in power being greater when the true value b of the trend is not very different from zero. The conclusion is that when data are Gumbel-distributed, testing for trend by the GLM procedure is more sensitive than LR to small departures from the null hypothesis of zero trend; but if the trend is very large, it does not matter which test is used (and, indeed, no formal significance may be required).
Discussion
[26] This paper has shown how the very powerful tools of GLM theory can be adapted to test for trend in hydrological variables for which observations consist of their annual maximum values, whether for mean daily discharge, or for rainfall intensity, which as a working hypothesis can be taken to follow a Gumbel distribution with mean that varies over time. If the increases in extreme rainfall and severity of floods come to pass that are predicted as the consequences of climate change, procedures for testing whether and where such changes are occurring will be of great importance.
[27] Whether or not time trends exist, fitting procedures based on GLM theory have wider uses for identifying the relationships between Gumbel-distributed variables, and concomitant variables with which they may be correlated. The example suggested is that GLM procedures could be used to explore how maximum rainfall intensity is related to weather conditions pertaining at the time that the maximum intensities were observed.
[28] An important aspect of GLM theory is the requirement that the variable to be analyzed has a distribution belonging to the exponential family as defined earlier in this paper. Thus GLM procedures can be used to relate data from binomial, Poisson, Normal, gamma and inverse Gaussian distributions to explanatory variables, since these distributions all belong to the exponential family. However the Gumbel distribution does not belong to the exponential family unless its scale parameter is known, so that some ingenuity is required before the power of GLM procedures can be fully exploited in the analysis of Gumbel variates, and for testing hypotheses about their relation to concomitant variables. The paper shows how this can be achieved by what is in effect a two-stage iterative procedure: a first estimate of the scale parameter a is taken, and the remaining parameters m and b (the latter being a vector of trend parameters, or the vector of coefficients of explanatory variables) are estimated. With these estimates of m and b, the maximum likelihood equation @log e L/@a = 0 is solved iteratively to give an updated a, from which new values of m and b are obtained, the cycle continuing until convergence. In the examples presented in this paper, convergence was extremely rapid. The key to the procedure is to assume certain parameters known so that the distribution of the data becomes a member of the exponential family; and since this procedure is quite general, one may speculate that other distributions used in hydrological practice (such as the Weibull, and 3-parameter gamma) can be treated similarly.
[29] A fairly straightforward extension of the proposed procedure is suggested for testing whether time trends exist in the Gumbel scale parameter a as well as in the Gumbel mean value, but further work is required to explore the convergence properties of this extension. However this paper argues that exploring trends in a is likely to be of secondary interest compared to trends in mean value, because existence of a time trend in the Gumbel mean immediately eliminates the possibility of any analysis based on the assumption of stationary data sequences (such as the calculation of floods with return period T years; or in the case of rainfall intensity data, the calculation of IDF curves). A significant trend in the Gumbel mean shows that more complex methods, using strong assumptions about the future development of the causes of the trend, are required if the magnitudes and frequencies of future annual extremes are to be estimated. Whether trends also exist in the Gumbel scale parameter is then of minor interest.
[30] The paper has dealt with the analysis of a single record at one site. In the case of both flood and rainfall intensity data, the hydrologic reality is that records of variable length are available at several sites, and that these are cross-correlated (the correlation between annual maximum mean daily flows at Espumoso and Passo Bela Vista on the Rio Jacuí is evident from inspection of Table 1 ). Work by Douglas et al. [2000] has shown how essential it is to take full account of this correlation when analyzing hydrologic data for the possible existence of time trends. In their analysis of flood records from the Midwest United States, no time trends were detected when spatial correlation was allowed for; but if spatial correlation between records had been neglected, two thirds of the sites analyzed would have shown statistically significant trends. The obvious question therefore is whether the GLM procedure for testing the existence of trend in Gumbeldistributed data can be further extended to incorporate cross-correlation between flood records at different sites. This is a question for future research. However there are hopeful signs that it may be possible. Clarke [2001] used GLM procedures to analyze annual flood data in records of variable length and from several sites, assuming that the data were gamma-distributed, with the mean flood in year i at gauge site j expressed in terms of year and site effects a i , s j by means of the link-function log e m ij = m + a i + s j , the component a i building in a correlation between annual maximum floods recorded in the same year. One may speculate that a similar device might prove useful in the analysis of multisite, Gumbel-distributed data. An obvious difficulty is that the Gumbel scale parameter is likely to vary from site to site, but here GLM theory may give some assistance. Expression (4), giving the general form of the exponential family, includes the function a(f). This scaling function is commonly of the form a(f) = f/w [McCullagh and Nelder, 1989] where w is a known prior weight function that varies from observation to observation. In the present context, it may be sufficient to allow w to vary only from site to site, perhaps as a function of drainage basin area, w = f (A). Clearly much more work is required to substantiate such conjectures, or to prove them worthless.
[31] The benefits of casting the trend-detection problem in the form of a GLM are not merely the benefits of computational efficiency and convenience. The simulations described in the paper, using random samples drawn from the standard form of the Gumbel distribution with superimposed linear trends of known magnitude, gave estimates of the trend parameter b by two methods: first, using the GLM procedure explored in the paper, and second, using simple linear regression LR, ignoring the fact that the data have Gumbel properties. Although neither method showed evidence of bias (in terms of deviation from the known value of the trend parameter), the variances of the GLM estimates were always less than the variances of the LR estimates. Translated into terms of the relative power of the two tests, it was shown that when data can be expected to have come from a Gumbel distribution in which a positive linear trend may also be present, the GLM procedure is better able to detect slight departures from the null hypothesis (H 0 : b = 0, trend absent) than simple linear regression.
Conclusion
[32] This paper has shown how Gumbel-distributed data can be related to explanatory variables by using Generalized Linear Models fitted by using a modified form of the iteratively weighted least squares algorithm. Typical applications include (1) testing for trend in annual flood data; (2) testing for trend in annual maximum rainfall intensities of different durations, two applications that are relevant in conditions of changing hydrologic regime. Even where trend is absent, the proposed procedure can be used to explore the relation between (say) the observations in a stationary sequence of annual maximum rainfall intensities, and weather variables at the times that the maxima were recorded (such as wind direction, wind velocity). When the Gumbel scale parameter is known, coefficients b of explanatory variables x can be estimated by casting the model in GLM form, and the scale parameter is updated by solution of the maximum likelihood equation for the scale parameter a. The method allows the coefficients of explanatory variables to be estimated rapidly, using computationally efficient methods that take advantage of the linear structure of the parameters m and b in the Gumbel model. Unlike other trend tests (linear regression; or the nonparametric Mann-Kendall) it also utilizes the information that, in the absence of trend, annual floods and annual maximum rainfall intensities can be assumed, as a working hypothesis until disproved, to follow a Gumbel distribution. Computer simulations also showed that, where data have an underlying Gumbel distribution with superimposed linear trend, estimating the trend by means of the GLM procedure is not only more efficient computationally than maximizing the likelihood function by a NewtonRaphson procedure, but also has greater power than linear regression to detect slight departures from the null hypothesis that no trend exists.
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