Parallel-cascade realizations and approximations of truncated volterra systems by Mathews, V. John & Panicker, T. M.
PARALLEL-CASCADE REALIZATIONS AND APPROXIMATIONS OF TRUNCATED 
VOLTERRA SYSTEMS 
T. M. Panicker and V. John Mathews 
Department of Electrical Engineering, University of Utah, Salt Lake City, UT 84112. 
ABSTRACT 
This paper introduces parallel-cascade realizations of trun-
cated Volterra systems with arbitrary, but finite order 
of nonlinearity. Parallel-cascade realizations implement 
higher-order Volterra systems using parallel and multiplica-
tive combinations of lower-order Volterra systems. Such 
realizations are very modular and therefore well-suited for 
VLSI implementation. A systematic way of approximat-
ing higher-order Volterra systems in parallel-cascade form 
using a reduced number of branches and a bound on the 
mean-square error in the output signals caused by such ap-
proximate realizations are derived in this paper. A varia-
tion of the parallel-cascade structure in which a pth order 
Volterra filter is implemented as a parallel combination of 
linear filters whose outputs are raised to the pth power is 
also described in this paper. 
1. INTRODUCTION 
Truncated Volterra system models have found applications 
in a large variety of signal processing problems including 
signal detection and estimation [4], adaptive filtering [3], 
and image processing [7]. The output of a homogeneous and 
causal pth order Volterra system with N -sample memory is 
related to its input as [8] 
N-l N-l 
y(n) = L ... L hp(ml,···,mp) 
mp=mp_l ml:O 
xx(n - ml)'" x(n - mp), (1) 
where hr ( ml, ... ,mr ) represents the rth order Volterra ker-
nel of the system and we have explicitly made use of the in-
variance of the coefficients with respect to permutations of 
their indices. The objective of this paper is to introduce al-
ternatives to direct form realizations of truncated Volterra 
systems. We show in this paper that any system with input-
output relationship as in (1) can be represented exactly us-
ing a parallel combination of components as shown in Figure 
1. The components in the figure are made of lower-order 
Volterra systems combined in a multiplicative manner. It is 
well-known that higher-order Volterra systems can be syn-
thesized using lower-order components [8]. It is also known 
that parallel-cascade combinations similar to that in Figure 
1 can approximate a large class of nonlinear systems [2]. 
Efficient parallel-cascade realization of quadratic filters has 
«n) 
Figure 1. A parallel-cascade realization of a pth 
order Volterra kernel. Each block represents a 
Volterra system of the order shown within. 
been presented in [1]. However, the authors are not aware 
of any work that involves the exact realization of Volterra 
kernels using parallel-cascade structures for kernels of order 
higher than two. 
2. PARALLEL-CASCADE REALIZATIONS 
We consider the problem of obtaining a parallel-cascade re-
alization of a homogeneous pth order Volterra system using 
lth order and (p - l)th order components as in Figure 1. 
The results are applicable to any p and I < p, and each 
component can be further decomposed using lower-order. 
components. The input-output relationship in (1) can be 
compactly written using matrix notation as 
y(n) = Xt,l(n)HN,I,p-IXN,p-l(n), (2) 
h H . . f d' . (N + PI - 1 ) were N,Pl,Pl IS a matnx 0 ImenSlOn PI 
x ( N + ~2 - 1 ) elements in which the coefficients in (1) 
are arranged in some orderly manner. The vector XN,Pl (n) 
has ( N + :11 - 1 ) elements and contains all possible 
PIth order product signals of the form x(n - kl)x(n -
k2) ... x( n - kp1 ), where 0:5 kl' k2' ... , kp1 :5N - 1. Since 
HN,1"'1" contains more elements than there are indepen-
dent coefficients, several entries of the coefficient matrix 
may be zero. Let the rank of HN,I,1'_1 be r. Then, it is well 
known that we can express HN,I,1'-1 as 
r 
HN,I,1'-1 = LO"iUiV ;, (3) 
i=l 
using singular value decomposition. In the above equations, 
O"i'S are the non-zero singular values of HN,I,p_1 and Ui'S 
and Vi'S are the left and right singular vectors, respectively, 
of the matrix. Note also that the sets {Ui; i = 1,2"", r} 
and {Vi; i = 1,2,,'" r} consists of orthonormal vectors. 




= LO"iYI,i(n)Y1'-I,i(n), (4) 
i=l 
where we have defined YI,i(n) as the output of a homoge-
neous Ith order Volterra system given by 
YI,i(n) = X~i Ui. (5) 
The signal Y1'_I,i(n) is also defined in a similar manner. 
From the above analysis, it should be clear that the left and 
right singular vectors define the coefficients of the lower-
order components used in the decomposition shown in Fig-
ure 1. Furthermore, The output of the system is the sum 
of products of outputs of Ith and (p - l)th order systems 
weighted by the singular values. 
The decomposition in (3) immediately results in a sys-
tematic method for approximating Volterra systems using 
simpler structures. It is well-known that the best k-rank 
approximation for HN,I,1'_1 is 
k 
- "" T HN,I,1'-I = L...J O"iUiV i , 
i=l 
(6) 
where we assumed that 0"1,0"2," ',O"k are the k largest sin-
gular values of H N,I,1'-I. Furthermore, we can characterize 
the error in the approximation using 
r 
(7) 
where the squared-norm represents the sum of the squared 
values of the error matrix. Consequently, we can approx-
imate the system using a lower-complexity system by re-
moving the branches corresponding to low singular values. 
3. A BOUND ON THE MEAN-SQUARE 
OUTPUT ERROR 
Previous work on approximation of Volterra kernels may 
be found in [6]. The derivation presented in this section 
is similar to the work in [6]. Let he denote a vector con-
taining the coefficient errors caused by the approximation 
in the previous section and let y( n) represent the output of 
the approximate realization. The mean-square error at the 
output of the approximated filter can then be written as 
The correlation matrix E[XN,1'(n)Xt,1'(n)] is symmetric 
and can therefore be decomposed as 
(9) 
where U is the matrix of the eigenvectors and S is a di-
agonal matrix with the eigenvalues as the diagonal entries. 
Substituting (9) in (8), we get 
(10) 
where he .. = UThe. Let Sma", be the maximum of all the 
diagonal entries in the matrix S. Then, the above expres-
sion can be bounded by 
r 
= Sma", L O"t, 
i=k+1 
(11) 
where k is the number of branches retained in the parallel-
cascade realization. Note that 
since the columns of U are orthogonal. 
4. VARIATIONS OF THE GENERAL 
STRUCTURE 
(12) 
We now consider three variations of the parallel-cascade re-
alization. The first structure realizes the higher order filter 
with lower order components without any matrix decompo-
sition. The second structure utilizes the standard singular 
value decomposition. The last structure expresses a homo-
geneous higher order filter of order p as a parallel combi-
nation of first order filters whose outputs are raised to the 
pth power. Unfortunately, there is no systematic way of 
approximating the filter using structures 1 and 3. 
4.1. Structure 1 
This structure is similar to the decomposition in [5], where 
the matrix HN,I,1'-1 is written as 
(13) 
where 11'_1,1'_1 is an identity matrix of appropriate dimen-
sions. Now we can rewrite (2) using (13) as 
m 
yen) = L(X~,IHi'N,I'1'-I)Xi,N'1'-I(n) (14) 
i=l 
where Hi,N,I,1'-1 is the ith column of the coefficient ma-
trix HN,I,1'-I, Xi,N,1'_I(n) is the ith element of the vector 
XN,1'-I(n) and m is the number of columns in HN,I,1'-I. 
4.2. Structure 2 
The second structure uses the standard singular value de-
composition to obtain the vectors Vi and Vi. However, 
when p is even, we can choose I as p/2 which implies sym-
metry of the coefficient matrix HN,I,p-l. Symmetry of the 
matrix HN,I,p-1 makes the vector Vi and Vi identical. The 
output of the system can therefore be written as 
r 
y(n) = LUiY;/2,i(n), (15) 
i=l 
where r is the rank of the matrix HN,I,p-l. 
A Simulation Example. We consider the realization 
of a fourth-order system with twelve-sample memory us-
ing second-order components. The decomposition based on 
Structure 3 was performed on the coefficient matrix H 12 ,2,2 
whose coefficients are given by 
where ai = (ki - 6) and 0 :5 k1, k2, k3 , k4 :5 11. The maxi-
mum number of branches for this particular case is 78. Fig-
ure 2 displays the squared-norm of the coefficient error as a 
function of the number of discarded branches in the approx-








Talal number 01 b_. 78 
~----~5~5-----~~----~65-===~7~0~==~7~5--~ 
Number of di_ b""""-
Figure 2. Squared-norm of the coefficient error 
that very good approximations can be obtained by retain-
ing less than ten branches of the parallel-cascade structure 
in this example. 
4.3. Structure 3 
This structure realizes a homogeneous pth order truncated 
Volterra filter with N -sample memory as 
"p,N 
y(n) = L ai,p,N(WT,p,NXN,l(nW, (16) 
1=1 
where Wi,p,N is a linear filter, kp,N represents the total 
number of branches for the pth order Volterra kernel with 
N -sample memory, and ai,p,N is a constant multiplier. Note 
that if p = 2, we can derive this structure using (15). Such a 
structure can be derived for the general case in an iterative 
manner as follows. 
For this derivation, we assume that the pth order Volterra 
kernel is symmetric, i.e., the coefficients do not change with 
a permutation of its indices. Assume that we can express a 
(p - I)th order filter using the above structure, i.e, we can 
express the output of a (p - I)th order Volterra filter can 
be expressed as 
kp_1,N 
yp_l(n) = L ai,p-l,N(WT,P_l,NXN,1(nW-1. (17) 
i=l 
We will show using this assumption that we can express the 
output of the pth order Volterra filter also as in (16). Since 
such a structure exists for homogeneous quadratic filters, it 
follows by induction that the structure in (16) exists for all 
homogeneous truncated Volterra filters with finite memory. 
Now, consider a pth order kernel hp(k1, k2,···, kp). We 
can express hp(N - 1, k2, ... , kp) using (17) as 
1c p _ 1 ,N 
hp(N - 1, k2,···, kp) = L ai,p-l,N Wi,p-1,N(k2) 
i=l 
x ... x Wi,p-1,N(kp), (18) 
where Wi,r,L (k) represents the kth element of the coefficient 
vector Wi,r,L. Let us define hp,N(k1,k2,···,kp) as 
1cp _ 1,N 
= ~ ai,p-1,N 
L.J Wi,p-1,N(N - 1) 
.=1 
XWi,p-1 ,N (k1 )Wi,p-1 ,N (k2) 
... x Wi,p-1,N(kp) (19) 
We have assumed that Wi,p-1 ,N (N - 1) -::j:. 0 for the ith filter 
in the above step. It is easy to see that 
Because of the symmetry of the coefficients, hp and kp,N are 
identical whenever at least one of the indices k1 , k2 , ••• , kp 
is N -1. Thus, the realization in (19) obtained using kp-1,N 
parallel branches, with each branch containing a linear filter 
followed by a memoryless (.)P operator and a constant mul-
tiplier provides an exact realization of all the coefficients for, 
which at least one of the indices is N - 1. 
In order to achieve the exact representation of all the 
coefficients, we proceed in a similar manner. That is, we 
find additional branches for representing the coefficients for 
which at least one index is N - 2 exactly, and then find more 
branches that can represent coefficients having N - 3 in its 
indices, and so on until we find one branch that provides 
the exact representation for hp(O, 0,···,0). Note that the 
coefficient errors given by 
hep,N_1(k1,k2,· .. ,kp) = hp(k1,k2,···kp) 
hp,N(k1, k2,"" kp) (21) 
has non-zero values in the range 0 :5 k1, k2, ... , kp :5 N - 2. 
We can express all the entries of hep,N -1 (N - 2, k2, ... , kp) 
usmg a parallel-cascade structure with kp-l,N-l branches 
that contain linear filters with (N -1 )-sample memory using 
the technique described above. That is, we can express 





XWi,p-l,N-l (k1 )Wi,p-l,N-l (k2) 
... x Wi,p-l,N_l(kp). (22) 
ai,p-l,N-l 
;=1 
Wi,P-l,N-l(N - 2) 
XWi,p-l,N-l (k1 )Wi,p-l,N-l (k2) 
... x Wi,p-l,N-l(kp). (23) 
It follows immediately that 
hp(kl' k2,'" kp) = 
hp,N(k1, k2,'" kp) + hep,N-l(k1, k2,··· k p) (24) 
for all k2,"', kp, and kl = (N - 1) and (N - 2). The 
symmetry of the coefficients implies that all the coefficients 
with at least one of kl' k 2,"', kp as N -1 or N - 2 can be 
represented by a parallel cascade structure having kp-l,N + 
kp - 1 ,N -1 branches. 
The above process may be iterated till we express all the 
coefficients exactly in a similar manner. At the first level of 
iteration, the linear filters have a maximum memory span 
of N samples. The memory span of the filters obtained 
from the second level of iteration is at most N - 1. The 
maximum memory requirement reduces by one sample for 
each additional level of iteration. 
An Example. We consider a homogeneous third-order 
Volterra filter with three-sample memory with coefficients 
1 
h3 (kl' k2, k3) = 1 + kl + k2 + k3 ; 0 ::; kl' k2, k3 ::; 2. 
(25) 
U sing the steps described above we can obtain a realization 
of the filter using six branches. The decomposition of the 
second-order filters were achieved using an LU decompo-
sition of the corresponding symmetric coefficient matrices. 
We obtain three branches with coefficients given by 
and 
W 3 ,3,3 
[1.67 1.25 If 
[0 0.75 If 
[0 0 If, 
where (.)T denotes the transpose of (.). The constant mul-
tipliers after the (.)3 operators are given by al,3,3 = 0.12, 
a2,3,3 = 0.02 and a3,3,3 = 6.35 x 10-4 , respectively. Two 
branches are required at the second level of the iteration 
and one branch is required at the third and final level of it-
eration. The three linear filters for the additional branches 
are given by 
and 
W.,3,3 = [4 1 of 
W 5,3,3 = [0 1 O]T 
W 6 ,3,3 = [1 0 of . 
The multipliers for these branches are given by a.,3,3 = 
0.0052, a5,3,3 = 0.001 and a6,3,3 = 0.11, respectively. 
5. CONCLUDING REMARKS 
This paper presented a method for realizing higher-order 
Volterra systems using parallel-cascade structures. It was 
also shown that approximate structures with reduced com-
plexity can be derived from the parallel-cascade realization . 
A bound on the mean-square error at the output of the 
approximated filter was also derived. The realization of 
homogeneous pth order Volterra filters using parallel com-
binations of linear filters whose outputs are raised to the 
pth power was also presented in this paper. The results 
presented in this paper are believed to be novel for Volterra 
filters of nonlinearity order greater than two. The appli-
cability of such filters in practical applications should be 
significantly enhanced because of the implementational sim-
plicity provided by our structures. 
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