Testing the Gap: An application for Uruguay. by Theoduloz, Tania
Cuaderno de Economía • Publicación del Departamento
de Economía, Facultad de Ciencias Empresariales,
Universidad Católica del Uruguay • ISSN 1688-3519
          N.o 4 •  2009-2010
Testing the Gap: An application for Uruguay
Tania Theoduloz*
Abstract. This paper updates previous calculations of the potential output for the Uruguayan
economy under the Hodrick-Prescott filter and the Production Function Approach and introduces a
new measure estimated under the SVAR. The latter methodology is based on a simple theoretical ag-
gregate supply-demand model and the assumption that nominal shocks are neutral in the long run.
The last section evaluates whether the output gaps, given the inevitable underlying uncertainty, are
still a useful indicator of inflationary pressures in Uruguay. Two simple versions of the «gap model»
were estimated: (a) the change in inflation related to the level of the three measures of output gap,
and (b) the change in inflation related to the change in the output gap. Overall, the results suggest
that the output gap, however measured, provides a good signal of inflationary threats to the mon-
etary authorities. More precisely, when the output gap is positive (negative) four times out of five,
inflation will increase (or decrease) in the next quarter and three times out of five in the next year.
Key words: POTENTIAL OUTPUT / OUTPUT GAP / SVAR MODEL / URUGUAY.
Resumen. El presente artículo actualiza las mediciones del producto potencial para la economía
uruguaya realizadas anteriormente mediante el filtro Hodrick-Prescott y el enfoque de la función de
producción, e introduce una nueva estimación realizada bajo la metodología SVAR. Esta nueva
estimación parte de un modelo teórico de oferta y demanda agregadas y de la hipótesis de que los
shocks nominales son neutrales a largo plazo. La última sección evalúa la capacidad de la brecha de
producto como indicador de presiones inflacionarias en nuestra economía. Para ello se estiman dos
versiones del modelo brecha; a) se relacionan los cambios en la inflación con el nivel de las brechas
de producto obtenidas bajo las tres metodologías y b) la relación entre los cambios en la inflación y
los cambios en las brechas. Los resultados sugieren que la brecha de producto, independientemente
de la metodología de estimación utilizada, constituye un buen indicador para las autoridades
monetarias sobre presiones inflacionarias. En particular, cuando la brecha es positiva (negativa) el
modelo predice correctamente que 4 de 5 veces la inflación aumentará (disminuirá) en el siguiente
cuatrimestre y 3 de 5 veces en el siguiente año.
Palabras clave: PRODUCTO POTENCIAL / BRECHA DE PRODUCTO / MODELOS SVAR / URUGUAY.
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1. Introduction
Potential output and output gap are two
variables that have been at the centre of the
debate ever since researchers started em-
phazising the importance of their correct mea-
surement and the consequences of dealing
with inaccurate estimations. Not only are they
key tools when it comes to evaluating a
country’s macroeconomic situation and devel-
oping macroeconomic forecasting models, but
they are also crucial for the conduct of both
monetary and fiscal policy.
In terms of this paper, the potential output
will be defined as the level of output achieved
when the rates of employment of the econo-
my’s installed capacity are “normal”. Conse-
quently, potential output is determined by the
quantity and efficiency of the available produc-
tion factors, making it an indicator of aggre-
gate supply capacities. On the other hand,
since actual GDP in the short term is mainly
determined by aggregate demand, deviations
between actual and potential output will be
interpreted as a measure of the capacity utili-
zation of the economy and so as a measure of
the disequilibrium between supply and de-
mand.
Three alternative methods are empirically
assessed and compared: (i) a Hodrick-Prescott
filter, (ii) a production function approach, and
(iii) a structural vector autoregression (SVAR)
that exploits the relationship between output
growth and inflation1.
The last section evaluates whether output
gaps, given the inevitable underlying uncer-
tainty, are still a useful indicator of inflationary
pressures in Uruguay. Following Coe and
McDermontt (1997) and Claus (2000), two
simple versions of the “gap model” are esti-
mated. Firstly, the change in inflation is related
to the level of the three measures of output
gap. Secondly, the change in inflation is related
to the change in the output gap, which implies
that the level of inflation will tend to remain
stable as long as the level of the gap remains
unchanged. Both an in-sample and out-of-
sample forecast evaluation was performed for
the first two versions of the model. Finally, the
gap model is extended to allow money supply
and the terms of trade to affect the changes in
inflation. Overall, the results suggest that the
output gap, however measured, provides a
good signal of inflationary threats to the mon-
etary authorities. More precisely, when the
output gap is positive (or negative) four times
out of five the inflation will increase (or de-
crease) in the next quarter and three times out
of five in the next year.
2. The SVAR methodology
and the applied model
The main measurement of potential output
is obtained using a structural VAR approach
based on simple theoretical aggregated sup-
ply–demand models and the assumption that
nominal shocks are neutral in the long run. The
idea is to estimate such a model in a VAR form,
using economically founded restrictions to
identify shocks on the system, and to decom-
pose the output series into its permanent and
transitory components. Once these figures are
obtained, the shocks can be applied to con-
struct the series of potential output and out-
put gap.
Structural VARs (SVARs) are an extension of
the traditional VAR methodology, with the only
difference being that SVARs identify a set of in-
dependent disturbances by means of restric-
tions provided by economic theory rather than
atheorical restrictions.
The VAR approach was proposed by Sims
(1980) and became a significant tool in empiri-
cal analysis. Its popularity arose from the de-
bate among economists throughout the 1970s
concerning the true underlying structure of the
economy and from Luca’s critique, which stated
1 The measurements based on the Hodrick-Prescott filter and
the Production function approaches are an update of a previ-
ous work. See Theoduloz (2006) for a detailed estimation.
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that changes in policy altered the structure of
econometric models.
Sims’s VAR approach has the desirable prop-
erty that all variables are treated symmetrically
and, as a result, it is capable of dealing with
the fact that econometricians tend to impose
“incredible identification restrictions” in order
to derive parsimonious structures. Sims’s cri-
tique stated that the researcher not only
chooses which variables are to be included as
determinants in each equation, but also de-
cides whether the variable should be treated
as exogenous or endogenous. The VAR ap-
proach attempts to allow the data determine
its true structure by making all variables en-
dogenous.
The problem is that because the coeffi-
cients in the system are unknown and the vari-
ables have contemporaneous effects on each
other, the structural model is under-identified,
and thus there is no way of uniquely estimat-
ing the parameters. It is possible to transform
the structural system into a reduced-form rep-
resentation where the variables are expressed
as functions of their lags and, as a result, the
standard VAR representation can be estimated
applying ordinary least squares. Consequently,
the reduced-form disturbances of the reduced-
form VAR can be used to recover the structural
shocks. Yet, the recovery requires the identifi-
cation of the elements in the matrix of contem-
porary coefficients that link structural shocks
with the estimated reduced-form errors. It is in
the imposition of a structure to the system
where the traditional and the structural VARs
differ. While the traditional VAR proposes the
Choleski decomposition, the SVAR derives the
identification restrictions from economic
theory.
Using the Choleski decomposition, the re-
siduals are separated into orthogonal shocks
by imposing restrictions based on the order-
ing of the variables; i.e. the first variable re-
sponds only to its own shock, the second vari-
able to the first and second variables’s
exogenous shock, and so on. The resulting
structure is a lower triangular matrix where all
the elements above the diagonal are set equal
to zero. Despite the Choleski decomposition
provides the (n2 – n)/n restrictions required for
the exact identification of the system, there can
be n! possible orderings, and so the VAR results
are sensitive to the imposed ordering when the
reduced-form errors are highly correlated.
Cooley and LeRoy (1985) criticize the VAR
approach, saying that “it implies a particular
type of recursive contemporaneous structure
for the economy which is not consistent with
economic theory”. This kind of critique led to
the development of the SVAR method. Sim
(1986), Bernanke (1986) and Blanchard and
Watson (1986) use economic theory to impose
short-run restrictions to recover the structural
residuals. Alternatively, given that long-run re-
strictions tend to be more consistent with mac-
roeconomic theory and less questioned,
Shapiro and Watson (1988) and Blanchard and
Quah (1989) consider shocks as having perma-
nent effects on certain variables of the system.
Based on a VAR for output and unemployment,
Blanchard and Quah (1989) identify structural
supply and demand disturbances by assuming
the former to have permanent effects on out-
put, while the latter has only transitory effects.
As Cerra and Saxena (2000) point out, the
analysis can be extended to include temporary
nominal shocks by including a price variable
that is affected by nominal shocks both in the
long and the short run.
The approach considered in this paper fol-
lows Shapiro and Watson (1988) and Blanchard
and Quah (1989), with the exception that infla-
tion is considered instead of the unemployment
rate variable. This is mainly for a reason: the re-
lationship between Uruguayan output and un-
employment may have been disrupted as a
consequence of ongoing emigration.
The estimation relies on the long-run re-
strictions on the GDP series: aggregate supply
shocks are assumed to have permanent effects
on the level of output, while aggregate de-
mand shocks and temporary aggregate supply
shocks have only transitory effects. The interpre-
tation given to fluctuations – permanent effects
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as supply shocks and transitory effects as de-
mand shocks – is motivated by the traditional
Keynesian perspective of economic cycles. The
presence of nominal rigidities explains why
demand shocks have an impact over output
only in the short run, fading away as the rigidi-
ties gradually disappear. The identification pro-
cess is described below.2
The structural model is expressed in an in-
finite moving average form, where the vari-
ables considered in the vector Xt – in our case
real GDP growth and annual inflation – are ex-
pressed as a linear combination of current and
past structural shocks (et):
Xt = S0et + S1et-1 + …. =  0i itieS (1)
where S(L) = 0i iLS i is a matrix of polyno-
mials in the lag operator and et a vector of
structural shocks. In the analyzed bivariate sys-
tem, equation (1) can be specified as:
   112 )( ktokt ekSy
  0 212 )(k ktekS
   121 )( ktokt ekS
  0 222
0
)(
k
kt
k
ekS
 (2)
The shocks e1t and e2t are assumed to be in-
dependent and white noises, which leads to a
covariance–variance matrix that is normalized
to the identity matrix:



1   0
0   1
i.e. it is assumed that E[et] = 0 and E[et et’] =
n, with n being the number of variables in-
cluded in the VAR.3
Since the structural shocks are not ob-
served, an appropriate4 autoregressive re-
duced-form VAR is first estimated in its unre-
stricted form so as to recover the structural
model:
Xt = (L)Xt-1 + t (3)
with t being the vector of estimated residuals.
Since all equations in the system share the
same matrix of regressors, the reduced-form
model’s estimation amounts to applying ordi-
nary least squares separately to each equation
after including the optimal number of lags and
eliminating the serial correlation in the residu-
als.
Given that Xt is stationary, the reduced-form
model can be inverted using the Wold decom-
position, resulting in a reduced-form moving
average process:
Xt = C(L)t (4)
where C(L) = (I – (L)L)-1.
The variance-covariance matrix for the vec-
tor of the reduced-form innovations, t, is E[t,
t’] = . From the previous equations, it fol-
lows that the structural innovations are a lin-
ear transformation of the reduced-form inno-
vation:
t = S(0)et (5)
and that:
S(0)E[etet’]S(0)’ =  (6)
2 The theoretical explanation is based on Enders (2004),
Misas and Lopez (1998), and St Amant and Norden (1997).
3 Cerra and Saxena (2000) question Clarida and Gali’s as-
sumption of pure uncorrelated supply, demand and nominal
shocks by saying that technological progress identified as a
supply shock may simultaneously increase demand owing to
an increase in wealth or that an increase in government pro-
ductive spending associated with demand shocks could also
have long-run supply-side effects.
4 Residuals are multivariate white noise.
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C(L) = S(L)S(0)–1 (7)
The long-run covariance matrix of the re-
duced form is given by:
C(1)C(1)’ = S(1)S(1)’  (8)
This relationship suggests that the matrix
S(0) can be identified with an appropriate num-
ber of restrictions on the long-run covariance
matrix of the structural form. The equations
above identify n(n + 1)/2 = 3 elements of the
matrix, hence the remaining n(n – 1)/2 = 1 need
to be identified.5 Following Misas and Lopez
(1998) and based on Blanchard and Quah’s
approach, the remaining restriction is provided
by assuming that aggregate demand or nomi-
nal shocks have permanent effects only on the
price level. Such an assumption implies that
demand shocks have only temporary effects on
output and that the accumulated effects of
such demand shocks on output is zero.
Notice that the advantage of using Blan-
chard and Quah’s approach is that instead of
imposing contemporaneous restrictions, it al-
lows the data to determine the short-run dy-
namics based on a particular long-run model.
In particular, the potential output is not re-
stricted to following a random walk. The rel-
evance of this derives from the difficulty in rec-
onciling the assumption of potential output
being a random walk with the idea that the
permanent component of GDP is partly driven
by technological shocks.
In the model considered for estimation pur-
poses, the three equations with the four un-
known parameters are:
Var(e1t) = S112(0) + S122(0) (9)
Var(e2t) = S212(0) + S222(0) (10)
Cov(e1t,e2t) = S11(0)*S21(0) + S12(0)*S22(0) (11)
The additional restriction required for the
full identification of the system is given by the
assumption made previously:
(12)
Letting the first element of the vector Xt be
the growth rate of the real output in logs,
– yt –, we can then say that yt is equal to:
yt = t + Sp1(L)ept + Sc1(L)ect (13)
where ept is the vector of permanent shocks
affecting output, ect is the vector of shocks with
transitory effects on output, t the determinis-
tic trend in output and {Sp1(L), Sc1(L)} the pa-
rameters that reflect the dynamics of these
shocks.
Since potential output corresponds to the
permanent component of output in the sys-
tem, the change in potential output growth
can be estimated using the vector of supply
shocks:
yt* = t + Sp1(L)ept (14)6
This is the level to which output reverts
when demand shocks and temporary supply
shocks die out. Consequently, the output gap
is defined as the part of output purely ex-
plained by transitory shocks.
2.1. Data and previous considerations
The estimation was done using the 1988Q4
–2008Q2 sample, and the data was taken from
international financial statistics of the Inter-
national Monetary Fund (IMF) and the Central
Bank of Uruguay.
5 Assuming a lower triangular matrix is the common proce-
dure in empirical analysis. However, the matrix can be as-
sumed to have a different representation, given the variables
of the model, provided that the hypothesis of demand shocks
having no permanent effect on output holds. 6 With t being the linear trend in the actual output series.
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A bivariate SVAR that exploits the relation-
ship between output growth and inflation is
applied.7 The aim when selecting the variables
in the model is to include as much information
as possible when identifying the structural
components of interest. However, introducing
several variables besides real GDP leads to a
rapid loss of degrees of freedom, given the
large number of parameters to be estimated.
Furthermore, this restriction becomes crucial
when the sample is small: the larger the num-
ber of variables, the more likely one is to select
insufficient lags, leading to systematic errors
in the estimation of the structural components
(DeSerres, Guay and St-Atmant, 1995).
Output is measured by real GDP and pre-
sented in a logarithmic scale based on the
Ermini-Hendry test and the Schwarz-Bayesian
criterion. The annually quarter inflation rate
was calculated based on CPI quarterly data.
Unit root tests were applied to the data so
as to determine integration order of the vari-
ables included in the model 8. The augmented
Dickey-Fuller and the Phillips and Perron Z
tests were performed. These tests fail to reject
the null hypothesis of unit root in levels of both
output and inflation, but do reject the null hy-
pothesis that a unit roots exists in their first dif-
ferences. Thus, both tests confirm the widely
accepted view of GDP and changes in prices be-
ing difference-stationary processes at conven-
tional levels of significance9. St Amant and
Norden (1997) note that inflation is better char-
acterized as being I(1), since assuming inflation
to be stationary would imply that it has to re-
turn to a constant mean, regardless the actions
of monetary authorities. On the contrary, if in-
flations' first difference is stationary, changes
in prices are allow to vary with factors such as
the monetary authorities’ preferences, the po-
litical environment, and the costs and benefits
of targeting a certain inflation rate.
The presence of unit roots in explanatory
variables can generate spurious regressions if
a VAR is estimated in levels; thus, in order to en-
sure a stationary system, the variables, real GDP
and inflation, should be includen in their first
differences. Nevertheless, stability is confirmed
given that all the eigen values lie inside the unit
circle.
7 A similar methodology is used by Scacciavillani and Swagel
(1999) and by the Central Bank of England for estimating po-
tential output.
8 This will determine whether a reduced-form representa-
tion in levels or in first differences is required.
Table 1. Selection order criteria
 Selection order criteria  
 Sample: 1990q3 2008q2 Number of obs = 68
 +—————————————————————————————————————+
 |lag | LL LR df p FPE AIC HQIC SBIC |
 |——+———————————————————————————————————|
 | 0 | 347.196 9.8e-08 -10.4605 -10.4343 -10.3941 |
 | 1 | 396.685 98.979 4 0.000 2.5e-08 -11.8389 -11.7603 -11.6399 |
 | 2 | 400.297 7.2234 4 0.125 2.5e-08 -11.8272 -11.6961 -11.495* |
 | 3 | 408.427 16.259 4 0.003 2.2e-08 -11.9523 -11.7688 -11.4878 |
 | 4 | 413.205 9.5562* 4 0.049 2.2e-08* -11.9759* -11.7399* -11.3787 |
 +—————————————————————————————————————+
 Endogenous: lrealgdp_growth deltainflation  
 Exogenous: cons
9 Notice that the decomposition of the logged GDP and the
consequent potential output estimation cannot be carried out
if the series was stationary.
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Figure 1: Impulse-response functions under SVAR estimation
10 To identify the structural disturbances driving the system
it is assumed that the impact of changes in the inflation rate
on changes in real output is zero in the long run.
A disadvantage of the SVAR methodology, is
the risk of obtaining a potential GDP series that
closely resembles the actual series if the corre-
lation between GDP and other variables con-
sidered is weak. Yet, in this case the correlation
coefficient between the variables is –45%.
Including a sufficient number of lags to
avoid serial correlation in the residuals is cru-
cial, as using a lag structure that is too parsi-
monious can significantly bias the estimation
of structural components (Clauss, 1999). The
optimal lag length was chosen based on the
Akaike (AIC), the Shwarz (SIC) and the Hannan-
Quinn (HQ) information criteria. The informa-
tion criteria do not coincide in the required lags
to avoid systematical errors. As a result, the
number of lags considered – four – was cho-
sen so that the estimated residuals verified the
multivariate white noise and normality tests,
as well as the lag exclusion test.
Once determined the optimal lag length
and imposed the identification restrictions on
the long-run multipliers for structural shocks,
the SVAR model is estimated.10 Notice that this
is possible because each shock is assumed to
have a permanent effect on at least one of the
variables and there are no co-integration rela-
tionships for the variables in the Xt vector
(Keating, 1992).
To investigate the plausibility of the identi-
fication scheme regarding the proposed model
for Uruguayan data, the impulse-response
function and the variance decomposition
analysis were considered.
For a coherent measurement of the poten-
tial output to result from the SVAR, the empiri-
cal founding should be such that a positive
supply shock leads to a permanent increase in
the level of GDP – i.e. a smaller output gap and
a fall in prices – while a positive demand shock
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11 The shocks were assumed to be uncorrelated, so the pro-
portion of output variance caused by the sum of both shocks
is always equal to 100% (Enders, 2004).
leads to higher prices and a higher level of out-
put that dissipates in approximately three
years. Thus, the asymptotic properties of the
impulse-response functions are consistent
with the intuition suggested by economic
theory and provide evidence that the shocks
affect the variables as theory predicts.
The variance decomposition presented in
Figure 2 indicates the relative importance of
the different shocks when considering alterna-
tive time horizons. Because of the restriction
that demand shocks have no permanent effect
on output, the proportion of output variance
explained by aggregate demand shocks is sig-
nificantly less than the variance explained by
supply shocks; the opposite is true for the
nominal side of the economy.11
2.2. Estimation of potential output
using the SVAR
Within the baseline bivariate SVAR model,
the development of real GDP growth can be de-
composed into the following components: (a)
the deterministic trend, (b) supply shocks, and
(c) demand or nominal shocks.
As derived from the theoretical framework,
the potential output series is given by the de-
terministic component of the model and the
impact of supply shocks. Thus, the potential
output growth can be estimated as:
yt* = t + Sp1(L)ept (15)
where ept is the vector of permanent shocks
affecting output, Sp1(L) the parameters that re-
flect the dynamics of such shocks and t the
deterministic trend of actual GDP.
In order to determine t, the following re-
gression was run, and four significant structural
breaks were found.
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The results suggest the presence of three
breaks in the trend: one in 1991Q1, another in
1999Q1 and the third in 2003Q1. With respect
to level breaks, only the break in 2002Q1 seems
to be significant.
Given the estimated trend and correspond-
ing breaks, the potential output series for the
Uruguayan economy can be constructed by
adding the structural shocks derived from the
SVAR estimation.
Table 2. Deterministic trend of real GDP
Dependent variable: LRGDP
Sample: 1988Q1–2008Q2
Variable Coefficient Std. error t-Statistic Prob.
Trend 0.003073 0.000148 20.70059 0.0000
T91Q1 0.001199 0.000206 5.821765 0.0000
T99Q1 –0.00144 0.000568 –2.536337 0.0134
T03Q1 0.004082 0.000856 4.77001 0.0000
D02Q1 –0.085032 0.006818 –12.47117 0.0000
C 4.703612 0.003885 1210.742 0.0000
R-squared 0.943351 Mean dependent var 4.8114
Adjusted R-squared 0.939305 S.D. dependent var 0.0560
S.E. of regression 0.013786 Akaike info criterion –5.6546
Sum squared resid 0.013304 Schwarz criterion –5.4706
Log likelihood 220.876 F-statistic 233.1366
Durbin-Watson stat 1.223826 Prob(F-statistic) 0.0000
Within this framework, the output gap is
given by the fraction of GDP movements ex-
plained by nominal shocks. Its estimation can
be done either directly through the estimated
shocks with a temporary effect on output or
simply by the difference between actual GDP
and potential output, both expressed in loga-
rithmic form.
Figure 3 plots actual output and the esti-
mate of potential output from the SVAR estima-
Figure 3. Potential output, SVAR estimation, 1990–2007
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tion, and Figure 4 presents the corresponding
output gap.
The estimated potential output – which in
the VAR model is associated with productivity
shocks – shows a productivity growth during
the early and mid-1990s. This is followed by a
subsequent leveling off until 2002. Finally, from
2004 the graph suggests a productivity surge.
The output gap graph shows a similar be-
havior to the gap resulting from the production
function estimation (Theoduloz, 2006). As be-
fore, the negative gap widens in 2001, but in this
case, the minimum is reached in the second
quarter of 2002 instead of the last quarter and
is not as deep as before.12 Nevertheless, a break
in the potential growth of the economy is also
observed. The estimates of the SVAR model sug-
gest that for the last three to four years the Uru-
guayan economy has been functioning mostly
in excess of demand. The inability of productive
capacity to meet demand has increased infla-
tionary pressures, but these are less pronounced
12 The production function estimates a minimum of -15%,
while the SVAR estimate is -11%.
Figure 4. Output gap, SVAR estimation, 1990–2007
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than the pressures experienced in the early and
late 1990s.
According to Chagny and Dopke (2001),
the most striking advantage of the SVAR meth-
odology is that it provides a strong critique
of univariate detrending methods. The dis-
tinction made between nominal shocks af-
fecting the output gap and supply shocks
impacting on the potential output clarifies
why univariate methods may be misleading.
As Chagny and Dopke mention, univariate fil-
ters will take any positive supply shock hitting
an economy as an increase in the output gap
rather than as a change in the potential out-
put. However, this is not in line with economic
reasoning since, by definition, supply shocks
should not affect the output gap. Such an ar-
gument is illustrated in Figure 4, where the
output gap calculated under a simple deter-
ministic trend is compared with the SVAR gap
obtained taking into account both supply and
demand shocks.
The deterministic trend interprets the in-
crease in production at the beginning of the
1990s as a demand shock. Thus, it indicates se-
rious inflationary pressures, while the SVAR ap-
proach gives supply shocks a much more sig-
nificant role, resulting in a smoother output gap.
Furthermore, Baxter and King (1995) argue
that univariate filters such as the Hodrick-
Prescott (HP) filter become inaccurate at the
beginning and end of the samples. For this rea-
son, discarding three years of quarterly data at
both ends of the sample is usually recom-
mended. Obviously, this is a serious limitation
to policymakers aiming to estimate the current
level of output gap and detect inflationary
threats.
3. Testing the gap model
In this last section the focus is on evaluat-
ing whether the three previously calculated
output gaps (production function, HP filter and
SVAR) are good indicators of inflationary pres-
sures for the Uruguayan economy.
It is widely accepted that inflation is closely
related to the pace of economic activity; none-
theless, further analysis is necessary in order
to determine the actual link between these
variables. Following Coe and McDermontt
(1997) and Claus (2000), two simple versions
of the “gap model” are estimated. Firstly, the
change in inflation is related to the level of the
output gap. Under this specification, inflation
is expected to rise if the level of real GDP ex-
ceeds the productive capacity of the economy
over time, i.e. if the output gap is positive for
long periods. Logically, inflation will be ex-
pected to fall if the gap is negative and remain
stable if the gap is zero. The second version of
the model relates the change in inflation to the
change in the output gap, implying that the
level of inflation will tend to remain stable as
long as the level of the gap remains un-
changed. There are two reasons why the
change in inflation is considered instead of the
level: (a) the null hypothesis of unit root in the
level was not rejected and (b) it was convenient
to remove mean shifts in inflation due to the
presence of both high inflation and price sta-
bility regimes.
As Coe and McDermont (1997) argue, the
gap model has proven to be a useful tool for
policy analysis due to the impact of economic
policies on the output gap; i.e. while structural
policies will generally affect potential output,
monetary and fiscal policies will affect actual
GDP. Although inflation will depend on other
factors such as changes in import prices, indi-
rect taxation, inflation expectations, labour
market policies and/or wage formation, output
and unemployment gap remain at the centre
of almost all inflation models.13
The three different measures of output gap
exhibit a trajectory inverse to that exhibited by
inflation rate. Thus, the results suggest a nega-
tive relationship between the variables in
stages of both growth and recession. Particu-
13 See, for example, Masson, Symansky and Meredith (1990)
and Chadha, Masson and Meredith (1992).
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larly, in periods of high inflation, the output gap
and prices have a symmetrically opposite be-
havior. This is even more evident after the cur-
rency devaluation of 2002 when the significant
negative output gap, explained by the magni-
tude of the recession, led to significant infla-
tionary pressures.
The visual evidence of a relationship be-
tween inflation and the estimated output gaps
can be assessed by testing the two simple
models mentioned previously.
Properties of time series analyzed were ex-
amined so as to determine the order of inte-
gration of the included variables.14 The results
suggest that the null hypothesis of a unit root
in the level of output gap can be rejected for
the three alternative measures and that annual
inflation is a difference-stationary process at
conventional levels of significance.
Following Coe and McDermott (1997) and
Claus (2000), the first specification of the gap
model is defined as:
Model 1:
tkt
p
ok
kt GAP 111   

  (16)
where t  is the annual logarithmic difference
of the consumer price index, GAPt the logarith-
mic difference between actual and potential
output, t the stochastic disturbance term and
“the first difference operator. To avoid impos-
ing the constraint that the non-inflationary
level of the output gap is exactly zero, a con-
stant, á1, is included.
This simplified model is derived from an
inflation-expectations-augmented Phillips
curve with adaptive expectations:
 (17)
where et is inflation expectation at time t and
with et = t–1 due to the adaptive expectation
assumption. Such an assumption allows us to
focus on the role of the output gap as a deter-
minant of changes in inflation and interpret the
gap coefficients as semi-elasticities.
14 The augmented Dickey-Fuller (1984) and the Phillips-Per-
ron Zá statistic tests were performed. The results can be found
in Appendix I.
Figure 6. Inflation rate and output gaps
PF = production function; HP: Hodrick-Prescott Filter
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Note that under an inflation-targeting re-
gime the main issue is not the level of infla-
tion itself, but whether the inflation rate is
above or below its target. As Claus (2000)
states, if the inflation regime is credible, the
mean of the inflation rate will coincide with
the target, the first difference will approxi-
mate deviations of inflation from the target,
and thus inflation expectations will coincide
with the targeted rate.
Model 2 relates the change in inflation to
the change in the output gap, which makes it
a special case of model 1. The change version
of the gap model can be represented by the
following equation:
Model 2:
(18)
The main difference between the models
relies on the constraints imposed by the latter:
(i) coefficients of the level of the considered
gaps should alternate in sign, and (ii) the pairs
10 and 11, 12 and 13, and so on should total
zero15.
Using the Akaike (1973) and the Schwarz
(1978) information criteria, the preferred lag
length was determined. For both models and
the three output gap measures, the optimal lag
length was found to be 6, with the exception
of model 2 under the SVAR, where the lags were
set equal to 516.
To evaluate the models and determine
whether the output gaps are a significant
determinant of inflation or not, F-tests that the
ik for i = 1,2 are jointly significantly different
from zero were performed, as well as the
following diagnostic tests on the regressions
residuals: (i) a test for normality based on a
Lagrange multiplier test for joint skewness and
kurtosis proposed by Jarque and Bera (1980),
(ii) the White test (1980) and the modified
Breusch and Pagan test (1979) for homo-
skedastic errors, and (iii) a Lagrange multiplier
test for serial correlation.17
The F-tests indicate that both the level and
the change of all three output gaps are a sig-
nificant determinant of the change in inflation.
More precisely, the level of the gap – model 1 –
explains between 20–32% of the total variance
in inflationary pressures over the sample period.
From the results of model 2, it appears that in-
cluding the first difference of output gaps in-
creases the percentage of the HP gap from 31%
to 34%, but it remains almost unchanged for the
production function and SVAR gaps.
The levels of the alternative output gaps
have a significant impact on the change in in-
flation: the sum of the  coefficients is positive
– though close to zero – and they alternate in
sign, although less than for the SVAR gap.18
Overall, results suggest that the three measures
of the output gap appear to be good indica-
tors of inflationary pressures when considered
in terms of levels.
Based on the results presented in Table 3,
the production function exhibits the lowest
root mean square, followed by the SVAR gap;
i.e. model 1’s performance is best when the gap
considered is estimated using the production
function approach. This is also true when the
change in output gap is introduced in the
regression instead of the level. However, the
15 Notice that model 1 also allows both the level and the change
in output gap to affect inflation. In such a case, some of the â
coefficients would be negative, though their sum would be
positive.
16 An F-test, which tests the included lagged terms for sig-
nificance at the 10% level, was also considered so as to con-
firm the lag-length selection.
17 The LM test indicates that the null hypothesis of no serial
correlation is rejected at conventional levels of significance
for most of the equations. Claus (2000) also rejects the null
hypothesis for all eight equations. The results are presented
in Appendix II.
18 The fact that the estimated coefficients are all positive sug-
gests that the change in inflation is more related to the level
than the change in the output gap. On the contrary, when
the coefficients alternate in sign, but their sum is positive, it
implies that both the level of and the change in the gaps may
be relevant.
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estimation results with the constraint implied
by model 2 suggest that the alternative speci-
fication may work slightly better than model
1.19 This is confirmed by the number of times
that the output gap correctly predicts, in-
sample, the direction of the inflationary pres-
sures. The level of the output gap predicts
whether inflation is accelerating or decelerat-
ing 71% of the time. On the other hand – ex-
cept when using the HP filter, where the figure
remains the same – the percentage increases
to 76% when the change in inflation is consid-
ered. Despite the high percentage achieved, it
should be taken into account that this test tend
to be “naïve” in the sense that it does not dis-
tinguish whether the forecast was slightly
wrong or completely misleading.
The residual diagnostic tests suggest that
the gap model may be oversimplified if only
the inflation and the estimated gaps are
included, yet there is no evidence suggesting
a significant specification error.20 Based on the
results summarized in Appendix II, the Jarque
and Bera tests suggest that residuals under the
SVAR estimation are not normally distributed
and the null hypotheses of homoskedastic
errors are rejected for some of the equations.21
This finding is consistent with Claus (2000).
Figure 7 (a) and 7 (b) plots the actual and
in-sample predicted change in inflation given
the three alternative estimations. In line with
Claus (2000), annual averages are plotted,
despite the fact that the estimation was done
using quarterly data. The reason is not only
for ease of illustration, but also the persistence
of the output gap makes the series in annual
frequency a better indicator of inflationary
pressures.22
Figure 7 (a) presents the results from model
1, where the contemporaneous and lagged gaps
in levels were considered for the forecast. Figure
7 (b) plots the results from model 2, which uses
changes in the gap as explanatory variables.
Regardless of some exceptions, the plots
indicate that the actual and predicted infla-
tion tend to move in the same direction for
Table 3. Forecast evaluation
Hodrick-Prescott Production Function SVAR
Model 1
Root Mean Squared Error 0.0106 0.0097 0.0097
Theil Inequality Coeff 0.5339 0.4614 0.4629
 Bias Proportion 0.0000 0.0000 0.0000
 Variance Proportion 0.3906 0.2755 0.2776
 Covariance Proportion 0.6094 0.7245 0.7224
Model 2
Root Mean Squared Error 0.0108 0.0093 0.0095
Theil Inequality Coeff 0.5342 0.4503 0.4628
• Bias Proportion 0.0000 0.0000 0.0000
• Variance Proportion 0.3912 0.2542 0.2703
• Covariance Proportion 0.6088 0.7458 0.7297
21 Under the SVAR estimation, the recession of 2002 is con-
sidered an outlier. This is the reason why the null hypothesis
of normal distribution is rejected; otherwise it would not be
the case.
22 Notice, however, that annual output gap calculated as the
average of quarterly measures allows one to incorporate new
information as soon as it is available and so tends to be more
accurate.
19 Such a conclusion is in line with Claus (2000) and Coe and
McDermott (1997).
20 Residuals form the equations are essentially white noises.
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Figure 7 (b). Gap model 2, 1991-2007
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Figure 7 (a). Gap model 1, 1991-2007
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all the alternative gap estimations. Thus, these
findings confirm that the overall output gap
constitutes a good indicator of inflationary
pressures.
For 2000, the three versions of model 1
failed to identify the increasing inflationary
pressures; i.e. the model predicts a drop in in-
flation, while actual inflation increased. In 1995
the predicted and actual inflation go in oppo-
site directions, except for the SVAR estimation;
something similar occurs in 2001, but in this
case both the production function and the SVAR
estimates of the output gap are the exceptions.
Given that the residual tests suggest that
the gap model may be oversimplified, two new
specifications were analyzed. Following Coe
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and McDermott (1996), the gap model is ex-
tended to allow money supply and the terms
of trade to affect the change in inflation. While
the direct link between terms of trade and in-
flation may be clearer, in most inflation mod-
els the money supply seems to have no direct
impact on inflation. Nevertheless, given that
the gap model includes the output gap, an in-
direct effect of money supply over inflation –
through its impact on the inflation expecta-
tions – could be present. The effects of these
new explanatory variables were analyzed us-
ing two additional models.
The third model incorporates the real
money gap; i.e.
 (19)
where the real money gap is measured as the
log difference of the real money supply and the
HP filtered series. For the lag length selection,
the same procedures were applied, but with
the only constraint that both the output and
the real money gap should enter with the same
number of lags.
Finally, model 3 was extended by including
the percentage change in the terms of trade.23
Thus, model 4 is given by equation (20):
 (20)
Notice that by including a variable reflect-
ing the quarterly growth rate of the terms of
trade, we allow commodity shocks and ex-
change rate changes to have a direct effect on
inflation.24
Results for models 3 and 4 are presented in
Appendix III. The new specifications explain
more than one third of the variance of the
change in inflation, and the residual diagnos-
tic tests indicate that models 3 and 4 work
slightly better than models 1 and 2. Further-
more, both models correctly predict the direc-
tion in the change of the inflation rate 82% of
the time.
Figures 8 (a) and 8 (b) present the actual
and predicted change in inflation under the
new specifications. As before, although the es-
timated gap models do a rather good job pre-
dicting inflation, it should be taken into ac-
count that other factors such as import prices,
taxes and random shocks may be as impor-
tant as the actual output gap. Naturally, the
richer the model, the better its ability to pre-
dict will be.
As Claus (1999) argue, the fact that the out-
put gap seems to explain the inflation within
sample does not necessarily mean that it will
be a useful tool for real-time forecasting. In or-
der to assess the prediction performance out-
side the sample, a VAR model was estimated in-
cluding both the change in inflation and the
output gaps. Thus, the change in inflation will
be allowed to depend on past realisations of
the output gap as well as on its own past real-
izations; so will the output gaps.25
Following Claus (1999) the reduced-form
VAR is given by equation (21):
24 Given the fact that Uruguay is a highly dollarized economy
and that its exports are mainly commodities, model 4 can be
expected to perform better in capturing the behavior of the
inflation rate. Furthermore, CINVE’s analysis of the evolution
of prices in Uruguay concluded that one of the main reasons
for the increase was the international inflationary pressures
related to commodity prices.
25 The money supply and the terms of trade were not con-
sidered in the out-of-sample forecast so as to avoid introduc-
ing noise in the estimation.
23 The series is constructed as the ratio between the price
indexes used by the central bank when deflating the exports
and imports in the national accounts. Given that the deflat-
ing series of services is not available for the entire sample,
the terms of trade series is restricted only to goods.
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 (21)
where Xit, – a covariance stationary process –
represents both models, i.e. X1t = [t, output
gapt]’ and X2t = [t, output gapt]’, itis a vec-
tor of random disturbances and (L) is a poly-
nomial lag operator.26
The VAR model is first examined by the in-
sample results. The F-tests show that the coef-
ficients on the output gap are jointly signifi-
cantly different from zero, which confirms the
previous conclusion of the output gap being a
significant determinant of inflation. In line with
Clause (1990)’s findings, the R2 for the inflation
equation in the VAR – regardless of the gap con-
sidered – is higher than for the single equation
estimation and the magnitude of the error is
smaller. Hence, it suggests that past changes
in inflation are also an important determinant
Figure 8 (b). Gap model 4, 1991-2007
Figure 8 (a). Gap model 3, 1991-2007
26 The number of lags in this case was set equal to 5 for both
models and for the three alternative output gap measures.
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of current inflation. Despite the promising re-
sults and the fact that the VAR estimation seems
to work better, the diagnostic tests still detect
some mis-specification. Therefore, it should be
taken into account that past inflation and the
output gap alone may not completely explain
the inflationary pressures in the Uruguayan
economy.
Given that the variance decomposition of
the change in inflation is defined as the per-
centage of the in-sample forecast error that is
accounted for the output gap at different hori-
zons, it can be a significant source of informa-
tion about the relative influence of the output
gap. Thus, if a large fraction of the variance of
the change in inflation is explained by innova-
tions in the output gap, it can be concluded
that the output gap is an important factor
when explaining inflationary pressures.
Table 4 show the variance decomposition
as a percentage of the variance in the forecast
error of the change in inflation that can be at-
tributed to an innovation in the alternative
measures of the output gap. The forecast hori-
zon is set at 20 quarters and the results indi-
cate that approximately between 15% and 40%
of the variance in the change of inflation can
be explained by the level of output gap. No-
tice that for all three gaps, the levels seem to
explain a larger fraction of the forecast variance
of the change in inflation rather than their first
differences.27
To evaluate the usefulness of the gap model
for forecasting in real time, a time varying coef-
ficient approach was applied over a period of
13 years or 52 quarters. The forecasting perfor-
mance of the model focuses on the last five years
and the analysis was done for one and four quar-
ters ahead. The technique implies a rolling
sample where the forecasts were initially esti-
mated for the period 1990Q1–2002Q4. The co-
efficients estimated for such a sub-sample were
then used to forecast the change in inflation and
the output gap one quarter ahead, which were
used again to predict the following quarter and
so on up to four quarters, if that was the case.
Once the forecasts were obtained, the model
was rolled forward one quarter, re-estimated,
and the change in inflation and the output gap
were forecasted four quarters ahead following
the same procedure; the process was then re-
peated until the last observation. The one quar-
ter ahead forecast was obtained analogously28.
The out-of-sample forecast performances
for both models 1 and 2 are illustrated in Fig-
ure 9 29.
Once more, the results suggest that the
output gap is a good indicator of the infla-
tionary pressures, and, as a result, it seems
to provide a useful signal for monetary au-
thorities.
Table 4. Variance decomposition of the change in inflation (% of forecast variance
explained by innovations in the output gap 20 quarters ahead)
Output gaps Model 1 Model 2
HP filter 43 25
Production function 35 21
SVAR 20 15
27 The higher figure under the HP filter can be explained by
the inherent volatility of the resulting output gap, given the
way this filter is calculated.
28 See Claus et al. for a forecast for six and eight quarters
ahead and a detailed explanation of the process.
29 As before, the frequency considered for the estimation is
quarterly data, but the results are presented in annual aver-
ages. The different bars correspond to the actual change in
inflation and the change predicted by the HP filter, produc-
tion function and SVAR gaps, respectively.
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Figure 9. Actual and out-of-sample forecast
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Table 5. Out-of-sample forecasts of inflationary pressures
(number of times correctly predicted in %)
One quarter ahead Model 1 Model 2
HP filter 80 70
Production function 90 65
SVAR 80 75
Four quarters ahead Model 1 Model 2
HP filter 50 35
Production function 60 35
SVAR 55 50
As before, Table 5 shows the percentage of
occasions when the output gap correctly pre-
dicts the change in inflation, but in this case in
an out-of-sample forecast and only for the pe-
riod 2003Q1–2007Q4.
In both models, actual and forecast inflation
tend to move in the same direction. Nonethe-
less, based on the number of times the models
correctly predict the change in inflation, the
level of output gap – model 1 – appears to be a
116 CUADERNO DE ECONOMÍA • 4
–1,5
–1,0
–0,5
0
0,5
1,0
1,5
2,0
2,5
–1,5
–1,0
–0,5
0
0,5
1,0
2003 2004 2005 2006 2007 2008 Q1
2003 2004 2005 2006 2007 2008 Q1 2008 Q2
Model 2 - One quarter ahead  
Model 2 - Four quarters ahead
Actual change in inflation Hodrick-Prescott
Production Function SVAR
Actual change in inflation Hodrick-Prescott
Production Function SVAR
better predictor of the accelerating or deceler-
ating behaviour of prices. Naturally, the out-of-
sample forecast performance deteriorates as the
forecasting horizon is extended. More precisely,
when the output gap is positive four times out
of five, inflation will increase in the next quarter
and three times out of five in the next year. The
inverse is true for a negative gap and a decreas-
ing inflation rate.
4. Conclusions
Given the sharp decline and abrupt recov-
ery of Uruguay’s GDP in the last few years, three
alternative measures of output gap were ana-
lyzed in order to gauge the extent to which the
economy is performing at below or above po-
tential. The production function approach and
the Hodrick-Prescott filter were updated from
a previous work (Theoduloz, 2006) and a SVAR
estimation was included. The first goal is to
provide evidence on whether GDP changes are
mainly cyclical shortfalls or structural shifts to-
wards a new growth path.
Despite the theoretical and empirical diver-
gence among the different approaches, the
three output gaps share similar increasing and
decreasing patterns, which explain the ob-
served high level of correlation.
The second goal, – covered in the last sec-
tion of the paper –, is to evaluate whether the
output gaps, given the inevitable underlying
uncertainty, are still a useful indicator of infla-
tionary pressures in Uruguay. Following Coe
and McDermontt (1996) and Claus (2000), two
simple versions of the “gap model” were esti-
mated. Firstly, the change in inflation was re-
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lated to the level of the three measures of out-
put gap. Under this specification, inflation is ex-
pected to rise if the level of real GDP exceeds
the productive capacity of the economy over
time; logically, inflation will be expected to fall
if the gap is negative and remain stable if the
gap is zero. The second version of the model
related the change in inflation to the change
in the output gap, which implies that the level
of inflation will tend to remain stable as long
as the level of the gap remains unchanged. In
an attempt to extend the analysis and given
the characteristics of the Uruguayan economy,
the gap model was extended to allow money
supply and the terms of trade to affect the
change in inflation. Overall, the results suggest
that the output gap, however measured, pro-
vides a good signal of inflationary threats to
the monetary authorities. More precisely, when
the output gap is positive (negative) four times
out of five, inflation will increase (or decrease)
in the next quarter and three times out of five
in the next year.
Finally, a series of conclusions can be ex-
tracted from the previous results: (i) accelerat-
ing prices are, in general, an indication that the
economy is overheating, (ii) reducing inflation
generally requires implementing restrictive
macroeconomic policies that temporarily re-
duce the growth of real output, and (iii) infla-
tion does not only depend on the output gap,
but also on factors such as changes in indirect
taxes, exchange rates shifts, commodity price
shocks, import prices, labour market policies
and institutions that affect wages formation.
Thus, while estimates of output gap were
found to be good indicators of inflationary
pressures, they should be analyzed together
with other indicators when it comes to practi-
cal policy implementation30.
30 The improvement in the forecasting performance of more
sophisticated models opens a new window for future re-
search.
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Appendix I. Tests for integration
Variables Augmented Dickey-Fuller  Phillips-Perron Z test
 no trend trend no trend trend
Inflation –2.18 (12) –1.05 (12) –1.54 –1.25
inflation –1.95 (11) ** –3.18 (11) * –4.11 *** –4.23 ***
Output gap HP –2.55 (11) **  –2.88 ***  
Output gap Production Function –2.15 (11) **  –2.83 ***  
Output gap SVAR –2.33 (11) **  –2.94 ***  
Real Money Gap c. –2.82 (11) ***  –3.10 ***  
Terms of trade c. –2.43 (12) ***  –10.91 ***  
*** H0 of a unit root is rejected at the 1% level.
** H0 of a unit root is rejected at the 5% level.
* H0 of a unit root is rejected at the 10 % level.
a. All the test regressions include a constant.
b. A lag-length selection is used that tests the included lagged terms for significance at the 10 percent level.
The initial number of lags is set to equal to three times the seasonal frequency, 12.
c. These variables are included when the models are extended.
Appendix II. Testing the Gap Model: Model 1 and Model 2
Output Gaps Lag length Gap F-test R-squared Test for Test for
Coefficients normality homos-
cedastic
errors
Sum   Sign
Model 1
Hodrick–Prescott 6 0.07 –++++–+ 3.71 *** 0.31 1.704 3.67 *
Production Function 6 0.14 –++++–+ 3.92 *** 0.34 1.887 5.32 ***
SVAR 6 0.00 –+–+–++ 1.83 ** 0.20 12.02 *** 1.94 *
Model  2
Hodrick–Prescott 6 0.73 –++–+–– 4.14 *** 0.34 1.07 3.28 *
Production Function 6 0.57 ++–++–+ 3.73 *** 0.33 1.67 3.99 **
SVAR 5 0.62 –++++– 2.18 ** 0.21 14.91  ** 1.28
*** Ho is rejected at the 1 percent level.
** Ho is rejected at the 5 percent level.
* Ho is rejected at the 10 percent level.
a. The lag length was determined using the Schwarz (1987) information criterion and an F–test that tests the included
lagged terms for significance.
The maximum number of lags was set equal to the double seasonal frequency, ie 8.
b. Ho: the gap variables jointly have no effect on the change in inflation.
c. The test for normality is based on a LM test for joint Skewness and kurtosis proposed by Jarque and Bera (1980).
d. The null hypothesis of a linear model with homoskedastic errors was tested using the White test (1980) and Breush
and Pagan test (1979).
Note: LM test suggest that the null hypothesis of no serial correlation is rejected at conventional levels of significance
for most of the equations.
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