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ABSTRACT 
Let T(w) = awb, where a, b, w E A, the bounded linear operators on a Hilbert 
space. We settle an open question of Redheffer and Redlinger by showing that the 
spectral radius of T may be 1 even though ,YTk(w) converges for every w E A. 
Let a, b, w E A, an associative ring. Then C;akwbk is a formal solution to 
x - axb = w. If the series has only finitely many nonzero terms, this formal 
solution is an element of A; if there are infinitely many nonzero terms, some 
notion of convergence in A is needed for the series to represent an element 
of A. 
If A is an algebra over the complex numbers C (an algebra over the reals 
R may be complexified) and w is an eigenvector of the linear operator 
T(x) = axb with eigenvalue p, then the formal solution becomes C/.L~W. 
According to standard notions of convergence, this sum will converge if and 
only if I/..L~ < 1. There is an important case in which convergence of the 
formal solution for one w, which need not even be an eigenvector, implies 
both convergence for every w in A and that every p in the spectrum of T, 
not just the eigenvalues, satisfies 1~1 < 1, i.e., that r(T), the spectral radius of 
T, is less than 1. 
THEOREM 1. Let A be a Be-algebra, and let a = b*. Zf the f-1 
solution converges fm one positive and invertible w, then r(T) < 1. 
Since B*-algebras “consist” of bounded linear operators on a Hilbert 
space [6], this theorem is a portion of Theorem 4.1 of [2], which is an 
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infinite-dimensional form of Stein’s theorem. The converse of Theorem 1 is a 
corollary of a well-known, easy to prove, general theorem, which does not 
assume that a = b*: 
THEOREM 2. Let A be a Banach algebra. If r(T) < 1, then fw each w in 
A the f-1 solution converges. 
Proof. In place of the usual proof, we argue that lim IITklll’k = r(T) < 1 
implies that I(T k II approaches 0. So T k w -+ 0 and we may invoke: 
LEMMA 1 (Cf. [3, Remark 6 ff.]). Let A be a complete topological 
algebra. Let S : A + A be linear and let w E A. Suppose (I - S)- ’ exists and 
is continuous. Then CSkw converges if and only if Sk w + 0. 
Proof. Let t, denote the nth partial sum. Skw = tk+l - tk, so “only if’ 
follows. Conversely, C4,Skw = (I - S)-‘(Spw - Sq+‘w). So Skw -+ 0 implies 
t,, t,, . . . is Cauchy. n 
The behavior of x - b*rb = w described in Theorem 1 is not typical of 
x - axb = w. In general there does not exist any w such that convergence of 
the formal solution at w implies that r(T) < 1. In fact, if w is any element 
of A, the B*-algebra of 2-by-2 complex matrices, there exist nonzero a and b 
in A such that awb = 0 (so convergence for this w is assured) and such that 
r(T) is arbitrarily large (replace a by a large scalar multiple of a if 
necessary). 
We shall show that if the formal solution converges for enough w’s, then 
r(T) < 1, and that this inequality may not be improved to r(T) < 1 when 
dim(A) = 03. [That r(T) < 1 if dim(A) < 03 follows from our remark about the 
modulus of the eigenvalues of T.] This will settle an open question posed in 
[5]. First we observe that the method of Ch. Schmoeger and H. ID. Wacker in 
Theorem 9 of [5] proves a bit more than stated there. 
THEOREM 3. Let A be a Banach algebra. Zf the formal solution con- 
verges for every w in W, a dense G,, then it converges for every w in A, and 
r(T) < 1. 
Proof. By Lemma 1, Tkw -+ 0 for every w in W, so the uniform- 
boundedness principle implies that the sequence llTkll is bounded, say by M. 
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Hence r(T) < lim M’lk gl.GivenanyxinAande>O,selectwinWso 
that 2Mllx - wI( <e, and then pick k so that 211Tkwll <e. Then 
llTkxll < II Tk( x - w) (I + llTkwll < e, 
so Tkx -+ 0. m 
EXAMPLE. Let a, b, w be bounded linear operators on the Hilbert space 
of square summable sequences. We shall view each sequence x as a column 
vector [x1 x2 . * * IT, and a, b,w as infinite matrices. Put a, = -1+(1/n), 
and set 
a=diag(a,,a,,...), b=diag(l,O,O ,... ). 
Let u=[u, D2 . * * ]r denote the first column of w. By [4] the spectrum of T 
is 
(aT:oEspec(a)=(-l,u,,u,,... } and ~~spec(b) ={O,~}}C[-l,O]. 
It follows that r(T) = 1 and (I - T)- ’ is a bounded operator. Hence Lemma 
1 says that the formal solution Cukwbk will exist if ukwbk + 0 in the 
operator-norm topology. Suppose llxlla = (CIX~)~)‘/~ = 1. Then 
Ilakwbkxll~ = Ilx,ukvll; Q c I( un)ktJ”(Z. 
Since Ku,Jkv,12 < IV,]’ and the sequence 1~~1 is summable, we may calcu- 
late the limit as k +Q) by the dominated-convergence theorem: 
lim Ilukwbkl12 < lim C ((u,)‘u,(‘- C liml(u,)ku,IZ = 0. 
Thus the formal solution converges for every w although r(T) = 1. 
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