It has been shown by Judd and Smith that it is impossible to determine the state of a nonlinear dynamical system from noisy observations of the system, even with perfect knowledge of the system dynamics and unlimited prior observation. There is always a set of states indistinguishable from the true state. However, a new, simple method to assimilate data into a model and estimate the state is suggested. This method is related to a dynamical systems approach to nonlinear filtering, that is, the use of shadowing trajectories in nonlinear noise reduction. In this paper the performance of this new method of state estimation is compared with that of the extended Kalman filter. It is found that the new method performs better, largely owing to it taking into account the nonlinearity of the system.
Introduction
The purpose of this paper is to present a new method of state estimate for nonlinear systems. The ultimate goal, or canonical problem, that we have in mind is short and medium range weather forecasting, but the techniques we describe are applicable to forecasting any nonlinear system. Therefore, it is probably useful to provide some brief introduction relevant to both contexts, although the former is the chief concern.
Typically forecasting proceeds by assimilating on-going observations into a forecasting model, then integrating or evolving the model (in the mathematical sense) to obtain a forecast. There are many operational details involved, but the mathematical principle is simple, first estimate the state (initial conditions) of E-mail address: kevin@maths.uwa.edu.au (K. Judd).
the equations of motion (the model of the dynamical system), then integrate forward the solution from this initial condition to obtain a forecast. When the equations of motion that describe the system are known and are either deterministic and perfectly accurate or stochastic with known distribution of perturbations, then, the key to the problem is the accurate estimation of state given observations.
In recent years a number of techniques have been developed that can reliably reconstruct nonlinear dynamics from time series, for example, models based on locally linear or polynomial functions, neural nets, radial basis functions, cylindrical basis functions in combination with information theoretical and statistical techniques such as minimum description length and cross validation. A simple and often unappreciated fact is that when these reconstructions are used for forecasting one should not simply use the last (embedded) observations to initialize the forecast, but rather one should use the entire history of observations to estimate the state of the model.
State estimation is a well-established technique in control theory, signal processing and operational weather forecasting. For linear systems there is the well-established theory of Kalman filters that obtain optimal estimates of state from observations [1, 5, 14] . For nonlinear systems the situation is much less clear. The extended Kalman filter is a natural extension of the linear theory to the nonlinear domain through local linearization [8, 22] . Within the engineering literature there are many other alternatives to the extended Kalman filter, but these are either tied to particular classes of system or, given the scale of the canonical problem we have in mind, these methods could not be practically implemented. The extended Kalman filter, however, is a feasible method and is considered a contender for operational weather forecasting [2, 6, 8, 12, 20] . However, an anticipated failing of the extended Kalman filter in the context of the canonical problem is that it involves local linear approximation [6, 20] .
In this paper we present an alternative state estimation procedure that takes into account nonlinearity and is simple enough to be feasible. Furthermore, it is not limited to weather forecasting as it should be applicable wherever state estimation is required for a system whose nonlinearity is significant relative to the uncertainty of the state.
The alternative method presented here was proposed by Judd and Smith [15] . The method has precursors in shadowing methods of nonlinear filtering, also called nonlinear noise reduction [3, 4, 9, 11, [17] [18] [19] 21] . Judd and Smith stress the importance of these shadowing methods in state estimation and provide theory and evidence of its near optimal performance [15, 16, 21] . For the purposes of this paper the new method for estimating state will be called a gradient descent filter. The main aim of this paper is to compare the performance of the gradient descent filter with that of the widely used extended Kalman filter.
We consider a dynamical system f with state x and a nonlinear observer g which provides observations y of x, that is,
where
, and P and Q are covariance matrices of the independent dynamical and observational noise sources. To avoid unnecessary complexity we will eventually assume the entire state is observable, that is, g(x) = x. This paper can be read without detailed knowledge of the theory developed in Judd and Smith [15, 16] , however, to supply some background and context this paragraph briefly summarizes its results. It was shown that even if the system (1) is deterministic (η t = 0) with complete observability (g(x) = x), the observation errors τ prevent accurate determination of a state x t given any number of prior observations y τ , τ ≤ t. That is, given the observations there exists for any state x a set of states, H(x) that are indistinguishable from the state x. In the deterministic system, H(x) is a subset of the unstable set of the state x. Whether one can distinguish a particular state x from the true state x depends on the past observations, and for each state x ∈ H(x) one can calculate the probability that x cannot be distinguished from x given an infinite sequence of prior observations, that is, there is a probability distribution on H(x). Judd and Smith [15] also show that for any particular state x the set of indistinguishable states H(x) and the distribution defined on it can be easily estimated. The set of indistinguishable states H(x) and the distribution defined on it, play an important role in forecasting and control of nonlinear systems. For example, when the Kalman filter is used to estimate the state of a linear system, it also provides an estimate of a covariance matrix, which specifies the uncertainty of the state estimate. When the gradient descent filter is applied to a nonlinear system, the set of indistinguishable states H(x) and the distribution defined on it, plays a role equivalent to the covariance matrix in the Kalman filter. However, instead of specifying an elliptical Gaussian "cloud" of uncertainty about the estimated state, H(x) identifies a cloud that is more like a flatten cloud which is also bent, twisted and folded. The nature of H(x) is illustrated later with Fig. 2 
(b).
In this paper we first describe the extended Kalman filter and gradient descent filter, then compare their performance on a nonlinear system. It will be seen that the quality of the state estimates of the extended Kalman filter degrade rapidly once the noise level becomes significant relative to the nonlinearity of the system, because this filter relies on local linearity. On the other hand, the gradient descent filter continues to perform close to theoretical limits even when the observational noise is comparable with the size of the attractor.
The extended Kalman filter
The extended Kalman filter provides an estimatex t of the true state x t , given the observations y τ , τ ≤ t [1] . The method also provides an estimate Σ t of the covariance of the state estimate's error, that is,
. There are a number of possible implementations of the recursive algorithm. We will use the following formulation: 1
1 The formulation stated in the text is numerically stable, but does not ensure Σ t is positive definite. An alternative formulation that ensures Σ t is positive definite uses
Our calculations showed no significant difference between the results as recorded in this paper using the formulation stated in the text and results obtained using the alternative formulation stated here.
where Df and Dg are the Jacobian matrices of the derivatives of f and g, respectively. For linear systems f with a linear observer g, the extended Kalman filter reduces to the Kalman filter, for which it can be proved that the state estimatex t is optimal. Clearly, the extended Kalman filter will only be useful while the noise is small relative to the nonlinearity of f and g. We will soon assume the entire state is observable, in which case, G t = I.
Gradient descent filter
Judd and Smith [15] suggest a filter for estimating the state x t given the observations y t as an incidental part of a procedure for constructing ensemble estimates of the state. This filter, however, only applies to perfect models of deterministic systems; the system (1) that we consider here has a dynamic noise component, that is, it is a stochastic system. Ridout and Judd [21] prove for a perfect deterministic model that a gradient descent algorithm has important convergence properties, but these results only apply to a perfect deterministic model. Judd and Smith have also considered imperfect models of deterministic systems [16] , and find that in order to obtain consistent ensemble forecasts one needs to account for model error by creating forecasts using a stochastic model, but this should not be confused with a situation where the system is stochastic. Currently there has been no theoretical investigation of shadowing in stochastic systems, and so there is no strong theoretical basis for using the gradient descent filter in stochastic systems, although one should note there is no theoretical basis for using the extended Kalman filter when the noise is large relative to the nonlinearity. Given the lack of theory, the results described here should be viewed as experimental evidence supporting the use of the gradient descent filter. It should also be noted that the gradient descent filter is not the same as the algorithm previously described by Judd and Smith; the gradient descent filter modifies the previous algorithm to accommodate dynamic noise.
To avoid unnecessary complexity we will now assume the entire state is observable, and so y t = x t + t , attempts to find a short strand of trajectory that shadows the true trajectory [7, 10, 22] . (Trajectory is used here is the sense that it is a solution to Eq. (1). When η t = 0 there are many possible solutions that shadow the "true" solution, that is, the solution that actually occurred.) If x t , t = 0, . . . , p is the strand of true trajectory for which we observe y t , t = 0, . . . , p, then we look for a strand of trajectoryx t , t = 0, . . . , p of maximum likelihood. Letx t = y t − δ t , t = 0, . . . , p, then our aim is to minimize
subject to the constraints
Rather than attempt to solve the above nonlinear constrained optimization problem, we define
and
Then simply minimize L(δ, η) or L(δ, η)+aS(δ, η) by gradient descent. The reason for doing this is it can be shown that L(δ, η) has no local minima except where L(δ, η) = 0 [15] . Hence, L(δ, η) can be minimized by gradient descent and the solutions δ provide that x t = y t − δ t is a strand of trajectory for deterministic systems. Judd and Smith [15] , and Ridout and Judd [21] show that the strands of trajectory obtained by this method have important properties. One property is that thex t lies close the true trajectory x t and deviates from it principally toward the beginning of the true trajectory (nearx 0 ) and toward the end (nearx p ). The deviation at the beginning is in the direction of the stable set 2 of the true trajectory, and at the end the deviation is in the direction of the unstable set of the true 2 The stable set S(x) and unstable set U(x) of a state x 0 are given by
trajectory. Whenη t = 0 the results are similar except that there is also spreading away from the stable and unstable sets by an amount on the order of the noise η t . A second property of these strands of trajectory is that for a sufficiently long strand the distribution ofx p is consistent with that of the indistinguishable states of x p , that is,x p ∈ H(x p ) and x p ∈ H(x p ). Indeed the distribution ofx p , for different noise realizations, is consistent with the distribution of indistinguishable states in H(x).
The hope is that the gradient descent filter provides useful "trajectories" for stochastic systems. There is no strong theoretical support for this hope, but the following experiments support the hope.
Calculations
To compare the performance of the extended Kalman filter and the gradient descent filter we consider the Ikeda map [13] in R 2 given by
, with a = 0.4, b = 6 and µ = 0.83. This map arises in the study of laser physics. We use it because it is nonlinear, chaotic and has a complex attractor that has dimension considerably more than one, and hence is spread out in R 2 .
It is a more difficult map to deal with than, say, the Henon map. For the chosen parameter values there is an attractor of the Ikeda map (14) that lies in the region −0.2 < u < 1.6 and −1.5 < v < 1. In the context of Eqs. (1) and (2) we choose for the observational noise P = αI with 0.02 ≤ α ≤ 0.4 and for the dynamical noise Q = βI with 0 ≤ β ≤ 0.04. The range of α has been chosen so that the observational uncertainty ranges from small relative to the nonlinearity of the map to a substantial fraction of the size of the attractor. The range of β is more restricted to avoid the dynamical noise allowing the state to escape from the basin of attraction of the unperturbed attractor.
To test the performance of the extended Kalman filter and gradient descent filter, we compare the state estimates of both filters with the true state. We consider several noise levels α and β and calculate errors in the estimates of 400 different states selected according to the invariant measure of the system (1) at the given noise levels. The overall criteria for comparison used is the root mean squared error of state estimates over the 400 test states.
The state estimates and errors were calculated as follows. When the state to be estimated is x 0 the observations up to and including this state are y t , t ≤ 0. Estimatesx 0 of the state x 0 were obtained by following methods:
• Extended Kalman filter: The filter was initialized at t = −15 withx t = x t , that is, the true state, and Σ t = P. The system is then run forward with the observations y t presented to the filter until t = 0. The error distance betweenx 0 and x 0 is then calculated. The time period from −15 ≤ t ≤ 0 was chosen so that the extended Kalman filter stabilized before testing its state estimate.
• Gradient descent filter: The filter is presented with the last nine observations y t , that is, p = 8 in Eqs. (10) and (11), etc. (The value of p = 8 having already been determined in [15] to be sufficiently large.) The minimizations performed were one minimization over δ and η of L(δ, η) + 10 −4 S(δ, η) followed by one minimization of L(δ, η) alone. 3 (The first minimization obtains a good pseudo-orbit by a penalty function approach and the second minimization ensures the solution is a trajectory of the system, which is really only an issue when β = 0.) Finally, the error distance betweenx 0 and x 0 is calculated.
In the comparison, test states and noise realizations were identical for both filters. Observe that the extended Kalman filter is given a slight advantage by initializing it with the true state. Fig. 1 shows root mean square errors (for 400 test states) plotted against the level of observational noise α for each of the filters and each level of dynamic noise β. When considering these results it is important to keep in mind a couple of basic facts. Since the Ikeda system is two-dimensional, if there were only observational noise (η t = 0), then the expected distance of an observation y t from the true state x t is √ 2σ. On the other hand, Judd and Smith indicate that the optimal state estimates are distributed along the one-dimensional unstable sets with generally slightly less variance than σ 2 , that is, the expected distance between an optimal state estimatex 0 and the true state should be slightly less than σ. With dynamical noise the distances in both cases will be greater, but the values are more difficult to specify.
We note the following general features of Fig. 1: (A) The gradient descent filter gives better estimates of the state than the extended Kalman filter, except where the dynamical noise exceeds the observational noise. (B) As the dynamical noise increases the estimate error of the gradient descent filter increases, at least for an observational error less than 0.2. (C) As the dynamical noise increases the estimate error of the extended Kalman filter decreases, although it may have converged to a minimum when the dynamic noise is more than 0.06. (D) The extended Kalman filter never has a mean error less than the observational error, especially for an observational error greater than 0.15, regardless of the level of dynamical noise. (E) The gradient descent filter generally has a mean error less than the observational error, except when the dynamical noise exceeds the observational noise. (G) The gradient descent filter always produces a compact "line" of estimates that are on, or close to, the unstable set of the true state. From Judd and Smith [15] the distributions of state estimates shown in Fig. 2(b) are nearly identical to the distribution of states on the indistinguishable set of the true state, which is the theoretical limit to which the state can be identified.
The overall conclusion to be drawn from observations (A)-(G) is that the gradient descent filter performs close to the theoretical limit, except when dynamical noise exceeds the observational noise. The extended Kalman filter performs better than the gradient descent filter only when the dynamical noise exceeds the observational noise and this noise is small relative to the nonlinearity of the system. In some cases the extended Kalman filter actually performed worse than simply using the observation.
The poor performance and failings of the extended Kalman filter can be attributed almost entirely to the fact that it requires the noise level to be small relative to the nonlinearities of the system. The somewhat surprising improvement of the performance of an extended Kalman filter with the addition of dynamical noise (observation B) is well known and some authors advise assuming the existence of dynamical noise (Q is non-zero) even when it is known not to be present [1] ; this can avoid the embarrassing situation of obtaining state estimates worse than the observations. This improvement can be understood as allowing the imperfect local linear model to attribute some of its inability to predict accurately to an unknown source of uncertainty (dynamic noise). The transference of error prevents the state estimate being disrupted too much by an adverse nonlinearity [16] .
The better performance of the gradient descent filter results from exploiting the known nonlinearity of the system, or at least, by not ignoring it. However, it is worth noting that the extended Kalman filter performs better than the gradient descent filter when there is a low level of observational noise and a high level of dynamic noise. The reason for this is not fully understood. One possibility is it could be a result of poor performance of the gradient descent minimization. A second possibility is the gradient descent filter has a preference to find a pseudo-orbit that is as close to being a trajectory as possible, so that the filter prefers to interpret uncertainty as observational noise, rather than dynamic noise, which leads to biased state estimates. Some readers may wonder whether it makes much difference that the gradient descent filter obtains states closer to the attractor, that is, one might think that any component of error in a locally stable direction would not be significant, since this error is always collapsed onto the attractor. This would be true if the errors were small relative to the nonlinearity of the map. However, consider what happens in the situation shown previously in Fig. 2. Fig. 3 demonstrates how regions of state space are collapsed onto the attractor.
The circular region represents the region occupied by typical extended Kalman filter state estimates and the thick line gradient descent filter estimates, for a state near (0.75, 0.68). The three other regions show three successive mappings of the region. It should be clear from this demonstration that all states in the regions have collapsed onto the attractor after three iterates, but the states in the circular region have more than twice the spread along the attractor. This behaviour is typical of states in the upper part of this attractor where the nonlinearity of the map is strongest.
Conclusions
The gradient descent filter, a new method of estimating the state of a nonlinear system, has been introduced and compared with the widely used extended Kalman filter. When observational noise is sufficiently high the extended Kalman filter performs poorly compared to the gradient descent filter, and this can be attributed entirely to the failure of the local linearity assumption of the extended Kalman filter. However, the extended Kalman filter performs better than the gradient descent filter when there is a low level of observational noise and a high level of dynamic noise.
