Abstract. This paper considers the stability of soliton-like pulses propagating in nonlinear optical bers with periodically-spaced phase-sensitive ampli ers, a situation where the averaged pulse evolution is governed by a fourth-order nonlinear di usion equation similar to the KuramotoSivashinsky or Swift-Hohenberg equations. A bifurcation and stability analysis of this averaged equation is carried out, and in the limit of small ampli er spacing, a steady-state pulse solution is shown to be asympotically stable. Furthermore, both a saddle-node bifurcation and a subcritical bifurcation from the zero solution are found. Analytical results are con rmed using the bifurcation software package auto. The analysis provides evidence for the existence of stable pulse solutions for a wide range of parameter values, including those corresponding to physically realizable soliton communications systems.
1. Introduction. Pulse propagation in nonlinear optical bers has attracted much interest in recent years due to the potentially large increase in transmission speed which is likely to be obtained by the use of optical solitons. Solitons are ideal candidates for optical`bit' carriers due to their robust nature and non-dispersive behavior 1, 2, 3]. When communication distances longer than a few tens of kilometers are considered, however, a propagating pulse must be periodically ampli ed in order to compensate for the intrinsic residual attenuation present in the ber. For typical pulse widths, the evolution lengthscale (measured by either the dispersion length or the soliton period) is much longer than the required ampli er spacing. The loss and ampli cation are therefore strong, periodic and rapidly-varying perturbations to the governing evolution equation. In this case, the goal is to average over the uctuations induced by these rapid perturbations and determine the e ective or averaged evolution of the propagating pulse over long distances.
Periodically-spaced erbium-doped ber ampli ers 4, 5, 6, 7, 8] have been shown to be one e ective method for compensating loss in such communication systems. These ampli ers are relatively short sections (e.g., 1 to 2 meter) of optical ber which are doped with small amounts of the rare-earth element erbium and are pumped with a diode laser. The optical pumping induces a population inversion in the erbium atoms which provides signal gain via the stimulated emission of light. The population inversion also necessarily contributes spontaneous emission noise to the signal, however, and this noise (along with other noise sources 9, 10]) decreases the maximum allowable bit rate by introducing perturbations to the various soliton parameters. Most importantly, perturbations to the soliton group-velocity (or equivalently, the soliton central frequency) generate a random walk in the soliton position known as Gordon-Haus timing jitter 11, 12] . This timing jitter can be signi cantly reduced by the addition of frequency lters 13, 14, 15] to the optical ber line. Such lters add a frequency reference and a restoring force in the frequency domain which o set the y Institute of Mathematics and its Applications, University of Minnesota, 206 Church St., Minneapolis, MN 55455 z Engineering Sciences and Applied Mathematics, McCormick School of Engineering and Applied Science, Northwestern University, 2145 Sheridan Rd., Evanston, IL 60208-3125 1 random perturbations. Direct timing jitter is still present, however, due to random perturbations of the soliton position 12].
As an alternative to erbium-doped ampli ers, the use of phase-sensitive ampli ers (PSAs) for compensating the linear loss in the ber has been proposed 16]. PSAs have been suggested since they are free of spontaneous emission noise and are ideal quantum limited ampli ers with a 0dB noise gure 16]. PSAs thus do not contribute to the Gordon-Haus timing jitter, and as a consequence, a signi cant increase in the maximum allowable bit-rate has been predicted 17, 18] . Generally speaking, PSAs amplify light with light. In particular, phase-sensitive gain can be provided to an optical signal by an optical pump pulse through the process of parametric ampli cation 19] . As a result, the components of the signal pulse which are in-phase with the pump pulse are ampli ed, while out-of-phase components are attenuated. This attenuation of the out-of-phase portion works to eliminate phase variations across the signal pulse's pro le, which in turn leads to an enhanced stability of the signal pulse 20, 21] .
The aim of this paper is to present a detailed analysis of the fourth-order, nonlinear di usion equation which has been derived to describe the averaged pulse dynamics in a nonlinear optical ber where linear loss in the ber is compensated by a chain of periodically spaced, phase-sensitive ampli ers 20, 21] . This averaged evolution equation, which is similar to the Kuramoto-Sivashinsky and Swift-Hohenberg equations 22], supports stable pulse solutions with steady-state solutions acting as attractors for a wide range of initial conditions. The paper is arranged in the following manner. Section 2 gives a brief summary of the derivation of the averaged fourth-order equation. In Section 3, the linear stability of a propagating pulse is investigated in the limit of small ampli er spacing. Section 4 presents a bifurcation analysis for the trivial solution of the averaged equation which is closely tied with results in Section 5. Section 5 explores steady-state solutions in relevant ranges of parameter space through use of the bifurcation software auto. The paper is concluded in Section 6 which summarizes the major results of the analysis.
2. Governing Equations. Pulse propagation through an optical ber which includes dispersion, nonlinearity, linear loss, and periodic phase-sensitive ampli cation is governed by the perturbed nonlinear Schr odinger (NLS) equation 2, 20, 21] (
where ? is the linear loss rate in the ber and the rapidly varying periodic functions h and f account for the e ect of the optical phase-sensitive gain of the lumped ampli ers 20, 21] . Here the phase of the ampli ers is represented by (Z). The length Z in (1) has been scaled on a typical dispersion length Z 0 (e.g., 200{500 km); the ampli er spacing Z l is assumed to be much shorter than this length (e.g., Z l = 20{50 km). Mathematically, this assumption is made by de ning l Z l =Z 0 and taking 1 with l O(1) 20, 21] .
Performing a multiple scale averaging 23, 24] of (1) using the short length scale = Z= , the dispersion length scale Z, and the long length scale = Z gives the following fourth-order evolution equation 20 Equation (2) is a fourth-order, nonlinear, di usion equation which governs the pulse dynamics over the long length scale . The parameter represents an O( 2 ) deviation from the exact balance of loss and gain which accounts for a small necessary overampli cation ( > 0). The parameter , which represents a constant ampli er phase rotation rate, can be taken to be unity without loss of generality since it can be scaled out of (2) . Therefore, = 1 for the remainder of this paper.
Note that the amplitude rescaling given in (3) is the same rescaling used when considering soliton propagation with erbium-doped ampli ers, i.e., the guiding-center soliton rescaling 5, 6, 7] . This amplitude rescaling corresponds to normalizing the pulse envelope so that R U 2 dT is the average pulse energy over one ampli cation period 20, 21] . Although the evolution equation (2) inherits much of its structure from the NLS equation, it is important to note that the evolution is of a non-Hamiltonian nature, and therefore, its dynamics are those of a dissipative system. 3 . Pulse solutions and their stability. In general, a full understanding of the stability and dynamics of pulse solutions of (2) can only be obtained numerically. The aim here, however, is to investigate analytically the parameter regimes of the averaged evolution accessible via asymptotic and perturbation methods. It will be shown in Section 5 that the qualitative features of the results remain valid outside of the asymptotic regimes explored.
An idea of the general structure of the solutions to (2) can be obtained by considering ?l = 0. In this limit, U = sech T where = (1 ( ) 1=2 ) 1=2 . These solutions are plotted in Figure 1 . In this section, we investigate the e ect of the perturbation resulting when ?l is nonzero upon solutions near the fold or limit point in the bifurcation diagram (region A in Figure 1 ), and also determine their stability. The limit of small ?l and corresponds physically to assuming that both the ampli er spacing and the amount of overampli cation are small.
Since the parameter B in (2) is an even function of ?l, we let = (?l) 2 1 and expand U = U 0 + U 1 + 2 U 2 + : : : (4a) = 1 + 2 2 + : : :: (4b)
In addition, we de ne the length scale = and use a multiple-scale expansion to capture any slow growth in U caused by the perturbation.
At leading order in , O (1), (2) gives
It is easy to show that the hyperbolic secant solution U 0 = sech T is a steady-state solution of (5). The shape of this pulse agrees with what is expected physically as approaches zero | a limit where the uctuations caused by the attenuation and phase-sensitive ampli cation are negligible | namely, the hyperbolic secant shape We will show shortly that, except for initial conditions which lie in the space spanned by the two zero eigenfunctions, all solutions of the homogeneous part of the linearized equation (7) decay exponentially. To determine the stability of (2), therefore, it is only necessary to determine the e ect of the perturbation upon the two zero eigenvalues. One of these eigenvalues arises due to the translation invariance of (5), i.e., sech T tanh T when ?l = 0, but since the full equation (2) is also invariant under translations, this zero eigenvalue must necessarily persist under the perturbation and thus is not relevant to the present stability analysis. The other zero eigenvalue (the one associated with the eigenfunction sech T ?T tanh T sech T ) is a ected by the perturbation, however, and therefore the stability of the pulse is determined solely by this eigenvalue. Note that at ?l = 0 the zero mode arises from from an in nitesimal amplitude invariance due to the vertical tangent at the saddle-node bifurcation (Region A of Fig. 1 ).
Since (7) has homogeneous solutions, solvability conditions are required in order for a solution of the perturbed problem to exist 26], namely it is necessary that the forcing H 1 be orthogonal to the null space of the adjoint linearized operator. A condition is therefore associated with each of the zero adjoint eigenmodes. These are (H 1 ; sech T ) = 0; (8a) (H 1 ; T sech T ) = 0; (8b) where (h; g) = R 1 ?1 hgdT denotes the inner product. Using the explicit form of H 1 , it is found that the second condition, (8b), is automatically satis ed, but the rst condition, (8a), is only satis ed if 1 = 0. With 1 = 0, the solution for U 1 which is even and independent of is then (2) exists. The critical value c determines the minimum amount of overampli cation necessary for stable pulse solutions to exist. The need for a small amount of overamplication is consistent with the use of PSAs since there is a small amount of energy lost due to the attenuation of the out-of-phase quadrature. For values of below c , pulses decay to zero. Of course, these results are only valid when ?l is small, but they are nonetheless indicative of the results obtained using numerical simulations for values of ?l which are O(1) 20, 21] .
It remains to be veri ed that considering perturbations of the two zero eigenvalues of ?L ? L + is su cient to determine the stability of pulse solutions of (2). This will be done by showing that solutions of the homogeneous equation U 1 + L ? L + U 1 = 0 (10) decay exponentially for all initial conditions which do not lie in the space spanned by the two zero eigenfunctions. The exponential decay rate will by shown to be O(1), so that for su ciently small perturbations this decay rate will still be bounded away from zero. Restricting the initial condition for (10) is accomplished by requiring it to be orthogonal to the two zero adjoint eigenfunctions, (U 1 ; sech T ) = 0; (11a) (U 1 ; T sech T ) = 0: (11b) It is straightforward to verify that if these conditions are satis ed at = 0 then they hold for all .
The exponential decay of solutions constrained by (11) is shown by considering V ( ) = (U 1 ; L + U 1 ): (12) Weinstein 25] shows that, subject to the constraints given in (11) The right-hand-side of (14) can also be written 
The nal step is to show that (U 1 ; L 2 + U 1 ) C 3 (U 1 ; L + U 1 ) (17) subject to (11) , where C 3 is another positive constant. This last inequality arises from considering the following minimization problem: minimize (U 1 ; L 2 + U 1 ) subject to the constraints (U 1 ; L + U 1 ) = 1; (18a) (U 1 ; sech T ) = 0; (18b) (U 1 ; T sech T ) = 0: (18c) Note that (U 1 ; L 2 + U 1 ) is clearly non-negative. We de ne = min(U 1 ; L 2 + U 1 ), and it is only necessary to show that > 0. As in 25], we will assume that = 0 and show that this leads to a contradiction. (Technically speaking, a full proof requires showing that if = 0 then the minimum must be attained by some function in a proper admissible class 25, 27] . For the sake of brevity, the discussion of this point will be omitted here.)
The contradiction follows in a relatively straightforward manner by considering the Lagrange multiplier problem associated with the above constrained minimization, namely L 2 + U 1 = L + U 1 + sech T + T sech T; (19) plus the constraints (18) . Taking the inner product of (19) with sech T tanh T (the zero mode of L + ) gives immediately = 0. The equation can then be multiplied through once by the inverse of L + , which gives L + U 1 = U 1 ? 2 (sech T ? T sech T tanh T ) + sech T tanh T; where at this step is arbitrary. Taking the inner product again with respect to sech T tanh T , however, shows that = 0 since = 0 if the minimum occurs at zero (i.e., = 0).
Upon multiplying by the inverse of L + once more, it is found that which can only be satis ed when = 0. Thus, if one assumes that the minimizing solution occurs at = 0, we have shown that , , , and ! must also all be zero, which implies that no solution exists. This contradiction implies that the minimum must occur at some positive value, i.e., > 0, and therefore (U 1 ; L 2 + U 1 ) C 3 (U 1 ; L + U 1 ); (20) where C 3 is some positive constant.
The resulting di erential inequality for V , using (12), (14), (16) and (20), is thus Thus, U 1 ! 0 exponentially as ! 1 for initial conditions which do not lie in the space spanned by the two zero eigenfunctions. The stability of the leading order hyperbolic secant solution is therefore entirely determined by the perturbed behavior of the two zero eigenvalues. Speci cally, for small ?l, the leading order hyperbolic secant solution is exponentially stable for > (4=405)(?l) 4 c . As mentioned previously, this asymptotic stability should be contrasted with the behavior of pulses when erbium-doped ber ampli ers are employed 5, 6, 7, 8] . In this case, the underlying Hamiltonian structure of the NLS equation is preserved even under the action of the periodic loss and gain, and as a result pulses approach their asymptotic guiding-center soliton solutions via the shedding of dispersive radiation. When phase-sensitive ampli ers are employed, however, this Hamiltonian structure is broken, which gives rise to signi cantly di erent asymptotic behavior. 4 . Bifurcation from the trivial solution. In this section, Region B of Fig. 1 is considered by linearizing (2) about the basic state, i.e., by letting U =Ũ wherẽ U 1. The linearized evolution about the basic state is 
As can be seen from 
Since the operator L + has one positive eigenmode 25], the subcritical branch of steady-state solutions emerging from the bifurcation point (U;~ ) = (0; 1 4 ) is unstable, as shown in Fig. 3. 5. Steady-states using AUTO. In this section, the bifurcation software package auto 30, 31 ] is used to determine the full set of steady-state solutions and associated bifurcation diagram for (2) . auto allows for the investigation of parameter values which are beyond the range of the asymptotic and perturbation analysis of the previous sections. In particular, it will be shown that the solution branch associated with the subcritical bifurcation from U = 0 at = 1=4 connects with the saddle-node bifurcation point in Region A.
First, (2) with @ U = 0 is rewritten as a system of four coupled, rst order, ordinary di erential equations with associated boundary conditions. This system is solved as a boundary value problem on the interval 0 T T 0 . Two of the four boundary conditions to be used exploit the even symmetry about the origin, i.e., U T = 0 and U T T T = 0 at T = 0. The remaining two boundary conditions, which for computational reasons must be applied at a nite distance from T = 0, i.e., at T = T 0 , are derived from the solution behavior for small U 32] . In particular, in the exponentially decaying tails far from the localized pulse, the steady-state equation reduces to = 1=4 and the location of the limit point for = :02; 1;2; 100, respectively. Note that as ?l is increased from near zero to in nity, the limit point moves from 0 to 0:088.
pulse's exponentially decaying tails, where it is assumed that one is far enough away from the pulse so that the linear approximation is a good one. Appropriate numerical boundary conditions can be constructed in a number of ways, but the essential idea is to use a set of linear equations which force the solution behavior to contain no contribution from the two growing modes. A set of conditions which does this is to require (31) and substitutes it into (32a) and (32b) it is straightforward to verify that only the two exponentially decaying modes can remain. It is also necessary for auto to have an exact solution from which to start the continuation procedure. Since no closed form exact solution of (2) Figs. 4a and 4b show a comparison between the steady-state solutions computed with auto and the numerical solution of (2) for ?l = 1 and = 0:2. Various propagation distances show the exponential approach of solutions of (2) to the steadystate solution computed with auto. In particular, Fig. 4a shows half the pulse pro le computed using auto along with the averaged pulse envelope computed from (2) for the propagation distances of = 20 and = 50. Figure 4b depicts the comparison for T 2 2; 6] . Note that for large the averaged evolution from (2) approaches the auto solution and they are in good agreement. Of course, auto provides a direct method for nding the nal steady-state without having to propagate the solution of the averaged evolution to large distances. Similar numerical results hold for other values of the parameters ?l and .
Returning now to the aim of this section, which is the investigation of the bifurcation diagram associated with (2), the stable and unstable solution branches are computed for various values of ?l and . It is convenient to rst consider ?l to be xed and to determine the maximum amplitude (i.e., the steady-state value of U at = 0) as a function of the overampli cation . Figs. 5a-d show the e ect of the perturbation upon the subcritical bifurcation from = 1=4 and the saddle-node bifurcation point for various values of ?l. These are in agreement with the local analyses of the previous two sections. As the value of ?l increases, the limit point moves away from = 0. The bifurcation diagram associated with ?l as it approaches Solution surface in parameter space for both the unstable and stable solutions of the averaged evolution. The limit point line denotes the set of all saddle-node bifurcation points in nity is essentially given by Fig. 5d .
One can also x and determine the maximum amplitude as a function of the parameter ?l. Fig. 6 depicts both the stable and unstable branches as ?l is increased to a large value. For above a critical value, the stable and unstable solution branches remain disconnected for all values of ?l. However, once the overampli cation drops below a certain value, ( < :088), the stable and unstable branches are joined and limit points, or saddle-node bifurcations, exist in the amplitude vs. ?l plane. This can be thought of as an isola in parameter space where the size of the isola is dependent on the value of ?l, i.e., as values of ?l get smaller, so does the isola. This behaviour is represented in Fig. 6 for various values of the overampli cation . Note that although the amplitude of U in (2) remains O(1) as ?l approaches large values, the physical pulse envelope Re (qe ?i =2 ) grows without bound as ?l approaches in nity, as shown by (3) . Figure 7 combines the above parameter space projections to show the qualitative and complete bifurcation surface relating the maximum amplitude, ?l and . Note that although negative values of ?l are not permitted physically, they are convenient here since the surface is symmetric about ?l = 0. In addition, it should be noted that the results of the calculations using auto are valid only for < 1=4, since beyond this point the boundary conditions (32) are no longer valid. Numerical simulations of (2) in this parameter range suggest that an interesting set of dynamics exists for > 1=4. This parameter regime is not considered here, however.
6. Summary and Discussion. In conclusion, the use of phase-sensitive ampli ers in a nonlinear optical communications system has been considered. In this situation, the pulse evolution is governed by a nonlinear, fourth-order, dissipative equation with a characteristic length scale that is much longer than the typical dispersion length. We have examined the steady-state pulse solutions of this equation and determined their stability. Using an`energy' type argument, the averaged pulse evolution was shown to be exponentially stable in the regime of small ?l. An exploration of the parameter space and bifurcation structure of the averaged evolution has also been carried out using auto. These results were shown to be in excellent agreement with the perturbation analysis of the averaged evolution equation. All evidence suggests that the steady-state hyperbolic secant solutions act as exponential attractors for a wide range of initial input conditions without shedding of a background dispersive radiation eld.
From an optical perspective, PSAs give rise to many advantages over their erbiumdoped counterparts. First, PSAs are free of spontaneous emission noise 16]. Therefore, the Gordon-Haus timing jitter associated with a system employing PSAs will be substantially reduced, which allows for a potentially signi cant increase in the signal bit-rate. Second, initial amplitude and width variations are shown to be exponentially attenuated as the pulse propagates. This is in contrast to the case of erbium-doped ampli ers, where such initial variations are shed via a background dispersive radiation eld.
