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Abstract
We are concerned with the following Gierer–Meinhardt model on a bounded domain  ⊂
RN (N ∈ {1, 2, 3}) with smooth boundary  which is a biological pattern formation model
proposed by A. Gierer and H. Meinhardt
⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
ut = 2u − u + u
p
vq
+  in × R+,
vt = 1

v − v + u
r
vs
in × R+,
u
n
= v
n
= 0 on × R+,
(GM)
where , ,  and  are small positive constants. We also consider the so-called shadow system
(SS) of (GM) and another reduced equation (RE) which is obtained by taking  = 0 in (SS).
Our framework is a functional space X
(
3
4 < < 1
)
, where X = L2(). After we see that
each of the systems (GM), (SS) and (RE) generates a global semiﬂow on X := X ⊕ X,
Y := X ⊕ R+ and X, respectively, we will prove the existence of global attractors AX,,,
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AY, and AX of (GM), (SS) and (RE), respectively, Moreover, we will prove the upper
semicontinuity of AX,, at  = 0 and AY, at  = 0.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Let  ⊂ RN (N ∈ {1, 2, 3}) be a bounded domain with smooth boundary  and
let R+ := {a ∈ R| a > 0} and R+ := {a ∈ R| a0}. We will consider the following
system (GM) on  which is a biological pattern formation model proposed by Gierer
and Meinhardt [2]:
⎧⎪⎪⎨
⎪⎪⎩
ut = −Au + f (up, vq) in × R+,
vt = −Bv + g(ur , vs) in × R+,
u
n
= v
n
= 0 on × R+,
(GM)
where −A := 2− 1, −B := /− 1, f (up, vq) := up/vq + , g(ur , vs) := ur/vs ,
 and  are small positive constants,  and  are non-negative constants and n denotes
the unit normal vector to . Moreover, the exponents p, q, r and s satisfy
p > 1, q > 0, r > 0, s0 and 0 < p − 1
q
<
r
s + 1 .
We suppose that the volume of  is equal to 1 throughout the present paper. The
unknowns u = u(x, t) and v = v(x, t) stand for respective concentrations at point x ∈
 and at time t of the biochemicals called an activator and an inhibitor. Therefore,
we consider only non-negative solutions.
The numerical studies of Gierer–Meinhardt [2] have revealed that (GM) exhibits
“point condensation phenomena” when  is small, that is, the activator concentration
is localized around a ﬁnite number of points in , where the maximum value of the
activator concentration diverges to +∞ as  → 0. The system (GM) was studied much
mathematically by utilizing these spiky patterns. For instance, it is known that a single
spike pattern is metastable (see [14]). See the review article Ni [11] for other results
of (GM). We are interested in the global dynamics generated by (GM).
We will state systems that is considered in the paper, and assumptions. Masuda–
Takahashi [10] has given useful a priori estimates of the solutions to (GM) under the
conditions that
(p − 1)/r < 2/(2 + N) (A0)0
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and that
 > 0 (A1)
(see Propositions 2.2–2.4 of the present paper). In some lemmas we assume (A0)0 and
(A1) hold in order to employ these a priori estimates.
Let X := L2(). The functional used mainly in the paper is a functional space
X ( 34 <  < 1) consisting of the domain of the fractional power A
 of the operator
A [9, Deﬁnition 1.4.7], where  is chosen to ensure that X ⊂ H 1() ∩ C0() for
N ∈ {1, 2, 3} [9, Theorem 1.6.1]. Since we consider only non-negative solutions, we
redeﬁne X as follows:
X :=
{
u(x)| ‖u(x)‖X < ∞, un = 0 on , u(x) >  for x ∈ 
}
,
where  is a small positive constant. Hereafter we do not write  explicitly. We will see
that the solutions of (GM) exist globally in time t > 0 and that every solution of (GM)
with initial data (u0, v0) ∈ X × X is continuous at t = 0 (see [9] for the details).
Therefore (GM) generates a global semiﬂow X,,(t) (t0) on X := X ⊕ X with
norm ‖(u, v)‖X := ‖u‖X + ‖v‖X . By X we also denote X,, when there is no
confusion.
If we let  → 0, then the diffusion coefﬁcient of the second equation of (GM)
diverges to +∞. Thus we can expect that v(x, t) → (t), a spatially homogeneous
function which depends only on t. Integrating both sides of the second equation of (GM)
over , together with Neumann boundary conditions, yields the following system:
⎧⎪⎪⎨
⎪⎪⎩
ut = −Au + f (up, q) in × R+,
t = − +
∫
 g(u
r , s) dx in × R+,
u
n
= 0 on × R+.
(S˜S)
The system (S˜S) is called the shadow system of (GM) (see [12] for the details). We will
see that (S˜S) also generates a global semiﬂow ˜Y, on Y := X⊕[,+∞) with norm
‖(u, )‖Y := ‖u‖X +||. Hereafter, for ease of mathematical analysis, we assume that
r = p + 1. (A0)1
The conditions (A0)0 and (A0)1 imply that
p < 1 + 4/N. (A0)2
188 Y. Miyamoto / J. Differential Equations 223 (2006) 185–207
We deﬁne a mapping F : Y → Y by
F(u, ) := (u, F ()), F () :=  1s+1 . (1.1)
Precisely speaking, the range of F is not necessarily Y and  should be taken suitably.
However, we use the same character for ease of notation. Putting (u, ) = F(u, ), we
have the following:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut = −Au + f (up, 	) in × R+,

s + 1t = − + (u) in × R+,
u
n
= 0 on × R+,
(SS)
where (u) := ∫ u(x, t)p+1 dx and 	 := q/(s + 1). Let Y,(t) denote the semiﬂow
(for simplicity, we also denote Y, and ˜Y, by Y and ˜Y, respectively). Then
Y(t)FuY = F˜Y(t)uY for uY ∈ Y,
which indicates that ˜Y is topological equivalent to Y, that is, if there is a homeo-
morphism H:Y −→ Y which preserves orbits and the sense of direction in time. Thus
to analyze (S˜S) is equivalent to analyzing (SS). We will use (SS) rather than (S˜S) for
ease of calculation.
We further reduce the system (SS). For  = 0, we obtain
⎧⎨
⎩
ut = −Au + f (up,(u)	) in × R+,
u
n
= 0 on × R+. (RE)
We will call (RE) the reduced equation of (SS). Under the conditions that
	1 (A0)3
and that
p <
{∞ if N = 1, 2,
N/(N − 2) if N = 3, (A0)4
we will show that all the solutions to (RE) exist globally in time t > 0 and that (RE)
generates a global semiﬂow X, using a priori estimates derived from a continuous
Lyapunov function of X (see Deﬁnition 1.1 for the deﬁnition of a Lyapunov function).
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The existence of the continuous Lyapunov function is ensured by the condition (A0)1
(see Lemma 3.1 and Corollary 3.2). In some cases we suppose that
N = 1. (A2)
First we deﬁne the global attractor as follows: for any Banach space B and for any
global semiﬂow B on B, the set AB ⊂ B is the global attractor if AB is the maximal
compact invariant set and it attracts every bounded set of B by B.
Our ﬁrst result is
Theorem A (The existence of a global attractor). (i) (Full system and Shadow system).
Suppose that (A0)0 and (A1) hold. Then each of the semiﬂows X,,(t) and Y,(t)
admits the global attractor AX,, and AY,, respectively.
(ii) (Reduced equation). Suppose that (A0)1, (A0)3 and (A0)4 hold. If (A1) or (A2)
holds, then X(t) admits a global attractor AX in X and it is a gradient system
in H 1.
Hereafter for ease of notation, we also denote AX and AY as AX,, and AY,,
respectively.
Let us recall the deﬁnition of a gradient system. To begin with, for any Banach
space B and for any global semiﬂow B(t) on B, we deﬁne the positive orbit 
+
B
(uB)
through uB ∈ B by

+
B
(uB) := {B(t)uB ∈ B| t0}.
Deﬁnition 1.1 (Hale [3, Deﬁnition 3.8.1]). Let B be a Banach space. A strongly
continuous Cr -semigroup B(t) : B −→ B, t0, r1, is said to be a gradient
system if
(i) Each bounded positive orbit is precompact.
(ii) There exists a Lyapunov function for B(t); that is, there is a continuous function
V : B → R with the property that
(ii)1 V (uB) is bounded below,
(ii)2 V (uB) → ∞ as
∥∥uB∥∥
B
→ ∞,
(ii)3 V (B(t)uB) is non-increasing in for each uB in B,
(ii)4 if uB is such that B(t)uB is deﬁned for t ∈ R and V (B(t)uB) = V (uB) for
t ∈ R, then uB is an equilibrium point.
For the proof of Theorem A, we ﬁrst observe that each of the ﬂows X, Y and X
is compact for t > 0. For the next step of the proof, we use concepts of dissipation of
semiﬂows. A semiﬂow B(t) on a Banach space B is called point dissipative (bounded
dissipative) if there exists a bounded set UB ⊂ B satisfying the following: for any
point uB ∈ B (bounded set BB ⊂ B), there exists t0 > 0 such that B(t)uB ∈ UB
(B(t)BB ⊂ UB) for all t t0. For case X and Y, we prove bounded dissipativeness
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which implies the existence of the global attractor. For case X, we show that the
system is gradient, each solution is bounded for t0 and that the set of steady state is
bounded. This implies the existence of the global attractor and will complete the proof
of Theorem A.
To compare the closeness of the attractors as the singular parameters approach zero
AX,, and AY, we must have each of the attractors in the same space. In order to
do that, we deﬁne natural injective mappings I and J by
I: Y −−−→ X,
∈
(u, ) →
∈
(u, )
J : X −→ Y.
∈
u →
∈
(u,(u)).
To state our second result, we introduce some notation. For any Banach space B and
for any subsets B, C of B, we deﬁne B(B, C) by
B(B, C) := sup
b∈B
distB(b, C), distB(b, C) := inf
c∈C
‖b − c‖B .
For any Banach space B and for any subset BB of B, we let NB(BB; ε) denote the
ε-neighborhood of BB in B.
We are in a position to state our second result.
Theorem B (Upper semicontinuity of global attractors). Suppose that (A0)1, (A0)2,
(A0)3 and (A1) hold.
(i) For any ε > 0, there exist  > 0 and 0 = 0() such that AX,, ⊂ NX (IFJ
AX; ε) for  ∈ (0, 0). Therefore
X
(
AX,,, IFJAX
)
< ε for  ∈ (0, 0).
(ii) Let  be ﬁxed. For any ε > 0, there exists 0 > 0 such that AX,, ⊂ NX (IF
AY,; ε) for  ∈ (0, 0). In particular
X
(
AX,,, IFAY,
)
−→ 0 as  → 0.
(iii) For any ε > 0, there exists 0 > 0 such that AY, ⊂ NY(JAX; ε) for  ∈
(0, 0). In particular
Y
(
AY,,JAX
)
−→ 0 as  → 0.
Hale–Sakamoto [8] have proved the upper semicontinuity of a local compact attractor
for general reaction–diffusion systems, whereas Theorem B is a global result for the
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special equation GM being considered. Here, a compact invariant set A is said to be
a local compact attractor if there exists an open neighborhood U of A such that A
attracts U .
Assuming that an evolutionary equation has a compact global attractor, Hale–Lin–
Raugel [4] have given the conditions to ensure that the ﬁnite-dimensional approximate
system of an evolution equation has a local compact attractor which converges to
the original one as the dimension of the approximate system increases. They applied
the abstract theorem to reaction–diffusion equations, the Navier–Stokes equation in
two-dimensional bounded domain and damped wave equations. Hale–Raugel [6] have
shown that the following: when each of the semiﬂows generated by reaction–diffusion
equations on a two- or three-dimensional bounded thin domain and the one generated by
a related reaction–diffusion equation admits the global attractor, the global attractor is
upper semicontinuous with respect to the singular perturbation. In particular, when the
dimension is two, the global attractor is lower semicontinuous and the two semiﬂows
on global attractors are topological equivalent. Similar results for a damped hyperbolic
equation on two- and three-dimensional thin domains [7] and for the Navier–Stokes
equation in a three-dimensional thin domain [13] have been obtained. For singularly
perturbed hyperbolic equations and systems, see Hale–Raugel [5], Fitzgibbon–Parrott–
You [1] and references therein.
This paper is organized as follows: In Section 2, we will see that the solutions to
(GM), (SS) and (RE) exist globally in time, using a priori estimates stated below.
After we recall abstract theorem for the existence of the global attractor (Proposition
2.1), we state a priori estimates (Propositions 2.2–2.4) which are used to show the
dissipativeness of the semiﬂows X and Y. In Sections 3 and 4 we prove Theorems
A and B, respectively.
2. Preliminaries
2.1. The existence of the unique global in time solution to (RE)
In this subsection, we will brieﬂy see that all the solutions to (RE) with initial data
in H 1 (X) can be deﬁned in H 1 (resp., X) globally in time and that the semiﬂow
generated by (RE) admits the global attractor in H 1 (resp., X). Let VH 1,R := {U ∈
H 1| ‖U‖H 1 < R and (U) > }. Using (A0)4, we can show that
∥∥f (up1 ,(u1)	) − f (up2 ,(u2)	)∥∥2 CH 1Lip ‖u1 − u2‖H 1 (2.1)
for u1, u2 ∈ VH 1,R (see Lemma 3.3), where ‖ · ‖l (l1) indicates the usual norm
of Ll(). Here CH 1Lip depends on  and R. Thus f (up,(u)	) is locally Lipschitz
continuous in u. Using the contraction mapping theorem with (2.1), we can ﬁnd a
unique local in time solution u(t) ∈ C0([0, T ], H 1) to the following integral equation
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of (RE) (see [9, Theorem 3.3.3]) with initial data u0 ∈ H 1:
u(t) = e−Atu0 +
∫ t
0
e−A(t−)f (up(),(u())	) d. (2.2)
Here T depends on the Lipschitz constant CH 1Lip . Thus (RE) deﬁnes a local semiﬂow
in H 1.
We will see by Corollary 3.2 that the local semiﬂow generated by (RE) admits a
Lyapunov function V ( · ). We deﬁne a sublevel set W by
W := W(U0) = {U ∈ H 1| V (U) < V (U0)}, (2.3)
where U0 is chosen suitably. Using the explicit form of the Lyapunov function deﬁned
by (3.1), we see that there are C∗ = C∗(U0) > 0 and C∗ = C∗(U0) such that
C∗ < (U) and ‖U‖H 1 < C∗ for U ∈ W(U0). (2.4)
Therefore, W(U0) ⊂ VX0,R0 where 0 = C∗ and R0 = C∗. This a priori estimate plays
an important role. In fact, using (2.4), we can see that there is CH 1Lip > 0 independent
of u1, u2 such that (2.1) holds for u1, u2 ∈ W (Lemma 3.3). In addition {u(t)}t∈[0,T ] ⊂
W because V (u(t))V (u0) for t ∈ [0, T ]. Since CH 1Lip depends only on W , T is
independent of the initial data. Thus, u(t) is deﬁned globally in time and X is a
global semiﬂow in H 1 because the solution u(t) can be extended inﬁnitely many times.
Because of a continuous inclusion X ⊂ H 1 and (2.1), we see that there is CXLip > 0
such that∥∥f (up1 ,(u1)	)− f (up2 ,(u2)	)∥∥2 CXLip ‖u1 − u2‖X for u1, u2 ∈ W ∩ X.
Therefore, we also see that there is a unique global in time solution u(t) ∈ C0(R+, X)
provided that u0 ∈ X. Consequently, X is a global semiﬂow in H 1.
Next, we will brieﬂy see that X is a gradient system in H 1 (see Lemma 3.4 and
the proof of the lemma for the details). Using a standard a priori estimate, we see that
the positive orbit 
+
X
 (u0) through u0 ∈ H 1 is precompact (see the proof of Lemma
3.4). We can easily see that the Lyapunov function V ( · ) given by (3.1) satisﬁes the
conditions (ii)1–(ii)4 in Deﬁnition 1.1 when B = H 1. Therefore, X satisﬁes all the
conditions of Deﬁnition 1.1 and it is a gradient system in H 1.
Now in order to show that X admits a global attractor in X, we will use the
following general proposition for the existence of global attractors:
Proposition 2.1 (Hale [3, Theorem 3.4.8]). If there is t00 such that the Cr -semi
group B(t) : B −→ B, t0, is compact for every t > t0 and point dissipative,
then there is a global attractor.
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Because we will see by Lemma 3.6 that X(t) is compact in X for every t > 0, we
have to show that it is point dissipative. Because X is a gradient system in H 1, every
orbit converges to the set of steady state of (RE) (see [3, Lemma 3.8.2]). Therefore
in Section 3.1 we will show that all the steady states are in a bounded ball of H 1
and that X is dissipative in H 1. Using a bootstrap argument, we can show that the
dissipativeness of X in H 1 implies the dissipativeness of X in X. Since X is
compact in X (Lemma 3.6), X admits the global attractor in X (Theorem A(ii)).
2.2. The existence of the unique global in time solution to (GM) and (SS)
In this subsection we will see the following: every solution of (GM) and (SS) can
be deﬁned globally in time and each of the semiﬂows X and Y admits the global
attractor.
Now, we state two propositions which are used to prove an a priori bound for the
Lipschitz constant of the nonlinear terms of (GM).
Proposition 2.2 (Masuda and Takahashi [10, Lemma 2.1]). Suppose that (A1) holds.
Let (u(x, t), v(x, t)) be a solution to (GM) with initial data (u0(x), v0(x)) ∈ X. Then
there is m > 0 such that
v(x, t)m for (x, t) ∈ × R+.
Proposition 2.3 (Masuda and Takahashi [10, Lemma 2.4]). Suppose that (A0)0 and
(A1) hold. Let l1. Let (u(t), v(t)) be a solution to (GM) with initial data (u0, v0) ∈
X. For any bounded set BX ⊂ X, there is M > 0 such that if (u0, v0) ∈ BX, then
‖u(t)‖l + ‖v(t)‖l < M for t0.
The integral equation of (GM) is following:{
u(t) = G1(u(t), v(t)),
v(t) = G2(u(t), v(t)), (2.5)
where
G1(u(t), v(t)) := e−Atu0 +
∫ t
0
e−A(t−)f (up(), vq()) d,
G2(u(t), v(t)) := e−Bt/v0 + 1

∫ t
0
e−B(t−)/g(ur(), vs()) d.
Using the following Lipschitz condition of the nonlinear terms:∥∥f (up1 , vq1 )− f (up2 , vq2 )∥∥2 CXLip (‖u1 − u2‖X + ‖v1 − v2‖X) ,
∥∥g (ur1, vs1)− g (ur2, vs2)∥∥2 CXLip(‖u1 − u2‖X + ‖v1 − v2‖X),
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we can apply the contraction mapping theorem to (2.5) and obtain a unique local in
time solution (u(t), v(t)) ∈ C0([0, T ],X) for some T > 0. Thanks to Propositions 2.2
and 2.3 the Lipschitz constant CXLip can be chosen independently of the initial data.
Therefore T is independent of the initial data. This implies that each solution is deﬁned
for t0 and X is a global semiﬂow. Using a similar argument with similar a priori
estimates, we can show that every solution of (SS) can be deﬁned globally in time and
Y is a global semiﬂow.
We will see by Lemma 3.7 that X,,(t) and Y,(t) are compact for every t > 0.
In order to apply Proposition 2.1, we will show that each of the semiﬂows X and Y
is point dissipative. The following a priori estimate, which is derived from [10, Lemma
2.4], is useful for proving the bounded dissipativeness (hence, the point dissipativeness)
of X and Y:
Proposition 2.4. Suppose that (A0)0 and (A1) hold. Let l1. Let (u(t), v(t)) be a
solution to (GM) with initial data (u0, v0) ∈ X. Then there is M∞ > 0, independent
of , for 0 < 0 such that the following holds: for any bounded set BX ⊂ X, there
is t0 > 0 such that if (u0, v0) ∈ BX, then ‖u(t)‖l + ‖v(t)‖l < M∞ for t > t0.
Remark 2.5. We can obtain the same type of a priori bounds for Y and ˜Y as
Proposition 2.4.
Throughout the present paper, let a be a small positive constant. Let (u(t), v(t)) :=
X(t)uX be a solution to (GM) with initial data uX := (u0, v0) ∈ X. Using Proposition
2.4, we see that for any (u0, v0) ∈ X, there is t0 > 0 such that supt t0 ‖u(x, t)‖l M∞.
Since there is C > 0 such that
‖u(t)‖X  Ce−(1−a)(t−t0) ‖u(t0)‖X
+C
∫ t
t0
(t − )−e−(1−a)(t−) ∥∥f (up(), vq())∥∥2 d,
‖v(t)‖X  Ce−(1−a)(t−t0)/ ‖v(t0)‖X
+ C

∫ t
t0
(
t − 

)−
e−(1−a)(t−)/
∥∥g(ur(), vs())∥∥2 d,
we see that there is a constant CX > 0 independent of u(t0) and v(t0) such that∥∥∥X(t)uX∥∥∥
X
= ‖u(t)‖X + ‖v(t)‖X < CX for large t and that v(x, t)m for all
(x, t) ∈  × R+. Therefore, there is a bounded set UX ⊂ X such that the following
holds: for any bounded set BX ⊂ X, there is t0 > 0 such that X,,(t)BX ⊂ UX
for t > t0. Hence X is bounded dissipative. Using similar estimates, we can ﬁnd
a bounded set UY ⊂ Y independent of  that attracts all bounded sets in Y. The
semiﬂow ˜Y also has the set U˜Y that has a property similar to UY.
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Since X,,(t) and Y,(t) are compact (Lemma 3.7) and dissipative, X(t) and
Y(t) admit the global attractors AX,, and AY,, respectively (Theorem A(i)). Sum-
marizing Sections 2.1 and 2.2, we obtain Theorem A.
3. Proof of Theorem A
Hereafter for ease of notation, we also denote AX and AY as AX,, and AY,,
respectively.
For simplicity in notation in the proofs, we let C denote a generic positive constant.
3.1. Proof of Theorem A(ii)
Lemma 3.1. If
V (u) =
∫ (
2|∇u|2
2
− H1(u)
)
dx − H2(),
then
d
dt
V (u) = −
∫
u2t dx,
where u = u(t) is a solution to the following:
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut = 2u + h1(u) + h2()h′3(u) in ,
 =
∫

h3(u) dx
u
n
= 0 on .
(RE)′
Here h1(u) := H ′1(u), h2() := H ′2() and h3(u) is an arbitrary C1-function.
Proof. Differentiating V (u) by t gives the following:
d
dt
V (u) =
∫ (
2∇u · ∇ut − h1(u)ut
)
dx − h2()t
= −
∫ (
2u + h1(u)
)
ut dx − h2()t
= −
∫
u2t dx + h2()
∫
h′3(u)ut dx − h2()t ,
where we use Green’s ﬁrst equality. It follows from the second equation of (RE)′ that
t =
∫
h′3(u)ut dx. Thus we obtain the desired result. 
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Corollary 3.2. If (u) = ∫ up+1 dx and
V (u) =
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
∫ (
2|∇u|2
2
+ u
2
2
− u
)
dx + 1
(p + 1)(	 − 1)(u)	−1 if 	 = 1,∫ (
2|∇u|2
2
+ u
2
2
− u
)
dx − log(u)
p + 1 if 	 = 1,
(3.1)
then
d
dt
V (u) = −
∫
u2t dx,
where u = u(t) is a solution to (RE).
Lemma 3.3. Suppose that (A0)3 and (A0)4 hold. For any sublevel set W of V in
(3.2), there is CH 1Lip > 0 such that
∥∥f (up1 ,(u1)	)− f (up2 ,(u2)	)∥∥2 CH 1Lip ‖u1 − u2‖H 1 for u1, u2 ∈ W. (3.2)
Proof. Let W = W(u0) and let u ∈ W . First we will obtain a lower bound of (u).
If 	 = 1, then we have the following:
2
2
∫
|∇u|2 dx + 1
2
∫
(u − )2 dx − log(u)
p + 1 <
2
2
+ V (u0).
Therefore
(u) > e−(p+1)(2/2+V (u0)). (3.3)
If 	 > 1, then
0 <
2
2
∫
|∇u|2 dx + 1
2
∫
(u − )2 dx + 1
(p + 1)(	 − 1)(u)	−1 
2
2
+ V (u0),
which means that 2/2 + V (u0) > 0. Therefore
(u)	−1 1
(p + 1)(	 − 1)(2/2 + V (u0)) . (3.4)
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Next we will estimate the left-hand side of (3.2). We have that∥∥∥∥∥ u
p
1
(u1)	
− u
p
2
(u2)	
∥∥∥∥∥
2

∥∥up1 ∥∥2
∣∣∣∣ 1(u1)	 −
1
(u2)	
∣∣∣∣+ 1(u1)	
∥∥up1 − up2 ∥∥2
=: ∥∥up1 ∥∥2 I1 + 1(u2)	
∥∥up1 − up2 ∥∥2 . (3.5)
Because |yk+1 − zk+1|(k + 1)(yk + zk)|y − z| (y0, z0, k0), we have that
I1	
(
1
(u1)	(u2)
+ 1
(u1)(u2)	
)∥∥∥up+11 − up+12 ∥∥∥1 . (3.6)
We also have that∥∥∥up+12 − up+11 ∥∥∥1 (p + 1) (∥∥up1 ∥∥2 + ∥∥up2 ∥∥2) ‖u2 − u1‖2 , (3.7)
∥∥up2 − up1 ∥∥2 p (∥∥∥up−12 ∥∥∥3 +
∥∥∥up−11 ∥∥∥3
)
‖u2 − u1‖6 . (3.8)
Because of the continuous inclusion H 1 ⊂ L2p (see (A4)4, ‖u‖2p, is bounded uniformly
for u ∈ W . Owing to (A0)4, we see that H 1 ⊂ L3p−3 and that
∥∥up−1∥∥3 is bounded
uniformly for u ∈ W . Combining (3.5)–(3.7) and (3.8), together with the lower bounds
of (u) (3.3) and (3.4), gives the desired results. 
Lemma 3.4. Suppose that the assumptions (A0)1, (A0)3 and (A0)4 hold. The semiﬂow
X

(t) is a gradient system in H 1.
Proof. Let u0 ∈ H 1. Then there is a unique solution u(t) ∈ C0(R+, H 1) to (RE) with
initial data u0. Thus X

(t)u0 can be deﬁned for t0. We can easily see that the
conditions (ii)1–(ii)4 in Deﬁnition 1.1 are satisﬁed. Therefore what we have to do is
to show that 
+
X
 (u0) is precompact in H 1. Since 12 < , X
 ⊂ H 1 has a compact
inclusion (see [9, Theorem 1.4.8]). It sufﬁces to show that ‖u(t)‖X is bounded for
t > 0. Because u(t) is a solution, {u(t)}t0 ⊂ W(u0) and
∥∥up(t)/(u(t))	 + ∥∥2 is
bounded uniformly for t0. Thus
‖u(t)‖X Ct−(−1/2)e−(1−a)t ‖u0‖H 1 + C
∫ t
0
(t − )−e−(1−a)(t−) d,
which is bounded uniformly for t > t0 > 0. Here, we use the fact that the norm of
H 1 is equivalent to the one of X1/2. 
Lemma 3.5. Suppose that the assumptions of Lemma 3.4 hold. The semiﬂow X is
point dissipative in H 1 if (A1) or (A2) holds.
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Proof. Owing to Lemma 3.4, we will show that all steady states are in a bounded ball
in H 1 when (A1) or (A2) holds. Let u be a steady state.
We assume that (A1) holds. Since u(x, t) := (essinfx∈{u0(x)} − )e−t +  is a
subsolution, it follows that u provided that u is a steady state. Thus we have that
(u)p+1. Multiplying the both sides of the equation of (RE), integrating it over 
and using the last inequality, we have that
2
∫
|∇u|2 dx +
∫
u2 dx = 1
(u)	−1
+ 
∫
u dx
 C + 
(∫
u2 dx
)1/2
. (3.9)
The above inequality says that ‖u‖2 should be bounded. Consequently ‖u‖H 1 is
bounded.
We assume that (A2) holds and that  = 0. Using (3.9), we have that ‖u‖2
H 1
C/(u)	−1. Putting w = (u)−	/(p−1)u, we obtain the semilinear ordinary differen-
tial equation
{
2wxx − w + wp = 0,
wx(0) = wx(1) = 0.
Analyzing the phase plane of the equation, we can see that all the solutions w are
uniformly strictly positive and that (u) > C for some C > 0. We omit the details.
The proof is completed. 
Lemma 3.6. Suppose that the assumptions of Lemma 3.4 hold. The mapping X(t)
is compact in X for every t > 0.
Proof. Let BX ⊂ X be an arbitrary bounded set. We use the compact inclusion
X ⊂ X ( <  < 1). It sufﬁces to show that X(t)BX is a bounded set in X for
each t > 0. There is a sublevel set W ⊂ H 1 such that BX ⊂ W . This means that∥∥up(t)/(u(t))	 + ∥∥2 is bounded uniformly for (u0, t) ∈ BX × R+, where u(t) is a
solution to (RE) with initial data u0 ∈ BX . Using this fact, we have that
‖u(t)‖X Ct−(−)e−(1−a)t ‖u0‖X + C
∫ t
0
(t − )−e−(1−a)(t−) d.
This inequality means that X(t)BX is a bounded set in X for every t > 0. 
Proof of Theorem A(ii). Owing to Lemma 3.5, X is point dissipative in H 1. There-
fore there is C0 > 0 such that lim supt→∞ ‖u(t)‖H 1 < C0. Using H 1 ⊂ L2p and the
lower bound of (u), we see that there is C1 > 0 such that lim supt→∞ ‖f (up(t) ,
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(u(t))	)
∥∥
2 < C1. Since
‖u(t)‖X  Ce−(1−a)t ‖u0‖X + C
∫ t
0
∥∥∥e−A(t−)∥∥∥L(X,X) ∥∥f (up(),(u())	)∥∥2 d
 Ce−(1−a)t ‖u0‖X + C
∫ t
0
(t − )−e−(1−a)(t−) d,
we see that there is C2 > 0 such that lim supt→+∞ ‖u(t)‖X < C2 for any initial data
u0 ∈ X. Thus X is dissipative in X. Moreover, X(t) (t > 0) is compact in
X because of Lemma 3.6. Thus, it follows from Proposition 2.1 that X admits the
global attractor AX in X. 
3.2. Proof of Theorem A(i)
Lemma 3.7. Suppose that (A0)0 and (A1) hold. The mappings X(t) and Y(t) are
compact for every t > 0.
Proof. We will use the compact inclusion X ⊂ X ( <  < 1). Let BX ⊂ X be
a bounded set. Let (u(x, t), v(x, t)) be a solution to (GM) with initial data (u0, v0).
Then Proposition 2.2 says that inf{v(x, t)| x ∈ , t0, (u0, v0) ∈ BX} > 0. Propo-
sition 2.4 says that ‖u( · , t)‖X is bounded uniformly for (u0, v0, t) ∈ BX × R+.
Moreover ‖up( · , t)‖2 and ‖ur( · , t)‖2 are bounded uniformly for (u0, v0, t) ∈ BX ×
R+ because of the continuous inclusion X ⊂ L∞ [9, Theorem 1.6.1]. Therefore
‖up( · , t)/vq( · , t) + ‖2 and ‖ur( · , t)/vs( · , t)‖2 are bounded uniformly for
(u0, v0, t) ∈ BX × R+. Using this fact, we have the following:
‖u(t)‖X Ct−(−)e−(1−a)t ‖u0‖X + C
∫ t
0
(t − )−e−(1−a)(t−) d,
‖v(t)‖X Ct−(−)e−(1−a)t/ ‖v0‖X +
C

∫ t
0
(
t − 

)−
e−(1−a)(t−)/ d.
The right-hand side of the above two inequalities are bounded for t > 0. This means
that X(t)BX is precompact and that X(t) is compact for every t > 0. We omit the
case of Y(t). 
Lemma 3.8. Suppose that (A0)0 and (A1) hold. The semiﬂow X(t) and Y(t) are
bounded dissipative. In particular they are point dissipative.
Proof. It clearly follows from the existence of UX and UY. 
Proof of Theorem A (i). Owing to Lemmas 3.7 and 3.8, X(t) and Y(t) are compact
and point dissipative. Hence, it follows from Proposition 2.1 that each of the semiﬂows
X and Y admits the global attractor AX and AY, respectively. 
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4. Proof of Theorem B
4.1. Proof of Theorem B(ii)
Lemma 4.1. Let  ∈ (, 1).
(i) There exists a bounded set BX ⊂ X ⊕ X such that
IFAY, ∪
⎛
⎝ ⋃
0<<0
AX,,
⎞
⎠ ⊂ BX. (4.1)
(ii) There exists a bounded set BY ⊂ X ⊕ R such that
JAX ∪
⎛
⎝ ⋃
0<<0
AY,
⎞
⎠ ⊂ BY. (4.2)
Proof. We will prove (i). Let  be ﬁxed. Let (u(t), v(t)) ∈ AX,,. Using Propositions
2.2 and 2.3, we have that
∥∥f (up(t), vq(t))∥∥2 < C, ∥∥g(ur(t), vs(t))∥∥2 < C.
Using the above inequalities, we have that
‖u(t)‖X C
∫ t
−∞
(t − )−e−(1−a)(t−) ∥∥f (up(), vq())∥∥2 dC, (4.3)
‖v(t)‖X 
C

∫ t
−∞
(
t − 

)−
e−(1−a)(t−)/
∥∥g(ur(), vs())∥∥2 dC. (4.4)
The inequalities (4.3) and (4.4), together with the boundedness of IFAY, in X, imply
(4.1).
We can prove (4.2) by similar way. 
We devide the functional space X in two spaces span 〈1〉 ⊕ Y , where Y := {u ∈
X| ∫ u dx = 0}. We identify span 〈1〉 with R. From now on, let (u, v + w) be an
element of X satisfying that u ∈ X, v ∈ R and w ∈ Y , and let P be the projection
from X onto span 〈1〉.
Lemma 4.2. Let (u(t), v(t) + w(t)) ∈ AX,,. There is C0 > 0 independent of  such
that
‖w(t)‖X C01−.
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Proof. Since the solution (u(t), v(t)+w(t)) ∈ AX,, satisﬁes vt = −Bv+g(ur , (v+
w)s), it should satisfy
{
vt = −v + Pg(ur , (v + w)s),
wt = −Bw + (I − P)g(ur , (v + w)s), (4.5)
where we use the fact that (−B)(I − P)(v + w) = (I − P)(−B)(v + w) = −Bw.
From the second equation of (4.5), we have that
w(t) = 1

∫ t
−∞
e−B(t−)/(I − P)g((u())r , (v() + w())s) d.
Therefore
‖w(t)‖X  1
∫ t
−∞
∥∥∥e−B(t−)/∥∥∥L(X,X)
×∥∥(I − P)g((u())r , (v() + w())s)∥∥2 d. (4.6)
Using Propositions 2.2 and 2.3, we have that
∥∥(I − P)g(ur , (v + w)s)∥∥2 < C. (4.7)
We can see that
∥∥∥e−B(t−)/∥∥∥L(X,X) C
(
t − 

)−
e
−(1−a)
(
1+ 
)
t−
 , (4.8)
where  is the second eigenvalue of the following eigenvalue problem:
⎧⎨
⎩
U = −U in ,
U
n
= 0 on .
From the general theory of partial differential operators of the second order, we see
that the ﬁrst eigenvalue, which is 0, is simple. Thus  should be positive. Using (4.7)
and (4.8), we can see by (4.6) that
‖w(t)‖X  C
∫ t
−∞
(
t − 

)−
e
−(1−a)
(
1+ 
)
t−
 dC1−. 
Let us prove Theorem B. We will use the strategy of Hale–Raugel [5] which was
applied to prove the upper semicontinuity of the global attractor for the singularly
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perturbed damped hyperbolic equation. We will prove the following property:
Let n be a sequence of positive numbers with n converging to 0 when
n goes to inﬁnity and let (un, vn) be a corresponding sequence of solutions
of (2.5) such that, for any t ∈ R, (un(t), vn(t)) ∈ AX,,n , then there
is a subsequence jn of n such that (ujn(0), vjn(0)) converges to (u
∗, v∗)
in X and (u∗, v∗) belongs to IFAY,.
(4.9)
Theorem B(ii) will be a straightforward consequence of the property (4.9). Indeed,
assume that Theorem B(ii) is not true, then there exist a positive constant , a sequence
of positive numbers n converging to 0, and a corresponding sequence (u0n, v0n) of
AX,,n such that
X
(
(u0n, v0n), IFAY,
)
 > 0 for all n ∈ N. (4.10)
Let (un, vn) be the solution of (2.5) with (un(0), vn(0)) = (u0n, v0n). As (un(t), vn(t))
clearly belongs to AX,,n , (4.10) contradicts the above convergence property (4.9).
Proof of Theorem B(ii). Let us now prove the property (4.9). We can easily see that⋃
t∈R
⋃
n∈N(un(t), vn(t)+wn(t)) is a precompact set in X and the family of mappings
(un(t), vn(t) + wn(t)) ∈ C0(R,X), n0, is equicontinuous from R into X. Using
a diagonal argument with the Ascoli–Arzela theorem, we can choose a subsequence
(ujn, vjn + wjn) of (un, vn + wn) such that
(ujn, vjn + wjn) −→ (u∗, v∗) in C0(J, IY) for any compact interval J ⊂ R
and (u∗, v∗) belongs to C0(R, IY). Here, we use the fact that ∥∥wjn∥∥X → 0 (Lemma
4.2). Furthermore, due to (4.1), we obtain
sup
t∈R
∥∥(u∗(t), v∗(t))∥∥
X
K1,
where K1 is a positive constant, that is, (u∗, v∗) belongs to C0b (R,X) := {(u(t), v(t)) ∈
C0(R,X)| supt∈R ‖(u(t), v(t))‖X is bounded}. We will show that (u∗, v∗) ∈ IFAY,.
For any compact interval J ⊂ R, we have that
∥∥∥∥u∗(t) − e−A(t−t0)u∗(t0) −
∫ t
t0
e−A(t−)f ((u∗())p, (v∗())q) d
∥∥∥∥
X

∥∥u∗(t) − un(t)∥∥X + ∥∥∥e−A(t−t0) (u∗(t0) − un(t0))∥∥∥X
+
∥∥∥∥
∫ t
t0
e−A(t−)
(
f ((u∗())p, (v∗())q) − f ((un())p, (vn() + wn())q)
)
d
∥∥∥∥
X
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for t ∈ J and t0 = min{J }. Since un −→ u∗ in C0(J,X), the ﬁrst and the second
terms converge to 0. Since X ⊂ L∞ has a continuous inclusion, (un, vn + wn) −
→ (u∗, v∗ + w∗) in C0(J, L∞ ⊕ L∞). Therefore, using Proposition 2.2, we have
that supt∈J
∥∥f ((u∗(t))p, (v∗(t))q) − f ((un(t))p, (v(t) + wn(t))q)∥∥∞ → 0 as n → ∞.
Hence, the three terms of the right-hand side of the above inequality converge to 0.
Therefore (u∗, v∗) satisﬁes
u∗(t) = e−A(t−t0)u∗(t0) +
∫ t
t0
e−A(t−)f ((u∗())p, (v∗())q) d for t ∈ J. (4.11)
We can see by similar way that
v∗(t) = e−(t−t0)/v∗(t0) + 1

∫ t
t0
e−(t−)/Pg((u∗())r , (v∗())s) d for t ∈ J. (4.12)
By (4.11), (4.12) and Lemma 4.2, we see that (u∗(t), v∗(t)) ∈ IFAY, for any t. As
(ujn, vjn + wjn) converges to (u∗, v∗) in C0(J,X) for any compact interval J of R,
(ujn(0), vjn(0) + wjn(0)), in particular, converges to (u∗(0), v∗(0)) ∈ IFAY, in X.
Thus the property (4.9) is proved. 
The proof of Theorem B(ii) is completed.
4.2. Proof of Theorem B(iii)
Proof of Theorem B(iii). We can prove the case in the same way as Theorem B(ii).
We show only the following: let {n}∞n=1 be a sequence of positive numbers converging
to 0, and a corresponding sequence (un, n) ∈ AY,n . If
(un, n) −→ (u∗, ∗) in C0(J,Y) for any compact interval J ⊂ R, (4.13)
then (u∗, ∗) ∈ JAX.
Let J be any compact interval. Suppose that t0 < min{J }. Because of (4.13), we can
assume that (un, n) → (u∗, ∗) in C0([t0,max{J }],Y). First, we have that∥∥∥∥u∗(t) − e−A(t−t0)u∗(t0) −
∫ t
t0
e−A(t−)f ((u∗())p, (∗())	) d
∥∥∥∥
X

∥∥u∗(t) − un(t)∥∥X + ∥∥∥e−A(t−t0)(u∗(t0) − un(t0))∥∥∥X
+
∥∥∥∥
∫ t
t0
e−A(t−)(f ((u∗())p, (∗())	)
−f ((un())p, (n())	)) d
∥∥∥∥
X
for t ∈ J. (4.14)
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Since (un(t), n(t)) converges to (u∗(t), ∗(t)) in C0(J,Y), three terms of the right-
hand side of the above inequality tends to 0. Therefore (u∗, ∗) satisﬁes
u∗(t) = e−A(t−t0)u∗(t0) +
∫ t
t0
e−A(t−)f ((u∗())p, (∗())	) d for t ∈ J. (4.15)
Next, we will show that
∗(t) = (u∗(t)) for t ∈ J. (4.16)
To begin with, we have that
|∗(t) − (u∗(t))|  |∗(t) − n(t)| +
∣∣∣e− s+1n (t−t0)n(t0)∣∣∣
+
∣∣∣∣(u∗(t)) −
∫ t
t0
s + 1
n
e
− s+1n (t−)(un()) d
∣∣∣∣ . (4.17)
The ﬁrst and second terms of (4.17) converges to 0. We will see the third term tends
to 0 as n → ∞. We have that∣∣∣∣(u∗(t)) −
∫ t
t0
s + 1
n
e
− s+1n (t−)(un()) d
∣∣∣∣

∣∣∣∣
∫ t0
−∞
s + 1
n
e
− s+1n (t−)(u∗(t)) d
∣∣∣∣
+
∣∣∣∣
∫ t
t0
s + 1
n
e
− s+1n (t−) ((u∗(t)) − (un(t))) d
∣∣∣∣
+
∣∣∣∣
∫ t
t0
s + 1
n
e
− s+1n (t−) ((un(t)) − (un())) d
∣∣∣∣ . (4.18)
Since t0 < min{J }, the ﬁrst term converges to 0 as n → ∞. Since un → u∗ in
C0(J,X), the second term converges to 0 as n → ∞. We will see by Lemma
4.3 below that (un( · )) is Lipschitz continuous and that ‖(un( · ))‖Lip is bounded
uniformly for n ∈ N. Since
∣∣∣∣
∫ t
t0
s + 1

e−
s+1
 (t−) (h(t) − h()) d
∣∣∣∣ → 0 as  → 0
for any Lipschitz continuous function h(t), the third term of (4.18) converges to 0 as
n → ∞. Hence three terms of (4.17) converge to 0 as n → ∞, which indicates (4.16).
The inequalities (4.15) and (4.16) imply that (u∗(t), ∗(t)) belongs to JAX. 
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Lemma 4.3. There is C0 > 0 such that
‖(u( · ))‖Lip < C0
for all (u, ) ∈ JAX∪ (⋃0<<0 AY,).
Proof. First, we have that
d
dt
(u(t)) = (p + 1)
∫
uput dx
= −p(p + 1)2
∫
up−1|∇u|2 dx − (p + 1)
∫
up+1 dx
+ p + 1
	
∫
u2p dx. (4.19)
If (u, ) ∈ JAX∪(⋃0<<0 AY,), then we see that there are C1 > 0 and C2 > 0 such
that ‖u‖X < C1 and that  > C2, using Proposition 2.2 and (4.2). Since X ⊂ L∞
and X ⊂ H 1 have continuous inclusions, the right-hand side of (4.19) is bounded
uniformly for (u, ) ∈ JAX ∪ (⋃0<<0 AY,). Therefore, there is C > 0 such that
‖(u( · ))‖Lip < C for (u, ) ∈ JAX∪
(⋃
0<<0 AY,
)
. 
The proof of Theorem B(iii) is completed.
4.3. Proof of Theorem B(i)
Proof of Theorem B(i). Let ε be ﬁxed. Because of Theorem B(iii), there is  > 0
such that
AY, ⊂ NY
(
JAX; ε/CI
)
, (4.20)
where CI is a constant which appears in Lemma 4.4 below. Because of Theorem B(ii),
there is 0 = 0() > 0 such that
AX,, ⊂ NX
(
IFAY,; ε/CI
)
for 0 <  < 0. (4.21)
Owing to (4.20) and (4.21), we can see by Lemma 4.4 below that
AX,, ⊂ NX
(
IFJAX; ε
)
for 0 <  < 0. 
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Lemma 4.4. If AX ⊂ NX (IFAY; ε) and if AY ⊂ NY (JAX; ε), then there exists
CI > 0 such that
AX ⊂ NX
(
IFJAX;CIε
)
.
Proof. We see that FAY ⊂ NY (FJAX;CFε) because of Lemma 4.5 below and
the assumption. We obtain
IFAY ⊂ I
(
NY(IFJAX;CFε)
)
⊂ NX
(
IFJAX;CFε
)
. (4.22)
Thus we have by (4.22) and the assumption that
AX ⊂ NX
(
IFAY;CFε
)
⊂ NX
(
IFJAX;CIε
)
. 
Lemma 4.5. If AY ⊂ NY (JAX; ε), then there exists CF > 0 such that
FAY ⊂ NY
(
FJAX;CFε
)
.
Proof. Let uY = (u0, 0) ∈ AY. We will show that distX
(FuY,FJAX) < CFε for
some CF > 0. Note that it follows from the assumption that
inf
ûY=(uˆ0,ˆ0)∈JAX
∥∥∥uY − ûY∥∥∥
Y
= inf
{∥∥u0 − uˆ0∥∥X + |0 − ˆ0|} < ε.
Using this inequality, we have that
inf
ûY=(uˆ0,ˆ0)∈JAX
∥∥∥FuY − F ûY∥∥∥
Y
= inf
{∥∥u0 − uˆ0∥∥X + |F(0) − F(ˆ0)|}
 CF inf
{∥∥u0 − uˆ0∥∥X + |0 − ˆ0|}
 CFε,
where F is deﬁned by (1.1) and we use the fact that |F(0) − F(ˆ0)|CF |0 − ˆ0|
provided that ˆ0 > C for some C > 0. Therefore, we obtain the desired result. 
The proof of Theorem B(i) is completed.
It seems that a theorem similar to Theorem B in the paper holds for a more general
class of reaction–diffusion systems. In the forthcoming paper, we will discuss the
asymptotic behavior of those reaction–diffusion systems in the geometrical viewpoint
of an inﬁnite–dimensional functional space.
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