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Abstract
An exposition of the spectral theory of normal matrices with quaternion entries is pre-
sented.
© 2003 Elsevier Inc. All rights reserved.
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Linear algebra over quaternions is not far removed from classical linear algebra,
yet there are intriguing issues that arise in passing from the field of complex numbers
to the skew-field of quaternions. For example, the question of how one should define
the spectrum of a matrix of quaternions is still open to debate and is still pondered
in the literature, as in [9]. But, interestingly, the problem of the existence of eigen-
values is now understood to be topological in nature, with a rather deft and striking
resolution [3,26]. In a different direction is the subject of quaternionic determinants,
which is both subtle and challenging [2].
In a relatively recent survey article of considerable scope, Zhang [28] discusses
matrices over quaternions, as well as their canonical forms, determinants, and
numerical ranges. One of the canonical forms mentioned in Zhang’s survey is
obtained from the spectral theorem. Although the spectral theorem in quaternions
is quite fundamental, one has to look carefully through the literature to find a proper
statement and proof of the result. The issue is possibly complicated by the fact that
the spectral theorem has two formulations: one for matrices, which was found by
Jacobson [18], Lee [20], and Brenner [4] in the late 1930s and the late 1940s, and
another for endomorphisms on quaternionic Hilbert spaces, published in 1936 by
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Teichmüller [23]. Matrix theory builds upon the Jacobson–Lee–Brenner formulation,
whereas physics requires the more abstract approach of Teichmüller. Rarely does one
line of development seem to acknowledge the other.
The principal objective of the present expository article, therefore, is to set down
detailed proofs of the quaternionic spectral theorem in both the matrix-theoretic and
abstract formulations (Theorems 3.3 and 4.6). A second objective of the paper is to
unite and to reflect upon some related issues that are crucial to the study of linear
algebra over the quaternions: spectra, modules, and inner products. A few applica-
tions of the spectral theorem, such as the polar and singular value decompositions,
are also explained.
One of the main techniques that is used herein is that of embeddings of the qua-
ternions into complex vector spaces, frequently through symplectic representations
[7]. In this sense, then, linear algebra over quaternions is obtained from linear alge-
bra over complex numbers. Still, the quaternionic structures under study here have
their own unique character and are quite distinct from complex structures. This is
especially apparent in applications to physics; see, for example, [1] or [11].
Our approach in this paper is to first discuss n-tuples and matrices of quaternions,
for concreteness, and to then follow with an introduction to the more abstract theory
of endomorphisms on (right) inner-product spaces over the quaternions. The results
mentioned herein have been taken from the literature for the most part, although
some of the proofs have been changed to suit our level of exposition.
1. Quaternions
Skew-fields [8] are of interest because they resemble fields in every way except
for commutativity of multiplication. The skew-field H of quaternions is of particular
interest for quaternions are easily defined and they enjoy many of the metric and alge-
braic properties common to complex numbers. Formally, H is the four-dimensional
algebra over R with basis {1, i, j, k} and multiplication rules
i2 = j2 = k2 = −1,
ij = k, jk = i, ki = j,
j i = −k, kj = −i, ik = −j.
If q ∈ H, then there are α0, α1, α2, α3 ∈ R such that q = α01 + α1i + α2j +
α3k; define q to be q = α01 − α1i − α2j − α3k. The map q 	→ q is an involution
on H and qq = qq =∑3j=0 α2j . In particular, if q1, q2 ∈ H, then q1q2 = q2 q1. One
defines the modulus |q| of a quaternion q by |q| = (qq)1/2, which is nothing more
than the Euclidean distance from the origin to the point (α0, α1, α2, α3) in the space
R4. The principal metric features of H are as follows. If q, q1, q2 ∈ H, then:
1. |q| = 0 if and only if q = 0;
2. |q1 + q2|  |q1| + |q2| and |q1q2| = |q1||q2|;
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3. |q| = |q|; and
4. if q /= 0, then q−1q = qq−1 = 1, where q−1 = |q|−2q.
The skew-field H is an algebra over the field R. More generally, the set Mn(H) of
n× n matrices with entries from H is an algebra over R with respect to the usual op-
erations of scalar multiplication, matrix addition, and matrix multiplication. For Q ∈
Mn(H), let Q∗ denote the conjugate transpose of Q. That is, if Q = [qst ]1s,tn,
then Q∗ = [qts]1s,tn. As with complex and real matrices, the map Q 	→ Q∗ is an
involution on Mn(H).
Observe that the set C of complex numbers appears as a real subalgebra of H :
C = SpanR{1, i}.Henceforth, we will view C as residing inside H, and the following
result records some important features of C within H. (The proofs are elementary
and thus omitted.)
Lemma 1.1. Consider C as the real subalgebra SpanR{1, i} of H. Then:
1. SpanR{1, i} = {q ∈ H : qi = iq};
2. SpanR{j, k} = {q ∈ H : qi = −iq};
3. λq = qλ for every λ ∈ SpanR{1, i} and q ∈ SpanR{j, k}.
The point to be emphasised in the third item of Lemma 1.1 is that if λ ∈ C, then λ
can be obtained from λ ∈ C by an appropriate similarity transformation λ 	→ q−1λq
in H. (This is, of course, an impossibility in C except for the trivial case where λ ∈ R.)
To conclude this brief review of quaternions, we now turn to two representations
of quaternions by complex vectors and matrices.
The identification of C within H affords a useful linear—or, symplectic—rep-
resentation of quaternions, as well as n-tuples of quaternions, by complex vectors.
Namely, if
q = α01 + α1i + α2j + α3k ∈ H, then
q = (α01 + α1i)+ (α2 + α3i)j (1)
= γ1 + γ2j, where γ1 = α01 + α1i and γ2 = α2 + α3i belong to C.
Thus, each quaternion q is uniquely represented by a pair of complex numbers γ1,
γ2 via Eq. (1). This representation extends to the real vector space Hn of n-tuples of
quaternions. Indeed, define the function ρ : Hn → C2n by
ρ




γ
(1)
1 + γ (1)2 j
γ
(2)
1 + γ (2)2 j
...
γ
(n)
1 + γ (n)2 j



 =


γ
(1)
1
...
γ
(n)
1
−γ2(1)
...
−γ2(n)


=
[
ξ1
−ξ2
]
= ρ(ξ), (2)
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where ξ = ξ1 + ξ2j and ξ1, ξ2 ∈ Cn. The function ρ is plainly an injective linear
transformation from the real vector spaces Hn to the real vector space C2n.
A second useful representation of quaternions—one that captures the linear, mul-
tiplicative, and involutive structure of H—is via 2 × 2 complex matrices. Consider
the function φ : H → M2(C) defined as follows: if q = γ1 + γ2j, as in Eq. (1), then
φ(q) =
[
γ1 γ2
−γ2 γ1
]
.
The function φ is plainly injective and satisfies, for all q, q1, q2 ∈ H and α ∈ R, the
equations
φ(q1 + q2) = φ(q1)+ φ(q2), φ(q1q2) = φ(q1)φ(q2), φ(αq) = αφ(q).
Moreover,
φ(q) =
[
γ1 −γ2
γ2 γ1
]
= φ(q)∗
where φ(q)∗ denotes the conjugate transpose of the 2 × 2 complex matrix φ(q).
Thus, φ preserves the linear, multiplicative, and involutive structure of H; that is,
φ is an injective ∗-homomorphism from the real algebra H into the real algebra
M2(C). A homomorphic embedding of Mn(H) into M2n(C) is similarly constructed.
First, note that by applying Eq. (1) entrywise to a matrix Q ∈ Mn(H), one can write
Q as Q = 1 + 2j, where 1 and 2 are n× n complex matrices. The function
 : Mn(H)→ M2n(C), defined for Q = 1 + 2j ∈ Mn(H) by
(Q) =
[
1 2
−2 1
]
, (3)
is an injective ∗-homomorphism. That is,  satisfies, for all Q,Q1,Q2 ∈ Mn(H)
and α ∈ R, the equations:
1. (Q1 +Q2) = (Q1)+ (Q2) and (Q1Q2) = (Q1)(Q2),
2. (αQ) = α(Q), and
3. (Q∗) = (Q)∗.
Notes. The discovery of the skew-field H by W.R. Hamilton in 1844 is recounted in
numerous sources (e.g., [24]) and is one of the more celebrated stories of mathemat-
ics. Lighthearted storytelling aside, Hamilton’s enormous treatise [15] on the qua-
ternions reveals a concentrated mind turned toward a subject of seemingly endless
fascination. Into the 20th century, quaternions made further appearance in associative
algebras, analysis, topology, and physics. The close links between complex numbers
and quaternions, as seen here in the symplectic representation, have been long known
and exploited; indeed, to some extent Hamilton’s discovery of the quaternions came
to light through his careful analysis of the geometry that underlies the multiplication
of complex numbers.
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2. Eigenvalues
The spectrum σ(T ) of a linear transformation T acting on a finite-dimensional
complex vector space V is usually defined to be the set of all λ ∈ C for which the
equation
T ξ = λξ, ξ ∈ V nonzero, (4)
has at least one (nonzero) solution ξ in V. That is, σ(T ) is the set of eigenvalues
of T .
The situation with quaternion matrices is, however, somewhat different, and can
only be understood if one makes a distinction between “the spectrum” and “the set
of eigenvalues.” The first difficulty is that Hn is not a vector space over C. However,
Hn is a vector space over R, and if Q ∈ Mn(H), then Q is a linear transformation
on the real vector space Hn by the usual action ξ 	→ Qξ of Q on vectors ξ ∈ Hn.
That is, if ξ1, ξ2 ∈ Hn and α1, α2 ∈ R, then
Q(α1ξ1 + α2ξ2) = α1Qξ1 + α2Qξ2. (5)
Because H is noncommutative, Eq. (5) will not hold in general if one takes α1 and
α2 to be elements of C or H.However, if matricesQ ∈ Mn(H) act on Hn from the left
and if quaternions q ∈ H act on Hn from the right, then equation (5) generalises to
Q(ξ1 + ξ2) = Qξ1 +Qξ2, ξ1, ξ2 ∈ Hn,
Q(ξq) = (Qξ)q, ξ ∈ Hn, q ∈ H. (6)
Thus, if one is interested in eigenvalues in the quaternion context, then the ana-
logue of the eigenvalue equation (4) is
Qξ = ξq, (7)
where ξ ∈ Hn is nonzero and q ∈ H. Any solution (q, ξ) ∈ H × (Hn\{0}) to Eq. (7)
is called a right eigenpair for Q; in particular, q is a right eigenvalue of Q.
Now for an unescapable fact: if Q has a nonreal right eigenvalue, then Q has
infinitely many (in fact, a continuum of) nonreal right eigenvalues.
Proposition 2.1. If (q, ξ) is a right eigenpair for Q ∈ Mn(H), then (w−1qw, ξw)
is also a right eigenpair for Q, for all nonzero w ∈ H.
Proof. Q(ξw) = (Qξ)w = (ξq)w = (ξw)(w−1qw). 
Therefore, it is not enough to speak of an individual right eigenvalue q ∈ H of
Q; rather, one must consider the entire similarity orbit θ(q) of q:
θ(q) = {w−1qw : w ∈ H, w /= 0}.
Observe that the orbit θ(q) of q can be expressed as a conjugacy class of q:
θ(q) = {wqw : w ∈ H, |w| = 1}.
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The orbit of q is a singleton if and only if q ∈ R. In all other cases, θ(q) contains
infinitely many elements, but, as shown by the following observation of Cayley [6],
only two of those elements are complex. (See [4,28], or [2, p. 63] for quick, efficient
proofs.)
Lemma 2.2. If q ∈ H is nonreal, then there is a nonreal λ ∈ C such that θ(q) ∩
C = {λ, λ}. In particular, if λ ∈ C, then θ(λ) ∩ C = {λ, λ}.
Let C+ denote the closed upper halfplane
C+ = {α + βi : α, β ∈ R, β  0},
and define, for any q ∈ H, the sets θC(q) and θC+(q) by
θC(q) = θ(q) ∩ C,
θC
+
(q) = θ(q) ∩ C+.
Because the conjugacy classes form a partition of H, there is, therefore, a one-
to-one correspondence between the set of conjugacy classes of quaternions and the
set of complex numbers with nonnegative imaginary part. Hence, conjugacy classes
of right eigenvalues are uniquely labeled by individual complex numbers λ with
nonnegative imaginary parts (i.e., by λ ∈ C+).
A crucial result for the spectral theorem is the following existence result for right
eigenvalues.
Theorem 2.3. Every Q ∈ Mn(H) has a right eigenvalue. Furthermore, the number
of distinct conjugacy classes of right eigenvalues of Q does not exceed n.
One can approach the proof of Theorem 2.3 algebraically using the Fundamental
Theorem of Algebra applied to the complex matrix (Q), as we shall do here, or
topologically [3], where the result is obtained by examining the action of Q on the
quaternionic projective space HPn−1 and by then applying the Lefschetz Fixed Point
Theorem.
The methods of matrix algebra form the basic steps toward establishing The-
orem 2.3.
Lemma 2.4. Assume that Q ∈ Mn(H), ξ ∈ Hn, and λ ∈ C. Then:
1. ρ(Qξ) = (Q)ρ(ξ),
2. ρ(ξλ) = λρ(ξ), and
3. (Q)ρ(ξ) = λρ(ξ) if and only if Qξ = ξλ.
Proof. Express Q and ξ in symplectic form: Q = 1 + 2j and ξ = ξ1 + ξ2j, for
some 1,2 ∈ Mn(C) and ξ1, ξ2 ∈ Cn. Thus,
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Qξ = (1ξ1 − 2ξ2)+ (1ξ2 + 2ξ1)j,
and so
ρ(Qξ) =
[
1ξ1 − 2ξ2
−(1ξ2 + 2ξ1)
]
=
[
1ξ1 − 2ξ2
−2ξ1 − 1ξ2
]
=
[
1 2
−2 1
][
ξ1
−ξ2
]
= (Q)ρ(ξ),
which completes the proof of (1).
To prove (2), note that ξλ = (ξ1 + ξ2j)λ = ξ1λ+ ξ2jλ = ξ1λ+ ξ2λj (by
Lemma 1.1), and so
ρ(ξλ) =
[
ξ1λ
−(ξ2λ)
]
= λ
[
ξ1
−ξ2
]
= λρ(ξ),
which proves (2).
To prove (3), first assume that Qξ = ξλ. Apply ρ to obtain ρ(Qξ) = ρ(ξλ).
But this equation is, by (1) and (2), precisely (Q)ρ(ξ) = λρ(ξ). Conversely, as-
sume that (Q)ρ(ξ) = λρ(ξ). Then, by (1) and (2), ρ(Qξ) = ρ(ξλ). Because ρ is
injective, we have that Qξ = ξλ, thereby proving (3). 
Lemma 2.5. Let Q ∈ Mn(H).
1. If q ∈ H is a right eigenvalue of Q, and if θC(q) = {λ, λ}, then λ and λ are
eigenvalues of (Q).
2. If λ ∈ C is an eigenvalue of(Q), then every q ∈ θ(λ) is a right eigenvalue of Q.
3. If λ ∈ C is an eigenvalue of (Q), then λ is also an eigenvalue of (Q).
4. If r ∈ R is an eigenvalue of (Q), then the complex subspace of eigenvectors
corresponding to r has even (complex) dimension.
Proof. For (1), if q ∈ H is a right eigenvalue of Q, and if ζ ∈ θC(q), then, by
Lemma 2.1, there is a right eigenpair of Q of the form (ζ, ξ); that is, Qξ = ξζ,
for some nonzero ξ ∈ Hn. By (3) of Lemma 2.4, ζ is an eigenvalue of (Q). This
proves (1).
To prove (2), note that the real vector spaces Hn and C2n have the same dimen-
sion over R. Thus, the injective linear map ρ : Hn → C2n is also surjective. Thus,
if η ∈ C2n is an eigenvector of (Q) corresponding to an eigenvalue λ ∈ C, then
η = ρ(ξ), for some nonzero ξ ∈ Hn. This pre-image ξ of η can be realised explicitly
as follows. If
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η =


η1
...
ηn
ηn+1
...
η2n


∈ Hn,
then η = ρ(ξ), where ξ = ξ1 + ξ2j ∈ Hn and
ξ1 =


η1
...
ηn

 , ξ2 =


−ηn+1
...
−η2n

 ∈ Cn.
The equation (Q)ρ(ξ) = λρ(ξ) implies that Qξ = ξλ, by (3) of Lemma 2.4.
Hence, by Lemma 2.1, every q ∈ θ(λ) is also a right eigenvalue of Q, proving (2).
For (3), note that if λ ∈ C is an eigenvalue of(Q), then λ is a right eigenvalue of
Q (by (2)), which implies by (1) that λ is an eigenvalue of (Q). There is, moreover,
an explicit way to determine an eigenvector corresponding to λ from the eigenvector
corresponding to the eigenvalue λ. Suppose that (Q)ρ(ξ) = λρ(ξ); that is,[
1ξ1 − 2ξ2
−2ξ1 − 1ξ2
]
=
[
λξ1
−λξ2
]
(8)
for some ξ1, ξ2 ∈ Cn, where ξ = ξ1 + ξ2j. Pass to the complex conjugate of Eq. (8)
and then interchange positions 1 and 2 within the resulting vectors to obtain[
1ξ2 + 2ξ1
−2ξ2 + 1ξ1
]
=
[
λξ2
−λξ1
]
. (9)
That is,
(Q)
[
ξ2
ξ1
]
= λ
[
ξ2
ξ1
]
.
To prove (4), assume that r ∈ R is an eigenvalue of (Q) with eigenvector ρ(ξ).
Then, by the discussion above, the two vectors
η1 =
[
ξ1
−ξ2
]
and η2 =
[
ξ2
ξ1
]
are eigenvectors corresponding to the eigenvalue r. To prove that the eigenvectors
η1 and η2 are linearly independent over C, assume that η2 = ζη1 for some ζ ∈ C.
Then ξ2 = ζ ξ1 and ξ1 = −ζ ξ2, which by substitution implies that ξ1 = −|ζ |2ξ1. But
this is possible only if ξ1 = 0, which would then mean that η1 and η2 are zero, in
contradiction to the fact that eigenvectors are nonzero. Hence, η1 and η2 are linearly
independent over C, thereby proving that if V = ker((Q)− rI ), then dimC V  2.
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We now show that dimC V is an even integer. By the discussion above, the real-
linear map σ : V → C2n defined by
σ
([
ξ1
−ξ2
])
= i
[
ξ2
ξ1
]
maps V back into itself. Because σ 2 = idV and σ ∈ {idV ,−idV }, the vector space
V decomposes as
V = V+ ⊕ V−,
where V+ = {η ∈ V : σ(η) = η} and V− = {ω ∈ V : σ(ω) = −ω}. For every η ∈
V+, σ (iη) = −iσ (η) = −iη, which shows that iV+ ⊆ V−. Similarly, if ω ∈ V−,
then σ(−iω) = iσ (ω) = −iω, proving that V− ⊆ iV+. Therefore, iV+ = V− im-
plies that V+ and V− have the same dimension over C. Thus, dimC V = 2(dimC V+),
which is even. 
We are now able to prove that every Q ∈ Mn(H) has at least one right eigenvalue
and that the number of distinct conjugacy classes of right eigenvalues is at most n.
Proof of Theorem 2.3. If Q ∈ Mn(H), then (Q) has at least one eigenvalue λ ∈
C, by the Fundamental Theorem of Algebra. Hence, by Lemma 2.4, λ is a right
eigenvalue of Q.
The number of distinct conjugacy classes θ(q1), . . . , θ(q ) of distinct right eigen-
values q1, . . . , q ∈ H can be labeled by  elements of the closed upper halfplane
C+. We aim to prove that   n. First, note that the maximum number of distinct
eigenvalues of (Q) is 2n. Let mc be the number of nonreal eigenvalues of (Q).
Because nonreal eigenvalues of (Q) appear in conjugate pairs, by (3) of Lemma
2.5, mc must be an even number. Thus, mc/2 is the number of conjugacy classes
of right eigenvalues of Q that are labeled by complex numbers with strictly posi-
tive real parts. This leaves only real (right) eigenvalues of Q to deal with. By (4)
of Lemma 2.5, the geometric multiplicity of any real eigenvalue of (Q) is even,
and so the number mr of distinct real eigenvalues of (Q) is at most (2n−mc)/2.
Hence, the total number of conjugacy classes of right eigenvalues of Q is at most
(2n−mc)/2 +mc/2 = n. 
As we noted earlier, matrices Q ∈ Mn(H) act on Hn from the left (ξ 	→ Qξ) and
quaternions q ∈ H act on Hn from the right (ξ 	→ ξq). Thus, the concept of a “left”
(as opposed to “right”) eigenvalue is somewhat unnatural and possibly even artificial.
However, one should not be eager to dispense with left eigenvalues altogether.
To be specific, a left eigenvalue of Q ∈ Mn(H) is an element q ∈ H such that the
equation
Qξ = qξ (10)
holds for at least one nonzero ξ ∈ Hn. Every quaternion matrix has a left eigen-
value—a fact established by Wood [26] by making use of the third homotopy group
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of the space of invertible quaternion matrices. The reason that invertible quaternion
matrices occur is that the left eigenvalue problem is one of matrix invertibility.
Proposition 2.6. The following statements are equivalent for q ∈ H and Q ∈
Mn(H):
1. Qξ = qξ for some nonzero ξ ∈ Hn.
2. Q− qI is not invertible in Mn(H).
Proof. For any q ∈ H, the real-linear map Q− qI on the real vector space Hn is
bijective if and only if Q− qI is injective. 
As an alternative to left and/or right eigenvalues, one could formulate, as is done
in [12], a notion of “spectrum” in a manner that does not make reference to the action
of Q ∈ Mn(H) on Hn. To this end, note that Mn(H) is a real algebra of finite dimen-
sion; hence, every Q ∈ Mn(H) satisfies a polynomial equation f (Q) = 0 for some
f ∈ R[x], where R[x] denotes the ring of polynomials with real coefficients and
indeterminate x. There is a unique monic polynomial mQ ∈ R[x] of minimal degree
for which f (Q) = 0 if and only if f = g ·mQ for some g ∈ R[x]. This polynomial
mQ is called the minimal annihilating polynomial of Q. Therefore, we may say that
the spectrum of Q ∈ Mn(H) is the set σ(Q) ⊂ C defined by
σ(Q) = {λ ∈ C : λ is a root of the minimal annihilating polynomial mQ}.
(11)
One useful feature of a spectrum so defined is the polynomial spectral mapping the-
orem (see [12, Theorem 2.26]):
σ (f (Q)) = {f (λ) : λ ∈ σ(Q)}
for every f ∈ R[x].
For example, with
Q =
[
j 0
0 k
]
,
we have that Q2 = −I, which implies that mQ(x) = x2 + 1 and that the spectrum
of Q is the set σ(Q) = {i,−i}. However, note the slightly unattractive feature: the
diagonal entries of the diagonal matrix Q do not appear as elements of the spectrum
(under this definition). Nevertheless, we shall henceforth make use of this definition
of spectrum, especially in reference to hermitian matrices.
Notes. In [9], De Leo and Scolarici argue that in quaternionic quantum mechanics
left eigenvalues do not represent the same physical quantities as those represented by
right eigenvalues. Moreover, from purely mathematical considerations, it seems clear
that left eigenvalues are inconsistent with the right action of H on Hn. Nevertheless,
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it would be interesting to develop a notion of “spectrum” for quaternion matrices
that would capture left eigenvalues and right eigenvalues simultaneously.
One must keep in mind that the only reason it even makes sense to speak of left
eigenvalues for quaternion matrices is because Hn is a bimodule over H. But Hn
is a very special case. In general, one has a right vector space V over H, in which
expressions such as qξ, for q ∈ H and ξ ∈ V, have no meaning.
3. Diagonalisation of normal matrices
In this section we shall prove the spectral theorem for normal matrices of quater-
nions. A matrix Q ∈ Mn(H) is:
1. hermitian if Q∗ = Q;
2. normal if Q∗Q = QQ∗;
3. unitary if Q∗Q = QQ∗ = I, where I denotes the identity of Mn(H).
With regard to the definition of unitary matrix, recall that in any finite-dimensional
algebra with identity, a one-sided inverse is automatically a two-sided inverse [12,
Theorem 2.24]. Thus, either one of the equations Q∗Q = I or QQ∗ = I is sufficient
for Q ∈ Mn(H) to be unitary.
The spectral theorem for matrices of quaternions has two main points to it and
is stated as follows: If Q ∈ Mn(H) is a normal matrix, then (i) there is a unitary
matrix U ∈ Mn(H) such that U∗QU is a diagonal matrix, and (ii) the diagonal
entries of U∗QU are elements of the closed upper halfplane C+ and q ∈ H is a
right eigenvalue of Q if and only if q is similar to a diagonal entry of U∗QU .
The first step toward a complete proof of the spectral theorem has already been
achieved, namely Theorem 2.3, which shows that every matrix of quaternions has a
right eigenvalue. The second step is to establish Schur’s Theorem on triangularisa-
tion, but in the context of quaternion matrices. The proof of Schur’s theorem requires
an intermediate step, which is essentially the Gram–Schmidt Process; however, the
proof of this intermediate step is deferred to Section 4. Once we have put our normal
matrix T into an upper-triangular form, it is then an easy matter to show that any
upper-triangular normal matrix must in fact be a diagonal matrix.
If ξ ∈ Hn, then ξ∗ shall denote the row vector whose entries are obtained from
ξ by conjugation. Thus, for any ξ, η ∈ Hn, the formal product η∗ξ is a quaternion.
The following Gram–Schmidt Theorem will be proved later—see Theorem 4.3.
Lemma 3.1. If µ1 ∈ Hn is such that µ∗1µ1 = 1, then there exist µ2, . . . , µn ∈ Hn
such that µ∗ µm = 0 for all  /= m and µ∗ µ = 1 for all  .
The Schur Triangularisation Theorem takes the following form in the quaternion
context.
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Lemma 3.2. If Q ∈ Mn(H), then there are T ,U ∈ Mn(H) such that:
1. U is unitary, T is upper triangular, and U∗QU = T ;
2. each diagonal element of T is a complex number contained in the closed upper
halfplane C+.
Proof. By Theorem 2.3, there are λ1 ∈ C+ and µ1 ∈ Hn such that µ∗1µ1 = 1 and
Qµ1 = µ1λ1. Further, by Lemma 3.1, there are µ2, . . . , µn ∈ Hn such that µ∗s µt =
δs t (Kronecker delta). Thus, if U1 = [µ1 µ2 · · · µn] ∈ Mn(H), then U∗U = I,
which implies that U is unitary. Moreover,
U∗1QU1 =


µ∗1µ1λ1 µ∗1Qµ2 · · · µ∗1Qµn
µ∗2µ1λ1 µ∗2Qµ2 · · · µ∗2Qµn
...
...
.
.
.
...
µ∗nµ1λ1 µ∗nQµ2 · · · µ∗nQµn

 =


λ1 η
∗
1
0
...
0
Q1


for some η1 ∈ Hn−1.
View Q1, in the above matrix, as an element of Mn−1(H). Apply the argument
used above to find vectors ν1, ν2, . . . , νn−1 ∈ Hn−1 and a complex number λ2 ∈ C+
such that Q1ν1 = ν1λ2 and ν∗s νt = δs t for all 1  s, t  n− 1. Set
U2 =


1 0 0 . . . 0
0
... ν1 ν2 . . . νn−1
0

 ,
which is unitary. Moreover,
(U1U2)
∗Q(U1U2) =


λ1 ∗ η∗1
0 λ2 η∗2
0 0
...
... Q2
0 0


for some η1, η2 ∈ Hn−2. Now continue iteratively with Q2 and so forth until done.
One obtains unitaries U1, . . . , Un ∈ Mn(H) such that if U = U1U2 · · ·Un, then
U∗QU =


λ1 τ12 τ13 · · · τ1n
0 λ2 τ23 · · · τ2n
... 0
.
.
.
.
.
.
...
...
...
.
.
.
.
.
. τn−1,n
0 0 · · · 0 λn


. (12)
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Thus, U∗QU = T , where T is the upper-triangular matrix on the right-hand side of
(12). 
These results are all that one requires to diagonalise normal matrices through a
unitary–similarity transformation Q 	→ U∗QU. The proof below is essentially the
same proof that one employs for the diagonalisation of complex normal matrices.
Theorem 3.3. If Q ∈ Mn(H) is normal, then there are matrices D,U ∈ Mn(H)
such that:
1. U is a unitary matrix, D is a diagonal matrix, and U∗QU = D;
2. each diagonal entry of D is a complex number contained in the closed upper
halfplane C+;
3. q ∈ H is a right eigenvalue ofQ if and only if q ∈ θ(λ) for some diagonal element
λ of D.
Proof. By Lemma 3.2, there is a unitary U ∈ Mn(H) such that U∗QU = T , where
T = [τst ]s,t is upper triangular and τss ∈ C+ for all s. Because U is unitary and Q
is normal, T is normal as well. Thus,
t∑
s=1
|τst |2
n∑
 =1
|τt |2. (13)
Starting with t = 1, Eq. (13) holds only if |τ12|2 = |τ13|2 = · · · = |τ1n|2 = 0. Eq.
(13) now has a simpler form in the case t = 2, namely |τ22|2 = |τ22|2 + |τ23|2 +
· · · + |τ2n|2. Thus, τ2 = 0 for all  /= 2. Repeated application of the argument
through t = 3 to t = n leads to τm = 0 for all  /= m. That is, T is diagonal, which
we henceforth denote by D.
To prove (3), first note that if λ ∈ C+ is an element on the diagonal of D—say,
in position s—then Dξs = ξsλ, where ξs ∈ Hn is the nonzero vector with 1 in po-
sition s and 0 elsewhere. Hence, Q(Uξs) = (Uξs)λ, which proves that λ is a right
eigenvalue of Q. Therefore, every q ∈ θ(λ) is a right eigenvalue of Q.
Conversely, suppose that q ∈ H is such that Qξ = ξq, for some nonzero ξ ∈ Hn.
Then, Dξ ′ = ξ ′q, where ξ ′ = U∗ξ is nonzero. If the entries of ξ ′ are w1, . . . , wn ∈
H and the diagonal entries of D are d11, . . . , dnn ∈ C+, then there is at least one
s for which ws /= 0. Position s of the vector equation Dξ ′ = ξ ′q is the equation
dssws = wssq in H. Hence, dss = wsqw−1s ∈ θ(q). 
It is important to keep in mind that the diagonal form D of a normal quaternion
matrix Q given by Theorem 3.3 is a matrix whose entries come from the closed
upper halfplane C+. Consequently, some normal diagonal matrices Q will change
under the specific unitary–similarity transformation Q 	→ U∗QU.
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Example 3.4. Two 2 × 2 normal matrices.
Details. The diagonal matrix
Q =
[
j 0
0 k
]
is normal. The “diagonal form” of Q, as dictated by Theorem 3.3, is
U∗QU =
[
i 0
0 i
]
= I i,
where the unitary U ∈ M2(H) is
U = 1√
2
[
1 − k 0
0 1 − j
]
.
Note that the diagonal form of
Q′ =
[
i 0
0 −i
]
is also I i. Thus, Q and Q′ are unitarily equivalent.
Many immediate conclusions can be drawn from the spectral theorem, and some
of these are noted below. First among these is an observation from [27] that genera-
lises the fact that every complex number λ is unitarily equivalent in H to its conju-
gate λ.
Proposition 3.5. If Q ∈ Mn(H) is normal, then Q∗ = W ∗QW for some unitary
W ∈ Mn(H).
Proof. By the spectral theorem (Theorem 3.3), there are matrices D,U ∈ Mn(H)
such that U is unitary, D is a complex diagonal matrix, and U∗QU = D. Thus,
D∗ = U∗Q∗U. If U0 = jI, the diagonal unitary with j ∈ H in each diagonal posi-
tion, then U∗0DU0 = D∗. Hence, W ∗QW = Q∗, where W ∈ Mn(H) is the unitary
W = UU0U∗. 
One can formulate the spectral theorem so that it holds for commuting normal ma-
trices. But in this formulation we do not require the entries of the diagonal matrices
that arise to lie in the closed upper halfplane C+.
Proposition 3.6. If {Qα}α∈ ⊂ Mn(H) is a family of pairwise commuting normal
matrices, then there exists a unitary U ∈ Mn(H) such that, for every α ∈ ,
U∗QαU = Dα, where Dα is a complex diagonal matrix.
Proof. Because the function  : Mn(H)→ M2n(C) in Eq. (3) is a ∗-homomor-
phism, the family of pairwise-commuting matrices (Qα) has a common eigenvec-
tor η1 ∈ C2n (see [12, 3.17]), and so, using Theorem 2.3 and Lemma 3.2, there are
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µ1 ∈ Hn and λα,1 ∈ C such that µ∗1µ1 = 1 and Qαµ1 = µ1λα,1 for every α ∈ .
As in Lemma 3.2, there is a unitary U1 ∈ Mn(H) such that, for every α ∈ ,
U∗1QαU1 =


λα,1 η
∗
α,1
0
...
0
Qα,1


for some vectors ηα,1 ∈ Hn−1. Now the matrices Qα,1 ∈ Mn−1(H) are pairwise
commuting, and so one iterates the arguments in Theorem 2.3 and Lemma 3.2
until an upper-triangular form for all matrices Qα has been obtained. The remaining
arguments are those of Theorem 3.3, and they do not depend on α. 
A complex matrix A ∈ M2n(C) is symplectic if there are complex matrices A1,
A2 ∈ Mn(C) such that
A =
[
A1 A2
−A2 A1
]
.
The following theorem about symplectic matrices is tricky to prove without recourse
to the quaternions.
Proposition 3.7. If A ∈ M2n(C) is symplectic and normal, then there is a unitary
matrix V ∈ M2n(C) such that V is unitary, symplectic, and V ∗AV is diagonal.
Proof. Form a quaternion matrix Q via Q=A1 + A2j ∈ Mn(H). Thus, A=(Q).
Because the homomorphism  has the property (Q∗) = (Q)∗, and because A is
normal, (Q∗Q−QQ∗) = 0. Thus, by the injectivity of , the matrix Q is also
normal. By the spectral theorem, there are U,D ∈ Mn(H) such that U is unitary,
D is diagonal with entries from C+, and U∗QU = D. Thus, set V = (U) and
C = (D) to obtain symplectic matrices V,C ∈ M2n(C) such that V is unitary, C
is diagonal, and V ∗AV = (U∗QU) = C. 
The case of hermitian quaternion matrices allows for some useful simplifications.
Note that if Q∗ = Q and U∗QU = D, as in the spectral theorem, then D∗ = D,
implying that the diagonal entries dss of D, 1  s  n, are real. The spectrum σ(D)
of D, as defined by Eq. (11), consists of all roots of the minimal annihilating polyno-
mial mD of D. Note, however, that if f (x) = (x − d11) · · · (x − dnn), then f (D) =
0. Thus, mD divides f in the ring R[x] and σ(D) ⊆ {d11, . . . , dnn}. On the other
hand, for any fixed s, the matrix D − dssI is clearly not invertible in the real alge-
bra Mn(R), and so dss ∈ σ(D) (by Corollary 2.25 of [12]). Because g(U∗QU) =
U∗g(Q)U for every g ∈ R[x], we have that σ(Q) = σ(D) = {d11, . . . , dnn}. The
following theorem summarises this discussion.
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Proposition 3.8. If Q ∈ Mn(H) is hermitian, then every right eigenvalue of Q is
real. Furthermore, λ ∈ σ(Q) if and only if λ ∈ R and Qξ = λξ for some nonzero
ξ ∈ Hn.
Finally, the spectral theorem makes the bi-commutant theorem below an easy
exercise in matrix calculation. (Note that, in contrast to the complex case, the poly-
nomial f below has real coefficients; hence, if Q is hermitian, and if S commutes
with every matrix that commutes with Q, then S is hermitian.)
Theorem 3.9. If Q ∈ Mn(H) is normal, then S ∈ Mn(H) commutes with every ma-
trix that commutes with Q if and only if there is a polynomial f ∈ R[x] such that
S = f (Q).
Notes. References to the spectral theorem for normal quaternion matrices frequently
cite the papers of Lee [20] and Brenner [4], published respectively and independently
in 1949 and 1950. The exposition in the present section is consistent with their
approaches. However, the matrix formulation of the spectral theorem (Theorem 3.3)
was in fact published in 1939 by Jacobson in a paper [18] that made significant
contributions toward a general theory of “normality” for matrices whose entries are
taken from an arbitrary skew-field. In specialising to the skew-field H, Jacobson’s
results recover Theorem 3.3 (à la Lee–Brenner). However, Jacobson credits this re-
sult to Teichmüller. In so far as we know, the earliest published version of the spectral
theorem is that which appeared in Teichmüller’s 1936 paper [23], written in Göttin-
gen and forming the author’s dissertation. This paper is remarkably rich in results.
(The short-lived Teichmüller occupies an uncomfortable place in mathematics. He
was a highly original and brilliant young mathematician who, in the words of Dieu-
donné [10], “fell prey to a fanatical doctrine that was bent upon stifling all feelings
of decency and compassion.”)
Teichmüller’s spectral theorem is stated for normal endomorphisms on quater-
nionic Hilbert spaces, which will be explained in the section that follows. A modern
version of this formulation was published in 1971 by Viswanath [27].
Interesting general results concerning the commutant and the bi-commutant of
arbitrary quaternion matrices are known; see [22] or [5].
4. Quaternionic inner-product spaces
The vector spaces Rn and Cn carry a natural inner product that allows one to im-
port notions from Euclidean geometry (e.g., orthogonality) to linear algebra. More-
over, the spectral theorem is frequently presented as a theorem concerning linear
transformations on finite-dimensional real or complex inner-product spaces (e.g., see
[12, Chapter 1])—the theorem on the diagonalisation of normal matrices being just
a special form of the spectral theorem. In this section we discuss an analogue for Hn
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and other real vector spaces; however, we shall employ an H-valued inner product
on Hn that is consistent with the action of H on Hn from the right. In this regard, the
right H-vector space Hn is an inner-product space over H.
An additive abelian group V is a right H-vector space if there is a map V × H →
V, under which the image of each pair (ξ, q) ∈ V × H is denoted by ξq, such that
for all q, q1, q2 ∈ H and ξ, ξ1, ξ2 ∈ V :
1. (ξ1 + ξ2)q = ξ1q + ξ2q,
2. ξ(q1 + q2) = ξq1 + ξq2,
3. ξ(q1q2) = (ξq1)q2, and
4. ξ1 = ξ.
Furthermore, a right H-vector space V is a quaternionic inner-product space if
there is a function 〈·, ·〉 : V ×V →H such that for all q, q1, q2 ∈ H and ξ, ξ1, ξ2 ∈ V :
1. 〈ξ, ξ1 + ξ2〉 = 〈ξ, ξ1〉 + 〈ξ, ξ2〉,
2. 〈ξ1, ξ2q〉 = 〈ξ1, ξ2〉q,
3. 〈ξ1, ξ2〉 = 〈ξ2, ξ1〉,
4. 〈ξ, ξ〉  0 and 〈ξ, ξ〉 = 0 only if ξ = 0.
Working with quaternionic inner-product spaces is similar to working with com-
plex inner-product vector spaces, provided one is careful about pulling quaternions
q in and out of the inner product. Note that the axioms above for the H-valued inner
product lead to the important identity
〈ξ1q1, ξ2q2〉 = q1〈ξ1, ξ2〉q2, for all ξ1, ξ2 ∈ V, q1, q2 ∈ H.
The function ξ 	→ ‖ξ‖, defined by
‖ξ‖ = √〈ξ, ξ〉, (14)
is a norm on V, and the Cauchy–Schwartz Inequality ([1], [16], or [23]) occurs as
|〈ξ1, ξ2〉|  ‖ξ1‖ ‖ξ2‖.
Furthermore, if, under the norm (14), V is a complete normed linear space, then V
is called a quaternionic Hilbert space.
Example 4.1. Hn as a quaternionic inner-product space.
Details. The real vector space Hn is a right H-vector space under the usual vector-
scalar product (ξ, q) 	→ ξq. If ξ, η ∈ Hn, then the formula
〈ξ, η〉Hn = ξ∗η =
n∑
 =1
ξ η ,
defines an H-valued inner product on Hn.
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If V is a nonzero right H-vector space and if X ⊆ V is a nonempty subset, then:
1. X is a generating set for V if
V =
{
m∑
 =1
ξ q : m ∈ Z+, ξ1, . . . , ξm ∈ X, q1, . . . , qk ∈ H
}
.
2. X is an H-independent set if, for any distinct ξ1, . . . , ξm ∈ X, the equation∑m
 =1 ξ q = 0 is satisfied by q1, . . . , qm ∈ H only for q1 = · · · = qm = 0.
3. X is a basis for V if X is generating and H-independent.
The following theorem is familiar (see, for example, [17, Section IV.2]).
Theorem 4.2. If a right H-vector space V has a generating set with m elements,
then V has a basis with n elements for some n  m. Moreover:
1. every basis of V has n elements;
2. if 1  k  n and if ξ1, . . . , ξk ∈ V are H-independent, then there is a basis of
V that contains the vectors ξ1, . . . , ξk.
In the theorem above, the positive integer n is called the dimension of the right
H-vector space V. We now state and prove the Gram–Schmidt Theorem.
Theorem 4.3. Assume that V is an n-dimensional quaternionic Hilbert space. If
µ1 ∈ V satisfies ‖µ1‖ = 1, then there are µ2, . . . , µn ∈ V such that:
1. X = {µ1, . . . , µn} is a basis for V,
2. ‖µ ‖ = 1 for every 1    n, and
3. 〈µs, µt 〉 = 0 if s /= t.
Proof. By Theorem 4.2, there are ν2, . . . , νn ∈ V such that X = {µ1, ν2, . . . , νn}
is a basis for V. The usual Gram–Schmidt algorithm, modified to account for the
noncommutativity of H, can be applied. Inductively, for 2    n, define
µ˜ = ν −
 −1∑
s=1
µs〈µs, ν 〉.
The vector µ˜ is nonzero because the set X consists of H-independent elements.
Thus, if we set µ = µ˜ (‖µ˜ ‖)−1 and if m <  , then
〈µ˜ , µm〉 = 〈ν , µm〉 −
 −1∑
s=1
〈µs, µm〉〈ν , µs〉
= 〈ν , µm〉 − 〈ν , µm〉
= 0.
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Through this process, one obtains 〈µm,µ 〉 = 0 for  /= m and ‖µ ‖ = 1 for all  .
Furthermore, it is plain that {µ1, . . . , µn} is H-independent and generates V. 
Next, we consider “linear” mappings between right H-vector spaces. If V and W
are right H-vector spaces, then an endomorphism is a function T : V → W such that
T (ξ1 + ξ2) = T (ξ1)+ T (ξ2) and T (ξq) = T (ξ)q for all q ∈ H and ξ, ξ1, ξ2 ∈ V. If
V = W, then the set of all endomorphisms from V to V is a ring denoted by EndHV,
where the product T1T2 of T1, T2 ∈ EndHV is the composition T1T2(ξ) = T1(T2ξ),
for ξ ∈ V, of T1 with T2. Because H is a skew-field, the ring EndHV is isomorphic
to the ring Mn(H) of n× n matrices with entries from H ([12, Proposition 4.19]).
Theorem 4.4. Assume that V is an n-dimensional quaternionic Hilbert space. For
every endomorphism T : V → V there is a unique endomorphism T ∗ : V → V such
that
〈T ξ1, ξ2〉 = 〈ξ1, T ∗ξ2〉 ∀ξ1, ξ2 ∈ V. (15)
Furthermore, the function T 	→ T ∗ is an involution on the ring EndHV. That is, for
all T , T1, T2 ∈ EndHV :
1. T ∗∗ = T ,
2. (T1 + T2)∗ = T ∗1 + T ∗2 , and
3. (T1T2)∗ = T ∗2 T ∗1 .
Proof. Assume that {ν1, . . . , νn} is a basis for V such that ‖ν ‖ = 1 for all  , and
〈ν , νm〉 = 0 for all  /= m. (Such a basis exists by virtue of the Gram–Schmidt The-
orem.) The function : EndHV → Mn(H), sending T to [τst ]ns,t=1, where the qua-
ternions τst satisfy
T µt =
n∑
s=1
µsτst for each 1  t  n,
is a ring isomorphism. So, for each T ∈ EndHV, consider the matrix(T ) = [τst ]s,t
and the conjugate transpose(T )∗ of(T ) inMn(H).Because is an isomorphism,
there is a unique endomorphism on V that is mapped to the matrix (T )∗ by ;
denote this endomorphism by T ∗. That is, T ∗ is the unique element in EndHV for
which(T ∗) = (T )∗.Thus, if(T ∗) = [τ ′st ]s,t , then τ ′st = τts for all 1  s, t  n.
For any  ,m ∈ {1, . . . , n},
〈T ν , νm〉 =
〈
n∑
s=1
νsτs , νm
〉
=
n∑
s=1
τs 〈νs, νm〉 = τm , and
〈ν , T ∗νm〉 =
〈
ν ,
n∑
s=1
νsτ
′
sm
〉
=
n∑
s=1
〈ν , νs〉τ ′sm = τ ′ m = τm .
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Hence, 〈T ν , νm〉 = 〈ν , T ∗νm〉 for all  ,m ∈ {1, . . . , n}. It is now routine to verify
that T ∗ has the property exhibited by Eq. (15). Standard arguments also show that
T ∗ is the unique endomorphism for which Eq. (15) holds for all ξ1, ξ2 ∈ V.
For the proofs of properties (1)–(3), we again exploit the fact that is an isomor-
phism. For example, to prove (3), note that
(T ∗2 T ∗1 − (T1T2)∗) =(T ∗2 )(T ∗1 )−((T1T2)∗)
=(T2)∗(T1)∗ −(T1T2)∗
=(T2)∗(T1)∗ − [(T1)(T2)]∗
= 0.
Thus, T ∗2 T ∗1 − (T1T2)∗ = 0. The proofs of (1) and (2) are similar. 
A ring R is an involutive ring if there is a bijection ∗ on R, denoted by r 	→ r∗,
for which properties (1)–(3) of Theorem 4.4 hold. Two examples of involutive rings
are Mn(H), where ∗ denotes the conjugate transpose, and EndHV, where ∗ denotes
the adjoint defined by Eq. (15).
If R and S are two involutive rings, and if ψ : R → S is a homomorphism such
that ψ(r∗) = ψ(r)∗ for all r ∈ R, then ψ is called a ∗-homomorphism.
Theorem 4.5. Assume that V is an n-dimensional quaternionic Hilbert space. There
are functions 4 : V → Hn and  : EndHV → Mn(H) such that:
1. 4 is a real-linear isomorphism for which 〈4(ξ1), 4(ξ2)〉Hn = 〈ξ1, ξ2〉V for all
ξ1, ξ2 ∈ V ;
2.  is a ∗-isomorphism between the involutive rings EndHV and Mn(H); and
3. 4(T ξ) = (T )4(ξ) for T ∈ EndHV and ξ ∈ V.
Proof. By the Gram–Schmidt Theorem, there is an H-independent generating set
{ν1, . . . , νn} for V such that 〈ν , νm〉 = 0 if  /= m and 〈ν , ν 〉 = 1 for all  . Because
each ξ ∈ V has a unique representation in the form ξ =∑ ν 〈ν , ξ〉, we may define
a function 4 : V → Hn by
4
(
n∑
 =1
ν 〈ν , ξ〉
)
=


〈ν1, ξ〉
...
〈νn, ξ〉

 ∀ξ ∈ V.
The function 4 is plainly a linear isomorphism between the real vector spaces V and
Hn. Moreover, if ξ1, ξ2 ∈ V, then
〈4(ξ1), 4(ξ2)〉 =
∑
 
〈ν , ξ1〉〈ν , ξ2〉
=
∑
 
∑
m
〈ν , ξ1〉〈ν , νm〉〈νm, ξ2〉
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=
〈∑
 
ν 〈ν , ξ1〉,
∑
m
νm〈νm, ξ2〉
〉
= 〈ξ1, ξ2〉,
which proves (1).
The function  : EndHV → Mn(H) that arose in the proof of Theorem 4.4 to
define T ∗ for each endomorphism T is a ring isomorphism and satisfies, by its defi-
nition, (T ∗) = (T )∗. Thus,  is a ∗-isomorphism, which proves (2).
Note, again from the proof of Theorem 4.4, that the (m,  )-entry τm of the qua-
ternion matrix (T ) is
τm = 〈νm, T ν 〉.
Thus, entry m of the vector 4(T ξ), namely 〈νm, T ξ〉, is expressed as
〈νm, T ξ〉 =
〈
νm,
∑
 
T ν 〈ν , ξ〉
〉
=
∑
 
〈νm, T ν 〉〈ν , ξ〉 =
∑
 
τm 〈ν , ξ〉,
which shows that 4(T ξ) = (T )4(ξ). 
An endomorphism T ∈ EndHV is:
1. hermitian if T ∗ = T ;
2. normal if T ∗T = T T ∗;
3. unitary if T ∗T = T T ∗ = I, where I denotes the identity of the ring EndHV.
The spectral theorem now takes the following form.
Theorem 4.6. Assume that V is an n-dimensional quaternionic Hilbert space. Then
an endomorphism T : V → V is normal if and only if there are µ1, . . . , µn ∈ V and
λ1, . . . , λn ∈ C+ such that:
1. {µ1, . . . , µn} is an H-independent generating set for V ;
2. 〈µ , µm〉 = 0 if  /= m, and 〈µ , µ 〉 = 1 for all  ;
3. T µ = µ λ ; and
4. T ξ =∑ µ 〈µ , ξ〉λ for all ξ ∈ V.
Proof. Assume that T ∈ EndHV is normal and let  : EndHV → Mn(H) be the
∗-isomorphism of Theorem 4.5. Thus, (T ) is a normal quaternion matrix.
By Theorem 3.3 (the spectral theorem for normal quaternion matrices), there are
U,D ∈ Mn(H) such that U is unitary, D is diagonal with entries from the upper-half
plane C+, and U∗(T )U = D. Set W = −1(U) and S = −1(D). Then W is a
unitary endomorphism and S = W ∗TW. As well, if {e1, . . . , en} ⊂ Hn denotes the
H-independent generating set of Hn for which the entries of the vector e are 0 except
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for the entry 1 in position  , then set ν = 4−1(e ) for every  . Then 〈ν , νm〉 =
〈4(ν ), 4(νm)〉 = 〈e , em〉 for all  and m. Therefore, for every ξ ∈ V,
4(Sξ) = (S)4(ξ) = D4(ξ) =


〈ν1, ξ〉λ1
...
〈νn, ξ〉λn

 .
By the injectivity of 4, it follows that Sξ =∑ ν 〈ν , ξ〉λ for all ξ ∈ V. Because
T = WSW ∗, we obtain, for every ξ ∈ V,
T ξ = WS(W ∗ξ)=
n∑
 =1
Wν 〈ν ,W ∗ξ〉λ 
=
n∑
 =1
Wν 〈Wν , ξ〉λ =
n∑
 =1
µ 〈µ , ξ〉λ ,
where µ = Wν , for each  . Because W is unitary, the set {µ1, . . . , µn} satisfies
statements (1)–(4).
The proof of the converse is straightforward and, thus, omitted. 
Other results about normal endomorphisms can be obtained via the ∗-isomor-
phism  : EndHV → Mn(H). Here is an example.
Theorem 4.7. Assume that V is a finite-dimensional quaternionic Hilbert space. If
T : V → V is a normal endomorphism, then T ∗ = W ∗TW for some unitary endo-
morphism W.
Notes. The spectral theorem (Theorem 4.6) is proved here by identifying EndHV
with Mn(H) and then appealing to the matrix version of the spectral theorem. How-
ever, with enough facts about functionals (e.g., Riesz Representation Theorem) and
endomorphisms on inner-product spaces over the quaternions, one can establish the
spectral theorem abstractly and afterward derive the version (Theorem 3.3) for ma-
trices.
A very readable and complete account of quaternionic Hilbert spaces is avail-
able in [16] (and its sequel [21]), although one can still be inspired by a reading
of Teichmüller’s original article [23]. In the last two decades, the use of Hilbert
space has in some quarters been surpassed by the notion of Hilbert C∗-module [19],
particularly in noncommutative geometry. A quaternionic Hilbert space is a simple
example of a real Hilbert C∗-module. For adjointable endomorphisms on complex
Hilbert C∗-modules, the “spectral theorem” of [13] is a substantial generalisation of
the diagonalisation of complex normal matrices. We are unaware, however, of any
analogous results for endomorphisms on real Hilbert C∗-modules beyond, of course,
the Teichmüller–Jacobson–Lee–Brenner spectral theorem.
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5. Polar decomposition
A very useful factorisation of complex matrices is the polar decomposition (see
[12, Theorem 3.34]). Through the symplectic representation of quaternion matri-
ces as complex matrices, one can establish the quaternionic analogue of the polar
decomposition. But first it is useful to learn a little more about hermitian matrices.
The first two results characterise hermitian and positive semidefinite matrices by
way of the H-valued inner product on Hn. The characterisations are, agreeably, the
same as those for complex matrices. Recall, for the two results that follow, that Hn
is a quaternionic Hilbert space (Example 4.1).
Proposition 5.1. If Q ∈ Mn(H), then Q∗ = Q if and only if 〈ξ,Qξ〉Hn ∈ R for
every ξ ∈ Hn.
Proof. If Q∗ = Q and ξ ∈ Hn, then 〈ξ,Qξ〉 = 〈Q∗ξ, ξ〉 = 〈Qξ, ξ〉 = 〈ξ,Qξ〉,
which implies that 〈ξ,Qξ〉 ∈ R.
Conversely, assume that 〈ξ,Qξ〉Hn ∈ R for every ξ ∈ Hn. Let qst ∈ H be the
(s, t)-entry of Q, and let es ∈ Hn be the vector with 1 in position s and 0 elsewhere.
We aim to prove that qm = q m for all  andm.Because qm = 〈em,Qe 〉, it follows
that q  = 〈e ,Qe 〉 ∈ R for all  .
Assume, now, that  /= m. Set ξ = e + em. Then the real number 〈ξ,Qξ〉 is
(q  + qmm)+ (q m + qm ), which implies that (q m + qm ) ∈ R. Hence, there are
β0, α0, . . . , α3 ∈ R such that
q m=α01 + α1i + α2j + α3k,
qm =β01 − α1i − α2j − α3k.
Next, set ξ = e i + emj. Then the real number 〈ξ,Qξ〉 is (q  + qmm)− (iq mj +
jqm i). Thus, (iq mj + jqm i) ∈ R. But iq mj + jqm i = (α0 − β0)k, which is
real only if β0 = α0. Hence, qm = q m, and so Q is hermitian. 
Let R+0 denote the set of real numbers r  0. Recall—see definition (11)—that if
T ∈ Mn(H), then σ(T ) is the set of roots of the (real) minimal annihilating polyno-
mial of T .
A matrix Q is said to be positive semidefinite if Q∗ = Q and σ(Q) ⊂ R+0 .
Proposition 5.2. Q ∈ Mn(H) is positive semidefinite if and only if 〈ξ,Qξ〉Hn  0
for every ξ ∈ Hn.
Proof. Assume that Q∗ = Q and that σ(Q) ⊂ R+0 . By the spectral theorem (Theo-
rem 3.3) and Proposition 3.8, there are U,D ∈ Mn(H) such that U is unitary, D is
diagonal and d  ∈ σ(Q) for  , and U∗QU = D. Choose any ξ ∈ Hn. Set η = U∗ξ
and compute:
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〈ξ,Qξ〉 = 〈Uη,QUη〉 = 〈η,U∗QUη〉 = 〈η,Dη〉 =
n∑
 =1
d  |η |2  0.
Conversely, assume that 〈ξ,Qξ〉  0 for all ξ ∈ Hn. Then Q∗ = Q by Proposi-
tion 5.1. Select any r ∈ σ(Q). Because the spectra of hermitian matrices are eigen-
values, by Proposition 3.8, there is a nonzero µ ∈ Hn such that Qµ = rµ. Thus,
r‖µ‖2 = 〈µ,Qµ〉  0 implies that r  0. Hence, Q is positive semidefinite. 
The characterisation in Proposition 5.2 is sometimes, as in [14], taken to be the
definition of a positive semidefinite quaternion matrix.
Corollary 5.3. Q∗Q is positive semidefinite for every Q ∈ Mn(H).
Proof. If ξ ∈ Hn, then
〈ξ,Q∗Qξ〉 =
∑
m
[(∑
 
qm ξ 
)(∑
 
qm ξ 
)]
 0,
which proves that Q∗Q is positive semidefinite. 
Example 5.4. Characterisation of all 2 × 2 positive semidefinite quaternion matrices.
Details. If
Q =
[
α q
q β
]
,
then Q is positive semidefinite if and only if α  0, β  0, and αβ  |q|2. To see
why this is so, note that α = 〈e1,Qe1〉 and β = 〈e2,Qe2〉, and so Q is positive
semidefinite only if α  0 and β  0. The case where α = β and q = 0 is triv-
ial, but in all other cases the minimal annihilating polynomial of Q is mQ(x) =
(α − x)(β − x)− |q|2. Thus, excluding the trivial cases, the roots of mQ are non-
negative if and only if αβ  |q|2.
If Q ∈ Mn(H) is positive semidefinite, then Q has a unique positive semidefinite
square root, which is denoted by Q1/2. Indeed, if U∗QU = D is the diagonalisation
of Q by way of the spectral theorem, and if D1/2 is the matrix obtained by taking
the square roots of the diagonal entries of D, then Q1/2 = U∗D1/2U. (The unique-
ness of Q1/2 among all positive semidefinite square roots of Q is, as in the com-
plex case, straightforward to prove.) Furthermore, if f ∈ R[x] is any polynomial for
which f (d  ) = √d  for all  —such interpolating polynomials always exist—then
Q1/2 = f (Q).
Now if Q ∈ Mn(H) is arbitrary, then the modulus of Q is the positive semidefinite
matrix |Q| given by |Q| = (Q∗Q)1/2. As noted above, one can realise |Q| through
a polynomial evaluated at Q∗Q; that is, |Q| = f (Q∗Q) for some f ∈ R[x].
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Theorem 5.5. If Q ∈ Mn(H), then there is a unitary U ∈ Mn(H) such that Q =
U |Q|.
Comment. The proof is achieved by considering the symplectic image of Mn(H)
in M2n(C) via the injective homomorphism  : Mn(H)→ M2n(C) of (3). While
one can carry out the polar decomposition (Q) = W |(Q)| in M2n(C), for any
Q ∈ Mn(H), there is no a priori reason for the unitary W to be symplectic. Thus,
most of the proof is devoted to devising a way to pull back a unitary W from M2n(C)
to Mn(H).
Proof. If  : Mn(H)→ M2n(C) is the embedding of Eq. (3), then the range of ,
which we denote by ran, is a real-subalgebra of M2n(C). We first show that if
Q ∈ Mn(H), then |(Q)| is symplectic—that is, |(Q)| ∈ ran.
Let f ∈ R[x] be such that |Q| = f (Q∗Q). We aim to show that (|Q|) is posi-
tive semidefinite and that (|Q|) = |(Q)|. To do so, note that f ((Q)∗(Q)) =
f ((Q∗Q)) = (f (Q∗Q)) = (|Q|), and, therefore, [f ((Q)∗(Q))]2 =
(|Q|)2 = (|Q|2) = (Q∗Q) = (Q)∗(Q); in other words, f ((Q)∗(Q)) is
a positive square root of (Q)∗(Q). By the uniqueness of the positive square, one
concludes that
|(Q)| = ((Q)∗(Q))1/2 = f ((Q)∗(Q)) = (f (Q∗Q)) = (|Q|).
Hence, |(Q)| ∈ ran.
If Q ∈ Mn(H) is invertible, then(Q) and |(Q)| are also invertible. Thus, W =
(Q)|(Q)|−1 is unitary and(Q) = W |(Q)|.Moreover, because |(Q)|−1 is an
element of the unital algebra generated by |(Q)| [12, Corollary 2.23], we conclude
that |(Q)|−1 and, hence, W belong to ran. Therefore set U = −1(W), which is
a unitary quaternion matrix. Then(Q− U |Q|) = (Q)−W |(Q)| = 0.Because
 is an injection, we have that Q = U |Q|. This proves the polar decomposition for
invertible Q.
Assume now that Q is not invertible. The space M2n(C) is a metric space under
the metric d defined by
d(A,B) = ‖A− B‖,
where, for G ∈ M2n(C),
‖G‖ = max {|〈Gη, γ 〉| : η, γ ∈ C2n, ‖η‖ = ‖γ ‖ = 1}.
Thus, ran, which is a real-subalgebra of M2n(C), is a closed set in the metric space
M2n(C).
If σ(Q) /= {0}, then set δ = 12 min{|λ| : λ ∈ σ(Q), λ /= 0}; otherwise, let δ =
1. For each m, set Qm = Q+ (δ/m)I. Then each Qm is invertible (because 0 ∈
σ(Qm)) and d((Qm),(Q)) = δ/m.
As each Qm is invertible, there are, by the paragraph above, unitaries Um ∈
Mn(H) such that Qm = Um|Qm|. The unitary group in M2n(C) is compact, and
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so the sequence of unitaries Vm = (Um) ∈ M2n(C) has a convergent subsequence
{Vm′ }m′ . Because ran is closed and every Vm′ ∈ ran, it follows that V ∈ ran.
Hence, V = (U), for some unitary U ∈ Mn(H).
The operations of matrix multiplication and involution (∗) are continuous oper-
ations on M2n(C). Therefore, the sequence {(U∗m′Qm′)}m′ converges to V ∗(Q).
Consequently if we set X = V ∗(Q), then
X = V ∗(Q)= lim
m′→∞
(Um′)
∗(Qm′)
= lim
m′→∞
(U∗m′Qm′) = lim
m′→∞
(|Qm′ |).
Thus, for every ξ ∈ C2n,
〈ξ,Xξ〉 = lim
m′→∞
〈ξ,(|Qm′ |)ξ〉  0,
which proves that X is positive semidefinite.
Now let A = −1(X). Then A∗ = A and σ(A) = σ(X) ⊂ R+0 . Thus, A is posi-
tive semidefinite and UA = Q. Because Q∗Q = AU∗UA = A2 and positive square
roots are unique, it follows that A = |Q|. Hence, Q = U |Q|. 
Using Theorem 4.5, one can also state the polar decomposition as a theorem con-
cerning endomorphisms.
Corollary 5.6. Assume that V is a finite-dimensional quaternionic Hilbert space.
If T : V → V is a normal endomorphism, then there is a unitary endomorphism
U : V → V such that T = U |T |.
With the polar decomposition and the spectral theorem, the singular value decom-
position follows easily.
Corollary 5.7. If Q ∈ Mn(H), then there are U,V,9 ∈ Mn(H) such that U and
V are unitary, 9 is diagonal with nonnegative entries, and Q = U9V.
Proof. Q = U0|Q|, for some unitary U0 ∈ Mn(H), by the Theorem 5.5. By the
spectral theorem, the positive semidefinite matrix |Q| can be diagonalised via |Q| =
V ∗9V, for some unitary V ∈ Mn(H). Let U = U0V ∗ to obtain Q = U9V. 
Notes. Example 5.4 was noted in [14] but established in another manner; the result
nicely parallels the situation for 2 × 2 complex matrices. Theorem 5.5 was estab-
lished by Wiegmann [25] through somewhat different means than the arguments
used above. A description of Wiegmann’s proof is sketched in [28].
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