Abstract A multicriteria location problem with rectilinear norm in R 3 and its quasiefficient solutions are considered. First, we give characterizations of its quasiefficient solutions by using optimal solutions of a minisum location problem and by using the concept of the summary diagram. Next, we propose the Frame Generating Algorithm to find all quasiefficient solutions of the multicriteria location problem.
Introduction
Continuous location problems appear very often in economic models of distribution or logistics, in statistics when one tries to find an estimator from a data set or in pure optimization problems where one looks for the optimizer of a certain function. In many situations, one has conflicting objectives. Then the problem is naturally formulated as a multicriteria location problem. As multicriteria location problems, a number of different models have been developed, and they are distinguished according to types of objectives and distances which measure any two points. For a comprehensive overview, see [11] and references in it. In this area, one of main interests is to find efficient or quasiefficient solutions, which are defined later and are very important concepts of solutions for general multicriteria optimization. In terminology for the efficiency, efficient solutions are also called Pareto optimal solutions, and quasiefficient solutions are also called weak Pareto optimal solutions or weak efficient solutions. In this article, we consider quasiefficient solutions. For comparison, efficient solutions are considered only in this section.
On the other hand, in most of papers concerned with algorithms to find all efficient or quasiefficient solutions, multicriteria location problems are considered in the plane R 2 (see, for example, [2, 5, 9, 11, 13] ). Few papers deal with such algorithms for multicriteria location problems in R n (n ≥ 3). It is due to algorithmic difficulty. Algorithms to find all efficient solutions of multicriteria location problems with rectilinear norm in R 2 , R 3 and R n (n > 3) were proposed, respectively, in [2] , [6] and [8] . And all quasiefficient solutions of multicriteria location problems with block norm in R 2 can be determined by using an algorithm proposed in [5] . Block norm is a class of norms containing rectilinear norm as a special case. In [9] , an application to the development of new products is considered for an artificial data set by using efficient solutions of multicriteria location problems with block norm in R 2 . In [7] , a public opinion survey on home education is considered for an actual data set, and new learning contents which are near required learning contents as much as possible are determined by using efficient solutions of multicriteria location problems with rectilinear norm in R 2 and R 3 . Because learning contents can be considered products, it is a kind of development of new products. Within our knowledge, it is the first application of location problems to the development of new products for an actual data set. The results in [7] suggest that efficient and quasiefficient solutions of multicriteria location problems with rectilinear norm in R n (n ≥ 3) are important and applicable to the development of new products. In that application, each point is considered a product. The rectilinear norm of the difference between two points is the sum of the differences between scores of the two points. Each score represents the value of some character of a product for a point. Thus, using rectilinear norm to measure the difference between two points seems to be suitable for the human senses. In this article, our main interest is to find all quasiefficient solutions of multicriteria location problems with rectilinear norm in R 3 . Given demand points in R 3 , a problem to locate a new facility in R 3 is called a single facility location problem. The problem is usually formulated as a minimization problem with an objective function involving distances between the facility and demand points. It is assumed that m demand points
, · · ·, m} and rectilinear norm · 1 defined on R 3 are given, where the symbol "≡" means that "is defined by". Let
T ∈ R 3 be the location of the facility to be determined. We put
and any x 0 ∈ R. If its assumption is not satisfied, then our three-dimensional problems reduce to one or two-dimensional problems as in [2, 3, 5] . Our main problem is a multicriteria location problem formulated as follows:
(P) is a problem to find an efficient or quasiefficient solution. A point x 0 ∈ R 3 is called an efficient solution of (P) if there is no
be the set of all efficient solutions of (P) and the set of all quasiefficient solutions of (P), respectively. By the above definitions, it can be seen that D ⊂ E(D) ⊂ QE(D). Our main interest is to find QE(D). In order to characterize quasiefficient solutions of (P) , we also consider a minisum location problem formulated as follows:
where each λ i , i ∈ M is a non-negative weight associated with d i , and not all λ i 's are zero.
T and denote the set of all optimal solutions of (P λ ) for λ as S * (λ). (P λ ) can be solved by using an algorithm proposed in [3] . In section 2, we give some properties of optimal solutions of (P λ ). In section 3, we give some properties of quasiefficient solutions of (P) by using optimal solutions of (P λ ). In section 4, we propose the Frame Generating Algorithm to find QE(D), which requires O(m 4 ) computational time. Finally, we give some conclusions in section 5.
Optimality of (P λ )
In this section, we give some properties of optimal solutions of (P λ ).
The following theorem gives the relation between quasiefficient solutions of (P) and optimal solutions of (P λ ).
Theorem 2.1 ([10])
A point x 0 ∈ R 3 is quasiefficient in (P) if and only if x 0 is optimal in (P λ ) for some λ ≥ 0 with λ = 0.
From Theorem 2.1, QE(D) can be expressed as
Thus, in the following, we investigate properties of optimal solutions of (P λ ).
Since the objective function of (P λ ), g, can be rewritten as
(P λ ) reduces to three independent one-dimensional problems. Namely,
T ∈ S * (λ) if and only if each x j * , j ∈ J is an optimal solution of the following one-dimensional problem:
For each j ∈ J, we denote the set of all optimal solutions of (P j ) for λ as S * j (λ). In the following, we concentrate on (P 1 ). In other (P j ), j ∈ {2, 3}, we have the same results as in (P 1 ).
Let f : R → R be a convex function. We denote its left and right derivatives and subdifferential, respectively, as
, and that x 0 minimizes f over R if and only if 0 ∈ ∂f (x 0 ) (see, for example, [4, 12] ).
For
The objective function of (P 1 ), g 1 , is a piecewise linear convex function. It is not differentiable only at each d 1 k , k ∈ M with λ k > 0, and we have
and
We put d min ≡ min{d
Thus, we have the following lemma.
Lemma 2.1 For any fixed
From (2), (3) and Lemma 2.1,
Properties of Quasiefficient Solutions
In this section, we give some properties of quasiefficient solutions of (P) by using properties of optimal solutions of (P λ ).
We denote the set of all intersection points as I, and put
is called the intersection box (see Figure 1) . From Theorem 2.1 and Lemma 2.1,
, and we put Figure 1 ).
For any fixed λ ≥ 0 with λ = 0, S In the following corollary, recall that B D is the intersection box defined by (4) . Proof. Without loss of generality, we assume that
) and x 2 ∈ S * (λ 2 ) for some λ 1 ≥ 0 and λ 2 ≥ 0 with λ 1 = 0 and λ 2 = 0 by Theorem 2.1. Thus,
By Corollary 3.1, if all vertices of a box are quasiefficient in (P), then any point in the box is quasiefficient in (P). In the following corollary, recall that I is the set of all intersection points defined before.
Corollary 3.2 For x
T be an e j -oriented intersection point (resp. a −e j -oriented intersection point) adjacent to We show that there exists j 0 ∈ J 0 = {1, 2} such that y j 0 ∈ QE(D), where each y j = (y
T ≥ 0 with λ h = 0 and λ k = 0 by Theorem 2.1. Then, for any j ∈ J, 
Then we shall show that x
It is trivial when θ 1 = 0. Thus, we assume that θ 1 > 0. We put
Then
can be expressed as
We put
. By definitions of θ 1 and η (see (5) and (6)
Thus, it needs that a 2 = 0 and b 2 < 0. By Theorem 3.1, for x 0 ∈ (y
From (8), it needs that η 0 = 1. Since it needs that a 1 = 0, 0 ∈ G(η) for any η ∈ [0, 1]. By the definition of G(η) (see (7)),
. Namely, by definitions of η and λ 1 (see (6) 
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Repeating the above discussion, it can be shown that
On the other hand, since
Then y
(λ j 0 ) by the definition of j 0 (see (5), (9) and (10)).
From Corollary 3.1 and 3.2, there exists "zig-zag path" between any two quasiefficient solutions of (P). The zig-zag path consists of line segments in R 3 , each of which is contained in QE(D) and parallel to some line {αe j : α ∈ R}, j ∈ J. If the two quasiefficient solutions of (P) are intersection points, there exists the zig-zag path which consists of one-dimensional boxes in QE(D). Moreover, the frame of QE(D), which is the union of all one-dimensional boxes in QE(D) defined before, is connected. If the frame of QE(D) is determined, then QE(D) can be constructed. Thus, we give an algorithm to find the frame of QE(D) in the next section.
Algorithm to Find All Quasiefficient Solutions
In this section, we propose the Frame Generating Algorithm to find the frame of QE(D), which requires O(m 4 ) computational time. In the Frame Generating Algorithm, checking that an intersection point is quasiefficient in (P) or not is needed. Thus, in the following, we state how to check it.
For x ∈ R 3 , we put
By the definition of the quasiefficiency, x 0 ∈ QE(D) if and only if B(x 0 ) = ∅. For ε > 0 and x ∈ R 3 , we put
where N ε (x) is an ε-neighbourhood of x. Then we have the following lemma. Assume that
Following [6] , we introduce the concept of the summary diagram in order to check that an intersection point is quasiefficient in (P) or not by applying Lemma 4.1. In [14] , the summary diagram is introduced for multicriteria location problems with one-infinity norm in R 2 . Then, in [6] , it is extended for multicriteria location problems with rectilinear norm in R 3 . We put
For x ∈ R 3 , the summary diagram of x, SD(x), is defined as follows:
where
is represented in diagram form as follows: First, we draw the cube with vertices
T and x = (3, 2, 1) T . Figure 2 shows its summary diagram in diagram form. In the following, recall again that I is the set of all intersection points defined before. In [6] , it is shown that SD(x 0 ) for x 0 ∈ I coincides with one of patterns illustrated in Figure  3 , where we identify summary diagrams in diagram form if they are the same pattern by rotation. Fix any x 0 ∈ I. Suppose, for example, that SD(x 0 ) = {1, 2, 4, −2}. Then the pattern of SD(x 0 ) is (xi) in Figure 3 . By the definition of the summary diagram (see (12) and E is the set of all arcs in the graph. Given x 1 , x 2 ∈ I QE(D), the arc a(x 1 , x 2 ) which connects x 1 and x 2 is in E if and only if x 1 and x 2 are adjacent and quasiefficient in (P). This concept will be the guide for describing an algorithm to locate the frame of QE(D).
In the Frame Generating Algorithm, we put 
Conclusions
We dealt with multicriteria and minisum location problems with rectilinear norm in R 3 . Our main interest was to find QE(D). First, as corollaries of Theorem 3.1 and 3.2, we obtained characterizations of quasiefficient solutions of (P) by using optimal solutions of (P λ ). They guarantee that QE(D) can be determined by the frame of QE (D) and that the frame of QE(D) is connected. Next, we introduced the concept of the summary diagram to check that an intersection point is quasiefficient in (P) or not. By Theorem 4.1 or Corollary 4.1, we can check that an intersection point is quasiefficient in (P) or not according to the pattern of its summary diagram. Finally, based on these results, we proposed the Frame Generating Algorithm to find the frame of QE(D). The Frame Generating Algorithm generates the frame of QE(D) by tracing one-dimensional boxes in QE(D).
In R n (n > 3), if it can be checked that a given (intersection) point is quasiefficient or not, then our framework is available. However, it is impossible to apply our summary diagrams to check it. Thus, future research could be conducted to check it.
