UNICORE is a European Grid Technology with more than 10 years of history. Originating from the Supercomputing domain, the latest version UNICORE 6 has turned into a general-purpose Grid technology that follows established standards and offers a rich set of features to its users. The paper starts with an architectural insight into UNICORE 6, highlighting the workflow features, standards and the different clients. Next, the current state of advancement is presented by describing recent developments. The paper closes with an outlook on future planned developments.
Introduction
In the last 3 years, activities in Grid computing have changed; in particular, in Europe, the focus moved from pure research-oriented work on concepts, architectures, interfaces and protocols towards activities driven by the usage of Grid technologies in day-today operation of e-infrastructure and in applicationdriven use cases. This change is also reflected in the UNICORE activities [1] . The basic components and services have been established, and now, the focus is on enhancement with higher-level services, integration of standards, deployment in e-infrastructures, setup of interoperability use cases and integration of applications. The development of UNICORE started back more than 10 years ago, when, in 1996, users, supercomputer centres and vendors were discussing 'what prevents the efficient use of distributed supercomputers?' The result of this discussion was a consensus which still guides UNICORE today: seamless, secure and intuitive access to distributed resources. In 2004, the UNICORE software became open source, and since then, UNICORE has been developed within the open source developer community.
The structure of the paper is as follows: In Section 2, the architecture of UNICORE 6, including implemented standards, is described. Section 3 covers recent developments and advancements, while in Section 4, a glimpse outlook on future planned developments is given. The paper closes with a conclusion. An extended version of this paper with all details is available in [2] .
Architecture and standards

Client layer
On the top layer, a variety of clients is available to the users, ranging from graphical clients such as the Eclipse-based URC (UNICORE Rich Client), to a command-line interface named UCC (UNICORE Command-line Client), to a programming API named HiLA (High Level API). For a tight integration of various types of applications, the GridBean concept [3] was invented, which offers an API to easily implement graphical client extensions and connect them with UNICORE 6's core functionalities (cf. Section 3.6 for a few GridBean examples).
Service layer
The middle layer comprises all services and components of the UNICORE Service-Oriented Architecture. Figure 1 shows three sets of services, the left and right ones containing services at a single site while the middle shows the central services, which serve all sites and users in a UNICORE Grid. The Gateway component acts as the entry point to a UNICORE site and performs the authentication of all incoming requests. It is used for both the central services and the single site services. The XNJS component is the job management and execution engine of UNICORE 6. It performs the job incarnation, namely, the mapping of the abstract job description to the concrete job description for a specific resource according to the rules stored in the IDB (Incarnation Database). The functionality of the XNJS is accessible via two service interfaces in UNICORE 6's WS-RF hosting environment. UNICORE 6's proprietary interface is called UNICORE Atomic Services (UAS) [3] and offers the full functionality to higher-level services, clients and users. In addition to the UAS, a standardised set of interfaces based on open, common standards is available (depicted as 'OGSA-*' in Fig. 1 ). For authorisation of users, the XNJS uses the XUUDB user database to perform the mapping from X.509 certificates to the actual users' logins. The XUUDB component is a Web service in itself, so that it can be used from multiple UNICORE installations, e.g. within the same computing centre. Like in many service-oriented environments, a central service registry is available, where the different services can register once they are started. The central service registry is necessary to build-up and operate a distributed UNICORE infrastructure. This service registry is contacted by the clients in order to 'connect to the Grid'. An infrastructure may have multiple central registries. From the beginning, workflow support has been of major importance for UNICORE. The two-layered design with a separation of the workflow engine and the service orchestrator was primarily done for better scalability, but also offers the possibility to plug-in domain-specific workflow languages and workflow engines. The workflow engine originates from the EU-project Chemomentum. Besides simple job-chains, while-and for-loops, workflow variables and conditional execution are supported. The service orchestrator deals with brokering the execution and monitoring of the workflow and its respective parts, as well as provides call-back mechanisms to the workflow engine. The resource brokering is performed via pluggable strategies. More details can be found in [4] . The workflow capabilities are offered to the users on the client layer via the URC. Furthermore, the definition, submission, monitoring and control of workflows is also possible from the UCC.
System layer
On the bottom layer, the Target System Interface (TSI) component is the interface between UNICORE and the individual resource management/batch system and operating system of a Grid resource. In the TSI component, the abstracted commands from the Grid layer are translated to system-specific commands. As the TSI component is performing the proper setting of users' UID and invocation of his/her environment, it needs to be executed with root privileges. The TSI is available for a variety of commonly used batch systems such as Torque, LoadLeveler, LSF, SLURM, OpenCCS, etc. The USpace is UNICORE's job directory. A separate directory exists for every job, where all input and output data are stored. The TSI also allows access to local file systems, such as the user's Home directory. These are called UNICORE Storages and can be used in stage-in and stage-out operations.
Standards
Common open standards are of major importance to realise interoperable world-wide Grid infrastructures in order to satisfy scientists who require resources in more than one Grid. In order to increase the interoperability with Grid infrastructures that deploy other middleware solutions, several standards from the Open Grid Forum and OASIS are used in UNICORE 6 in various domains. A full Web services stack based on WS-RF 1.2, SOAP, and WS-I is implemented to build UNICORE 6's service-oriented architecture. In security, full X.509 certificates are used as base line, while the access control is based on XACML policies. A support for SAML-based virtual organisation management service (VOMS) is available, as well as support for proxy certificates. The information service of UNICORE 6 called Common Information Service (CIS) [5] is based on the GLUE 2.0 information model and thus allows for a standardised way of exposing computational resources. For job management, OGSA-BES and several profiles (i.e. HPC-BP, HPC-FSP) are used for the creation, monitoring and control of jobs, including data-staging. Job definition is compliant with the JSDL standard and its profiles. In the area of data management and transfer, OGSA-ByteIO can be used for data transfer, both for site-to-site and client-to-site transfers. For a transfer of data from and to external storage, the GridFTP transfer protocol can be used as an alternative to the default HTTP-based mechanism.
3 Recent developments
Virtual organisation management
A key element of the UNICORE Virtual Organizations System (UVOS) [6] is the central server, which acts both as authentication service and attribute authority. It is used by two kinds of clients: consumers and management clients. Consumers do not modify the UVOS content but query it. The modification of the VO data can be performed using management clients. The UVOS system is highly portable, and all UVOS server operations are available via the web services interface. The UVOS consumers use open standard SAML 2.0 as a communication protocol and the server implements the core SAML specification together with additional profiles.
Shibboleth integration in URC
Bridging Shibboleth [7] and the UNICORE 6 security model enables Single Sign-On (SSO) among multiple UNICORE 6 Grid sites, as well as authentication and authorisation interoperability with all other middlewares supporting Shibboleth and GridShib-CA. As with Shibboleth, users authenticate and authorise while using a Web browser, this creates a mismatch with the UNICORE 6 security model, as in UNICORE 6, the client usually is a non-Web browser and uses X.509 certificates for user authentication and SOAP for message exchange. Therefore, a GridShib-Certificate Authority (CA) is needed to provide X.509-based Short-Lived Grid Credentials (SLC) with embedded SAML2 assertions. Nonetheless, the GridShib-CA does not solve the problem of using Shibboleth with UNICORE 6 as it still restricts the user to use a Web browser to fetch the user's SLC. Hence, a client API was developed to allow any non-Web browser client to communicate with the GridShib-CA; it is implemented as an Eclipse-based URC plug-in.
Interactive access in URC
To realise an interactive access in the URC, it is extended by Eclipse plug-ins, which provide terminal emulation and SSH communication functionality. The terminal plug-in is based on the terminal emulation software from the gEclipse project [8] . It offers a standard VT100 emulation, which allows the display of graphical output from programs using the curses library. The plug-ins have been designed in an extensible way, so that multiple communication providers can be plugged in. These communication providers are likewise implemented as Eclipse plug-ins, which encapsulate the connection and communication logic and extend the functionality of the terminal plug-in. Currently, three different communication providers have been implemented: X.509 enabled SSH, GSI-SSH and standard plain SSH with password. The latter plug-in could, in principle, also be used without UNICORE 6 in any other Eclipse framework.
DataFinder integration
The DataFinder [9] system provides sophisticated means for data organisation and is in productive use in various scenarios at the German Aerospace Centre (DLR). Integrating DataFinder in UNICORE 6 [10] delivers logical organisation of data objects and abstracts common data management concepts hiding the specifics of storage systems. On this basis, advanced means for data organisation through metadata management functionalities and support of custom data models are provided. Moreover, the integration with UNICORE 6 is achieved by the data management client API, which has been integrated in the URC. The developed system and its compatibility with DataFinder have been successfully validated in the project AeroGrid.
JavaGAT
The Grid Application Toolkit (GAT) [11] , a high-level API for accessing Grid services, provides application developers with a unified, simple and middleware-independent interface to the Grid. GAT was first implemented in C and next in Java, named JavaGat. One of the major advantages of JavaGAT [12] compared to C-GAT is that JavaGAT enables Grid access without an additional installation of a Grid middleware. The UNICORE adaptor for JavaGAT is based on HiLA [13], as it supports the access to UNICORE 6 via an easy and unique API. Furthermore, it is not necessary to install components of UNICORE on the submitting host.
Support of scientific applications through GridBeans
Application support in the URC is realised by the GridBean concept [14] . The advantage of the Grid-Bean technology is that GridBeans can be easily developed and independently distributed to the users. For the molecular dynamics (MD) simulation package AMBER [16] and the computational quantum chemistry program Gaussian [15] , two GridBeans were recently developed. The AMBER GridBean was established within a new GridBean concept, the sequence GridBeans [17] . This concept allows the management of applications, which consist of a set of programs that need to be executed in a sequence, one program after another, on the same target system. The AMBER package makes use of this concept, as it consists of approx. 50 programs, and a subset of them is usually run in sequence for one calculation. The sequence Grid-Bean concept provides a framework for automatically building the required GUIs for such a sequence. The Gaussian GridBean assists the users in the preparation of the required input parameters and allows to generate them automatically without requiring knowledge of the internal format of the input file. Furthermore, the user input and specific resource settings will be verified to check the correctness of a job setting before a job can be submitted to a remote system.
Monitoring of UNICORE 6 services in operation
The Simon 6 tool has been developed to check the health status of every UNICORE 6 component. The availability and functionality tests are submitted into the UNICORE infrastructure using the Gateway as the entry point by using the UCC. All UNICORE 6 components (registry, workflow engine, XNJS, XU-UDB and TSI) are monitored one after the other, and afterwards, the results come back to SIMON 6 again. If any problem with a UNICORE 6 component occurs, the administrator will be informed by email or a short text message to his/her mobile phone.
Remote administration of UNICORE 6
The decentralised topology and distributed operation of a Grid make a strong case for dynamic service deployment and remote administration capabilities. Services can be dynamically deployed at runtime either via an administration Web service interface or on the file system level by copying (either locally or remotely) a Web service JAR into a specified directory triggering an automatic deployment task. The new AdminService provides means for, e.g. (un)deploying UNICORE 6 services, (de)activating dynamic and automatic deployment of UNICORE 6 services, etc. In addition, the AdminService logs all its actions and outcomes (success or failure and cause) in a retrievable manner. Since there might be scenarios in which remote administrators should not be allowed access to all UNICORE 6 configuration properties (e.g. keystore and database passwords), local administrators must explicitly enable remote access (either 'read' or 'read-write'). Additionally, a mechanism has been added to allow local administrators to set UNICORE configuration properties at runtime without having to use an application programming interface, as well as to overrule remote administrators.
New workflow constructs
The UNICORE workflow system offers basic workflow constructs like while-loops for repeating certain tasks automatically and if-statements for altering the flow of execution based on the evaluation of conditions. These constructs can also be nested in order to address more complex tasks. In addition, the system supports the parallel execution of many similar jobs or sub-workflows by introducing the for-each-loop. This powerful construct helps to minimise the effort of creating workflows with many jobs and reduce the size of the resulting workflow descriptions. There are numerous usage sce-narios where extensive parallel job processing is desired and for-each-loops can be applied. For covering these scenarios, the for-each-loop offers two different modes of operation: iteration over sets of differing parameter values and iteration over a set of files.
Future developments
Scientific applications require different execution environments on computing resource, e.g. a parallel MPI execution. These environments are mostly defined by the execution mode, as well as their specific parameters and variables. Since UNICORE 6 users want to work in different execution environments, the usage of different and configurable execution environments should be ensured in Grid infrastructures. To facilitate this, a new design concept is developed to support the execution of applications in different execution environments within UNICORE 6. This new development provides a powerful and easy-to-use configuration mechanism in the URC. In detail, a new section in the URC resource panel, to set the execution environment will be added. It will allow for modifying parameters, as well as variables, and provides an immediate validation of those. All available execution environments, their parameters, variables and validators of a specific system are described by the system administrator in the XNJS and its IDB. These descriptions are exported by the URC and are automatically graphically displayed in the new section of the resource panel, to be configured by the user. To sum up, this new execution environment concept will provide users with additional options for easier and more precise definition of their application execution on the Grid.
Summary
In this paper, we presented recent and future advancements of the UNICORE Grid technology. UNICORE has a three-layered architecture, with client, service and system layers. Several standards from the Web services and Grid domain are implemented in UNICORE 6 so that standards-based interfaces are offered. Recent functional additions to UNICORE 6 contain a support for VOs and Shibboleth in the security domain, an interactive access based on X.509 certificates, and the integration of the DataFinder for improved data management. The support for applications from users is improved through new application-specific GridBeans and the implementation of JavaGAT as a new client to UNICORE. In addition, new workflow constructs to allow for-each-loops and an iteration over file-sets was added. To improve the operational aspects of UNICORE 6, a new monitoring tool was developed, which allows to monitor both the availability and functionality of UNICORE 6 services. Furthermore, the administration capabilities of UNICORE 6 were enhanced with a dynamic service deployment technology. Future advancements of UNICORE 6 contain improved execution environments to, e.g. specify the parameters and variables of MPI jobs in a more intuitive way.
