In this paper, we consider the problem of missing complete at random (MCAR) values in two phase probability proportional to size (pps) sampling for the estimation of population mean. A class of estimators is considered by the suitable use of auxiliary information with the traditional estimators for imputing the missing values. Theoretically, bias and mean squared errors of the proposed estimators are obtained up to the first order approximation. Two numerical studies are carried out for relative comparison of the proposed estimators with mean estimator under two phase pps sampling for each situation.
Introduction
In field of survey sampling, researchers utilize different statistical tools and models for the selection of the sample units from a target population. The utilization of such statistical tools depends upon the availability of observation units in the given population. Nowadays, different probability and non-probability models are available in literature for the selection of units from the population (say Ω). In probability sampling scheme like simple random sampling (SRS) and systematic sampling (SS); every unit in the population is considered same with respect to size, so they have the same chance of selection in the sample. When the units have unequal probability of selection, then the probability begin proportion to size of the auxiliary information associated with the particular unit, is called probability proportional to size (pps) sampling. Availability of the suitable auxiliary information is the necessary condition for the selection of sample units in the sample in pps sampling, because we assign the selection probabilities on the behalf of the auxiliary variable.
In many real life situations the problem occurs if we have no auxiliary information regarding the variable of interest. In such cases, multi-phase sampling is a reliable procedure for obtaining the auxiliary information before observing the study variable. Readers may referred to read [4, 8, 10, 12] and [11] . The main focus of our present study is to combine the features of two phase and pps sampling for the estimation of population parameters, when the units are varying in size.
The problem occurs when the study or/and auxiliary have the missing values that lead to the misleading inference about the parameters of interest. These missing values can create the problem when sample units are difficult to follow-up or expensive to observe them repeatedly or at regular period of time. In comparison to follow-up visits, imputation is a well grounded procedure for imputing non-response without any specified cost and time. Several imputation strategies are available in literature to impute the missing value in efficient manners. [9] provide the idea about the nature of missing values by suggesting missing complete at random values (MCAR) and missing at random (MAR). [1] and [2] provide the efficient imputation models by utilizing the known parametric values of the auxiliary information. [3] considered the hot deck imputation under ranking set sampling. Many other researchers, such as [5, 6] and [13] consider this problem in an effective way.
The main focus of our study is to handle the problem of MCAR values which are usually occurred in most of the social science and demographic studies, where the respondents are reluctant to response to the certain items of the questionnaire. The brief discretion of this study is given bellow:
Statement of the problem
For a population (Ω) of size N units, with variate values of the study variable (Y j = Y 1 , Y 2 , Y 3 . . . Y N ) and the auxiliary variables (X 1j = X 11 , X 12 , X 13 , · · · X 1N and X 2j = X 21 , X 22 , X 23 , · · · , X 2N ), a random sample (s ′ ) of size m is drawn from Ω at the first phase. From the selected m units, the auxiliary information of X 1 or/and X 2 are obtained. At second phase, the sample s of n units is selected from the preselected m units, then the information is obtained on the study and the auxiliary variable respectively. Let r be the total number of the respondents, that can belongs to the sub-set of G in sample (s) and (n − r) are those, who refuse to response relevant to the study variable from the subset G c . Such that, s = G ∪ G c . Its also assumed thatȳ r = 1 r ∑ r j=1 y j be the sample mean of the study variable (Y ) form G at the second phase. Letx 1 = 1 n ∑ n j=1 x 1j and x 2 = 1 n ∑ n j=1 y 2j be the unbiased sample mean corresponding to the population mean of X 1 andX 2 , respectively. Let ρ yx 1 and ρ yx 2 be the correlation coefficient between the study variable and the auxiliary variables. It is also assume that, the first auxiliary variable (X 1j ) has low correlation with Y j than the second auxiliary variable (X 2j ). So, X 2j is used at the estimation stage and X 1j is used at the design stage of the study. Now, we define the four different possible situation under which the non-response is occurred in two phase pps sampling as follows:
1.1.1. Pps sampling in both phases. Let we have an auxiliary variable (X 1j ) correlated (small in degree) with the study variable (Y j ). For the better estimation of Y j , we wish to measure another auxiliary variable (X 2j ), which has high correlation with the study variable at first phase by utilizing the selection probabilities of X 1j . The availability of response is discussed as: Situation 1: Assume that we measure an auxiliary variable (X 2j ) at first phase and full response is available about it. At second phase, the study variable and the auxiliary variable are measured accordingly. Assume that, the non-response is occurred only in the study variable. Situation 2: Suppose that the full response about X 2j is not available at first phase, only r ′ units can provide the response out of m units (r ′ < m). At the second phase, we again face the problem of non-response in both the study and auxiliary variables receptively, only r out of r ′ units (r < r ′ ) can provide the response.
SRS on first phase and pps sampling on second phase.
Let the selection probabilities of the study variable are not available, but we can visually understand that the units are varying in size. Then, our focus is to use the pps sampling by obtaining the selection (measuring the two auxiliary variables (X 1j and X 2j ), which are selected by SRS) at the first phase. The auxiliary variable (X 1j ) is used for obtaining the selection probabilities of sample units for second phase. The availability of response is define as follow: Situation 3: As like situation 1: Let, complete response about X 1 and X 2 are obtained at first phase by using the SRS scheme. On the basis of first phase auxiliary information, we select the sample units at second phase for the study variable by using the selection probabilities by pps sampling and assume that only the non-response be occurred in the study variable . Situation 4: As like situation 2: Let, the non-response be occurred during observing X 1j and X 2j at first phase, only r ′ units can provide the response. We utilized such limited information for the selection of sample units for the study variable at second phase and we assume that the non-response is occurred in the study variable and in the auxiliary variable as well.
For each of the above mentioned situations, we consider four different imputation procedures for each and totally sixteen procedures to consider the comprehensive examination of missing values in two phase pps sampling. The rest of the study discusses the main points are as follow: In Section 3, we consider some traditional imputation procedure under two phase pps sampling. In Section 4, we proposed a modified class of estimators for imputing the missing values under two phase pps sampling. For practical application of the proposed estimators, numerical results are discussed comprehensively in Section 5 by considering different response rates in two phase pps sampling, given in Appendix. There are final remarks in Section 6.
Notations and expectations
be the population mean of the study and the second auxiliary variable respectively. For evaluating the mathematical expressions for bias and mean squared error of the modified estimators for each of the specified situations, we define following useful notations under large sample approximation, as: Situation 1. Following [14] , let u j = y j /(N P j ) and v 2j = x 2j /(N P j ), where P j = X 1j / ∑ N j=1 X 1j and also letv * 2m = ∑ m j=1 v 2j /m be the sample mean of the auxiliary information at first phase,v 2n = ∑ n j=1 v 2j /n andū r = ∑ r j=1 u j /r be the sample mean of the auxiliary variable and the study variable at second phase respectively. Let
up to the first order of approximation, we have
be the sample mean of the available auxiliary information at first phase. It is also assumed that r be the respondent units at second phase (r < r ′ ). So,v 2r = ∑ r j=1 v 2j /r be the sample mean of the auxiliary variable at second phase. Let
For the first two situations, we used following expressions are:
x 2j /m be the sample mean of the auxiliary information which are selected by SRS at first phase. It is also assume thatv * 2n = ∑ n j=1 v * 2j /n andū * r = ∑ r j=1 u * j /r be the sample mean of X 2j and Y j at the second phase respectively. Let
x 2j /r ′ be the sample mean of the auxiliary information at first
and Y j at the second phase respectively. Let
up to first order of approximation, we have
Available imputation method in literature
For the above mentioned situations, we reformulate [1] imputation procedure under two phase pps sampling scheme, as:
Situation 1
The missing values are imputed as by using the mean imputation procedure aŝ
The point estimator for population mean is given by:
The variance ofŶ (1) M is given by
We rewrite the ratio estimators for imputing the missing values under two phase pps sampling, as:Ŷ
where g 1 = r n . The point estimator for the given procedure in (3.2) is given as:
The bias and mean squared error are given by
Situation 2
For the second situation, the imputation procedures are defined as The mean estimator is defined asŶ
The point estimator for population mean (Ȳ ) is given by:
The variance of the mean estimator is
The ratio estimators for imputing the missing values, is given as:
The point estimator for the given procedure in (3.4) iŝ
The bias and mean square error ofŶ (2)
Situation 3
• Under mean method of imputation, the missing values are imputed aŝ
The point estimator is given aŝ
The variance ofŶ
The ratio estimators for imputing the missing values, is as:
The point estimator for the strategy in given (3.6) is given bŷ
The bias and mean square error
Situation 4
The average imputation procedure is defined aŝ
The variance of the mean imputation procedure is given by
We rewrite the ratio estimators for imputing the missing values, is as:
The point estimator for the given procedure in (3.8) is given as:
The bias and mean square error ofŶ (4)
Modified imputation procedures
In this section, we modified ratio type estimators for imputing missing values that could be occurred in two phase pps sampling. The estimation of population parameters is quite laborious when the complete information is not known. Especially, if the sample units are varying in size, then the traditional sampling procedures are not effective for selecting s from Ω. In such situation, pps sampling is an decent procedure for the selection of s by the proper use of supplementary information. Under pps sampling scheme, the estimation or inference of the population parameters is more credible and reliable as compared to traditional sample selection procedures, when the units are varying in size.
In many real life situations like in economics and other social science studies, where population units are varying in size and we have no auxiliary information in hand for the selection of s from Ω, then multi-phase sampling is a well known procedure, which provides suitable auxiliary information regarding study variable prior to observing it. Behind this argument, we consider the combine version of two phase and pps sampling schemes for the estimation of finite population mean, when the units are varying in size and we have no auxiliary information is in hand. For the detailed consideration of missing values, we defined four different modified imputation procedure but seems to be similar for the estimation of population mean in two phase pps sampling. The imputation procedures for each of the previously defined situations in 1.1 is given as follow:
Situation 1: Full information on X 2 is available at first phase and X 1
is known in advance
where ∆ 1 is the suitably chosen constant by minimizing the resultant mean squared error. The point estimator for the population mean is defined as:
Expanding and keeping terms up to first order of approximation, the bias and mean square error ofŶ
(1) 1 is given as
The optimum value of ∆ 1 is obtained by setting
1 ) ∂∆ 1 = 0, as follow:
where n * = n − m.
Substituting the optimum value of ∆ 1 in (4.2), the minimum mean squared error ofŶ
where ∆ 2 is a suitably chosen constant. The point estimator is defined aŝ
In term of error,Ŷ is rewritten aŝ
(1) 2 are given by
The optimum value of ∆ 2 is obtained as
2 ) ∂∆ 2 = 0, then ∆ 2(opt.) = ρ uv C u C v Substituting the optimum value of ∆ 2 in (4.4), we set the minimum mean squared error ofŶ
where ∆ 3 is a suitably chosen unknown value. The point estimator for the population mean is defined as:Ŷ
in term of errors can also be written aŝ
Expanding and keeping terms up to first order of approximation, the bias and mean square error ofŶ (1) 3 are given by
The optimum value of ∆ 3 is obtained as
Substituting the optimum value of ∆ 3 in (4.6), the minimum mean squared error ofŶ
where ∆ 4 is an unknown constant. The point estimator for the given procedure in (4.7) is defined as:Ŷ
in term of error, we havê
expanding and keeping terms up to first order approximation, the bias and mean square error ofŶ (1) 4 is given as
The optimum value of ∆ 4 is obtained as
Substituting the optimum value of ∆ 4 in (4.8), the minimum mean squared error ofŶ
Situation 2:
Non-response is occurred in X 2 at first phase
where ω 1 is a suitably chosen constant by minimizing the mean squared error. The point estimator for the population mean is defined aŝ
in term of errors, we havê
(2) 1 is given as
The optimum value of ω 1 is obtained by setting
Substituting the optimum value of ω 1 in (4.10), the minimum mean squared error ofŶ
where ω 2 is a suitably chosen constant. The point estimator is defined as:
Keeping terms up to first order, the bias and mean square error ofŶ
(2) 2 is given as
The optimum value of ω 2 is as
2 ) ∂ω 2 = 0, then
Substituting the optimum value of ω 2 in (4.12), the minimum mean squared error ofŶ
where ω 3 is a suitably chosen unknown value. The point estimator for the population mean is defined as:Ŷ
In term of error, theŶ can be rewrite aŝ
Expanding terms up to first order of approximation, the bias and mean square error of Y (2) 3 is given as
The ω 3 is obtained as
Substituting the optimum value of ω 3 in (4.14), the minimum mean squared error ofŶ
where ω 4 is an unknown constant value. The point estimator for the given procedure in (4.15) is defined as:Ŷ
Keeping terms up to first order of approximation, the bias and mean square error ofŶ (2) 4 is given as
The ω 4 is obtained as
Substituting the optimum value of ω 4 in (4.16), the minimum mean squared error ofŶ
Situation 3: Response on X 1 and X 2 is obtained from First Phase
where φ 1 is a suitably chosen constant by minimizing the resultant mean squared error. The point estimator for the population mean is defined as:
is given as
The optimum values of φ 1 is obtained as
Substituting (4.19) in (4.18), the minimum mean squared error ofŶ
where φ 2 is the suitably chosen constant value. The point estimator is defined as:
The optimum value of φ 2 is obtained as
Substituting (4.22) in (4.21), the minimum mean squared error ofŶ
where φ 3 is the suitably chosen unknown value. The point estimator for the population mean is defined as:Ŷ
Rewriting (4.24) in term of error, we havê
keeping terms up to first order of approximation, the bias and mean square error ofŶ
The optimum value of φ 3 is obtained as
3 ) ∂φ 3 = 0, then
Substituting the optimum value of φ 3 in (4.25), the minimum mean squared error ofŶ
where φ 4 is an unknown constant. The point estimator for the given procedure in (4.26) is defined as:Ŷ
The optimum value of φ 4 is obtained as
Substituting the optimum value of φ 4 in (4.27), the minimum mean squared error ofŶ
Situation 4:
Non-response in X 1 and X 2 at first phase
where γ 1 is a suitably chosen constant that makes the MSE minimum. The point estimator for the population mean is defined as:
In term of error, the (4.29) can be written aŝ
Keeping terms up to first order of approximation, the bias and mean square error ofŶ (4) 1 is given as
The optimum value of γ 1 is obtained by
1 ) ∂γ 1 = 0, as follow
Substituting (4.31) in (4.30), the minimum mean squared error ofŶ
where γ 2 is the suitably chosen constant. The point estimator is defined as:
Rewriting (4.33) in term of error, we havê
expanding and keeping terms up to first order approximation, the bias and mean square error ofŶ (4) 2 is given as
The optimum value of γ 2 is obtained as
2 ) ∂γ 2 = 0, then Substituting (4.35) in (4.34), the minimum mean squared error ofŶ
where γ 3 is the suitably chosen unknown value. The point estimator for the population mean is defined as:Ŷ
The bias and mean square error ofŶ (4) 4 is given as
The suitable value of γ 3 is obtained by setting
3 ) ∂ω 3 = 0, as follow
Substituting the optimum value of γ 3 in (4.37), the minimum mean squared error ofŶ
where γ 4 is an unknown constant. The point estimator for the given procedure in (4.38) is defined as:Ŷ
Rewriting (4.39) in term of error, we havê
The optimum values of γ 4 is obtained by 
Application
In this section, we discuss the numerical findings of the modified class of estimators under two phase pps sampling scheme by using the two real life data sets at varying response rate. The data description and method of bootstrapping for the previously predefined situations are defined as follow:
Situtation 1 and 2
Population 1: Source: [7] y= Output in (000) rupees, x 1 = Number of Workers and x 2 = Fixed Capital in (000) rupees. N = 80,Ȳ = 84443.509,X = 1338.756, C u = 0.0609, C v = 0.0274, ρ uv = 0.8520. Population 2: Source: [14] y= Estimated number of fish caught by marine recreational fishermen in year 1995, x 1 = estimated number of fish caught by marine recreational fishermen in year 1994 and x 2 = estimated number of fish caught by marine recreational fishermen in year 1993. N = 69,Ȳ = 4699.529,X = 5218.194, C u = 0.0401, C v = 0.0335, ρ uv = 0.6483.
Situtation 3 and 4
For the 3 rd and 4 th situation, we have no auxiliary information regarding the study variable in advance. In such circumstances, we select the sample at first phase by SRS and at second phase by pps sampling. The values of C * v , C * * v , C * * u , C * * u , ρ * uv and ρ * * uv are obtained under bootstrap approach by using the population 1 and 2. Repeat the process of the selection of the units 10000 (say H) times. The selection procedure of s from Ω is define as follows:
First we select the m or r ′ units at first phase by SRS from N units of Ω. Then, form the selected s, we select the n or r units by pps sampling, repeating the procedure H times and then obtain the mean value of the C * v , C * * v , C * * u , C * * u , ρ * uv and ρ * * uv , and utilized such values for the relative comparison of the modified estimators.
We use the following expression for calculating the percentage relative efficiencies of the modified imputation strategies under two phase pps sampling than their counterpart, as follow:
, for k = 1 − 4 and q = 1 − 4 (5.1)
At the fixed response rate, the PRE's are reported in Table 1 by using the population 1 and 2 respectively for the given situations. In Table 1 , we observe that the performance of modified imputation strategies under two phase pps sampling. For all the previously mentioned situations 1-4, the estimation procedure is more effective and reliable as compare to the simple mean estimator. In Appendix, we consider the comprehensive examination of the suggested imputation procedure with varying response rate at first and second phase respectively. The percentage relative efficiencies are reported in Table 2 and 3 is for first two situations, when the probability of selection of the observation units is known in advance. For last two, when the selection probabilities are obtained through bootstrapping, then PREs reported in Table  4 and 5. In all the reported numerical findings in Appendix, the performance of modified imputation strategies is better than their counterpart.
Conclusion
Imputation of missing values in sample surveys is a good practice, for dealing nonresponse problem, in term of cost and duration. Several strategies have been proposed for the purpose of bias reduction and efficient imputation. The current research dealt with problem of non-response under four possible scenarios with respect to non-response occurrence under two phase pps sampling. A modified class of estimators is developed using the available auxiliary information on both phases. The theoretical findings suggest that the proposed class of estimators performs better then their counterparts under certain constrains. Numerical studies are given to support the theoretical finding. The suggest class of estimator is an efficient and might be cost effective alternative to the situations where two phase sampling is feasible. This research can be extended for the stratified and clustered populations.
