Automatic data acquisition systems provide large amounts of streaming data generated by physical sensors. This data forms an input to computational models (soft sensors) routinely used for monitoring and control of industrial processes, traffic patterns, environment and natural hazards, and many more. The majority of these models assume that the data comes in a cleaned and pre-processed form, ready to be fed directly into a predictive model. In practice, to ensure appropriate data quality, most of the modelling efforts concentrate on preparing data from raw sensor readings to be used as model inputs. This study analyzes the process of data preparation for predictive models with streaming sensor data. We present the challenges of data preparation as a four-step process, identify the key challenges in each step, and provide recommendations for handling these issues. The discussion is focused on the approaches that are less commonly used, while, based on our experience, may contribute particularly well to solving practical soft sensor tasks. Our arguments are illustrated with a case study in the chemical production industry.
Abstract. Automatic data acquisition systems provide large amounts of streaming data generated by physical sensors. This data forms an input to computational models (soft sensors) routinely used for monitoring and control of industrial processes, traffic patterns, environment and natural hazards, and many more. The majority of these models assume that the data comes in a cleaned and pre-processed form, ready to be fed directly into a predictive model. In practice, to ensure appropriate data quality, most of the modelling efforts concentrate on preparing data from raw sensor readings to be used as model inputs. This study analyzes the process of data preparation for predictive models with streaming sensor data. We present the challenges of data preparation as a four-step process, identify the key challenges in each step, and provide recommendations for handling these issues. The discussion is focused on the approaches that are less commonly used, while, based on our experience, may contribute particularly well to solving practical soft sensor tasks. Our arguments are illustrated with a case study in the chemical production industry.
Introduction
Automatic data acquisition systems, which are common nowadays, generate large amounts of streaming data. This data, provided by various physical sensors is used for monitoring and control of industrial processes, traffic patterns, environment and natural hazards to name a few. Soft sensors are computational models that aggregate readings of physical sensors to be used for monitoring, assessing and predicting the performance of the system. They play an increasingly important role in management and control of production processes [3, 7] . The popularity of soft sensors is boosted by increasing availability of real sensors, data storage and processing capacities, as well as computational resources. Soft sensors operate online using streams of sensor readings, therefore they need to be robust to noise and adaptive to changes over time. They also should use a limited amount of memory and be able to produce predictions in at most linear time with respect to data arrival. Building soft sensors for streaming data has received a lot of attention in the last decade (see e.g. [7, 8] ), often focusing on algorithmic aspects of the computational models, while the process of data preparation receives less attention in research literature [15] . Evidently, building a soft sensor is not limited to selecting the right model. In practice data preparation takes a lot of effort and often is more challenging than designing the predictive model itself. This paper discusses the process of building soft sensors with a focus on data preparation along with the case study from chemical industry. Our goal is to discuss the major issues of data preparation and experimentally evaluate the contribution of various data preparation steps towards the final soft sensor performance.
The main contribution of our study is a framework -a systematic characterization of data preparation process for developing industrial predictive models (soft sensors). Data preparation issue has received little attention in the research literature, while in industrial applications data preparation takes majority of the modelling time. In line with the framework we present our recommendations for data preparation that are based on our experience in building soft sensors within the chemical industry, and are illustrated with real data examples.
The paper is organised as follows. In Section 2 we discuss the requirements and expectations for soft sensors in chemical industry. Section 3 presents a framework for developing data driven soft sensors. In Section 4 we experimentally illustrate the role of three selected data preparation techniques in building accurate predictive models via a case study in the chemical production domain. Section 5 concludes the study, and discusses directions for future research.
Requirements and Expectations for Predictive Models in the Process Industry
In the process industry soft sensors are used in four main applications: (1) online prediction of a difficult-to-measure variable from easy-to-measure variables;
(2) inferential control in the process control loop; (3) multivariate process monitoring for determining the process state from observed measurements; and (4) as a hardware sensor backup (e.g. during maintenance). This study focuses on the data-driven soft sensors for online predictions of difficult-to-measure variables. Many critical process values (e.g. the fermentation progress in a biochemical process, or the progress of polymerisation in a batch reactor) are difficult, if not impossible to measure in an automated way at a required sampling rate. Sometimes the first-principle models, that are based on the physical and chemical process knowledge, are available. Although such models are preferred by practitioners, they are primarily meant for planning and design of the processing plants, and therefore usually focus on the ideal states of
