PACS. 05.40−a -Fluctuation phenomena, random processes, noise, and Brownian motion. PACS. 02.70Ns -Molecular dynamics and particle methods. PACS. 66.20+d -Viscosity of liquids; diffusive momentum transport.
Complex liquids, such as polymer solutions, micellular systems and colloidal suspensions, generally possess mesoscopic length scales-length scales that are small by everyday standards but large by atomic standards. Studying these systems with fully atomistic Molecular Dynamics (MD) is difficult, precisely because of the atomically long time and length scales involved. An alternative approach is to construct a more "course grained" model that mimics the behaviour of the atomistic system on the mesoscopic scale. One such technique is dissipative particle dynamics (DPD) [1] . This method has the main advantage over its rivals that it does not involve discretizing space. Particles representing the mesoscopic system move continuously. This is particularly useful where, for instance, interfaces or macromolecular systems are involved. Since its introduction, a complete understanding of DPD's strengths and weaknesses has only slowly emerged. We begin with a brief description of the method and a summary of what it does that is useful.
Dissipative particle dynamics, as the name implies, describes a system in terms of N particles with mass m, whose positions r i and velocities v i evolve in time according to
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where r ij ≡ r i − r j and v ij ≡ v i − v j . Three forces act on pairs of particles. The first force, F C ij , is a conservative force that particle j exerts on i. The second force, F D ij ≡ −γω D (r ij )( v ij ·r ij )r ij , wherer denotes a unit vector in the direction of r, is a frictional force proportional to a parameter γ and weighted by a function ω D (r). This weight function goes to zero at a cut-off radius r c . The third and final force, F R ≡ αω R (r ij )r ij ξ ij , is a stochastic pair force. Here ξ ij is a Gaussian-distributed random variable with unit variance. Further, the condition ξ ij = ξ ji is imposed so that the model conserves momentum. This is essential in order to ensure that, on sufficiently large time and length scales, fluid-like (hydrodynamic) behaviour is recovered [2, 3] . Español and Warren [4] showed that if the correct fluctuation-dissipation relation between the dissipative and random forces is satisfied (ω D (r ij ) = ω R (r ij ) 2 and α 2 = 2k B T γ, where k B is Boltzmann's constant and T the temperature), the system has a canonical equilibrium distribution. In this sense DPD is not, however, unique. In molecular dynamics parlance a method with a limiting canonical distribution is termed a thermostat and there are several thermostats on the market, so to speak. The first unique feature of DPD is more conceptual than technical and it concerns the nature of the conservative force. In molecular dynamics the conservative force is taken to be the force (or a good approximation to the force) atoms or molecules really exert on each other. The simulation is thus de facto microscopic. However, in the original DPD scheme the conservative force arises from a potential of a quite different form U (r ij ) = a[r ij /r c − 1/2(r ij /r c ) 2 ], where a is a parameter. This potential is not intended to model molecules so much as to impose the desired compressibility on the fluid. Further, Groot and Warren [5] showed that, for a binary mixture of polymers, the potential could be mapped on to the χ parameters of Flory-Huggins theory. The philosophy is therefore that the conservative force is introduced to model the thermodynamics of a molecular system rather than the detailed microscopic interactions.
These effective potentials between particles could equally well be deployed in combination with any other thermostat. So what advantages might DPD have, relative to other methods, viewed simply as a thermostat? Let us compare its properties with those of two other widely used methods, the Nosé-Hoover [6] and Andersen [7] thermostats. Briefly, the Nosé-Hoover thermostat is an extended system method which introduces extra terms in the Hamiltonian to represent a dynamic coupling to a heat bath. The Andersen thermostat, like DPD, is stochastic. It proceeds by periodically exchanging the velocity of a particle for that of a bath particle. We have summarized some of the properties of these thermostats in table I. It has been claimed [1] that DPD is unique in that it conserves momentum. This is not the case, Nosé-Hoover does too. A criticism of the Andersen method is that it does not. Relative to Nosé-Hoover we see that DPD differs in three respects. First it is local (in that it dissipates local as well as global temperature fluctuations). It is not, however, totally clear that this is always an advantage. Second, because the dissipative force makes a contribution to the stress in the system, the thermostat enhances the viscosity. The reason why this is useful we will come to later. Third, in the column cryptically titled "easy to implement" DPD rates "no" whereas Nosé-Hoover (and Andersen) rate "yes". This requires some further explanation. By "easy to implement" we mean that there is a simple method for integrating the equations of motion whilst still satisfying detailed balance. Thus, even with the introduction of a small time step, the algorithm remains a valid Monte Carlo scheme and the equilibrium properties of the system will be correct. Martyna et al. [8] have described such a method for solving the extended system equations for the Nosé-Hoover thermostat. The Andersen thermostat is by construction a valid Monte Carlo scheme (as such Andersen shows that the limiting distribution for his method is canonical [7] ). One problem, pointed out by Pagonabarraga et al. [9] , is that to achieve the same goal with DPD an iterative procedure must be deployed to solve a "self-consistent" Verlet algorithm. Using this method they showed that the correct equilibrium properties for the dissipative ideal gas (DPD in the absence of any conservative force) were recovered, independent of time step. Here we take the other possible approach: changing the method itself. What we want is something that possesses the positive features of DPD but which we can solve, satisfying the above criteria, in a simpler way.
This brings us back to DPD's unique feature as a thermostat-it enhances viscosity. There are two reasons why this is a positive feature for a mesoscopic simulation. First, for any problem involving (incompressible) hydrodynamics, the hydrodynamic fields evolve over some characteristic length l in a time τ ν ∼ l 2 /ν, where ν is the kinematic viscosity. Hydrodynamically speaking, the relevant dimensionless time is therefore t * = tν/l 2 . Times t * 1 are hydrodynamically short whereas times t * 1 are long. So if, for a given time step, we can enhance the viscosity we will, in dimensionless terms, be looking at longer times. The second reason why enhancing the viscosity is a good thing concerns the ratio of the kinematic viscosity to the diffusion coefficient, D. This is a dimensionless quantity known as the Schmidt number, Sc. In a fluid, unlike a gas, momentum can be transported rapidly by the interparticle forces. On the other hand, mass transport occurs by the displacement of particles and is, by comparison, slow. Sc is therefore a large number (for water Sc ∼ 10
3 ). However, the soft potentials used in DPD do not transport momentum as efficiently as real interparticle potentials. The intrinsic viscosity of the system is thus of the order of the diffusion coefficient and the Schmidt number takes the gas-like value Sc ∼ 1 [5] . The fact that the thermostat itself has a viscosity (the dissipative contribution to the viscosity in DPD terminology) offers a solution to this problem. If the "missing" viscosity can be replaced by the thermostatic contribution to the viscosity, then liquid-like dynamics can be recovered.
We now want to construct a simple thermostat that, like DPD, conserves momentum and enhances viscosity. However, we also want it to be, by construction, a valid Monte Carlo scheme. To this end we return to the Andersen thermostat. This proceeds as follows. Newton's equations of motion are first integrated over a time step ∆t using, for instance, a velocity Verlet scheme [10] . For each particle, with a probability Γ∆t, where Γ is a "bath collision" frequency, the velocity is exchanged for a new velocity drawn from a Maxwell distribution. This implies that impulsive forces have acted on the particles. The correct canonical distribution is invariant under both these operations [7] , so the equilibrium behaviour is correct. Bath collisions do not, however, conserve momentum, so the dynamics are artificial. One way round this problem suggests itself if we examine the DPD equations for two particles interacting with each other. In this case they resemble a Langevin equation for relative velocity. Clearly DPD works by using combined dissipative and random forces to relax the relative velocity distribution to equilibrium. However, one might then ask, in the spirit of Andersen, why not simply take a new relative velocity for each pair of particles from a Maxwell distribution? A stochastic relative velocity can be imposed on the two particles in such a way that the total momentum is conserved. This is the basis of our method which proceeds as follows. Using the velocity Verlet algorithm [10] , we first solve Newton's equations of motion for the velocities and positions of the particles at time t + ∆t:
where
is the sum of the conservative forces acting on particle i. Having done so, we construct a list of all pairs of particles for which r ij < r c . Here r c is a predefined interaction radius for the thermostat analogous to the interaction radius in DPD. For each pair we decide, with a probability Γ∆t, whether to take a new relative velocity from a Maxwellian (to "thermalize"). We expect that Γ will roughly correspond to the magnitude of the dissipative force γ in DPD because both describe the rate at which relative velocity is dissipated. For each pair of particles whose velocities are to be thermalized we work on the component of the velocity parallel to the line of centres (to conserve angular momentum) and generate a relative velocity [ v 12 ] ·r ij from a distribution ξ ij 2k B T /m. The factor of √ 2 reflects the fact that we are using the Maxwellian for relative velocities. To impose this new relative velocity on the particles, and conserve momentum, we write [
Andersen's argument, that this procedure is a valid canonical Monte Carlo scheme, still stands. The method should therefore, by construction, give the correct equilibrium properties. As with DPD, only relative velocities are involved so the method is similarly Galilean invariant. Further, the impulsive forces, which are part of the thermostating procedure, will give an additional contribution to the fluctuating shear stress, σ xy (t). The viscosity η (= ρν, where ρ is the density) is related to the time integral of the stress-stress correlation function:
so this will translate into an increased viscosity. Here V is the volume of the system. The magnitude of the extra viscosity can be estimated along the following lines. If we just concentrate on the contribution to the stress (and hence viscosity) from equal time correlations we can write
Here we have assumed that forces, rather than being impulsive, act for a time ∆t. The subscript c indicates an average over one bath collision and N B is the number of bath collisions per time step. The first collisional average is a steric factor yielding 4πr c 5 /75V c , where V c is the volume of the collision sphere. The second average is equal to k B T /m. This evaluation is straightforward because by construction [v 12 ] and v 12 are Maxwellian distributed and uncorrelated. Assuming that the density around a given particle is uniform we have N B = NV c nΓ∆t/2, where n is the number density, and therefore
Note that the zero-time stress-stress correlation function depends on the time step and, in the limit ∆t → 0, becomes infinite. This is because of the impulsive nature of the forces. However, if we integrate over ∆t and use eq. (4) to get η 0 , the contribution to the viscosity from one time step, we find η 0 = πρ 2 Γr c 5 /75m, independent of ∆t. The additional factor of 1/2 comes from the trapezoidal rule [11] . It is interesting to note that apart from a pre-factor of 1/2 and Γ replacing γ, this is the same result derived for the dissipative ideal gas [3] .
We now move on to testing the model. We follow Pagonabarraga et al. [9] and consider the dissipative ideal gas (there will be no conservative forces). Similarly, we restrict ourselves to a system that is either in equilibrium or only slightly perturbed. The case of a system driven far from equilibrium, where it is probable that this thermostat will behave quite differently compared to Nosé-Hoover, will be considered elsewhere. In equilibrium one can define two time scales for this model: the typical time for ballistic motion over a distance r c , mr c 2 /k B T , and the typical decay time for relative velocities 1/Γ. Defining the ratio of these two times as the dimensionless quantity Λ = k B T /Γ 2 r c 2 m we have chosen to study one value Λ = 1.0 −4 . There are three reasons for choosing such a small value. If we examine the scaling of the diffusion coefficient with k B T and Γ (all other quantities fixed) a simple analysis proceeds as follows. The diffusion coefficient can always be written in the form D = k B T τ D /m, where τ D is some decay time for velocity correlations. Assuming the latter to be of the order 1/Γ we expect D ∝ kt/Γ. Combining this with the estimated scaling of the viscosity we find
That is, low values of Λ should yield the high Schmidt numbers required for a mesoscopic simulation. We note here that, although the same argument applies for DPD, satisfying this criterion has been reported as problematic [5] . The second reason for considering the small-Λ regime is that our parameter Λ is similar to the quantity λ/r c introduced in the context of DPD by Pagonabarraga et al. [9] . It was reported that unless λ/r c < 1 significant non-hydrodynamic effects were observed. Again this suggests Λ 1 is the region of practical interest. The third reason is simply that this is also the regime where any incorrect equilibrium behaviour, if present, will be most pronounced [3] . Finally, we note that a simple scaling analysis shows that if Λ 1 kinetic contributions to the stress are negligible. Measuring time in units of 1/Γ, lengths in units r c and mass in units of m, we begin with one density, ρ = 12.0. We simulated a system of 10 4 particles using time steps of 0.125, 0.25, 0.5 and 1.0. The latter is the maximum possible. It corresponds to all pairs of particles undergoing a bath collision at every time step. There is a physical reason for this upper limit; it simply reflects the fact that it is impossible to relax the velocity distribution to equilibrium in a time shorter than one time step. Because there are no conservative forces the algorithm for updating the particle positions was simply r i (t +∆t) = r i (t)+∆t v i (t). Similarly, the velocities were only changed using the bath collision rules described above. Examining the equilibrium properties we found that for all the time steps we used, to an accuracy of 0.01%, there was no deviation between the set and measured temperature. Similarly, the radial distribution function, to an accuracy of 0.1%, took the constant value of unity characteristic of an ideal gas. We therefore concluded that, as we expected, for any value of the time step we recover correct equilibrium behaviour.
Dynamically, we focused on the viscosity. In fig. 1 we have plotted the time-dependent viscosity, normalized by the zero-time viscosity η 0 . We calculated the time-dependent viscosity in two ways. First from the time integral of the stress-stress correlation function (eq. (4)). For the sake of clarity this result is only shown for ∆t = 0.5 (the solid line). Second, we calculated the wave-vector-dependent transverse current correlation function,
The wave vector k was chosen to be the smallest non-zero wave vector commensurate with the periodic box. For a fluid [12] this function decays as C T (t; k) = exp[k 2 ν(t)t], giving us a second definition of the time-dependent viscosity η(t) = −(ρ/k 2 )d ln C T (t)/dt. If we recover the hydrodynamic behaviour the two definitions should be equivalent. Further, in the limit t → ∞, they should equal the value one obtains from imposing a weak external shear on the system (using the same methodology described in ref. [9] ). Time-dependent viscosities calculated from C T (t; k) are shown in fig. 1a ) for all four values of the time step. From the data shown for ∆t = 0.5 we see that, using either definition, we observe indistinguishable values for η(t). Furthermore, we find that η(t) approaches the value calculated by imposing an external shear (in the interests of clarity this value is only shown for ∆t = 0.125, it was true for all the time steps studied). This confirms that we recover hydrodynamic behaviour. There are two other points to note from fig. 1 . First, the results rapidly become independent of the time step. Values of η(t) calculated using ∆t = 0.125 and 0.25 are statistically indistinguishable. Because the collision process reduces to a Poisson process in the limit ∆t → 0 this is what we would expect. Second, although our analysis for the zero-time contribution to the viscosity is correct (η(0)/η 0 = 1) the viscosity decreases as a function of time leading to a true viscosity significantly smaller than η 0 . Our best estimate is that η/η 0 = 0.32 ± 0.02. For t > 0 there must be a substantial negative region in the stress-stress correlation function (SSCF) that the simple analysis neglects. Nonetheless, if we calculate the diffusion coefficient (by analysing the mean squared displacement of the particles) and calculate the Schmidt number we find that Sc = ν/D = 3.5(±0.2) · 10 6 . As we expected, in this regime (Λ 1) the Schmidt number is large. Thus, it is quite possible to apply the thermostat to an intrinsically gas-like system and enhance the viscosity to the extent that fluid-like dynamics is recovered. The value of Sc we have here probably represents overkill in this respect.
For the fixed value of Λ = 10 −4 we also investigated the effect of varying the density. In fig. 1b) we have plotted the Schmidt number and viscosity as a function of density. We see that as we increase the density the value of η/η 0 gets closer to unity, i.e. η 0 is a better approximation to the true viscosity. The negative region becomes less important and the SSCF starts to look more delta-function correlated at t = 0. It seems plausible, based on these data, that in the limit Λ → 0, ρ → ∞ we have η = η 0 . Conversely, as we lower the density the negative region in the SSCF is starting to almost cancel the zero-time contribution and the viscosity drops dramatically towards zero. One is tempted to conclude from this that the dominant trajectories at low density (identical pairs of particles re-colliding with no intervening collisions) contribute nothing to the viscosity. The variation of the Schmidt number with the density (plotted logarithmically) is even more dramatic. This is largely because as ρ decreases ν decreases and we also find, not surprisingly, that D increases. To maintain high Schmidt numbers it appears desirable to use a somewhat larger value of r c than is typically used as the cut-off radius for the conservative force in DPD (ρ = 3 being more typical). However, there is no reason the two cut-offs have to be the same. One could easily use a larger cut-off for the thermostat than the conservative force.
To conclude, we have described a model which possesses the same positive features as DPD. It is a thermostat which is Galilean invariant, conserves momentum and enhances viscosity. We have gained because, in conjunction with a simple algorithm to solve the equations of motion, our model displays the correct equilibrium properties regardless of time step. We have shown that it is possible to set the parameters to satisfy the condition ν D. This turns gas-like dynamics into more liquid-like dynamics. One thing we have lost along the way is the weight function, w D (r), which gives the dissipative force in DPD a distance dependence. This could be reinstated in our model by having a distance-dependent collision probability. However, no-one, to our knowledge, has shown that this weight function serves any useful purpose. As with DPD, reliable theoretical predictions for the transport coefficients, over the full range of parameters, would be desirable. In this respect we hope that the somewhat simpler collision process involved in our model will allow a more complete theoretical analysis than has proved possible with DPD. ***
