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SUMMARY
Chatterjee et al. (2011) established the consistency of the maximum likelihood estimator in
the β-model for undirected random graphs when the number of vertices goes to infinity. By
approximating the inverse of the Fisher information matrix, we obtain its asymptotic normality
under mild conditions. Simulation studies and a data example illustrate the theoretical results.
Some key words: β-model; Central limit theorem; Fisher information matrix.
1. INTRODUCTION
For an undirected random graph on t vertices, the β-model (Chatterjee et al., 2011) assumes
that there exists an edge between vertices i and j with probability
pi,j =
eβi+βj
1 + eβi+βj
, 1 ≤ i 6= j ≤ t,
independently of all other edges, where βi is the influence parameter of vertex i. First intro-
duced by Holland & Leinhardt (1981) for directed networks, this model is closely related to the
Bradley–Terry model for rankings (Bradley & Terry, 1952). For undirected random graphs, it
has been considered by Newman et al. (2001), Jackson (2008), and Blitzstein & Diaconis (2011).
For many real world networks, the number of vertices t is large and hence it is necessary to con-
sider asymptotics with t→∞. In the Bradley–Terry model (Bradley & Terry, 1952) for paired
comparisons, Simons & Yao (1999) proved that the maximum likelihood estimator is consis-
tent and asymptotically normal when the number of parameters goes to infinity. This contrasts
with the well-known Neyman–Scott problem under which the maximum likelihood estimator
fails even to attain consistency when the number of parameters goes to infinity. More recently,
Chatterjee et al. (2011) proved that the maximum likelihood estimator of the β-model is consis-
tent when t goes to infinity. In this note, by approximating the inverse of the Fisher information
matrix, we further establish its asymptotic normality under mild conditions.
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2. MAIN RESULTS
Suppose that G is an undirected graph on t vertices generated from the β-model where β =
(β1, . . . , βt)
T ∈ Rt is unknown. Let d1, . . . , dt be the degrees of the vertices of G. The likelihood
is
e
∑
i
βidi∏
i<j(1 + e
βi+βj)
.
The maximum likelihood estimator βˆ of β can be obtained by solving the equations
di =
∑
j 6=i
eβˆi+βˆj
1 + eβˆi+βˆj
, i = 1, . . . , t. (1)
In a preprint available at http://arxiv.org/abs/1105.6145, Rinaldo, Petrovic, and
Fienberg obtained necessary and sufficient conditions for the existence and uniqueness of βˆ.
Chatterjee et al. (2011) established the following theorem:
THEOREM 1. Define Lt = max1≤i≤t |βi|.
(a) If Lt = o(log t), then with probability tending to one as t→∞, there exists a unique solution
βˆ of the maximum likelihood equations (1).
(b) If Lt = o{log(log t)}, then
max
1≤i≤t
|βˆi − βi| ≤ Op{(log t)
1/2t−1/2ec1e
c2Lt+c3Lt} = op(1),
where c1, c2 and c3 are positive constants. Hence βˆ is uniformly consistent.
Denote the covariance matrix of d = (d1, . . . , dt) by Vt = (vi,j)t×t, where
vi,j =
eβi+βj
(1 + eβi+βj)2
, vi,i =
∑
j 6=i
vi,j (i, j = 1, . . . , t; i 6= j).
This is also the Fisher information matrix for β. To establish the asymptotic normality of βˆ,
we need an accurate approximation to V −1t . Let St = (si,j)t×t, where si,j = δi,j/vi,i − 1/v··,
δi,j is the Kronecker delta function and v·· =
∑t
i,j=1;i 6=j vi,j . In Proposition 1 which is given
in Appendix 1, we obtain an upper bound on the error of using St to approximate V −1t . In the
following, we present a central limit theorem for the maximum likelihood estimator in the β
model. The proof is given in Appendix 2.
THEOREM 2. If Lt = o{log(log t)}, then for any fixed r ≥ 1, as t→∞, the vector consisting
of the first r elements of G1/2t (βˆ − β) is asymptotically standard multivariate normal, where
Gt = diag(v1,1, . . . , vt,t) and G1/2t = diag(v
1/2
1,1 , . . . , v
1/2
t,t ).
Remark 1. By Theorem 2, for any fixed i, as t→∞, the convergence rate of βˆi is 1/v1/2i,i .
Since (t− 1)e−2Lt/4 ≤ vi,i ≤ (t− 1)/4, the rate of convergence is between O(t−1/2eLt) and
O(t−1/2).
3. NUMERICAL EXAMPLES
We conduct simulation studies to illustrate our theoretical results. By Theorem 2, we construct
approximate 95% confidence intervals for βi and βi − βj . We report the coverage probabilities
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A central limit theorem in the β-model 3
for certain βi − βj and the average coverage probabilities for βi (i = 1, . . . , t) as well as the
probabilities that the maximum likelihood estimator does not exist. Let βi = iLt/t and choose
Lt = 0, log(log t), (log t)
1/2 or log t. Using 10, 000 simulations for each scenario, the results are
summarized in Table 1. We see that when Lt = 0 or log(log t), the coverage probabilities are
very close to the nominal level, indicating the adequacy of the confidence intervals. When Lt =
(log t)1/2 or log t, the maximum likelihood estimator does not exist with nonzero probability and
the coverage probabilities deviate much from the nominal level. Using the normal Q-Q plots,
when Lt = 0 or log(log t), the normality of the estimator is quite evident. However, when Lt =
(log t)1/2, there is a notable deviation from normality. That demonstrates that the condition on
Lt in Theorem 2 is critical in ensuring the existence of the maximum likelihood estimator and
its asymptotic normality.
Table 1. Estimated coverage probabilities and probabilities that the maximum likelihood esti-
mator does not exist (in parentheses), both multiplied by 100
t (i, j) Lt = 0 Lt = log(log t) Lt = (log t)1/2 Lt = log t
50 (1,50) 94.6 (0) 95.8 (0.1) 89.4 (8) 0 (100)
(25,26) 95.0 (0) 95.5 (0.1) 88.4 (8) 0 (100)
(49,50) 95.2 (0) 95.4 (0.1) 91.6 (8) 0 (100)
ACP 95.1 (0) 95.4 (0.1) 88.4 (8) 0 (100)
100 (1,100) 94.3 (0) 95.1 (0) 97.0 (0.5) 0 (100)
(50,51) 94.6 (0) 95.4 (0) 95.1 (0.5) 0 (100)
(99,100) 94.8 (0) 95.7 (0) 97.7 (0.5) 0 (100)
ACP 95.0 (0) 95.2 (0) 95.2 (0.5) 0 (100)
200 (1,200) 94.9 (0) 95.1 (0) 96.1 (0) 0 (100)
(100,101) 95.3 (0) 95.0 (0) 95.1 (0) 0 (100)
(199,200) 95.1 (0) 95.2 (0) 96.5 (0) 0 (100)
ACP 95.1 (0) 95.1 (0) 95.3 (0) 0 (100)
(i, j), coverage probability for βi − βj ; ACP, average coverage probability for β1, . . . , βt.
We analyze the food web dataset in Blitzstein & Diaconis (2011), which contains 33 organ-
isms in Chesapeake Bay, each represented by a vertex in the graph. As in Blitzstein & Diaconis
(2011), we study the simple graph after omitting the self-loop at vertex 19. The influence
parameters and their standard errors are reported in Table 2. The largest four degrees are
8, 8, 10, 9 for vertices 2, 7, 8, 22, which also have the largest four influence parameters
−0.083,−0.083, 0.275, 0.102 from Table 2. On the other hand, the four vertices with the small-
est influence parameter −2.602 all have degree 1.
Table 2. The food web dataset: the estimated influence parameters βˆ and their standard errors
(in parentheses)
Vertex βˆ Vertex βˆ Vertex βˆ Vertex βˆ
1 −0.29 (2.23) 2 −0.08 (2.33) 3 −0.75 (1.98) 4 −2.60 (0.98)
5 −2.60 (0.98) 6 −1.85 (1.35) 7 −0.08 (2.33) 8 0.28 (2.49)
9 −1.04 (1.82) 10 −1.85 (1.35) 11 −1.04 (1.82) 12 −0.75 (1.98)
13 −1.39 (1.61) 14 −0.51 (2.12) 15 −0.29 (2.23) 16 −1.39 (1.61)
17 −1.85 (1.35) 18 −0.29 (2.23) 19 −0.51 (2.12) 20 −2.60 (0.98)
21 −1.85 (1.35) 22 0.10 (2.42) 23 −0.51 (2.12) 24 −2.60 (0.98)
25 −1.39 (1.61) 26 −1.04 (1.82) 27 −0.51 (2.12) 28 −1.39 (1.61)
29 −1.39 (1.61) 30 −1.39 (1.61) 31 −1.85 (1.35) 32 −1.04 (1.82)
33 −1.04 (1.82)
d = (7, 8, 5, 1, 1, 2, 8, 10, 4, 2, 4, 5, 3, 6, 7, 3, 2, 7, 6, 1, 2, 9, 6, 1, 3, 4, 6, 3, 3, 3, 2, 4, 4).
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APPENDIX 1
PROPOSITION 1. As t→∞,
||V −1t − St|| ≤ O
{
e6Lt
(t− 1)2
}
, (A1)
where ||A|| = maxi,j |ai,j | for a matrix A = (ai,j).
Proof of Proposition 1. Define m = min1≤i<j≤t vi,j and M = max1≤i<j≤t vi,j . It is easy to see that
e2Lt
(1 + e2Lt)2
≤ vi,j =
eβi+βj
(1 + eβi+βj )2
≤
1
4
(i 6= j). (A2)
By (A2), we have m ≥ e2Lt/(1 + e2Lt)2 and M ≤ 1/4. Denote the t× t identity matrix by It. Write
Ft = (fi,j) = V
−1
t − St, Rt = (ri,j) = It − VtSt and Wt = (wi,j) = StRt. We have the recursion
Ft = (V
−1
t − St)(It − VtSt) + St(It − VtSt) = FtRt +Wt,
and it follows that, for any i,
fi,j =
t∑
k=1
fi,k{(δk,j − 1)
vk,j
vj,j
+
2vk,k
v··
}+ wi,j (j = 1, . . . , t).
Fixing i, let fi,α = max1≤k≤t fi,k and fi,β = min1≤k≤t fi,k. Since 2
∑t
k=1 fi,kvk,k = 1, we have fi,β ≤
1/(2v··) and fi,α ≥ 0. By direct calculation, it can be shown that for all i, j, k,
max(|wi,j |, |wi,j − wi,k|) ≤
M
m2(t− 1)2
, (A3)
and
fi,α − fi,β =
t∑
k=1
(fi,k − fi,β){(1− δk,β)
vk,β
vβ,β
− (1− δk,α)
vk,α
vα,α
}+ wi,α − wi,β . (A4)
Define a = M/{m2(t− 1)2}, Ω = {k : (1− δk,β)vk,β/vβ,β ≥ (1− δk,α)vk,α/vα,α} and |Ω| = λ. It
follows that
∑
k∈Ω
(fi,k − fi,β)
{
(1 − δk,β)
vk,β
vβ,β
− (1− δk,α)
vk,α
vα,α
}
≤ (fi,α − fi,β)
{∑
k∈Ω vk,β
vβ,β
−
∑
k∈Ω(1− δk,α)vk,α
vα,α
}
≤ (fi,α − fi,β)f(λ), (A5)

where f(λ) = λM/{λM + (t− 1− λ)m} − (λ− 1)m/{(λ− 1)m+ (t− λ)M}. Note that f(λ) takes
its maximum at λ = t/2 when λ ∈ [1, t− 1] and f(t/2) = {tM − (t− 2)m}/{tM + (t− 2)m}. By
(A3), (A4), and (A5),
fi,α − fi,β ≤
tM − (t− 2)m
tM + (t− 2)m
× (fi,α − fi,β) + a.
Hence
fi,α − fi,β ≤
M{tM + (t− 2)m}
2(t− 2)m3(t− 1)2
.
193
194
195
196
197
198
199
200
201
202
203
204
205
206
207
208
209
210
211
212
213
214
215
216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
A central limit theorem in the β-model 5
Since fi,α = maxk fi,k and fi,β = mink fi,k, we have max1≤k≤t |fi,k| ≤ fi,α − fi,β + fi,βI(fi,β > 0),
where I(·) is the indicator function. Hence,
max
1≤k≤t
|fi,k| ≤
M(tM + (t− 2)m)
2(t− 2)m3(t− 1)2
+
1
2v··
≤
M(tM + (t− 2)m)
2(t− 2)m3(t− 1)2
+
1
2m(t− 1)2
≤ O
{
e6Lt
(t− 1)2
}
.
APPENDIX 2
Let di,j = 1 if there exists an edge between vertices i and j and 0 otherwise. Note that di =
∑
j 6=i di,j
and
∑
i di/2 =
∑
1≤i<j≤t di,j are sums of t− 1 and t(t− 1)/2 independent Bernoulli random variables,
respectively. By the central limit theorem for the bounded case in Loe`ve (1977, p. 289), we know that
v
−1/2
i,i {di − E(di)} and (2v··)−1/2[
∑
i{di − E(di)}] are asymptotically standard normal if vi,i diverges.
By (A2), we have
(t− 1)e2Lt
(1 + e2Lt)2
≤ vi,i ≤
t− 1
4
, i = 1, . . . , t; v·· ≥
t(t− 1)e2Lt
(1 + e2Lt)2
.
If eLt = o(t1/2), then
v−1·· max
i=1,...,t
vi,i ≤ (1 + e
2Lt)2/(4te2Lt) = o(1),
and v1/2i,i [St{d− E(d)}]i = v
−1/2
i,i {di − E(di)}+ op(1). Thus, we have the following proposition.
PROPOSITION 2. If eLt = o(t1/2), then for any fixed r ≥ 1, as t→∞, the vector consisting of the
first r elements of St{d− E(d)} is asymptotically multivariate normal with mean zero and covariance
matrix (G−1t )r×r, where G−1t = diag(v−11,1 , . . . , v
−1
t,t ).
LEMMA 1. Let Ft = V −1t − St and Ut = cov[Ft{d− E(d)}]. Then
||Ut|| ≤ ||V
−1
t − St||+
(1 + e2Lt)4
4e4Lt(t− 1)2
. (A6)
Proof. Note that
Ut = FtVtF
T
t = (V
−1
t − St)− St(It − VtSt),
and
{St(It − VtSt)}i,j =
(δi,j − 1)vi,j
vi,ivj,j
+
1
v··
.
By (A3),
|{St(It − VtSt)}i,j | ≤ max{
(1 + e2Lt)4
4e4Lt(t− 1)2
,
(1 + e2Lt)2
t(t− 1)e2Lt
} ≤
(1 + e2Lt)4
4e4Lt(t− 1)2
,
Thus,
||Ut|| ≤ ||V
−1
t − St||+ ||St(It − VtSt)|| ≤ ||V
−1
t − St||+
(1 + e2Lt)4
4e4Lt(t− 1)2
.
LEMMA 2. Assume that Theorem 1 (b) holds. If Lt = o{log(log t)}, then for any i,
βˆi − βi = [V
−1
t {d− E(d)}]i + op(t
−1/2). (A7)
Proof. By Theorem 1 (b), we know that
λt = max
1≤i≤t
|βˆi − βi| = Op{(log t)
1/2t−1/2ec1e
c2Lt+c3Lt}.
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Let γˆi,j = βˆi + βˆj − βi − βj . By Taylor expansion, for any i 6= j,
eβˆi+βˆj
1 + eβˆi+βˆj
−
eβi+βj
1 + eβi+βj
=
eβi+βj
(1 + eβi+βj )2
γˆij + hi,j ,
where
hi,j =
eβi+βj+θi,j γˆi,j (1− eβi+βj+θi,j γˆi,j )
2(1 + eβi+βj+θi,j γˆij )3
γˆ2i,j ,
and 0 ≤ θi,j ≤ 1. Rewrite (1) as
d− E(d) = Vt(βˆ − β) + h,
where h = (h1, . . . , ht)T and hi =
∑
j 6=i hi,j . Equivalently,
βˆ − β = V −1t {d− E(d)} + V
−1
t h. (A8)
Since |ex(1− ex)/(1 + ex)3| ≤ 1, we have
|hi,j | ≤ |γˆ
2
i,j |/2 ≤ 2λ
2
t , |hi| ≤
∑
j 6=i
|hi,j | ≤ 2(t− 1)λ
2
t .
Note that (Sth)i = hi/vi,i − v−1··
∑t
j=1 hj, and (V
−1
t h)i = (Sth)i + (Fth)i. By direct calculation, we
have
|(Sth)i| ≤
8λ2t (1 + e
2Lt)2
e2Lt
= O{(log t)t−1e2c1e
c2Lt+(2c3+2)Lt},
and, by Proposition 1,
|(Fth)i| ≤ ||Ft|| × (tmax
i
|hi|) ≤ O(e
6Lt × λ2t ) ≤ O{(log t)t
−1e2c1e
c2Lt+(2c3+6)Lt}.
If Lt = o{log(log t)}, then |(V −1t h)i| ≤ |(Sth)i|+ |(Fth)i| = o(t−1/2). This completes the proof. 
Proof of Theorem 2. By (A8),
(βˆ − β)i = [St{d− E(d)}]i + [Ft{d− E(d)}]i + (V
−1
t h)i.
By Lemmas 1 and 2, if Lt = o{log(log t)}, then
(βˆ − β)i = [St{d− E(d)}]i + o(t
−1/2).
Theorem 2 follows directly from Proposition 2. 
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