Humans read by making a sequence of fixations and saccades. They often skip words, without apparent detriment to understanding. We offer a novel explanation for skipping: readers optimize a tradeoff between performing a language-related task and fixating as few words as possible. We propose a neural architecture that combines an attention module (deciding whether to skip words) and a task module (memorizing the input). We show that our model predicts human skipping behavior, while also modeling reading times well, even though it skips 40% of the input. A key prediction of our model is that different reading tasks should result in different skipping behaviors. We confirm this prediction in an eye-tracking experiment in which participants answers questions about a text. We are able to capture these experimental results using the our model, replacing the memorization module with a task module that performs neural question answering.
Introduction
Explaining the cognitive processes involved in human reading poses a particularly interesting challenge for cognitive science. First, because reading is a cultural skill that is acquired through explicit instruction combined with a large amount of practice. This sets it apart from other linguistic skills such as speaking and listening, which are normally acquired earlier in life than reading and do not require explicit instruction. Often, an innate component is assumed to be part of language acquisition; but this is not a plausible assumption for reading, as it is a recent phenomenon by evolutionary standards, dating back to around 3000-4000 BC. Reading, insofar as it is distinct from A preliminary version of the modeling study reported in Section 5 was previouly published in Hahn and Keller (2016) .
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the rest of linguistic cognition, therefore must be a skill that is learnable from experience.
A second important aspect of human reading is that it is a highly task-specific process. When we read a book for entertainment, we will do so differently than when we read the same book in order to find typographical errors. For many tasks, readers employ specific information-seeking strategies. For example, to find an answer to a question in a text, they systematically search for names, dates, amounts, or whatever form the correct answer is likely to take. Reading strategy will also vary depending on whether the task is to memorize facts (perhaps for an exam), translate a text, compile a summary of book, or write a review. It is an intriguing questions how the highlevel requirements of such tasks are translated into low-level reading behavior, i.e., ultimately into a sequence of eye-movements on the words of a text.
Both of these properties of reading are a challenge for computational cognitive modeling. On the one hand, we need to develop a model that assumes only a minimum of innate knowledge and is able to learn the key properties of human reading from exposure to large amounts of text. On the other hand, the model must be amenable to explicit instruction and it has to capture a wide range of different reading strategies for different tasks. In other words, the model must be able to change its behavior depending on whether its task is to memorize information, answer a question, find typos in a text, etc.
In this paper, we will focus on one particular aspect of reading, viz., the allocation of attention. This means what we ask of our model is to predict which words in a text are attended to during reading, and how much attention each of these words receives. We will assume that the allocation of attention can be studied by measuring the eye-movements that humans make as they read; these eye-movements consist of fixations and saccades. During a fixation, the eyes land on a word and remain fairly static for 200-250 ms. Saccades are the rapid jumps that occur between fixations, typically lasting 20-40 ms and spanning 7-9 characters (Rayner, 1998) . Readers, however, do not simply fixate one word after another; some saccades go in reverse direction, and some words are fixated more than once or skipped altogether.
Our model will capture the allocation of attention during reading by modeling skipping, i.e., the process that decides which words should be fixated, and which ones should be skipped, by the reader. (Our model is also able to prediction reading times, but this is a secondary aspect.) We will assume that a skipping strategy can be learned from large amounts of text if an explicit task is given to the reader. The task (such as memorization or question answering) allows the model to infer which words are important (and should be attended to), and which ones are less important (and should be skipped).
In particular, we assume that task-based reading behavior can be explained by a fundamental tradeoff: the model needs to trade off economy of attention (skipping as many words as possible, i.e., reading as fast as possible) and accuracy (making as few errors as possible in the task the reader is trying to accomplish). Task-specific reading strategies emerge when the model learns the economy-accuracy tradeoff for a given task.
Crucially, to enable the model to learn this tradeoff, it is provided with feedback (i.e., a type of instruction) that is specific to the task. This feedback comes in the form of a reinforcement signal, i.e., information on whether the model has accurately solved the task for a given input or not. While this is a type of instruction, it does not mean that we are assuming supervised learning, i.e., that the model is told explicitly which words to skip and to fixate. This form of supervision would not be cognitively plausible: humans who are taught to read do receive feedback regarding whether they performed their reading task correctly or not, but they are not told whether they have fixated the right words, or spend the right amount of time on each word.
In the following, after an overview of related work, we introduce the Tradeoff Hypothesis that underlies our model in more detail. Then we will present the model itself, which is implemented as an attention-based recurrent neural network that performs word prediction under uncertainty (i.e., it can decide to skip words). We derive its objective function for the baseline task of memorizing the input text, and show how the model can be trained using reinforcement learning. In Modeling Study 1, we demonstrate that our model successfully captures reading times and skipping patterns observed in a large eye-tracking corpus, as well as modeling qualitative properties of human reading. This is followed by Experiment 1, an eye-tracking study which tests a key prediction our model, viz., that a change in reading task should lead to a change in reading strategy. This experiment uses question answering as the task participants have to perform and manipulates whether they see a preview of the question before they read the corresponding text. The results of this experiment inform an updated version of our model, which now performs questions answering instead of text memorization. Finally, Modeling Study 2 shows that the updated model captures the reading behavior we observed in Experiment 1 correctly. This is followed by a general discussion which summarizes our contributions and addresses some of the limitations of this work.
Related Work
A range of computational models have been developed to account for human eye-movements in reading (Rayner & Reichle, 2010) , including models of saccade generation in cognitive psychology, such as EZ-Reader (Reichle, Pollatsek, Fisher, & Rayner, 1998; Reichle, Rayner, & Pollatsek, 2003; Reichle, Warren, & McConnell, 2009) , SWIFT (Engbert, Longtin, & Kliegl, 2002; Engbert, Nuthmann, Richter, & Kliegl, 2005) , or the Bayesian Model of Bicknell and Levy (2010) . More recent approaches use machine learning models trained on eye-tracking data to predict human reading patterns (Hara, Kano, & Aizawa, 2012; Matthies & Søgaard, 2013; Nilsson & Nivre, 2009 . Both types of models involve theoretical assumptions about human eye-movements, or at least require the selection of relevant eye-movement features. Model parameters have to be estimated in a supervised way from eye-tracking corpora.
Unsupervised approaches, that do not involve training the model on eye-tracking data, have also been proposed. A key example is surprisal, which measures the predictability of a word in context, defined as the negative logarithm of the conditional probability of the current word given the preceding words (Hale, 2001; Levy, 2008) . Surprisal is computed by a language model, which can take the form of a probabilistic grammar, an n-gram model, or a recurrent neural network. While surprisal has been shown to correlate with word-by-word reading times (Demberg & Keller, 2008; Frank & Bod, 2011; McDonald & Shillcock, 2003a , 2003b Smith & Levy, 2013) , it is designed to be a general measure of linguistic processing difficulty, and thus cannot explain other aspects of human reading, such as reverse saccades, re-fixations, or skipping. Skipping is a particularly intriguing phenomenon: about 40% of all words are skipped (in the Dundee corpus, see below), without apparent detriment to text understanding.
A range of attention-based neural network architectures have recently been proposed in the literature, showing promise in both natural language processing (NLP) and computer vision (e.g., Bahdanau, Cho, & Bengio, 2015; Mnih, Heess, Graves, & others, 2014) . Such architectures incorporate a mechanism that allows the network to dynamically focus on a restricted part of the input. Attention is also a central concept in cognitive science, where it denotes the focus of cognitive processing. In both language processing and visual processing, attention is known to be limited to a restricted area of the visual field, and shifts rapidly through eye-movements (Henderson, 2003) .
Attention-based neural architectures either employ soft attention or hard attention. Soft attention distributes real-valued attention values over the input, making end-to-end training with gradient descent possible. Hard attention mechanisms make discrete choices about which parts of the input to focus on, and can be trained with reinforcement learning (Mnih et al., 2014) . In NLP, soft attention can mitigate the difficulty of compressing long sequences into fixed-dimensional vectors, with applications in machine translation (Bahdanau et al., 2015) and question answering (Hermann et al., 2015) . In computer vision, both types of attention can be used for selecting regions in an image (Ba, Salakhutdinov, Grosse, & Frey, 2015; Xu et al., 2015) .
The Tradeoff Hypothesis
As outlined in the introduction, the aim of this paper is not to offer a full model of eyemovement control during reading. Rather, we focus on one particular aspect of reading, i.e., the allocation of attention on the words of a text. Specifically, we want to model the process that decides which words in a text are fixated and which ones are skipped when a text is read in order to accomplish a certain task (e.g., memorizing the content, answering a question). Once we have a model of skipping, we can use that model to compute a modified version of the surprisal that only uses the words that are fixated. The architecture of our model exploits the parallel between neural attention as defined in the recent neural network literature, and human attention as studied in cognitive psychology. The approach we propose is unsupervised, i.e., the model is trained without access to eye-tracking data.
We start from the assumption that human reading is a well practiced and highly optimized process, which enables humans to read very efficiently, at a typical rate of 300-500 words per minute. We hypothesize that in order to achieve such efficiency, the reader optimizes a tradeoff between economy of attention (skipping as many words as possible) and accuracy (making as few errors as possible in a given reading task). We will call this assumption the Tradeoff Hypothesis. Based on this hypothesis, we expect that humans only fixate words to the extent necessary for task success, while skipping words whose that are not task relevant, or whose contribution to the text can be inferred from context. Crucially, the optimal economy-accuracy tradeoff depends on the task the reader is trying to accomplish; it follows that there is no single reading strategy that is optimal for all tasks.
In order to accrue evidence for the Tradeoff Hypothesis, this paper will investigate the following questions:
1. Can we use the Tradeoff Hypothesis to design a computational model that predicts quantitative properties of human skipping behavior? Furthermore, can we use the same model to compute a surprisal measure that correlates with human reading times, even though it only has access to the words the model fixates?
2. Can the Tradeoff Hypothesis explain known qualitative features of human fixation patterns? These include dependence on word frequency, word length, predictability in context, a contrast between content and function words, and the statistical dependence of the current fixation on previous fixations.
3. Does the model instantiate a key prediction of the Tradeoff Hypothesis, i.e., that the optimal reading strategy depends on the task? Based on this prediction, we should find that skipping behavior changes when the reading task changes, both in humans and in our model.
To investigate these questions, we develop an architecture that combines neural language modeling with attention-based recurrent networks, two approaches that have shown great promise in NLP and in computer vision. We train our model end-to-end on a large text corpus with an objective function that implements the Tradeoff Hypothesis. We then evaluate the model's reading behavior against a corpus of human eye-tracking data. Apart from the unlabeled training corpus and the model architecture, no further assumptions about language structure need to be made -in particular, no lexicon or grammar is required, and no eye-tracking data is used at training time.
The Neural Attention Tradeoff Model
The point of departure for our model is the Tradeoff Hypothesis (see Section 3): Reading optimizes a tradeoff between economy of attention and task accuracy. We make this idea explicit by proposing NEAT (NEural Attention Tradeoff), a computational model that reads text and then performs a task related to the text it has read. While reading, the network chooses which words to process and which ones to skip. For ordinary reading, we will assume that the task is simply to memorize the input, i.e., the model learns to reconstruct what it has read as accurately as possible. Based on this assumption, we train the model using an objective function that minimizes the input reconstruction error while also minimizing the number of words fixated. We will drop this simplifying assumption and generalize our model to a new reading task (question answering) in Section 7.
Architecture
We use a neural encoder-decoder architecture (Sutskever, Vinyals, & Le, 2014 ) with a hard attention mechanism. We illustrate the model in Figure 1 , operating on a three-word sequence w = w 1 , w 2 , w 3 . The most basic components are the reader, labeled R, and the decoder. Both these components are recurrent neural networks with long short-term memory (LSTM, Hochreiter & Schmidhuber, 1997) units. The recurrent reader network is expanded into time steps R 0 , . . . , R 3 in the figure. It passes over the input sequence, reading one word w i at a time, and converts the word sequence into a sequence of vectors h 0 , . . . , h 3 . Each vector h i is as a fixed-dimensional encoding of the word sequence w 1 , . . . , w i that has been read so far. The last vector h 3 (more generally h N for sequence length N), which encodes the entire input sequence, is then fed into the input layer of the decoder network, which attempts to reconstruct the input sequence w. The decoder is also realized as a recurrent neural network, collapsed into a single box in the figure. It models a probability distribution over word sequences, computing the conditional distribution P Decoder (w i |w 1...i−1 , h N ) over the vocabulary in the i-th step, as is common in neural language modeling (Mikolov, Karafiát, Burget, Cernocký, & Khudanpur, 2010) . As the decoder has access to the vector representation created by the reader network, it should be able to assign the highest probability to the word sequence w that was actually read. Up to this point, the model is a standard encoder-decoder architecture designed to reconstruct an input sequence from a fixed-dimensional representation.
To obtain a basic model of human reading behavior, we add two further components to NEAT. First, experimental evidence shows that during reading, humans constantly make predictions about the upcoming input (e.g., Van Gompel & Pickering, 2007) . To model this behavior, we make use of the fact that the reader network at each time step outputs a probability distribution P R over the lexicon. This distribution describes which words are likely to come next (i.e., the reader network also performs language modeling). Unlike the modeling performed by the decoder, P R , via its recurrent connections, has access to the preceding context only. Second, we model skipping by stipulating that only some of the input words w i are fed into the reader network R; the other words are skipped during reading. For skipped words, R receives a special vector representation that contains no information about the input word. NEAT incorporates an attention module A, which at each time step during reading, decides whether the next word is shown to the reader network or not. Before fixating or skipping a word, humans obtain information about it and sometimes fully identify it using parafoveal preview (Gordon, Plummer, & Choi, 2013) . Thus, we can assume that the choice of which words to skip takes into account not only the prior context but also a preview of the word itself. We therefore allow the attention module to take the input word into account when making its decision. Prior context is modeled by giving the attention module access to the previous state h i−1 of the reader network, which summarizes what has been read so far. To allow for an interaction between skipping and prediction, we also give the attention module access to P R , i.e., the probability of the input word according to the prediction made at the last time step.
If we write the decision made by A as ω i ∈ {0, 1}, where ω i = 1 means that word w i is shown to the reader and 0 means that it is skipped, then we can write the probability of showing word w i as:
We implement the attention module A as a feed-forward network, followed by taking a binary sample ω i . We can straightforwardly obtain the surprisal of an input word by taking the negative logarithm of the conditional probability of the word given the context words that precede it:
Surp(w i |w 1...i−1 ) = − log P R (w i |w 1...i−1 , ω 1...i−1 )
As a consequence of skipping, the reader network does not have access to all input words. Crucially, the probability and surprisal estimates it computes therefore only take into account the words that have actually been read. We will refer to this quantity as the restricted surprisal, as opposed to full surprisal, which is computed based on all prior context words. NEAT therefore computes two quantities that model important aspects of reading behavior: the fixation probability in equation (1), which predicts how likely words are to be fixated (rather than skipped), and the restricted surprisal in equation (2), which models the reading times of fixated words (in line with standard results that show that surprisal correlates with reading time, e.g., Demberg & Keller, 2008) .
Objective Function
Given the network parameters θ and an input sequence of words w, the network stochastically chooses a fixation sequence ω according to (1) and incurs a loss L(ω|w, θ) for language modeling (i.e., word prediction) and reconstruction: Figure 1 . The architecture of the proposed NEAT model, reading a three-word input sequence w 1 , w 2 , w 3 . R is the reader network and P R the probability distribution it computes at each time step. A is the attention network. At each time step, the input, its probability according to P R , and the previous state h i−1 of R are fed into A, which then decides whether the word is read or skipped.
where P R (w i , . . . ) denotes the output of the reader after reading w i−1 , and P Decoder (w i | . . . ; h N ) is the output of the decoder at time step i − 1, with h N being the vector representation created by the reader network for the entire input sequence.
To implement the Tradeoff Hypothesis, we train NEAT to solve language modeling and reconstruction with minimal attention, i.e., the network minimizes the following expected loss:
where word sequences w are drawn from a corpus, and ω is distributed according to P(ω|w, θ) as defined in (1). In equation (4), ω 1 is the number of words shown to the reader, and α > 0 is a hyperparameter. The term α · ω 1 encourages NEAT to attend to as few words as possible. Note that we make no assumption about linguistic structure -the only ingredients of NEAT are the neural architecture, the objective (4), and the corpus from which the sequences w are drawn. This corpus is merely a sequence of words -NEAT is trained without linguistic annotation and without any eye-tracking data; we use eye-tracking data only for evaluating the model.
Parameter Estimation
We follow previous approaches to hard attention in using a combination of gradient descent and reinforcement learning, and separate the training of the recurrent networks from the training of A. To train the reader R and the decoder, we temporarily remove the attention network A, set ω ∼ Binom(n, p) (n sequence length, p a hyperparameter), and minimize E[L(w|θ, ω)] using stochastic gradient descent, sampling a sequence ω for each input sequence. In effect, NEAT is trained to perform reconstruction and language modeling when there is noise in the input. After R and the decoder have been trained, we fix their parameters and train A using the REINFORCE rule (Williams, 1992) , which performs stochastic gradient descent using the estimate
for the gradient ∂ θ A Q. Here, B is a minibatch, ω is sampled from P(ω|w, θ), and θ A ⊂ θ is the set of parameters of A.
To reduce the variance of this estimator, we subtract an estimate of the expected loss at each step (the loss estimate is in turn computed using an LSTM). Furthermore, we add an entropy term encouraging the distribution to be smooth, following Xu et al. (2015) . For more details regarding the estimation, the reader is referred to Hahn and Keller (2016) .
Modeling Study 1
The aim of this modeling study is to evaluate how well NEAT predicts human fixation behavior and reading times. In particular, we want to investigate whether NEAT, when trained to perform a generic task (reconstructing the input text), is able to simulate reading behavior as it is observed in human readers when they are not given a specific task (other than understanding the text).
The aim of this modeling study is also to show that known qualitative properties of human reading emerge from the Tradeoff Hypothesis, even though no prior knowledge about useful text features is hard-wired into NEAT.
Methods
5.1.1 Model Implementation. For both the reader and the decoder networks, we choose a one-layer LSTM network with 1,000 memory cells. The attention network is a one-layer feedforward network. For the loss estimator, we use a bidirectional LSTM with 20 memory cells. The text being read is split into sequences of 50 tokens, which are used as the input sequences for NEAT, disregarding sentence boundaries. Word embeddings have 100 dimensions, are shared between the reader and the attention network, and are only trained during the training of the reader module. The vocabulary consists of the 10,000 most frequent words from the training corpus. We trained NEAT on the training set of the Daily Mail section of the DeepMind question answering corpus (Hermann et al., 2015) , which consists of 195,462 articles from the Daily Mail newspaper, containing approximately 200 million tokens (only the texts were used for this modeling study, not the questions). The recurrent networks and the attention network were each trained for one epoch. For initialization, weights are drawn from the uniform distribution. We set α = 5.0, γ = 5.0, and used a constant learning rate of 0.01 for A. No eye-tracking data was used for training the model. 5.1.2 Dataset. To evaluate the reading behavior of the trained model, we used the English section of the Dundee corpus (Kennedy & Pynte, 2005) , which consists of 20 texts from The Independent, annotated with eye-movement data from ten English native speakers. Each native speakers read all 20 texts and answered a comprehension question after each text. We split the Dundee corpus into a development and a test set, with texts 1-3 constituting the development set. The development set consists of 78,300 tokens, and the test set of 281,911 tokens. For evaluation, we removed the datapoints removed by Demberg and Keller (2008) , mainly consisting of words at the beginning or end of lines, outliers, and cases of track loss. Furthermore, we removed datapoints where the word was outside of the vocabulary of the model, and those datapoints mapped to positions 1-3 or 48-50 of a sequence when splitting the data. After preprocessing, 62.9% of the development tokens and 64.7% of the test tokens remained. To obtain fixation rates and reading times per token, we used the eye-tracking measures computed by Demberg and Keller (2008) . The average fixation rate over all tokens was 62.1% on the development set, and 61.3% on the test set.
The development set was used to run preliminary versions of the human evaluation studies, and to determine the human skipping rate (see Section 5.2). All the results reported in this paper were computed on the test set, which remained unseen until the model was final.
Results and Discussion
Throughout this section, we consider the following baselines for the attention network: random attention is defined by ω ∼ Binom(n, p), with p = 0.62, the human fixation rate in the devel-The decision of the Human Fertility and Embryology Authority (HFEA) to allow a couple to select genetically their next baby was bound to raise concerns that advances in biotechnology are racing ahead of our ability to control the consequences. The couple at the centre of this case have a son who suffers from a potentially fatal disorder and whose best hope is a marrow transplant from a sibling, so the stakes of this decision are particularly high. The HFEA's critics believe that it sanctions 'designer babies' and does not show respect for the sanctity of individual life. Certainly, the authority's backing for Shahana and Raj Hashmi's plea for genetic screening raises fundamental questions
The decision of the Human Fertility and Embryology Authority (HFEA) to allow a couple to select genetically their next baby was bound to raise concerns that advances in biotechnology are racing ahead of our ability to control the consequences. The couple at the centre of this case have a son who suffers from a potentially fatal disorder and whose best hope is a marrow transplant from a sibling, so the stakes of this decision are particularly high. The HFEA's critics believe that it sanctions 'designer babies' and does not show respect for the sanctity of individual life. Certainly, the authority's backing for Shahana and Raj Hashmi's plea for genetic screening raises fundamental questions Figure 2 . Top: Heatmap visualizing human fixation probabilities, as estimated from the ten readers in the Dundee corpus. In cases of track loss, we replaced the missing value with the corresponding reader's overall fixation rate. Bottom: Heatmap showing fixation probabilities simulated by NEAT in Modeling Study 1. The color gradient denotes the fixation probability for a word, ranging from blue (low probability) to red (high probability). White background indicates that the word was excluded from the analysis because it was at the beginning or end of a sequence, or out of vocabulary. opment set. This baselines corresponds to a reading strategy where words are skipped at random, so that the overall fixation rate is the same as in our Dundee development set.
As additional baselines, we derive fixation predictions from full surprisal, word frequency, and word length. For this, we choose a threshold for these quantities such that the resulting fixation rate matches the human fixation rate on the development set. For example, the word frequency baseline skips all high frequency words up to a frequency threshold that ensures that the fixation rate is 62.1%. Note that we need a surprisal model in order to compute the full surprisal baseline; we will return to this below.
5.2.1 Fixation Sequences. By averaging over all possible fixation sequences, NEAT defines for each word in a sequence a probability that it will be fixated. This probability is not efficiently computable, so we approximate it by sampling a sequence ω and taking the probabilities P(ω i = 1|ω 1...i−1 , w) for i = 1, . . . , 50. These simulated fixation probabilities can be interpreted as defining a distribution of attention over the input sequence. Figure 2 shows heatmaps of the simulated and human fixation probabilities, respectively, for the beginning of a text from the Dundee corpus. While some differences between simulated and human fixation probabilities can be noticed, there are similarities in the general qualitative features of the two heatmaps. In particular, function words and short words are less likely to be fixated than content words and longer words in both the simulated and the human data.
Human reading behavior is stochastic in the sense that different runs of eye-tracking experiments such as the ones recorded in the Dundee corpus yield different eye-movement sequences. NEAT is also stochastic, in the sense that, given a word sequence w, it defines a probability distribution over fixation sequences ω. Ideally, this distribution should be close to the actual distribution Table 1 Evaluation of fixation sequence predictions against human data. For the human baseline, we predicted the n-th reader's fixations by taking the fixations of the (n + 1)-th reader (with missing values replaced by reader average), averaging the resulting scores over the ten readers.
of fixation sequences produced by humans reading the sequence, as measured by perplexity. Lower perplexity indicates better fit between the model and the human data. We find that the perplexity of the fixation sequences produced by the ten readers in the Dundee corpus under NEAT is 1.84. This compares to a perplexity of 1.96 under random attention. We also computed the perplexity of a naive model that has access to fixation data and simply uses the human fixation rates for each word as probabilities. The perplexity of this model is 1.68, which can be seen as measure of the agreement between readers.
Previous work on supervised models of fixation prediction (Matthies & Søgaard, 2013; Nilsson & Nivre, 2009 ) has been evaluated by measuring the overlap of the fixation sequences produced by the models with those in the Dundee corpus. For NEAT, this method of evaluation is problematic as differences between model predictions and human data may be due to differences in the rate of skipping, and due to the inherently stochastic nature of fixations. We therefore derive model predictions by rescaling the simulated fixation probabilities so that their average equals the fixation rate in the development set, and then greedily take the maximum-likelihood sequence. That is, we predict a fixation if the rescaled probability is greater than 0.5, and a skip otherwise. As in previous work, we report the classification accuracy (for the two classes fixation and skip), and also separate F-scores for fixation and skip prediction (F is the harmonic mean of precision and recall). As lower and upper bounds, we use random attention (which was defined as ω ∼ Binom(n, 0.62)) and the agreement of the ten human readers, respectively. The results are shown in Table 1 . NEAT clearly outperforms random attention and shows results close to full surprisal (where we apply the same rescaling and thresholding as for NEAT). This is remarkable given that NEAT has access to only 60.4% of the words in the corpus in order to predict skipping, while full surprisal has access to all the words.
Word frequency and word length perform well, almost reaching the performance of supervised models. This shows that the bulk of skipping behavior is already explained by word frequency and word length effects. Note, however, that NEAT is completely unsupervised, and does not know that it has to pay attention to word frequency; this is something the model is needs to infer. (NEAT has no notion of word length, as all words are represented as embeddings, i.e., as numeric vectors of fixed length.) 5.2.2 Reading Times. To evaluate the predictions NEAT makes for reading times, we use linear mixed effects models that include as a predictor the restricted form of surprisal derived from NEAT for the Dundee test set. The mixed models also include a set of standard baseline predictors, viz., word length, log word frequency, and the position of the word in the text. Word length and surprisal were residualized with respect to log word frequency. To keep the size of the mixed effects models manageable, we only considered binary interactions. Which interactions to include was determined by forward model selection: Starting from a model with only main effects, we iteratively added the binary interaction resulting in the greatest improvement in deviance, 1 until model fit did not change significantly any more according to a χ 2 test. We did this separately for all four reading measures, and then pooled the interactions, so that the final models for all measures contained the same set of interactions.
We treat participants and items as random factors. As the dependent variables, we take either first fixation duration, first pass time, total time, or fixation rate (these measures are defined in Section 6.1.4).
We compare NEAT surprisal against full surprisal as an upper bound and against random surprisal as a lower bound. Random surprisal is surprisal computed by a model with random attention; this allows us to assess how much surprisal degrades when only 60.4% of all words are fixated, but no information is available as to which words should be fixated. Full surprisal is the surprisal estimate computed with full attention, i.e., when our model is allowed to fixate all words.
In order to compare the three surprisal estimates, we need a measure of effect size. For this, we compare the model fit of the three mixed effects models using deviance: higher deviance indicates greater improvement in model fit over the baseline model. For first pass, we find that the mixed model that includes NEAT surprisal achieves a deviance of 253 compared to the mixed model containing only the baseline predictors. With full surprisal, we obtain a deviance of 493. On the other hand, the model including random surprisal achieves a lower deviance of 173. For the other reading time measures, the situation is similar, see Table 2 for details. (This table also contains AIC and BIC as additional measures for model comparison; these agree with the deviance results.) For fixation rate, we find that no form of surprisal has any predictive power over and above the other predictors.
The reading time results in Table 2 show that restricted surprisal as computed by NEAT not only significantly predicts reading times, it also provides an improvement in model fit compared to the baseline predictors. The magnitude of this improvement in terms of deviance indicates that NEAT outperforms random surprisal. Full surprisal achieves an even greater improvement, but this is not unexpected, as full surprisal has access to all words, unlike NEAT or random surprisal, which only read to 60.4% of the words in the text, and skip the rest.
5.2.3 Qualitative Properties. After testing NEAT predictions against human fixation sequences and reading times, we now investigate qualitative properties of the simulated fixation sequences. We will focus on comparing the predictions of NEAT with that of word frequency, which performs comparably at the task of predicting fixation sequences (see Section 5.2.1).
While predictors derived from word frequency treat the decisions whether to fixate or skip words as independent, humans are more likely to fixate a word when the previous word was skipped (Rayner, 1998) . This effect is also seen in NEAT. More precisely, both in the human data and in Table 2 Linear mixed effects models for reading time measures on the Dundee corpus, with model comparisons between base model and models including different types of surprisal. All model comparisons are significant at p < 2.2 · 10 −16 using a χ 2 test. the simulated fixation data, the conditional fixation probability P(ω i = 1|ω i−1 = 1) is lower than the marginal probability P(ω i = 1). The ratio of these probabilities is 0.85 in the human data, and 0.81 in NEAT. The threshold predictor derived from word frequency also shows this effect (as the frequencies of successive words are not independent), but it is weaker (ratio 0.91).
To further test the context dependence of NEAT's fixation behavior, we ran a mixed model predicting the fixation probabilities simulated by NEAT, with items as random factor and the log frequency of word w i as predictor. Adding ω i−1 as a predictor results in a significant improvement in model fit (deviance = 4,798, t = 71.3). This shows that NEAT captures the context dependence of fixation sequences to an extent that goes beyond word frequency alone.
Part-of-speech categories are known to be a predictor of fixation probabilities, with content words being more likely to be fixated than function words (P. A. Carpenter & Just, 1983) . In Figure 3 , we graph simulated fixation probabilities and human fixation probabilities estimated from the Dundee corpus for the tags of the universal part-of-speech tagset (Petrov, Das, & McDonald, 2012) , using the part-of-speech annotation of Dundee provided by Barrett, Agić, and Søgaard (2015) . We again compare with the fixation probabilities generated by a threshold predictor derived from word frequency. 2 word categories ADJ, ADV, NOUN, VERB, and X consistently show higher probabilities than the function word categories. The contrast with fixation probabilities derived from word frequency is marked: these tend towards extreme values (0 or 1), and show a pattern that is clearly different from the human fixation probabilities.
Experiment 1
The results of Modeling Study 1 showed that NEAT, our model of reading based on the Tradeoff Hypothesis, is able to model basic qualitative properties of human reading, including the non-independence of skipping decisions, and the differential skipping patterns that human exhibit across part-of-speech categories. NEAT also makes quantitative predictions: it is able to predict human fixation sequences through its measure of fixation probability, and human reading times through its measure of restricted surprisal.
Recall that the version of NEAT used in Modeling Study 1 was based on the assumption that the task that the model needs to solve is to memorize the text. NEAT therefore learns to reconstruct on input sequence as faithfully as possible, while reading as economically as possible, i.e., fixating as few words as it can.
We will now turn to an important prediction that can be derived from the Tradeoff Hypothesis. By hypothesis, reading behavior is the consequence of a tradeoff between task accuracy and reading economy. This predicts that the tradeoff will change when the reading task changes. More specifically, if a reader is given a task that requires them to pay particular attention to certain aspects of the text, then their eye-movements will change in a way that is optimal for this task. Experimental evidence for this comes, for instance, from studies comparing proofreading and normal reading (Schotter, Bicknell, Howard, Levy, & Rayner, 2014) .
In the present experiment, we will test this prediction of the Tradeoff Hypothesis by investigating a specific task, viz., reading a text in order to find the answer to a question. We manipulate how much readers know about the task: in one condition (No Preview), participants first read the text and then answer a question about it. In the second condition (Preview), they first see the question, then read the text, and then answer the question. In the No Preview condition, readers have no idea what the answer will look like, and their reading behavior should be similar to normal reading, as they try to remember as much of the text as they can. In the Preview condition, on the other hand, readers know what type of information to seek, allowing them to read faster and skip more words. At the same time, we expect them to focus more on answer-relevant words (e.g., named entities), and expect to see increased reading times on these words.
6.1 Methods 6.1.1 Participants. Twenty-two members of the University of Edinburgh community took part in the experiment after giving informed consent. They were paid £10 for their participation. All participants had normal or corrected-to-normal vision and were self-reported native speakers of English.
6.1.2 Materials. Twenty newspaper texts were selected from the DeepMind question answering corpus (Hermann et al., 2015) . Ten texts were taken from the CNN section of the corpus and the other ten texts from the Daily Mail section. Texts were selected so that they were comparable in length and represented a balanced selection of topics. Text lengths ranged from 149 to 805 words (mean 323 words). Two additional texts were selected as practice items.
For each text, a question and the correct answer were selected from the corpus. In the DeepMind corpus, questions are formulated as sentences with a blank to be completed with a named entity so that a statement implied by the text is obtained. An example is the following question for the text in Figure 4: (1)
A random sample from a __________ store tested positive for Listeria monocytogenes.
The correct answer in this case is Michigan. Questions were selected so that the correct answer does not occur at the beginning of the text.
For each text, three incorrect answers (distractor) were created (these are not included in the DeepMind corpus). The distractors were also named entities, chosen so that correctly answering the question would likely be impossible without reading the text. In the present example, the distractors were names of other US states.
6.1.3 Procedure. The experiment included two conditions: Preview and No Preview. In the Preview condition, participants first read the question, then they read the text, and then they saw the question again with four answer choices and had to select one answer. In the No Preview condition, the question was not presented at the beginning of the trial, only after the text had been read.
The design was between-groups, i.e., each participant took part either in the Preview or No Preview version of the experiment. There were 12 participants in the Preview group and 10 participants in the No Preview group. In both groups, participants first received written instructions (appropriate for their condition) and went through two practice trials whose data was discarded. Then, each participant read and responded to all 20 items (texts with questions and answer choices); the items were the same for all participants (modulo question preview), but were presented in a new random order for each participant. The order of the answer options was randomized for each condition, but the same answer order was used for all participants in a given condition.
The experiment was conducted in a sound-attenuated room, where the text was presented on a 24 inch LCD screen, in a Lucida Sans Typewriter font with a fontsize of 20 points, line spacing of 20 points, and x-and y-offsets of 113 points. Each trial consisted of the question preview (in the Preview condition only; without answer choices), presented on its own page. After a button press, the text was displayed; texts were between one and five pages long (mean 2.1 pages), where each page contained up to eleven lines with about 80 characters per line. To get to the next page, and at the end of the text, participants again had to press a button. After the last page of text, the question was displayed, together with the four answer choices, on a separate page. Participants had to press one of four buttons to select an answer.
Eye-movements were recorded using an Eyelink 2000 tracker manufactured by SR Research (Ottawa, Canada). The tracker recorded the dominant eye of the participant (as established by an eye-dominance test) with a sampling rate of 2000 Hz. The participant was positioned about 60 cm away from the screen, and a head rest was used to minimize head movements. Before the experiment started, the tracker was calibrated using a nine-point calibration procedure. At the start of each trial, a fixation point was presented and drift correction was carried out. Throughout the experiment, the experimenter monitored the accuracy of the recording and carried out additional calibrations as necessary. Button presses were collected using a USB game pad.
6.1.4 Data Analysis. Drift in the vertical position of fixations was corrected automatically. We used software to adjust the vertical position of the nine calibration points, accordingly moving recorded fixations, on each trial so as to minimize a linear combination of the squares of:
1. for each calibration point, the Euclidean distance from the recorded position; 2. the number of fixations not falling on any line of the text; 3. the number of pairs of successive fixations assigned to different lines of the text; 4. for each fixation falling within a line, the vertical distance from the center of that line; 5. for each fixation falling above the first line or below the last line, the vertical distance to the first or last line.
We selected the coefficients for these five factors manually so as to optimize the correction on a number of selected trials. The software only adjusted vertical positions; the horizontal positions of the calibration points and thus of the fixations was left unchanged. We also pooled short, contiguous fixations as follows: fixations of less than 80 ms were incorporated into larger fixations within one character, and any remaining fixations of less than 40 ms were deleted. Readers do not extract much information during such short fixations (Rayner & Pollatsek, 1989) .
For data analysis, each word in the text was defined as a region of interest. Punctuation was included in the region of the word it followed or preceded without intervening whitespace.
We report data for the following eye-movement measures in the critical and spill-over regions. First fixation duration is the duration of the first fixation in a region, provided that there was no earlier fixation on material beyond the region. First pass time (often called gaze duration for singleword regions) consists of the sum of fixation durations beginning with this first fixation in the region until the first saccade out of the region, either to the left or to the right. Total time consists of the sum of the durations of all fixation in the region, regardless of when these fixations occur. Table 3 Left: mean fixation rates, reading times, and question accuracies by conditions in our reading experiment. Right: the same measures for the Preview condition only, separately for words that occur before and after the correct answer in the text.
measures the proportion of trials in which the region was fixated (rather than skipped) on first-pass reading.
For first fixation duration and first pass time, no trials in which the region is skipped on firstpass reading (i.e., when first fixation duration is zero) were included in the analysis. For total time, only trials with a non-zero total time were included in the analysis.
Results
6.2.1 Tradeoff between Accuracy and Economy. Table 3 shows descriptive statistics for key eye-tracking measures: first fixation duration, first pass time, and total time. The table also reports the fixation rate, i.e., the proportion of words that were fixated rather than skipped.
While the fixation rate was 0.50 in the No Preview condition, it dropped to 0.34 in the preview condition. Similarly, all reading time measures were substantially lower in the Preview condition: we observe a 27 ms reduction in first fixation duration, and reductions of 50 ms and 75 ms in first pass duration and total time, respectively. (We statistically analyze these differences using mixed effects models below.)
It is possible this result is simply due to the participants in the Preview condition being strategic: once they have found the answer in the text, they only read the rest of the text superficially, or even skip it completely. This would result in reduced overall reading times and fixation rates when averaging across the text as a whole. The right half of Table 3 presents reading times and fixation rates for the Preview condition separately for the words in the text that occur before and after the answer. The measures in both cases are indistinguishable (except for a small reduction in total time). This is evidence that participants read all of the text in the same way, and do not adopt a special strategy once they have found the answer.
Turning now to question answering accuracy, we found an accuracy of 70% in the No Preview condition rising to 89% in the Preview condition. This difference was significant (β = 2.19, SE = 0.69, p = 0.0017) in a logistic mixed effects model with text and participant as random effects and condition as fixed effect, and the appropriate random intercepts and slopes.
A sample visualization of skipping behavior in the two conditions is shown in Figure 4 . Overall fixation rates are higher in the No Preview condition (top) than in the Preview condition (bottom). In the No Preview condition, most content words were fixated at least by some participants, and longer words were fixated by most participants. This contrasts with the Preview condition, where Sabra is recalling 30,000 cases of hummus due to possible contamination with Listeria, the U.S. said Wednesday. The nationwide recall is voluntary. So far, no illnesses caused by the hummus have been reported. The potential for contamination was discovered when a routine, random sample collected at a
Michigan store on March 30 tested positive for Listeria monocytogenes. The FDA issued a list of the products in the recall. Anyone who has purchased any of the items is urged to dispose of or return it to the store for a full refund. Listeria monocytogenes can cause serious and sometimes fatal infections in young children, frail or elderly people, and others with weakened immune systems, the FDA says.
Although some people may suffer only short-term symptoms such as high fever, severe headache, nausea, abdominal pain and diarrhea, Listeria can also cause miscarriages and stillbirths among pregnant women.
Sabra is recalling 30,000 cases of hummus due to possible contamination with Listeria, the U.S. said
Wednesday. The nationwide recall is voluntary. So far, no illnesses caused by the hummus have been reported. The potential for contamination was discovered when a routine, random sample collected at a
Although some people may suffer only short-term symptoms such as high fever, severe headache, nausea, abdominal pain and diarrhea, Listeria can also cause miscarriages and stillbirths among pregnant women. We found that reading times were predictive of answer success. We built a logistic mixed effects model predicting whether a participant answered a question correctly based on (1) condition (Preview or No Preview), and (2) total time spent on the occurrences of the correct answer in the text. The model included text and participant as random effects, and the appropriate random slopes for reading time, which was centered and rescaled to unit variance to prevent numerical problems. Reading time was a significant predictor (β = 0.8177, SE = 0.3434, p = 0.01725), with higher reading time increasing the probability of answering correctly. The main effect of condition was also significant, while no significant interaction between condition and reading time was found.
Mixed Effects Analyses.
In order to statistically analyze the effect of our experimental manipulation on eye-tracking measures, we fitted a series of mixed effects models (Pinheiro & Bates, 2000) to the data. We include not only condition (Preview or No Preview, coded as −0.5 and +0.5, respectively) as a fixed factor in our models, but also the following word-based factors, which allow us to analyze in more detail how the question-answering task influences reading strategy:
1. LogWordFreq: log-transformed word frequency, computed from the CNN training set of the DeepMind corpus (69 million words of newstext); 2. WordLength: length of the word in characters, residualized with respect to log word frequency;
3. IsNamedEntity: whether the word is part of a named entity (i.e., a potential answer), coded as −0.5 for no and +0.5 for yes; 4. IsCorrectAnswer: whether the word is part of the correct answer to the question for this text, again coded as −0.5 for no and +0.5 for yes;
5. PositionText: the position of the word in the text, counted from the first word of the text; 6. Surprisal: − log P(w n |w 1...n−1 ) computed using a recurrent neural network language model trained on the CNN training set of the DeepMind corpus. This was residualized with respect to log word frequency.
For first fixation, first pass, and total time, we fitted mixed effects models using the R package lme4 (Bates, Mächler, Bolker, & Walker, 2015) . These models included random intercepts for participants and items and their outputs are shown in Table 4 . Models with random slopes did not converge when using lme4. We therefore also built Bayesian linear mixed effects models with all appropriate random slopes using Stan (B. Carpenter et al., 2017) , both for reading times and for logtransformed reading times; the results of these models broadly agree with the non-Bayesian models, and are given in the Appendix. For fixation rate, the dependent variable was binary (word fixated or skipped). We found that fitting logistic mixed models with lme4 gave unstable results, so we fitted Bayesian logistic mixed effects models with participants and items as random effects and all appropriate random slopes using Stan. The fitted model for fixation rate is also shown in Table 4 .
For first fixation, first pass, and total time, only fixated words were included in the analysis. All predictors were centered. Continuous predictors were scaled to unit standard deviation, and categorical predictors had a difference of one between their two levels. The coefficient of predictor in these models can therefore be interpreted as the change in milliseconds per standard deviation of the predictor (continuous), or the change (in milliseconds) induced by going from one level to the other (categorical predictors).
We conducted forward model selection with a χ 2 test as described in Section 5.2.2. 6.2.3 Task-independent Effects. The mixed effects models in Table 4 show main effects of log word frequency and word length across all measures (first fixation, first pass, total time, fixation rate), indicating that infrequent words and long words are read more slowly and are more likely to be fixated, independent of experimental condition. There is also a significant effect of named entity status on first fixation, first pass, and total time. Words that are part of a named entity (i.e., a potential answer) are read more slowly. This effect is particularly strong in total time, with an increase of 56 ms compared to other words. We also observe a main effect of whether a word is part of the correct answer (decreased first pass duration) and of text position (words later in the text have lower total time). There is also a significant main effect of surprisal on all reading time measures: more surprising words are read more slowly. This is consistent with previous work on surprisal in reading time corpora (Demberg & Keller, 2008) . Crucially, we find a significant main effect of condition in all measures: first fixation, first pass, total time, and fixation rate are all higher in the No Preview condition, confirming the observations we made based on the descriptive statistics in Table 3 . Turning now to interactions, we find an interaction of word length and word frequency in first fixation, total time, and fixation rate, which is a standard reading time effect. Beyond that, we find a negative interaction between word length and correct answer in total time. This indicates that the word length effect is less pronounced for answer words: these are read more slowly, independent of the their length. We also observe that the position of a word in the text interacts with its frequency (in total time), which is again a standard reading time effect. There is a negative interaction of text position with named entity status in total time, which indicates that named entities are read faster later in the text, presumably because a named entity is less likely to be the correct answer later in the text, as the answer has already been encountered by then.
We also find three interactions involving surprisal. There is a positive interaction of surprisal and word length in first pass and total time, indicating that surprisal has a bigger effect on longer words than on shorter words. There is also a negative interaction of surprisal and named entity status in all reading time measures except fixation rate, and a negative interaction of surprisal and correct answer status in first pass. This indicates that words that belong to named entities and to the correct answer, respectively, are less affected by surprisal that other words. Readers pay more attention to these words than to other words (as per the main effects of IsNamedEntity and IsCorrectAnswer), independently of whether they are surprising or not.
Two further interactions (PositionText:WordLength and Condition:PositionText) are not significant in any measure, but are included as they were selected in the model selection for the mixed effects analysis for Total Time.
6.2.4 Task-dependent Effects. The last section of Table 4 shows interactions involving condition. These indicate that the preview and the no preview condition cause differences in reading behavior, which is the key prediction we derived from the trade-off hypothesis.
We observe a significant negative interaction between condition and word frequency in first pass, total time, and fixation rate (see Figure 6 ). This means that the word frequency effect is less pronounced in the Preview condition. We observe a similar effect for word length: the positive interaction of condition and word length in all reading measures indicates that word length has a weaker effect on reading time in the Preview condition. We hypothesize that when readers have preview of the question, they adopt a strategy in which the allocation of attention (i.e., the reading time) depends more heavily on information extracted from the question, and is less reliant on lowlevel factors such as word frequency and word length. We also find a positive interaction of condition and named entity status in first pass and total time (see Figure 8) . Generally, readers spend more time on named entities, as they are potential answers (see main effect of IsNamedEntity). However, this effect is reduced in the Preview condition -readers know what the answer should look like, and do not need to pay attention to all named entities, only to the ones that are potential answers. In the No Preview condition, a safer strategy is to spend extra time on all named entities.
We also find an interaction between condition and IsCorrectAnswer in total time and fixation rate (see Figure 7 ). This is a large effect: words occurring in the correct answer are read for an extra 131 ms in the Preview condition. Again, this provides clear evidence of a task effect. Readers modify their reading strategy when they have access to information about the question: their main goal is to find the answer in the text, and if they have found words that could belong to the answer, they want to make sure of this, and spend a extra time reading these words.
Discussion
We found clear differences in reading times, fixation rate, and accuracy between the two experimental conditions. In the Preview condition, participants read faster and skipped more, but achieved a higher accuracy, compared to the No Preview condition. This is consistent with our hypothesis that task has an effect on reading behavior: the presence of the question at the start of a trial changes the task from a normal reading task to an information-seeking task. This in turn changes the economy-accuracy tradeoff (as predicted by NEAT): even with reduced reading times and increased skipping rates (more economical reading), readers achieve increased accuracy.
In addition to the main effect of condition, we also found main effects of word frequency, word length, text position, and surprisal, which are well known from the reading time literature (e.g., Demberg & Keller, 2008) . Furthermore, we found that words that are part of a named entity are read more slowly and are more likely to be fixated, an effect that is probably due to the fact that named entities are task-relevant, as they are potential answers. In addition to that, words that occur in the correct answer are read faster (though that was a weak effect in first pass only).
Finally, we uncovered a set of interactions between experimental condition (Preview or No Preview) and word frequency, word length, named entity status, and correct answer status. The most interesting of these are the interactions Condition:IsNamedEntity and Condition:IsCorrectAnswer: Participants spend less time reading named entities in the Preview condition, as they have seen the question, and can distinguish relevant named entities from irrelevant ones. They also spend more time reading words that occur in the answer, as they want to make sure that they have indeed found the answer. Again, this provides evidence for task effects, i.e., a change in reading strategy depending on whether participants perform a task that is similar to standard reading (No Preview), or an information seeking task (Preview).
Overall, this experiment has shown that reading behavior is finely attuned to the reading task at hand. For instance, in the particular task we evaluated, named entities play a crucial role, and Table 4 Mixed effects models for the data from Experiment 1. Condition is coded as −0.5 (Preview) vs. +0.5 (No Preview). For first fixation, first pass and total time, we report the estimated coefficient and its standard deviation as obtained using linear mixed effects models. For fixation rate, the dependent variable is binary (word fixated or not), so we fitted Bayesian logistic mixed effects models and report the estimated coefficient, its standard deviation, and the estimated posterior probability that the coefficient has the opposite sign (indicated by asterisks). Continuous predictors were centered and scaled to have unit standard deviation.
Answer Selection Figure 9 . Architecture of the NEAT question answering model.
we found reading behavior that is adapted to this fact. The challenge now is to devise a computational model that is able to capture both the main effects and the complex pattern of interactions we observed in the human reading data collected in this experiment.
Modeling Task Effects in NEAT
In the version introduced in Section 4, the NEAT model assumes memorization as the default task: during normal reading, readers simply try to remember the text they have read, in order to be able to recall facts later on if necessary. The cognitive tradeoff that readers face is therefore one between skipping as many words as possible (economy) and reconstructing the input as well as possible (accuracy). In NEAT, this is implemented by combining a reader module (which predicts the next word) with an attention module (which decides whether to fixated the next word or not), and a task module (which tries to reconstruct the input based on the text representation computed by the reader).
The Tradeoff Hypothesis predicts that the model's behavior should change if the reading task changes and necessitates a different tradeoff between task accuracy and reading economy. The results from the eye-tracking experiment reported in Section 6 confirm this prediction. We gave readers a question answering task and manipulated whether they had access to the question before they read the text or not (Preview or No Preview) . The results clearly show that preview has an effect on reading strategy, affecting both reading times and skipping behavior. The NEAT model should be able to capture this finding if we assume a different task module, viz., one that performs question answering rather than input reconstruction. In this section, we introduce a modified version of NEAT that has this property and evaluate it against the eye-tracking data from Experiment 1.
Architecture
The architecture of our revised version of NEAT is diagrammed in Figure 9 . For illustrative purposes, we assume the input text consists only of the words w 1 , w 2 , w 3 . As further input, the model now receives a question, consisting of the words q 1 , q 2 , q 3 in our example. Like in the previous version of NEAT, the reader module is a recurrent neural network which reads the text in linear order and creates a memory representation, recording a vector of neural activations at each word. These vectors are denoted as R 0 , R 1 , R 2 , R 3 in Figure 9 .
As before, the attention module A decides for each input word w i whether to read or skip that word. If w i it is read, then it is shown to the reader and incorporated into its memory representation. If it is skipped, then the reader is only shown a placeholder symbol indicating that a word was skipped.
In the Preview condition, the attention module A has access to the question q 1 , q 2 , q 3 when making decisions about fixations and skips. In Figure 9 , this is marked by connections going from the question to the attention module. In the No Preview condition, these connections are absent, and the attention module A has no access to the question while it is reading the input text.
After the text has been read, the memory representation created by the reader is passed to the task module, which is a neural network with matches the memory representation with the question and attempts to select the correct answer. At this point, the question is available to the model, independently of whether it is in the Preview or No Preview condition.
The reader module and the task module can be trained using supervised learning on the basis of a corpus of texts with questions and answers, with the objective of maximizing question answering accuracy. As before, the attention module is trained using reinforcement learning, but now a question answering task rather than a reconstruction task provides the reinforcement signal: during training, the module generates fixation sequences, and passes the fixated words on to the reader and the task module. The parameters of the attention module are then updated to upweight decisions that led to correct answers, and downweight decisions that did not.
The reader module remains unchanged from our original version of NEAT as introduced in Section 4 (but the hidden layer is smaller, containing 128 memory cells only). However, changes are necessary to the attention and task modules, which we will describe in the following sections.
7.1.1 Attention Module. For simplicity and interpretability, we use a logistic model to compute the attention score a i of word w i :
Here,ŵ i ∈ R 100 is a word embedding representing w i (see Section 5.1), X i ∈ R 5 is a feature vector encoding the condition and the position of the token in the text, and, in the Preview condition, also whether the token occurs in the question, detailed below. The weights u ∈ R, v ∈ R 5 , A ∈ R 5×100 are parameters of the model. We build a single model that can simulate both experimental conditions. This way, the model shares parameters across conditions, with some additional parameters indicating differences between the conditions. Building separate versions of the model for the two experimental condition would double the number of parameters, making the model less parsimonious. It would also generate two sets of results that are not directly comparable, making it hard to evaluate whether the model shows the interactions we observed experimentally in the eye-tracking data reported in Section 6 (especially the interactions with Condition).
The key to using a single model for both conditions is the feature vector X i , which encodes the following: (a) the position of w i in the text, (b) the experimental condition (−0.5 for Preview, +0.5 for No Preview), (c) the product of the position and condition features, modeling an interaction between them, (d) whether the word occurs in the question, (e) an exponentially decaying running average of (d) over all preceding tokens.
Crucially, the question feature (d) (as well as feature (e) derived from it) is only available in the Preview condition, and masked in the No Preview condition. This means that the attention module only has information about the question in the Preview condition. In the No Preview condition, the attention score a i has to be calculated without taking the question into account.
Features (a), (b), and (c) allow the model to respond differently to words at different positions in the text, depending on the experimental condition. Feature (e) encodes the relevance of prior context to the question, and represents a simple form of recurrence. It only takes into account information from words that were fixated. For skipped words in the prior context, the value of (d) is replaced with zero when computing (e).
The decay factor for feature (e) is a parameter of the model, learned together with u, v, A. All features are centered and scaled to [−0.5, +0.5] using the mean and range of the feature values estimated from the training corpus.
7.1.2 Task Module. The task module of this version of NEAT performs answer selection (recall that participants perform a multiple-choice task in which they need to identify the correct answer among a set of three distractors). The recent NLP literature includes a lot of models designed to process texts and answer questions about them; we can rely on this literature when implementing our task module. Specifically, we build on the Attentive Reader model for textual question answering described by Hermann et al. (2015) , with some simplifications suggested by Chen, Bolton, and Manning (2016) . The input to the answer selection module consists of the fixated words, and the neural activations R i computed by the reader module for each word w i . Crucially, skipped words are not provided to the task module, and cannot be taken into account when answering the question.
As a first step towards selecting an answer, the fixated words are read again, but in reverse order, by a second LSTM, which like the reader module also consists of 128 memory cells. This creates a vector q i ∈ R 128 of neural activations for each token w i . While the activations R i of the reader module encode the prior context of each token w i , the activations of q i of this backward network encode the following context of w i .
Similarly, the question is read by a pair of forward and backward LSTM networks, again with 128 memory cells each. Their final states are concatenated to obtain a vector representation r ∈ R 256 for the question. After that, for each token w i in the text, a number b i is computed as
where B ∈ R 256×256 is a weight matrix and [R i , q i ] ∈ R 256 is the concatenation of the vectors R i and q i . The value of b i can be interpreted as encoding the relevance of token w i to answering the question. After that, the hidden states are averaged weighted with b i to create a final vector representation as
This representation, computed based both on the text and on the question, is then used to choose the answer. For this, a probability distribution over the set of named entities is computed according to
where C is a matrix, and softmax(
is an operation turning arbitrary vectors into probability vectors. The resulting t is a vector of probabilities, indexed by a vocabulary of named entities. It indicates how likely a given named entity is to be the correct answer to the question, given the text.
A question is counted as answered correctly if the named entity corresponding to the correct answer is assigned a higher probability than any other named entity in the probability vector t. As in Hermann et al. (2015) , our model has to choose among all named entities occurring in the dataset, not just among the answer and three distractors. This means the task is considerably harder for our model than for the participants in our eye-tracking study (a random baseline would perform at < 1% accuracy when choosing among all named entities).
Objective Function
The NEAT attention module is parameterized by the parameters u, v, A in (6). Following the Tradeoff Hypothesis, we estimate these parameters so as to maximize success at the task (i.e., number questions answered correctly), while minimizing the amount of attention required (i.e., number words fixated).
The reader module and task module are parameterized by the parameters of the various LSTM recurrent networks, in addition to the matrices B and C in (7) and (9).
For a text t and a question q with correct answer a, drawn from the corpus, NEAT stochastically chooses a fixation sequence ω ∼ P A (ω|T, t, q; θ), where T ∈ {Preview, NoPreview} is the experimental condition. Here, θ denotes a setting for the parameters of the attention module.
The fixation rate of ω can be written ω 1 N , where ω 1 is the number of fixated words, and N is the length of the text. This term quantifies the amount of attention that is allocated and should be minimized.
The fixated words in the text, together with the question, are passed to the answer selection module, which assigns the log-probability log P(a|ω, t, q, T, θ) to the correct answer a. This term quantifies success in the question answering task and should be maximized.
As in the original NEAT model, we trade off these two terms with a factor α > 0. We average over (a) the two conditions, (b) the texts and questions from the training corpus, (c) the fixation sequences ω generated by NEAT, to obtain the following objective function:
Recall that the fixation sequence ω is computed by the NEAT attention module and is distributed according to the probability P A (ω|T, t, q; θ). The attention module is parameterized by θ, which we estimate so that the objective in (10) is minimized.
Parameter Estimation
We first estimate the parameters of the reading module and the task module to maximize the accuracy in answering the questions in the training corpus. Technically, we apply stochastic gradient descent to maximize the log-probabilities assigned to correct answers in the training corpus, as proposed by Hermann et al. (2015) . In the beginning, all input words are provided to the model. We then randomly skip words to ensure the model is able to deal with texts where words have been skipped. We gradually anneal the fixation rate from 1.0 to 0.6.
In the second step, we fix the parameters of the question answering model and train the NEAT attention module A responsible for the reading strategy to minimize the objective in (10). For this, we again use the REINFORCE algorithm (Williams, 1992) , see Section 4.3.
Starting with random initial values, the parameters are updated iteratively as follows. In each iteration, a text with question and answer is selected from the training corpus, and randomly assigned a condition (Preview or No Preview) . Features are extracted as described in Section 7.1.1, and a sequence of fixations and skips is sampled using the NEAT attention module A given the current parameter setting θ. The fixated words, and placeholders marking skipped words, are then given to the question answering module, which attempts to answer the question and assigns the log-probability log P(a|ω, t, q, T, θ) to the correct answer.
We then compute the gradients as follows:
using the backpropagation algorithm and update the parameters θ according to the following update rule:
where γ > 0 is the learning rate. This technique can be understood as a reinforcement learning method where the attention module samples actions from its current strategy and updates its parameters based on a reward trading off accuracy and attention. The update rule in equation (12) is also an instance of stochastic gradient descent, since ∆ 1 + ∆ 2 is an unbiased estimator of the gradient of (10) with respect to θ (Williams, 1992) .
Modeling Study 2
The aim of this modeling study is to test if the revised version of NEAT that we developed in the previous section is able to correctly account for the eye-tracking data of the task-based reading experiment that we presented in Section 6. If NEAT is able to capture the experimental data both qualitatively and quantitatively, then this will provide evidence for the Tradeoff Hypothesis that NEAT is based on, and for our prediction that reading strategy is crucially influenced by the task readers have to perform.
Methods
8.1.1 Model Implementation. The reader module is implemented as an LSTM, in the same way as in the original version of NEAT (see Section 5.1), except that we now use a smaller hidden layer with only 128 memory cells. Hermann et al. (2015) and Chen et al. (2016) showed that this lower dimensionality is sufficient for the question answering task. Furthermore, the length of the texts prohibits the use of larger layers due to memory limitations.
Following Chen et al. (2016) , the reader module uses pre-trained word embeddings. As in Study 1, these are shared with the attention module. As in Chen et al. (2016) , we use GloVe embeddings (Pennington, Socher, & Manning, 2014) which remain fixed during training. The parameters in θ are initialized randomly using the method described by Glorot and Bengio (2010) . To speed up computation, in each iteration, 64 texts of about equal length are batched together, and all computations are performed in parallel on them. To stabilize training, we followed Xu et al. (2015) and added an entropy regularization term to equation (10), encouraging the model to explore different reading strategies. We used a fixed learning rate of 0.001 with momentum 0.95 for the attention module.
To choose α in (10), we ran the following procedure. We first estimated parameters for each α chosen from 0 to 4 in steps of size 0.25. We then selected the α that resulted in an overall fixation rate closest to the human fixation rate. This way we arrived at α = 2.25. The reinforcement learning algorithm stochastically explores the action space and running it multiple times may result in different strategies (Islam, Henderson, Gomrokchi, & Precup, 2017) . In order to estimate the variance introduced by this, we ran the optimization algorithm 24 times to create 24 parameter settings for A for α = 2.25.
Furthermore, we wanted to estimate the tradeoff between accuracy and economy more precisely. For this, we trained a single model for each α chosen from 0 to 4.0 in steps of size 0.1, resulting in 40 more models. To evaluate NEAT, we ran these models on the text-question pairs used in our test set, and recorded the per-word fixation probabilities a i .
The only ingredients of our model are a corpus of texts with questions and answers, the neural architecture, and the objective function in (10), combined with standard optimization techniques for neural networks. The reading strategies are optimized on the basis of success in answering question. As in Modeling Study 1, no grammar, lexicon, eye-tracking corpus, or other labeled data is required to train our model. 8.1.2 Dataset. We trained our model on the CNN training section of the DeepMind question answering corpus (Hermann et al., 2015) , using the same corpus pre-processing as the original authors. When training the attention module A, we only included training examples that are correctly answered by the question answering model when all words are fixated. We can expect that other examples are not answerable by the model. This method helps reduce the variance of the gradient estimation and speeds up training. We also clipped long texts after 500 tokens due to memory constraints. This resulted in 217,914 text-question-answer triples for training, out of 380,298 triples from the original set. During training, we iterated through the training corpus four times.
We evaluated all model runs on the CNN validation partition of the DeepMind corpus (3,924 text-question pairs). For comparison, we also ran the task module with all words fixated, which corresponds to the original question-answering setup of Hermann et al. (2015) .
Results

Tradeoff between Accuracy and Economy.
When all words are fixated, the task module of NEAT achieves a question answering accuracy of 61.8% -closely replicating the accuracy of 61.6% reported for the original model by Hermann et al. (2015) on the same dataset.
We first discuss the results for the 24 runs at α = 2.25. When we consider NEAT as a whole, i.e., including the reading module and the attention module that skips words, we observe average fixation rates of 0.43 (SD 0.047) in the No Preview condition, and 0.32 (SD 0.038) in the Preview condition. NEAT therefore captures the characteristics of the human data (see Table 3 ): the human fixation rate is 0.50 in the No Preview condition (slightly higher than predicted by the model), and 0.34 in the Preview condition, close to what the model predicts.
Turning to question accuracy, we find that NEAT's accuracy is 52% (SD 1.5) in the No Preview condition, and 55% (SD 1.1) in the Preview condition. The model therefore shows the same qualitative effect as in the human data: accuracy increases in the Preview condition, even though fixation rate goes down. Nevertheless, the model falls short of human accuracy (which was 70% in the Preview condition and 89% in the No Preview condition). However, the model has to choose between all named entities in the dataset, rather than just selecting one out of four. That means the random baseline for human participants is 25%, and for the model it is < 1%, i.e., the absolute accuracies are not directly comparable (see Section 7.1.2). For comparison, we also ran the question answering model with random skipping at the same rate of 0.43 as in the No Preview condition. In this setting, accuracy on question answering drops to 38%, which indicates that NEAT learns a skipping strategy which is clearly better than random even in the No Preview condition.
In Figure 10 , we plot accuracy as a function of fixation rate, as estimated from all 64 models, including both the 24 models at α = 2.25 and the 40 models estimated for the full range of αs. All models achieve higher accuracies with lower fixation rates in the Preview condition. This shows that our new version of NEAT models the economy-accuracy tradeoff between the two conditions independently of the choice of α, thus reliably capturing one of the key findings of Experiment 1. Figure 11 shows heatmaps visualizing NEAT fixation probabilities for the same text as in Figure 4 (which displays human fixation probabilities). This plot confirms that the overall fixation rate is higher in the No Preview condition. In both conditions, long words and content words are more likely to be fixated. In the Preview condition, reading appears to be more targeted: Fixations are concentrated on the sentence containing the answer Michigan in the third line. In other areas of the text, content words have decreased fixation probabilities relative to the No Preview condition.
8.2.2 Mixed Effects Analyses. We ran each of the model parameterizations generated by the 24 training runs at α = 2.25 on a set of 100 texts, 50 of which were from the CNN section, while Sabra is recalling 30,000 cases of hummus due to possible contamination with Listeria, the U.S. said Wednesday. The nationwide recall is voluntary. So far, no illnesses caused by the hummus have been reported. The potential for contamination was discovered when a routine, random sample collected at a
Although some people may suffer only short-term symptoms such as high fever, severe headache, nausea, abdominal pain and diarrhea, Listeria can also cause miscarriages and stillbirths among pregnant women. Figure 4 . the other 50 were from the Daily Mail section of the DeepMind corpus. Both sets were sampled randomly from their respective sections. We chose this subset as the full set is too large to conduct a mixed effects analysis. Each model was run on each text twice, once with preview and once without.
Then we built linear mixed effects model with random effects for item and model run, with NEAT fixation probabilities as the dependent variable. The fixation probabilities were logittransformed. As the logit function is inverse to the sigmoid function, this corresponds to directly modeling the linear term u + v Tŵ i + X T i Aŵ i in equation (6). Note that our mixed effects model includes model runs as a random effect; it plays a role similar to the random effect of participants in a mixed effects model of experimental data. Due to the size of the dataset, we only use random intercepts, not random slopes. The model was again built with the R package lme4.
As fixed factors, our mixed effects model included those that were also used to analyze the eye-tracking data from Experiment 1 (see Section 6.1), with the exception of word length and surprisal. NEAT has no notion of word length, as it receives word embeddings (fixed length vectors) as input, not actual words. It is also not appropriate to include surprisal, as the model is supposed to compute a surprisal-type quantity of its own (see Modeling Study 1, Section 5).
We built the final mixed model using forward selection to include significant binary interactions into the model, in the same way as for the eye-tracking data.
8.2.3 Task-independent Effects. The result of the mixed effects analysis for NEAT fixations is given in Table 5 . We will compare the significance and the sign of the coefficients with the Table 5 Linear mixed effects model for NEAT fixation probabilities, with item and model run (N = 24) as random effects. Condition was coded as −0.5 (Preview) vs. +0.5 (No Preview). For each predictor, we give the coefficient and the standard deviation.
human experimental data, which is given in Table 4 . The interactions are graphed in Figure 12 .
We observe a significant, negative main effect of log word frequency on NEAT fixations, which corresponds to the effects found in the human data in all reading measures (first fixation, first pass, total time, and fixation rate). Furthermore, we observe a positive main effect of named entity status: NEAT is more likely to fixate words that are part of named entities; this mirrors the human data in three reading measures (first fixation, first pass, and total time). NEAT shows no significant main effect of correct answer status; this effect is present in the human data, but only in one measure (first pass). There is also a negative main effect of text position on NEAT fixations; this effect is also present in the human data, but only in total time.
Turning now to the interactions, the analysis of the NEAT fixation data shows a significant positive interaction between text position and log word frequency, see Figure 12 . This indicates that words later in the text are more affected by frequency than words earlier in the text. This effect is also present in the human data in total time. There is also an negative interaction between text position and named entity status: NEAT is less likely to fixate named entities that occur later in the text. Again, this interaction is present in the human data in total time.
8.2.4 Task-dependent Effects. We will now discuss main effects and interactions involving the factor condition, i.e., effects that depend on the reading task (Preview or No Preview). Again, we compare the modeling results in Table 5 with the human experimental data in Table 4 . The interactions are graphed in Figure 13 .
As we saw when discussing the descriptive statistics, NEAT fixation rates in the No Preview condition are higher than in the Preview condition. This is confirmed by a significant positive main effect of condition in Table 5 . The human data shows the same effect in all four reading measures (first fixation, first pass, total time, and fixation rate).
We also observe a significant negative interaction between condition and log word frequency. This effect is illustrated in Figure 13 . The human data shows the same significant negative interac- tion in first pass, total time, and fixation rate. The explanation for this interaction is that NEAT is less guided by word frequency in its fixation decision when it knows which words to fixate, viz., in the Preview condition, where it has read the question and knows what the answer should look like. This is confirmed when we compute the correlation between log word frequency and fixation rate, which is −0.17 in the Preview condition, and −0.35 in the No Preview condition. We also observe a significant negative interaction between condition and named entity status for NEAT fixations. This interaction shows that fixation rates differ less between the Preview and the No Preview condition for named entities than for other tokens. The effect size of this interaction is very small (almost imperceptible in Figure 13 , and it is not present in the human data: instead, we observe a significant negative interaction of condition and named entity status in Experiment 1. 3 We also find a significant negative interaction between condition and whether or not a word is part of the correct answer. This indicates that fixation rates differ less between the Preview and the No Preview condition for words from the correct answer compared to other tokens. This effect is mirrored in the human eye-tracking data, in total time and fixation rate, but again, the effect size is small (see Figure 12) .
Finally, NEAT exhibits a significant negative interaction of condition and text position: the effect of text position on fixation rate is less pronounced in the Preview condition. This effect is not present in the human data.
8.2.5 Reading Times. So far, we have evaluated whether the fixation probabilities predicted by NEAT qualitatively match human reading behavior. Almost without exception, we found the same significant effects in the NEAT predictions and in human eye-tracking data. This confirms that NEAT accurately models human reading behavior and how it is affected by the reading task. (1) and (4), we show means computed by logistic regression with 95% confidence intervals.
As a next step, we will evaluate the predictions of NEAT quantitatively. As in Modeling Study 1 (see Section 5.2), we start by building a task-independent mixed effects model of the eye-tracking data which includes standard predictors, viz., log word frequency, word length, text position, named entity status, and surprisal. Then we add the NEAT predictions to this model and test if model fit improves, following the same model construction method as in Section 5.2.2. In Modeling Study 1, we showed how NEAT is able to compute restricted surprisal, a form of surprisal that assumes that only a fraction of the inputs words are read by the model (viz., those words that NEAT predicts to be fixated). We evaluated restricted surprisal against the Dundee corpus, and found that it correlates with human reading times in a way comparable with full surprisal, the measure which is normally used in the literature, and that assumes perfect reading (i.e., all input words are fixated). Furthermore, we found in our eye-tracking data in Experiment 1 that surprisal did not interact with experimental condition. In other words, our task manipulation (whether participants preview the question or not) affected high and low surprisal words equally. It therefore does not make sense to evaluate NEAT surprisal against the eye-tracking data from Experiment 1. Instead, we will base our evaluation on NEAT fixation probabilities, which showed a clear effect of condition (and a host of significant interactions) in the qualitative analyses described in the previous two sections.
We computed NEAT predictions by averaging fixation probabilities over the 24 model runs. We then constructed mixed effect models with item and participant as random effects, and the reading time measures from Experiment 1 as dependent variables. NEAT fixation probabilities were residualized against the other predictors. The resulting model is shown Table 6 , together with the results of model comparisons between models with only task-independent predictors, and the same models with the NEAT predictor added. We find that including NEAT fixation probabilities significantly improves fit for total time, based on a χ 2 test. This provides evidence that NEAT mimics human reading behavior not only qualitatively, but also quantitatively.
Discussion
In this modeling study, we presented two main results. First, we qualitatively evaluated the fixation probabilities predicted by a new version of the NEAT reading model which performs question answering. We conducted a mixed model analysis on the NEAT fixation probabilities that mirrored the analysis that we conducted on the human eye-tracking data presented in Section 6. The results clearly show that NEAT reading behavior and human reading behavior are qualitatively similar: we found the same main effects of word frequency, text position, and named entity status as in the human data, as well as the same interactions between text position and word frequency, and text position and named entity status. Crucially, we also found the same main effect of condition, i.e., preview affects reading behavior in the same way in the model and in the human data. And we found that all the experimental interactions with preview condition were replicated in the model, with the exception of the interaction of condition and named entity status, which was reversed.
There are straightforward explanations for the effects we observed in NEAT's reading behavior. For instance, we found that in the No Preview condition, NEAT fixations are impacted more strongly by word frequency. This behavior is expected when the question is not available to the model before it reads the text: in general, less common words are likely to be more informative for answering questions about the text, so they receive more attention. In contrast, in the Preview condition, when the question is available, fixations are more concentrated around information relevant for answering the question, and on the correct answer itself. This explains the interactions of condition Table 6 Top: Model predicting reading time measures from NEAT and task-independent predictors. Word length was residualized with respect to word frequency. Surprisal was residualized with respect to word frequency and word length. Model Attention (fixation probabilities predicted by NEAT) was residualized with respect to all other predictors. Bottom: Result for model comparisons between the model and a baseline model with only the task-independent predictors. NEAT fixation probabilities significantly improve fit for total time.
with named entity status and correct answer status we found. An interesting observation can also be made with regards to text position. Fixation probabilities generally fall off later in a text. Indeed, in the DeepMind corpus, answers are more likely to appear in the beginning of the text and it seems the model has learned to exploit this bias as a useful heuristic. However, we found that the position effect is weakened in the Preview condition; here the question is known and the model learns that it needs to rely less on such general strategies (see Figure 13 for an illustration).
In a second analysis, we evaluated NEAT fixation probabilities by including them as a predictor in a mixed model of human reading times (again taken from our eye-tracking study in Experiment 1). We found that NEAT fixation probabilities significantly improve model fit compared to a baseline model that includes a set of standard predictors of eye-movement behavior (such as word frequency, word length, surprisal). This demonstrates that NEAT's predictions also quantitatively match the human data, lending additional credence to our claim that NEAT is a plausible model of human eye-movement behavior in task-based reading.
General Discussion
In this paper, we proposed NEAT, a neural network model of the allocation of attention during human reading. NEAT is designed to capture skipping, i.e., the process that decides which words in a text should be fixated, and which ones should be skipped during reading. NEAT is able to learn skipping strategies from large amounts of text when given an explicit reading task, such as memorizing the input or answering questions about the text. The model is guided by the Tradeoff Hypothesis: a successful reader trades off economy of attention (skipping as many words as possible, i.e., reading as fast as possible) and accuracy (making as few errors as possible in the task the reader is trying to accomplish). The hypothesis predicts that task-specific reading strategies emerge when the economy-accuracy tradeoff is optimized for a given task.
In Modeling Study 1, we implemented NEAT as a neural encoder-decoder architecture with a hard attention mechanism and showed how the model can the trained using reinforcement learning to optimize an objective function that directly implements the Tradeoff Hypothesis. An evaluation on the Dundee eye-tracking corpus showed that NEAT is able to model basic qualitative properties of human reading, including the non-independence of skipping decisions, and the differential skipping patterns that human exhibit across part-of-speech categories. We also showed that NEAT makes quantitative predictions: it is able to predict human fixation sequences through its measure of fixation probability, and human reading times through its measure of restricted surprisal.
The Tradeoff Hypothesis makes the key prediction that reading strategy is task-specific: the allocation of attention depends on the tradeoff between economy and accuracy, which can differ from task to task. Experiment 1 tested this prediction in an eye-tracking experiment on newspaper text: In the No Preview condition, participants read the text and then answered a question about it. In the Preview condition, they first see the question, then read the text, and then answered the question. In the Preview condition, participants read faster and skipped more, but achieved higher answer accuracy compared to the No Preview condition. Participants were also sensitive to the task relevance of words: In the No Preview condition, they spent more time reading words that were part of named entities (which are potential answers); in the Preview condition, they instead spent more time on words that were part of the answer (checking that they have found the answer). This provides evidence that reading strategy depends on whether participants perform a task that is similar to standard reading (No Preview), or an information seeking task (Preview).
The aim of Modeling Study 2 was to design and evaluate a computational model that captures the reading behavior observed in Experiment 1. We achieved this by developing a new version of NEAT which incorporated a task module that performs question answering. We analyzed the skipping behavior of the revised model and found the same effects as in the human data, including the interaction of preview condition and named entity status and answer word status. This indicates that NEAT is able to develop task-based reading strategies that mimic those found in human readers. In further analysis, we evaluated NEAT fixation probabilities against the reading times from Experiment 1 and found that they significantly improve model fit for total time.
Taken together, our modeling studies showed that NEAT successfully captures human skipping behavior during the reading of text. In particular, the model is able to change its reading strategy to accomplish a particular task, in line with what humans do in task-based reading. Crucially, the behavior of our model emerged when we combined a neural network architecture that is designed to accomplish key language processing tasks, such as predicting the next word and deciding whether a word should be fixated or not, with a task-based objective, such as memorizing the content of a text, or answering a question about the text. There was no need to explicitly engineer task-relevant features (such as word frequency or named entity status). Our model learns to pay attention to such features when trained on a large collection of texts (and questions answer pairs in Modeling Study 2), using only general optimization strategies such as reinforcement learning and backpropagation of errors.
In future work, we aim to address some key limitations of our model. This includes the fact that all it can do is skip words (and compute skipping-based surprisal). Real eye-movements during reading are substantially more complex: a word can be fixated more than once in first-pass reading, or the word can be refixated once it has been left, either in a forward saccade or in a regression. Punctuation marks, phrase and sentence boundaries influence eye-movements, and so do end of lines, which necessitate specific return sweeps. Sometimes reading difficulty spills over to the next word, and causes increased reading time there. All of these phenomena should be captured by a comprehensive model of human reading.
Another important aspect of reading is that it in fact operates not on the word level, but on the character level. Human readers target their fixations at a specific character within the word, and then process information within a 7-9 character window. Depending on where they land on a word, a human reader may gain only a partial view of the word they are fixating, or they may be able to preview some characters of an upcoming word. NEAT, which treats words as fixed-length word embeddings, is not able to capture landing position or preview effects. This is something that could be remedied by switching from word embeddings to character embeddings, an approach that has been very successful in the recent NLP literature (e.g., Kim, Jernite, Sontag, & Rush, 2016) .
