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Solutions to finite-dimensional (all spatial Fourier modes set to zero beyond a finite wavenumber
KG), inviscid equations of hydrodynamics at long times are known to be at variance with those
obtained for the original infinite dimensional partial differential equations or their viscous coun-
terparts. Surprisingly, the solutions to such Galerkin-truncated equations develop sharp localised
structures, called tygers [Ray, et al., Phys. Rev. E 84, 016301 (2011)], which eventually lead to
completely thermalised states associated with an equipartition energy spectrum. We now obtain,
by using the analytically tractable Burgers equation, precise estimates, theoretically and via direct
numerical simulations, of the time τc at which thermalisation is triggered and show that τc ∼ KGξ,
with ξ = −4/9. Our results have several implications including for the analyticity strip method to
numerically obtain evidence for or against blow-ups of the three-dimensional incompressible Euler
equations.
INTRODUCTION
A microscopic understanding of turbulent flows have
been amongst the most challenging problems in statisti-
cal physics for many years. Central to this challenge is
adapting well-developed tools of statistical mechanics for
dissipative and out-of-equilibrium turbulent flows. The
early efforts in this direction, due to E. Hopf [1] and T. D.
Lee [2], treated the ideal (inviscid) equations of hydrody-
namics as a finite-dimensional, Galerkin-truncated sys-
tem and obtained equipartition solutions with an energy
spectrum, in three dimensions, E(k) ∼ k2, at variance
with the Kolmogorov result E(k) ∼ k−5/3 for dissipative
turbulent flows [3].
A major stumbling block in developing a framework
to understand out-of-equilibrium turbulent flows in the
language of classical equilibrium statistical mechanics is
that a microscopic, Hamiltonian formulation of fluid mo-
tion with statistically steady states characterised by an
invariant Gibbs measure inevitably fails. This is because
a self-consistent macroscopic point of view will invari-
ably lead to an irreversible energy loss and thus a dis-
sipative hydrodynamic formulation. However, since the
pioneering work of Hopf and Cole, and despite the suc-
cesses in adapting statistical mechanics methods in two-
dimensional turbulence [4], the precise relation between
statistical physics and turbulence remains an open ques-
tion.
An important breakthrough in understanding this sur-
prising connection came in the work of Majda and Tim-
ofeyev [5] on the one-dimensional Galerkin truncated
Burgers equation which, while exhibiting intrinsic chaos,
has nevertheless a compact equilibrium statistical physics
description. The solution to this equation was shown
to thermalise, with energy equipartition, in a finite
time. Subsequently, Cichowlas et al., in Ref. [6] dis-
covered through state-of-the-art direct numerical simu-
lations (DNSs) of the finite-dimensional, truncated, in-
compressible Euler equations that the solutions in a fi-
nite time start thermalising. This process of thermali-
sation begins at the largest wavenumber of the system –
the truncation wavenumber KG (such that all modes with
wavenumbers greater than KG are set to zero) – and with
time starts extending to smaller and smaller wavenum-
bers until eventually one obtains an energy spectrum
E(k) = k2 for all wavenumbers 1 ≤ k ≤ KG. Cu-
riously, it was observed that at intermediate times the
energy spectrum showed a transient Kolmogorov scaling
E(k) ∼ k−5/3 at smaller non-thermalised wavenumbers
and a scaling of E(k) ∼ k2 for higher wavenumbers all
the way upto KG. This seminal work thus provided the
first numerical evidence of the co-existence of equilibrium
micro-states along side a Kolmogorov-like turbulent cas-
cade in inviscid, finite-dimensional equations of hydrody-
namics (see also Ref. [7]).
A second, recent, breakthrough in understanding the
interplay between equilibrium statistical mechanics and
turbulent flows came through the development of the
method of fractal Fourier decimation introduced in
Ref. [8]. This novel method, which allows microsurgeries
in the triadic interactions of the non-linear term, was
used to show, theoretically and numerically, that there
exists special dimensions where fluxless, equilibrium so-
lutions coincide with the Kolmogorov spectrum [8] (see
also Ref. [9]). Subsequently this method was used in sev-
eral other studies [10–13] to understand triadic interac-
tions inter alia intermittency, equilibrium solutions and
turbulence.
As a result of these very recent developments [5, 6, 8,
9, 14–17] (see also Ref. [18] for a recent review), the last
few years have seen a furthering in our understanding of
the possible existence of equilibrium solutions in inviscid
equations of hydrodynamics. Specifically, equipartition
solutions to the Galerkin-truncated Gross-Pitaevskii [19],
magnetohydrodynamic [20], Burgers [5, 17], and Euler
equations [6, 21] have been studied extensively in recent
years. Alongside the very important theoretical under-
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2pinnings of such studies, thermalised or partially ther-
malised states have been shown [22–24] to be a possible
explanation of the ubiquitous bottleneck [25] in the en-
ergy spectrum of turbulent flows.
Despite the rapid advances in this field [18], an im-
portant question remains unanswered. It has been
shown in earlier studies [6, 17, 18] that inviscid, trun-
cated systems thermalise in finite times. The reason
why one obtains thermalised states is of course well
known [5, 17]: Galerkin-truncated (which we define pre-
cisely later) equations of ideal hydrodynamics (such as
the Euler or the inviscid Burgers equation) are con-
served dynamical systems with Gibbsian statistical me-
chanics [6, 7, 17]. A few years ago the first explanation
of how such systems thermalise, through resonant wave-
particle interactions mediated by structures called tygers
was given in Ref. [17]. However a theoretical or numer-
ical estimate of the time-scale at which thermalisation
sets in has proved elusive. In this paper we address
this question and show through theoretical arguments,
which are substantiated by detailed numerical simula-
tions, that the time Tc at which thermalisation sets in
scales as Tc ∼ KG−4/9, where KG is the Galerkin trunca-
tion wavenumber (defined precisely below) in the prob-
lem.
There is one additional, applied reason for investigat-
ing the issue of the onset of thermalisation in such sys-
tems. Spectral and pseudospectral methods, especially
with the advent of fast Fourier transform routines, are
extremely precise techniques for numerical solutions of
the nonlinear partial differential equations of hydrody-
namics [26]. By definition such methods are limited by fi-
nite resolutions and hence are finite-dimensional. There-
fore such numerical methods nearly always end up solv-
ing the Galerkin-truncated variant of the actual equation
of hydrodynamics. In viscous calculations, such as the
Navier-Stokes or the viscous Burgers equations, the dif-
ference between the true solution of the equations and its
Galerkin-truncated variant is often imperceptible. How-
ever in numerical studies of the blow-up problem [27] for
inviscid equations the onset of thermalised states – which
are not admitted in the original infinite dimensional par-
tial differential equation – can have grave consequences
on the interpretation of numerical results.
GALERKIN TRUNCATION
Given the formidable theoretical (and even numeri-
cal) difficulties associated with the incompressible, three-
dimensional Euler equations, it seems that a convenient
starting point to explore the onset of thermalisation in
inviscid, finite-dimensional equations of hydrodynamics
is the one-dimensional Burgers equation. Given its ana-
lytical and numerical tractability, the Burgers equation
has often been used with great success to establish or
disprove conjectures for problems pertaining to the Eu-
ler or Navier-Stokes equations. (We refer the reader to
Refs. [28, 29] for a review of the Burgers equations and
its many applications.) We should point out that even
in the relatively simpler problem of the inviscid, trun-
cated Burgers equation, the limit KG →∞ is not a triv-
ial one. Indeed there are examples of energy-conserving
perturbations to the inviscid Burgers equation which do
not necessarily converge (in a weak sense) to the inviscid
limit [30].
Thus, we begin with the one-dimensional inviscid
Burgers equation
∂u
∂t
+
1
2
∂u2
∂x
= 0 (1)
augmented by the initial conditions u0(x) which are typi-
cally a combination of trigonometric functions containing
a few Fourier modes. Without any loss in generality one
can choose u0(x) = sin(x + φ); where φ is some random
phase. Since we work in the space of 2pi periodic solu-
tions, we can expand the solution of Eq.(1) in a Fourier
series
u(x) =
∑
k=0,±1,±2...
eikxuˆk. (2)
This allows us to naturally define the Galerkin projector
P
KG
as a low-pass filter which sets all modes with Fourier
wavenumbers |k| > KG, where KG is a positive (large)
integer, to zero via
P
KG
u(x) =
∑
|k|≤KG
eikxuˆk. (3)
These definitions allow us to write the Galerkin-
truncated inviscid Burgers equation as
∂v
∂t
+ P
KG
1
2
∂v2
∂x
= 0; (4)
the initial conditions v0 = PKGu0 are similarly projected
onto the subspace spanned by KG. This defines the
Galerkin-truncated velocity v of the Burgers equation.
For the three-dimensional Euler equations, the same def-
inition follows mutatis mutandis.
The inviscid Burgers equation (1) conserves all mo-
ments of the velocity field; by contrast the Galerkin-
truncated version of it (4) retains only the first three
moments of v, and in particular the energy. Numerically,
however, the dynamics of the Galerkin-truncated Burg-
ers captures rather well the blowing up (with smooth
initial conditions) of the gradient of the solution to the
inviscid Burgers partial differential equation in a finite
time t?. Indeed the cubic-root singularity (preshock), at
t? =
1
max[∂xu]
≈ 1max[∂xv] , in u (1) is also seen in the solu-
tion v of the Galerkin-truncated equation [17, 28, 29, 31].
Theoretically, the solution to (1) for times greater than
3FIG. 1. Solution of the Galerkin-truncated Burgers equation (4) v (in blue) and the un-truncated Burgers equation (1) (entropy
solution ) u (in red) at different times for the initial condition v0 = u0 = sin(x + φ) at different times t & t?. At early times
(a) t = 1.01 the discrepancy between the two is small and localised around x = xtyger where the velocity is dentical to that of
the shock. This discrepancy, the tyger, grows (still remaining localised in space) in time as shown in (b) with t = 1.03. At a
later time (c) t = 1.15, the symmetric, localised structure becomes asymmetric and starts spreading away from xtyger. Even
at this time the truncated solution is able to duplicate the entropy solution at regions far away from xtyger and in particular
is able to capture the location and amplitude of the shock. At much later times, (d) t = 5.0, the solution v thermalises and
becomes Gaussian, does not display the shock, and shows no similarity with the entropy solution u. This set of representative
plots showing the birth and growth of tygers followed by the onset and eventual thermalisation of the solution were obtained
from simulations with KG = 5000 and N = 2
16.
t? is obtained by adding a tiny viscous dissipation term
ν ∂
2u
∂x2 , with ν → 0 (the inviscid limit), which yield, de-
pending on the initial conditions, finitely many shocks
for times t > t? [1]. This generalised solution, which
converges weakly to the inviscid Burgers equation (1), is
characterised by the dissipative anomaly: energy dissipa-
tion  remains finite (with an associated non-conservation
of the total energy) as ν → 0. This is very different to the
dynamics of the Galerkin-truncated equation (4) whose
solution v stays smooth, conserves energy for all times
t > t? and later thermalises.
SIMULATION DETAILS
We perform extensive and state-of-the art simulations
to obtain solutions for u (1) and v (4) for all times.
The true or entropy solution to the inviscid Burgers
equation (1) is obtained by the method of Fast Legen-
dre Transform, which takes the limit ν → 0, developed
by Noullez and Vergassola [32] (see also Refs. [33, 34]).
This method takes advantage of the fact [28, 29] that the
velocity potential ψ defined via u = −∂ψ∂x is constrained
by the maximum principle such that
ψ(x, s) = max
y
[
ψ(y, t)− (x− y)
2
2 (s− t)
]
; (5)
where s > t. We typically use the number of colloca-
tion points N = 214 or 216 and choose a time step δt
large enough for a Lagrangian particle[? ] to move by
a distance equal to or larger than the grid spacing δx,
and smaller than all other time scales associated with
the dynamics.
We, of course, use a different strategy to solve the
Galerkin-truncated equation (4). We use a pseudo-
spectral method [26] coupled to a fourth-order Runge–
Kutta time marching with the total collocation points
N = 214 or 216 as before. We use different values of
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FIG. 2. A representative zoomed-in plot of the discrep-
ancy Ψ = v − u, around xtyger for KG = 4000 just when the
bulge becomes asymmetric t = Tc and (inset) when it is still
symmetric t < Tc. The tyger, apart from being localised, is
monochromatic with a single wavenumber KG before Tc (in-
set) [17]; for t ≥ Tc, other harmonics smaller than KG are
generated as well.
KG, ranging from 700 to 20,000. Our time step δt varied
from 10−4 for KG ≤ 5, 000 to 10−5 for KG > 5, 000. Full
dealiasing was ensured in this problem via KG.
RESULTS
Tygers and Thermalisation
We begin by performing direct numerical simulations
of equations (1) and (4), without any loss of general-
ity [17, 18], with initial conditions u0(x) = v0(x) =
sin(x + φ), where φ = 0.7 is a phase which shifts the
location of the cubic singularity away from x = pi.
For such an initial condition, it is easy to show that
t? = 1.0 [28, 29]. The time evolution of the solution
to the untruncated Burgers equation u(x) and the trun-
4cated Burgers equation v(x) are shown in Fig. 1. For
times t . t? = 1.0, v = u ∀x as shown before [? ]. At
t = t? (in this case t? = 1.0) and thereafter the discrep-
ancy between the entropic solution u(x) (in red) and v(x)
(in blue) is large as seen in Fig. 1. At early times, t & t?,
this discrepancy is localised (Figs. 1a and 1b); at later
times (Fig. 1c) the solution to the Galerkin truncated
equation starts deviating strongly from the entropy so-
lution till at very large times it thermalises and shows a
white-noise behaviour markedly different from the saw-
tooth entropic solution (Fig. 1d).
A useful framework to study the departure from the
entropy solution to the thermalised solution is via the
discrepancy Ψ = v − u. For t . t?, Ψ = 0. However, as
shown in Ref. [17], at t = t?, at points which have the
same velocity as the shock(s), Ψ 6= 0 and a symmetric,
localised, monochromatic bulge, called tyger by Ray, et
al. [17], forms as shown in Fig. 2 (inset). As time evolves,
this bulge grows in amplitude α and width β, becomes
asymmetric (Fig. 2, at t = 1.07), collapses, delocalises,
and eventually invades the whole 2pi-domain (Figs. 1c
and 1d).
We now know that finite-dimensional equations of
hydrodynamics thermalise through wave-particle reso-
nances. Such resonances at early times manifest them-
selves as localised structures at the instant tG . t?, when
complex singularities are within one Galerkin wavelength
λG =
2pi
KG
of the real domain. This was shown to be true
for both the compressible Burgers equation as well as the
incompressible Euler equations [17, 18]. Indeed the scal-
ing properties of the early tygers at t = t? were derived
in Ref. [17] and in particular the amplitudes and widths
were shown to scale as α ∼ KG−2/3 and β ∼ KG−1/3, re-
spectively. Finally it was shown through detailed numeri-
cal simulations that in a short time these monochromatic,
with wavelength λG, localised, symmetric tygers become
skewed, collapse, and spread throughout 0 ≤ x ≤ 2pi,
generate other harmonics, and eventually result in a ther-
malised solution with energy equipartition E(k) ∼ k0.
However the critical question of the time Tc when ther-
malisation is triggered has been left unanswered in previ-
ous studies. In this work we obtain a precise estimate of
Tc as a function of KG and substantiate our theoretical
prediction through detailed numerical simulations.
Onset time
Before we present our theoretical prediction for Tc, it
is important at this stage to provide a more precise defi-
nition of this time.
Detailed numerical simulation show (Figs. 1 and 2 as
well as in Ref. [17]) that in the early stages t & t?
the discrepancy Ψ is small and localised at x = xtyger,
where xtyger are points co-moving with the shock. With
time this bulge becomes bigger (still symmetric and
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FIG. 3. (Log-log plots of the tyger amplitudes α and widths
β (inset), shown by large red dots, versus KG at a fixed time
t = 1.05 from our simulations. The thick black line, both in
the inset and the main figure, correspond to the theoretical
prediction of β ∼ KG−1 and α ∼ KG1/2, respectively. We
find remarkable agreement between our analytical prediction
and numerical data. We note that for reasons outlined in the
text, we show data for values of KG for which Tc > 1.05.
localised), narrower (see Fig. 2), and the associated
Reynolds stresses start increasing. At a critical time,
the Reynolds stress becomes large enough to make the
bulge asymmetric. This leads to a collapse of the bulge,
accompanied by a spatial spreading of the oscillations
as well as the generation of different harmonics, and the
triggering of thermalisation of the system. We define this
critical time Tc as the time for onset of thermalisation.
We note that numerically Tc is well-defined and easy to
measure given that the asymmetry in the bulge Ψ can be
determined clearly from the difference in the position of
the positive and negative peaks: This difference is zero
for t? ≤ t ≤ Tc and becomes non-zero for t > Tc.
Before we proceed further, it is important at this stage
to define the nomenclature which we will use in obtaining
our estimate for the time of the onset of thermalisation.
As defined before, t? =
1
max[∂xu]
≈ 1max[∂xv] is the time
when the complex singularity reaches the real domain. It
was shown that [17] tygers are born at a slightly earlier
time Tb such that τb ≡ t?−Tb = O
(
KG
−2/3
)
. We define
a new time scale τc ≡ Tc − Tb which gives the estimate
of the time scale for the onset of thermalisation[? ] and
we obtain theoretical results for the shifted time τ ≡
t − Tb. It should be noted that this is a natural choice
for time since for t < Tb tygers do not exist. We will
see below that τc indeed shows a power-law behaviour
in KG with a scaling form τc ∼ KGξ; in what follows
we derive an explicit form for this new scaling exponent
ξ and verify our theoretical predictions with data from
detailed numerical simulations.
We now turn our attention to the amplitude α and
5α ∼ τγαKGδα β ∼ τγβKGδβ τc ∼ KGξ
γα δα γβ δβ ξ
Theory 7/4 1/2 -1 -1 ξ =
δβ−2δα
2γα−γβ = -4/9
Simulations 1.74 ± 0.04 0.50 ± 0.01 -0.97 ± 0.08 -1.01 ± 0.02 -0.46 ± 0.07
TABLE I. A summary of the new scaling exponents that we derive in this work. We see an excellent agreement, within
error-bars, between our theoretical prediction and the exponents obtained, independently, from direct numerical simulations.
width β of the tyger. Let the widths and amplitudes as-
sume the scaling form β ∼ τγβKGδβ and α ∼ τγαKGδα ,
respectively. It is important to note that the scaling
ansa¨tz introduce here for the widths and amplitudes of
the bulge (tyger) at any time τ ≡ t−Tb is consistent with
the result introduced in the previous section (and proved
in [17]), namely the width and amplitude of the tyger at
t?. This is because at t = t?, τ = τb ∼ KG−2/3 (see [17])
and thence the scaling relation of the previous section fol-
lows from this ansa¨tz. This is an important check of self-
consistency of the theory. The asymmetry in the bulge
occurs when the gradient of the Reynolds stresses become
order one at time τc. The Reynolds stress is defined
as Ψ2, where the overline indicates the typical, meso-
scopic average (spatial) (α) over lengthscale larger than
the Galerkin wavelength but smaller than other macro-
scopic scales in the problem; thence, dimensionally, the
gradient of the Reynolds stress, namely α
2
β , follows, since
the relevant length scale over which this gradient should
be taken ∼ β. By using the assumed scaling form for α
and β one obtains the scaling form for the time of the
onset of thermalisation as
τc ∼ KGξ ∼ KG
δβ−2δα
2γα−γβ . (6)
We thus obtain the first theoretical estimate for the on-
set time of thermalisation in a truncated equation of ide-
alised hydrodynamics and obtain a new scaling exponent
for the same, namely,
ξ =
δβ − 2δα
2γα − γβ . (7)
It now behooves us to determine, self-consistently, the
exponents γα, γβ , δα, and δβ and verify our predictions
from detailed numerical simulations.
As we know that the Galerkin-truncated Burgers equa-
tion conserves energy for all time while displaying spatio-
temporal chaotic behaviour at time t t?. This is unlike
the case of the entropy or untruncated solution u of (1)
which dissipate energy shock through the shock for time
t ≥ t?. Therefore for the truncated equation to con-
serve energy, shock gets transferred to the tygers via a
resonant-wave-particle mechanism. Given that the esti-
mate of energy contained in the tyger is α2β, this implies
that for different values of KG, the energy content of the
tyger must be the same. This immediately suggests that
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FIG. 4. Log-log plots of the tyger amplitudes α, for vari-
ous values of the truncation wavenumber KG, as a function
of the shifted time τ . The different set of symbols corre-
spond to different values of KG, namely, blue filled squares
for KG = 400; big red dots for KG = 700; filled pink triangles
for KG = 1000; and filled cyan diamond for KG = 2000. For
each value of KG, our theoretical prediction α ∼ τ7/4, shown
via thick black lines, seems to be in excellent agreement with
the numerical data.
for any finite τ , the integral
∫ τ
0
α2βdt is independent of
KG. By using this argument we obtain the relation
2δα + δβ = 0. (8)
Spatially the tygers are confined, due to resonance, to a
region of width w. For the tyger to grow, coherently, in a
time interval τ , phase mixing constrains this region to be
of an extent such that the velocity difference across w is
of the order of λG/τ . Since λG = 2pi/KG and the velocity
difference across w is proportional to w, this implies that
β ∼ 1
τKG
(9)
yielding the exponents γβ = δβ = −1. Furthermore, from
(8), we obtain δα = 1/2.
In Fig. 3 we show plots of α and β (inset) at a given
time t = 1.05 as a function of KG. The thick black line
connecting our data from numerical simulations (shown
as large red dots) correspond to the theoretical prediction
6102 103 104
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FIG. 5. Log-log plot of the onset time τc for thermalisation
versus KG. The data from our simulations is shown by big
red dots; the thick black line connecting the data points is
the theoretical prediction τc ∼ KG−4/9. Note the excellent
agreement between our data and the theoretical prediction
for smaller values of KG as compared to the larger values of
KG. Possible reasons for this discrepancy is discussed in the
text.
of δα ∼ KG1/2 and δβ ∼ 1/KG. The figure shows not only
a clear scaling, for both, but also an excellent agreement
of our numerical data with our theoretical predictions as
well as validating our assumptions in arriving at our an-
alytical results. We note that the range of KG shown in
this figure does not extend all the way to our full range
(e.g., see Fig. 5). This is because at the time t = 1.05, for
which the data is shown, solutions to the truncated equa-
tion with KG greater than 3000 have already thermalised
(see Fig. 5); hence the tygers have already collapsed for
such wavenumbers at t = 1.05 and thus the measurement
of their amplitudes and widths do not make sense. Our
choice of t = 1.05 is motivated by having a time reason-
ably larger than t? for which we still have a large range in
KG to clearly illustrate the theoretically predicted scaling
behaviour.
Finally let us determine γα. Let us consider t = t?,
which, as we have noted before and proved in Ref. [17],
implies τ ∼ KG−2/3. At time t?, the untruncated equa-
tion shows a cubic root singularity. This implies, that be-
cause of Galerkin truncation the energy lost in the shock
– and hence gained as α2β in the tyger – is estimated
as
∫ λG
0
x2/3dx ∼ KG−5/3. Setting τ = KG−2/3, and us-
ing our previously obtained estimate γβ = δβ = −1 and
δα = 1/2, this suggests that
KG
−4γα+2
3 ∼ KG−5/3. (10)
Hence we obtain γα = 7/4.
From our simulations we calculate α for different val-
ues of KG and show plots α vs τ for representative values
of KG in Fig. 4. The thick black line, which is ∝ τ7/4 is
our theoretical prediction that for a given value of KG,
the amplitude of the tyger (upto the time of collapse)
scales as α ∼ τ7/4. As in Fig. 3, we find excellent agree-
ment between data obtained from our simulations with
the theoretical prediction.
Having obtained theoretically, and validated through
simulations (Figs. 3 and 4), the values of the scaling
exponents of the amplitude and width of the tygers before
they collapse, let us once again return to the issue of
the scaling of the onset time of thermalisation τc. We
had obtained before the scaling form of τc in Eq. 6. We
now use the values of the various exponents obtained
thence to show, from Eq. 7, that ξ = −4/9, implying
that thermalisation is triggered at a time
τc ∼ KG−4/9. (11)
A summary of all these exponents is given in Table 1.
We now turn to our numerical simulations and obtain,
for different values of KG, the time of collapse τc. In our
numerical simulations we actually measure τc by using
t? (instead of Tb) as the reference time, i.e., τc ≡ Tc −
t?. The reason for this is because for the simulations we
wanted a unique reference time t? which is independent
of KG (unlike Tb). This also reduces significantly any
measurement error in estimating Tb. Such a definition of
τc, for our numerical simulations, is justified because for
the values of KG used in our simulations, Tb and t? are
extremely close to each other [17] and there is an order
of magnitude separation between the time scales τb and
τc.
In Fig. 5, we show (red dots) the data obtained from
our simulations. The thick black line corresponds to the
theoretical prediction (11). We find excellent agreement
between our analytical prediction and the data obtained
from simulations. Despite this confirmation of our the-
oretical predictions, it is important to note that at ex-
tremely large values of KG we see a noticeable discrep-
ancy between the theoretical result and our data. The
reasons for this are two-fold: Firstly, as KG becomes
larger and larger, τc become smaller and smaller. Hence
a very accurate measurement of τc, numerically, becomes
harder because the relative error between the temporal
resolution of our simulations and τc become larger. A
second reason for this is that numerically, for reasons
mentioned before, we measure τc relative to t? and not
Tb. Hence for large KG when τc becomes smaller, our
neglecting of τb (although there is an order of magni-
tude scale separation between τc and τb) probably starts
yielding a correction which is less neglible.
CONCLUSIONS
In this paper we provide the first prediction, ana-
lytically and validated by numerically simulations, of
7the time when thermalisation is triggered in finite-
dimensional inviscid equations of hydrodynamics and
hence solves a very important problem in the interface
of turbulence and statistical mechanics. We show that,
through the Galerkin-truncated Burgers model, thermal-
isation is triggered on a time scale which decays as a
power-law in KG with an exponent which has been de-
rived analytically by us and verified through numerical
simulations.
Our results throw up important implications beyond
the obvious realms of non-equilibrium statistical physics.
This has to do with using numerical simulations for trac-
ing complex singularities, in ideal equations of hydrody-
namics, by using the method of the analyticity strip [35].
In recent years (we refer the reader to Ref. [36] for
the most recent results and to Ref. [27] for a recent
review of results on finite-time blow-ups via numerical
simulations), with the advance of computing power, the
search for evidence for or against finite-time blow-up of
the three-dimensional Euler equations through numeri-
cal simulations have gained ground. As shown by Bus-
tamante and Brachet [36], the temporal measurement of
the distance, to the real domain, of the nearest singu-
larity, is limited not only by computing power but also
by the onset of thermalisation. Hence an estimate of
the time when thermalisation sets in will be have an im-
portant bearing on interpreting the accuracy of measure-
ments of complex singularities in time from spectral, and
hence Galerkin-truncated, simulations of the Euler equa-
tions. We note in passing that the limitation in extrap-
olating in time the temporal evolution of the width of
the analyticity strip has been noted, amongst others, in
Ref. [36].
There are of course several important questions which
still remain unanswered. Foremost amongst them is
the need to see, numerically, if a similar scaling argu-
ment holds for the incompressible three-dimensional Eu-
ler equation. This is a massively challenging task even
with the modern day computers. Secondly the onset of
thermalisation is necessarily accompanied by the genera-
tion of Fourier harmonics other thanKG which eventually
lead to a white noise velocity field with a flat spectrum.
The precise mechanism of this is yet to be understood
in an analytical way. Furthermore, it has been observed
(Fig. 2 as well as in Ref. [17]) that just prior to and
after τc, secondary bulges, reminiscent of the beating ef-
fect in acoustics, develop on either side of the tyger. A
systematic theory which explains the full transition to
thermalised states should capture this effect. These ques-
tions, and many more, are left for future work.
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