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自律型マルチエージェントシステムの構築に関する研究
A Study on a Construction of Autonomous Multiagent Systems 
川上 敬
Takashi KAWAKAMI 
ABSTRACT 
In this study, a n巴wapproach of the acquisition of cooperative strategies in multiagent en 
v1ronment. That is realized by a machine learning system. Based on cooperative strategies, a 
task planning problem in a multiagent environment is solved autonomously. As the one of 
robot task planning problems, the block stacking problem is treated. It is wel known that how 
to get the solution of this problem is said to be the one of the most difficult problem. Given an 
initial state and a goal state of blocks, a solution of the problem is to be given as an optimal 
sequence of operations by which the given goal state is achieved with minimum cost. To real 
ize an autonomous planning mechanism, a classifier system is applied to this problem. The 
classifier system is a general purpose machine learning system. In this approach, a classifier 
corr巴spondsto a production rule that instructs the next operation when its conditional part 1s 
fully matched for a current state. Each robot has an individual classifier system as the robot 
task planner 
I はじめに
高度で柔軟な生産システムを実現するために複数の自律型ロボットが協調するマルチエー
ジ、エント型システムに対する期待が高まっている。そのような自律分散型ロボットシステム研
究における興味はエージェン ト問の相互作用に関するものである。すなわち，各エージェント
の自律性と全体としての整合性の両立が大きな課題となっている。
複数の自律型ロボットを協調させる手法にはいくつかのアプローチがあるが，本報告では，
各エージェントが全体としての成功を達成するような協調的戦略を試行錯誤型の機械学習によ
り獲得するようなメカニズムの実現を目指し，ロボッ トのタスクプランニング問題を対象とす
る。この問題は与えられた作業環境において，ロボットが初期状態から目標状態を達成するた
めの手順生成を計算機により行わせる代表的な計画問題で，人工知能とロボテイクスの両分野
で盛んに研究されている。特にここではタスクプランニング問題の一つであるブロックスタッ
キング問題をマルチエージェン ト環境において解決するようなプランニング機構を機械学習シ
ステムとして知られるクラシファイア シーステム［Hol86］により実現する。
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本アプローチでは複数のエージェントにより，与えられたタスクを分担 ・協調して達成させ
るようなブロックスタッキング問題を設定する。このとき，各エージェントの作業分担は一意
には決定せず，それぞれがタスクや環境に適応してオペレーションを学習する。このように複
数のエージェン トが協調することにより，全体の作業効率の向上，単独には達成できないタス
クの遂行， あるエージェントの故障などに柔軟に対応といった高度なインテリジェンスの実現
を試みる。そのために各エージェントはそれぞれのオベレー ション・プランナーとしてクラシ
ファイアーシステムを持ち スーパーパイザ一等からの指示を受けずに個々に学習を行う。
I マルチ工ージェントシステムによる問題解決
マルチエージェントシステムはエージェン トと呼ばれる自律的な情報処理ユニットの相互作
用による計算機構を用いて柔軟で並列性の高い， より知的な情報処理機構を実現するためのア
プローチである。この様な知的システムを相互作用する小さな知能単位の集合体とみなす考え
方は，人工知能の分野ではMinsky [Min90］などにより繰り返し提案されてきたものである。
ここでは 「エー ジェント」とは一般に次のように定義される。すなわち，エージェントは与え
られたタスクに対して，環境 （エージェントの外部を総称して呼ぶ）との干渉をへて計算を実
行し解を求めるようなコンビュータシステム，あるいは計算プロセスの総称である［植木93］。
換言すると，生存システムにおいて環境とのインタラクションを持ちながら lつのタスクを達
成するための基本決定過程であり，エージェントのもつ構造はタスクや環境の複雑さに応じて
相対的に決定されるべきものである。しかしこのとき与えられる環境やタスクが複雑・大規模
化してその多様度が増大した場合，単一のエージェントにすべての機能を持たせることは事実
上困難が生じる。そこでタスクを分割し，各々に対処する能力を持ったエージェン トの集合体
を構成し，全体としての機能多様度を増幅させることが考えられる。これがマルチエージェン
トシステム構築へのモチベーションである。さらに具体的にロボテイクスの分野から眺めると，
知的自動化システムを考えた場合，多機能かっ高知能な l台のロボットを用意するよりもたと
え個々の能力は限定されていても，多数台のロボットを組み合わせて総合的に作業を遂行させ
たほうが効率が良い場合や 1台のロボットでは実行できない場合などが考えられる。ただしこ
のようなマルチエージェン ト化によって意図した効果を得ることは容易なことではなく，次の
ような問題が発生する。つまり各エー ジェントの自律性の保証と全体システムの整合性の確保
との聞のトレードオフである。すなわち，タスクをマルチエージェン トに分割したときに， 上
位にスーパーパイザなどによるメタシステムが各エージェントに対してタスクに関する指示を
送り結果を統合するようなシステムであるならば結局は トップダウン的な制御システムとなり
メタシステムは膨大な機能を有する必要がある。また逆にマルチエージェン トが各々強い自律
性を有する場合には，他のエージェン トとの競合により タスクを達成することができないなど
の全体システムの整合性が崩れてしまう可能性がある。この問題への最近の回答としては，よ
り自律分散的な制御システムの方が好ましいという多くの報告がなされている ［長田91］。そ
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の理由としては，メタシステムによる中央集権的制御システムでは，変化が予想できないよう
な動的環境下では柔軟な対応が困難である。また理論的に作り込まれたシステムを拡張・ 変更
することも困難であろう。これは生物等の自律分散協調的なメカニズムから見ても有意である
と思われる。したがって本研究の主題は各エージェン トは比較的小さなシステムのみを持ち動
的環境に柔軟に対応させ，それらエージェント聞の協調的戦略を創発的 （ボトムアップ的）に
獲得するための新しい学習スキームの開発である。
I ブロックスタッキング問題
ここで扱うブロックスタッキング問題とは人工知能やロボティクスの分野で問題解決の例題
として広く用いられるもので，与えられた初期状態から目標状態に達するためのオペレーショ
ン列を求める問題である。与えられたタスクが複雑な場合には解の導出が困難な問題としてし
られている。本報告では， ［川上93］と同様の問題設定を適用する。
本問題設定では図1に示すように，テーブル上に同じ形のブロックの集合があり，各ブロッ
クは有限色のうちの1色でペイントされている。 1つのブロックはテーブルまたは他のブロッ
クの上に配置可能で、，積み上げる高さに制限はないが，テーブル上でブロックを配置可能な位
置（スロッ ト）はあらかじめ決まった位置のみとする。つまりこの問題は以下のようにモデル
化される。
B = lbi' i E II, 
c = lei; iξIf, 
P (bJ = (s;, tJ, s;ES, liεL 
(1) 
(2) 
(3) 
ここでBは与えられたブロックの集合で， Iは各フマロックの添字の集合である。また Cはブ
ロックをペイン トする色の集合で， p (bJにより各ブロックの位置が表現される。
この問題空間上で与えられるタスクは，ブロックを移動することが出来るロボットによ り達
αn initiαt st，αte αgoal st<αte 
3 
~ 良2回目→園田1 
1 2 3 1 2 3 
Slots 
自国日間
Figure. 1 The problem settmg 
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成される。このロボットが実行できるオベレーションは2種類とする。すなわち，
PickUp (i）：スロットz上の最上部に配置されているブロックを持ち上げる。ただし， if! 
Sなる zが指定された場合はいずれのブロックも持ち上げない。
PutDown (i）：現在把持しているブロックをスロットI上の最上部に配置する。また，if! s 
なる iが指定された場合はブロックを保持する。
このオペレーションを行うロボ、ツトは複数存在するためロボットの集合Rは，次のように
表現される。
R = Iη；k E Kl, (4) 
したがって，タスクを効率的に達成するための， 時刻 tにおけるロボット hのオベレーション
ゅ（t,k）の列により解が示される事となる。またロボッ トは l度には 1つのブロックしか持ち
上げられないものとし，オペレーション PickUp (i), PutDown (i）にはそれぞれコスト 1がか
かるものと仮定する。ここで，複数のロボットによるオペレーションを考えた場合，状況によっ
ては掴んだブロックをそのまま保持し，他のロボットのオペレーションを待った方が良いケー
スが存在する。つまりブロックを持ち上げたり，置く動作には位置決めや力制御といった大き
なコストを必要とするが，把持したブロックを保持する場合は，あま りコス トはかからないこ
とになる。そこで保持の場合は疑似的にコストを0.5として計算する。従って同じ例題に対し
でもさらに効率の良い協調的行動を獲得する事が出来る。また，各ロボッ トに個別のタスクを
与えることができるものとする（図2）。このような問題設定に従って，コス トを最小にする
ようなオベレ シーョ ンシーケンスを求めることになる。
Robot 1 initial state Robot 2 ???
??
?
??
?
??
?
?
????
??
? ?
given task of 
Robot 1 
J·：~~~~~ 
G 
。て
?
??? 。????
Figure. 2 The block stacking problem in a multiagent environment 
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ブロックスタッキング問題におけるオペレーションシーケンスの決定問題を機械学習により
角平くためにクラシファイアーシステムを適用する。クラシファイアーシステムはエキスパート
システムで用いられるプロダクションルールベースと類似の特徴を持っている。ある状態にお
ける知識はクラシファイアーと呼ばれるス トリングルールによって表現され，このクラシファ
イアーの有限個の集合により全ての実行が制御される。 又，各クラシファイアーには，問題解
決への貢献度に応じて増減される “強度”が割り当てられ，システムは， 学習回数を重ねるご
とにクラシファイア一群を問題に適応するように進化させ，この進化したクラシファイアー群
によりシステムは解を導出する。
クラシファイアーシステムは幾つかの構成要素から構成されており，その中心としてクラシ
ファイアーの集合が存在する。 1つのクラシファイア－ cf；は，条件部分 C；と行為部分向から
構成されるストリングルールで次のように表現される。
c五＝(c;, a;) (5) 
また，条件部と行為部はそれぞれ次のように固定長の整数列で表現される。
c; = linrl le, (6) 
a; = linrl ta, (7) 
ここで， le, laはそれぞれ，問題によって予め決められた，条件部と行為部のストリング長
である。
これをブロックスタッキング問題に適用する場合，のは現在のブロックの状態とロボット
の把持の状況にマッチングされ， 向により オペレーションが指示される。このようなクラシ
ファイアー の集合を各ロボッ トが個別に有し，それぞれに学習を進めることとなる。
しかしここで問題となるのは問題の状態のコーデイング手法である。すなわち，現在の問題
の状態と条件部とのマッチングを行うために状態を何等かの記号列にコード化しなければなら
ないが，状態を表現する全情報を完全にコード化するにはかなり大きなルール空間が必要とな
り事実上困難である。そのため問題の状態空間からプランニングに有効な特徴のみの抽出が必
要となる。 しかし有効なコーデイング手法を決定することは， 簡単な事ではないし， 誤った手
法を用いると探索空間の拡大やマッチングの効率の悪化を招き，それに対応するルールも大量
に用意しなければならない。ここには問題の記述能力と探索空間の大きさの聞のトレードオフ
が存在する。そこで本アプローチでは，探索空間を縮小するために現在の状況を次のルールに
よりストリ ングEにコー ドイヒする。
E = ( (bc1, hl1), (bc2, hl2), . , (bcn, hl,J，γh1，・. rh,n) (8) 
ここで図3に示すように（be;, hl；）はスロットごとの，移動可能なブロックの状態を表すもので，
h，はスロットzにおいて最上部に位置するブロックの色， hljはそのブロックが位置するレイ
ヤーの番号がコーデイングされる。また，向はロボットの把持状態を示し，ロボッ ト1がブロッ
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Figure. 3 A proposed representation method of the state of blocks 
クを把持している場合にはそのブロックの色がrhjにコーデイングされる。ここで要素数ηと
mはそれぞれ，与えられたスロット数とロボット数である。
各ロボットの行動は，環境からの情報と各クラシファイアーの条件部とのマッチングの結果，
条件を満たしたクラシファイアーが活性化する事により，その行為部に従って次のオペレー
ションが実行される。ここでは行為部は2つの部分から成り，それぞれの値引， a2にしたがっ
て， Pick Up (a1）とPutDown (a2）が実行され，ブロックの状態が変化する。このような動作
を目標状態を達成するまで繰り返す。この条件マッチングにおいて，複数のクラシファイアー
が同時に活性化した場合には，クラシファイア一間の競合により，その勝者を決定する。この
競合は各クラシファイアーに対応する強度を基にして計算される指値と呼ばれる値により行わ
れ，より高い強度を有するクラシファイアーがより高い確率で選ばれる。すなわち高い強度を
持ったクラシファイアーの連鎖により初期状態から目標状態への状態遷移が導かれる。
複数のロボットによりタスクを実行する場合には，各自のオペレーションシーケンスを学習
するためにクラシファイアーシステムを個別に持ち， 各ロボットは同期的に行動し， 予め指定
された順序に従い， 1オペレーションづつを順に実行するものとする（図4）。
v クラシファイアーの再強化則
ここで，各クラシファイアーの強度をその問題解決への貢献度に応じて変化させるルールの
強化則が必要となる。すなわち，あるルールによ り採られた戦略の結果をフィー ドパックさせ，
最終的な成功に貢献したルールにはより大きな強度を持たせ役に立たないルールには小さな
強度を与える機構が必要である。しかしある動作がルールの連鎖により表現される場合には，
各クラシファイアーのシステムへの貢献度の判断は困難である。そこでここでは，ルール列に
対する局所的な強化則であるパケッ トブリゲードアルゴリズム［Hol86］を採用する。これは
20'? 
step t 
く：）: blocks state 
step t+l 
step t+2 
?
?
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?
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?
?
?
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Robots carry out a 
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determined order. 
Figure. 4 State transitions of blocks by alternative operations of multiple robots 
各クラシファイアーの強度に基づいた指値の連続的な支払いとタスクの達成による環境からの
報酬により行われる。すなわち， ある瞬間に活性化しているクラシファイアーに対して，環境
情報とマッチした他のクラシファイアーが競合の為に指値をさしだす。そのうちで勝者となっ
たクラシファイアーの指値が，活性化していたクラシファイアーに支払われる。そして勝者と
なったクラシファイアー が自らのメッセージを発生し，問題の状態を変化させ，後続のクラシ
ファイアーから支払を受け，ルール連鎖の最後のクラシファイアーは環境から報酬を受取る。
したがって，時刻 tに戦略として選択されたクラシファイア－ cf；の強度は次式により変更さ
れる。
S (cん t十 1)= S (cんの－B (cんの＋R (cん t+ 1). (9) 
ここで S(cん のと B(cβ，Oはそれぞれ，cλの時刻 tにおける強度と指値の値である。そして
R (cん t+ 1）は時刻 t+ 1に後続のクラシファイアーから受け取る報酬である。また強化速
度を向上するためにタスクの部分的な達成時にも環境から報酬を与えるものとする。
パケットブリゲードアルゴリズムにより現存のルール中の有効なルールを発見できるが， ク
ラシファイアー の集合中にすべての可能なルールを登録することは不可能であるため，何等か
の方法により作成された初期集団に対して学習が行われる。 そこで，さらに良い解を獲得する
ために，新しいルールの生成機構が必要となる。クラシファイアーシステムでは単純な記号列
によりルールが表現されるため GAによる新ルールの生成が可能となる。ただし本アプロー チ
のコー ド化手法に対して，一般的なジェネティックオベレーターを適用すると不当なストリ ン
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グを生成する可能性があるため， ここでは問題向きに修正された突然変異オベレータのみを使
用する。
百計算機実験
上述の構成に基づき計算機上にシミュレーションシステムを構築し， 図5の例題への適用実
験を行った。 このときのシミュレーションは以下の条件のもとで、行った。
－各ロボットが持つクラシファイアーの初期集団は乱数により作成し，重複のない500本
のルールで構成．
－各クラシファイアーの持つ初期強度値はすべて同じ値を設定．
－各クラシファイアーの指値は強度に定数α（0 ＜α＜ 1）を乗じた値とした
・ルール競合において同強度のクラシファイアーが複数マッチした場合にはランダムに勝
者を選択．
・ジ、ェネティックアルゴリズムによる新ルールの生成は学習回数10固につき 1度行う．
Exαmple 1 
??
????
???
y 
3 1 2 
Figure. 5 Given experimental tasks. 
3 
国国→出向
と複数（2台）のエージェントによ り実
行する場合について実験を行った。次に
例題2のようなlエージェントでは解け
ない問題を2エージェン ト環境で学習さ
せた。それぞれの場合の学習結果を図6
に示す。図中，縦軸はタスク達成までの
合計コスト，横軸は学習回数を示してお
り，各点は学習10回ごとの平均値をプ
ロットしている。このグラフから分かる
ように，問題の解はかなり振動しながら学習を進め，次第に収束し，その後は何度繰り返しでも，
まず例題lに対して，与えられたタス 200 
クを 1台のエージェントで実行する場合
???
Example2 
? ?
?
100 
。。 100 200 300 
Learning Times 
Figure. 6 Learning curves of given experimental tasks 
同じオペレーションシーケンスを示す。つまり学習を進めるに従って，高い強度値を有するク
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ラシファイアーが抽出され， それらの連鎖により問題が効率的に解決されている事が分かる。
また例題lを2エージェントで学習させた場合には 1エ ジーェン トの場合よ り良好な解が獲得
された事が分かる。そして例題2のようなブロックの保持や待機を行わなければ解決できない
問題に対しでも解を発見していることが分かる。
次に，同じ環境のなかでそれぞれのエージェントが異なるタスクを与えられた場合について
の実験を行った。 つまりこの実験では，各エージェントが各自のタスクのみを達成しようとす
るのだが，1つの問題空間内に他のエージェン トも存在するため，そのエージェン 卜の作業を
妨げる行動をとる可能性がある。そこでこれらを自律的に学習させることによって， 他のエー
ジェントの邪魔をせずに自らのタスクを達成する協調的行動が獲得できるかを検証する。この
とき各エージェントは自らのタスクの達成後は動作を停止するものとする。 図7が与えたタス
クでその学習結果を図8に示す。図中の値は，両方のタスクが達成されるまでのコストの合計
を示している。 この結果から，初期の段階ではお互いが他の妨害をするような行動を多く とる
ためかなり悪い解が得られるが， 学習を進めるに従って，相手の邪魔をしない，即ち，システ
ム全体として効率のよい解が発見されていることが分かる。
1 
市 内伊nt2 困耐官聞い
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。
given task 
of agent 2 
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Figure. 7 Given experimental task. 
四ま
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Figure. 8 Learning curve of example 3 
と め
マルチエージェント環境におけるタスクプランニング問題への一解法として， クラシファイ
アーシステムの適用による自律的な問題解決機構の実現を試みた。各エージェン 卜は個々にク
ラシファイアーシステムを持ち，他のエージェン トの行動を考慮せずに自らのオペレーション
を学習する。その結果，全体としての効率を向上させる協調的プランが機械学習により獲得さ
れる事を示した。
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