Generalized totally positive matrices  by Fiedler, Miroslav & Markham, Thomas L.
Linear Algebra and its Applications 306 (2000) 87–102
www.elsevier.com/locate/laa
Generalized totally positive matrices
Miroslav Fiedler a;;1, Thomas L. Markham b
aInstitute of Computer Science, Academy of Sciences of the Czech Republic, Pod vodárenskou veˇží 2,
182 07 Praha 8, Czech Republic
bDepartment of Mathematics, The University of South Carolina, Columbia, SC 29208, USA
Received 25 January 1999; accepted 18 October 1999
Submitted by H. Schneider
Abstract
We say that a rectangular matrix over a (in general, noncommutative) ring with identity
having a positive part is generalized totally positive (GTP) if in all nested sequences of so-
called relevant submatrices, the Schur complements are positive. Here, a relevant submatrix
is such either having k consecutive rows and the first k columns, or k consecutive columns
and the first k rows. This notion generalizes the usual totally positive matrices. We prove e.g.
that a square matrix is GTP if and only if it admits a certain factorization with bidiagonal-
type factors and certain invertible entries. Also, the product of square GTP-matrices of the
same order is again a GTP-matrix, and its inverse has the checkerboard-sign property. © 2000
Elsevier Science Inc. All rights reserved.
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1. Introduction
In two recent papers [2,3] the authors obtained results about matrices possess-
ing consecutive-column and consecutive-row properties over a ring with identity R,
which culminated in a characterization via a matrix factorization theorem utilizing
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bidiagonal matrices. In this paper we intend to continue and apply these results to
discuss a new generalization of totally positive matrices to the noncommutative case.
First we introduce some notation. Let R be a ring with identity which has a pos-
itive part RC possessing the property that whenever a and b are in RC, then both
a C b and ab are in RC as well. Further, if a 2 RC, then a is invertible in R and a−1
is again in RC. For simplicity, we shall also say a is positive (a > 0) if a 2 RC.
In the whole paper, we shall work with matrices over R. Now let A be an m  n
matrix, and let M D f1; : : : ;mg, N D f1; : : : ; ng. If I  M , J  N , then A.I j J /
denotes the submatrix of A with row indices in I and column indices in J.
If apq is an entry of A D .aij /, then we say its relevant submatrix A.pq/ of A is
A.pq/DA.fp − q C 1; : : : ; pg j f1; : : : ; qg/ for p > q;
(1)
A.pq/DA.f1; : : : ; pg j fq − p C 1; : : : ; qg/ when p 6 q:
Now suppose A D .aij / is an m  n matrix and apq its entry. Partition its relevant
submatrix as
A.pq/ D

B11 B12
B21 apq

:
If B11 is invertible, we define the cocomplement γ .apq/ of apq as
γ .apq/ D apq − B21B−111 B12: (2)
In other words, γ .apq/ is the Schur complement of B11 in the relevant submatrix
of apq . Observe that the cocomplement, if it exists, is an element in R.
More generally, we define the cocomplement of the entry apq in a square n  n
matrix A D .aij / and the signed cocomplement of apq as follows.
If N D f1; : : : ; ng, let B D A.Nnfpg j Nnfqg/, a:q D A.Nnfpg j fqg/, ap: D A
.fpg j Nnfqg/. Then the cocomplement of apq in A is
γ .apq/ D apq − ap:B−1a:q (3)
the signed cocomplement is
.apq/ D .−1/pCq.apq − ap:B−1a:q/: (4)
We would like to note here that our definition of the cocomplement of apq in a square
matrix is called, in a more general setting, a quasideterminant of the index pair .p; q/
by Gelfand and Retakh in their interesting paper [5].
The following four propositions are (in different notation) well-known.
Proposition 1.1. Let AD.aik/ be a square matrix; and let the cocomplement γ .apq/
of apq in A exist and be invertible. Then A is invertible and
γ −1.apq/ D .A−1/qp:
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Proposition 1.2. Let an n  n matrix A be partitioned as
A D

A11 A12
A21 A22

;
where A22 is 1  1. Let P; Q be invertible .n − 1/  .n − 1/ matrices; B D .Bik/;
B11 D PA11Q; B12 D PA12; B21 D A21Q; B22 D A22. Then; the cocomplement
γ .B22/ in B coincides with the cocomplement γ .A22/ in A.
Proposition 1.3 [6]. Let
A D
0
@A11 A12 A13A21 A22 A23
A31 A32 A33
1
A
be a partitioned matrix for which both submatrices A11 and
A11 A12
A21 A22

are invertible and A33 is 1  1. Then
A33 − .A31 A32/

A11 A12
A21 A22
−1 
A13
A23

D A33 − A31A−111 A13
− .A32 − A31A−111 A12/.A22 − A21A−111 A12/−1.A23 − A21A−111 A12/:
Remark. We shall use this formula also in a more general sense when the indices
in the partitions need not be consecutive.
Proposition 1.4. Suppose A is an n  n matrix which has an LU factorization where
L is a lower-triangular invertible n  n matrix and U is an upper-triangular n  n
matrix having ones on the diagonal. Then lnn is equal to the cocomplement of ann in
A; i.e. lnn D γ .ann/. In addition; if Z D .zik/ is a lower triangular invertible matrix
and B D ZA.D .bik//; then γ .bnn/ D znnγ .ann/.
We shall need another proposition.
Proposition 1.5. Let A D .aik/ be an n  n matrix; let N D f1; : : : ; ng. If γ .apq/;
the cocomplement of apq in a submatrix A.I [ p; J [ q/; where p =2 I 2 N; q =2
J 2 N; jI j D jJ j; exists and is invertible; then the cocomplement γ ..A−1/qp/ of the
entry .A−1/qp in A−1.NnJ;NnI/ exists and satisfies
γ ..A−1/qp/ D .γ .apq//−1: (5)
For the signed cocomplements;
 ..A−1/qp/ D .−1/pCq. .apq//−1:
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Proof. Let first p D q D n. By Proposition 1.2, we can suppose that
I D J D f1; : : : ;mg and that A is partitioned as
A D
0
@A11 A12 A13A21 A22 A23
A31 A32 A33
1
A ;
where A11 is m  m, A33 D .apq/ is 1  1. Let A−1 D .Bik/ be conformally parti-
tioned. Thus
γ .apq/ D A33 − A31A−111 A13
so that
A11 A13
A31 A33

is invertible. Therefore, B22 is invertible and
γ ..A−1/qp/ D B33 − B32B−122 B23
exists.
To prove (5), subtract P A1kBk2 left-multiplied by A31A−111 from P A3kBk2, thus
obtaining
.A32 − A31A−111 A12/B22 C .A33 − A31A−111 A13/B32;
which is a zero matrix.
Hence
.A32 − A31A−111 A12/B23 D −.A33 − A31A−111 A13/B32B−122 B23:
Substituting A12B23 D −A13B33 − A11B13, the left-hand side becomes A32B23 C
A31B13 C A31A−111 A13B33 which is 1 − .A33 − A31A−111 A13/B33 so that
.A33 − A31A−111 A13/.B33 − B32B−122 B23/ D 1
as asserted.
Let now at least one of the indices p, q be smaller than n. Returning to (3), observe
that the cocomplement of apq in A is the same as the cocomplement of apq in
B a:q
ap: apq

and the same holds for the cocomplement of .A−1/qp in A−1. This settles the proof
of the first part.
To consider the signed cocomplements, observe that in our case,
.apq/ D .−1/Cγ .apq/;
where  is the number of elements in I preceding p and  is the number of elements
in J preceding q. Similarly
..A−1/qp/ D .−1/Cγ ..A−1/qp/;
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where  is the number of elements in NnJ preceding q and  the number of ele-
ments in NnI preceding p. Since  C  D p − 1 and  C  D q − 1, the result fol-
lows. 
For the purpose in the sequel, we say a matrix is bidiagonal if it has the form0
BBB@
a11 a12 0    0 0
0 a21 a22    0 0
:::
0       0 am1 am2
1
CCCA :
To simplify notation, we shall write A as
&
0
BBB@
a11 a12
a21 a22
:::
am1 am2
1
CCCA ; (6)
or simply A D& .aij /.
An m  n matrix over R has the consecutive-column property (CC-property) (cf.
[2]) if for all i 2 M; j 2 N;A.ij/ is invertible whenever i > j . Similarly, we say
that A has the consecutive-row property (CR-property) if for i 2 M; j 2 N;A.ij/ is
invertible whenever i 6 j . If A satisfies both the CC- and CR-properties, we say (cf.
[3]) that A is totally nonsingular, abbreviated as TNS.
The following is immediate.
Proposition 1.6. A matrix over R is TNS if and only if the cocomplements of all its
entries in their relevant submatrices exist and are invertible.
Further, we shall use a notation similar to (6) for square normalized bidiagonal
matrices having superdiagonal entries ai; i D 1; : : : ;m − 1
&
0
BBBBB@
1 a1
1 a2
:::
1 am−1
1 
1
CCCCCA D
0
BBBBB@
1 a1 0    0
0 1 a2    0
:::
    am−1
0 1
1
CCCCCA :
Similarly, a square normalized bidiagonal matrix with subdiagonal b1; : : : ; bm−1 is
denoted as
&
0
BBB@
 1
b1 1
:::
bm−1 1
1
CCCA D
0
BBB@
1 0 : : : 0
b1 1 : : : 0
:::
0 : : : bm−1 1
1
CCCA :
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Now we can restate the main results of our papers [2,3].
Theorem 1.7. Let A be an n  n matrix over R. A is TNS if and only if it admits a
factorization of the form
A D BDC;
where B D B1    Bn−1; D is diagonal; C D Cn−1    C1 with
Bi D&
0
BBBBBBBBBBB@
 1
0 1
:::
:::
0 1
bn−iC1;1 1
:::
:::
bni 1
1
CCCCCCCCCCCA
for i D 1; : : : ; n − 1
and
Ci D&
0
BBBBBBBBBBB@
1 0
:::
:::
1 0
1 c1;n−iC1
:::
:::
1 cin
1 
1
CCCCCCCCCCCA
for i D 1; : : : ; n − 1;
where all subdiagonal entries bij of Bi; all superdiagonal entries cij of Ci; and
all diagonal entries di of D are invertible. Furthermore; the factorization in this
form is unique; and each of the entries bij ; cij ; and di .we called them Loewner–
Neville parameters/ is the product of the cocomplement of some entry of A in the
corresponding relevant submatrix and the inverse of another cocomplement.
Theorem 1.8. Let A be an m  n TNS-matrix over R; m 6 n. Then A can be fac-
torized as
A D BDFC;
where B D B1    Bm−1; D D diag.d1;    ; dm/; F D F2F3    Fn−mC1;
C D

In−m 0
0 C0

; C0 D Cm−1   C1;
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Bi D&
0
BBBBBBBBBB@
 1
0 1
:::
:::
0 1
bm−iC1;1 1
:::
:::
bmi 1
1
CCCCCCCCCCA
; Ci D&
0
BBBBBBBBBB@
1 0
:::
:::
1 0
1 c1;m−iC1
:::
:::
1 cim
1 
1
CCCCCCCCCCA
; i D 1; : : : ;m − 1;
Fk D&
0
BBBBBBBB@
1 0
:::
:::
1 0
1 f1k
:::
:::
1 fmk
1
CCCCCCCCA
; k D 2; : : : ; n − m C 1I
here; all entries bij ; m > i > j > 1; cij ; 1 6 i 6 j 6 m; di; i D 1; : : : ;m; fik;
i D 1; : : : ;m; k D 2; : : : ; n − m C 1; are invertible elements in R; called Loewner–
Neville parameters. All m  n TNS-matrices can be obtained in this way; and the
described factorization is unique.
For some earlier results on matrix factorizations of totally positive matrices, we
refer the reader to Refs. [1,4,7,8].
2. Results
In order to study the class of generalized totally positive matrices (GTP-matrices),
we shall, for a moment, distinguish three kinds of GTP-matrices:
An m  n matrix over R will be called:
 a GTP-matrix of the first kind, shortly GTP1-matrix, if the cocomplement of every
entry in its relevant submatrix exists and is positive;
 a GTP-matrix of the second kind (GTP2-matrix), if in each square submatrix, the
cocomplement of its lower-right entry exists and is positive;
 a GTP-matrix of the third kind (GTP3-matrix), if in each square submatrix, the
signed cocomplement of each entry exists and is positive.
Observe that every square submatrix of a GTP3-matrix is invertible. It is imme-
diate that a GTP3-matrix is at the same time a GTP2-matrix and a GTP2-matrix is
at the same time a GTP1-matrix. However, we intend to prove that all three classes
coincide and will be simply called GTP-matrices.
Lemma 2.1. Every GTP2-matrix is a GTP3-matrix as well.
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Proof. It suffices to prove this for square matrices only. We shall use induction with
respect to the order n of such matrix. Since for n D 1 the assertion holds, suppose
that A D .aik/ is an n  n GTP2-matrix, n > 1, and that its every square submatrix
of degree n − 1 is already a GTP3-matrix. We shall show that then for all i and k
from N D f1; : : : ; ng,
.−1/iCkγ .aik/ 2 RC: (7)
This is correct for i D k D n by GTP2. Let us show this for i D n; k < n. Denote
B D A.Nnfng j Nnfng/; bB D A.Nnfngnf1g j Nnfngnfkg/, and further:
a:n DA.Nnfng j fng/;
an: DA.fng j Nnfng/;
Oa:n DA.Nnf1gnfng j fng/;
Oa:k DA.Nnf1gnfng j fkg/;
Oan: DA.fng j Nnfkgnfng/;
Oa1:DA.f1g j Nnfkgnfng/:
Since A is GTP2,
ann − an:B−1a:n 2 RC;
by Proposition 1.3, we have also
ann − an:B−1a:nDann − Oan:bB−1 Oa:n − .ank − Oan:bB−1 Oa:k/
.a1k − Oa1:bB−1 Oa:k/−1.a1n − Oa1:bB−1 Oa:n/: (8)
By the induction hypothesis, the signed cocomplement .ank/ in the matrix
A.Nnf1g j Nnfng/ is positive:
.ank/ D .−1/nCk−1.ank − Oan:bB−1 Oa:k/ 2 RC;
similarly in A.Nnfng j Nnfng/
 .a1k/ D .−1/kC1.a1k − Oa1:bB−1 Oa:k/ 2 RC;
in A.Nnfng j Nnfkg/
 .a1n/ D .−1/n.a1n − Oa1:bB−1 Oa:n/ 2 RC;
and in A.Nnf1g j Nnfkg/
 .ann/ D ann − Oan:bB−1 Oa:n 2 RC:
We have thus
.ann/ − .ank/−1.a1k/ .a1n/ 2 RC;
which implies
−. .ank/ − .ann/−1.a1n/ .a1k// 2 RC;
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or, in the original notation,
.−1/nCkTank − Oan:bB−1 Oa:k − .ann − Oan:bB−1 Oa:n/
.a1n − Oa1:bB−1 Oa:n/−1.a1k − Oa1:bB−1 Oa:k/U 2 RC:
By Proposition 1.3, this means that (7) holds for i D n and k < n.
Analogously, (7) holds for i < n and k D n.
Now let 1 6 i < n; 1 6 k < n. Denote again B D A.Nnfng j Nnfng/, bB D
A.Nnfngnfig j Nnfngnfkg/,
a:n DA.Nnfng j fng/;
an: DA.fng j Nnfng/;
Oa:n DA.Nnfignfng j fng/; (9)
Oa:k DA.Nnfignfng j fkg/;
Oan: DA.fng j Nnfkgnfng/;
Oai: DA.fig j Nnfkgnfng/:
We have again by Proposition 1.3
ann − an:bB−1a:nDann − Oan:bB−1 Oa:n − .ank − Oan:bB−1 Oa:k/
.aik − Oai:bB−1 Oa:k/−1ain − Oai:bB−1 Oa:n/: (10)
By the induction hypothesis, the signed cocomplement .ank/ in
A.Nnfig j Nnfng/ equals .−1/nCk−1.ank − Oan:bB−1 Oa:k/
and belongs to RC, and further
.aik/D.−1/iCk.aik − Oai:bB−1 Oa:k/ 2 RC;
 .ain/D.−1/iCn−1.ain − Oai:bB−1 Oa:n/ 2 RC;
 .ann/Dann − Oan:bB−1 Oa:n 2 RC:
Therefore,
.ann/ − .ank/−1.aik/ .ain/ 2 RC
so that
.aik/ − .ain/−1.ann/ .ank/ 2 RC:
This means that
.−1/iCkTaik − Oai:bB−1 Oa:k − .ain − Oai:bB−1 Oa:n/
.ann − Oan:bB−1 Oa:n/−1.ank − Oan:bB−1 Oa:k/U 2 RC;
which yields (7) again by Proposition 1.3. 
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Corollary 2.2. Let A be an n  n GTP2-matrix. Let S be a diagonal matrix diag
.1;−1; 1; : : : ; .−1/n−1/ of order n. Then; the matrix SA−1S is a GTP2-matrix as
well.
Proof. By Lemma 2.1, A is a GTP3 matrix. Let .A−1/uv be the lower-right entry
in a square submatrix C of A−1. By Proposition 1.5, .−1/uCv ..A−1/uv/ where
..A−1/uv/ is the signed cocomplement of the entry .A−1/uv in C is positive. 
Lemma 2.3. Every .in general rectangular/ GTP1-matrix is a GTP2-matrix as well.
Proof. We shall prove this assertion for m  n matrices by induction with respect
to m C n. If m C n 6 4, the assertion is true. Assume that A D .aik/ is an m  n
GTP1-matrix, m C n > 4, and suppose the assertion is true for all m0  n0 matrices
with m0 C n0 < m C n.
We shall distinguish four cases.
Case 1. Let m D n. Denote by N the set f1; : : : ; ng. Since both submatrices A.N j
Nnfng/ and A.Nnfng j N/ are GTP1, they both are GTP2-matrices by the induction
hypothesis. Thus, if i < n or k < n, the cocomplement of aik in any square sub-
matrix of A for which aik is the lower-right entry, is positive. Let us show first that
if we remove, for any pair i; k; 1 6 i 6 n − 1; 1 6 k 6 n − 1, the ith row and kth
column, the cocomplement of the entry ann in the resulting matrix is positive.
Denote by B the matrix A.Nnfng j Nnfng/; bB D A.Nnfignfng j Nnfkgnfng/, and
further the same notation as in (9): We have again the equality (10). Since ann −
an:B
−1a:n 2 RC and
.−1/nCk−1.ank − Oan:bB−1 Oa:k/ 2 RC;
.−1/iCk.aik − Oai:bB−1 Oa:k/ 2 RC;
.−1/nCi−1.ain − Oai:bB−1 Oa:n/ 2 RC
by Lemma 2.1, it follows that
ann − Oan:bB−1 Oa:n 2 RC
as we wanted to show.
Continuing this procedure, it follows that the cocomplement of ann in any square
submatrix for which ann is the lower-right entry, is positive.
Case 2. m D n C 1. In this case, it will suffice to prove:
Proposition 2.4. If we remove the ith row; 1 6 i 6 n; from A; the resulting n  n
matrix will again be GTP1.
Denote N D f1; : : : ; ng. Since A.N;N/ is GTP1, it is GTP2 by the induction hy-
pothesis. Thus A.Nnf1g j N/ is GTP2 as well and A.N [ fn C 1gnf1g j N/ is GTP1,
since the cocomplements of all its entries in the relevant submatrices are positive.
Therefore, Proposition 2.4 holds for i D 1.
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Now, let i > 1 and write A in partitioned form as0
BBBB@
A11 A12
A21 A22
A31 A32
A41 A42
A51 A52
1
CCCCA ;
where A52 is the lower-right entry of A; .A11 A12/ the first and .A31 A32/ the ith
row of A.
As we already mentioned, the matrix
bA1 D
0
BB@
A21 A22
A31 A32
A41 A42
A51 A52
1
CCA
is GTP1 and hence GTP2 by the induction hypothesis.
We shall show that the cocomplement γ2.A52/ of A52 in
bA2 D
0
BB@
A11 A12
A21 A22
A41 A42
A51 A52
1
CCA
exists and is greater than the cocomplement γ1.A52/ of A52 in bA1, which is positive.
Their difference can be expressed, using Proposition 1.2 and the formula
X−1 − Y−1 D X−1.Y − X/Y−1;
as follows:
γ2.A52/ − γ1.A52/
D −A51
0
@A11A21
A41
1
A−1
0
@A12A22
A42
1
A C A51
0
@A21A31
A41
1
A−1
0
@A22A32
A42
1
A
D −A51
0
@A−112 A11A21
A41
1
A
−1 0
@ 1A22
A42
1
A C A51
0
@A−132 A31A21
A41
1
A
−1 0
@ 1A22
A42
1
A
D A51
0
@A−112 A11A21
A41
1
A
−10
@−A−132 A31 C A−112 A110
0
1
A
0
@A−132 A31A21
A41
1
A
−10
@ 1A22
A42
1
A
D pq;
where
pDA51
0
@A−112 A11A21
A41
1
A
−1 0
@10
0
1
A ;
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q D.−A−132 A31 C A−112 A11/
0
@A−132 A31A21
A41
1
A
−1 0
@ 1A22
A42
1
A :
Clearly, −p is the cocomplement of the lower-right entry 0 in the matrix
Y D
0
BB@
A11 A12
A21 0
A41 0
A51 0
1
CCA :
The matrix0
BBBB@
A11
A21
A31
A41
A51
1
CCCCA
is a GTP1-matrix, and by the induction hypothesis, a GTP2-matrix as well. There-
fore, the n  .n − 1/ matrix0
BB@
A11
A21
A41
A51
1
CCA
is a GTP2-matrix. It is easily seen that it can be completed to a square GTP2-matrix
X by adding a column0
BB@
b1
b2
b4
b5
1
CCA :
Let .a1 a2 a4 a5/ be the last row of the matrix X−1 and let Z be the matrix0
BB@
1
I
I
a1 a2 a4 a5
1
CCA :
Since
ZY D
0
BB@
A11 A12
A21 0
A41 0
0 a1A12
1
CCA ;
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the cocomplement a1A12 of the lower-right entry of the matrix ZY satisfies
a1A12 D −a5p
by Proposition 1.4.
By Corollary 2.2, .−1/nC1a1a5 2 RC which implies, A12 being in RC,
.−1/np 2 RC:
Since0
BB@
A−132 A31 1
A21 A22
A41 A42
A−112 A11 − A−132 A31 0
1
CCA D
0
BB@
A−132
1
1
−A−132 A−112
1
CCA
0
BB@
A31 A32
A21 A22
A41 A42
A11 A12
1
CCA ;
by Proposition 1.5 −A12q coincides with the cocomplement of A12 in0
BB@
A31 A32
A21 A22
A41 A42
A11 A12
1
CCA ;
which is the same as the cocomplement of A12 in0
BB@
A11 A12
A21 A22
A31 A32
A41 A42
1
CCA :
Therefore .−1/nC1.−A12q/ 2 RC by Lemma 2.1, that is, .−1/nq 2 RC, because
A12 2 RC. Consequently, pq D .−1/np:.−1/nq 2 RC which proves Proposition 2.4.
It is now easy to prove that A is GTP2. Whenever we have a k  k submatrix B of
A, we first remove a row which is not in B and continue removing pairs of rows and
columns, all the time staying in the class of GTP1 according to Case 1 until arriving
at the matrix B.
Case 3. Let A be an m  n GTP1-matrix, m > n C 1. Denote M D f1; : : : ;mg;
N D f1; : : : ; ng. Since A.Mnfmg j N/ is GTP1, it is GTP2 by the induction hypoth-
esis. Thus also A.Mnf1gnfmg j N/ is GTP2 which implies that A.Mnf1g j N/ is
GTP1 since the cocomplements of all its entries are positive in the corresponding
relevant submatrices. Thus, A.Mnf1g j N/ is GTP2 as well.
Let us show that A.Mnfig j N/ is GTP1 for each i D 1; : : : ;m. We have shown
this for i D 1 and i D m. Let now 1 < i < m. The matrix A.Mnfig j N/ has then the
property that the cocomplement of each its entry in its relevant submatrix is positive,
since this relevant submatrix is contained either in the GTP2-matrix A.Mnf1gnfig j
N/, or in the GTP2-matrix A.Mnfignfmg j N/. Thus A.Mnfig j Ng is a GTP1-ma-
trix and by the induction hypothesis, a GTP2-matrix. The rest is obvious.
Case 4. m < n. Then we use transposition and one of the cases 2 and 3. 
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We have thus proved that all three classes GTP1, GTP2, and GTP3 coincide. We
shall call them simply GTP-matrices. In the summarizing theorem, we denote by Jk
the k  k matrix having ones along the skew diagonal and zeros elsewhere.
Theorem 2.5. Let A be an m  n matrix over R. Then the following are equivalentV
1: A is a GTP-matrix.
2: JmAJn is a GTP-matrix.
3: A is a TNS-matrix and all its Loewner–Neville parameters are positive.
In addition; if m D n; then for the n  n matrix S D diag.1;−1; 1; : : : ; .−1/n−1/;
the matrix SA−1S is a GTP-matrix.
Proof. The equivalence of conditions 1 and 2 follows from properties of the class
GTP3. The equivalence of conditions 1 and 3 follows from the defining property
of the class GTP1 and Theorem 1.7. The final statement is a consequence of the
property of GTP3 and Corollary 2.2. 
For proving the last theorem, we shall need two lemmas.
Lemma 2.6. Let A and B be n  n GTP-matrices which differ in the last row only. If
C coincides with A in the first n − 1 rows whereas its nth row satisfies Cn D aAn C
bBn with a 2 RC; b 2 RC; then C is a GTP-matrix as well. The same holds if A and
B differ in the first row only and C is formed analogously.
Proof. Let
A D

Y ubAn ann

; B D

Y ubBn bnn

:
Then ann − bAnY−1u 2 RC and bnn − bBnY−1u 2 RC imply aann C bbnn − .abAn C
bbBn/Y−1u 2 RC. A similar argument holds for other entries in the last row. The
second part follows from the equivalence conditions of 1 and 2 in Theorem 2.5. 
Lemma 2.7. Let G be a square GTP-matrix; let X .with the same order/ be of the
form I C Epq; where jp − qj 6 1. If  2 RC; then XG is a GTP-matrix as well.
Proof. Let G, X be n  n. Let first q D p − 1, p > 1, and let G1; : : : ;Gn be the
rows of G. Since
XG D
0
BBBBBBBB@
G1
:::
Gp−1
Gp C Gp−1
:::
Gn
1
CCCCCCCCA
;
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it is easy to check, by Proposition 1.2 and Lemma 2.6, that the cocomplement of
each its entry in its relevant submatrix is positive. Consequently, XG is a GTP1-
matrix, and thus a GTP-matrix. A similar argument applies for the cases q D p and
q D p C 1. 
Theorem 2.8. Let A and G be n  n GTP-matrices. Then the product AG is a GTP-
matrix as well.
Proof. Each matrix Bi , Ci and D from the factorization in Theorem 1.7 can be
written as a product of matrices of the form I C Epq , where jp − qj 6 1 and in
our case,  positive. Indeed, e.g.
Bi D&
0
BBBBBBBBBBBB@
 1
0 1
:::
:::
0 1
bn−iC1;1 1
0 1
:::
:::
0 1
1
CCCCCCCCCCCCA
&
0
BBBBBBBBBBBB@
 1
0 1
:::
:::
0 1
bn−iC2;2 1
0 1
:::
:::
0 1
1
CCCCCCCCCCCCA
: : : &
0
BBBBB@
 1
0 1
:::
:::
0 1
bni 1
1
CCCCCA :
Using Lemma 2.6 recurrently, the proof will be completed. 
3. Concluding remarks
Let us note first that the class of GTP-matrices is in a sense closed with respect
to both forming of submatrices and forming of Schur complements. We have seen it
for submatrices in the previous section. To show it for the Schur complements, let us
define the diagonal sign equivalence as follows:
Two matrices over R are diagonally sign-equivalent if one is obtained from the
other by multiplication of some rows and some columns by −1. The following theo-
rem follows then easily from the four facts:
 a GTP-matrix can be completed to a square GTP-matrix;
 the inverse of a square GTP-matrix is diagonally sign-equivalent to a GTP-matrix;
 the Schur complement in a square matrix is the inverse of the complementary
submatrix in the inverse matrix;
 a submatrix of a GTP-matrix is again GTP.
Theorem 3.1. The Schur complement of any square submatrix in a GTP-matrix is
diagonally sign-equivalent to a GTP-matrix.
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Remark. One cannot expect that in general, the product of two rectangular GTP-
matrices (if the necessary conditions for the sizes are met) will be a GTP-matrix,
since an m  n GTP-matrix A always satisfies rank A D minfm;ng. However, if we
multiply an m  n GTP-matrix by an n  p GTP-matrix and n > minfm;pg, then
the product is again a GTP-matrix.
Let us conclude by showing:
Theorem 3.2. The class of GTP-matrices is a proper extension of the class of totally
positive matrices.
Proof. It is clear that a totally positive matrix is GTP. Let now N be an integer
greater than 1 and let R be the ring of real lower triangular N  N matrices. The
subset of R formed by matrices having positive diagonal entries clearly satisfies the
properties formulated for RC; and the resulting GTP-matrices considered as block
matrices need not be totally positive. 
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