Um estudo sobre o impacto da codificação espaço - temporal e da multiplexação espacial em sistemas de comunicações sem fio / by Aragon, Jose Rene Cuervo













UM ESTUDO SOBRE O IMPACTO DA CODIFICAÇÃO      
ESPAÇO-TEMPORAL E DA MULTIPLEXAÇÃO ESPACIAL EM 
































UM ESTUDO SOBRE O IMPACTO DA CODIFICAÇÃO                  
ESPAÇO-TEMPORAL E DA MULTIPLEXAÇÃO ESPACIAL EM 
SISTEMAS DE COMUNICAÇÕES SEM FIO 
 
Dissertação apresentada como requisito para obtenção 
do grau de Mestre no Programa de Pós-Graduação em 
Engenharia Elétrica, Setor de Tecnologia, Universidade 
Federal do Paraná – UFPR. 
 





























A Cristo, a quem tudo devo. 
 
À minha esposa Clau, sempre te amarei. 
 
À minha filha Azi, farei o melhor para ti. 
 
A meus pais, agora que sou pai entendo tudo o que vocês fizeram por mim. 
 







LISTA DE ABREVIAÇÕES...................................................................................v 
LISTA DE FIGURAS............................................................................................vii 
LISTA DE TABELAS............................................................................................ix 
RESUMO..................................................................................................................x 
ABSTRACT..............................................................................................................xi 
1 INTRODUÇÃO ................................................................................................... 1 
2 A TECNOLOGIA MIMO .................................................................................. 3 
2.1 O CANAL MIMO ......................................................................................................3 
2.1.1. Introdução................................................................................................................3 
2.1.2. Estudos recentes sobre o canal MIMO ................................................................3 
2.1.3. Características Gerais de Propagação ..................................................................7 
2.1.4. Modelagem do Canal .............................................................................................9 
2.2 A DIVERSIDADE ...................................................................................................12 
2.2.1. Conceitos Gerais...................................................................................................12 
2.2.2 Os Códigos Espaço-Temporais (Space-Time Codes - STC) ............................13 
2.3 A MULTIPLEXAÇÃO ESPACIAL ......................................................................19 
2.3.1 Conceitos Gerais....................................................................................................19 
2.3.2 A Tecnologia BLAST ...........................................................................................20 
2.4 COMPROMISSO ENTRE MULTIPLEXAÇÃO E DIVERSIDADE ..............30 
2.5 OS SISTEMAS HÍBRIDOS....................................................................................33 
2.5.1 Análise Geral .........................................................................................................34 
2.5.2. Outras arquiteturas híbridas ................................................................................37 
2.6 EXEMPLO DE APLICAÇÃO DOS SISTEMAS HÍBRIDOS NUM 
SISTEMA DE COMUNICAÇÃO WLAN .........................................................39 
2.7 CONCLUSÕES ........................................................................................................43 
3 MODELO........................................................................................................... 44 
3.1 MODELO GERAL DO SISTEMA HÍBRIDO ANALISADO. .........................44 
 
 4 
3.1.1 Arquitetura do Transmissor..................................................................................45 
3.1.2 Modelo do Canal ...................................................................................................46 
3.1.3 Arquitetura do Receptor .......................................................................................47 
3.2 PROCEDIMENTO DE DETECÇÃO....................................................................48 
3.3 CONCLUSÕES ........................................................................................................55 
4 RESULTADOS E ANÁLISE............................................................................ 57 
4.1 PROCEDIMENTO E CONDIÇÕES DE SIMULAÇÃO ...................................57 
4.2 TOPOLOGIAS PARA AVALIAÇÃO ..................................................................58 
4.2.1 Caso I:  Sem codificação, 1,1 == NM .............................................................58 
4.2.2. Caso II: Esquema de Alamouti com 1=N  e 2=N ......................................62 
4.2.3 Caso III: 2=M  e 3=M , 3=N ......................................................................64 
4.2.4 Caso IV: 2=M  e 4=M , 4=N .....................................................................71 
4.2.5 Caso V: 3=M ......................................................................................................76 
4.2.6 Caso VI: Hibrido OSIC, 4,4 == NM ..............................................................87 
4.3  CONCLUSÕES .......................................................................................................88 
5 CONCLUSÕES.................................................................................................. 89 
5.1 RESUMO DE RESULTADOS ..............................................................................89 
5.2  TRABALHOS FUTUROS.....................................................................................92 
REFERÊNCIAS BIBLIOGRÁFICAS ............................................................... 93 
APÊNDICES ......................................................................................................... 96 
APÊNDICE 1 ........................................................................................................ 97 
ARTICLE - COMBINING DIVERSITY AND MULTIPLEXING IN 
WIRELESS COMMUNICATION SYSTEMS.................................................. 97 
APÊNDICE 2 ...............................................................................................................103 
PROGRAMAS DE SIMULAÇÃO..........................................................................103 
 5 
LISTA DE ABREVIAÇÕES 
 
 
AWGN - Additive White Gaussian Noise, Ruído Gaussiano Branco Aditivo 
 
BER – Bit Error Rate, Taxa de Erro de Bit 
 
BLAST – Bell Labs Layered Space-Time, Arquitetura em camadas espaço- 
                 temporais dos Laboratórios Bell  
 
bps – bits per second, Bits por segundo 
 
BPSK – Binary Phase Shift Keying , Modulação por chaveamento de fase binária 
 
BYTE – Conjunto de 8 bits 
 
D-BLAST - Diagonal Bell Labs Layered Space Time, Arquitetura diagonal em     
camadas espaço-temporais dos laboratórios Bell. 
 
HMTS – Hibrid Transreceiver MIMO Scheme, Esquema MIMO de Transceptores 
Híbridos 
 
LAN – Local Area Network, Rede de área local  
 
MAN – Metropolitan Area Network , Rede de Área Metropolitana 
 
MMSE – Minimum Mean Square Error, Erro Médio Quadrático Mínimo 
 
MIMO – Multiple Input Multiple Output, tecnologia de Múltiplas antenas no 
transmissor e no receptor 
 
OFDM – Orthogonal Frequency Division Multiplexing, Multiplexação por divisão 
de freqüência ortogonal 
 
OSI – Open System Interconnection, Interligação de Sistema Aberto 
 
OSIC – Ordered Successive Interference Cancellation, Algoritmo de cancelamento 
de interferência sucessiva ordenada 
 
PHY – Physical layer, Camada Física 
 





QPSK – Quadrature Phase Shift Keying, Chaveamento de fase em quadratura 
 
SIC - Successive Interference Cancellation, Algoritmo de cancelamento de 
interferência sucessivo 
 
SISO – Single Input Single Output, Sistema de Antenas de uma antena transmissora 
e uma antena receptor 
 
SNR – Signal to Noise Ratio, Relação Sinal-Ruído 
 
STBC – Space – Time Block Codes, Códigos Espaço-Temporais de Bloco 
 
STC – Space –Time Codes, Códigos Espaço-Temporais 
 
STTC – Space-Time Trellis Codes, Códigos Espaço-Temporais de Treliça 
 
TCM- Trellis Coded Modulation ,Modulação codificada em Treliça 
 
V-BLAST – Vertical Bell Labs Layered Space Time, Arquitetura em Camadas 
Espaço-Temporal dos laboratórios Bell 
 
WLAN – Wireless Local Area Network, rede sem fio de área local  
 
ZF – Zero Forcing, Método de Detecção Linear de Forçagem à zero 
 










LISTA DE FIGURAS 
 
 
Fig. 2.1 – Modelo de sistema MIMO ................................................................................12 
Fig. 2.2 – Codificação de Alamouti...................................................................................14 
Fig. 2.3 – Arquitetura da Tecnologia Blast .......................................................................21 
Fig. 2.4 - Detector MMSE.................................................................................................25 
Fig. 2.5 - Diagrama de fluxo da detecção de símbolos na tecnologia BLAST .................29 
Fig.  2.6 - Compromisso entre multiplexação e diversidade .............................................30 
Fig. 2.7 - Compromisso entre ganho de diversidade e ganho de multiplexação para um 
sistema 2== NM  de símbolos independentes........................................33 
Fig.  2.8 – Estrutura híbrida...............................................................................................34 
Fig. 2.9 – Esquema híbrido de quatro transmissores com um STBC de dois 
transmissores, mais dois transmissores de símbolos não codificados ..........38 
Fig. 2.10 – Esquema híbrido com dois esquemas de Alamouti.........................................38 
Fig. 2.11 - Esquema de transmissão no padrão 802.11a....................................................41 
Fig. 2.12 - Esquema híbrido tendo configuração de Alamouti mais um transmissor de 
símbolo não codificado, sugerido para o padrão IEEE 802.11a...................41 
Fig. 3.1 – Esquema híbrido geral.......................................................................................44 
Fig. 3.2 – Esquema geral de detecção do modelo .............................................................50 
Fig. 3.3- Diagrama de fluxo da decodificação no esquema híbrido ..................................55 
Fig. 4.1 – Esquema sem codificação .................................................................................59 
Fig. 4.2 – Desempenho em taxa de erro de bit para o esquema SISO sem codificação....59 
Fig. 4.3-  Desempenho em Taxa de Erro de bit .................................................................60 
Fig. 4.4 – Desempenho em Taxa de Erro de bit ................................................................61 
Fig  4.5 – Esquema de Alamouti, 1=N ..........................................................................63 
Fig. 4.6 – Desempenho em taxa de erro do esquema de Alamouti, 1=N ......................63 
Fig. 4.7 - Desempenho de taxa de erro de bit de Alamouti com 2=N ..........................64 
Fig.  4.8 – Esquema de Alamouti, 3=N .........................................................................66 
Fig. 4.9 – Curva de compromisso entre multiplexação e diversidade para o caso de 
esquema de Alamouti e 3=N ....................................................................67 
Fig. 4.10 – BLAST 3=M , 3=N .................................................................................68 
vii 
 8 
Fig. 4.11 – Híbrido 3=M , 3=N .................................................................................68 
Fig. 4.12 – Resultados do desempenho para 2=M  e 3=M , 3=N ..........................70 
Fig. 4.13 – Esquema de Alamouti, 4=N .........................................................................71 
Fig. 4.14 – BLAST 4=M , 4=N ................................................................................72 
Fig. 4.15 – Híbrido 4=M , 4=N .................................................................................72 
Fig. 4.16 – Resultados do desempenho com 2=M , e 4=M , 4=N ........................75 
Fig. 4.17 – BLAST BPSK, 6)(3 ,3 ≤≤== iiNM .....................................................76 
Fig.4.18 – Desempenho de taxa de erro ............................................................................77 
Fig. 4.19 – BLAST QPSK, 3=M , )63(  , ≤≤= iiN ..................................................78 
Fig. 4.20 – BLAST 8-PSK, 6)(3 ,3 ≤≤== iiNM ....................................................79 
Fig. 4.21 3,3 == NM , Modulações BPSK, QPSK, 8-PSK..........................................80 
Fig. 4.22 – Híbrido BPSK, )63( ,3 ≤≤== iiNM .....................................................81 
Fig. 4.23 – Híbrido 3=M , )63(  , ≤≤= iiN .............................................................83 
Fig. 4.24 – Híbrido 8-PSK e 6)(3 ,3 ≤≤== iiNM ...................................................84 
Fig. 4.25 – Comparativo híbrido para várias modulações.................................................85 
Fig. 4.26 – Sistema híbrido 3,3 == NM ......................................................................86 
Fig. 4.27 – Diferença de detecção entre os métodos SIC e OSIC para um sistema 




















TABELA 2.1 - CARACTERÍSTICAS COMPARATIVA DE ESQUEMAS 
HÍBRIDOS .............................................................................................39 
TABELA 2.2  - MODOS DE TRANSMISSÃO DO PADRÃO IEEE 802.11A. .............40 
TABELA 2.3 - MODOS DE TRANSMISSÃO DO PADRÃO IEEE 802.11A COM 
ESQUEMA HÍBRIDO ...........................................................................42 
TABELA 4.1 - EFICIÊNCIA ESPECTRAL PARA ARQUITECTURAS M=2 
(ALAMOUTI) E M=3, N=3...................................................................70 
TABELA 4.2 - EFICIÊNCIA ESPECTRAL PARA ARQUITECTURAS M=2 
(ALAMOUTI) E M=4, N=4...................................................................75 
TABELA 4.3 - TEMPO DE SIMULAÇÃO COMPARATIVO ENTRE OS 
SISTEMAS HÍBRIDO E BLAST PARA 3,3 == NM  , 
MODULAÇÃO 8-PSK. .........................................................................82 
TABELA 4.4 - COMPORTAMENTO DIFERENCIADO ERROS ALAMOUTI 







É bem conhecido que sistemas MIMO (MIMO: Multiple Input Multiple Output) 
fornecem um aumento na capacidade do canal sem precisar de maior largura de 
banda. Este efeito chama-se de ganho de multiplexação. Igualmente, num sistema 
MIMO com M antenas transmissoras e N antenas receptoras, existem MN enlaces 
independentes entre o transmissor e o receptor. Nesta situação, é possível fornecer 
uma proteção MN vezes maior que para o caso simples de uma antena transmissora 
e uma antena receptora. Isto se denomina ganho de diversidade. Existe um forte 
compromisso entre o ganho de multiplexação e o ganho de diversidade. Os 
sistemas híbridos nascem como fruto deste compromisso, combinando ganho de 
multiplexação através de estruturas tais como BLAST (BLAST: Bell Labs Layered 
Space-Time), com ganho de diversidade através de códigos espaço-temporais, e 
criando novos pontos de operação para os sistemas de comunicação sem fio, em 
termos de eficiência espectral em forte relação com a taxa de erro de bits de 
informação na recepção. É desejável a utilização de boas estratégias de detecção no 
receptor dos sistemas híbridos para estimar de modo certo os dados transmitidos. 
Esta dissertação sugere um procedimento de decodificação para sistemas híbridos e 
avalia através de simulação computacional o desempenho do modelo sugerido para 
estes sistemas, estabelecendo comparações com sistemas de multiplexação e de 
diversidade puros em diferentes configurações de antenas no transmissor e no 
receptor, e com diferentes modulações. Novas configurações nos transceptores 
híbridos não avaliadas até agora são sugeridas. Uma análise do desempenho de 
cada uma das topologias avaliadas é feita. 
 



















It’s well known that MIMO (Multiple Input Multiple Output) systems provide 
increase in channel capacity without needing additional bandwidth. This effect is 
called multiplexing gain. In the same way in a MIMO system with M transmitting 
antennas and N receiving antennas, there are MN independent links between the 
transmitter and the receiver. In this situation, it’s possible to provide a protection 
MN times higher than in the simplest case of M = N = 1. This is called diversity 
gain. There is a tradeoff between multiplexing gain and diversity gain. Hybrid 
systems were suggested as a result of this tradeoff, combining multiplexing gain 
through architectures like BLAST (Bell Labs Layered Space-Time), with diversity 
gain through space-time codes, and creating new operating points for wireless 
communication systems in terms of spectral efficiency in strong relationship with 
the information bit error rate. It’s necessary to project a detection strategy in the 
receiver of the hybrid systems to estimate correctly the transmitted data. This 
dissertation suggests a decoding procedure for hybrid systems and tests, through 
computer simulation, the error performance of this model, stating comparisons 
with multiplexing-only and diversity-only systems, with different modulation 
constellations. In addition, new configurations in the hybrid transceivers, not tested 
until now, are suggested. An analysis of the error performance of each one of the 
proposed topologies is done. 
 
Index Terms: Diversity methods, multiplexing, MIMO systems. 
 
 















A crescente demanda por serviços multimídia e por mobilidade nas redes 
de computadores tem resultado num intenso trabalho de pesquisa desde a década 
passada. As redes locais sem fio (WLAN: Wireless Local Area Network), são 
atrativas por sua mobilidade, mas as altas taxas de transmissão de dados atingidas 
pelas redes locais com fio (LAN: Local Area Network), parecem ainda difíceis de 
serem igualadas. O requerimento por altas taxas de transmissão na interface aérea, 
mantendo uma confiabilidade na transmissão da informação, é um desafio que 
envolve múltiplas dificuldades.  
Por uma parte está a limitação do uso de uma maior largura de banda; o 
espectro é um recurso escasso e caro. Por outra parte, está a dificuldade da 
utilização do canal sem fio, o qual se caracteriza por ser um meio pouco amigável 
devido às complicadas restrições de propagação na interface aérea; estas restrições 
são provocadas fundamentalmente por dois motivos, o desvanecimento e a 
interferência. Como lidar com estes dois problemas é um assunto chave no projeto 
de sistemas que usem o canal sem fio. 
Uma alternativa para combater o desvanecimento é a diversidade, 
entendendo a diversidade como a possibilidade de ter no processo de recepção uma 
ou várias réplicas do sinal transmitido para aumentar a probabilidade de uma 
correta recepção. As técnicas de diversidade podem incluir diversidade espacial, 
diversidade temporal e diversidade em freqüência. 
Sistemas com múltiplas antenas tanto no transmissor como no receptor são 
uma forma especial de diversidade espacial; esta tecnologia é conhecida como 
MIMO e com ela consegue-se atingir elevadas taxas de transmissão sem precisar de 
potência ou de largura de banda adicionais. Por outra parte, um melhoramento na 
confiabilidade do enlace pode ser obtido devido ao fato que os sistemas MIMO 
fornecem diversidade. 
Nos sistemas sem fio, a utilização da tecnologia MIMO cria um canal de 
comunicações com múltiplas entradas e múltiplas saídas que pode ser caracterizado 
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por uma matriz de canal que relaciona as entradas com as saídas. Estes sistemas 
fornecem diversidade e multiplexação. O princípio básico da diversidade é que, 
num sistema de comunicação sem fio, onde a confiabilidade do enlace pode variar 
muito com o par transmissor-receptor, têm-se agora múltiplas possibilidades de 
atingir uma transmissão confiável já que várias replicas do sinal são recebidas 
através de caminhos independentes. Assim, com alta probabilidade, pelo menos um 
dos caminhos não estará em estado de desvanecimento num instante dado. Já com o 
uso de multiplexação, a informação original é dividida em seqüências menores que 
são moduladas e transmitidas independente e simultaneamente por diferentes 
antenas transmissoras. No receptor, estas seqüências são detectadas 
individualmente através de técnicas de processamento de sinais, e em seguida, re-
integradas numa seqüência única que representa uma estimação da seqüência 
original.  
Dado que com a tecnologia MIMO pode-se obter aumento de capacidade 
através da multiplexação, e maior proteção no canal sem fio através da diversidade, 
é possível estudar o uso de estruturas combinadas que forneçam simultaneamente 
ambas alternativas. Estas estruturas se chamam de estruturas híbridas. 
Esta Dissertação de Mestrado tem o objetivo de avaliar o desempenho em 
taxa de transmissão e em taxa de erro de bit, de esquemas de codificação de canal 
híbridos, usando múltiplas antenas para sistemas de comunicações móveis. Um 
esquema de decodificação para estes sistemas é proposto e comparações com 
outros trabalhos são apresentadas. Estruturas com diferentes números de antenas 
são avaliadas. Como motivação, sua aplicação sobre a camada física de redes locais 
sem fio no padrão IEEE 802.11a é analisada. No capítulo dois está a 
fundamentação teórica e ampliação dos temas chaves para este trabalho. Os 
sistemas de multiplexação de diversidade e híbridos são estudados neste capítulo. 
No capítulo três, o modelo geral proposto é examinado. Uma detalhada análise do 
esquema de decodificação é apresentada e discutida. No capítulo quatro se 
apresentam os resultados das simulações com a avaliação destes resultados. No 
capítulo cinco se apresentam as conclusões. 
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2 A TECNOLOGIA MIMO 
 
 




Este capítulo procura discorrer sobre os principais conceitos utilizados no 
modelo proposto nesta Dissertação. Inicialmente, considera-se o estudo nos anos 
recentes que tem sido feito sobre o canal MIMO. Na seqüência, realiza-se uma 
análise de suas características de propagação, e sua modelagem. Posteriormente, 
abordá-se o tema da diversidade, analisando suas formas principais, focalizando na 
diversidade espaço-temporal e o caso de interesse particular do esquema de 
Alamouti. Depois se analisa a multiplexação espacial nos sistemas MIMO, suas 
propriedades e se detalha um caso clássico de multiplexação, a arquitetura BLAST. 
O compromisso entre diversidade e multiplexação é avaliado. Como produto deste 
compromisso, discorre-se sobre a importância dos sistemas híbridos. Um estudo 
destes sistemas é feito, e um exemplo de uma aplicação sobre um sistema de 
comunicações WLAN é analisado. 
 
2.1.2. Estudos recentes sobre o canal MIMO 
 
A análise do canal MIMO não é nova. Publicações na área da teoria da 
informação têm abordado a questão do efeito da utilização de múltiplas antenas na 
capacidade do canal com desvanecimento. Nesse sentido, Telatar [1] obteve 
expressões para a capacidade do canal em sistemas com múltiplas antenas em 
presença de ruído gaussiano. Estas expressões [1] foram obtidas supondo-se que o 
desvanecimento é independente entre utilizações consecutivas do canal. O autor 
conclui que com o uso de múltiplas antenas a capacidade se incrementará 
notavelmente desde que os parâmetros do canal possam ser estimados no receptor e 
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na medida em que os ganhos de percurso entre cada antena transmissora e cada 
antena receptora sejam independentes um do outro. 
Quase ao mesmo tempo, Foshini e Gans [2] chegaram a resultados sobre 
capacidade do canal, considerando desvanecimento quase-estático, ou seja, 
constante durante um intervalo de tempo relativamente longo e com variações 
estatisticamente independentes entre esses intervalos. A principal conclusão 
extraída dos trabalhos anteriores é que a capacidade de canal em sistemas de 
comunicações móveis com múltiplas antenas é bem maior do que a correspondente 
aos sistemas que utilizam somente uma antena. Em particular, a capacidade de 
transmissão de informação em bps aumenta linearmente com o número de antenas 
transmissoras desde que o número de antenas receptoras seja maior ou igual do que 
o número de antenas transmissoras.   
A partir destes resultados vários trabalhos têm sido desenvolvidos tendo 
como objetivo aumentar a capacidade do canal com desvanecimento através da 
utilização de diversidade de antena na transmissão. Por exemplo, o esquema 
proposto por Wittneben [3], é baseado na transmissão da mesma informação por 
duas antenas simultaneamente, sendo que a informação que chega a uma das 
antenas experimenta uma demora equivalente à duração de um símbolo com 
respeito à outra antena. Não há nenhuma penalidade na largura de banda devido à 
utilização deste procedimento, pois, neste esquema, dois símbolos de canal são 
transmitidos simultaneamente. 
Baseados neste trabalho, Tarokh et al. [4] responderam afirmativamente a 
questão sobre se é possível selecionar um código de canal melhor do que a 
estratégia usada por Wittneben para incrementar o desempenho, mantendo 
inalterada a taxa de transmissão e, a seguir, propuseram os chamados códigos 
espaço-temporais de treliça (STTC: Space-Time Trellis Codes) em 1998. Estes 
códigos operam sobre um símbolo da constelação de modulação utilizada a cada 
instante de tempo, produzindo um vetor  formado  por  combinações  lineares 
desses símbolos, cujo  comprimento é  equivalente  ao  número de antenas 
utilizadas na transmissão. Da mesma forma que a modulação codificada em treliça 
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(TCM: Trellis Coded Modulation) para canais com somente uma antena, os códigos 
espaço-temporais de treliça proporcionam ganho de codificação. A principal 
desvantagem destes códigos é que são difíceis de serem construídos com altas taxas 
de transmissão, pois os critérios utilizados na sua construção baseiam-se em 
operações no domínio complexo das modulações em banda básica, e não no 
domínio binário ou discreto, no qual, os códigos de canal são tradicionalmente 
projetados. 
No mesmo ano de 1998, e focalizando o assunto da complexidade na 
decodificação, Alamouti [5] inventou um esquema de codificação espaço-temporal 
bastante simples utilizando duas antenas transmissoras. Este algoritmo de 
decodificação simples pode ser generalizado para qualquer número de antenas 
receptoras. A complexidade do código de Alamouti é bem menor se comparada aos 
códigos espaço-temporais de treliça, mas o desempenho do mesmo é ligeiramente 
inferior. O trabalho de Alamouti tem sido referência para a pesquisa na área da 
tecnologia MIMO e o código apresentado em [5] é mundialmente conhecido como 
código de Alamouti. 
Posteriormente Tarokh et.al. [6] generalizaram este resultado introduzindo 
os chamados códigos espaço-temporais de bloco (STBC: Space-Time Block Codes). 
Estes códigos operam sobre um bloco de símbolos de entrada produzindo na sua 
saída uma matriz cujas colunas estão associadas ao número de antenas, e cujas 
linhas representam instantes de tempo. Ao contrário dos códigos de bloco para o 
canal gaussiano com somente uma antena transmissora, a maior parte dos códigos 
espaço-temporais de bloco não proporcionam ganho de codificação. A principal 
característica destes códigos consiste em proporcionar ganho de diversidade 
máximo com uma complexidade de codificação/decodificação baixa. Bons códigos 
foram projetados em [6] para sistemas de comunicações sem fio com um número 
de antenas entre dois e oito. O código de Alamouti é um caso particular desta classe 
de códigos. 
Como uma aplicação especifica dos Códigos Espaço-Temporais de Bloco, 
Stamoulis [7] apresentou um trabalho no qual foi obtida uma melhora no 
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desempenho de erro na camada física do padrão de rede sem fio IEEE 802.11a com 
a utilização do código de Alamouti. Baseado nestes resultados, o autor faz um 
estudo para demonstrar que a melhora na taxa de erro de bits (BER: Bit Error Rate) 
na camada física do padrão 802.11a se reflete na camada de enlace e na camada  de 
rede, produzindo-se um melhor comportamento da eficiência ou throughput da 
rede. Com a diminuição da taxa de erro de bits, a camada física apresenta-se para as 
camadas superiores numa condição melhor. Assim, menos dados são perdidos na 
transmissão pelo efeito adverso do meio e por isso menos retransmissões de dados 
são necessárias. Isto leva a um aumento de throughput na camada de rede. 
Paralelamente, com a aplicação da tecnologia MIMO e os códigos Espaço -
Temporais de Bloco em sistemas de comunicações sem fio, resultados recentes de 
trabalhos de pesquisa têm abordado a relação entre diversidade e taxa de 
transmissão de dados. Nesse sentido, Zheng e Tse [8] apresentaram um trabalho 
onde estabeleceram o compromisso existente entre estas duas variáveis.  
Almeida et al. [9] avaliaram o desempenho de um sistema MIMO que 
combina diversidade de transmissão e esquemas de multiplexação numa estrutura 
com quatro antenas transmissoras colocadas em dois grupos de duas antenas, cada 
um dos grupos codificados através de Códigos Espaço-Temporais de Bloco, e 
quatro antenas receptoras em conjunto com receptores projetados para 
desvanecimento plano e para canais seletivos em freqüência. Os esquemas, 
combinando técnicas de diversidade e multiplexação, são chamados de sistemas 
híbridos. 
Baseados no trabalho anterior, Freitas et al. [10] avaliaram o desempenho 
de sistemas híbridos quando o desvanecimento correlacionado está presente no 
transmissor, e compararam o desempenho de erro com estruturas híbridas inseridas 
em ambientes de desvanecimento descorrelacionado. Um algoritmo para 
decodificar os sistemas híbridos propostos foi apresentado. 
Os resultados encontrados nos trabalhos prévios foram sumarizados por 
Freitas et al. em [11] e [12]  onde os autores discorrem sobre diferentes esquemas 
com tecnologia MIMO para alcançar esses pontos meios de operação. Uma das 
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considerações importantes feitas neste trabalho é que sempre dentro das tecnologias 
sem fio procuram-se dois objetivos básicos: altas taxas de transmissão de dados e 
mais robustez ante as imperfeições do canal sem fio através da utilização de 
diversidade. O primeiro objetivo é atingido por meio da utilização da tecnologia 
MIMO, entendida no mesmo contexto de Zheng [8], ou seja, como técnica de 
multiplexação espacial. O segundo objetivo é atingido por meio da utilização de 
códigos espaço-temporais. 
Com base no uso de múltiplas antenas no transmissor e no receptor, pode–
se buscar a máxima diversidade fornecida pelos códigos espaço – temporais. A 
partir das considerações feitas em [11], surgem os transceptores MIMO híbridos. 
Estes sistemas fazem uso simultâneo da multiplexação espacial e dos códigos 
STBC para conseguir ganho de diversidade máximo com taxas de transmissão de 
dados mais altas do que as que seriam conseguidas com o uso isolado de códigos 
espaço-temporais. 
 
2.1.3. Características Gerais de Propagação 
 
No item 2.1.2 foram apresentadas as diferentes abordagens que o canal 
MIMO tem tido nos últimos anos. É o momento de iniciar o estudo do canal, 
partindo dos princípios básicos de propagação. 
A propagação no meio sem fio é uma tarefa desafiadora. O sinal deve 
enfrentar características aleatórias e dinâmicas com efeitos geralmente nocivos. A 
primeira dificuldade a ser analisada para a propagação do sinal no meio sem fio é a 
denominada variabilidade em larga escala, a qual está associada à variação do sinal 
ocorrida no deslocamento da ordem de até centenas de comprimentos de onda do 
sinal [13], desde o transmissor até o receptor. Esta variabilidade se traduz em dois 
efeitos, a perda de percurso e o sombreamento. A perda de percurso é a variação do 
nível da potência media do sinal devido à propagação no espaço livre; o 
sombreamento acontece gerado pela intermitente aparição de obstáculos tais como 
edifícios, carros e árvores. 
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A segunda dificuldade a ser analisada que enfrenta o sinal é a variabilidade 
em pequena escala, a qual se apresenta numa escala da ordem do comprimento de 
onda do sinal [13]. Estas variações de pequena escala se geram devido a que o sinal 
transmitido pode ir através de percursos diferentes para chegar ao receptor. Nesta 
situação, para cada percurso diferente tomado pelo sinal transmitido, haverá um 
grupo de componentes espalhados chegando ao receptor. O componente formado 
pela superposição dos componentes espalhados provenientes de um determinado 
percurso é chamado componente de multipercurso. Os multipercursos chegam ao 
receptor com amplitudes, fases e atrasos aleatórios e se combinam construtiva ou 
destrutivamente. O resultado final é uma rápida flutuação na amplitude do sinal 
recebido num curto período de tempo. Isto se denomina desvanecimento em 
pequena escala. 
O desvanecimento em pequena escala tem diferentes variáveis a considerar. 
As componentes em fase e em quadratura do sinal recebido (modulado 
digitalmente) são independentes, distribuídas normalmente. Quando o transmissor e 
o receptor não têm linha de visada, a envoltória pode ser descrita estatisticamente 
usando a distribuição de Rayleigh [13]; já a fase segue uma distribuição uniforme 
no intervalo ]2,0[ π . No caso contrário, existindo linha de visada entre o 
transmissor e o receptor, o desvanecimento é descrito estatisticamente por uma 
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onde 2σ  é a variância [14]. 
A distribuição de Rice está descrita pela seguinte função de densidade de 
probabilidade: 


























σ                             (2.2) 
Onde: 
0I  é a função de Bessel modificada de primeira espécie de ordem zero [14]. 
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0A : Quando se tem um raio direto desde o transmissor até o receptor, se 
configura a linha de visada. Nesta situação, a amplitude deste raio é 0A . 
Nos sistemas MIMO, considera-se que os arranjos de antenas transmissoras 
e receptoras não têm linha de visada, quer dizer, seguem a consideração da equação 
(2.1). 
Esta consideração está baseada no fato que nos canais MIMO, os sinais 
encontram uma série de obstáculos que geram uma grande quantidade de 
componentes multipercurso. Assim, um número significativo de componentes de 
onda com amplitudes diferentes e ângulos de chegada uniformemente distribuídos 
devido ao espalhamento sofrido pelo sinal na vizinhança do móvel, chegam a cada 
um dos receptores; neste caso, o sinal no receptor terá uma envoltória com 
distribuição de Rayleigh. 
 
2.1.4. Modelagem do Canal  
 
a) Classificação de canais multipercurso 
No contexto de canais multipercurso, o canal pode ser analisado sob o 
ponto de vista de freqüência ou do tempo. 
Sob o ponto de vista de freqüência, um parâmetro importante é a largura de 
banda de coerência do canal cB , a qual é uma medida da largura de banda de 
transmissão para a qual a distorção do sinal ao longo do canal se torna perceptível 
[14]. Em outras palavras, a banda de coerência é a faixa de freqüências onde o 
canal pode ser considerado sem distorção ou plano [15]. Neste contexto, se diz que 
o canal é seletivo em freqüência se a largura de banda de coerência do canal for 
menor que a largura de banda do sinal [14]. Nos casos tratados nesta Dissertação, 
considera-se que a largura de banda do sinal é menor que a largura de banda de 
coerência do canal, assim, nenhum componente do sinal sofre distorção causada 
pelo canal. Quando sinais de banda estreita são analisados geralmente pode se 
considerar o desvanecimento como plano. Para o caso de canais seletivos em 
freqüência, o canal se comporta como um filtro seletivo em freqüência e alguns 
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componentes do sinal transmitido serão afetados pelo canal de maneira diferente a 
outros. Na situação contrária, sendo a largura de coerência maior que a largura de 
banda ocupada pelo sinal transmitido, o canal afetará por igual todos os 
componentes de freqüência do sinal e o desvanecimento chama-se de 
desvanecimento plano.  
Do ponto de vista temporal, um parâmetro importante é o tempo de 
coerência, cτ , o qual fornece uma medida da duração do sinal transmitido para o 
qual a distorção ao longo do canal se torna perceptível [14]. O canal é seletivo em 
tempo se o tempo de coerência do canal for menor comparado à duração do sinal 
recebido. O canal não é seletivo em tempo (ou plano no tempo) caso contrário.  
O canal também pode ser classificado como de desvanecimento lento ou 
desvanecimento rápido. Um canal de desvanecimento lento é aquele onde o período 
de símbolo do sinal transmitido é mais curto que o tempo de coerência [16]. 
Uma outra característica importante do canal é que ele seja quase-estático; 
nesta condição, a resposta ao impulso do canal varia tão lentamente durante a 
duração de um bloco de comunicação que pode ser considerada invariável, apenas 
variando de um bloco para outro [11]. Isto representa que o canal não vai mudar 
durante a transmissão de um bloco de dados, sendo que poderia variar de um bloco 
para outro. Para as avaliações de desempenho feitas nesta Dissertação esta 
consideração é fundamental, pois o canal fica constante durante cada uma das 
simulações. 
 
b) Modelo do canal MIMO sem fio 
É necessário então criar um modelo adequado de canal MIMO que abranja 
as principais propriedades do canal sem fio. Em geral no caso dos sistemas MIMO,  
a relação entrada-saída do sistema pode ser representada pela seguinte equação: 
nHxy +=                                                                  (2.3) 
onde [ ]TMxxx 110 ,,, −= Lx  é o vetor de símbolos transmitidos, 
[ ]TNyyy 110 ,,, −= Ly é o vetor de símbolos recebidos, ( )MN×H  a matriz que representa 
 11 
o canal, [ ]TNnnn 110 ,,, −= Ln  é o vetor complexo de ruído Gaussiano branco aditivo 
(AWGN: Additive White Gaussian Noise). Este ruído Gaussiano é um processo 
aleatório com valor médio igual a zero [14]. As razões para esta última suposição é 
que ela viabiliza os cálculos para o receptor, e é uma descrição razoável do tipo de 
ruído presente em muitos sistemas práticos de comunicação. Em geral (2.3) é a 
equação chave dos sistemas MIMO sem fio, já que relaciona a entrada e saída 
através da matriz de canal H . 






























H                                        (2.4) 
Cada um dos elementos ijh  representa o coeficiente de ganho de percurso 
do canal entre o transmissor j e o receptor i . Os elementos ijh  serão considerados 
como sendo amostras independentes e identicamente distribuídas (i.i.d) de uma 
variável aleatória complexa gaussiana; isto significa que cada um dos elementos ijh  
não tem correlação com os outros; já a envoltória de ijh , segue uma distribuição 













Fig. 2.1 – Modelo de sistema MIMO 
 
É necessário notar que tem se colocado para cada um dos transmissores um 
modulador, e para cada um dos receptores um demodulador. Em geral nos sistemas 
de comunicações, a transmissão de informação é otimizada através da modulação. 
 
2.2 A DIVERSIDADE 
 
2.2.1. Conceitos Gerais 
 
Tal como foi comentado no item 2.1.3, os canais sem fio sofrem atenuação 
devido à propagação multipercurso. A atenuação pode ser tal que o receptor seja 
incapaz de determinar com precisão o sinal transmitido. Precisa-se de um recurso 
que forneça réplicas do sinal, de forma que tais réplicas sejam transmitidas 
redundantemente através de canais que sofram desvanecimentos independentes, 
existindo desta forma uma alta probabilidade que pelo menos um dos canais não 




Existem vários tipos de diversidade, entre eles:  
- Diversidade espacial: Significa enviar ao receptor o mesmo sinal desde 
locais diferentes com a condição que exista descorrelação entre os 
caminhos percorridos pelo sinal emitido desde os diferentes pontos. Esta 
técnica de diversidade é feita através da utilização de múltiplas antenas 
no transmissor e/ou no receptor, separadas convenientemente para 
garantir a descorrelação entre os caminhos percorridos pelo sinal. O 
espaçamento entre antenas adjacentes para garantir esta descorrelação 
deve ser de pelo menos sete vezes o comprimento da onda [14]; 
- Diversidade de tempo: O mesmo sinal é transmitido em diferentes 
instantes de tempo, o espaçamento entre os intervalos deve ser maior que 
o tempo de coerência do canal Cτ ; 
- Diversidade de freqüência: É conseguida, enviando-se ao receptor o 
mesmo sinal em diferentes bandas de freqüências. Estas freqüências 
devem ter um espaçamento igual ou maior que a largura de banda de 
coerência do canal [14]. 
 
2.2.2 Os Códigos Espaço-Temporais (Space-Time Codes - STC) 
 
Visando fornecer diversidade, vários tipos de esquemas têm sido sugeridos. 
Um deles são os códigos espaço-temporais, os quais fornecem redundância em 
espaço, através do uso de múltiplas antenas, e redundância no tempo, através da 
codificação de canal. Como foi comentado na seção 2.1.2, as primeiras estruturas 
procurando atingir este objetivo foram sugeridas por Wittneben [3] e Tarokh [4]. 
No caso de [3], a mesma informação é transmitida por duas antenas, mas 
com um atraso de um intervalo de símbolo. E no caso de [4], os dados são 
codificados por um código de canal; posteriormente, estes dados codificados são 
mapeados pelo codificador espaço-tempo de Treliça um símbolo ao tempo ao vetor 
de saída; o código de canal cria correlação entre as palavras código, tanto em tempo 
(entre símbolos sucessivos), como em espaço (entre as diferentes antenas) [17]. No 
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receptor, o sinal em cada antena receptora é uma superposição linear dos M sinais 
transmitidos, contaminados pelo ruído. Esta nova classe de esquemas de 
codificação de canal foi chamada de Códigos Espaço-Temporais de Treliça (STTC: 
Space-Time Trellis Codes). Os códigos possuem um ganho de diversidade dado 
pela quantidade de antenas transmissoras. A desvantagem destes códigos está na 
alta complexidade para sua decodificação. 
 
a) O código de Alamouti 
Para tratar o problema da complexidade da decodificação nos códigos 
espaço-temporais, Alamouti [5] sugeriu um elegante esquema de diversidade com 
duas antenas de transmissão e uma antena de recepção, podendo ser generalizado a 
N antenas de recepção [18]. Vários trabalhos têm sido publicados em relação ao 
tema [4], [19]. O código de Alamouti introduz correlação espacial e temporal nos 
sinais transmitidos pelas diferentes antenas, aumentando a ordem de diversidade no 
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Fig. 2.2 – Codificação de Alamouti 
 
Na Figura 2.2 observa-se o esquema de Alamouti. O funcionamento deste 
esquema pode ser definido em três passos [5]: 
- Codificação e seqüência de transmissão: Os dados ingressam a um 
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codificador espaço-temporal STBC. STBC é um tipo especial de código 
Espaço-Temporal (STC). Desde os transmissores 0TX  e 1TX  se enviam 
dois símbolos x0 e x1 sobre dois períodos de tempo: no tempo t0, x0 e x1 
são transmitidos; no tempo t1, os símbolos transmitidos são *1x−  e *0x , 
onde ( )*⋅  representa conjugado complexo. A matriz A de símbolos de 
Alamouti pode ser colocada, no caso de dois transmissores e um 
















A                                          (2.5) 
Nesta matriz cada coluna representa um transmissor, e cada linha um 
período de símbolo. O canal no tempo t0 pode ser modelado como uma distorção 
multiplicativa 00h  para a antena transmissora zero, e 10h  para a antena transmissora 
um. Se for assumido que o canal permanece constante sobre os dois períodos de 
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Onde 0y  e 1y  são os sinais recebidos nos tempos t  e Tt + , e 0η  e 1η  são 
variáveis aleatórias complexas representando o ruído aditivo. 
















                                           (2.8) 
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 - Regra de decisão de máxima verossimilhança: Os sinais da equação (2.8) 
são enviados a um detector de máxima verossimilhança, o qual estima os 
sinais 0x  e 1x com a mínima probabilidade de erro. Os sinais resultantes 
de desenvolver (2.8), são equivalentes aos resultados obtidos a um 
sistema de um TX e dois RX [5]. Isto significa que a ordem de 
diversidade do esquema de Alamouti é igual à ordem de diversidade de 
um sistema com um TX e dois RX. Quer dizer que com o novo esquema é 
possível fornecer diversidade ao sistema usando mais de uma antena no 
transmissor, e já não no receptor, como era tradicional. 
Seguindo a equação 2.7, o esquema de detecção pode ser generalizado para 
N  antenas receptoras da seguinte maneira: 
( ) ( )




















































































































Onde yi,t e ni,t são o sinal recebido e ruído na antena receptora i durante o 




























iiii yhyhx                                                      (2.11) 
Finalmente, os símbolos estimados 
0x̂  e 1x̂  podem ser obtidos por meio de 
um detector de máxima verossimilhança. Se o canal não for conhecido, o canal 
pode ser estimado no receptor através do envio de seqüências de treinamento 
conhecidas. Neste trabalho, assume-se que o receptor conhece o canal. O canal se 
considera quase-estático.  
Um outro parâmetro importante para avaliar o desempenho do sistema é a 
taxa de transmissão de dados. Esta taxa se define como o número de símbolos que 
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são codificados por intervalos de sinalização. Se K símbolos são enviados em T  
intervalos de tempo, a taxa de transmissão R estará dada por: 
K/TR =                                                           (2.12) 
A taxa R  é uma medida da quantidade de redundância inserida pelo 
código. No caso do esquema de Alamouti, 2=K  símbolos de informação são 
transmitidos em 2=T  intervalos de sinalização, assim a taxa fica determinada 
como sendo 1=R .  
Definida a taxa de transmissão do código de Alamouti, é possível definir 
sua eficiência espectral. Como foi mencionado no modelo do canal MIMO na seção 
2.1.4, os símbolos são modulados antes de serem enviados pelos transmissores. Se 
uma modulação P-QAM, ou P-PSK é usada (onde P  é cardinalidade do esquema 
de modulação utilizado), cada símbolo possui )(log2 P  bits de informação. A 
cardinalidade P  do esquema de modulação significa o número de símbolos do 
alfabeto gerado pela modulação.   
Assim, a eficiência espectral pode se expressar como [11]: 
bps/Hz   log2 (P)Rη =                                                (2.13) 
No caso particular do esquema de Alamouti, a taxa é 1=R , o que reduz a 
eficiência espectral a: 
                         bps/Hz   log2 (P)η =                                                   (2.14) 
Para avaliar o desempenho do esquema de Alamouti em termos de 
confiabilidade, é necessário encontrar a taxa de erro de bit (BER) do esquema.  
Em alguns sistemas de transmissão digital [14], a taxa de erro de bit se 
pode definir como: 
)(log2 P
P
BER er=                                                           (2.15) 
Onde 
er
P é a probabilidade de erro de símbolo, e P  é a cardinalidade do 
esquema de modulação. Para encontrar a probabilidade de erro, primeiro precisa-se 
achar o número de erros, comparando os símbolos detectados em recepção com 
relação aos símbolos transmitidos para um valor fixo de SNR , conforme este valor é 
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definido em (2.16). Tendo este número de erros, divide-se pela quantidade de 
símbolos transmitidos, e esta relação é aproximadamente a probabilidade de erro de 
símbolo. Posteriormente, aplica-se a equação (2.15) para obter a taxa de erro de bit. 
A taxa de erro assim definida é avaliada em diferentes valores de SNR. Para 




SNR b=                                                            (2.16) 
Onde bE  é a energia de bit, e 0N  é a densidade espectral de potência de 
ruído. Uma explicação detalhada deste conceito encontra-se em [20].  
Para a avaliação de desempenho de erro do esquema de Alamouti, igual 
que para os outros sistemas usados nesta Dissertação, será usada a taxa de erro de 
bit e a relação SNR como foram definidas em 2.15 e 2.16. 
 
b) Generalização dos códigos espaço-temporais 
A partir do trabalho  de  Alamouti  [5], e  como foi mencionado no 
Capítulo 1, Tarokh et al.[6] generalizaram este resultado introduzindo os chamados 
códigos espaço-temporais de bloco (Space-Time Block Codes-STBC). Com este 
trabalho Tarokh apresentou diversos esquemas de codificação espaço-temporal 
baseados em construções ortogonais. Estes códigos operam sobre um bloco de 
símbolos de entrada produzindo na sua saída uma matriz cujas colunas representam 
o número de antenas transmissoras, e cujas linhas estão associadas ao número de 
instantes de tempo. A complexidade de codificação destes códigos é baixa.  
Um exemplo da generalização dos códigos espaço-temporais, se observa na 












































































Nesta matriz, têm-se três antenas transmissoras (três colunas). Enviam-se 
quatro símbolos ( 1x  a 4x ) em oito intervalos de tempo (oito linhas da matriz). 
Assim, a eficiência espectral deste esquema espaço-temporal se expressa como: 
bps/Hz   )(log)2/1( 2 Pη =                                                    (2.18) 
 
2.3 A MULTIPLEXAÇÃO ESPACIAL 
 
2.3.1 Conceitos Gerais 
 
Ao mesmo tempo de ganhar confiabilidade na transmissão de dados nos 
sistemas sem fio, as estruturas MIMO visam o aumento de capacidade do sistema. 
Este aumento de capacidade é atingido através da transmissão simultânea de 
símbolos desde o transmissor. Num ambiente de espalhamento com 
desvanecimento Rayleigh independente, a estrutura pode atingir taxas que crescem 
linearmente com o número de antenas transmissoras [21]. 
Foschini et al. fizeram em [2] uma análise do aumento da capacidade nos 
sistemas MIMO se baseando no estabelecido por Shannon em sua bem conhecida 
fórmula de capacidade: 
bps   )1(log2 SNRBC +=                                            (2.19) 
Partindo desta equação, Foschini aproveita a relação SNR  do sistema para 
inserir a influência tanto de antenas transmissoras como receptoras na estrutura 
 20 
MIMO e obter expressões de capacidade em função do número de transmissores e 
de receptores. 
O aumento de capacidade leva diretamente a um incremento de eficiência 
espectral, já que todas as antenas transmitem simultaneamente na mesma banda de 
freqüência. Este incremento de capacidade se conhece como ganho de 
multiplexação e descreve quanto a capacidade de canal pode ser aumentada 
usando-se os sub-canais espaciais criados pela estrutura MIMO. 
Supondo um sistema MIMO de M  antenas transmissoras e N  antenas 
receptoras, na recepção cada uma das N antenas receptoras recebe todos os sinais 
transmitidos desde cada uma das M antenas transmissoras. Estes sinais interferem 
uns com outros. Cabe agora ao esquema de recepção fornecer um adequado 
procedimento de decodificação para detectar os símbolos. Este procedimento será 
analisado dentro do esquema de multiplexação espacial BLAST. 
 
2.3.2 A Tecnologia BLAST 
 
Os sistemas sem fio somente logram atingir altas capacidades se a 
característica de multipercurso é utilizada através de uma adequada arquitetura 
MIMO. A arquitetura D-BLAST (Diagonal Bell Labs Layered Space-Time) foi a 
primeira aproximação a procurar este objetivo. Inicialmente proposta por Foshini 
[21], esta estrutura realizava uma codificação de bloco para o vetor de entrada; 
porém, esta codificação levava o procedimento a ser complexo em sua 
implementação. Desta maneira, uma modificação foi feita resultando na arquitetura 
da tecnologia V-BLAST (Vertical Bell Labs Layered Space), na qual um fluxo de 
dados é demultiplexado através de um conversor série-paralelo em M  símbolos 
por cada período de símbolo, e cada grupo de símbolos é simultaneamente enviado 
pelo grupo de M transmissores. Os transmissores operam na mesma faixa de 
freqüência. O grupo de símbolos transmitidos simultaneamente forma um vetor de 
M símbolos. Assume-se que todos os símbolos são modulados a partir da mesma 
constelação de modulação [22]. 
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A arquitetura da tecnologia V-BLAST demonstrou ser muito mais simples 
que D-BLAST já que não precisa de codificação de bloco no vetor de entrada. A 
tecnologia V-BLAST é formada por M antenas transmissoras e N antenas 
receptoras onde MN ≥  dado que é necessária a inversão da matriz que representa o 
canal no processo de detecção, como se vê na seção 2.3.2 (a). Os dados de entrada 
já demultiplexados em cada antena transmissora são chamados também de 
“camadas”. Cada camada é transmitida por uma antena diferente e todas as 














Fig. 2.3 – Arquitetura da Tecnologia Blast 
 











































































No caso, por exemplo, do receptor 0RX , o símbolo recebido 0y  terá a 
seguinte composição: 
0)1()1(0101000 ... η++++= −− MM0 xhxhxhy                         (2.21) 
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Observa-se o receptor 0RX  recebe contribuição de todos os símbolos do 
transmissor, cada um deles multiplicado pelo ganho de percurso correspondente. 
Igual acontece com os demais elementos do vetor recebido y . 
A matriz do canal H  é assumida quase-estática; também se assume que o 
receptor tem conhecimento do canal. Cada um dos elementos do vetor 
[ ]TNyyy )1(10 ... −  representa o sinal recebido em cada uma das N  antenas 
receptoras. Cada um dos sinais recebidos iy  com 10 −≤≤ Ni , é uma 
superposição dos sinais enviados pelas antenas transmissoras, onde para o caso da 
ésima−i antena receptora, cada um dos símbolos das M antenas transmissoras é 
multiplicado pelo seu coeficiente de ganho de percurso ijh  e somados em cada uma 
das antenas receptoras como se observa em (2.21). A cada um dos sinais nas 
antenas receptoras é somada também a componente de ruído branco Gaussiano η , 
conforme (2.3). 
A principal característica da tecnologia BLAST é sua alta eficiência 
espectral, pois se enviam vários símbolos simultaneamente num só período de 
símbolo. Para esta arquitetura, o ganho de multiplexação máximo está dado por 
)(min M,N ; já que MN ≥ , pode se expressar o ganho de multiplexação máximo 
como sendo igual a M . 
Voltando à equação (2.12), no caso da arquitetura V-BLAST se têm 
M símbolos transmitidos simultaneamente em 1=T  intervalo de tempo; assim, a 
taxa R  será dada por: 
1/MR =                                                            (2.22) 
Já a eficiência espectral se reduz a: 
bps/Hz   )(log2 PRη =                                                      (2.23) 
bps/Hz   )(log2 PMη =                                                      (2.24) 
Dado que os receptores possuem componentes superpostos dos sinais 
transmitidos, precisa-se de um mecanismo de detecção que detecte cada símbolo 
transmitido. A seguir, analisa-se este mecanismo. 
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a) Detecção de símbolos na tecnologia BLAST 
O processamento de sinais na tecnologia BLAST no receptor procura 
detectar os símbolos enviados desde o transmissor. O sinal presente em cada uma 
das antenas receptoras, como foi visto na equação 2.21, tem contribuição de todas 
as antenas transmissoras.  
Existem dois métodos para realizar a detecção: 
 
1) Detecção linear 
Usam-se técnicas combinatórias lineares para a supressão da interferência 
[19]; quando se procura detectar o ésimo−i símbolo transmitido, os demais 
símbolos são tratados como interferência. Esta técnica também se conhece como 
“nulling” ou anulamento. Na detecção linear a detecção dos símbolos (camadas) é 
feita pela ponderação linear satisfazendo algum critério de desempenho como o 
critério do mínimo erro quadrático médio (MMSE: minimum mean square error) ou 
forçagem a zero (ZF: zero-forcing). 
Antes da descrição estrita do critério ZF, é necessário obter outro conceito 
adicional, a matriz pseudo-inversa [23]. A matriz inversa de uma matriz A  que é 
1A−  existe se e somente se a matriz A  é quadrada e tem posto completo. Neste 
caso, bx =A  tem a solução bx 1−= A . A matriz pseudo-inversa +A  é a 
generalização da matriz inversa para qualquer matriz de dimensão ][ nm × . 
Assumindo-se nm ≥ e tendo A  posto completo n , defini-se a matriz pseudo-
inversa como: 
TT AAAA 1)( −+ =                                          (2.25) 
E a solução de bx =A  é bx += A . A matriz pseudo-inversa também pode 
se chamar inversa generalizada de Moore-Penrose. 
 
- Critério de Forçagem a Zero (ZF): 
Este critério visa estimar um símbolo tratando os demais como 
interferentes. Isto é feito através de +H  que é a matriz pseudo-inversa da matriz do 
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canal H ; esta matriz também é chamada matriz de pesos de filtro espacial. Como 
foi mencionado na equação (2.24), +H  se define como: 
TT HHHH 1}{ −+ =                                                (2.26) 
E o vetor de saída y do detector MIMO-ZF está dado por  
yHx +=                                                                (2.27) 
Da mesma maneira como é possível estimar todos os símbolos do vetor x  
simultaneamente através de (2.27), também é possível realizar o procedimento 
detectando símbolo a símbolo. Para isto, se escolhe a linha da matriz +H  
correspondente ao símbolo do vetor x  que se deseja estimar. Por exemplo, se fosse 
selecionado para ser estimado somente o símbolo 2x , escolhe-se a segunda linha da 
matriz +H , +2H , e se realiza a operação da equação (2.27) para esta este símbolo e 
esta linha: 
yH+= 22x                                                                                (2.28) 
 
- Critério do Erro Quadrático Médio (MMSE) 
A arquitetura geral para o detector que utiliza este critério possui uma 
ponderação de cada um dos sinais recebidos em cada uma das antenas receptoras, 
através de um peso ajustável. As saídas ponderadas são somadas para produzir o 
sinal de saída matricial. Precisa-se de um sinal de referência que esteja 
correlacionado com o sinal desejado. O sinal de saída matricial é subtraído do sinal 
de referência para gerar um sinal de erro, o qual é usado para aplicar os ajustes 
apropriados aos pesos elementares de cada um dos transmissores. Pode se observar 






Fig. 2.4 - Detector MMSE 
 
Cria-se assim um sistema de retro-alimentação para controlar os pesos 
elementares. O erro médio quadrático é:  
dMMSE SxWe −=                                                    (2.29) 
Onde: 
- MMSEW  é o vetor de filtros espaciais, que na Fig. 2.4 aparecem 
mencionados desde 0W  até 1−NW ; 
- O vetor x  possui os sinais recebidos nas antenas 0RX  até 1−NRX ; 
- O sinal dS é o sinal de referência; 
- O produto xWMMSE  é a saída y  do arranjo. 
Tendo-se a saída y , esta saída é comparada (subtraída) do sinal desejado 





Define-se a função custo MMSE como: 
}E{J
2
dMMSEMMSE x SW −=                                           (2.30) 
O objetivo é minimizar a função custo J , o qual eliminará os sinais 
interferentes e melhorará o sinal desejado na saída do arranjo. Entretanto o 
algoritmo dos mínimos quadrados [14] minimiza o valor instantâneo da função J , 
e esforça-se iterativamente para atingir o mínimo erro médio quadrático (MMSE).  
 
2) Detecção não linear 
Os detectores não lineares utilizam a técnica de cancelamento sucessivo de 
interferência (SIC: Successive Interference Cancelling). Nesta técnica, a 
contribuição dos símbolos detectados no sinal recebido é sucessivamente removida 
em etapas. Assumindo-se decisões corretas em relação ao símbolo transmitido, o 
sinal fica livre de interferência dos símbolos anteriormente detectados. 
No algoritmo SIC, inicialmente o sinal recebido é detectado através de 
processamento linear, através de ZF ou MMSE; isto gera um primeiro símbolo 
estimado jx̂ . A contribuição deste símbolo é subtraída nos sinais recebidos, 
calculando-se novos sinais de saída livres da contribuição do símbolo jx̂ . A 
recursão continua até ser encontrado o último símbolo. O algoritmo SIC pode ser 
crítico se um símbolo é detectado erroneamente, pois sua arquitetura seqüencial que 
depende dos símbolos encontrados previamente, faz que a partir dessa detecção 
errônea se gerem erros para frente. Este problema pode ser atenuado com uma 
ordem determinada no processo de detecção. Esta ordem pode ser determinada, 
tomando-se o primeiro símbolo a ser detectado como aquele com maior SNR; isto é 
feito porque o símbolo com maior energia no receptor terá menos probabilidade de 
ser detectado erroneamente, e gerará menos erros nas seguintes detecções, já que 
elas dependem dos símbolos previamente detectados. Neste caso, o algoritmo SIC é 




b) Algoritmo de detecção de símbolos na tecnologia BLAST 
Será analisado o algoritmo detalhado. Assumindo que os componentes 
jx  
do vetor x  são extraídos na ordem incremental desde 
0x  a 1−Mx , o algoritmo ZF-
SIC da tecnologia V-BLAST pode ser escrito como um procedimento recursivo 
como segue: 
i) Visando aplicar a detecção linear através do critério ZF, calcula-se a 
matriz pseudo-inversa da matriz de canal de H , +H . Isto é dado por: 
+= HG                                                       (2.31) 
     Conforme explicado na seção 2.3.2. (a), a matriz +H fornece agora a 
possibilidade de detectar cada um dos símbolos no vetor recebido y , o 
qual é conhecido. 
ii) Determine a linha da matriz G correspondente ao ésimo−j  símbolo a 
ser detectado. Este símbolo no algoritmo OSIC será aquele com maior 
energia no receptor, para obter uma maior probabilidade de detecção 
correta. Para detectar o símbolo com maior energia no receptor, 
procura-se a linha da matriz pseudo-inversa G que tenha a menor 
norma; esta linha com a menor norma significa a coluna da matriz 
H com a maior norma, ou seja, a coluna tendo os  coeficientes de 
ganho de percurso com os valores mais altos; cada coluna da matriz 
H possui os ganhos de percurso que multiplicam o símbolo enviado 
por cada antena em particular; por exemplo, a coluna um da matriz H  
são os ganhos de percurso associados aos símbolos enviados pelo 
primeiro transmissor a cada um dos receptores. Assim, a coluna com a 
maior norma em H gerará o maior valor de energia no receptor, 
multiplicando o símbolo correspondente à coluna pelos ganhos de 
percurso. Então esta linha da menor norma da matriz G  será denotada 
pelo vetor w : 
jGw =                                                                       (2.32) 
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iii) Detecte o ésimo−j  símbolo, o qual será denotado por jr   
wy=jr                                                               (2.33) 
 
iv) Estime o símbolo recebido, 
)Q(ˆ jj rx =                                                            (2.34) 
 
v) Começa o processo de cancelamento de interferência. O efeito do 
símbolo jx̂  é então subtraído do sinal recebido 
jj x̂
' Hyy −=                                                         (2.35) 
Onde jH  é a ésima−j  coluna de H . 
 
vi) Já que o símbolo jx̂  foi estimado é possível anular a ésima−j  coluna 
de H  correspondente a este símbolo. Assim, 
                        ]0  0        0  0[ j LL HHH −=
−                                        (2.36) 
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2.4 COMPROMISSO ENTRE MULTIPLEXAÇÃO E DIVERSIDADE 
 
Os sistemas MIMO fornecem ganho de multiplexação e ganho de 
diversidade. O primeiro descreve o quanto a capacidade de canal pode ser 
aumentada, usando-se os sub-canais espaciais criados pelo canal MIMO 
paralelamente. O segundo apresenta o aumento de confiabilidade do enlace contra o 
efeito do desvanecimento.  
No trabalho de Zheng e Tse [8], a diversidade e a multiplexação espacial se 
relacionam através de uma curva linear por partes, sob a equação 2.37. , e a Figura 
2.6:  
r)r)(N(Md(r) −−=                                                  (2.37) 
 
Fig. 2.6 - Compromisso entre multiplexação e diversidade 
Fonte: (ZHENG et al.[8]) 
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A curva apresenta o compromisso entre o ganho de diversidade no eixo 
vertical e o ganho de multiplexação espacial no eixo horizontal. As letras m  e n  
representam, respectivamente, o número de antenas transmissoras e receptoras. 
O compromisso reflete-se no fato que ao mesmo tempo em que o ganho de 
diversidade aumenta, o ganho de taxa de transmissão diminui. Normalmente 
deseja-se um ganho alto tanto de diversidade assim como de multiplexação, mas os 
autores apresentam que isto é impossível, e as duas variáveis têm o compromisso 
mostrado na Figura 2.6. O ganho na taxa de transmissão pode ser atingido mediante 
o envio em paralelo de informação independente através de diferentes caminhos. O 
ganho de diversidade pode ser obtido com o uso de códigos espaço-temporais. É 
possível observar agora vários pontos de operação possíveis em termos de 
combinações de multiplexação espacial e diversidade; assim, deve se pensar em 
esquemas que visem atingir esses pontos de operação entre os dois ganhos. 
É necessário esclarecer que os pontos zero, por exemplo, os pontos 
)0(ou  ),0( x,y , significam que não existe ganho de multiplexação no primeiro 
caso, e não existe ganho de diversidade no segundo caso. Para abordar o 
compromisso entre multiplexação e diversidade [8], os autores focalizaram o 
estudo no regime de alta relação sinal ruído (SNR: Signal-to-Noise Ratio). Neste 
regime, se o sistema tem um ganho de multiplexação espacial denotado como r  e 
um ganho de diversidade denotado como d , a taxa do esquema aumenta 
proporcionalmente com SNRr log  e a probabilidade de erro diminui em proporção 
à dSNR/1 . O valor de r  não pode exceder o mínimo entre ),( NM , em quanto d  
não pode exceder a diversidade máxima do sistema, MN . A curva de compromisso 
fica entre estes dois extremos. 
Como um exemplo prático (ver Figura 2.7), os autores citam o seguinte 
caso: 
− Tem-se um sistema MIMO com 2=M , 2=N ; 
− Os símbolos que se transmitem são independentes; 
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− Quando se fala só no contexto de ganho de diversidade, o máximo ganho 
de diversidade é dado pela relação MN  (Máxima quantidade de enlaces 
possíveis para dar confiabilidade à transmissão), neste caso quatro. E 
quando se fala só no contexto de ganho de multiplexação, o máximo 
ganho de multiplexação estará dado por }{min M,N , neste caso dois; 
− Porém, existe também um outro ponto de operação que não é nem a 
máxima multiplexação nem a máxima diversidade. Esta situação 
acontece no ponto quando colocamos o ganho de multiplexação em 
1=r ; ai o ganho de diversidade atinge o valor 1=d ; 
− Assim, existem pontos de operação no sistema MIMO nos quais se tem 
uma proporção de ganho de diversidade e uma proporção de ganho de 
multiplexação. Na Figura 2.7, observa-se o comportamento combinado 

































Fig. 2.7 - Compromisso entre ganho de diversidade e ganho de multiplexação para 
um sistema 2== NM  de símbolos independentes 
 
É possível perceber da curva que existem mais de dois pontos possíveis de 
operação para os sistemas sem fio MIMO. Por exemplo, o ponto (0,4) apresenta 
que não existe ganho de multiplexação, e o ganho máximo de diversidade é quatro 
(Número máximo de enlaces independentes que um símbolo poderia percorrer para 
este exemplo). Visando atingir estes pontos intermediários, foram sugeridos os 
sistemas híbridos, que serão explicados a seguir. 
 
2.5 OS SISTEMAS HÍBRIDOS 
 
Atendendo à procura de estruturas que atinjam os diversos pontos de 
operação no compromisso entre diversidade e multiplexação, foram criados os 
chamados sistemas híbridos. A arquitetura destes sistemas visa combinar um 
subsistema de diversidade puro e um subsistema de multiplexação puro. Para 
fornecer ganho de diversidade numa estrutura híbrida é utilizado um código STBC 
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e para fornecer ganho de multiplexação é utilizada a tecnologia BLAST; esta última 
estrutura também se chama de estrutura não codificada. 









Fig. 2.8 – Estrutura híbrida 
 
2.5.1 Análise Geral  
Observa-se, na Figura 2.8, uma estrutura híbrida. Três grandes blocos são 
combinados da seguinte maneira: 
- Um conversor série-paralelo o qual divide o feixe de símbolos de entrada 
S  para duas estruturas; uma com diversidade espaço-temporal, e outra 
com multiplexação; 
- Uma estrutura de diversidade espaço – temporal STBC no subsistema A 
que fornece ganho de diversidade. A matriz de espaço-tempo para este 
código se encontra na equação (2.38); 






a) Análise da estrutura STBC 
Para este caso, a estrutura STBC possui três antenas transmissoras. A 
matriz de espaço-tempo para este esquema de três transmissores é 







































































A                                                (2.38) 
 
Têm-se três antenas transmissoras (três colunas na matriz). Enviam-se 
quatro símbolos ( 1x  a 4x ) em oito intervalos de tempo (oito linhas da matriz). A 
taxa de transmissão de dados é )2/1(=R . Assim, a eficiência espectral deste 
esquema espaço-temporal está dada por: 
bps/Hz  )(log)2/1(η 2 P=                                                   (2.39) 
 
b) Análise da estrutura de multiplexação 
Tomando os mesmos oito intervalos de tempo no transmissor B do 
símbolo não codificado, pode-se ver que são transmitidos oito símbolos, 
já que nenhum tipo de codificação está sendo feito nestes oito símbolos. 
A taxa de transmissão para a estrutura de multiplexação é 1=R  (um 
símbolo enviado por cada período de símbolo) e a eficiência espectral 
desta estrutura não codificada é:  





c) Análise da estrutura híbrida 
A combinação dos esquemas de diversidade e de multiplexação leva a 
uma nova matriz de símbolos transmitidos. Agora são quatro 
transmissores, os primeiros três com codificação espaço-temporal, e um 
transmissor sem codificação. Na equação (2.41) é possível observar esta 
matriz, onde as colunas um até três representam os transmissores STBC, 
e a coluna quatro representa o transmissor de símbolos não codificados. 
As linhas sempre são os intervalos de símbolo usados. A matriz 









































































B                                    (2.41) 
  
Enviam-se agora 12 símbolos em oito intervalos de tempo. Observa-se que 
os símbolos 1x  até 4x  são enviados pela estrutura espaço-temporal, e os 
símbolos 5x  até 12x (8 símbolos, um por cada intervalo de tempo) pela 
estrutura de multiplexação. Como foi explicado em (2.5), cada coluna 
representa uma antena transmissora, e cada linha um período de símbolo. 
Assim, as três primeiras colunas representam a estrutura espaço-temporal, 
e a ultima coluna a estrutura de multiplexação. Isto explica o ponto de por 
quê a seqüência dos símbolos da primeira linha pularem de 3x  a 5x  entre a 
coluna 3 e 4 da matriz.  A taxa é então 2/38/12 ==R , e a eficiência 
espectral: 
bps/Hz  )(log)2/3( 2 Pη =                                          (2.42) 
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d) Comparação  
Fazendo um comparativo em termos de eficiência espectral do esquema 
STBC de três antenas, item (a), com a estrutura híbrida do item (c), o 
sistema geral em análise passou de uma taxa 2/1=R para 2/3=R , ou 
seja, aumentou três vezes, mesma proporção observada na eficiência 
espectral. Isto significa que o sistema aumentou sua capacidade devido 
à inserção do símbolo não codificado. Porém, a probabilidade de erro 
aumentou no receptor, pois agora o esquema de diversidade existente 
(STBC de três antenas) e a antena com o símbolo não codificado 
interferem mutuamente. 
 
2.5.2. Outras arquiteturas híbridas 
 
Dado que qualquer esquema que combine um sistema de diversidade com 
um outro de multiplexação pode se chamar de sistema híbrido, existem inúmeros 
tipos de sistemas híbridos.  
Na Figura 2.9, a estrutura de diversidade está fornecida por um código 
espaço-temporal de bloco de dois transmissores (Esquema de Alamouti), e a 
estrutura de multiplexação por dois transmissores de símbolos não codificados, 








Fig. 2.9 – Esquema híbrido de quatro transmissores com um STBC de dois 
transmissores, mais dois transmissores de símbolos não codificados 
 
Um outro exemplo aparece na Figura 2.10. Para este caso, existem duas 
estruturas de diversidade STBC, cada uma delas com dois transmissores. Cada uma 





Fig. 2.10 – Esquema híbrido com dois esquemas de Alamouti 
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As características gerais das estruturas das Figuras 2.9. e 2.10 se observam 
na Tabela 2.1.  
TABELA 2.1 








Taxa R  
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Eficiência 
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Pode se observar que nas duas arquiteturas o número de transmissores é 
igual. Porém, a eficiência espectral da estrutura da Figura 2.9 é superior porque 
possui dois transmissores de símbolos não codificados, o qual aumenta a Taxa R . 
 
2.6 EXEMPLO DE APLICAÇÃO DOS SISTEMAS HÍBRIDOS NUM SISTEMA 
DE COMUNICAÇÃO WLAN 
 
Os sistemas híbridos fornecem ganho de diversidade e ganho de 
multiplexação. Estes dois ganhos possuem um forte compromisso entre eles, o qual 
foi analisado nos itens anteriores. Agora os sistemas de comunicação sem fio têm a 
disposição uma ferramenta para trabalhar em vários pontos de operação conforme 
exista a necessidade em termos de eficiência espectral e da confiabilidade na 
transmissão de dados. 
Como motivação, um exemplo das novas oportunidades que os sistemas 
híbridos geram para os sistemas de comunicação sem fio pode ser observado na 
aplicação ao padrão IEEE 802.11a. Não é o objetivo de esta dissertação discorrer 
sobre o padrão IEEE 802.11a, mas sim apresentar o possível impacto que os novos 
pontos de operação em termos da combinação de diversidade e multiplexação 
poderiam ter.  
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Assim, uma rápida observação à estrutura do padrão será feita, frisando os 
detalhes interessantes para uma análise em termos de multiplexação e diversidade. 
Informação detalhada sobre o padrão é encontrada em [24]. 
 
a) Estrutura Básica do Padrão IEEE 802.11a 
O sistema IEEE 802.11a especifica uma rede local sem fio que opera em 
sua camada física na banda dos 5 GHz usando a técnica de transmissão OFDM 
(OFDM: Orthogonal Frequency Division Multiplexing). Este sistema opera com 
oito taxas de transmissão diferentes, que são obtidas variando o tipo de modulação 
das sub-portadoras OFDM ou as taxas do código de canal utilizado. Quatro dos oito 
modos de transmissão são apresentados na Tabela 2.2. 
 
TABELA 2.2  















12 Padrão BPSK ½ 1 6 
12 Padrão BPSK ¾ 1 9 
12 Padrão QPSK ½ 2 12 
12 Padrão QPSK ¾ 2 18 
 
Fonte: (STAMOULIS [7]) 
 
A coluna chamada Esquema se refere ao tipo de transmissão para o canal 
sem fio; neste caso, Padrão quer significar um transmissor e um receptor como 
mostrado na Figura 2.11. No padrão IEEE 802.11a, as diferentes taxas de envio de 
dados (Taxa de dados de informação) são atingidas através da variação do tipo de 




Fig.2.11 - Esquema de transmissão no padrão 802.11a 
 
b) Incorporação Esquema Híbrido no Sistema IEEE802.11a 
Já Stamoulis [7] tinha pesquisado o comportamento de uma estrutura 
espaço-temporal na camada física do padrão IEEE 802.11a, e seus impactos nas 
camadas superiores, concluindo que efetivamente uma melhoria na camada física 
levava a um melhor desempenho nas camadas superiores. Para o caso dos sistemas 
híbridos, poderia se sugerir um esquema como é apresentado na Figura 2.12 




Fig.2.12 - Esquema híbrido tendo configuração de Alamouti mais um transmissor 






A Tabela 2.2. sofreria teoricamente as mudanças que se observam na 
Tabela 2.3: 
 
TABELA 2.3  
MODOS DE TRANSMISSÃO DO PADRÃO IEEE 802.11A  
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QPSK ¾ 3 27 
 
 
Para o novo sistema, o transmissor passaria de uma antena para três 
antenas, duas para o esquema de Alamouti e uma para o símbolo não codificado. 
Este sistema IEEE 802.11a modificado apresentaria mudanças nas taxas de 
transmissão de dados originais enviadas ao canal MIMO por causa do sistema 
híbrido. 
Analisando o caso do modo de transmissão da taxa de informação de 6 
Mbps (primeira linha da Tabela 2.3), a incorporação do sistema híbrido traria o 
incremento da eficiência espectral resultando numa taxa de 12 Mbps (Ver primeira 
linha da Tabela 2.3), e assim, as outras taxas de transmissão originais também 
mudariam. Com o sistema híbrido, o sistema geral fornece possibilidades para 
atingir mais altas taxas de transmissão, porém, é possível que a taxa de erro de bit 
do sistema aumente, já que haverá mais antena interferindo. 
É possível observar neste exemplo que os sistemas de comunicação 






Neste capítulo foram analisadas as estruturas MIMO. Uma análise partindo 
da propagação no canal sem fio foi feita. O conceito MIMO foi explicado. O canal 
MIMO foi modelado baseado na análise de propagação. Os conceitos de 
diversidade e multiplexação foram considerados. A arquitetura de diversidade dos 
códigos espaço-temporais foi detalhada, assim como o caso particular do esquema 
de Alamouti. A estrutura de multiplexação BLAST foi apresentada. A relação entre 
diversidade e multiplexação foi explicada conforme o trabalho de Zheng [8]. 
Esquemas que visem fornecer este compromisso foram considerados, chamados 
como esquemas híbridos. Como um exemplo da tentativa aplicação dos sistemas 
híbridos nos sistemas de comunicações, o caso particular do padrão IEEE802.11a 
incorporando um sistema híbrido foi analisado, ilustrando as novas alternativas e 
oportunidades em termos de eficiência espectral e diversidade que os sistemas de 
comunicações têm com os sistemas híbridos. 
Devido à variedade de possíveis combinações de multiplexação e 
diversidade nos esquemas híbridos, é necessário ter uma estratégia sólida de 
processamento de sinais para a decodificação na recepção. E é necessário avaliar 
seu desempenho através da simulação. No modelo proposto no Capítulo 3, será 














O presente capítulo visa apresentar o modelo sugerido nesta Dissertação 
para o processamento de sinais no receptor dos sistemas híbridos. Como é sabido, 
os sistemas MIMO fornecem ganho de diversidade e ganho de multiplexação. O 
compromisso entre estes dois ganhos foi analisado no Capítulo 2, estabelecendo-se 
que existem vários possíveis pontos de operação nas estruturas MIMO.  
É necessário examinar as estruturas que fornecem esses diversos pontos de 
operação e dispor de procedimentos de processamento de sinais no receptor para 
detectar os símbolos com a menor probabilidade de erro possível. No capítulo 2 foi 
feita uma análise detalhada dos sistemas híbridos. Neste capítulo é sugerido e 
analisado um modelo para a detecção destes símbolos. 
 
3.1 MODELO GERAL DO SISTEMA HÍBRIDO ANALISADO. 
 
Considere-se um sistema MIMO com M antenas transmissoras e N  















































Fig. 3.1 – Esquema híbrido geral 
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3.1.1 Arquitetura do Transmissor 
 
O vetor de entrada serial é [ ]110 ,,, −= Vsss Ls . O tamanho teórico do vetor s  
é ilimitado, e só se mostra um último elemento 1−vs no vetor s para significar o fato 
do canal ser quase-estático. O fluxo serial ingressa em um conversor série-paralelo, 
que tem a finalidade de distribuir os dados nas estruturas transmissoras.  
A primeira destas estruturas com os transmissores 0TX  e 1TX , é o esquema 
que fornece ganho de diversidade, neste caso um esquema de Alamouti. Como foi 
detalhado na seção 2.2.2 (a), neste esquema se executa uma codificação em espaço 
(duas antenas), e em tempo (dois tempos de símbolo). Assim, durante os dois 
primeiros intervalos de símbolo, os símbolos 0s  e 1s  são enviados a este 
codificador, o qual os relaciona conforme a equação (2.5). 
A segunda destas estruturas é o esquema que fornece ganho de 
multiplexação, através dos transmissores de símbolos não codificados. Neste 
subsistema desde o transmissor 2TX  até o transmissor 1−MTX , para o 2TX nos dois 
primeiros tempos de símbolo, os símbolos enviados são 2s  e 3s . Para o 3TX , os 
símbolos enviados são 4s  e 5s . E assim sucessivamente. 
O passo seguinte no tratamento destes símbolos é a modulação com algum 
tipo de modulação P-ária. Posteriormente, os dados estarão prontos para ser 
enviados às respectivas antenas transmissoras. Para o caso do esquema de 
Alamouti, precisa-se de duas antenas transmissoras. Para os 2−M  transmissores 
de símbolos não codificados, utilizam-se 2−M  antenas. É assumido que a mesma 
constelação de modulação é usada por cada transmissor, mas esta consideração não 
é obrigatória. Depois dos moduladores, o vetor a ser transmitido é agora 
[ ]TMxxx 110 ,,, −= Lx . A mudança de notação de s  para x  só quer apresentar a 
diferença entre o vetor de símbolos não modulados s  e o vetor de símbolos 
modulados x . Considera-se que a potência média total do sistema (que neste 
modelo chama-se de TP ), é dividida por igual entre todos os M transmissores, 
sendo que cada transmissor transmitirá uma potência de MPT /  Watts. Para o 
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nosso modelo, supõe-se como valor de partida 1=TP Watt, por tanto, cada um dos 
transmissores irradia uma potência de M/1 Watts. 
Também se considera que os símbolos x  são transmitidos simultaneamente 
na mesma banda de freqüência, estratégia fundamental para o aumento da 
eficiência espectral, conforme explicado no item 2.3. 
 
3.1.2 Modelo do Canal 
 
O canal é representado por uma matriz de canal MIMO H , que possui as 
seguintes características (para mais detalhe, se referir à seção 2.1.4): 
- O canal é quase estático; o canal não varia durante um bloco de 
transmissão e muda de uma maneira independente de um bloco a outro;  
- O canal se considera plano não seletivo em freqüência (consideração de 
banda estreita); 
- A matriz H  tem uma dimensão de ][NxM , onde M  é o número de 
transmissores é N  o número de receptores; 
- Cada entrada de H  ijh  representa o ganho de percurso entre a i-ésima 
antena transmissora e a j-ésima antena transmissora 
- As entradas hij são variáveis aleatórias gaussianas complexas, onde a parte 
real e parte imaginária possuem média zero e variância de 0.5 [1]. Este 
valor se explica porque a magnitude ijh  segue uma distribuição de 
Rayleigh, sendo o valor esperado da magnitude  ao quadrado de ijh  igual 
a um.  
- Num ambiente rico em espalhamento e sob a consideração que tanto o 
transmissor como o receptor estão suficientemente espaçados, o 





A relação entre a parte transmissora e parte receptora pode ser modelada 
pela equação linear: 
nHxy +=                                                          (3.1) 
onde [ ]TMxxx 110 ,,, −= Lx  é o vetor transmitido, [ ]
T
Nyyy 110 ,,, −= Ly é o vetor 
recebido, H  é a matriz de canal (N × M), [ ]TNnnn 110 ,,, −= Ln  é o vetor complexo 





3.1.3 Arquitetura do Receptor 
 
O receptor possui N  antenas receptoras. O vetor de recepção neste arranjo 
de antenas é dado por [ ]TNyyy 110 ,,, −= Ly .Cada um dos elementos iy  de recepção é 
composto da seguinte maneira: 
112110 ... −−+++= iMMiii hxhxhxy                                        (3.2) 
Com referência a esta equação, é bom lembrar que os símbolos no 
transmissor têm tido dois tratamentos diferentes. Por uma parte, os símbolos 
transmitidos pelas duas primeiras antenas estão codificados em espaço-tempo 
através do esquema de Alamouti. Isto significa que o modelo deve fazer uma 
análise em dois intervalos de símbolo. Por outra parte, os símbolos transmitidos 
pelas outras 2−M  antenas são não codificados. 
Assim, cada sinal iy  é uma combinação de sinais codificados e não 
codificados. É preciso projetar uma estratégia para detectar com sucesso cada um 
dos símbolos transmitidos.  
 
a) Modelo matemático do sistema de recepção híbrido 
Antes de se determinar a estratégia de detecção, é necessário adequar de 
maneira conveniente a expressão matemática do modelo. Como foi mencionado no 
item anterior, no transmissor usa-se o esquema de diversidade espaço-temporal de 
Alamouti que precisa de dois tempos de símbolo. É, portanto obrigatório 
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reformular a equação (3.1) incluindo esta dependência do tempo. Se expressa de 
um modo geral o modelo do sistema híbrido da seguinte maneira: 
 
         
































































































































Onde ity  e itn  são, respectivamente, o sinal recebido e o ruído na antena 
receptora i  durante o tempo t , e cada coluna da matriz contendo os componentes 
do vetor x  são referidas aos tempos zero e um respectivamente. É importante 
observar que o sinal recebido ity  possui agora o índice  t com referência ao tempo. 
 
b) Estrutura geral do receptor 
O receptor inclui inicialmente N  antenas receptoras, que recebem cada 
uma um sinal iy . Cada uma das antenas está ligada a um demodulador. E cada um 
destes demoduladores liga-se ao bloco de processamento e detecção de sinal. É 
suposto que se tenha estimação ideal do canal, quer dizer que o receptor conhece o 
canal, assim ele pode separar e decodificar os símbolos transmitidos desde cada 
antena. A habilidade para separar os símbolos é devida ao fato que, num ambiente 
de espalhamento, os sinais recebidos em cada antena receptora desde cada antena 
transmissora aparecem como descorrelacionados. 
 
3.2 PROCEDIMENTO DE DETECÇÃO  
 
a) Requerimentos 
Dada a combinação de multiplexação e diversidade em cada um dos sinais 
iy , é necessário criar um procedimento que abranja estas duas partes.  
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O procedimento deverá cumprir as seguintes condições: 
− Deverá detectar os símbolos da estrutura de diversidade, que em nosso 
caso é um esquema de Alamouti; para as topologias avaliadas nesta 
Dissertação, a estrutura de diversidade sempre é um esquema de 
Alamouti; 
− Deverá detectar os símbolos da estrutura de multiplexação. Conforme 
explicado no item 2.3.2 uma boa maneira para realizar esta tarefa é 
com uma estratégia de detecção combinada linear e não linear. A 
detecção linear pode seguir o critério de ZF ou de MMSE. A detecção 
não linear seguirá o SIC (Cancelamento sucessivo de interferência). 
Para a detecção linear, o critério seguido é de ZF (Zero Forcing). Este 
critério se escolhe pois nenhum autor o usa, por uma parte, tendo a 
oportunidade de comparar com os trabalhos já feitos com MMSE; e 
por outra parte, existe muita mais informação de ZF para desenvolver 
os algoritmos de detecção; 
− A curva gerada será de taxa de erro de bit em função da relação energia 
por bit-densidade espectral de potência de ruído, usando as equações 
(2.15) e  (2.16). 
Defini-se [14] a energia por bit como 
)(log2 P
E
E sb =                                                  (3.4) 
Sendo sE a energia de símbolo. Tem-se como suposto que a potência total  
no transmissor se divide em partes iguais em cada uma das M antenas 
transmissoras, assim que cada símbolo possui uma potência de:  
/MPE Ts =  Watts                                                   (3.5) 






b) Diagrama Geral de Detecção no Receptor 
O diagrama geral de deteção se apresenta na Fig.3.2. Para fazer esta 
deteção, a estratégia segue o seguinte procedimento [11]: 
− Cancelamento de interferência dos símbolos não codificados: Através da 
matriz pseudo-inversa +H  é possível eliminar os símbolos não 
codificados; 
− Decodificação dos símbolos de Alamouti, e eliminação da contribuição 
destes símbolos no vetor y ; 


























Fig. 3.2 – Esquema geral de detecção do modelo 
 
c) Estratégia detalhada de detecção 
Faz-se uma análise detalhada da seqüência seguida no modelo sugerido de 
detecção. 
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Como primeira tarefa, se estabelece o vetor de sinais recebidos iy . Este 
vetor aparece nos receptores do sistema, desde o receptor 0RX  até o receptor 
1-NRX . Como é bem sabido, o vetor y possui contribuição de todos os símbolos 
transmitidos e modulados, cada um deles multiplicado pelo ganho de percurso 
correspondente. Dada esta condição, existe contribuição, em cada um dos 
elementos do vetor y , de símbolos codificados e não codificados, todos 
modulados. Os símbolos codificados utilizam o código de Alamouti, ou seja, 
utilizam codificação espaço-temporal. Como foi mencionado na explicação da 
equação (3.3), é necessário realizar uma análise em dois períodos de símbolo, já 
que existe uma codificação espaço-temporal.  
A seguir, é iniciada a decodificação. Para isto, se eliminará a contribuição 
dos símbolos não codificados, e se detectarão os símbolos de Alamouti. Escolhe-se 
detectar os símbolos de Alamouti em primeira instância já que, devido à 
codificação, a probabilidade de detecção correta destes símbolos é maior que a 
probabilidade de detecção correta dos símbolos não codificados. Esta situação é 
muito importante, já que a por se usar uma detecção não linear tipo SIC, a detecção 
correta do símbolo atual depende da detecção também correta dos símbolos 
anteriores. 
Para realizar a eliminação dos símbolos não codificados, utiliza-se a matriz 
pseudo-inversa como foi apresentado nas equações (2.27) e (2.28). Nestas 
operações, escolhe-se a linha da matriz +H correspondente aos símbolos não 
codificados (uma operação por vez), e se multiplica pelo vetor de sinais recebidos 
y . Com este cálculo, encontram-se os símbolos não codificados. Uma vez 
encontrado o símbolo, ele deve ser demodulado. 
Como segunda tarefa, a contribuição destes símbolos estimados não 
codificados, dentro do vetor y  é subtraída, multiplicando-se o símbolo pela coluna 
de H  correspondente ao transmissor do símbolo encontrado. O processo descrito 
neste segundo passo denomina-se na Figura 3.2 como Filtro Espacial 1. O 
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resultado do segundo passo é um vetor 'y  que somente tem contribuição dos 
símbolos transmitidos com codificação de Alamouti.  
Estando já o vetor de sinais recebidos 'y  livre da interferência dos 
símbolos não codificados, é possível abordar o terceiro passo. Neste estágio de três 
partes, os símbolos de Alamouti devem ser decodificados, depois regenerados, e 
sua contribuição no vetor y  eliminada, dando agora a oportunidade para a detecção 
dos símbolos não codificados. Para realizar a primeira parte, utiliza-se a detecção 
de Alamouti descrita nas equações (2.10) e (2.11), finalizando com a demodulação 
dos símbolos. Encontram-se os símbolos 0
~x  e 1
~x . 
Para realizar a segunda parte, cada um destes símbolos detectados é 
regenerado. Esta regeneração significa que uma vez o símbolo foi estimado através 
do detector de máxima verossimilhança, ele fica fixado ao valor estimado, e daí 
para frente utiliza-se este valor. Isto se faz para evitar erros na detecção posterior. 
Os símbolos regenerados são '0x  e 
'
1x .  
Para a última parte deste terceiro passo, cada um dos símbolos de Alamouti 
encontrados é modulado, e multiplicado pela coluna de H  correspondente ao 
transmissor utilizado para enviar estes símbolos; este resultado é então subtraído de 
cada um dos elementos do vetor de sinais recebidos y . Este processo se realiza a 
través do bloco chamado Subtração de Interferência. O resultado é um vetor 
''y livre das contribuições dos símbolos codificados de Alamouti.  
No quarto passo, os símbolos não codificados são encontrados através do 
bloco chamado Filtro Espacial 2. Para este procedimento, utiliza-se de novo a 
detecção linear ZF através da matriz pseudo-inversa, detectando o primeiro símbolo 
não codificado, e dando aos outros símbolos o tratamento de interferentes. 
Posteriormente segue-se a recursividade do algoritmo SIC. 
 
d) Algoritmo Geral de Detecção 
Apresenta-se o algoritmo geral de detecção híbrida no receptor: 
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+= HG                                                     (3.6) 
 
Igual que o explicado na seção 2.2.2 (1), é necessário obter a matriz 
pseudo-inversa de H , +H . Este passo permitirá que seja possível 
calcular os símbolos enviados usando a equação ( 2.28) 
ii) Encontre o vetor w , que tem sido definido como a linha da matriz +H  
correspondente aos símbolos não codificados. Para este algoritmo, 
definem-se os símbolos não codificados como aqueles denotados pela 
linha j : 
       jy Gw =                                        (3.7) 
   Onde jG  denota o j-ésimo vetor linha da matriz G .Os símbolos não     
codificados no vetor transmitido x  são em total 2−M  
             iii) Detecte os símbolos não codificados (Símbolos BLAST) 
wy=jr                                                          (3.8) 
iv) Quantize a decisão estatística a seu respectivo ponto de constelação: 
)(ˆ jj rQx =                                                       (3.9) 
v) O efeito deste símbolo não codificado é subtraído do sinal recebido: 
jj x̂
' Hyy −=                                                               (3.10) 


























iiii yhyhx                                                       (3.12) 























'' xx ji HHyy −−=                                               (3.14) 
Onde iH  e jH  são as colunas da matriz de canal correspondente aos 
transmissores dos símbolos de Alamouti 
ix) Anule as colunas da matriz de canal correspondente aos transmissores 
dos símbolos de Alamouti: 
[ ]0...0jia HHHH −=
−                                    (3.15) 
x) Uma nova matriz pseudo-inversa é determinada para detectar os 
símbolos não codificados (Símbolos BLAST) 
+
= aa HG                                                           (3.16) 
xi) Determine a matriz peso para encontrar os símbolos não codificados 
ajj Gw =                                                           (3.17) 
Onde ajG  denota a j-ésima linha da Matriz aG   
xii) Detecte o j-ésimo símbolo interferente 
''yw jjr =                                                          (3.18) 
xiii) Quantize a decisão estatística para encontrar o símbolo interferente 
)(ˆ jj rQx =                                                         (3.19) 
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Precisa-se de um processamento de sinais no receptor para decodificar com 
sucesso os sinais transmitidos através de canais MIMO por sistemas híbridos que 
combinam diversidade e multiplexação. Estes sistemas híbridos são constituídos, 
 56 
no modelo apresentado, do esquema de Alamouti para diversidade e do esquema da 
tecnologia BLAST para multiplexação. O receptor deverá conseguir decodificar 
dados codificados no tempo e no espaço, assim como aqueles que não estão 
codificados.  
Neste capítulo, tem-se descrito este receptor, sob certas condições. Para o 
caso da codificação espaço-temporal, técnicas lineares serão utilizadas para detectar 
os símbolos, Para os símbolos não codificados, se usará uma combinação da 
técnica linear de ZF, e da técnica não linear de SIC. No capítulo 4, serão 























4 RESULTADOS E ANÁLISE 
 
 
No Capítulo 3, foi apresentado o modelo sugerido de receptor dos sistemas 
híbridos para o processamento de sinal, visando à detecção dos símbolos 
transmitidos num sistema MIMO. Um diagrama em blocos foi indicado na Fig.3.2. 
O algoritmo para decodificação foi detalhadamente explicado. O presente capítulo 
procura apresentar os resultados do modelo proposto, utilizando várias estruturas de 
sistemas de multiplexação, diversidade e híbridos, avaliando o desempenho do 
receptor em termos de taxa de erro de bit em diversas configurações, modulações, e 
diferentes números de antenas tanto no transmissor como no receptor.  
 
4.1 PROCEDIMENTO E CONDIÇÕES DE SIMULAÇÃO 
 
O procedimento de simulação visa gerar curvas de desempenho de erro em 
função da relação sinal-ruído SNR -equação (2.16), das diferentes variações do 
modelo. A taxa de erro é avaliada para diferentes valores da relação SNR . Serão 
apresentadas com detalhe as características usadas na simulação. 
Primeiro são fixadas as condições iniciais do sistema: É escolhida a 
cardinalidade P  de modulação; no casso do modelo sugerido foram avaliadas as 
modulações BPSK, QPSK, e 8-PSK. É escolhido o tamanho de bloco de dados. É 
decidido o número de antenas transmissoras e receptoras. A potência total 
transmitida é fixada a 1 Watt; esta potência é dividida em partes iguais em todos os 
transmissores; partindo da potência obtida em cada transmissor, encontra-se a 
Energia de Bit, conforme (2.16 e 3.4). É definida a faixa de variação da relação 
Energia de bit-Densidade espectral de potência de ruído aonde será avaliada a taxa 
de erro; esta faixa começa em dB 0  até o valor máximo desejado com intervalos de 
dB 1 . A matriz MIMO é simulada através de comandos do programa que geram 
vetores de números aleatórios complexos com elementos normalmente distribuídos 
com média zero e com variância 0.5. O bloco de dados é criado como uma matriz 
onde o número de linhas representa o número de transmissores, e as colunas 
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significam o tamanho do bloco de dados. Os símbolos são modulados conforme a 
cardinalidade escolhida. Se estiver sendo avaliada uma topologia com esquema de 
Alamouti ou híbrida, é realizada neste momento a codificação espaço-temporal. 
A partir deste ponto começa a avaliação da taxa de erro para cada um dos 
valores da relação Energia de bit-Densidade espectral de potência de ruído, 
começando desde o valor inicial de zero até o valor máximo escolhido. A energia 
de bit calcula-se a partir de (3.4), fixando como mínimo numero de erros o valor 
100 erros; para um número de erros menor que este, a dado se considera não válido. 
Para conseguir fazer a avaliação da taxa de erro em cada um dos valores pré-
fixados de 0/ NEb  (Variando de dB 0 até o valor máximo), conhece-se bE , mas é 
necessário calcular 0N . Uma vez calculado 0N , gera-se ruído aditivo branco 
gaussiano com variância 
2
0N   para cada um dos valores da relação 0/ NEb . 
Na seqüência, aplica-se a equação para o cálculo deste valor, em cada um 
dos valores da relação. Como é bem conhecido, nos sistemas digitais a relação SNR 
se expressa pela relação entre a Energia de Bit e a densidade espectral de potência 
de ruído. Utilizam-se vários tipos de modulações digitais árias−P . Valores 
diferentes no número de antenas, tanto no transmissor como no receptor, são 
apurados.  
O software utilizado é Matlab, os programas para a tecnologia BLAST, o 
esquema de Alamouti, e o sistema híbrido estão no Apêndice 1. 
 
4.2 TOPOLOGIAS PARA AVALIAÇÃO 
 
4.2.1 Caso I:  Sem codificação, 1,1 == NM  
 
Este é o caso mais simples, pois possui um transmissor, um receptor (SISO: 
Single Input, Single Output), e não tem codificação. Este caso apresenta-se só para 
efeitos de comparação com os esquemas codificados e de múltiplas antenas. Alias, 
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é uma ferramenta para validação de  resultados  com  referencia  a  outros  autores. 





Fig. 4.1 – Esquema sem codificação 
 
Esta topologia foi avaliada com modulação BPSK, e os resultados se 
apresentam na Fig. 4.2. 
 




































Fig.4.2 – Desempenho em taxa de erro de bit para o esquema SISO 
 sem codificação 
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Apresenta-se a seguir na Figura 4.3. os resultado encontrados por Tarokh et 




Fig. 4.3-  Desempenho em Taxa de Erro de bit  





Fig. 4.4 – Desempenho em Taxa de Erro de bit 
 
Fonte: Alamouti [5] 
 
No caso de Tarok, a curva se chama “uncoded”, e no caso de Alamouti, a 
curva se chama “No diversity”. Em ambos casos é a primeira curva de encima para 
baixo. Alguns valores comparativos nas três curvas são: 
- Taxa de erro de 2106 −× , nos três casos dB 5 . 
- Taxa de erro de 2102 −× , nos três casos dB 10 . 
- Taxa de erro de 3105.2 −× , no caso de Tarokh e Alamouti dB 20 , no caso 
desta Dissertação perto de dB 19 . 
 






4.2.2. Caso II: Esquema de Alamouti com 1=N  e 2=N  
 
Como foi dito em (2.9), o esquema de Alamouti pode se variar desde um 
até N receptores.  É objetivo deste item apresentar duas topologias do esquema de 
Alamouti, e comparar os resultados obtidos nesta Dissertação com os resultados 
obtidos pelos autores Tarokh [28] e  Alamouti [5]. 
 
a) Esquema de Alamouti com 1=N  
Observa-se a arquitetura deste caso na Figura 4.5. Na Figura 4.6., 
observa-se o resultado encontrado nesta Dissertação para a modulação 
BPSK. Na Figura 4.3., observa-se o resultado encontrado por Tarokh 
sob a mesma modulação, onde a curva a detalhar se chama “2 
antennas”, segunda curva de encima para baixo. No caso de Alamouti, 
Figura 4.4., a curva se chama “New scheme (2 Tx, 1 Rx)”, e também é 
a segunda curva de encima para baixo. 
Alguns valores comparativos são os seguintes: 
- Para taxa de erro de bit de dB 5,103 2 =× − SNR  nos três casos. 
- Para taxa de erro de bit de dB 10,106 -3 =× SNR  nos três casos. 
- Para taxa de erro de bit de dB 20,107 -5 =× SNR nos três casos. 
 









































 Fig 4.5 – Esquema de Alamouti, 1=N  
 



































Fig.4.6 – Desempenho em taxa de erro do esquema de Alamouti, 1=N  
 
b) Esquema de Alamouti com 2=N  
Observam-se os resultados obtidos nesta Dissertação na Figura 4.7 para 
modulação BPSK. Esta curva pode-se comparar com a curva de Alamouti 
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da  Figura 4.4. No caso de Alamouti,   a  curva  se  chama  “New  scheme 
(2 Tx, 2 Rx)”, e é quarta curva de encima para baixo. 
Algus valores são: 
- Taxa de erro de bit de dB 5,105.3 3 =× − SNR nos dois casos. 
- Taxa de erro de bit de dB 10,101 4 =× − SNR  nos dois casos. 
Mais uma vez, as curvas são idênticas. 
 



































Fig.4.7 - Desempenho de taxa de erro de bit de Alamouti com 2=N    
 
4.2.3 Caso III: 2=M  e 3=M , 3=N  
 
Apresenta-se um sistema com 3=N . Procura-se avaliar o desempenho do 
sistema quando são utilizadas duas estruturas transmissoras: 
- No primeiro caso, com 2=M  usando-se o esquema de Alamouti;  
- E no segundo caso com 3=M , e avaliando o funcionamento tanto para 
um sistema com tecnologia BLAST quanto para um sistema híbrido. 
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Embora não é justo com o esquema de Alamouti (Duas antenas) compara-
lo com sistemas de três antenas transmissoras, é bom contrastar as diversas 
arquiteturas usadas com o desempenho do esquema de Alamouti, pois pode se 
perceber a eficiência deste último em relação a taxa de erro. 
 
a) Esquema de Alamouti, 3=N  
Na Figura 4.8, observa-se o diagrama em blocos deste sistema e os 
resultados observam-se na Figura 4.12. Apresenta-se uma estrutura de diversidade 
pura. Isto se demonstra com o fato que o ganho de diversidade máxima deste 
esquema é 6=MN , entanto que o ganho de multiplexação máxima é 1=R  (são 
enviados dois símbolos em dois períodos de símbolo). A proteção do sistema contra 
a adversidade do canal é muito alta, mas sua eficiência espectral é baixa.  
Em termos de taxa de erro, pode-se observar na Figura 4.12 que o esquema 
de Alamouti com modulação QPSK atinge taxas de erro bastante baixas; em 7 dB, 
o esquema apresenta uma taxa de erro de bit de 4102 −× , assim que o desempenho 
em termos de taxa de erro é excelente. Porém, o sacrifício é sua baixa eficiência 
espectral, ademais que o sistema usa cinco antenas só para atingir ganho de 
diversidade. Desde o ponto de vista de complexidade de decodificação, pode-se 
dizer que o receptor somente executa operações lineares uma vez que os dados 
estão todos codificados através de um código espaco-temporal, portanto a 













Fig. 4.8 – Esquema de Alamouti, 3=N  
 
Na Figura 4.9, observa-se o comportamento do esquema sob a perspectiva 
de Zheng [8]. Conforme explicado em 2.4., o esquema possui um ganho de 
diversidade máximo de 6=MN , e um ganho máximo de multiplexação de 1=R . 
Para este caso, não existem pontos médios de funcionamento. 
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Fig. 4.9 – Curva de compromisso entre multiplexação e diversidade para o caso de 
esquema de Alamouti e 3=N  
 
b) BLAST 3=M , 3=N  
Esta arquitetura apresenta-se na Figura 4.10. O sistema é de multiplexação 
pura, já que seu objetivo e somente fornecer alta eficiência espectral. O esquema 
tem uma eficiência espectral como segue: 
bps/Hz  )(log3 2 Pη =                                                (4.1) 
Os sinais recebidos nas três antenas receptoras possuem contribuições de 
cada uma das três antenas transmissoras. A forma de detecção é segundo o 
procedimento para a tecnologia BLAST, conforme explicado na seção 2.3.2. O 
esquema atinge alto ganho de multiplexação, mas nenhum símbolo está codificado, 
ou seja, o esquema não está projetado para ter diversidade, por tanto apresenta a 















Fig. 4.10 – BLAST 3=M , 3=N  
 
c) Híbrido 3=M , 3=N  
Neste caso, como é observado na Figura 4.11, no transmissor existe uma 
estrutura híbrida combinando o esquema de Alamouti com um símbolo não 
codificado. Tem-se então um esquema de diversidade junto com um esquema de 




Fig. 4.11 – Híbrido 3=M , 3=N  
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Como era esperado, este esquema apresenta um ponto meio entre o 
desempenho dos sistemas de multiplexação pura e diversidade pura, como pode ser 
visto na Figura 4.12. O sistema apresenta um melhor comportamento em termos de 
taxa de erro que a estrutura BLAST e possui um melhor funcionamento em termos 
de eficiência espectral que a estrutura de Alamouti. No final, o objetivo destes 
sistemas híbridos é atingir estes pontos meios de operação. 
Em relação ao receptor, a operação de decodificação começa com os 
símbolos de Alamouti e depois continua com os símbolos não codificados. O 
processamento para a detecção é maior que no caso do esquema de Alamouti, pois 
o sistema envolve um termo não codificado. Porém, a decodificação é menos 
complexa que no esquema BLAST, pois nesta última precisa-se do uso de técnicas 
lineares (ZF) e não lineares (SIC) em três ocasiões para cada vetor x  enviado desde 
o transmissor. 
  
d) Comportamento comparativo das estruturas 
Na Figura 4.12 observa-se o comportamento das diversas estruturas 
analisadas. E na Tabela 4.1. encontra-se as eficiências espectrais destas estruturas. 
É importante dizer que nas estruturas mencionadas, a tecnologia BLAST e o 
sistema híbrido possuem três antenas transmissoras, e o esquema de Alamouti 
possui duas; ainda com esta diferença no número de transmissores, é importante 
observar o comportamento comparativo das estruturas. Podem-se tirar as seguintes 
conclusões: 
- O esquema de Alamouti apresenta notável comportamento em termos de 
desempenho de erro. O esquema QPSK exibe um desempenho ótimo 
como fornecedor de diversidade, pois este esquema atinge 4101 −×  com 
uma SNR  de aproximadamente 7 dB. Isto significa que este sistema 
precisa de pouca potência para conseguir este desempenho de erro; 
- Os sistemas híbridos, como procurados pelo próprio projeto deles, 
atingem, tanto em QPSK como em 8-PSK, os pontos meios nas 
avaliações de desempenho em termos de taxa de erro, comparativamente 
 70 
com os sistemas de diversidade pura (Alamouti) e com os sistemas de 
multiplexação pura (BLAST). O sistema híbrido 8-PSK tem um 
desempenho similar ao desempenho do sistema BLAST com modulação 
QPSK; 
- Os sistemas BLAST têm as mais altas taxas de erro como era esperado.  






































Fig. 4.12 – Resultados do desempenho para 2=M  e 3=M , 3=N  
 
TABELA 4.1  







Taxa R  
TKR /=  
Eficiência Espectral 
































− Fazendo-se uma comparação, por exemplo, para uma taxa de erro de bit 
de 3101 −× , observa-se que o esquema de Alamouti com modulação 
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QPSK atinge esta taxa com uma SNR de 6 dB. Para o caso do esquema 
de Alamouti 8-PSK, precisa-se de uma SNR de 9,5 dB para atingir a 
mesma taxa, ou seja, precisa-se do dobro da potência. Em contrapartida, 
o esquema 8-PSK fornece uma eficiência espectral 1.5 vezes maior que a 
eficiência espectral do esquema de Alamouti QPSK;  
− A nível de eficiência espectral, na Tabela 4.1 é pode-se observar que os 
esquemas híbridos ficam no médio entre os esquemas de Alamouti 
(Tanto QPSK como 8-PSK), e os sistemas de tecnologia BLAST 
(Também nas duas modulações). É interessante notar o caso das 
estruturas Híbrida 8-PSK, e BLAST QPSK, as quais apresentam a 
mesma eficiência espectral (6 bps/Hz), e um desempenho de erro similar, 
embora seja melhor como era esperado, o sistema híbrido. 
 
4.2.4 Caso IV: 2=M  e 4=M , 4=N  
a) Esquema de Alamouti, 4=N  
Este esquema é mostrado na Figura 4.13. O esquema é de diversidade pura 
com ganho de diversidade máxima de MN , e ganho de multiplexação de 1=R . O 
esquema possui uma enorme proteção contra o desvanecimento, porém a um custo 











































Fig. 4.13 – Esquema de Alamouti, 4=N  
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b) BLAST 4=M , 4=N  
Este esquema se observa na Figura 4.14. O esquema é de multiplexação 



















Fig.4.14 – BLAST 4=M , 4=N  
 
c) Híbrido 4=M , 4=N  
Este esquema que se observa na Figura 4.15 combina no transmissor uma 
estrutura de diversidade de Alamouti, e dois transmissores de símbolos não 














































Fig. 4.15 – Híbrido 4=M , 4=N  
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d) Comportamento comparativo das estruturas 
Observa-se na Figura 4.16 os resultados da simulação em desempenho de 
erro, e na Tabela 4.2 as eficiências espectrais dos esquemas usados. Para esta 
comparação é necessário mencionar que a tecnologia BLAST, igual que o sistema 
híbrido, possuem quatro transmissores, entanto que o esquema de Alamouti só 
possui dois; porém, a nível comparativo é importante apresenta-lo na mesma  
Figura e Tabela.  
Os seguintes resultados merecem ser salientados: 
- Igual ao que aconteceu no caso III, estudado no item 4.2.3, as estruturas 
têm o comportamento esperado. O sistema de diversidade pura de 
Alamouti possui a mais baixa taxa de erro, porém este sistema tem 
também uma baixa eficiência espectral. Sem importar o número de 
antenas receptoras, a eficiência espectral do esquema de Alamouti estará 
dada por )(log2 Pη = , já que 1=R . O sistema de Alamouti com 4=N  
tem uma mais baixa taxa de erro que o mesmo sistema com 3=N . Este 
comportamento era esperado já que um maior número de receptores 
fornece uma maior diversidade, ou seja, maior robustez  para a 
adversidade do meio sem fio. Para o caso de 3=N , a máxima 
diversidade está dada por 6=MN , em quanto que para o caso de 4=N  
a máxima diversidade está dada por 8=MN ; 
- apresenta-se o caso que a curva de desempenho BLAST QPSK tem um 
comportamento melhor em termos de desempenho de erro, que a curva do 
sistema híbrido 8-PSK para valores de SNR  acima de 8 dB. Embora os 
sistemas híbridos sejam projetados para atingir uma mais baixa taxa de 
erro que os sistemas BLAST já que os sistemas híbridos possuem uma 
estrutura de diversidade, neste caso a arquitetura BLAST QPSK está 
tendo um melhor comportamento em termos de desempenho de erro. Isto 
pode acontecer por duas situações: por uma parte, a modulação usada no 
sistema BLAST é QPSK e no sistema híbrido 8-PSK. E por outra parte, os 
dois transmissores de símbolos  não  codificados  no  subsistema híbrido 
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8-PSK estão sendo dominantes sobre o subsistema de diversidade de 
Alamouti; 
- em relação à eficiência espectral, os sistemas híbridos estão de novo num 
ponto médio entre o esquema de Alamouti e os sistemas de tecnologia 
BLAST. Porém, e devido ao fato dos esquemas híbridos já terem dois 
transmissores de símbolos não codificados, e também ao fato da 
modulação usada, os sistemas híbridos se aproximam ao sistema de 
tecnologia BLAST. Por exemplo, o sistema de tecnologia BLAST QPSK 
tem uma menor eficiência espectral que o sistema híbrido 8-PSK; 
primeiro, porque em termos da taxa R  a estrutura BLAST tem 4=R , e o 
esquema híbrido mencionado 3=R , ou seja, a taxa R da estrutura 
BLAST é levemente superior à do esquema híbrido; e segundo, porque o 
esquema de modulação da tecnologia BLAST fornece dois bits de 
informação por símbolo (QPSK), entanto que a modulação 8-PSK fornece 
3 bits de informação por símbolo. Assim, em termos de eficiência 
espectral acaba sendo dominante a influência da modulação usada ainda 
sobre a arquitetura da estrutura (BLAST ou híbrida). Já em termos de 
desempenho de erro, a estrutura de tecnologia BLAST QPSK é melhor 
que a estrutura híbrida 8-PSK. 
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Fig. 4.16 – Resultados do desempenho com 2=M , e 4=M , 4=N  
 
TABELA 4.2  







Taxa R  
TKR /=  
Eficiência Espectral 






































4.2.5 Caso V: 3=M  
 
a) Tecnologia BLAST 
a1) Modulação BPSK 
O desempenho deste esquema observa-se na Figura 4.17: 
- O comportamento das curvas apresenta resultados esperados já que se 
observa que o aumento do número de antenas receptoras gera uma 
diminuição da taxa de erro. O método de detecção linear é ZF. 
 





































Fig. 4.17 – BLAST BPSK, 6)(3 ,3 ≤≤== iiNM  
 
É possível comparar o esquema de detecção de tecnologia BLAST usado 
nesta Dissertação com o encontrado em outros autores. Na Figura 4.18 estão os 
resultados encontrados em [11] com o mesmo número de transmissores e 
receptores que  a  Figura 4.17,  embora  o  método  de  detecção  linear para a 
Figura .4.14 seja MMSE. Como pode se observar na curva superior da Figura 4.18 
(Tecnologia BLAST usando algoritmo OSIC), o comportamento em termos de taxa 
de erro é similar ao comportamento da curva superior da Fig.4.17, embora a curva 
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apresentada na Fig.4.18 tem um comportamento levemente melhor. Por exemplo, 
para uma taxa de erro de 1101 −× , na Fig.4.18 precisa-se uma SNR de 8 dB, em 
tanto que na Fig.4.17 o mesmo valor de taxa de erro é atingido com dB 10SNR = . 
Já para uma taxa de erro de 2104 −× , tanto na Fig. 4.18 como na Fig. 4.17 a SNR 
para esse valor é de 13 dB. As diferencias existentes podem se dever ao tipo de 
detecção linear usada. 
 
 
Fig.4.18 – Desempenho de taxa de erro 
FONTE: (W. C. FREITAS JR; C. C. CAVALCANTE; F. R. CAVALCANTI  [11]) 
  
a2) Esquema de modulação QPSK  
Ver Figura 4.19, onde os seguintes resultados são salientados: 
- As curvas não apresentam grande diferença com as curvas para as 
estruturas similares com modulação BPSK (Fig.4.17). Observa-se o 
resultado esperado das curvas QPSK atingirem um pior desempenho em 
taxa de erro que as curvas BPSK; como é conhecido nos sistemas 
digitais, entre mais alta cardinalidade de modulação áriaP −  tenha um 
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sistema, mais alta probabilidade de erro de detecção o sistema terá no 
receptor, pois o sistema terá uma menor região de decisão. 





































Fig. 4.19 – BLAST QPSK, 3=M , )63(  , ≤≤= iiN  
 
a3)Esquema de modulação 8-PSK 
    Ver Figura 4.20 com os seguintes resultados: 
- As curvas começam a ter uma pendente de queda acentuada em valores de 
SNR  aproximadamente acima dos 10 dB. 
- A mudança de valores das curvas QPSK para 8-PSK é notória,. e.g. para 
4=N  e dB 14=SNR , a curva 8-PSK apresenta uma taxa de erro de 
2104 −× , a curva QPSK apresenta um valor de 3107 −× , e a curva BPSK 
tem um valor de taxa de erro de 3105 −× . Entre o segundo e terceiro 









































Fig. 4.20 – BLAST 8-PSK, 6)(3 ,3 ≤≤== iiNM  
 
a4) Comparativo BLAST para várias modulações 
Ver Figura 4.21. Este gráfico apresenta o comportamento do sistema 
BLAST avaliado para três modulações. Para baixos valores de SNR, a diferença 
entre os desempenhos dos esquemas de modulação não é notória. Depois dos 8 dB, 
esta diferença começa a ser clara, principalmente para o esquema 8-PSK que tem 
uma queda mais lenta que os outros dois esquemas. 
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Fig. 4.21 3,3 == NM , Modulações BPSK, QPSK, 8-PSK 
 
b) Esquema híbrido (Alamouti mais um símbolo não codificado) 
b1) Modulação BPSK 
Ver Fig. 4.22. Todas as curvas mostram um comportamento de rápida 
queda em médios e altos valores de SNR . Isto é explicado pelo fato que o esquema 
de modulação usado é BPSK.  
É perceptível uma mais baixa taxa de erro para todos os valores de SNR  
na medida em que aumentam o número de receptores. Percebe-se um ganho de 









































Fig. 4.22 – Híbrido BPSK, )63( ,3 ≤≤== iiNM  
 
b2) Modulação QPSK 
Este esquema se observa na Figura 4.23, e os seguintes comentários são 
feitos: 
- A diminuição em taxa de erro deste esquema em comparação com os 
esquemas BLAST, com o mesmo número de antenas, e com o mesmo 
tipo de modulação, é notável. Por exemplo, para o caso de uma SNR  de 
10 dB e 5=N , no caso da tecnologia BLAST a taxa de erro é de 
2104 −× , enquanto que para o sistema híbrido a taxa de erro é de 
2102 −× ; isto é, a taxa de erro do esquema híbrido supera a taxa de erro 
da tecnologia BLAST, já que a taxa de erro do primeiro é a metade da 
taxa de erro da segunda.  Esta melhoria em taxa de erro tem o custo em 
eficiência espectral, já que a tecnologia BLAST possui 
bps/Hz  )(log3 2 Pη = , e o sistema híbrido tem bps/Hz  )(2 2 Plogη = , 
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isto é, a eficiência espectral da tecnologia BLAST é 1.5 vezes melhor 
que no caso do esquema híbrido; 
- Os tempos de simulação são diferentes. Medições feitas sobre os sistemas 
BLAST e híbridos apresentaram o resultados da Tabela 4.3: 
 
TABELA 4.3 
TEMPO DE SIMULAÇÃO COMPARATIVO ENTRE OS SISTEMAS HÍBRIDO 
E BLAST PARA 3,3 == NM  , MODULAÇÃO 8-PSK. 
 
Sistema Tempo simulação 




A medição foi feita sob as seguintes condições: 
− Computador de 1,7 GHz, Processador Intel-Celeron;- Se tomam 
intervalos de 1 dB para a medição; 
− este resultado ilustra que a simulação nos sistemas híbridos é mais 
rápida que nos sistemas BLAST com características similares. O 
resultado é esperado já que a decodificação na tecnologia BLAST deve 
enfrentar condições de interferência total, enquanto que no caso híbrido 
usando o esquema de Alamouti e uma antena transmitindo símbolos 
não codificados, os dados das duas primeiras antenas vêm codificados 
em espaço-tempo, e a operação de decodificação deve fazer só 
operações lineares para a detecção destes símbolos; já para o símbolo 











































Fig. 4.23 – Híbrido 3=M , )63(  , ≤≤= iiN  
 
b3) Modulação 8-PSK 
Ver Figura 4.24. O esquema com seis receptores apresenta uma rápida 
queda e se diferencia dos demais de maneira notável. Este esquema apresenta um 
bom comportamento já que pelo tipo de modulação transmite mais informação, e 
pelo fato de ser sistema um híbrido tem uma boa proteção. 
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Fig. 4.24 – Híbrido 8-PSK E 6)(3 ,3 ≤≤== iiNM  
 
b4) Comparativo híbrido para várias modulações 
Ver Fig. 4.25. Igual ao que havia sido observado no comparativo BLAST 
de várias modulações (Figura 4.21) se observa no sistema híbrido que o esquema 8-
PSK tem uma diferença ampla com os esquemas QPSK e BPSK, que aparecem 
similares, sempre com o comportamento esperado de ter um melhor desempenho 
para o esquema BPSK. 
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Fig. 4.25 – Comparativo híbrido para várias modulações 
 
b5) Análise de erros de diversidade e de multiplexação 
Neste item, se fará uma análise quantitativa do comportamento dos erros 
num sistema híbrido, realizando esta análise tanto no subsistema de diversidade 
como no subsistema de multiplexação. Esta análise será feita, tomando-se como 
base o sistema híbrido de Alamouti e um transmissor de símbolo não codificado, 























Fig.4.26 – Sistema híbrido 3,3 == NM  
 
Para este caso, foi analisada uma modulação QPSK. O sistema foi avaliado 
desde valores de 0=SNR dB até 13=SNR dB. Já que o modelo de detecção 
implementado na simulação permite diferenciar tantos os erros de diversidade 
como os erros de Alamouti, a seguinte tabela de desempenho foi elaborada: 
 
TABELA 4.4  
COMPORTAMENTO DIFERENCIADO ERROS ALAMOUTI E 


















ALAMOUTI % 40,5 36,4 32,1 26,5 20,9 16,0 12,6 
BLAST % 59,5 63,6 67,9 73,5 79,1 84,0 87,4 
 
 
Os dados que estão na tabela 4.4 são porcentagens dos erros para cada um 
dos subsistemas de diversidade (Alamouti) e multiplexação que estão na estrutura 
da Figura 4.22. Para 0=SNR , o subsistema de Alamouti contribui com o 40,5% 
dos erros totais, entanto que o subsistema de BLAST contribui com o 59,5%. Na 
medida em que a SNR vai aumentado, a proporção de erros do subsistema de 
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Alamouti é menor comparada com o subsistema BLAST. Por exemplo, para 
10=SNR  dB o esquema de Alamouti contribui com 16% dos erros e a estrutura 
BLAST com 84%. Isto nos leva a concluir que foi acertada a estratégia utilizada de 
primeiramente obter a sistemática dos símbolos de Alamouti, os quais têm uma 
maior proteção devido à codificação. Com isto verifica-se que o esquema de 
diversidade para esta estrutura tem um melhor desempenho que a estrutura de 
multiplexação para valores altos de SNR . 
 
4.2.6 Caso VI: Hibrido OSIC, 4,4 == NM  
 
Ver Fig.4.27. Observa-se o comportamento OSIC de uma estrutura em 
comparação com uma estrutura SIC. O comportamento da técnica OSIC é 
levemente melhor que a técnica SIC . A maior diferença entre as duas técnicas é 
observada no ponto dB 13/ 0 =NEb , onde esta diferença é dB 5.0 . No caso da 
estrutura usada, esquema de Alamouti mais dois transmissores de símbolos não 
codificados, a melhora não é muito notável já que, neste caso, o ordenamento, 
conforme a energia do sinal está sendo feito somente nesses transmissores de 
símbolos não codificados. A melhoria de desempenho será muito mais fácil de 



































Fig. 4.27 – Diferença de detecção entre os métodos SIC e OSIC para um sistema 
híbrido 4,4 == NM  
 
4.3  CONCLUSÕES 
 
Neste capítulo foram apresentadas as avaliações feitas sob várias estruturas 
de diversidade (Alamouti), multiplexação (BLAST), e diversidade e multiplexação 
(híbridos). Avaliações com 3 tipos de modulações foram feitas. Sistemas MIMO 
com diferente número de receptores foram avaliados. Como era esperado, os 
sistemas híbridos apresentaram o equilíbrio entre uma taxa de erro melhor que os 
sistemas de multiplexação, e uma eficiência espectral superior aos sistemas de 
diversidade.  
Ademais, o tempo de detecção foi menor para os sistemas híbridos. A 
proteção do sistema com maior número de antenas no receptor demonstrou se 





5.1 RESUMO DE RESULTADOS 
 
Esta Dissertação procurou fazer uma análise detalhada sobre o impacto da 
codificação espaço-temporal e da multiplexação espacial nos sistemas de 
comunicações sem fio.  
O Capítulo 1 apresentou a situação atual dos sistemas de comunicações 
sem fio. Estes sistemas estão em procura permanente de mais altas taxas de 
transmissão de dados, sempre visando utilizar as taxas esperadas com uma 
qualidade de serviço dentro das especificações que permitam confiabilidade na 
transmissão de dados. Isto significa maior eficiência espectral e simultaneamente 
maior fortalecimento no canal sem fio, para suportar estas maiores eficiências 
espectrais. Dentro dos sistemas MIMO, para o primeiro ponto foram mencionados 
os sistemas de multiplexação espacial. Já para o assunto da proteção dos dados no 
desafiador meio sem fio, foram citados os sistemas de diversidade.  
O Capítulo 2 forneceu as bases da tecnologia MIMO. Um histórico destes 
conceitos foi apresentado. A discussão do canal MIMO foi inicialmente abordada, 
começando por suas características de propagação; posteriormente, o canal MIMO 
foi modelado. Os conceitos de diversidade e multiplexação foram discutidos bem 
como suas estruturas, arquiteturas em transmissão e recepção, os mecanismos e 
critérios de decodificação para estes sistemas individualmente.  
O sistema de diversidade de Alamouti foi explicado, e igualmente o 
sistema de multiplexação espacial BLAST. O compromisso entre multiplexação e 
diversidade foi discutido. Combinando os conceitos chaves de multiplexação e 
diversidade, foram apresentados os sistemas híbridos como implementações 
práticas deste compromisso. Fazendo uma avaliação teórica destes sistemas, 
mostrou-se que eles possuem um melhor desempenho em taxa de erro que os 
sistemas de multiplexação espacial, e ao mesmo tempo um melhor desempenho em 
eficiência espectral que os sistemas de diversidade, por isso pode se dizer, visam 
 90 
um interessante equilíbrio nos sistemas MIMO. Igualmente um exemplo da 
possível aplicação de um sistema híbrido num sistema de comunicação IEEE 
802.11a foi ilustrado. 
O Capítulo 3 ilustrou o modelo de processamento de sinal do sistema no 
receptor. Procurando realizar uma decodificação dos sistemas híbridos, projetou-se 
uma estratégia combinando técnicas de decodificação de sistemas de diversidade 
junto com técnicas de decodificação de sistemas de multiplexação. Para a parte de 
diversidade se utilizou o esquema de Alamouti, e para a parte de multiplexação o 
esquema BLAST.  
Nesta dissertação, apresentou-se um projeto detalhado tanto matemático 
como conceptual do modelo sugerido, e colocou-se um recursivo algoritmo que 
pode servir de base para futuros trabalhos. Este modelo tem uma vantagem 
adicional que permite verificar e avaliar individualmente os erros gerados tanto 
pelo sistema de diversidade como pelo sistema de multiplexação. Por outra parte o 
esquema sugerido é modular, facilmente adaptável à mudança de modulações, e à 
mudança do número de antenas tanto no transmissor como no receptor.  
O Capítulo 4 apresentou os resultados de desempenho de estruturas de 
diversidade e multiplexação espacial, e sistemas híbridos. Estas arquiteturas foram 
avaliadas a partir do seu desempenho de erro. Comparações entre elas foram feitas. 
Comparações com outros autores nas mesmas topologias e condições foram 
executadas. Diversas modulações foram utilizadas.  
− Foi verificado que os sistemas híbridos efetivamente apresentam um 
desempenho melhor em taxa de erro que os sistemas de multiplexação, 
e um comportamento superior em eficiência espectral que os sistemas 
de diversidade. Estes resultados foram obtidos para diferentes 
modulações P-árias.Ou seja, estes sistemas MIMO híbridos são 
efetivamente uns pontos de equilíbrio no compromisso entre 
multiplexação e diversidade;  
−  o algoritmo de decodificação mostrou-se mais rápido para os sistemas 
híbridos que para os sistemas de multiplexação. Este resultado era 
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esperado, já que o subsistema de diversidade dos sistemas híbridos só 
precisa de operações lineares no receptor para sua decodificação, e é 
então menos complexo;  
− visando a validação de resultados obtidos nesta Dissertação, foi feita a 
comparação com trabalhos de outros autores em condições iguais, tanto 
no esquema sem codificação, assim como também no esquema de 
Alamouti; os resultados das comparações foram  totalmente idênticos,  e 
por tanto válidos. 
− verificou-se que usando o algoritmo de decodificação SIC ordenado 
(OSIC), o desempenho do sistema melhora, pois a taxa de erro para 
todos os valores de relação sinal-ruído avaliados foi menor; 
− a avaliação da proporção dos erros num sistema híbrido de três antenas 
transmissoras e três antenas receptoras mostrou que efetivamente a 
quantidade de erros gerados pelo subsistema de diversidade dos 
sistemas híbridos é menor que a quantidade de erros gerados pelo 
subsistema de multiplexação. Mais ainda, foi encontrado que, quando a 
relação sinal-ruído é aumentada, a taxa de queda de erros na estrutura 
de diversidade é maior que a taxa de queda de erros na estrutura de 
multiplexação. Isto significa que para esta estrutura, na medida em que 
vai aumentando a relação sinal-ruído, o subsistema de diversidade vai 
melhorando seu desempenho comparativamente com o subsistema de 
multiplexação; uma conclusão interessante disto é que num conjunto de 
dados a serem enviados, os dados que precisem de maior proteção 
podem  ser enviados pelo sistema de diversidade, enquanto que os 
outros dados podem ser enviados pelo sistema de multiplexação; 
− um sistema híbrido de três antenas transmissoras e N  antenas 
receptoras ( 63 ≤≤ N ) foi avaliado, observando seu comportamento em 
taxa de erro para três tipos de modulações P-árias. Da bibliografia 
revisada, nenhum trabalho apresentou esta abordagem que mostra uma 
possível situação futura para as redes locais sem fio. O modelo proposto 
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para o processamento de sinal no receptor demonstrou ser robusto, 
modular e rápido para mudar o número de antenas tanto no transmissor 
como no receptor. Verificou-se, nesta avaliação de desempenho, que a 
proteção dos dados no canal sem fio aumenta junto com o número de 
antenas receptoras. 
 
5.2  TRABALHOS FUTUROS 
 
A seguir, são apresentadas algumas perspectivas de continuidade deste 
trabalho: 
− Nesta dissertação foi assumido que os coeficientes de canal estão 
descorrelacionados. Em seu trabalho, Freitas et al [10] fizeram uma 
análise de um sistema MIMO quando existe correlação no transmissor. 
Seria interessante avaliar os sistemas híbridos num canal MIMO com 
sub-canais descorrelacionados, pois estes cenários apresentam situações 
também existentes nos sistemas de comunicações sem fio; para realizar 
isto, poderia se usar o esquema de Kronecker [10]; 
− outro aspecto interessante seria colocar um estimador de canal no 
receptor. Neste trabalho foi assumido que o receptor conhece o canal. 
Porém, os receptores devem normalmente estimar o canal a partir de 
seqüências de treinamento enviadas desde o transmissor; 
− a avaliação especifica e detalhada de sistemas de comunicações sem fio 
com sistemas híbridos e com o sistema de decodificação proposto agora 
é possível. Similar a como foi colocado como exemplo no capítulo 2 com 
o padrão IEEE 802.11a, esta Dissertação oferece a possibilidade de 
colocar um novo esquema de multiplexação e diversidade entre 
transmissor e receptor dos sistemas existentes de comunicação sem fio. 
Sendo assim, os sistemas de comunicação podem ser avaliados para 
encontrar novos pontos de operação em termos de taxa de erro e 
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