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The 3-class Association Schemes Connected with Checkered Hadamard
Matrices of Order 16
R. W. GOLDBACH AND H. L. CLAASEN†
In this paper we determine all symmetric and non-symmetric 3-class association schemes such that
for their adjacency matrices Di we have D0+ D3 = I4⊗ J4 and D0+ D1− D2+ D3 is a checkered
Hadamard matrix of order 16 (i.e. an Hadamard matrix consisting of 16 square blocks Hi j of order 4
such that Hi i = J4 and Hi j J4 = J4 Hi j = 0). It appears that there are, essentially, four symmetric
and two non-symmetric 3-class association schemes of this kind.
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1. PRELIMINARIES
For association schemes we use Delsarte’s terminology, but see also [3, 4], while for
Hadamard matrices we refer to [10]. For 3-class association schemes we refer to [1, 3, 4, 9].
In this paper It denotes the (t × t) identity matrix and Jt denotes the (t × t) all-one ma-
trix. Unless otherwise stated, H with or without a single sub/superscript from now on in this
paper is a checkered Hadamard matrix of order 16. Whenever we are considering checkered
Hadamard matrices of order 16 in this paper we assume that the rows and columns are num-
bered from 0 to 15.
DEFINITION 1.1. An Hadamard matrix H is called a checkered Hadamard matrix (of order
16) if H has the following form
H =

J4 H12 H13 H14
H21 J4 H23 H24
H31 H32 J4 H34
H41 H42 H43 J4

and in which all matrices Hi j are square and of size 4, where the Hi j are (+1,−1) matrices
such that Hi j J4 = J4 Hi j = 0.
If H − I4 ⊗ J4 is skew-symmetric, then H is called a skew-checkered Hadamard matrix.
A matrix Hi j is called a block of H . The matrices Hi j (1 ≤ j ≤ 4) are said to form the i th
block row, while the matrices Hi j (1 ≤ i ≤ 4) are said to form the j th block column.
Checkered Hadamard matrices in general were discussed in [5, Section 4]. In [6] we deter-
mined within so-called block equivalency all checkered Hadamard matrices of order 16.
We consider in this paper 3-class association schemes (X,R) having adjacency matrices
D0, D1, D2 and D3 with D0 + D3 = I4 ⊗ J4 such that H = D0 + D1 − D2 + D3 is a
checkered Hadamard matrix. We say that (X,R) and H are connected.
Symmetric, checkered Hadamard matrices of order 16 lead to 3-class association schemes
of type L1,2(4), while skew-checkered Hadamard matrices of order 16 give rise to non-
symmetric 3-class association schemes of which the symmetric closure is a so-called GD
scheme of type (4, 4) (cf. [5]), which is essentially just an imprimitive strongly regular graph.
The schemes of type L1,2(4) are also found in [2] by using a computer. To keep our analysis
(of the symmetric case) rather elementary, we did not make use of the specific structural
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properties of the underlying strongly regular graphs as found in [7]. For our results (reached
without a computer) we refer to Theorem 7.6.
The Kronecker product of two matrices A and B will be denoted by A ⊗ B (consisting of
the blocks ai j B).
2. SEVERAL TYPES OF EQUIVALENCY
Two Hadamard matrices are called Hadamard equivalent if one can be transformed into the
other by permutation of rows (columns), and/or multiplications of rows (columns) by−1. Hall
has shown that there are exactly five (Hadamard) equivalence classes of Hadamard matrices
of order 16, i.e. Hall’s classes I–V.
Hadamard equivalent operations destroy, in general, the block structure of a checkered
Hadamard matrix. Therefore, we introduced in [6] the following concept.
Two checkered Hadamard matrices H1 and H2 of order 16 are called block equivalent if
there are two monomial matrices 51 and 52 with non-zero entries +1 and −1 such that
51 H152 = H2 and 51(I4 ⊗ J4)52 = I4 ⊗ J4.
(Here a square matrix is called monomial if in each row and in each column there is exactly
one entry 6= 0.) Block equivalent operations map blocks on blocks preserving the rank.
There are block equivalent operations which in turn destroy the symmetry or the skew
checkeredness of a checkered Hadamard matrix. So we consider in this paper, most of the
time, one of the following two refinements of block equivalency.
Two checkered Hadamard matrices H1 and H2 of order 16 are called strongly block equiv-
alent if there is a permutation matrix 5 such that
5H15T = H2 and 5(I4 ⊗ J4)5T = I4 ⊗ J4.
This notion now overshoots our mark a little because, in this paper, we study the connection
between checkered Hadamard matrices (of order 16) and 3-class association schemes (on
16 elements). Hence the following.
Two checkered Hadamard matrices H1 and H2 of order 16 are called scheme equivalent if
there is a permutation matrix 5 such that
1. 5H15T is equal to H2 or 2(I4 ⊗ J4)− H2,
2. 5(I4 ⊗ J4)5T = I4 ⊗ J4.
The next theorem shows the connections between the several notions, which are central in
this paper. Its proof is left to the reader.
THEOREM 2.1. For i = 1, 2, let the 3-class association scheme on 16 elements (X,R(i))
have the adjacency matrices D(i)0 , D(i)1 , D(i)2 and D(i)3 with D(i)0 = I16, D(i)0 + D(i)3 = I4⊗ J4
and let (X,R(i)) be connected with the checkered Hadamard matrix H (i) of order 16.
The following statements are equivalent.
(1) (X,R(1)) and (X,R(2)) are isomorphic.
(2) There is a permutation matrix 5 such that
{5D(1)1 5T ,5D(1)2 5T } = {D(2)1 , D(2)2 }.
(3) There is a permutation matrix 5 such that
5(D(1)1 − D(1)2 )5T = ±(D(2)1 − D(2)2 ).
(4) H (1) and H (2) are scheme equivalent.
(5) Either H (1) and H (2) or H (1) and 2(I4 ⊗ J4)− H (2) are strongly block equivalent.
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3. ON CHECKERED HADAMARD MATRICES OF ORDER 16
A submatrix
T =
(
Hi j Hik
Hl j Hlk
)
of H with i , j , k and l all different is called a tile. If
T ′ =
(
H j i H jl
Hki Hkl
)
,
then T and T ′ are called complementary tiles.
Let M be a block matrix with blocks Mi j . If rank(Mi j ) = ri j , then the matrix with the (i, j)
entry ri j is called the rank distribution matrix of M , denoted by R(M).
The blocks of a checkered Hadamard matrix of order 16 are (+1,−1)matrices A of order 4
with the extra property that J A = AJ = 0. We consider briefly such matrices.
Let xi ∈ R4 be a row vector with entries ±1 and entry sum 0. Clearly the following row
vectors are the only possibilities
x0 = (+1,+1,−1,−1), x1 = (+1,−1,+1,−1), x2 = (+1,−1,−1,+1)
and xi = −xi−3 for i = 3, 4, 5. The inner product (xi , x j ) = 0 if i 6≡ j (mod 3). We keep
this notation for the rest of this paper.
It can easily been shown that if A is a square matrix of order 4 with entries ±1 such that
AJ = J A = 0, then Rank (A) is either 1 or 2.
We introduce, as in [6] the following matrices
Ti j;kl = 12 {(xi + x j )T xk + (xi − x j )T xl}.
for i, j, k, l ∈ {0, 1, 2}. If i = j or k = l we denote Ti j;kl by Oik .
The matrices used most in this paper are
O00 =

+1 +1 −1 −1
+1 +1 −1 −1
−1 −1 +1 +1
−1 −1 +1 +1
 , O11 =

+1 −1 +1 −1
−1 +1 −1 +1
+1 −1 +1 −1
−1 +1 −1 +1
 ,
O22 =

+1 −1 −1 +1
−1 +1 +1 −1
−1 +1 +1 −1
+1 −1 −1 +1
 , T12;12 =

+1 −1 +1 −1
−1 +1 −1 +1
+1 −1 −1 +1
−1 +1 +1 −1
 .
Each block Hmn of H is of the form Ti j;kl . If Hmn = ±Oik , we say that Hmn has the row form
i and the column form k. If Hmn = ±Ti j;kl (i 6= j , k 6= l) then we say Hmn has the row form
i + j + 2 and the column form k + l + 2. Remark that the ranks of the Oik are 1, while the
ranks of the Ti j;kl (i 6= j , k 6= l) are 2.
In [6] the following two results have been shown.
LEMMA 3.1. A block row of H contains (apart from J4) either
(1) three blocks of rank 1 of different row forms, or
(2) one block of rank 1 of row form t (t ∈ {0, 1, 2}) and two blocks of rank 2 of row form
5− t .
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An analogous result holds if one replaces in the above ‘row’ by ‘column’.
LEMMA 3.2. The following hold.
(1) A checkered Hadamard matrix of order 16 contains either no or one or two tiles of
which all the blocks have rank 2.
(2) Checkered Hadamard matrices with a different number of tiles of which all the blocks
have rank 2 are not block equivalent.
(3) Up to block equivalency the rank distribution matrix of H must have one of the follow-
ing forms:
1 1 1 1
1 1 1 1
1 1 1 1
1 1 1 1
 ,

1 2 2 1
1 1 1 1
1 1 1 1
1 2 2 1
 ,

1 2 2 1
2 1 1 2
2 1 1 2
1 2 2 1
 .
DEFINITION 3.3. Let t ∈ {0, 1, 2}. If a checkered Hadamard matrix H of order 16 contains
t tiles of which all the blocks have rank 2, then we say that H has rank format t .
We mention for easy reference the following immediate conclusion.
THEOREM 3.4. If H is symmetric or skew checkered, then H is of rank format 0 or of rank
format 2.
Since we want to study the connection between checkered Hadamard matrices and association
schemes, matrices of rank format 1 will not be considered in the paper any more.
4. ON ASSOCIATION SCHEMES
We call an n-class association scheme an n-scheme.
REMARK 4.1. We use in this paper the following families of schemes:
(1) GD schemes of type (4, 4) (these are the imprimitive symmetric 2-schemes with v =
16, v1 = 3 and p211 = 0),
(2) symmetric 3-schemes of type L1,2(4) as described in [5] (v = 16, v1 = 6, v2 = 6 and
p111 = p112 = p211 = p212 = 2),
(3) non-symmetric 3-schemes of which the symmetric closure is a GD scheme of type
(4, 4) (v = 16, p111 = p211 = 2).
Now we review the connection between checkered Hadamard matrices on the one hand and
3-class association schemes on the other hand.
REMARK 4.2. From [5] we derive the following.
There exists an (imprimitive) symmetric 3-scheme of type L1,2(4) if and only if there exists
a symmetric checkered Hadamard matrix H of order 16. Then for a suitable ordering of the
relations H = D0 + D1 − D2 + D3 is that symmetric checkered Hadamard matrix.
If H is a symmetric checkered Hadamard matrix of order 16 and if D0 = I , D1 = 12 (J +
H)− I4 ⊗ J4, D2 = 12 (J − H), D3 = I4 ⊗ J4 − I , then the matrices D0, D1, D2 and D3 are
the adjacency matrices of a symmetric 3-scheme of type L1,2(4), in fact a scheme with the
same parameters as a so-called Latin square scheme [8].
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REMARK 4.3. Also from [5] we derive the following.
There exists an (imprimitive) non-symmetric 3-scheme (X,R) of which the symmetric clo-
sure is a GD scheme of type (4, 4) if and only if there exists a skew-checkered Hadamard
matrix H of order 16. Then for a suitable ordering of the relations H = D0 + D1 − D2 + D3
is that skew-checkered Hadamard matrix.
If H is a skew-checkered Hadamard matrix of order 16, then D0 = I , D1 = 12 (J+H)−I4⊗
J4, D2 = DT1 = 12 (J − H), D3 = I4⊗ J4− I are the adjacency matrices of a non-symmetric
3-scheme (X,R) of which the symmetric closure is a GD scheme of type (4, 4).
5. STRONG BLOCK EQUIVALENCY CLASSES OF MATRICES OF RANK FORMAT 0
In [6] the following has been shown (for the exact definition of Hall’s classes see [10,
p. 420]).
THEOREM 5.1. Every checkered Hadamard matrix of order 16 of rank format 0 is block
equivalent to a matrix of the following form:
J4 η12 O00 η13 O11 η14 O22
η21 O00 J4 η23 O22 η24 O11
η31 O11 η32 O22 J4 η34 O00
η41 O22 η42 O11 η43 O00 J4
 (1)
with ηi j ∈ {−1,+1}.
An Hadamard matrix of the form given in (1) belongs to Hall’s class I if an even number of
ηi j is −1 and belongs to Hall’s class II if an odd number of ηi j is −1.
The matrix
N =

1 η12 η13 η14
η21 1 η23 η23
η31 η32 1 η34
η41 η42 η43 1
 (2)
is called the sign matrix of the above matrix.
THEOREM 5.2. Let H be a checkered Hadamard matrix of rank format 0 of order 16. If
H is symmetric or skew-checkered, then H is strongly block equivalent to a matrix of the
form (1).
PROOF. There is a permutation matrix5 such that for H (1) = 5H5T we have H (1)11 = J4
and H (1)1 j is of row and column form j − 2 ( j = 2, 3, 4) (see [6]). Since H is symmetric or
skew checkered, we find that H (1)i1 is of row and column form i − 2 (i = 2, 3, 4).
Now, consider the block H (1)23 of H
(1)
. If the row form of H (1)23 is 1, then apply to H
(1) the
row and column permutation (4 5), yielding a block of row form 2. If the column form of H (1)23
is 0, then apply to H (1) the row and column permutation (8 10), yielding a block of column
form 2. So without loss of generality we can assume that H (1)23 has row and column form 2.
The row form of H (1)24 has to be 1 and the possible column forms of H
(1)
24 are 0 or 1. If H
(1)
24
has column form 0, then apply to H (1) the row and column permutation (12 15) yielding a
block of column form 1, resulting in a checkered Hadamard matrix H (2).
It is easily seen that H (2) has necessarily the prescribed form. 2
Let us turn first to the symmetric case. Note that in Lemma 5.3 we even have scheme
inequivalency.
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LEMMA 5.3. Let H and H˜ be two checkered Hadamard matrices of rank format 0. Suppose
that in the sign matrix of H all ηi j = +1 and that in the sign matrix of H˜ , η12 = η21 = −1,
while all the other ηi j are +1. Then H and H˜ are not scheme equivalent.
PROOF. Let (X,R) be the symmetric 3-scheme of type L1,2(4) connected with the matrix
H and let (X˜, R˜) be the symmetric 3-scheme connected in the same way with the matrix H˜ . In
view of Theorem 2.1 it is obvious that it suffices to show that the schemes are not isomorphic.
In the graph (X, R1) of the relation R1 of (X,R) the subgraph induced by the vertices
connected with any given vertex is the union of two 3-cycles. The same holds for the graph of
the second relation R2.
In the graph (X˜, R˜1) of (X˜, R˜) the subgraph induced by the vertices connected with the any
vertex is a 6-cycle.
But this clearly implies that (X,R) and (X˜, R˜) are not isomorphic. 2
THEOREM 5.4. The following hold.
(1) The symmetric, checkered Hadamard matrices of order 16 and of rank format 0 all
belong to Hall’s class I.
(2) Let H and H˜ be two symmetric, checkered Hadamard matrices of order 16 and of rank
format 0 with sign matrix N and N˜ , respectively.
If t is the number of entries in N − N˜ which are 0, then H and H˜ are strongly block
equivalent if t ≡ 0 (mod 4) and not strongly block equivalent if t ≡ 2 (mod 4).
PROOF. In this proof an HSC matrix is a symmetric, checkered Hadamard matrix of
order 16 and of rank format 0.
Any HSC matrix has a symmetric sign matrix. Hence by Theorem 5.1 each HSC matrix
belongs to Hall’s class I.
In [6] we found that for any block row (column) of an HSC matrix one can change the signs
of two blocks 6= J4 by a well-chosen row (column) permutated, while the sign of the third
block 6= J4 remains the same.
Let H0 be an HSC matrix and assume that H1 is found out of H0 by changing the signs of
only the blocks Hi j , H j i , Hkl and Hlk of H0 (i 6= j and k 6= l).
If either i ∈ {k, l} or j ∈ {k, l}, then by using the procedure described above we see that H0
and H1 are strongly block equivalent. If {i, j, k, l} = {1, 2, 3, 4}, then first change in H0 the
signs of only Hi j , H j i , Hil and Hli finding the matrix H ′ = (H ′mn). In H ′ then change only
the signs of H ′il , H ′kl , H ′li and H ′lk resulting in the matrix H1.
But this implies that any HSC matrix is strongly block equivalent either to the matrix H
in Lemma 5.3 or to the matrix H˜ in that lemma. Now it is easy to complete the proof of the
theorem. 2
Now we turn to the skew-checkered case.
THEOREM 5.5. The skew-checkered Hadamard matrices of order 16 and of rank format 0
all belong to Hall’s class I and all are strongly block equivalent.
PROOF. The fact that all matrices mentioned in the theorem belong to Hall’s class I follows
from Theorem 5.1.
Let H be the matrix of form (1) such that η j i = −ηi j and ηi j = +1 if i < j and suppose
that H˜ is the matrix of the form (1) such that η˜ j i = −η˜i j , η˜12 = −1 and η˜i j = +1 if i < j
and (i, j) 6= (1, 2). By the permutation
pi = (2 3)(4 6 5 7)(8 12 10 15)(9 13 11 14)
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[h]
TABLE 1.
Class no. Sign matrix (2)
10 symm ηi j = 1 for all i and j
20 symm η12 = η21 = −1, ηi j = 1 otherwise
30 skew ηi j = −η j i , ηi j = 1 for i < j
of the rows and the columns of the matrix H this matrix is changed into H˜ .
The rest of the proof of the theorem is analogous to that of Theorem 5.4 and is left to the
reader. 2
THEOREM 5.6. Let H and H ′ be checkered Hadamard matrices of order 16 and of rank
format 0. If H is symmetric and H ′ is skew checkered, then H and H ′ are not scheme equiv-
alent.
PROOF. Use the connected schemes, which are obviously not isomorphic. Theorem 2.1
now gives the desired result. 2
In this section we have found three strong block equivalency classes of checkered Hadamard
matrices of order 16 and rank format 0. In Table 1 we characterize the representatives of
these three classes. In the first column one finds the class number of the class (indexed by 0
referring to the fact that we are dealing with matrices of rank format 0), in the second column
we indicate whether the matrices are symmetric (symm) or skew-checkered (skew), while in
the third column the sign matrix of a representative of the strong block equivalency class has
been characterized.
6. STRONG BLOCK EQUIVALENCY CLASSES OF MATRICES OF RANK FORMAT 2
LEMMA 6.1. If H is a symmetric, checkered (skew checkered) Hadamard matrix of order
16 and of rank format 2, then H is strongly block equivalent to a symmetric, checkered (skew-
checkered) Hadamard matrix of the following form
J4 K1 K2 O00
ηK T1 J4 O00 K3
ηK T2 ηO00 J4 K4
ηO00 ηK T3 ηK
T
4 J4
 ,
where the matrices K1, K2, K3, K4 are of row and column form 5, η = +1 if H is symmetric
and η = −1 if H is skew checkered.
PROOF. In every row and every column there is in H one block 6= J4 of rank 1. By a
strongly block equivalent transformation these matrices can be brought to the secondary di-
agonal because H is symmetric or skew checkered.
The block H14 can then be transformed by an appropriately chosen permutation ρ of the
rows 0, 1, 2, 3 into the row form 0 and can then be transformed into O00 by an appropriately
chosen permutation τ of columns 12, 13, 14, 15. H41 = ηH T14 can, therefore, be transformed
into ηO00 by the column permutation ρ and the row permutation τ . Since the same can be
shown for H23 and H32, we are done according to Lemma 3.1. 2
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THEOREM 6.2. If H is a checkered Hadamard matrix of order 16 and of rank format 2,
which is either symmetric or skew checkered, then H is strongly block equivalent to a check-
ered Hadamard matrix of the following form.
H(η, η1, η2) =

J4 T12;12 T12;12 η1 O00
ηT12;12 J4 η2 O00 T12;12
ηT12;12 ηη2 O00 J4 −T12;12
ηη1 O00 ηT12;12 −ηT12;12 J4
 ,
where η = +1 if H is symmetric, η = −1 if H is skew checkered and η1 and η2 well chosen
in {+1,−1}.
PROOF. First bring H into the form found in Lemma 6.1. It can easily be checked that the
group of row permutations (of the rows numbered 0–3) generated by the two elements (01)
and (0213) can transform any matrix Ki of row and column form 5 into T12;12, possibly only
changing the sign of O00.
Hence, by an appropriately chosen row permutation ρ0 of the first block row, K1 can be
permutated into T12;12. Now apply the column permutated ρ0 on the first block column.
Suppose that, by these permutations, K2 is transformed into K ′2. Apply to the third block
column the column permutation τ0 such that K ′2 is transformed into T12;12. Then apply the
row permutation τ0 to the third block row.
In the same way, considering the fourth block column and block row, K3 can be transformed
into T12;12. But then it follows directly from the orthogonality of the rows (columns) of H that
the (3, 4) block of the thus found matrix is −T12;12 and that the (4, 3) block is −ηT12;12.
It is now not difficult to finish the proof of the theorem. 2
THEOREM 6.3. Let H be a checkered Hadamard matrix of order 16 and of rank format 2.
(1) If H is symmetric, then H belongs to Hall’s class I.
(2) If H is skew-checkered, then H belongs to Hall’s class III.
PROOF. Suppose, in the setting of Theorem 6.2, H = H(η, η1, η2).
If η = −1, then apply to H the column permutation (0 1)(2 3) and the row permutation
(12 13)(14 15). This results in the matrix
J4 T12;12 T12;12 η1 O00
T12;12 J4 η2 O00 T12;12
T12;12 −η2 O00 J4 −T12;12
−η1 O00 T12;12 −T12;12 J4
 .
Now it is not difficult to see that in both the cases η = +1 and η = −1 one can transform H
by Hadamard equivalent operations into H(η,+1,+1). Once one has this, simply calculate
the elementary divisors of H and refer to [10, p. 410]. 2
THEOREM 6.4. Two matrices H(η, η1, η2) and H(η′, η′1, η′2) (using the setting of Theo-
rem 6.2) such that (η, η1, η2) 6= (η′, η′1, η′2) are strongly block equivalent if and only if
• η = η′ = +1, η1 = η′2 and η2 = η′1 or• η = η′ = −1.
PROOF. Clearly if η 6= η′ then the matrices cannot be strongly block equivalent.
Since a strongly block equivalent permutation permutes rows and columns in the same
way, we only mention the action on the rows. Any strongly block equivalent permutation
can be considered as a permutation of block rows (not permuting the rows within each block
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row), followed by a permutation that only permutes the rows within a block row. In fact any
strongly block equivalent permutation, changing H(η, η1, η2) into H(η′, η′1, η′2), induces a
unique permutation σ of the four block rows of H .
Clearly σ can only permute the four blocks on the secondary diagonal. Hence if we number
the block rows from 1 to 4, then σ must have the property that σ(i)+ σ( j) = 5 if i + j = 5.
Hence σ ∈ S := {(1), (14), (23), (14)(23), (12)(34), (13)(24), (1243), (1342)}. Assume that
η = η′ = 1.
• σ = (12)(34) implies that η1 = η′2 and η2 = η′1;
• σ = (14) does not change η1 or η2.
Since the group S is generated by the two elements (14) and (12)(34) we got all possibilities.
Now assume that η = η′ = −1.
• σ = (1243) (followed by the permutation (01)(23) of the four rows of the first block
row) implies that η1 = η′2 and η2 = −η′1.
Now it is easily seen that all H(−1, η1, η2) are strongly block equivalent.
This completes the proof. 2
In this section we have found four strong block equivalency classes of checkered Hadamard
matrices of order 16 and of rank format 2. In Table 2 we characterize the representatives of
these four classes. In the first column one finds the class number of the class, indexed by 2, in
the second column we indicate whether the matrices are symmetric (symm) or skew checkered
(skew), while in the third column we give the (η, η1, η2) referring to Theorem 6.2.
TABLE 2.
Class no. (η, η1, η2)
12 symm (+1,+1,+1)
22 symm (+1,+1,−1)
32 symm (+1,−1,−1)
42 skew (−1,+1,+1)
7. THE SIX 3-SCHEMES
In Sections 5 and 6 we have found in total seven strong block equivalency classes of sym-
metric checkered and skew-checkered Hadamard matrices of order 16 of rank format 0 and 2.
(As noted earlier we do not consider matrices of rank format 1 any more.) The three classes of
matrices of rank format 0 correspond to 3-schemes, which are mutually non-isomorphic, but
the four classes of matrices of rank format 2 give only rise to three non-isomorphic 3-schemes.
In this section we treat these problems.
First we consider the matrices of rank format 0 and their connected schemes.
THEOREM 7.1. There are three non-isomorphic 3-schemes on 16 elements connected with
checkered Hadamard matrices of order 16 with class number 10, 20 and 30, respectively.
The first two are symmetric and the last one is non-symmetric.
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PROOF. If (X,R) is connected with a matrix with class number 10 and (X, R˜) is connected
with a matrix with class number 20, then these schemes are not isomorphic as is shown in the
proof of Lemma 5.3. The present theorem follows easily from the Theorems 5.4 and 5.5. 2
Now we turn to the schemes connected with matrices of rank format 2.
LEMMA 7.2. If5 is the permutation matrix of the permutation (0 3 1 2), then5O005T =
O00 and 5T12;125T = −T12;12.
LEMMA 7.3. The 3-schemes connected with the matrices with class number 12 and 32 are
isomorphic.
PROOF. Motivated by the preceeding lemma we consider the permutation
ω = (0 3 1 2)(4 7 5 6)(8 11 9 10)(12 15 13 14).
Assuming that  is the permutation matrix connected with ω we find
[2(I4 ⊗ J4)− H(+1,−1,−1)]T = H(+1,+1,+1).
This implies the lemma. 2
LEMMA 7.4. The 3-schemes connected with the matrices with class number 12 and 22 are
not isomorphic.
PROOF. Let (X,R(i)) be connected with a matrix with class number i2 (i = 1, 2).
We consider the neighbourhoods of the elements of X in the schemes (X,R(1)) and
(X,R(2)). We put for x ∈ X,
R(i)k (x) = {y ∈ X | (x, y) ∈ R(i)k }
for i, k ∈ {1, 2} (here R(i)k is the kth relation in (X,R(i))). |R(i)k (x)| = 6 for i, k ∈ {1, 2} and
x ∈ X. We assume that
R(i)k (x) = {a0, a1, a2, a3, a4, a5}.
(The ai are, of course, dependent on x , i and k, but in order to avoid complexity we leave that
dependency implicit.)
For any x ∈ X the substructure of (X,R(1)) induced by the elements of R(1)1 (x) has a form
as given in the Figure 1(a), while for any x ∈ X the substructure of (X,R(1)) induced by the
the elements of R(1)2 (x) has a form as given in the Figure 1(b).
(If (ak, al) ∈ R(1)1 , then a thin line between ak and al is drawn, if (ak, al) ∈ R(1)2 , then a
thick line between ak and al is drawn and if (ak, al) ∈ R(1)3 , then no line between ak and al is
drawn.)
On the other hand for eight x ∈ X the substructure of (X,R(2)) induced by the elements of
R(2)1 (x) has a form as given in Figure 1(a) above, while for the remaining eight x ∈ X the sub-
structure of (X,R(2)) induced by the elements of R(2)1 (x) has a form as given in Figure 1(b).
But this implies that (X,R(1)) and (X,R(2)) cannot be isomorphic. 2
LEMMA 7.5. Let H (1) and H (2) be symmetric checkered or skew-checkered Hadamard
matrices of order 16.
If H (1) is of rank format 0 and H (2) of rank format 2, then the connected schemes are not
isomorphic.
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FIGURE 1.
PROOF. Scheme equivalent operations leave the rank format of a checkered Hadamard
matrix invariant. So the lemma is a direct consequence of Theorem 2.1. 2
The results of this section are summerized in the following theorem.
THEOREM 7.6. The following hold.
(1) There are four, mutually not isomorphic, symmetric 3-schemes of type L1,2(4). They are
connected with symmetric, checkered Hadamard matrices of order 16 and with class
numbers 10, 20, 12 and 22.
(2) There are two, mutually not isomorphic, non-symmetric 3-schemes of which the sym-
metric closure is a GD scheme of type (4, 4). They are connected with skew-checkered
Hadamard matrices of order 16 and with class numbers 30 and 42.
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