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Abstract
Let H be a Hilbert space and let A and B be standard ∗-operator algebras on H . Denote by As and Bs
the set of all self-adjoint operators in A and B, respectively. Assume that M :As → Bs and M∗ :Bs →As
are surjective maps such that M(AM∗(B)A) = M(A)BM(A) and M∗(BM(A)B) = M∗(B)AM∗(B) for
every pair A ∈ As , B ∈ Bs . Then there exist an invertible bounded linear or conjugate-linear operator
T :H → H and a constant c ∈ {−1,1} such that M(A) = cT AT ∗, A ∈As , and M∗(B) = cT ∗BT , B ∈ Bs .
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction and statement of the main result
Let A be an algebra, n a positive integer, and ak, bk ∈ A, k = 1, . . . , n. Then the operator
φ :A→A defined by
φ(x) =
n∑
k=1
akxbk (1)
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L. Molnár, P. Šemrl / J. Math. Anal. Appl. 327 (2007) 302–309 303is called an elementary operator. The building blocks of such operators are the elementary op-
erators of length one, that is, the maps Ma,b of the form Ma,b(x) = axb. Special examples of
elementary operators are inner automorphisms and (in the case when A is unital) inner deriva-
tions, that is, maps of the form x → axa−1 and x → bx − xb, respectively. Here a is any
invertible element of A and b is any element of A. Both in analysis and algebra it is a rather im-
portant task to treat general automorphisms (bijective linear maps satisfying φ(ab) = φ(a)φ(b),
a, b ∈ A) and general derivations (linear maps satisfying φ(ab) = aφ(b) + φ(a)b, a, b ∈ A).
One of the main questions is for which algebras every automorphism (derivation) has to be inner.
This observation led Brešar and Šemrl [3] to an abstract definition of elementary operators so
that the maps of the form (1) are just special examples of abstract elementary operators. They
considered a pair of algebras A, B, and a pair of linear operators M :A→ B and M∗ :B→A
satisfying
M
(
xM∗(y)z
)= M(x)yM(z) and M∗(yM(x)u)= M∗(y)xM∗(u) (2)
for all x, z ∈A, y,u ∈ B. Note that if A= B and a, b ∈A, then the pair (Ma,b,Mb,a) satisfies
the system (2) of equations. Once we have such an abstract definition of an elementary operator
of length one the first natural question is for which algebras A = B every pair of linear maps
M,M∗ :A→ A satisfying (2) must be a pair of inner elementary operators of length one, that
is, (M,M∗) = (Ma,b,Mb,a) for some a, b ∈A. When we deal with certain operator algebras a
slight modification of this question makes sense even in the general case when A = B.
Let X and Y be Banach spaces, respectively. We denote by B(X) the algebra of all bounded
linear operators on X and by F(X) ⊂ B(X) the ideal of all finite rank operators. A subalgebra
A⊂ B(X) is called a standard operator algebra on X if it contains F(X). Brešar and the second
author [3, Theorem 7.2] proved that if A and B are standard operator algebras on X and Y ,
respectively, and M :A→ B and M∗ :B→A are linear operators satisfying
M
(
AM∗(B)C
)= M(A)BM(C) (3)
and
M∗
(
BM(A)D
)= M∗(B)AM∗(D) (4)
for every A,C ∈ A and B,D ∈ B, then there exist bounded linear operators T :X → Y and
S :Y → X such that M(A) = TAS, A ∈ A, and M∗(B) = SBT , B ∈ B. The original proof
was rather long. It was based on a structural result for linear rank one non-increasing mappings.
A half page self-contained proof was given in [9]. Using the idea of this short proof a much
more surprising result was proved in the same paper. Namely, under the additional surjectivity
assumption an analogue of the above result was proved without the linearity assumption. An
interested reader can find further results on abstract elementary operators in [5–7,10].
When dealing with mappings of special kind (automorphisms, preservers, elementary opera-
tors, . . .) on ∗-operator algebras acting on Hilbert spaces we are usually interested not only in
mappings defined on the whole algebra but also in mappings of the same type defined on the
Jordan subalgebra of all self-adjoint operators (the motivation to do so originates from pure alge-
bra and also from the applications of self-adjoint operators in quantum mechanics). This together
with the above mentioned results give rise to the following problem. Let H be a Hilbert space and
letA and B be standard ∗-operator algebras on H , that is,A and B are subalgebras of B(H) (not
necessarily unital and not necessarily closed) such that F(H) ⊂A,B and A∗ =A and B∗ = B.
Denote by As the self-adjoint part of A, As = {A ∈A: A∗ = A}. Our goal is to study a pair of
surjective maps M :As → Bs , M∗ :Bs →As (we do not assume that M and M∗ are real-linear
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conditions have to be modified in our case as the sets As and Bs are not closed under multipli-
cation. But they are closed under the Jordan triple product, that is, for every A,B ∈As we have
ABA ∈As . Thus, we have to replace C and D in the above conditions by A and B , respectively.
So, we assume that our pair of maps satisfy
M
(
AM∗(B)A
)= M(A)BM(A) (5)
and
M∗
(
BM(A)B
)= M∗(B)AM∗(B) (6)
for every A ∈ As and B ∈ Bs . Note that if φ :As → Bs is an isomorphism with respect to the
Jordan triple product (a bijective map satisfying φ(ABA) = φ(A)φ(B)φ(A), A,B ∈ As ; no
additivity is assumed), then the pair (φ,φ−1) satisfies the conditions (5) and (6). The problem
is, of course, to describe the general form of pairs of maps (M,M∗) satisfying the above two
equations. It should be mentioned here that the idea from [9] does not work when treating our
problem. Namely, to use the idea from [9] we need to have an abundance of rank one operators
with the same image (kernel) in the domain. This is not the case when dealing with self-adjoint
operators as any two rank one self-adjoint operators with the same image or the same kernel are
linearly dependent. As already mentioned, when treating abstract elementary operators of length
one in the papers [2] and [3] we have first proved that such maps are rank one non-increasing
and then one can apply the structural theorem for linear rank one non-increasing maps. But we
do not have the linearity assumption in our problem, and therefore, a completely new approach
has to be used. We will use some geometrical tools. In this way we obtain a new insight into the
structural problem for elementary operators of length one on various operator algebras. Namely,
using the ideas from our proof one can get rather short new proofs of the above mentioned already
published results.
We shall now formulate our main result. The proof will be given in the next section.
Theorem 1.1. Let H be an infinite-dimensional Hilbert space and let A and B be standard
∗-operator algebras on H . Assume that M :As → Bs and M∗ :Bs → As are surjective maps
satisfying
M
(
AM∗(B)A
)= M(A)BM(A)
and
M∗
(
BM(A)B
)= M∗(B)AM∗(B)
for every A ∈As and B ∈ Bs . Then there exist an invertible bounded linear or conjugate-linear
operator T :H → H and c ∈ {−1,1} such that
M(A) = cT AT ∗ and M∗(B) = cT ∗BT
for every A ∈As and B ∈ Bs .
A straightforward consequence is that every Jordan triple multiplicative isomorphism φ ofAs
onto Bs (a bijective map φ :As → Bs satisfying φ(ABA) = φ(A)φ(B)φ(A), A,B ∈As ) is of
the form A → cUAU∗, A ∈As , where c ∈ {−1,1} and U is a unitary or an anti-unitary operator
on H . In particular, As and Bs are isomorphic as Jordan triple multiplicative semigroups if and
only if they are isomorphic as Jordan algebras. It should be mentioned that the special case of
this consequence when As = Bs is the full Jordan algebra of self-adjoint operators on H has
been proved in [8].
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In the first step we will show that both M and M∗ are injective. Assume that M(A) = M(B)
for some A,B ∈As . Then M∗(XM(A)X) = M∗(XM(B)X) for every X ∈ Bs , which yields that
M∗(X)AM∗(X) = M∗(X)BM∗(X) for every X ∈ Bs . Applying the surjectivity of M∗ together
with F(H) ⊂ A we conclude that PAP = PBP for every rank one projection (a self-adjoint
idempotent of rank one). Consequently, A = B . In the same way we prove that M∗ is injective,
and hence, bijective. It is easy to check that M−1 :Bs → As and (M∗)−1 :As → Bs satisfy
analogous conditions as M and M∗, that is,
(M∗)−1
(
AM−1(B)A
)= (M∗)−1(A)B(M∗)−1(A)
and
M−1
(
B(M∗)−1(A)B
)= M−1(B)AM−1(B)
for every A ∈As and B ∈ Bs .
Next, we will prove that M(0) = M∗(0) = 0. By bijectivity, there exists a unique opera-
tor Y ∈ Bs such that M∗(Y ) = 0. Let X be any element of Bs . We have M∗(XM(0)X) =
M∗(X)0M∗(X) = 0, and thus, M∗(XM(0)X) = M∗(Y ). It follows from injectivity that
XM(0)X = Y . Here, X can be chosen to be an arbitrary self-adjoint finite rank operator. Thus,
Y = 0 and M(0) = 0, as desired.
After these two trivial starting observations we come to the core part of the proof. For arbitrary
A ∈As and B ∈ Bs we denote
VA = {AXA: X ∈As} ⊂As
and
WB = {BYB: Y ∈ Bs} ⊂ Bs ,
respectively. Using the bijectivity of maps M and M∗ and Eqs. (5) and (6) one can easily prove
that
M(VA) =WM(A) (7)
for every A ∈As . Of course, we have analogous properties for M∗, M−1, and (M∗)−1.
AsA contains all finite rank operators, the setAs contains all finite rank self-adjoint operators.
It follows that for every finite rank operator A ∈As the set VA equals the set of all self-adjoint
finite rank operators R on H such that ImR ⊂ ImA.
It is now easy to see that if A ∈As is of rank at least n (A is of finite rank and dim ImA n
or dim ImA = ∞), then there exists a sequence of operators 0 = A0,A1, . . . ,An = A in As such
that
VA0 ⊂ VA1 ⊂ · · · ⊂ VAn
and VAj = VAj+1 , j = 0,1, . . . , n− 1. Moreover, if for a given A ∈As there exists a sequence of
operators A0,A1, . . . ,An = A as above, then rankA n. Applying (7) and analogous properties
for M∗, M−1, and (M∗)−1 we see that M(Fs(H)) = Fs(H) and that the same holds true if we
replace M by either M∗, or M−1, or (M∗)−1. Here, Fs(H) = F(H) ∩As = F(H) ∩ Bs is the
set of all self-adjoint finite rank operators on H .
Our next observation is that it is enough to prove our theorem in the special case when
Fs(H) = As = Bs . Indeed, assume for a moment that we have already proved this special
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M∗ :Bs → As be surjective maps satisfying (5) and (6) for every A ∈ As and B ∈ Bs . Then
we already know that M(Fs(H)) =Fs(H) and M∗(Fs(H)) =Fs(H). By our assumption there
exist an invertible bounded linear or conjugate-linear operator T :H → H and c ∈ {−1,1} such
that
M(A) = cT AT ∗ and M∗(B) = cT ∗BT (8)
for every A,B ∈Fs(H). We have to prove that (8) holds true for every A ∈As and B ∈ Bs . Let
A ∈As be an arbitrary operator and R any self-adjoint operator of rank one. Then
M∗
(
RM(A)R
)= M∗(R)AM∗(R).
Clearly, RM(A)R is of rank at most one, and thus,
cT ∗RM(A)RT = T ∗RTAT ∗RT .
Since both T and T ∗ are invertible we have
R
(
M(A) − cT AT ∗)R = 0
for every self-adjoint operator R of rank one. Consequently, M(A) = cT AT ∗, as desired. In the
same way we prove that M∗(B) = cT ∗BT for every B ∈ Bs .
So, from now on we can consider only the special case when Fs(H) =As = Bs . Define an
equivalence relation on Fs(H) by A ≡ B if and only if ImA = ImB . In each equivalence class
[A] there is a unique projection P , that is, the orthogonal projection on ImA. We can identify
projections of finite rank with finite-dimensional subspaces of H . Thus, each equivalence class
can be identified with a finite-dimensional subspace of H .
Clearly, A ≡ B if and only if VA = VB . By (7) we know that A ≡ B if and only if
M(A) ≡ M(B). And, of course, the maps M∗, M−1, and (M∗)−1 preserve the relation ≡ as
well. Thus, M induces a map φ : LatF H → LatF H , where LatF H denotes the lattice of all
finite-dimensional subspaces of H . Clearly, the map on LatF H that corresponds to M−1 is φ−1.
Both maps φ and φ−1 are monotone, that is, U,V ∈ LatF H , U ⊂ V implies that φ(U) ⊂ φ(V )
and φ−1(U) ⊂ φ−1(V ). It was proved in [4, Lemma 1 and Remark, p. 823] that φ can be ex-
tended to an automorphism (projectivity) of the lattice of all linear manifolds (not necessarily
closed) of H . We use the same symbol φ for this extension. By the fundamental theorem of pro-
jective geometry there is a bijective semi-linear map T :H → H such that φ(U) = T U for every
linear manifold U ⊂ H . Similarly, there exists a bijective semi-linear map S on H such that
ψ(U) = SU for every linear manifold U ⊂ H . Here, ψ : LatF H → LatF H is a map induced
by M∗.
In our next step we will prove that T is a bounded linear or conjugate-linear operator. By
[4, Lemmas 2 and 3], it is enough to show that T and T −1 carry closed hyperplanes to closed
hyperplanes. It is enough to check this property only for T as its inverse satisfies the same as-
sumptions. So, we have to prove that for every nonzero x ∈ H its orthogonal complement x⊥ is
mapped by T onto the orthogonal complement of some nonzero vector y.
Note that if R ∈ Fs(H) is a rank one operator whose image is a one-dimensional subspace
[x] spanned by a nonzero vector x, then M(R) is a rank one operator whose image is spanned
by T x. And similarly, if P ∈ Fs(H) is a rank one operator whose image is a one-dimensional
subspace [y] spanned by a nonzero vector y, then M∗(P ) is a rank one operator whose image is
spanned by Sy.
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and t, s arbitrary nonzero real numbers. Denote by xx∗ the rank one projection onto the linear
span of x. Then, obviously, (txx∗)(syy∗)(txx∗) = 0 if and only if x and y are orthogonal.
Let x, y ∈ H be any pair of nonzero vectors and R,P any pair of rank one self-adjoint opera-
tors whose images are spanned by x and y, respectively. We have
M
(
RM∗(P )R
)= M(R)PM(R),
and thus, RM∗(P )R = 0 if and only if M(R)PM(R) = 0. By the previous two remarks, we have
x ⊥ Sy if and only if T x ⊥ y. Choose any nonzero u ∈ H and substitute Sy = u in the previous
equivalence to conclude that T carries the orthogonal complement of u onto the orthogonal
complement of S−1u. Thus, we have proved that both T and S are bounded linear or conjugate-
linear operators.
After replacing M and M∗ by the maps A → T −1M(A)(T −1)∗, A ∈ Fs(H), and A →
(T −1)∗M∗(A)T −1, A ∈ Fs(H), respectively, we may assume that T is the identity operator.
Of course, we have now a new map S defined as before. As T is the identity operator we have
x ⊥ Sy if and only if x ⊥ y, x, y ∈ H . This yields that Sy and y are always linearly dependent,
which further implies that S is a scalar multiple of the identity. The operator S is determined
only up to a multiplicative constant, and therefore we may assume that S is the identity operator
as well.
Every rank one self-adjoint operator is of the form txx∗ for some real number t and some unit
vector x. It is now straightforward to see that for every rank one operator A ∈ Fs(H) we have
M(A) = pA and M∗(A) = qA for some real numbers p and q (depending on A).
Let B ∈ Fs(H) be any operator and x ∈ H , x = 0, an eigenvector of B . We know that
M∗(xx∗) = sxx∗ for some nonzero real number s. Thus,
M
(
BM∗(xx∗)B
)= M(s(Bx)(Bx)∗)= pxx∗
for some real number p. On the other hand,
M
(
BM∗(xx∗)B
)= M(B)(xx∗)M(B) = (M(B)x)(M(B)x)∗.
It follows that x is an eigenvector of M(B) as well.
If x and y are two eigenvectors corresponding to the same eigenvalue of B , then x + y is an
eigenvector of B , and by the previous step, x + y is an eigenvector of M(B) as well. Hence,
x and y belong to the same eigenspace of M(B). The same arguments can be applied to M−1,
and consequently, B and M(B) have the same eigenspaces, and since we already know that they
have the same images (the same kernels) we conclude that M sends every projection P into tP ,
where t is a nonzero real number depending on P . Of course, the same holds true for M∗.
In the next step we will prove that there exists a positive real number t such that
M∗
(
M(A)
)= tA (9)
for every A ∈Fs(H). Take any pair A,B ∈Fs(H). Choose any finite rank projection P such that
PAP = A and PBP = B . Then also PM(A)P = M(A) and PM(B)P = M(B). We further
know that there is a nonzero real number s such that M∗(P ) = sP . Consequently,
M∗
(
M(A)
)= M∗(PM(A)P )= M∗(P )AM∗(P ) = s2PAP = s2A,
and similarly,
M∗
(
M(B)
)= s2B.
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now as
M
(
tAM−1(B)A
)= M(A)BM(A), A,B ∈Fs(H).
Setting B = M(C) we get
M(tACA) = M(A)M(C)M(A)
for every pair A,C ∈Fs(H). Replacing M once again, this time with the map
A → M
(
1√
t
A
)
, A ∈Fs(H),
we arrive at a bijective mapping M :Fs(H) →Fs(H) satisfying
M(ABA) = M(A)M(B)M(A), A,B ∈Fs(H).
For every projection P ∈Fs(H) we have M(P) = M(P 3) = M(P)3, and since P and M(P)
have the same kernel and the same eigenspaces we have either M(P) = P , or M(P) = −P .
Let now P,Q ∈ Fs(H) be any pair of projections with P Q, that is, PQ = P . We know
that M(P) = sP and M(Q) = tQ for some s, t ∈ {−1,1}. We want to prove that s = t . Indeed,
sP = M(P) = M(PQP) = M(P)M(Q)M(P ) = s2tPQP = tP .
It follows that either M(P) = P for every projection P ∈ Fs(H), or M(P) = −P for every
projection P ∈Fs(H). After multiplying both M and M∗ with −1, if necessary, we may assume
that the first possibility holds true.
Now, since A and M(A) have the same kernel and the same eigenspaces for every A ∈Fs(H),
we conclude that for every projection P ∈ Fs(H) there exists a bijective function fP :R→ R
such that M(tP ) = fP (t)P , t ∈R. Clearly, fP (1) = 1.
Once again we take an arbitrary pair of projections P,Q with P Q. Then for every real
number t we have
fQ
(
t2
)
P = M(P)M(t2Q)M(P) = M((tP )Q(tP ))
= M(tP )M(Q)M(tP ) = (fP (t))2P.
As P and Q were arbitrarily chosen subject to the condition P Q we first conclude that s > 0
implies fQ(s) > 0 for every projection Q. From fP (t2) = (fP (t))2 and the bijectivity of fP
we infer that fP (−t) = −fP (t). Next, we deduce that fP1(t) = fP2(t) for arbitrary finite rank
projections P1, P2, and an arbitrary real number t . Thus, fP (t) = f (t) is independent of P .
It is now easy to see that if H0,H1, . . . ,Hk are all the eigenspaces of A ∈Fs(H) correspond-
ing to the eigenvalues 0, t1, . . . , tk , respectively, then M(A) has the same eigenspaces and the
corresponding eigenvalues are 0, f (t1), . . . , f (tk). We already know that A and M(A) have the
same kernels and the same eigenspaces. So, all we have to check is that f (t1), . . . , f (tk) are
indeed the eigenvalues of M(A) corresponding to the subspaces H1, . . . ,Hk , respectively. Take
any unit vector x ∈ H1. Then
f (t1)xx
∗ = M(t1xx∗) = M
(
(xx∗)A(xx∗)
)
= (xx∗)M(A)(xx∗) = 〈M(A)x, x〉xx∗,
and thus, the eigenvalue of M(A) corresponding to the subspace H1 is indeed f (t1).
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that M(A) = A for every A ∈Fs(H). Then, clearly M∗ has to be the identity operator on Fs(H)
as well. Hence, verifying that f (t) = t , t ∈R, we will conclude the proof.
In order to show that f (t) = t , t ∈ R, it is enough to see that f is additive on positive real
numbers, that is, f (u+ v) = f (u)+ f (v) for every pair u,v ∈ (0,∞). Namely, it is well known
that every additive function mapping (0,∞) into itself and satisfying f (1) = 1 must be the
identity function [1]. As f (0) = 0 and f (−t) = −f (t), t ∈ (0,∞), we then have that f (t) = t ,
t ∈R.
So, let u and v be positive real numbers. Then there exist a unique positive real number t
and a unique s ∈ (0,1) such that u + v = t2, u = st2, and v = (1 − s)t2. Then there exist rank
one projections P,Q,A such that PQ = QP = 0, APA = sA, and AQA = (1 − s)A. Denote
R = P + Q. Then R is a rank two projection and M(R) = R = P + Q = M(P) + M(Q). To
prove the existence of such rank one projections P , Q, and A it is enough to find 2 × 2 self-
adjoint matrices with the required properties. One can take
A =
[
1 0
0 0
]
, P =
[
s
√
s(1 − s)√
s(1 − s) 1 − s
]
,
and
Q =
[ 1 − s −√s(1 − s)
−√s(1 − s) s
]
.
Then
f (u + v)A = M(t2A)= M((tA)R(tA))= M(tA)M(R)M(tA)
= M(tA)M(P )M(tA) + M(tA)M(Q)M(tA)
= M(t2sA)+ M(t2(1 − s)A)= f (u)A + f (v)A,
and thus
f (u + v) = f (u) + f (v),
as desired.
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