



Supplementary information for 
 
Accelerating VASP Electronic Structure Calculations Using Graphic 
Processing Units 
 
M. Hacenea, A. Anciaux-Sedrakiana, X. Rozanskab,c, D. Klahra,d, T. Guignona,*, P. Fleurat-
Lessardb,* 
 
a) IFP  Energies Nouvelles, 1 et 4 avenue de Bois-Préau, F-92852 Rueil-Malmaison Cedex. 
b) Université de Lyon, Laboratoire de Chimie de l’ENS de Lyon, UMR CNRS 5182, 46 Allée 
d’Italie, F-69364 Lyon Cedex 07. 
c) Present address: Materials Design, 18 rue de Saisset, F-92120 Montrouge. 
d) Present address: Total E&P, Centre Scientifique et Technique J. Feger, Avenue Larribau, F-
64000 Pau. 
*) Corresponding authors: Thomas.Guignon@ifpen.fr ; Paul.Fleurat-Lessard@ens-lyon.fr  
 
Keywords: graphics processing units; plane-waves; Fortran scientific computing; accelerated 






Table of Content 
Figure S1: SILICA test case................................................................................................................. 2 
Figure S2: SLAB test case. .................................................................................................................. 2 
Figure S3: Total computation time for SLAB for three algorithms ..................................................... 3 
Figure S4: Total computation time for LIQUID for three algorithms. ................................................ 3 
Figure S5: Time (in seconds) for the main RMM-DIIS routines for SLAB. ....................................... 4 
Figure S6: Total computation time for SLAB on multi-GPU. ............................................................. 4 
Figure S7: Total computation time for LIQUID on VASP multi-GPU ............................................... 5 
Figure S8: Time and total computation time of the RMM-DIIS routines for SILICA with the SM ... 6 











Figure S2: SLAB test case. Si in yellow, Al in light blue, O in red. Unit cell is indicated in blue. 








Figure S3: Total computation time (in seconds) for the SLAB test case for the three standard 
wavefunction minimization algorithms using one Xeon E5540 core and using one Xeon E5540 core 




Figure S4: Total computation time (in seconds) for the LIQUID test case for the three standard 
wavefunction minimization algorithms using four Xeon E5540 cores and using four Xeon E5540 
cores + four M1060 GPUs. Acceleration factors of the second configuration over the first one are 






Figure S5: Time (in seconds) for the main RMM-DIIS routines for the SLAB test using one Xeon 
E5540 core and using one Xeon E5540 core + M1060 GPU. Acceleration factors of the second 





Figure S6: Total computation time (in seconds) for the SLAB (328 atoms) test on VASP multi-
GPU. Acceleration factors for nCPU compared to one CPU are indicated in square brackets. 





Figure S7: Total computation time (in seconds) for the LIQUID (1138 atoms) test on VASP multi-
GPU. Acceleration factors for nCPUs compared to four CPUs are indicated in square brackets. 






Figure S8: Time (in seconds) and total computation time (divided by 100, in seconds) for the main 
routines of the RMM-DIIS algorithm for the SILICA test case using Xeon E5540 (label E5540), 
Xeon E5540+M1060 (label M1060), Xeon E5540+C2070 without using the Streaming 
Multiprocessor (label C2070-no SM) and Xeon E5540+C2070 with the SM manager (label C2070-
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4 CPUs 2 
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Time (s) 12666 7687 
Table S1: Total computation times (in seconds) for the SILICA and SLAB cases on the 4 E5520+4 
C1060 configuration. 
