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Editorial
The mushrooming growth of the IT industry in the 21st century determines the pace of
research and innovation across the globe. In a similar fashion Computer Science has acquired a
path breaking trend by making a swift in a number of cross functional disciplines like Bio-Science,
Health Science, Performance Engineering, Applied Behavioral Science, and Intelligence. Still there
remains a substantial relativity in both the disciplines which underscores further extension of
existing literature to augment the socio-economic relevancy of these two fields of study. The IT
tycoon Microsoft addressing at the annual Worldwide Partner Conference in Los Angeles
introduced Cloud ERP (Enterprise Resource Planning,) and updated CRM (Customer Relationship
Management) software which emphasizes the ongoing research on capacity building of the Internal
Business Process. It is worth mentioning here that Hewlett-Packard has been with flying colors
with 4G touch pad removing comfort ability barriers with 2G and 3G. If we progress, the
discussion will never limit because advancement is seamlessly flowing at the most efficient and
state-of-the art universities and research labs like Laboratory for Advanced Systems Research,
University of California. Unquestionably apex bodies like UNO, WTO and IBRD include these two
disciplines in their millennium development agenda, realizing the aftermath of the various
application projects like VSAT, POLNET, EDUSAT and many more. ‘IT’ has magnified the
influence of knowledge management and congruently responding to social and industrial
revolution.
The conference is designed to stimulate the young minds including Research Scholars,
Academicians, and Practitioners to contribute their ideas, thoughts and nobility in these two
integrated disciplines. Even a fraction of active participation deeply influences the magnanimity of
this international event. I must acknowledge your response to this conference. I ought to convey
that this conference is only a little step towards knowledge, network and relationship. We must
concertedly prove “EDUCATIONAL INNOVATION IS A WHEEL-It needs a complete
collaboration of every aspect” The areas covered under the auspices of this conference are:
Algorithms
Automated Software Engineering
Bioinformatics and Scientific Computing
Compilers and Interpreters
Computer Animation
Computer Architecture and Embedded
Systems
Computer Games
Computer Graphics and Multimedia
Computer Security
Computer Vision
Computing Ethics
Control Systems
Data Compression
Data Mining

Artificial Intelligence
Bio-informatics
Biomedical Engineering
Computational Intelligence
Computer Architecture & VLSI
Computer Based Education
Computer Graphics & Virtual Reality
Computer Modeling
Computer Simulation
Computer-aided Design/Manufacturing
Computing Practices & Applications
Data Communications
Data Encryption
Database Systems

Digital Library
Digital System and Logic Design
Distributed Systems
Event Driven Programming
High Performance Computing
Image Processing
Information Systems
Knowledge Data Engineering
Multimedia Applications
Neural Networks
Pattern Recognition
Programming Languages
Robotics and Automation
Software Engineering & CASE
Technology in Education
Theoretical Computer Science
Wireless Sensor Networks

Digital Signal and Image Processing
Distributed and Parallel Processing
E-commerce and E-governance
Expert Systems
Human Computer Interaction
Information Retrieval
Internet and Web Applications
Mobile Computing
Natural Language Processing
Parallel and Distributed Computing
Performance Evaluation
Reconfigurable Computing Systems
Security & Cryptography
System Security
Technology Management
Ubiquitous Computing
Wireless Communication and Mobile Computing

The conference designed to stimulate the young minds including Research Scholars, Academicians,
and Practitioners to contribute their ideas, thoughts and nobility in these disciplines of engineering.
It’s my pleasure to welcome all the participants, delegates and organizer to this international
conference on behalf of ASTAR family members. We in ASTAR believes that “A TWINKLE OF
INNOVATION LIES IN EVERY MIND”. We received a great response from all parts of country
and abroad but after peer review only few got selected for the presentation and publication in the
proceeding of the conference. I sincerely thank all the authors for their invaluable contribution to
this conference. I am indebted towards the reviewers and Board of Editors for their generous gifts
of time, energy and effort.

Editor-in-Chief

Dr. Srikanta Patnaik
Chairman, I.I.M.T., Bhubaneswar
Intersceince Campus,
At/Po.: Kantabada, Via-Janla, Dist-Khurda
Bhubaneswar, Pin:752054. Orissa, INDIA.

An E-2-E Communication for MPOLSR Protocol to
Loop Detection in MANET

Hameed Khan, Ashok Verma, Ajay Lala & Ashish Chaurasia
Gyan Ganga Institute of Science & Technology, Jabalpur
Abstract –Ad hoc networks consist of a collection of wireless mobile nodes which dynamically exchange data without reliance on
any fixed based station or a wired backbone network. They are by definition self-organized. The frequent topological changes make
multi-hops routing a crucial issue for these networks. In this paper, we propose a multipath routing protocol named Multipath
Optimized Link State Routing (MP-OLSR). It is a multipath extension of OLSR, and can be regarded as a hybrid routing scheme
because it combines the proactive nature of topology sensing and reactive nature of multipath computation. The auxiliary functions
as route recovery and loop detection are introduced to improve the performance of the network.
Keywords: Mobile ad hoc network (MANET), multiple paths, OLSR, MP-OLSR.

I.

INTRODUCTION

II. RELATED WORK

A MANET [1][2]is a collection of nodes where the
nodes will self configure and self organize themselves
forming a wireless medium without any requirement of
stationary infrastructure like base station. In these
networks each node will not only act as a host but also
acts as a router. Due to mobility of nodes, the topology
of the network is dynamic that is, it changes most of the
time. Some examples where the possible use of Ad-hoc
networks are in military, in emergency situation like
hurricanes, earth quakes, conferences etc. One of the
main issues in Ad-hoc networks is to develop a routing
protocol which must be capable of handling very large
number of nodes with limited bandwidth and power
availability. Also they should respond quickly to the
hosts that broken or newly formed in various locations.
Many protocols have been proposed to solve these
problems in the ad-hoc networks.

The objective of this work is to evaluate two protocol
pro-active / table driven routing protocols namely,
Optimized Link State Routing Protocol and Multipath
Optimized Link State Routing Protocol. In a proactive
routing protocol, called Multipath Optimized Link State
Routing for MANET is proposed. The protocol inherits
the stability of the link state algorithm. Due to its
proactive nature, it has an advantage of having the
routes immediately available when needed. MPOLSR is
an optimization of a pure link state protocol for
MANET. This evaluation is to be carried out through
exhaustive literature review and simulation. Then we
present the functionality of MP-OLSR. The detailed
specifications for the multipath routing are defined. MPOLSR inherits the topology sensing mechanism from
OLSR, which helps the nodes in the network to explore
the network topology. The Multipath Dijkstra Algorithm
is proposed to obtain multiple paths from the source to
the destination. Source routing is employed to forward
the packets. To avoid route failure and possible transient
loops in the network, Route Recovery and Loop
Detection are introduced to improve the performance of
the network. The link metric based on queue length
information is discussed as a possible replacement of the
hop count metric. And in the end of the chapter, the
problem of compatibility with OLSR is also illustrated.

In this part of the thesis, we expose our main
contribution in the routing protocol: Multipath
Optimized Link State Routing (MP-OLSR). It is a
multipath extension of OLSR, which can be regarded as
a hybrid routing scheme because it combines the
proactive nature of topology sensing and reactive nature
of route computation. We probe the multipath routing
protocol from design to simulation, and finally the real
implementation to validate the functions of the protocol.
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away (Topology Set). It is based on the flooding of the
TC messages (optimized by selecting the MPR set).
Through topology sensing, each node in the network can
get sufficient information of the topology to enable
routing. The link state protocol tries to keep the link
information of the whole network as mentioned above.
By default, the path quality is measured by the number
of hops. For the purpose of making the thesis selfcontained, this part summarized the Topology Sensing
functionality.

III. SPECIFICATION OF MP-OLSR
Multipath Optimized Link State Routing (MPOLSR)
The Multipath Optimized Link State Routing (MPOLSR) can be regarded as a hybrid multipath routing
protocol. It sends out HELLO messages and TC
messages periodically to be aware of the network
topology, just like OLSR. The difference is that MPOLSR does not always keep a routing table to all the
possible destinations. It only calculates the routes when
there are data packets need to be sent out. The core
functioning of MP-OLSR has two main parts: topology
sensing and route computation. The topology sensing
makes the nodes get to the topology information of the
network, which includes link sensing, neighbor
detection and topology discovery. This part gets benefit
from MPRs as well as OLSR. By sending the routing
control messages proactively, the node could be aware
of the topology of the network: its neighbors, 2-hop
neighbors and other links. The routing computation uses
the Multipath Dijkstra Algorithm to populate the
multiple paths based on the information get from the
topology sensing. The source route (the hops from the
source to the destination) will be saved in the header of
the data packets. The medium hops just read the packet
head and forward the packet to the next hop. The
topology sensing and route computation make it
possible to find multiple paths from source to
destination. In the specification of the algorithm, the
paths will be available and loop-free. However, in
practice, the situation will be much more complicated
due to the change of the topology and the instability of
the wireless medium. So route recovery and loop
detection are also proposed as auxiliary functionalities
to improve the performance of the protocol. The route
recovery can effectively reduce the packet loss, and the
loop detection can be used to avoid potential loops in
the network.

Topology Control Message TC messages are
broadcasted by each node to the whole network to build
the intra-forwarding database needed for routing
packets. The format of TC message allows the standard
[4] and is defined in [5]. A TC message is sent by a
node in the network to declare a set of links, which must
include at least the links to all nodes of its MPR Selector
set, i.e., the neighbors which have selected the sender
node as a MPR. TC messages are flooded to all nodes in
the network and take advantage of MPRs. MPRs enable
a better scalability in the distribution of topology
information. With the broadcast of TC messages to the
whole network, the node is able to get the topology
information that is more than two hops away.
Link Sensing and Neighbor Detection
The link sensing and neighbor detection are based
on the transmission of HELLO messages. Based on the
received messages, the procedures called link sensing
and neighbor detection are performed to build the link
set and 2-hop set. On receiving a packet, the node
examines the packet header and each of the message
headers. If the message type is known to the node, the
message is processed locally according to the
specification for that message type. The message is also
independently evaluated for forwarding. If parsing fails
at any point the relevant entity (packet or message) must
be silently discarded. So the incoming packets (TC or
HELLO) can be appropriately distributed for next step
of process. When receiving a HELLO message, a router
must update its Link set for the MANET interface on
which the HELLO message is received, and update its
Neighbor Set. The algorithm will first find all Neighbor
Tuples (henceforth matching Neighbor Tuples) where
the message’s N_neighbor_addr_list contains any
network address which overlaps with any address in the
node’s Neighbor Address List. If there are no matching
neighbor tuples, a new neighbor tuple will be created. If
there are one or more matches, then related information
has to be updated. the procedure to be performed for
Neighbor Set updating. The 1-hop neighbors are then
maintained properly based on the exchange of HELLO
messages. In addition to the Neighbor Set, the 2-Hop Set
also need to be updated. The procedure to be performed

Topology Sensing
To get the topology information of the network, the
nodes use the topology sensing which includes link
sensing, neighbor detection and topology discovery, just
like OLSR. Link sensing populates the local link
information base (Link Set). It is exclusively concerned
with OLSR interface addresses and the ability to
exchange packets between such OLSR interfaces.
Neighbor detection populates the neighborhood
information base (Neighbor Set and 2-hop Neighbor
Set) and concerns itself with nodes and their main
addresses. Both link sensing and neighbor detection is
based on the periodic exchange of HELLO messages.
Topology Discovery generates the information base
which concerns the nodes which are more than two hops
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anymore, and cause the route failure. Furthermore, even
if the topology information is correct when the route is
being constructed at the source node, the topology might
change while the packets are being forwarded in the
network. And because of the source routing scheme MPOLSR uses, the source route cannot be adapted to this
kind of changes. For the OLSR, the problem is less
serious because it uses hop-by-hop routing. Unlike the
source routing, whose routes are decided completely at
the source, the nodes in OLSR just forward the packets
to the next hop. So there is more chance for a node in
OLSR to forward a packet to the next available link.

for 2-Hop set updating. So the information of the 2-hop
nodes is saved in the 2-Hop Set.
Topology Discovery
Link Sensing and Neighbor Detection make the
node be aware of its 1-Hop neighbors and 2-Hop
neighbors by sending HELLO messages. To get the
topology information located more than 2 hops away,
Topology Discovery is needed. It is based on the
broadcast of TC messages. A node with one or more
OLSRv2 interfaces and with a non-empty neighbor set
must generate TC messages. A node with an empty
neighbor set should also generate “empty” TC messages
for a period “hold” time after it last generated a nonempty TC message. Complete TC messages are
generated and transmitted periodically on all OLSRv2
interfaces, with a default interval between two
consecutive TC transmissions. In addition to the
periodic broadcasting, it can be generated in response to
a change of contents. Only MPR can forward the TC
messages to the next hop. When receiving a TC
message, it is processed according to its type. The node
first checks the message is from itself or unavailable. If
so, the message must be discarded. Otherwise, the node
will populate the related information base set
(Advertising Remote Node Set, Topology Set, etc.)
based on the received message. So based on the
broadcasting and processing of TC messages, the
topology information that more than two hops always
can be saved in the Topology Set.

Route Recovery Algorithm
Several techniques already exist in the literature to
deal with the route failures in source routing. DSR
handles route errors using route maintenance, mainly by
sending RERR messages, which will of G makes the
link from E to G unavailable.

Figure 1.1: An example of route recovery. S is the
source and D is the destination.

IV. ROUTE RECOVERY

The movement increases the end-to-end delay
significantly. In[8], the authors propose another method
to avoid the effect of short term link deterioration by
using opportunistic paths in mesh networks. To
overcome the disadvantage of the source routing, we
propose Route Recovery for MP-OLSR.[7] The
principal is very simple: before an intermediate node
tries to forward a packet to the next hop according to the
source route, the node first checks if the next hop in the
source route is one of its neighbors (by checking the
neighbor set). If yes, the packet is forwarded normally.
If no, then it is possible that the “next hop” is not
available anymore. Then the node will recomputed the
route and forward the packet by using the new route. We
present an example of route recovery. Node S is trying
to send packets to D. The original multiple paths we got
are S_A_B_D and S_C_E_G_D. However, node G
moves out of the transmission range of node E and
makes the second path unavailable. The source node S is
not able to detect the link failure immediately (because
of the delay and long interval of TC messages) and
keeps sending the packets along the path and all these
packets are dropped during this period if only the source
routing is used. With Route Recovery, when the packet

Route Failure in MP-OLSR
By using the scheme of the Topology Sensing, we
can obtain the topology information of the network with
the exchange of HELLO and TC messages. All this
information is saved in the topology information base of
the local node: link set, neighbor set or topology set.
Ideally, the topology information base can be consistent
with the real topology of the network. However, in
reality, it is hard to achieve, mainly because of the
mobility of the ad hoc network. Firstly, for the HELLO
and TC messages, there are certain intervals during each
message generation (2s for HELLO and 5s for TC by
default) [6]. During this period, the topology might
change because of the movement of the nodes.
Secondly, when the control messages (especially the TC
messages) are being transmitted in the network, delay or
collision might happen. This will result in the control
message being outdated or even lost. Both of the two
reasons mentioned above will result in the inconsistency
between the real network topology and the node’s
topology information base. This means that when a node
is computing the multiple paths based on the
information base, it might use links that do not exist
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This kind of abrupt interruption will result in additional
operations on the topology information base rather than
just regular HELLO and TC messages. This means that
other nodes cannot be aware of these changes
immediately. So LLN might cause some inconsistency
of the topology information in different nodes. And with
Route Recovery, which might change the path in
intermediate nodes, loops can occur temporarily in the
network. In Figure 1.1 we give an example of how a
loop is generated in the network. Node A is an
intermediate node of a path. The packets with source
route A_C arrive at node A and need to be forwarded to
node C. Then node C moves out of the transmission
range of node A and node B,and makes the links A_C,
B_C not available anymore. When the new packets
arrive at node A, the transmission to node C will fail.
Then in node A, the routing protocol will be
acknowledged by LLN, and it will remove the link A_C
from node A’s link set. For node A, although it can
detect the link failure of A_C by LLN, it is hard to know
the failure of B_C immediately. This is because link
B_C can only be removed when the NEIGHB HOLD
TIME (6 seconds by default) expires. In the meantime,
Route Recovery will be awaken. A new path A_B_C
will be established and the following packets will be
forwarded along the new path. Then the packets will be
redirected to node B. The same operation will be
performed in node B: LLN of the failure of B_C, and
Route Recovery. Unfortunately, because node B cannot
detect the link failure of A_C immediately, and the new
path obtained by Route Recovery is B_A_C. Thus the
packet will be returned to node A, and node A to B
again, creating a loop. This is not a permanent loop, but
a transient loop which will exist for several seconds and
will disappear when the related link expires. However,
this kind of temporary loops will block the links in the
loop and congest the related transmission area. In [9],
the authors also address the looping issues in OLSRv2,
and LLN will significantly increase the number of loops.

arrives, node E will first check if node G is still one of
its neighbors, before forwarding the packet according to
the source route. If not, node E will recomputed the
route to node D, and get E_F_D. Then the following
packets will be sent through the new path. Because the
Route Recovery just checks the topology information
saved in the local node, it will not introduce much extra
delay. And most importantly, it will effectively improve
the packet delivery ratio of the network.
V. LOOP DETECTION
Loops in OLSR and MP-OLSR
It is important to mention the LLN (Link Layer
Notification) before coming to the problem of the loops
of the protocol. LLN is an extended functionality
defined in [8], and implemented in different OLSR or
MPOLSR simulations and implementations. If link layer
information describing connectivity to neighbor nodes is
available (i.e. loss of connectivity though absence of a
link layer acknowledgement), this information can be
used in addition to the information from the HELLOmessage to maintain the neighbor information base and
the MPR selector of the information bases in node A
and B. One transient loop is formed between A and B
set.

Figure 1.2: An example of loop in the network. The
movement of node C results in inconsistency

Source Route Loop Detection
In the authors introduce two types of loop detection
techniques: LD-Mid (Mid-Loop Detection) and LD-Post
(Post-Loop Detection). LD-Mid just compares the
address of the next hop against the address of the
previous hop, so it is only able to detect “two-way”
loops between 2 nodes. LD-Post records all incoming
packets that need to be forwarded and compares against
each new incoming packet to see if the same packet has
traversed this node before. So it can detect loops that are
farther away, by taking more memory. When a loop is
detected, the Packet Discard strategy is used to drop the
packets that are unlikely to reach the destination but
only increase the load of the network. For MP-OLSR,
we propose a simple method based on source routing
that can effectively detect loops without causing extra

The routing protocol can act on the
acknowledgement from LLN (mainly the loss of links),
and remove the corresponding links from its information
base. The results of the real OLSRv2 testbed [9] and our
work based on NS2 simulation in can show that LLN is
very important and effectively improves the packet
delivery ratio of the OLSR and MP-OLSR protocol. In
theory, the paths generated by the Dijkstra algorithm in
MP-OLSR are loop-free. However, in reality, the LLN
and Route Recovery which are used to adapt to the
topology changes make the loops possible in the
network. With LLN, when a node tries to send a packet
over a link but fail in the end, the link layer will give a
feedback to the routing protocol to notify the link loss.
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cost of memory: after the Route Recovery is performed,
we can get a new set of multiple paths from the current
node to the destination. The node will compare the first
new path with the ancient source route in the packet. We
can verify if the new path includes the nodes that the
packet had crossed before. If the answer is no, it means
that there will be no loop in the future, and we will make
use of the new path. If the new path includes the node
that the packet have passed before, there is high
probability that a loop will happen (a very rare case is
that the failed link is recovered in this short period, in
several milliseconds, then the loop is released). MPOLSR will switch to the next path of the multiple paths
set, until all the paths have been verified. If there is no
suitable path, the packet will be discarded. For the
example in Figure 1.1, node A will get a path A_B_C by
Route Recovery. Then when the packet arrives at node
B, a new path B_A_C will be generated because of link
breakage of B_C. Node B will compare the new one
with the ancient source route A_B_C in the packet. We
will find that the packet has already crossed node A, and
so there might be a loop. Then we will try to find if
there is any other possible path, or else the packet will
be discarded. Compared with LD-Post, which needs to
keep a record of all the incoming packets, our loop
detection mechanism could effectively detect the
possible loops in the network without consuming extra
memory space. By reducing the loops in the network,
the network congestion can be reduced. So the
performance of the network can be improved, especially
the end-to-end delay.

Throughput
The figure shows that initially for 2 nodes the
THROUGHPUT is highest for OLSR protocol while the
THROUGHPUT for MPOLSR is moderate. As the 10
nodes increases the THROUGHPUT for MPOLSR is
greater and OLSR decreased gradually but again
MPOLSR is greater than OLSR protocol just
approximate for 20 nodes. The THROUGHPUT is
approximately equal when we set 30 nodes OLSR and
MPOLSR protocol in network.
800
600
400

OLSR

0
2
10 20 30
node node node node

Fig 7.2: Throughput
End to End Delay
The figure shows that initially for 2 nodes the End2- End delay is minor difference between OLSR and
MPOLSR protocol. As the 10 nodes increases the End2- End delay for OLSR is greater as compared to
MPOLSR. But again MPOLSR and OLSR protocol just
approximate equal for 20 nodes. The End-2- End delay
is gradually increase when we set 30 nodes MPOLSR
and OLSR protocol are also increase but gradually
lesser then MPOLSR in N/W.

RESULTS AND DISCUSSIONS
Packet Delivery Fraction
The figure shows that initially for 2 nodes the PDF
is highest for MPOLSR protocol while the PDF for
OLSR are moderate. As the no of nodes increases the
PDF for MPOLSR and OLSR decreases gradually but
again MPOLSR is greater than OLSR protocol for 10
nodes. The PDF is highest when increase 20 nodes we
found both protocol approximately equal and finally 30
node case both protocol decrease gradually with minor
difference.
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Fig 7.3: End-2- End delay
MPOLSR

CONCLUSION

OLSR

In this chapter, the specifications of MP-OLSR are
introduced. The topology sensing (based on OLSR) and
route computation are basic procedures for multipath
routing. To improve the performance of the protocol, the
route recovery and loop detection are proposed to avoid
route failure and reduce transient loops in the network.

Fig 7.1: Packet Delivery Fraction
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We proposed a queue length metric to evaluate the link
quality. The queue length information is saved in TLVs
and propagated to the whole network by HELLO and
TC messages. The compatibility between MP-OLSR
and OLSR are also studied to make the single path
routing and multipath routing be able to cooperate with
each other. This further study highlights the interest of
multiple path routing to improve quality of experience
over self-organized networks.
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Abstract – Data allocator has given authorized data to a set of purportedly truthful agents. In certain occasions, data is leaked and
found in non approved place e.g., on some web pages or on personal laptops. Data outflow happens in certain locations like
confidential business transaction, such as client’s data, source programs or some design specifications, trade secrets and some
banking transactions. This unregimented data outflow makes business in a non secure position. .Once this data is no longer within
the domain, and then the company is at serious risk. In this paper we propose a detection method for identifying interceptions. Also
include a new technology that identify, which agent is does the desired trespassing. . In some cases, we can also put in “realistic but
fake” data records to later betterment of our chances of sensing leakage and identifying the guilty party.
Keywords- Guilty agents, Data Allocator, Data outflow, Interception.

I.

data came from the agents as contradictory to other
sources. The data allocation strategies help the allocator
“intelligently” give data to agents. False objects are used
to verify the illegal part, to address this problem some
instances are characterized. Depending on which the
data request is provided. Depending upon the type of
data request, the fake objects are allowed.

INTRODUCTION

In the course of doing business, sometimes
authorized data must be handed over to purportedly
truthful agents (third party). For example, a college may
give student records to companies, organizations and
researchers for recruitment purpose. Similarly, an
organization may have alliance with other organizations
that require sharing client information. Another
organization may outsource its information, so
information must be given to various other
organizations. The data owner is called the allocator
(distributor) and the purportedly truthful parties are
called the agents. The goal is to detect when the
allocator’s authorized data has been intercept by agents,
and to identify the agent that intercept the data.

Traditionally, interception of data is handled by
watermarking, e.g., a unique code is embedded in each
inclusive copy. If that copy is later observed in the
hands of an unauthorized party, the interceptor can be
identified. Watermarks were initially used in images [7],
video and audio data [6] whose digital representation
includes considerable ambiguity. Watermarking aims to
verify the owner of the data and, hence, is subject to
attacks where a plagiarizer claims ownership of the data
or weakens a client’s claims.

An application where the master copy of data
cannot be perturbed is considered. Perturbation is a very
useful method where the data is modified and made
“less sensitive” before being granted to agents. For
example, one can replace exact values by ranges or
encryption techniques can be used. However, in certain
cases it is important not to modify the original
allocator’s data. For example, if an agent is doing our
payroll, he must have the accurate salary and customer
bank details. If companies will be recruiting students,
they may need accurate data for the students.

The guilt detection approach already presented was
related to the data provenance problem [4]: tracing the
inception of an S object implies basically the detection
of the illegal agents. It provides an upright overview on
the research conducted in this field. Suggested solutions
are domain specific, such as inception tracing for data
warehouses [5], and assume some preliminary
knowledge on the way a data view is created out of data
sources. The problem formulation with objects and sets
is more general and simplifies inception tracing, the
work is mostly relevant to watermarking that is used as
a means of establishing exact ownership of inclusive
objects.

II. RELATED WORKS
A data loss is the unintentional release of secure
information to an unauthenticated environment. The
goal is to estimate the likelihood that the intercepted
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The allocator’s data allocation to agents has one
constraint and one intention. The allocator’s constraint
is to fulfill agents’ requests, by providing them with the
number of objects they request or with all available
objects that meet their conditions. His intention is to be
able to identify an agent who leaks any portion of his
data. The constraint is considered as strict. The allocator
may not deny serving an agent request and may not
provide agents with different perturbed versions of the
same objects. For this false object allocation is the only
available constraint relaxation. The detection intention is
ideal and tractable. The main intention to maximize the
chances of detecting a illegal agent that intercepts all his
data objects and to identify the agent that intercept the
data.

A. Problem Setup and Notation
1. Entities and Agents:
An allocator owns a set D = {d1, d2,…,dn } of
valuable data objects. The allocator wants to share some
of the objects with a set of agents A1, A2..... An, but
does wish the objects be intercepted to other third
parties. An agent Ai pick up a subset of objects Ri € D,
determined either by a sample request or an explicit
request:
•

Sample request Ri = SAMPLE (D,mi): Any subset
of mi records from D can be given to Ai.

•

Explicit request Ri = EXPLICIT (D,condi): Agent
Ai receives all the D objects that satisfy condi.

Example: Say D contains student records for a
given college. College hires a marketing agency A1 to
do an on-line survey of students. Since any students will
do for the survey, A1 requests a sample of 1000 student
records. At the same time, college subcontracts with
agent A2 to handle sorting of student records in
Computer Science department. Thus, A2 receives all D
records that satisfy the condition “department is
Computer Science.”

III. PROPOSED SYSTEM
In this paper we proposes that it is possible to assess
the likelihood that an agent is responsible for an
outflow, based on the overlap of his data with the
intercepted data and the data of other agents, and
depends on the probability that objects can be “guessed”
by other means. This model is relatively simple, but it is
considered that it captures the essential trade-offs. The
algorithms which are presented implement a variety of
data distribution strategies that can improve the
allocator’s chances of detecting an interceptor. It is
shown that allocating objects judiciously can make a
substantial difference in detecting illegal agents,
especially in cases where there is large overlap in the
data that agents must receive.

2. Guilty Agents:
After giving objects to federal agents, the allocator
detect that a set S has intercepted. This means that some
third party called the target has been caught in
possession of S. For example, this target may be
exhibiting S on its web site, or possibly as part of an
effectual discovery process, the target turned over S to
the allocator. Since the federal agents A1…..An have
some of the data, it is sensible to defendant them
intercepting the data. However, the federal agents can
debate that they are guiltless, and that the S data was
obtained by the target through other means. Suppose, let
an object in S represents a client X. Perhaps X is also a
client of some other organization, and that organization
delivers the data to the target. The aim is to estimate the
likelihood that the intercepted data came from the
federal agents as opposed to other sources. Intuitively,
the more data in S, the harder it is for the federal agents
to argue they did not intercept anything. Likewise, the
“rarer” the objects, the harder it is to argue that the
target received them through other means. Not only to
evaluate the likelihood the federal agents intercept data,
it also helps to find out if one of them in particular was
more probable to be the interceptor. If one of the S
objects was only given to agent A1, while the other
objects were given to all agents, suspect A1 more. It says
an agent Ai is guilty and if it summates one or more
objects to the target.

In this paper, the model for detecting the “fault” of
agents is developed. The option of inserting “false”
objects to the allocated set is considered. Such objects
do not correspond to actual entities but look realistic to
the agents. In a sense, the false objects act as a type of
watermark for the entire set, without alternating any
individual members. If it turns out an agent was given
one or more false objects that were intercepted, then the
allocator can be more confident that agent was guilty.

Fig.1. Interception detection
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to enterprise B a mailing list to be used once. Enterprise
A adds trace records that contain addresses owned by
enterprise A. Thus, each time enterprise B uses the
purchased mailing list, A receives copies of the mailing.
These records are a type of fake objects that help
identify illegal use of data. The allocator generates and
inserts fake objects to the data that he allocates to
agents. We let Fi € Ri be the subset of fake objects that
agent Ai receives. Fake objects must be created carefully
so that agents cannot identify them from real objects.

B. Data Allocation Problem
The major portion of this paper is the data
allocation problem: how can the allocator “intelligently”
allocate data to agents in order to improve the chances
of identifying a fault agent. As shown in Fig. 2, there are
four instances of this problem, depending on the type of
data requests made by agents and whether “fake
objects” are allowed.
The two types of requests we handle: sample and
explicit. Fake objects are objects created by the allocator
that are not in the database T. The original objects are
allocated to federal agents together with the T objects, in
order to increase the chances of identifying agents that
intercepts data. Fake objects are represented using four
problem instances with the names EF¯, EF, SF¯ and SF.
Where E represents explicit requests, S represents
sample requests; F represents fake objects and F¯ for the
case where fake objects are not permitted.

Allocation Strategies
In this section we deal with mainly two problemsexplicit data requests and sample data requests.
1. Explicit Data Requests:
In problems of class EF¯, it is not possible for the
allocator to add fake objects to the allocated data. So,
the data allocation is fully defined by the federal agents’
data requests. Therefore, there is nothing to optimize. In
EF problems, target values are initialized based on the
data requests from federal agents. For example, T=
{a1,a2} are two federal agents with explicit data requests
such that R1={a1,a2} and R2={a1}.

Sample request Ri = SAMPLE (T, mi): Any subset of mi
records from T can be given to Ai.
Explicit request Ri = EXPLICIT (T, condi): Agent Ai
receives all the T objects that satisfy cond.i.

The allocator is not possible to remove or modify
the R1 or R2 data to decrease the intersection R1∩R2.
However, say the allocator can create one fake object (F
= 1) and both agents can receive one fake object (f1 = f2
= 1). In this case, the allocator can add one fake object
to either R1 or R2 to increase the comparable
denominator of the summation term. If the allocator is
possible to generate more fake objects, he could further
improve the objective.
2. Sample Data Requests:
An object allocation that meets requests and avoids
the allocator’s intention is to give each federal agent Ai
a randomly selected subset of T of size mi. With sample
data requests, each agent Ai may receive any T subset
out of (|Ti|/mi) different ones. Hence, there are
Пni=1(|Ti|/mi) different object allocations. In every
allocation, the allocator can commute T objects and
keep the same chances of faulty agent identification.
The reason is that the fault probability based only on
which federal agents have received the intercepted
objects and not on the identity of the intercepted objects.
The distributor’s problem is to pick one among the
faulty federal agents so that he optimizes his intention.

Fig. 2. Leakage problem instances
1. Adding Fake Data:
The allocator is possible to add fake objects to the
allocated data in order to increase the ability in
identifying faulty agents. The idea of perturbing data to
identify outflow is not new.
In certain applications, false objects may cause
severe problems that perturbing real objects [1]. For
example, let the allocated data objects are student
records and the agents are companies recruiting the
students. In this case, even small modifications to the
records of actual students may be undesirable. However,
the addition of some fake student records may be
acceptable, since no student matches these records, and
hence no one will ever be recruited based on fake
records. By using “trace” records in mailing lists the use
of fake object is inspired. In this case, enterprise A sells

IV. EXPERIMENTAL RESULTS
Mainly three participants are there: distributor,
employee and agent. The distributor maintains the entire
database. The distributor registers the details of all
employees and agents. All employees and agents must
register for first time. When employees and agents
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The data allocation strategies improve the
allocator’s chances of identifying an interceptor. It has
been shown that allocating objects judiciously can make
a substantial difference in identifying guilty agents,
especially in cases where there is large overlap in the
data that agents must receive. In some cases “realistic
but fake” data records are added to increase the chances
of identifying outflow and identifying the intercepted
party.

register a mail is send to the distributor to inform about
the new participants. The new register will enter details.
The distributor validates the request and if he finds the
employees and agents are authorized then the distributor
updates the status as “Allowed” and if not, updates the
status as “Cancelled”. The distributor can view the
details of all registered employees and agents and in
distributor’s login there is an option to import and copy
data. The employee maintains the data transfer to the
agents. In employee login, there is an option to view all
registered agents details and a provision for transferring
all the data in the database or some specific data to
particular agents. Fake data is sending along with the
original data to the agents for finding the chances of
sensing outflow and identifying faulty agents. When
exporting data to an agent, an encrypted copy of the data
is saved in the employee’s machine as text file (.txt).
When the file is opened by someone it contains the
encrypted form of the data. This saved file is given to
the agent along with the software we developed to find
interception by third party. The agent can receive the
data only through the software. The agent login is
responsible for data importing. The authorized agent can
import the data and save it in their machine as text file.
If the imported data is original then the saved text file
contain the decrypted original data and if fake data is
imported then the saved text file contain the encrypted
data that cannot be read by the agent. At the same time
an email is send to the distributor to inform about the
leakage along with the path name, where the agent
saved the fake data. The intention is that intimation is
given to the distributor when an agent intercepting
unauthorized data. The agent can copy the unauthorized
data to their machine, but it contains the encrypted form
which cannot be used by the agent. When an
unauthorized agent is copying data the same procedure
is used for finding faulty agents.

VI. FUTURE ENHANCEMENT
In future the extension of our allocation strategies can
handle agent requests in an online fashion (the presented
strategies assume that there is a fixed set of agents with
requests known in advance) can be implemented.
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Abstract –Face label propagation tags people in news videos with their respective names. If unknown persons appear in the news
video, we can eventually identify most of them by watching only the video. For this we will identify the faces appearing in news
video using eigen values and Open C V Implementations that use HAAR detection method and tag each faces with their respective
names through proper training. Face Label Propagation extracts face-name correspondences not only from pre-recorded news videos
but also from live videos. Several Information sources available from news videos like transcripts, video captions can also be in
cooperated optionally. To associate names and faces together, the proposed system takes full advantage of several advanced image
processing techniques and natural language processing techniques like face sequence extraction and similarity evaluation from
videos.
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I.

passing the integral image through a number of
classifiers.

INTRODUCTION

Today multimedia might be defined as the seamless
digital integration of text, graphics animation, still
images, audio and motion video in a way that provides
individual users with high levels of control and
interaction. To handle these large pool of information
we must identify efficient ways to access its contents.
Image processing and natural language processing play
an important role in accessing these contents. Accessing
the contents from a video is such a tremendous work
compared to image or audio content extraction..A video
will be containing sequence of frames captured over
time and hence accessing the video content will be
involving the process of frame grabbing.. The goal is to
associate a face appearing in a video, whether live or
recorded, with its respective name once trained.

II. RELATED WORKS
A semi automatic method is proposed in [10] to
name face images in family albums. It starts with
manually naming faces in some photos and then
propagates the labeled names to other photos based on
image similarity and facial similarity under certain
temporal constraints. Though it offers a step beyond
face recognition by including image similarity this work
still deals with a finite identity matching problem.
The Name-It[1] system uses a similar technique to
associate names and faces in news videos based on the
co-occurrence between the detected faces and names
extracted from the transcript. A face image is labeled
with the name that has the largest temporal overlap with
a group of images containing faces similar to the given
one. The face images corresponding to a given name can
be found in a similar way. Though theoretically sound,
the robustness of this method is affected by the
unreliable eigen face-based face similarity in the
heterogeneous settings of news videos, as well as the
temporal misalignments between names and faces. No
serious performance evaluation has been reported on
this work. A similar work [10] labels face images in
online news articles with names extracted from news
captions by exploring co-occurrence between the
clustered faces and the names, which obtains good
results. However, the fact that a person's face images in

In general visual identification refers to checking
whether two images depicts the same object from a
certain class and in visual identification face recognition
is a more challenging problem due to the possible
variations in the appearance. In this method we propose
two methods for face detection over a given
representation space. The first method uses Eigen
values, a fast method, which helps to functionally
operate on lots of faces in very little time Considering
its imperfections, when faces are viewed at different
levels of light or angles, we propose the second method
of face detection, that is, Open CV Implementation that
use HAAR Detection method which detects faces by
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news videos are of much lower quality and homogeneity
than those in textual news articles (where many are
"standard" frontal faces) makes face clustering unlikely
to be effective in our task.

The approach of using eigen faces for recognition are
used in
face
classification..These eigenvectors are
derived from the covariance matrix of the probability
distribution of the high-dimensional vector space of
possible faces of human beings. Facial recognition was
the source of motivation behind the creation of eigen
faces. For this use, eigen faces have advantages over
other techniques available, such as the system's speed
and efficiency. Using eigen faces is very fast, and able
to functionally operate on lots of faces in very little
time. Unfortunately, this type of facial recognition does
have a drawback to consider: trouble recognizing faces
when they are viewed with different levels of light or
angles. For the system to work well, the faces need to be
seen from a frontal view under similar lighting. Due to
these demerits we depend on one more face detection
method.

Named Faces system [11] built a database of named
faces that allows users to query a person's name by
submitting an image containing the target face. The
database is populated with the faces from news videos
whose names are overlaid on video frames. These names
are first recognized using video optical character
recognition (video OCR), and the inaccurate recognition
results are corrected using a dictionary of names by
fuzzy match. Unfortunately, this work does not label the
large number of people whose names appear not in
overlaid text but only in the closed-captions. Since these
people’s names are not visible from the video frame,
labeling their names is of greater research importance,
which is also the motivation of this paper.

2.

III. LABEL PROPAGATION

Haar wavelets are single wavelength square waves
(one high interval and one low interval). In two
dimensions, a square wave is a pair of adjacent
rectangles - one light and one dark.

In this paper name labeling can be applied for news
videos which helps improving video content
identification and search tasks. We are using a strategy
of face similarity in identifying the anchor thus avoiding
the ambiguity when two or more persons appear in the
news for discussion. This system can also be used for
live camera recording where persons appearing in front
of the camera will be labeled with his/her respective
name once trained.
In this paper a mixed strategy of eigen vector and
Open C V Implementation using HAAR Detection
method is used for face identification in videos. This
mixed strategy avoids the ambiguity occurring in the
case of multiple anchors. If a group of faces are similar,
they may have the same name. The level of similarity
between these faces will decide the confidence that they
share the same name. Generally, the labeled faces can
contribute to the naming of an unlabeled face by their
names with the confidence estimated by their similarities
with this unlabeled face. Moreover, the unlabeled faces
can also affect the labels of each other by their
similarity.

Figure 1 Examples of the Haar features used in Open
CV
The actual rectangle combinations used for visual
object detection are not true Haar wavelets. Instead, they
contain rectangle combinations better suited to visual
recognition tasks. Because of that difference, these
features are called Haar features or Haar like features,
rather than Haar wavelets. Figure 1 shows the features
that OpenCV uses.

A. Face spotting in videos
The processing starts with the spotting or
identification of faces in the given video. This can be
done mainly through two methods. First method uses
identification using Eigen vector and second using Open
C V Implementation which uses HAAR Detection
method.
1.

Open C V Implementation using HAAR Detection
method

The presence of a Haar feature is determined by
subtracting the average dark-region pixel value from the
average light-region pixel value. If the difference is
above a threshold (set during learning), that feature is
said to be present.
To determine the presence or absence of hundreds
of Haar features at every image location and at several
scales efficiently, a technique called an Integral Image is
used. In general,“integrating" means adding small units

Eigen Vector Method

Eigen faces are a set of eigenvectors used in
the computer vision problem of human face recognition.
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the name n can be defined as follows, where

together. In this case, the small units are pixel values.
The integral value for each pixel is the sum of all the
pixels above it and to its left. Starting at the top left and
traversing to the right and down, the entire image can be
integrated with a few integer operations per pixel.

be the start time and end time of the face
track ft.

B. Face Tracking
Manually labeling a face appearing in the video
each time is a tremendous time consuming task. These
faces arise from just a few hundred”tracks” of a
particular character each in a single shot. Applying a
face tracking method reduces the amount of data to
process and allows us to select the best faces in each
face track to help improve the quality of face
comparison and classification. Each frame may contain
faces using which is to be tracked using HAAR method
using Open C V. If there is a face in a frame then we
have to track the same face for the next frame using
eigen vectors. If it doesn’t happen then that information
has to be notified. If the next frame contains the same
face then it has to be tracked for label propagation. The
movement of the detected faces is tracked in this
module. Depending on the analysis of these movements
we can choose the required name for the respective face.

E. Fcae Label Propagation
Along with labeled faces we need to name
unlabeled faces also. When unlabeled faces come they
will get matched with the labeled faces already stored. If
any match occurs then these unlabeled faces will be
given the respective name pair of the already labeled
face. If no match is found it will go for a new labeling.
Labeled faces contribute to the naming of an unlabeled
face by their names with a confidence estimated by their
similarities to this unlabeled face. Similarity cooccurrence is the key factor in labeling the unlabeled
faces.

C. Anchor Detection
IV. CONCLUSION

This module has got more significance when we
apply face labeling for news videos where anchors need
to be tagged separately. Here we are a mixed strategy of
scene similarity and face similarity for identifying
anchors. When scene similarity is used , we will be
identifying the anchors by their studio background. So
any person appearing in the video with studio
background will be tagged as the anchor. But ambiguity
occurs when multiple anchors are there in the news
video for discussion since all these anchors will be
having studio background. To avoid this ambiguity we
will be using face similarity too which not only checks
the background scene but also adapting scene similarity
technique but a mixed strategy of scene similarity and
face similarity is used so as to avoid the ambiguity that
occur when more than one anchor appear in the news
video for discussion.

We have implemented a face-naming method that
learns from labeled and unlabeled examples rely on
iterative label propagation in a graph of connected faces
or name face pairs. A mixed strategy of scene similarity
and HAAR Detection method is used here. We
designed, implemented and evaluated a method for
naming faces in video broadcasts that learns from
labeled and unlabeled examples using a mixed strategy
of face similarity and HAAR Detection method. Eigen
metric values are used for comparing faces that uses the
distribution of face similarities in a video broadcast. We
used very few labeled data points (about 10-11 % of the
detected faces). This yields better results than a Support
Vector Machine classifier trained on the same labeled
data.
V. FUTURE ENHANCEMENTS

D. Face- Name Pair Selection

In our future work we plan to focus on action
recognition by jointly processing textual and visual data.
that is, the actions performed by the person can be
identified whether the person is talking, smiling,
walking etc. For this we plan to in cooperate several
advanced image processing techniques like covariance
matching and a bag of 3D points.

We first annotate a small number of name face seed
pairs by randomly selecting several faces for each name
mentioned. We select faces from the ground truth data.
We describe techniques for retrieving face candidates by
a given name. For this we need to find out the co
occurrences of all face candidates with a given name.
Then we will display the names or faces that correspond
to the largest co occurrences.
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Abstract – As the exponential explosion of various contents generated on the Web, Recommendation techniques have become
increasingly indispensable. Innumerable different kinds of recommendations are made on the Web every day, including movies,
music, images, books recommendations, query suggestions, tags recommendations, etc. No matter what types of data sources are
used for the recommendations, essentially these data sources can be modeled in the form of various types of graphs. In this paper,
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recommendation problems into our graph diffusion framework. The proposed framework can be utilized in many recommendation
tasks on the World Wide Web, including query suggestions, tag recommendations, expert finding, image recommendations, image
annotations, etc

I.

recommend latent semantically relevant results to users.
The second challenge is how to take into account the
personalization feature. The last challenge is that it is
time-consuming and inefficient to design different
recommendation
algorithms
for
different
recommendation tasks. Actually, most of these
recommendation problems have some common features,
where a general framework is needed to unify the
recommendation tasks on the Web. Moreover, most of
existing methods are complicated and require to tune a
large number of parameters.

INTRODUCTION

With the diverse and explosive growth of Web
information, how to organize and utilize the information
effectively and efficiently has become more and more
critical. This is especially important for Web 2.0 related
applications since user generated information is more
free-style and less structured, which increases the
difficulties in mining useful information from these data
sources. In order to satisfy the information needs of
Web users and improve the user experience in many
Web applications, Recommender Systems, have been
well studied in academia and widely deployed in
industry.

In this, aiming at solving the problems analyzed
above, we propose a general framework for the
recommendations on the Web. This framework is built
upon the heat diffusion on both undirected graphs and
directed graphs, and has several advantages: (1) It is a
general method, which can be utilized to many
recommendation tasks on the Web; (2) It can provide
latent semantically relevant results to the original
information need; (3) This model provides a natural
treatment for personalized recommendations; (4) The
designed recommendation algorithm is scalable to very
large datasets.

Typically, recommender systems are based on
Collaborative Filtering, this is a technique that
automatically predicts the interest of an active user by
collecting rating information from other similar users or
items. The underlying assumption of collaborative
filtering is that the active user will prefer those items
which other similar users prefer.
Fortunately, on the Web, no matter what types of
data sources are used for recommendations, in most
cases, these data sources can be modeled in the form of
various types of graphs. If we can design a general
graph recommendation algorithm, we can solve many
recommendation problems on the Web. However, when
designing such a framework for recommendations on
the Web, we still face several challenges that need to be
addressed. The first challenge is that it is not easy to

II. RELATED WORK
Recommendation on the Web is a general term
representing a specific type of information filtering
technique that attempts to present information items
(queries, movies, images, books, Web pages, etc.) that
are likely of interest to the users. In this section, we
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review several work related to recommendation,
including collaborative filtering, query suggestion
techniques, image recommendation methods, and
clickthrough data analysis.
Collaborative Filtering
With the diverse and explosive growth of Web
information, how to organize and utilize the information
effectively and efficiently has become more and more
critical. In order to satisfy the information needs of Web
users and improve the user experience in many Web
applications, Recommender Systems, have been well
studied in academia and widely deployed in industry.
Typically, recommender systems are based on
Collaborative Filtering, which is a technique that
automatically predicts the interest of an active user by
collecting rating information from other similar users or
items.

Fig 1: The Collaborative Filtering Process
Figure 1shows the schematic diagram of the
collaborative filtering process. CF algorithms represent
the entire m
n user-item data as a rating matrix,
represents the preference score
Each entry ai,j in
(ratings) of within a numerical scale and it can as well
be 0 indicating that the user has not yet rated that item.

Overview of the Collaborative Filtering Progress

Query Suggestion

The goal of a collaborative filtering algorithm is to
suggest new items or to predict the utility of a certain
item for a particular user based on the user’s previous
likings and the opinions of other like-minded users. In a
typical CF scenario, there is a list of m users
U={u1,u2,...um} and a list of n items I={i1,i2,...in}.
Each user ui has a list of items Iui, which the user has
expressed his/her opinions about.

In order to recommend relevant queries to Web
users, a valuable technique, query suggestion, has been
employed by some prominent commercial search
engines, such as Yahoo, Live Search, Ask and Google.
The goal of query suggestion is similar to that of query
expansion, query substitution and query refinement,
which all focus on understanding users’ search
intentions and improving the queries submitted by users.
Query suggestion is closely related to query expansion
or query substitution, which extends the original query
with new search terms to narrow down the scope of the
search. But different from query expansion, query
suggestion aims to suggest full queries that have been
formulated by previous users so that query integrity and
coherence are preserved in the suggested queries . Query
refinement is another closely related notion, since the
objective of query refinement is interactively
recommending new queries related to a particular query.

Opinions can be explicitly given by the user as a
rating score, generally within a certain numerical scale,
or can be implicitly derived from purchase records, by
analyzing timing logs, by mining web hyperlinks and so
on. Note that Iui
I and it is possible for Iui to be a
null-set. There exists a distinguished user Ua
U
called the acive user for whom the task of a
collaborative filtering algorithm is to find an item
likeliness that can of two forms.
Prediction is a numerical value Pa,j, , expressing the

Actually, several different ranking methods using
random walks can also be employed into the query
suggestion tasks on a query-URL bipartite graph,
including PageRank, HITS, etc. Typically, query
suggestion is based on local (i.e., search result sets) and
global (i.e., thesauri) document analysis, or anchor text
analysis. However, these traditional methods have
difficulty summarizing the latent meaning of a Web
document due to the huge noise embedded in each Web
page. Moreover, this noise is not easily removed by
machine learning methods. In order to avoid these
problems, some additional data sources are likely to be
very helpful to improve the recommendation quality. In
fact, clickthrough data is an ideal source for mining
relevant queries.

Iu a for the acive user
predicted likeliness of items ij
ua . This predicted value is within the same scale (e.g.,
from 1 to 5) as the opinion values provided by ua.
Recommendation is alist of N items, Ir
I, that the
active user will like the most. Note that the
recommended list must be on items not already
purchased by the active user, i.e., Ir
Iu a =
.
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successfully applied in various domains such as
classification and dimensionality reduction problems.

Clickthrough Data Analysis
In the field of clickthrough data analysis, the most
common usage is for optimizing Web search results or
rankings. Besides ranking, clickthrough data is also
well studied in the query clustering problem. Query
clustering is a process used to discover frequently asked
questions or most popular topics on a search engine.
This process is crucial for search engines based on
question-answering. Recently, clickthrough data has
been analyzed and applied to several interesting research
topics, such as Web query hierarchy building and
extraction of class attributes.

In this paper, we model diffusion of innovations as
processes of heat diffusion. Actually, the process of
people influencing others is very similar to the heat
diffusion phenomenon. In a social network, the
innovators and early adopters of a product or innovation
act as heat sources, and have a very high amount of
heat. These peoples start to influence others, and diffuse
their influence to the early majority, then the late
majority. Finally, at a certain time point, heat is diffused
to the margin of this social network, and the laggards
adopt this product or innovation.

Image Recommendation

Diffusion on Undirected Graphs

Besides query suggestion, another interesting
recommendation application on the Web is image
recommendation. Image recommendation systems, like
Photoree, focus on recommending interesting images to
Web users based on users’ preference. Normally, these
systems first ask users to rate some images as they like
or dislike, and then recommend images to the users
based on the tastes of the users. In the academia, few
tasks are proposed to solve the image recommendation
problems since this is a relatively new field and
analyzing the image contents is a challenge job.
However, since it is a context-based method, the
computational complexity is very high and it cannot
scale to large datasets. While in our framework
proposed in this paper, by diffusing on the image tag
bipartite graph with one or more images, we can
accurately and efficiently suggest semantically relevant
non personalized or personalized images to the users. In
general, comparing with previous work, our work is a
general framework which can be effectively, efficiently
and naturally applied to most of the recommendation
tasks on the Web.

Consider an undirected graph G = (V,E), where V is
the vertex set, and V = {v1, v2, . . . , vn}. E = {(vi, vj) |
there is an edge between vi to vj} is the set of all edges.
The edge (vi, vj) is considered as a pipe that connects
nodes vi and vj . The value fi(t) describes the heat at
node vi at time t, beginning from an initial distribution
of heat given by fi(0) at time zero. f(t) denotes the vector
consisting of fi(t). We construct our model as follows.
Suppose, at time t, each node i receives an amount M(i,
j, t,Δt) of heat from its neighbor j during a time period
Δt. The heat M(i, j, t,Δt) should be proportional to the
time period Δt and the heat difference fj(t) − fi(t).
Moreover, the heat flows from node j to node i through
the pipe that connects nodes i and j. Based on this
consideration, we assume that M(i, j, t,Δt) = α(fj(t) −
fi(t))Δt, where α is the thermal conductivity-the heat
diffusion coefficient. As a result, the heat difference at
node i between time t+Δt and time t will be equal to the
sum of the heat that it receives from all its neighbors.
This is formulated as:

(1)
where E is the set of edges. To find a closed form
solution to Eq. (1), we express it in a matrix form:

Where
Fig 2: Examples for Image Recommendations
II. DIFFUSION ON GRAPHS
Heat diffusion is a physical phenomenon. In a
medium, heat always flows from a position with high
temperature to a position with low temperature.
Recently, heat diffusion based approaches have been

And
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Consider a directed graph G = {V, E,W}, where V is
the vertex set, and V = {v1, v2, . . . , vn}. W = {wij |
where wij is the probability that edge (vi, vj) exists} or
the weight that is associated to this edge. E = {(vi, vj) |
there is an edge from vi to vj and wij > 0} is the set of all
edges.

where d(vi) is the degree of node vi. From the definition,
the matrix D is a diagonal matrix. In order to generate a
more generalized representation, we normalize all the
entries in matrices H and D by the degree of each node.
The matrices H and D can be modified to

On a directed graph G(V,E), in the pipe (vi, vj), heat
flows only from vi to vj . Suppose at time t, each node vi
receives RH = RH(i, j, t,Δt) amount of heat from vj
during a period of Δt. We make three assumptions: (1)
RH should be proportional to the time period Δt; (2) RH
should be proportional to the heat at node vj ; and (3)
RH is zero if there is no link from vj to vi. As a result, vi
will receive
amount of heat from all its neighbours that point to it.

And

In the limit

At the same time, node vi diffuses DH(i, t,Δt)
amount of heat to its subsequent nodes. We assume that:
(1) The heat DH(i, t,Δt) should be proportional to the
time period Δt; (2) The heat DH(i, t,Δt) should be
proportional to the heat at node vi; (3) Each node has the
same ability to diffuse heat; (4) The heat DH(i, t,Δt)
should be proportional to the weight assigned between
node vi and its subsequent nodes. As a result, node vi
will
diffuse

this becomes

Solving this differential equation, we have:

amount
of heat to each of its subsequent nodes vj , and each vj
should

where d(v) denotes the degree of the node v, and
eα(H−D) could be extended as:

of

receive
heat

from

node

vi.

amount
Therefore

. In the case
that the outdegree of node vi equals zero, we assume
that this node will not diffuse heat to others. To sum up,
the heat difference at node vi between time t+Δt and t
will be equal to the sum of the heat that it receives,
deducted by what it diffuses. This is formulated as

The matrix eα(H−D) is called the diffusion kernel in
the sense that the heat diffusion process continues
infinitely many times from the initial heat diffusion.
Diffusion on Directed Graphs
The above heat diffusion model is designed for
undirected graphs, but in many situations, the Web
graphs are directed, especially in online recommender
systems or knowledge sharing sites. Every user in
knowledge sharing sites typically has a trust list. The
users in the trust list can influence this user deeply.
These relationships are directed since user a is in the
trust list of user b, but user b might not be in the trust list
of user a. At the same time, the extent of trust relations
is different since user ui may trust user uj with trust
score 1 while trust user uk only with trust score 0.2.
Hence, there are different weights associated with the
relations. Based on this consideration, we modify the
heat diffusion model for the directed graphs as follows.

where τi is a flag to identify whether node vi has any
outlinks. Solving it, we obtain

Where
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recommendation, which produces recommendations by
incorporating users’ social network information, is
becoming to be an indispensable feature for the next
generation of Web applications.

And
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Abstract – In our world digital images are a dominant and usually used communication medium. They have an important effect on
our living. But today, with the help of low cost and high resolution cameras it is very easy to manipulate images and can use for
various spiteful purposes. Good forgeries will not give any visual clues about the forgery and is not easy to identify that image is the
original. This forged image can be used for various misconducts. Several methods were proposed by various researchers for
identifying this forgery. In this paper, we propose a detection method by using incongruity in blur to find the original image.
Keywords- Blur estimation, forgery detection, image forgery.

I.

INTRODUCTION

II. RELATED WORKS

With the introduction of less expensive and high
resolution digital cameras, it is very easy to manipulate
images. Due to the manipulation of image, authenticity
is losing and very difficult to identify the original image.
These ambiguous images can be used for various
spiteful purposes like stealing of identities, publicize
urban myths and for creating astounding gossip about
the celebrities. In this work we recommend a method to
detect and localize manipulated regions in faked images.
This method detects the blur of the spliced image. But
sometimes the original image may contain motion blur.
Motion blur is to be bring in the spliced object in
consistent with the blur in the rest of the image, and it
depends on the image forger’s acuity, as a solution for
forgery detection problem I am using the above
mentioned fact.

A method developed by Cao and Zhao
In this method image tampering detection is based
on different blurs. This method uses defocus blur
modeled with a two-dimensional circular Gaussian
kernel. They develop an algorithm for detecting blur that
based on step edge signal analysis. Then a suspicious
edge is choosing as splicing boundary and a blurriness
estimate method is executing along the edge orderly.
Then on the computed blurriness sequence, consistency
checking is implemented. Then select the edges that
lack consistency are proved to be manipulated by blur
tampering. But this method is based on this Gaussian
kernel; they cannot be extended directly to directional
blur. And also this technique need substantial human
involvement for defining parameters and interprets
results.

There are several methods have been introduced to
discover splicing of digital images, Statistical analysis
[1], [2] lighting inconsistencies [3], [4], edge based
detection [10], these can be used to identify image
forgery. But these methods assumes that there is no post
processing such as blurring on the image .But with the
help of some photo manipulation software it is to add
blur on the image. So this assumption is not correct in
today’s image forgery. In this paper we are introducing
the method that using discrepancies in motion blur. To
detect even minute variation in blur, this novel forgery
detection method utilizing blur evaluation through
spectral characteristics of image gradients.

A method developed by D. Hsiao and S. Pei
This method use incongruity in defocus blur to
identify forgery and this is based on normalizing DCT
coefficients of 8 X 8 image blocks then calculating the
inverse DCT of the image. This technique has the
benefit of simplicity and speed. To improve the outcome
of this method threshold selection depends on global
blur estimates and morphological operations can use.
But this method results in only certain parts of the
inconsistent region being recognized as inconsistent.
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in I^ if N^ is ignored. The blur extent L is estimated
from the cepstrum of the image C(I) :

III. PROPOSED SYSTEM
This paper proposes a method to detect image
forgeries by calculating blur of the forged image. Blur
estimates are first computed from the given image. Our
technique then segments the image based on these
estimates, giving the regions with inconsistent blur.
Although the technique segments such regions in both
authentic and forged images, it is especially useful for
exposing the possible forgeries in blurred regions, such
as in spliced objects with artificial blur; the intensity
value will be different.

C(I)=log| I^ |

(4)

which has two peaks separated by 2/L , due to the large
periodic negative spikes in Ku^ .The fast decay of the
sinc function makes detecting the periodic zero pattern
difficult to discern, especially in noisy images.
However, a similar periodic pattern that is easier to
detect also exists in the blurred image’s gradient in the
spectral domain. Differentiating (1), we get
I’ = (S*K) ‘ + N’.

(5)

This paper changed the motion blur calculation
method from spectral matting to image gradients for
quicker processing reported in [5]. We modified the
technique to provide better results for complex blurs.
We identified new measures to reduce the human
involvement required and to improve its robustness.

Therefore, we obtain

Image Subdivision

Ku^’=|i2πω Ku^ (ω)|=2/L|sin(πωL) | (7)

The input image having artificially blurred spliced
region
is segmented into different models since
processing on the whole image is a tremendous task and
also blur estimation will not give the desired output for
the entire image. So the image is divided into
overlapping blocks and for each block the blur is
calculating. This block level analysis has two benefits.

For a motion-blurred image, there are periodic large
negative lines in log |I^’ |with slope θ0 and periodicity
1/L. Denoting this Fourier transform of the Radon
transform by F, let the peak in F (log |I^’ | )occur at (ωo ,
ψo) . Then, we have

Taking the Fourier transform and omitting the noise
term
I^’(ω)= S^ (ω)K^ ‘(ω) (6)

ωo= 1/L,ψo =90- θ00

We represent this estimated motion blur as a twoelement vector α= [ αmag αdir ] , where αmag =L and αdir
= θ0.

a) Because of calculating the blur for each block than
the entre image, then the resolution can be improved.
b) Calculation of block level analysis is easy than
calculation of entire image.

B. Smoothing
Smoothing technique is used to reduce the noise present
in the image. For performing smoothing, a filter has to
apply. After calculated the blur smoothing method is
applied to both magnitude and direction of the estimates.

A. Blur estimation
This method is primarily focus on detection of
motion blur.To calculate blur, spectral characteristics of
the image gradients are using instead of using the
cepstrum directly and this approach has been shown to
be more robust to noise.The blurring process is modeled
as the convolution of a sharp image with a blurring
kernel:
I(x,y)=(S*K)(x,y)+N(x,y)

Disk filter is using and also for better result Canny
filter is used.
•

^

is

First step:
The canny edge detector algorithm can be realized
using different steps. The first step is to filter out any
noise in the original image before trying to locate and
detect any edges. And because the Gaussian filter can be
computed using a simple mask, it is used exclusively in
the Canny algorithm. Once a suitable mask has been
calculated, the Gaussian smoothing can be performed
using standard convolution methods.

(2)

Ku (ω)=sin(πωL) / πωL = sinc(πωL)

Canny Algorithm

The Canny edge detection algorithm
acknowledged to many as the optimal edge detector.

(1)

Where I is the blurred image,S is the sharp image,K is
the blurring kernel, and N is the noise present. and x
and y are the pixel coordinates.For a horizontal uniform
velocity motion blur, the blurring Kernel Ku can be
modeled as , Ku = 1/L[1,1,…..,1]1*L,where L is the
length of the kernel. Taking the Fourier transform of (1)
I^ = S^K^+N^

(8)

(3)

which is known to have periodic zeros at{
ω=k/L,k=±1,±2,…. }.. These periodic zeros also appear
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direction), 45 degrees (along the positive diagonal), 90
degrees (in the vertical direction), or 135 degrees (along
the negative diagonal). So now the edge orientation has
to be resolved into one of these four directions
depending on which direction it is closest to (e.g. if the
orientation angle is found to be 3 degrees, make it zero
degrees). Think of this as taking a semicircle and
dividing it into 5 regions.

Second step:
The next step is to find the edge strength by taking
the gradient of the image. The Sobel operator performs a
2-D spatial gradient measurement on an image. Then,
the approximate absolute gradient magnitude (edge
strength) at each point can be found. The Sobel operator
[3] uses a pair of 3x3 convolution masks, one estimating
the gradient in the x-direction (columns) and the other
estimating the gradient in the y-direction (rows). They
are shown below:
-1

0

+1

+1

+2

+1

-2

0

+2

0

0

0

-1

0

+1

-1

-2

-1

Gx

Gy
Therefore, any edge direction falling within the
yellow range (0 to 22.5 & 157.5 to 180 degrees) is set to
0 degrees. Any edge direction falling in the green range
(22.5 to 67.5 degrees) is set to 45 degrees. Any edge
direction falling in the blue range (67.5 to 112.5
degrees) is set to 90 degrees. And finally, any edge
direction falling within the red range (112.5 to 157.5
degrees) is set to 135 degrees.

The magnitude, or edge strength, of the gradient is then
approximated using the formula:
|G| = |Gx| + |Gy|
Third Step :
The direction of the edge is computed using the
gradient in the x and y directions. However, an error
will be generated when sumX is equal to zero. So in the
code there has to be a restriction set whenever this takes
place. Whenever the gradient in the x direction is equal
to zero, the edge direction has to be equal to 90 degrees
or 0 degrees, depending on what the value of the
gradient in the y-direction is equal to. If GY has a value
of zero, the edge direction will equal 0 degrees.
Otherwise the edge direction will equal 90 degrees. The
formula for finding the edge direction is just:

Fifth Step:
After the edge directions are known, non-maximum
suppression now has to be applied. Non-maximum
suppression is used to trace along the edge in the edge
direction and suppress any pixel value (sets it equal to 0)
that is not considered to be an edge. This will give a thin
line in the output image.
Sixth Step:

Theta = invtan (Gy / Gx)

X X a X X

Finally, hysteresis is used as a means of eliminating
streaking. Streaking is the breaking up of an edge
contour caused by the operator output fluctuating above
and below the threshold. If a single threshold, T1 is
applied to an image, and an edge has an average strength
equal to T1, then due to noise, there will be instances
where the edge dips below the threshold. Equally it will
also extend above the threshold making an edge look
like a dashed line. To avoid this, hysteresis uses 2
thresholds, a high and a low. Any pixel in the image that
has a value greater than T1 is presumed to be an edge
pixel, and is marked as such immediately.

X X X X X

D. Interpolation

X X X X X

Interpolation is the process of converting a
sampled digital signal to a higer sampling rate.That is
image size is enlarging. There are three techniques are
available. They are nearest neighbor, bilinear or
bicubic. In nearest neighbor ,the same value of

Fourth Step:
Once the edge direction is known, the next step is to
relate the edge direction to a direction that can be traced
in an image. So if the pixels of a 5x5 image are aligned
as follows:
X X

X X X

X X X X X

Then, it can be seen by looking at pixel "a", there
are only four possible directions when describing the
surrounding pixels - 0 degrees (in the horizontal
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adjacent pixel is taking. In bilinear, averages of the
four surrounding pixels (2 X 2 )are taking.In Bicubic
create new pixels based on the average of 16 pixels (4
X 4) are taking. In this method bicubic is used for
better output

[3]

M. Johnson and H. Farid, “Exposing digital
forgeries by detecting inconsistencies in
lighting,” in Proc. 7th Workshop Multimedia and
Security, 2005, pp. 1–10.

[4]

M. Johnson and H. Farid, “Exposing digital
forgeries in complex lighting environments,”
IEEE Trans. Inf. Forensics Security, vol. 2, no. 3,
pt. 1, pp. 450–461, Sep. 2007.

[5]

H. Ji and C. Liu, “Motion blur identification from
image gradients,” in Proc. IEEE Conf. Computer
Vision and Pattern Recognition, 2008, pp

[6]

M. Johnson and H. Farid, Metric Measurements
on a Plane From a Single Image, Dept. Comput.
Sci., Dartmouth College, 2006, Tech. Rep.
TR2006-579.

[7]

G. Cao, Y. Zhao, and R. Ni, “Edge-based blur
metric for tamper detection,” J. Inf. Hiding
Multimedia Signal Process., vol. 2073, p. 4212,
2009.

E. Segmentation
The final step is Segmentation. That is divide the
image into two regions that shows different motion
blurs. For this Otsu method can use . This method
provides a matrix that can be used to reject or accept
images .That is the result of segmentation of both
direction and magnitude of the blur estimates gives the
indication of regions with different motion blur. The
result from this segmentation can be again used as the
input of energy based segmentation for better output. In
energy based segmentation, with motion blur
discrepancies, pixel intensities are also considered. It
gives smoother boundaries. This is based on the
assumption that spliced region has different intensity
than its background
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Abstract – All over the world, security has been a major concern in every home. Here, a security system has been developed that
uses sensors to detect any security violation and sends out the alert signal by high intensity Buzzer. The system mainly consists of
LDR, Laser, Logic Gates, Microcontroller IC, LCD, Keypad and Relay Circuit. L3 stands for LDR, Laser and Logic Gates as these 3
components form the core idea of the system. This system is mainly implemented on the present doors with lock-key method. Thus
providing Double Authentication i.e. the door can only be opened with the right password and right key. Another feature of the
system being that, using different logic gates combination the system is designed in such a way that the buzzer won’t be switched off
even though the intruder cuts the wires connecting the Buzzer and main control circuit. The system is designed and developed using
simple locally available components and by considering every tiny factor it is made both reliable and affordable. Performance and
cost analysis studies are also carried and also a glance into the future upgradations such as SMS service, PIR sensors and IR sensors
that be introduced in the system.
Keywords: Microcontroller, Sensors, LCD, Logic Gates, Laser.

I.

purpose. Password Authentications like the ATMs,
which are equipped with RFID or Biometric System and
Cameras with image processing, Zigbee based security
system, PIC based security system, SMS based security
system etc. has been designed and implemented [2].

INTRODUCTION
Home Automation

In simple terms home automation is defined as the
automatic control of all appliances at home. It’s
something like this: when you get up from bed, the
pressure sensor kept under your bed mat sends the signal
to the coffee maker which makes the coffee and heater
in your bathroom switches on simultaneously [1]. Lights
and fans switch ON and OFF based on the humans
presence in the room all by itself. These technologies
are no more the dream but are now becoming the reality
around us.

But the cost of the systems is relatively high, thus
making it available to the only to the rich.
With this issue in focus, we tried to design a home
security system which will be of low cost and provide
adequate security levels for the home, thus making it
reliable and affordable to every class of families.
II. BLOCK DIAGRAM

Home Security Automation
Why: Non Automated security system were found
not reliable. Doors were fitted with lock and key system
which can be opened easily. Even the human presence
of security guard may not be sufficient and trustworthy.
Every system from the past has been found to be very
much vulnerable and thus breakable without much
effort. Home is a place where security is must, to keep
all the valuables and appliances safe. The owner should
have the confidence to step out of the house with the
feel that nothing can happen to the Home. This feel will
only arise when the home is equipped with a reliable
security system.
How: This reliable home security system can be
made possible with Home Security Automations. Over
the years many systems are being designed for this

Figure 1: Block Diagram Representation of the Security
System
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3.1. CONTROL UNIT

3.3. DETECTOR CIRCUIT

32 pins AT89V51RD2 Microcontroller is the control
unit in the security system with a crystal oscillator to set
accurate 12 MHz frequency. The microcontroller is
programmed using C language.

LDR3(1)

LDR3
TORCH_LDR
LDR3(2)

3.2. PASSWORD AUTHENTICATION
LDR2

Components Description
a.

TORCH_LDR

R13

LDR2(2)

LCD – KEYPAD

V7
10V

1k

D7

LM016 2 lines LCD (Liquid Crystal Display) in
combination with 4X3 Keypad is used to enter password
and verifications[3]. LCD is used mainly to provide
better user interfacing, such as to display “Enter
Password:”, “Home Lighting (Y/N)”, “ALARM ON”
etc.
b.

LDR1

R12

TORCH_LDR

10k

LED-BIBY

U2:A
3

LDR1(2)
7

1

12

6

+88.8

R10

Volts

2k

+88.8

R11

Volts

10k

LP339

+88.8
Volts

EEPROM

A Parallel 16K (2Kx8) EEPROM [4] (Electrically
Erasable Programmable Read Only Memory) is
provided as an external memory. EEPROM is used to
store the password and is again accessed when a
password has to be changed.

Figure 3: Circuit Connection of Detector Circuit

[Note: A series EEPROM can also be used in this
application. To decrease the programming complexity
Parallel EEPROM is selected]

Detector Circuit is placed behind the main door
whereas the Password Authentication system is at the
front as shown in the figure 3. The detector circuit is a
combination of LDR (Light Dependent Resistor) and
Laser. The LDR has the property of possessing a high
resistance in the range of Kilo to Mega ohms in normal
condition [5]. When a high intensity light is incident on
the LDR, the resistance drops to 300-400 ohms. In the
circuit, there is a 10V DC supply along with two
potential dividers (R11, R12) and R10, LDR resistance.
Due to the R11 and R12 potential divider, the voltage
drop across R11 is 5 volts providing 5 volts to the
negative terminal of the LP339 comparator [6]. Once the
home security is switched ON, the LDR LASER circuit
will get activated. This means that the laser light will be
incident on the light dependent resistor. As the laser
light is incident on the LDR, its resistance is lower than
R10 creating a drop such that the voltage available at the
positive terminal of the comparator is higher than the
voltage at the negative terminal. Hence the comparator
output will be high and LED will not glow. If the laser
light is switched off or cut due to some obstruction, the
LDR resistance will increase. Hence the drop across it
will increase producing a lower voltage at the positive
terminal. As a result, the comparator output will be low
and the LED starts glowing indicating that someone has
disturbed the sensor system. The output of comparator is
connected to port of the microcontroller (feedback
loop).

The Password Authentication provides a secured
gateway to enter the home. The owner
activates/deactivates the security system by entering the
password. When security system is switched ON,
simultaneously the Detector Circuit, Inverse Logic
Buzzer and Home Lighting Control inputs varies based
on its mode of operation.

Figure 2: Pictorial representation of how Password
Authentication and Detector Circuit are implemented
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Double Authentication: Thus it is observed that the
door can only be opened with the right password and
right key to the lock. Even the present doors need not be
replaced but just a small hole (approx 1cm radius) on
the door is sufficient to install this system. Thus the
security system is reliable and also easy to implement.

OR Gate input changes based on the status of
security system, 0- activated and 1-deactivated.
The 2 Inputs of AND gate signify the state of
Detector Circuit and Password Authentication.
Initially when security is switched ON the inputs of
AND is HIGH and OR Gates are LOW, thus the output
of OR is HIGH and the NOT gate inverses the signal
from HIGH to LOW and the relay is not energized,
Buzzer is OFF.
When an intruder breaks into the house, the detector
circuit is disturbed and input of the AND gate changes
from HIGH to LOW. Thus the output of OR gate will be
LOW and the NOT gates inverses signal to HIGH, thus
relay is energized and the Buzzer switches ON. The
same principle discussed above is followed when a
Wrong Password is entered (multiple times).
So the intruder should search for the main location
of the buzzer, running along the wire. For best efficient
working of buzzer, it is preferable to use multiple
buzzers placed in different places, i.e. rooms. So that by
the time the intruder finds and stops all the buzzers the
entire surrounding neighbourhood area would have been
alerted.

Figure 4: Real Time working of Detector Circuit
3.4. INVERSE LOGIC BUZZER
D2
1N4007

Vcc

U2:B

U3:A

5
4

U4

1

6

Relay Circuit Working
9

OFF Condition: When the transistor (BC 547 npn)
is OFF, the two voltage supplies Vcc and V6 tend
to flow through the same path, opposing one
another. Hence the relay coil is not energized
properly and the contact switch remains open. The
Buzzer is OFF.

9

ON Condition: When the transistor is ON, the
supply from Vcc gets grounded. The V6 energizes
the coil, enabling the closing of the contact switch
and Buzzer is switched ON.

3
2
4081
4071

3.33k

NOT

RL1

BUZ1

12V

V1
12V

R1

BUZZER

Q1
BC547

10k

V2
12V

Figure 5: Circuit Connections of Inverse Logic Buzzer
[Note: The inputs of “AND Gate” and “OR Gate”
are connected to the port pin of microcontroller]

IV. COMPLETE WORKING OF L3

When wiring was used to switch ON the Buzzer,
questions would be raised about what will happen if
someone enters the home illegally and cuts the wire that
connects main system to Buzzer.

The system is placed on the door as explained
before. When the owner is leaving the home, the system
is activated by entering the right password using the
Keypad. The right password is verified by checking the
entered password with the password stored in the
EEPROM. Activating the system means that the Buzzer
and Detector Circuit are energized.

For that reason using logic gates and applying
inverse logic concept, a system is designed in such a
way that even though the intruder cuts the wires the
Buzzer doesn’t switch OFF.

Then an option to switch ON/OFF the Home
Lighting is requested. At times when parents are leaving
home with their kids at home doesn’t prefer to cut OFF
the power supply, so for that an option is provided to
keep the lightings ON or OFF and the power is
monitored through higher withstanding capacity relay.

[Note: In real time connections the 74LS08 QUAD
input AND Gate and 74LS32 Quad Input OR Gate will
be used [7]]
Working
The Inverse Logic Buzzer has 3 logic gates: AND,
OR and NOT with a Buzzer.

Once the option is provided and the owner left the
home, the security system gets activated. System is

International Conference on Advancement in Engineering Studies & Technology, ISBN : 978-93-81693-72-8, 15th JULY, 2012, Puducherry

27

Deesign, Developm
ment and Perform
mance Study of L3- Home Securiity System

deactivated on
nly when the right passwo
ord is entered
with the righht key to the door lock, thhus providing
Double Authenntication to thee home

V. FLOW CHART

Figure 6: Com
mplete circuit connection
c
of the
t prototype
desiign of L3 Hom
me Security System
9

If an intru
uder attempts to
t break into home
h
by either
forcibly opening
o
the door or by placinng a duplicate
key, the detector
d
circuiit is disturbedd (as the right
password is not entered)) and the Buzzzer is switched
ON.

9

Few otherr details that haave been takenn care are:

9

Once the Buzzers gets activated
a
it switches OFF the
Laser Circcuit, so that ev
ven if the intruuder closes the
door afteer breaking inn, it doesn’t deactivate
d
the
alarm as the
t Laser won’t fall on LDR anymore.
a

9

9

9

Figure 7: Program Allgorithm for L33 Security Systtem.
The program
p
was framed using C Language in Kiel
K
µVisiion Software [8].

By givingg a delay looop in such a way that the
detector circuit
c
gets disturbed
d
only
y when Laser
stops falliing on the LD
DR for around 1sec. Thus iff
any minuute dust parrticle passes through gap
between thhe LDR-Laserr doesn’t triggeer the buzzer.

VI. COST ANALYSIIS
For the proposed ssystem, compoonents of the syystem
m
The reecent cost for entire
are availlable in local market.
the systeem is given bellow.
Table 1:
1 Production
n Cost of L3 Seecurity System
m [#]

Even if the
t intruder trries to break the password
system pllaced on the door
d
to disablee the security
system, thhe outputs of the logic gatees goes LOW
and Buzzeer turns ON auutomatically.
As observved the system
m is divided into different
sections and each seection is suppplied with a
Batteries), so thhat even if the
secondaryy supply unit (B
main suppply is cut off th
he system will shift on to the
backup poower provided.. As the sectionns are divided
it will be easy
e
to add sepparate power suupply.

Sl.no

Compponent Name

Costt
(INR
R)

1

AT89V51R
RD2 Microcontrolleer

100

2

Crysttal Oscillator

20

3

Electromaagnetic Relay – 4

40

3

Deteector Circuit
(Laser + LDR + LP339)

200

4

Password Authenntication (LCD LM
M016 +
4X3 Keyppad + EEPROM)

200

5

Logic Gate IC’s
AND + 74LS32 OR
R)
(74LS08 A

30
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6

Poweer Supply (Batteriees + Step Down
Transform
mer)

250

7

CB + Resistors +
Desiggn Accessories (PC
Capacitors, etc.)

150

TOTAL =

s
Thus aat the start it sends
s
high signnal to
closed switch.
the AND
D gate (as peer explanationn from sectionn III).
When motion
m
is detected, circuit switch
s
is openn thus
LOW siignal is send tto AND whicch switches ON
N the
buzzer as
a per Inverse L
Logic concept (refer
(
section 3.4).
3

990 /-

b.
[#] – Accordinng to cost estim
mation made inn May 2012, inn
Bangalore, Inddia

IR SENSORS
S

IR (Infra Red) sensors are used for motion
m
detectionn. IR workingg concept is similar to thhat of
Detectorr Circuit. Wheen the transmiitter signal is being
receivedd by Receiver, output signal is HIGH. Theen the
signal iss disturbed, i.ee. someone in
nterferes in bettween
the receiver stops receeiving signal from
f
transmitteer. At
w be LOW. The
thus conndition the ouutput signal will
output signal
s
is geneerated based on
o the closingg and
opening of switch at thhe Relay Circuuit. Thus IR seensors
e to
can be used for deteection at doorrs, windows etc,
t entry of inntruder through
h doors or winndows
restrict the
other thaan the main enttry door.

6.1. LOW CO
OST
The L3 Home Security System is a seecurity system
designed espeecially for exxisting homes and also its
application to shops, banks etc.
e The system
m is developed
to make veryy affordable to reliable seccurity system.
Although therre are existingg security sysstems for that
price, the L3 differ from them
m in many wayys. The system
a
compponents and it
was designed using locally available
ystem with the
is very cheap. The double auuthentication sy
m
L3 different from the
inverse logic alert signal makes
ms. The home security is low
w cost, reliable
existing system
and can be eassily implemented.

1. SIMU
ULATION RES
SULTS

6.2. FUTURE UPGRADATIONS
i.

SMS SER
RVICE

At times if thee home is at an
a isolated locaality, a buzzer
won’t alert thhe neighbors. In
I such conditions, another
alert signal cann be generated
d by sending aleert SMS using
GSM device too the owners or to nearby pollice station.
ii.

OTHER SENSORS
S

Figgure 8: PIR and IR sensor
a.

PIR SENS
SORS
mulation of hom
me
Figurre 9: Snapshotss of running sim
securrity system usiing Proteus ISIIS 7 Professionnal

PIR [9] i.e. Passive Inffrared Sensor is used as a
f
detection sensor. In th
he home it is
motion and fire
mounted at heeight of about 3m at a corn
ner of a room.
12V DC is giiven to the PIR
R to power th
he sensor. The
circuit switch is normally cloosed when the motion is not
activated. As soon as thee PIR senses considerable
temperature ch
hange, which can
c be due to motion
m
or fire,
the circuit switch opens. 5V DC is given too the normally

CONCL
LUSION
Thee present technology forr Home Security
Automattion at entry llevel involves systems like RFID
cards, Biometrics
B
Acccess System, ZIGBEE
Z
basedd etc.
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These systems provide a very high level of security to
home, but comes with high price thus limiting the
security system accessible only to wealthy families.
These features also come with great complexity in
designing, working and implementation.
Thus we attempted to design a system which can be
affordable to every home within a feasible price which
is less than 5000 INR, i.e. approximately 100 USD
(includes the installment and future upgradations). Also
the working of the system is simple and easily can be
implemented on existing doors without the need of
replacing or modifying the door.
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Abstract –Software Designs must be evaluated in Software Development Process so as to avoid bugs and unsatisfactory
performances. Concerning performance and real-time properties modeling, OMG specified the UML Profile for Schedulability,
Performance and Time Specification (SPT). UML is the standard OO modeling Language our system, but UML is too static to
model the performance.It is not able to capture dynamic nature of system. So here we are using PetriNets to capture Dynamic nature
of the System for UML use Case Diagrams and collaboration diagrams. First we draw the UML Use Case diagrams and
collaboration diagrams with SPT (i.e. performance information) and then convert them into Executable Petri Net models. Finally we
consider a case study for our proposed algorithm.
Keywords: Software Performance Engineering, UML, Petri Nets, Performance Evaluation.

I.

desired results in the software development satisfying
the performance requirements.

INTRODUCTION

Performance is an important but often overlooked
aspect of the software design. Indeed, the consideration
on performance issues is in many cases left until late in
the software development process (SDP), when
problems have already manifested themselves at system
test or within the deployed system. The identification of
possible bugs or unsatisfactory performance in the
design phase allows to contain the costs, also permitting
to compare different alternatives. This kind of approach
implements so called software performance engineering
(SPE)[2],which is a systematic, quantitative technique to
construct software systems that meet performance
objectives.

UML is too static to model dynamic behavior of the
systems. So to overcome this we use Petri Nets as to
develop Executable models.
Bernardi et al. have proposed the automatic
translation of state charts and Sequence Diagrams into
Generalized Stochastic Petri Nets, as well as a
composition of the resulting net models suitable for
reaching a given analysis goal [3]. Elkoutbi et al. have
transformed a simple use case structure to colored Petri
nets [4] and Kamandi et al. have transformed use case to
Object Stochastic Activity Network (OSAN) [5].
Different approaches are used for the transformation of
sequence diagrams to Petri nets. In the approach
proposed by Bernardi et al., all structures of the
sequence diagram have been transformed to Generalized
Stochastic Petri Nets [3]. Ourdani et al. transformed the
simplest structures in the sequence diagram to colored
Petri nets [6]. The difference between the two
transformations is that in Bernardi et al.'s approach [3]
the transformation is based on mapping messages as
well as conveying them, while in Ourdani et al.'s
approach [6] the transformation is based on message
sender and receiver component.

Using the UML for modeling and the OMG UML
Profile for Schedulability, Performance and Time
Specification (SPT)[9]
to specify performance
requirements into a UML model therefore mapped into a
performance model(Petri Nets). In this perspective, the
main contribution of this paper is the implementation of
a software development process which takes into
account performance specifications and requirements:
the software performance engineering development
process (SPEDP). SPEDP includes and synthesizes both
the aim of modeling and developing generic software
architecture, and the aim of investigating the
performance of the overall (hardware/software)
elaboration system. It can be applied both in early
phases, as a software performance engineering
technique, and in test phases, as a common software
performance evaluation technique. SPEDP fixes steps,
rules and guidelines to follow in order to achieve the

Although so many researchers have used this Petri
Nets as performance Domain, none of the Researchers
utilized the collaboration diagrams and Use Case
diagrams for performance evaluation [3, 5] of software
design description based on Petri Nets either in this
paper we propose an algorithm for transforming
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annotated collaboration diagrams to Petri Nets by
referring [1].

tag value specifies the duration of the activities as
random variables exponentially distributed, which are
the ones supported by the extension of Petri nets
formalism.

While Use Case diagrams model the functions of
system components Collaboration diagrams model the
interaction between the system components (i.e. the
messages exchanged between the components).These
diagrams enriched by performance input parameters.
Then we must transform these input parameters to
tokens of places or guards for arcs and transitions in the
Petri Net Model .After that target model must be
evaluated. The designers will decide whether and how
software architecture should be refined from analysis of
the results of the analysis of the results of the evaluation
steps.

Also PAdelay tag value specifies the delay of the
messages exchanged among components allocated in
different physical nodes [7].
B. The Transformation of Collaboration diagrams to
Petri Nets
-Petri nets representation of asynchronous and
delayed messages: We use PAdemand tag value to give
such information. In this state, the client component is
displayed in the form of place-transition-place. But the
server component is shown as place-transition-placetransition- place. The second transition is a timed
transition with an assigned firing rate. Figure 2.a shows
this type of messages.

The rest of the paper is organized as follows. In
section 2 an algorithm for transmission of the
collaboration diagrams and Use Case enriched by
performance parameters will be proposed. Section3
presents a case study which illustrates the proposed
algorithm. Ultimately the section 4 concludes the paper.

- Petri nets representation of synchronous and delayed
messages: We use PAdemand tag value to give such
information. In this state the client component is shown
in the form of place-transition-place-transition-place and
their connection can happens through two shared places.
But the server component is displayed as placetransition-place-transition-place-transition-place where
central transition is of the timed transition. Figure 2.b
shows this type of message.

II. THE TRANSFORMATION OF UML
DIAGRAMS TO PETRI NETS
In the following, the collaboration diagrams and role
of them concerning performance will be explained. Also
we use UML Profile for Schedulability, Performance
and Time (SPT) to annotate the additional information
to these diagrams. Then the detail of the transformation
algorithm will be explained.

Figure 2.c depicts the message exchanged between
two annotated components c1 and c2 with PAdelay tag
value and the resulting Petri net, where t1 represents the
sending action performed by component c1, t2 models
the message transmission delay and t3 represents the
reception of the message by component c2. The value
associated to the tag PAdelay defines the firing rate of
the timed transition, t2.

A. Role of the collaboration Diagram concerning
performance
Collaboration diagrams are useful design tools
because they provide a dynamic view of the system
behavior, which can be difficult to extract from static
diagrams or specifications. To each message in the
diagram a condition can be attached, representing the
possibility that the message could be dispatched. Even
multiple messages can leave a single point each one
labeled by a condition. From the performance point of
view it can be considered that routing rates are attached
to the messages. We use PAprob tag value to give such
information. A set of messages can be dispatched
multiple times if they are enclosed and marked as an
iteration. This construction also has its implications
from the performance point of view [7]. We use the
PAprob tag value of the PAstep stereotype to annotate
the probability of execution an alternative behavior
when the sequence diagram presents either alt, break or
option fragment operator. Also iteration will be
represented by the tag value PArep [7]. The PAdemand

Figure 3 shows the two types of sequence diagram
constructors (alternative and loop) and their mapping
onto Petri nets. The translation of these constructors
requires the use of additional Petri net sub-nets. Figure
3.a2 shows the Petri net sub-net modeling, the
alternative choice between ev1 and ev2. The additional
sub-nets are enclosed in the dotted rectangle. Figure
3.b2 shows the Petri net modeling as an optional choice.
Consider that the choices in these two figures are
probabilistic. The weights of the conflicting transitions
t1 and t2 are derived from the tag value PAprob attached
to the constraint condition. Finally, Figure 3.c2 and 3.c3
demonstrate the Petri net sub-net modeling, a while-do
loop and repeat-until, respectively. The sub-nets repeat
and while models the iteration of message ev1.
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C. Role of the Use case Diagram Concerning
Performance
Use Case Diagram describes the software system at
a Very high level of abstraction by identifying its
functionalities. Thus this type of diagram gives
information on the type of traffics incoming in the
system. The use case diagram should represent a
Performance Context, since it specifies one or more
scenarios that are used to explore various dynamic
situations involving a specific set of resources. Then, it
is stereotyped as PAcontext. Each use case used with
performance evaluation purposes could represent a step.
Then, they are stereotyped as PAstep. The performance
annotations for the use case diagram are the assignment
of a probability to every edge that links a type of actor
to a use case, i.e. the probability of the actor to execute
the use case [7, 8]. We use PAprob tag value for this
annotation. Also each use case of interest should be
detailed by means of a Collaboration diagram.

Figure2.1: Component diagram for asynchronous
message

D. The transformation of Use case Diagrams to Petri
Nets
In this paper, in order to transform a use case
diagram to a Petri net, the idea presented by Elkoutbi et
al. [4] is applied with some adjustment. The annotated
use case diagram can be transformed to the Petri net
through the following steps:

Figure2.1a: Respective Petri Net for 2.1 annoted
PADemand

The transformation of each use case to a Petri net:
In this transformation, each use case is transformed into
a Petri Net model. We use one place for each actor and
one dark place for each use case. The input for Place is a
transition with a guard. In the next stage, the dark places
are replaced with the obtained Petri net from the
sequence diagram. Figure 1 displays an actor and two
use cases that are annotated with SPT profiles. Then
these diagrams are transformed to equivalent Petri net.
The selection condition of each use case is assigned to
t1and t2 transitions.

Figure 2.2 : Component diagram of Synchronous
Message

Figure2.2a:Respective Petri Net for 2.2 annoted
PADemand

Figure1: A Use Case Diagram and a Petri Net for it.
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b1

b2

Figure 2.3 : Component Diagram annoted PADelay

c1

c2

c3

Figure2.3a: Respective Petri Net for 2.1 annoted
PADelay
III. CASE STUDY
To represent the usage of our proposed algorithm,
in this section we consider a single Automated Teller
Machine (ATM) as an example. The use case diagram
of an ATM system is shown in Figure 4.a. One of the
sequence diagrams of ATM system corresponding to the
use case "Identify" is shown in Figure 4.b. This diagram
is used when the PIN entered by a customer is valid; the
identification will be successfully done.

a1

d1
Figure 3: a1, a2, b1, b2, c1, c2, c3, d1 Petri Net
Model for Component diagram structures.
According to the proposed algorithm, the equivalent
Petri net of these diagrams are shown in Figure 5.
ATM, bank, account and customer in sequence diagram
which are the components in the Petri net model have
been presented as separate columns. Each column
presents a separate component. In this way, we
distinguish the internal arcs which show transformation
from one state of a component to another state, and the
external arcs which show message exchange between
two components. In use case diagram, customer place
selects one of these use cases: balance, withdrawal or
deposit. In each use case, the identification of the
customer is mandatory.

a2
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Figure 4(a) : Use Case Diagram for ATM

Figure 5(b): Petri Net for above component Diagram
CONCLUSION
In this paper, we transformed annotated use case
and component diagrams with performance parameter to
Petri net notations. In our further researches, we will
consider the transformation of other annotated software
architecture description diagrams with performance
parameter to an executable model. Moreover, we can
consider the annotation of additional information of
other non-functional requirements to the software
architecture description diagrams, as well. So, the
resulting executable model can be used for evaluating
those non-functional requirements.

Figure 4(b) : Component Diagram of ATM
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Abstract – This paper presents an approach to the recognition of speech signal using fMAPLR. fMAPLR is a linear regression
function that projects speaker dependent features to speaker independent ones, also known as an affine transform. It consists of two
sets of parameters, bias vectors and transforms matrices. The former, representing the first order information, is more robust than the
latter, the second-order information. We propose a flexible tying scheme that allows the bias vectors and the matrices to be
associated with different regression classes, such that both parameters are given sufficient statistics in a speaker verification task.
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I.

possesses the following properties: universality,
distinctiveness,
permanence,
collectability,
circumvention, acceptability and performance .
Password or card can be shared, forgotten or stolen, but
not the biometric.

INTRODUCTION

Neural Network
Neural Network resembles neurons in human body.
Now-a-days neural network plays an important role in
many fields including image processing, signal
processing, etc.

Acquisition of biometric is more complex compared
to making combinations of digits or stealing the card. In
this way, biometric is more secure compared to PIN and
password. Passwords are desirable to be different for
different applications, but same biometric can be used
for most of the applications and hence avoids book
keeping. Any human physiological or behavioral
characteristic can be used as a biometric characteristic
(indicator) to make personal identification Some of the
commonly used biometric features include speech, face,
signature, finger print, handwriting, iris, DNA, Gait, etc.

Authentication
With emerging trends of internet and e-commerce
people are becoming more connected through electronic
network. A network is established electronically among
individuals, organizations, etc. The ability to
automatically establish the identity of individuals is
known as person identification or person authentication.
This is essential for the access of network and reliable
transactions. Person authentication can be performed by
different methods like what we know (knowledge), what
we have (token), and what we are (biometric) (e.g., face,
gait). person authentication is done mostly using one or
more of the following means: text passwords, personal
identification numbers, barcodes and identity cards. The
merit of these schemes is that they do not change their
value with respect to time and also unaffected by the
environment in which they are used. The main demerit
of them is that they can be easily misused or forgotten.
Also, with time more and more services are being
offered over the electronic devices and internet. Hence it
becomes unmanageable to keep track of the
authentication secrets for different services. The
alternative that provides relief from all these demerits is
the use of biometric features for person authentication.
Any physiological and/or behavioural characteristics of
human can be used as biometric feature provided it

II. SPEECH RECOGNITION
Speech recognition is a process used to recognize
speech uttered by a speaker and has been in the field of
research for more than five decades. Voice
communication is the most effective mode of
communication used by humans. Speech recognition is
an important and emerging technology with great
potential. The significance of speech recognition lies in
its simplicity. This simplicity together with the ease of
operating a device using speech has lots of advantages.
It can be used in many applications like, security
devices, household appliances, cellular phones, ATM
machines and computers. With the advancement of
automated system the complexity for integration &
recognition problem is increasing. The problem is found
more complex when processing on randomly varying
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(iii) Pattern recognition approach: Pattern recognition
approach requires no explicit knowledge of speech. This
approach has two steps – namely, training of speech
patterns based on some generic spectral parameter set
and recognition of patterns via pattern comparison. The
popular pattern recognition techniques include template
matching.

analog signals such as speech signals. It is observed
that, to extract and recognize different information from
a speech signal at variable environment, many
algorithms for efficient speech recognition is proposed
in past.
Speaker recognition, which can be classified into
identification and verification, is the process of
automatically recognizing who is speaking on the basis
of individual information included in speech waves.
This technique makes it possible to use the speaker's
voice to verify their identity and control access to
services such as voice dialing, banking by telephone,
telephone shopping, database access services,
information services, voice mail, security control for
confidential information areas, and remote access to
computers

IV. RELATED WORKS
Until now, the extensive literature of speech
recognition is reviewed.
Patricia Melin et .al., proposed speaker recognition
by analyzing the sound signals with the help of
intelligent techniques, such as the neural networks and
fuzzy systems. They use the neural networks for
analyzing the sound signal of an unknown speaker, and
after this first step, a set of type-2 fuzzy rules is used for
decision making. They need to use fuzzy logic due to
the uncertainty of the decision process. They also use
genetic algorithms to optimize the architecture of the
neural networks. They illustrated their approach with a
sample of sound signals from real speakers in their
institution.

Speaker identification is the process of determining
which registered speaker provides a given utterance.
Speaker verification, on the other hand, is the process of
accepting or rejecting the identity claim of a speaker.
Most applications in which a voice is used as the key to
confirm the identity of a speaker are classified as
speaker verification.
Speaker recognition methods can also be divided
into text-dependent and text-independent methods. The
former require the speaker to say key words or sentences
having the same text for both training and recognition
trials, whereas the latter do not rely on a specific text
being spoken.

Bhupinder Singh et.al., analyzed Hidden Markov
Model.HMM can be used to model a unit of speech
whether it is a phoneme, or a word, or a sentence. LPC
analysis followed by the vector quantization of the unit
of speech, gives a sequence of symbols (VQ indices).
HMM is one of the ways to capture the structure in this
sequence of symbols. In order to use HMMs in speech
recognition, one should have some means to achieve the
Evaluation, training and decoding.

III. TRADITIONAL METHODS FOR SPEAKER
RECOGNITION

Ibrahim Patel1 et.al presented an approach to the
recognition of speech signal using frequency spectral
information with Mel frequency for the improvement of
speech feature representation in a HMM based
recognition approach. Frequency spectral information is
incorporated to the conventional Mel spectrum base
speech recognition approach. The Mel frequency
approach exploits the frequency observation for speech
signal in a given resolution which results in resolution
feature overlapping resulting in recognition limit.
Resolution decomposition with separating frequency is
mapping approach for a HMM based speech recognition
system. The Simulation results show an improvement in
the quality metrics of speech recognition with respect to
computational time, learning accuracy for a speech
recognition system.

Speaker identity is correlated with the physiological
and behavioral characteristics of the speaker. These
characteristics exist both in the spectral envelope (vocal
tract characteristics) and in the supra-segmental features
(voice source characteristics and dynamic features
spanning several segments).
There are three approaches in speech recognition.
They are
(i) Acoustic-phonetic approach: Acoustic-phonetic
approach assumes that the phonetic units are broadly
characterized by a set of features such as format
frequency, voiced/unvoiced and pitch. These features
are extracted from the speech signal and are used to
segment and level the speech.
(ii) Knowledge based approach: Knowledge based
approach attempts to mechanize the recognition
procedure according to the way a person applies its
intelligence in visualizing, analyzing and finally making
a decision on the measured acoustic features. Expert
system is used widely in this approach.

The
most
common
short-term
spectral
measurements currently used are Linear Predictive
Coding (LPC)-derived cepstral coefficients and their
regression
coefficients.
A
spectral
envelope
reconstructed from a truncated set of cepstral
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An important issue in speaker recognition is the
intraspeaker intersession variability such as the channel
effects. In the feature domain, the variability in feature
vectors can be normalized by methods such as feature
mapping.

coefficients is much smoother than one reconstructed
from LPC coefficients. Therefore it provides a stabler
representation from one repetition to another of a
particular speaker's utterances. As for the regression
coefficients, typically the first- and second-order
coefficients are extracted at every frame period to
represent the spectral dynamics. These coefficients are
derivatives of the time functions of the cepstral
coefficients and are respectively called the delta- and
delta-cepstral coefficients

Estimation of Hyper parameters
We jointly estimate the hyperparameters and the
GMM parameters to maximize the likelihood on the
background data. The estimation is carried out by using
the method of alternative variables, where the
hyperparameters are updated iteratively in multiple steps
each estimating one subset of hyperparameters by fixing
the other hyperparameters. By fixing and , estimation of
is similar to the estimation of CMLLR. By fixing ,
estimation of and is similar to the estimation of
integrated model. In summary, and are jointly estimated
with the following steps.

V. PROPOSED WORK
We use fMAPLR technique for Speaker Feature
Extraction with associated bias vectors and matrices
with different regression classes for speaker verification
task. We jointly estimate the hyper parameters and the
GMM parameters to maximize the likelihood on the
background data.
Speaker Feature extraction
The fMAPLR is a linear regression function that
projects speaker dependent features to speaker
independent ones, also known as an affine transform. It
consists of two sets of parameters, bias vectors and
transforms matrices. The former, representing the first
order information, is more robust than the latter, the
second-order information.
We propose a flexible tying scheme that allows the bias
vectors and the matrices to be associated with different
regression classes, such that both parameters are given
sufficient statistics in a speaker verification task.
We formulate a maximum a posteriori (MAP)
algorithm for the estimation of feature transform
parameters that further alleviates the possible numerical
problem.

Estimation of fMAPLR Parameters
Given the hyper parameters and the GMM
parameters , the fMAPLR parameters are estimated by
maximizing the posterior pdf. Similar to the estimation
of hyper parameters, we adopt the method of alternative
variables to estimate. In summary, is estimated with the
following steps.

Let us assume that a speech utterance spoken by a
speaker is represented by a sequence of feature vectors,
where are -dimensional vectors. We define the fMAPLR
function that maps the speaker’s feature vector to a
speaker independent feature vector as follows:

In summary, we have three sets of parameters, that
are 1) the GMM parameter set, 2) the hyper parameter
set, and 3) the fMAPLR parameter set. GMM and hyper
parameter sets are estimated on the background data,
and fMAPLR parameter is estimated on the speaker’s
data. We jointly estimate the hyper parameters and the
GMM parameters to maximize the likelihood on the
background data.
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VI.CONCLUSION AND FUTURE WORK
We have projected this scheme to extract the
speaker signal by using feature extraction techniques.
By using this technique we can provide person
authentication. We can convert this unimodal biometric
system to multimodal biometric system in near future.
That will provide more security over authentication.
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Abstract – LabVIEW is the future of hardware and software designing platform. Hardware and Software designing is complex using
Embedded System. Programming concepts to hours to analyse and frame. Thus in the paper we discuss the LabVIEW advantages
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assembly language program and LabVIEW GUI programming platform. And water tank filling system application is used to
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I.

language software) which are being used in the Home
Automation and the problems being faced in them, so
that we will better picture of why the future should be of
LabVIEW.

INTRODUCTION

Home Automation
In simple terms home automation is defined as the
automatic control of all appliances at home. It’s
something like this: when you get up from bed, the
pressure sensor kept under your bed mat sends the signal
to the coffee maker which makes the coffee and heater
in your bathroom switches on simultaneously [1]. Lights
and fans switch ON and OFF based on the humans
presence in the room all by itself. These technologies
are no more the dream but are now becoming the reality
around us.

Embedded System
Embedded system is into every electronic
appliance. For home automation, its functioning i.e.
programing is done by Assembly language, C, C++, etc.
and then fed into a microcontroller. The hardware
interfacing is done by making a circuit connection as per
application and then the necessary parts are soldered on
to a PCB. If any changes or modifications are to be
made, the PCB should be remodelled.

Introduction to LabVIEW

Let us now compare Embedded System and LabVIEW
to understand the aspects more clearly.

LabVIEW stands for Laboratory Virtual
Instrumentation Engineering Workbench. It started in
1983 by a company National Instruments which
famously stands for NI. NI LabVIEW is a graphical
development platform designed for engineers and
scientist. Like C, JAVA, the LabVIEW software is
known as ‘G’ language [2]. Its interfacing is GUI
(Graphical User Interfacing) i.e. the complete program
is represented in block diagrams instead of having
syntaxes. This makes the programming language more
easily understandable. LabVIEW application is majorly
in Industrial Automation. This paper will be focussing
on making use of LabVIEW in Home Automation.
Before we go on to know what is LabVIEW, firstly we
will discuss on what is the previous technology being
implemented in Home Automation i.e. embedded
system (microcontrollers, PCB designing and assembly

II. COMPARISON BETWEEN THE
TECHNOLOGIES
A. Software
Let us consider an example to understand about
difference between LabVIEW and Embedded system.
Consider a temperature control system, where the input
to the system is thermostat (digital input) and it is
compared to a reference value. If the temperature is
below the reference value, it should display green
coloured LED (safe) as the output (analog). If it is in
region where temperature is above safe temperature
limit and little less than the danger limit, then is should
display yellow coloured LED (caution) and if high i.e.
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danger it will be red cooloured LED (danger) for
alarming.

input th
he system is thhermostat as shown
s
in the fig 1
(orange coloured box). A reference temperature
t
is taken
m of diagram).. The input vaalue is
(in blue box at bottom
compareed by using lessser than palettte. The signalss only
gets passsed if input temperature value is less than
reference value, if it iss true then safee LED gets swiitched
milarly for dangger zone a greeater than paleette is
on. Sim
used and
d checked off and thus if it’’s true Dangerr LED
switchess on. For checcking the in raange value, a range
palette is
i used betweeen the safe andd danger limitt. The
program
mming is done in block diaggram, the outpput is
represennted in front paanel.

Firstly we willl see how the software soluttion is created
using Embeddded System by Assembly lang
guage[3].
--------- Prograam starts ----------mov R0,#50h
mov A, P2;
CJNE A,@R0, Skip;
L Safe;
Back: LCALL
SJMP Here;
Skip: JC Backk;
SUBB A, @R0;
CJNE A, #20H
H, Front;
LCALL SAFE
E;
SJMP Here;
Front JC Skip;;
LCALL DANG
GER;
Here: SJMP Here;
H
Skip: LCALL CAUTION;
SJMP Here

Figure 2: F
Front Panel of Program
P

o program ----------------------- End of

Thu
us by simple iidea of compaarison symbols and
few LED
D signals we created
c
the com
mplete system. Even
the outpuut is displayedd beautiful and looks appealinng.

The progrram does not end
e here only,, after this we
have to createe a sub routinee program forr LED output.
That will make the program lengthier. Thuus the program
gets more com
mplex.

For home autom
mations, the program will be
consistinng of a combbination of teemperature coontrol,
lighting control, security system, PIR sensorss, IR
sensors, etc[4]. When a program has to be developped to
a these system
ms the coding will go pages on to
control all
pages with a very tedioous logic to build.

Now let us trry to frame the program forr Temperature
Control System
m using LabVIIEW by ‘G’ lannguage.

mainly designned for com
mplex
LabbVIEW is m
problem
ms. When manyy different systeems are to run, each
system can
c be framedd in LabVIEW
W using the Muultiple
VI’s. Many
M
program
ms are fram
med separatelyy are
combineed together m
making it far more easier than
building
g entire program
m 100’s of linees of coding.
Thee defining oof address to
o variables, jump
statemennts, syntaxes, creation
c
of sub
b routines, and so on
is elim
minated withh a simple block diaggrams
represenntations.
Figure 1: Tem
mperature Conntrol System Prrogram using
LabV
VIEW

B. Harrdware
For hardware desiigning let us taake the examplle of a
water tannk filling guardd system.

Fig 1, sho
ows LabVIEW
W program whiich is build in
blocks where as
a Fig 2 showss the front paneel details. The
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Water tank filling guard system is developed to
check the amount water being filled in the tank. It
displays the level of the tank with different coloured
LED’s and when water level exceeds the restricted level
the Buzzers is ON. This system can be implemented at
homes to monitors the overhead tanks so that water
doesn’t go wasted.

Once you have acquired or received your data, you
can use LabVIEW’s many analysis VI’s to process
and manipulate it.

For example application, Water Tank Filling Guard
System, USB 6009 [6] a LabVIEW hardware interfacing
device which can connect via USB to the system will be
sufficient. The interfacing unit was developed by
National Instruments.

Now let us look into how the systems Hardware
will be designed in LabVIEW and Embedded System.

The input to the LabVIEW port will be water level
detector sensors signal which will be a analog data. The
LabVIEW build in ADC converters converts the analog
input into its digital form. Then the program to run the
water tank filling guard system is interfaced with the
device by USB which is connected to the system. The
program is written with the same principle as explained
in the previous section. The output of the USB 6009 will
be connected to the LEDs and Buzzer.

Starting with embedded system, fig 3 shows the
circuit diagram of water tank filling guard system.
As it is observed, the hardware circuit connections
are very tedious for such a simple application. A
problem with designing an Embedded Systems being
that, hardware gets complicated if software is easy and
hardware gets easy if software is complicated. In the
below circuit diagram as we are not required to develop
an program for this as an IC is being used but not a
controller device like microcontroller. As we cannot
directly solder this on to the PCB board without testing,
so we first simulate this system is simulation software
like Proteus. Then do test run by building on the
breadboards and then if everything works out well, the
system is build on a PCB board by soldering all the
components. This complete process consumes a lot
amount of time and also if any changes are to be made
in the future to upgrade the system the entire board will
have to be replaced.

The ground and supply are given to the interfacing
unit. So water level is indicated by the different Buzzers
and when water level goes above the restricted level the
Buzzer is switched ON.

Figure 4: USB 6009[6] LabVIEW Interfacing Unit
In this manner many other systems can be
connected to the USB 6009 like may be temperature
sensor to monitor room temperature, PIR sensors for
motion detection, piezo sensors for pressure detection
and so on [7]. All these system can be connected to other
inputs of the unit and run simultaneously. In future if
any upgradations are to be made the specific circuit
inputs or output only has to be changed.

Figure 3: Circuit Diagram of Water Tank Filling System
[5]

Less time consumption and any new modifications
can be done to the system, as the software itself is the
complete circuit.

Whereas in case of LabVIEW, it can analyse the
data as follows:
y

y

LabVIEW can command plug-in data acquisition,
or DAQ devices to acquire or generate analog or
digital signals.

III. DISADVANTAGES OF LABVIEW
The question arises that, even though there are so
many advantages of LabVIEW over Embedded
Systems, why is that it’s not still into application.

LabVIEW also facilities data transfer through your
computers built-in USB, Ethernet or serial port.

International Conference on Advancement in Engineering Studies & Technology, ISBN : 978-93-81693-72-8, 15th JULY, 2012, Puducherry

43

Advantages of LabVIEW over Embedded System in Home Automations

The major reason for LabVIEW not into application
is its cost. If the designer wishes to add security system
to home using simple LDR Laser security system, the
entire budget will be reaching to max. 5000 INR. In
case of LabVIEW the simple interfacing unit will cost
6000 INR itself and when rest of the equipment are
included cost raises to almost 15000 INR. LabVIEW
programming software is also costly, full version of the
software costs around 125000 INR. Thus presently
LabVIEW application are restricted to only high scale
applications in industrial levels and yet to shift on the
home level.

[2]

“LabVIEW
for
EveryoneGraphical
Programming Made Easy and Fun” 3rd Edition by
Jeffery Travis, Jim Kring

[3]

“The 8051 Microcontroller and Embedded
Systems Using Assembly and C” 2nd Edition by
Muhammad Ali Mazidi, Janice Gillispie Mazidi
and Rolin D. McKinlay,

[4]

Inderpreet Kaur, “Microcontroller Based Home
Automation System With Security”, International
Journal of Advanced Computer Science and
Applications (IJACSA), Vol. 1, No. 6, December
2010

[5]

Electronics For You Magazine, “Smart Homes
Technology” Vol. 43, No. 10.

[6]

http://www.tau.ac.il/~electro/pdf_files/computer/
ni_6008_ADC_manual.pdf

[7]

Sadeque Reza Khan, Ahmed Al Mansur, Alvir
Kabir, Shahid Jaman, Nahian Chowdhury.
“Design and Implementation of Low Cost Home
Security System using GSM Network”.
International Journal of Scientific & Engineering
Research Volume 3, Issue 3, March -2012.

CONCLUSION
LabVIEW into home automations not only makes it
easier to design but also increases the accuracy and
speed of the system. At the end of the discussion, we
can conclude LabVIEW has many advantages over
embedded system but it is the cost which has restricted
LabVIEW to only large scale applications. In the
coming future when cost of LabVIEW products reduces
it will perfect replacement for present automation
designing systems. It’s a simple idea, once up on a time
a touch screen mobile cost was Rs.30000, but now in
2011 we can get a touch screen mobile for even
Rs.6000.
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Abstract – Two wheeled balancing robots are based on inverted pendulum configurations which rely upon dynamic balancing
systems for balancing andmanoeuvring. Due to the inherently unstable nature of an inverted pendulum system, it has always been an
excellent platform for control theory experimentation. Two wheeled self balancing robot, derivation of inverted pendulum system,
has become more and more popular due to its responsive yet precise movement. With growing interest of researchers in this system,
it becomes necessary to develop platforms based on methodologies that facilitate future modifications, updates and enhancements in
the original system. These robots bases provide exceptional robustness and capability due to their smaller size and power
requirements. Outcome of research in this field had led to the birth of robots such as Segway, Murata boy etc. Such robots find their
applications in surveillance & transportation purposes. This project is based on development of a self balancing two wheeled robot
using Android phone which is a mechanical arrangement consisting of a long body supported by two wheels on one end. The aim of
paper is to build a self-balancing robot and replace all the conventional sensors such as accelerometer, gyroscope with a single
android phone which along with having all the sensors provides an option for onboard signal processing.
Keywords:SBR-self balancing robot,sp-setpoint,TTL-transistor transistor logic,PID- proportional integral derivative controller.

I.

INTRODUCTION

Suppose that the robot is in a stationary position
illustrated below (viewed from the side, accelerometer is
placed on the top of the robot, perpendicular to the
body):

Making a self-balancing robot is essentially solving
the classic inverted pendulum problem. The goal of the
control loop is to adjust the wheel’s position so that the
inclination angle remains stable at a pre-determined
value. When the robot starts to fall in one direction, the
wheels should move in the falling direction to correct
the inclination angle. And heuristics tell us that when
the deviation from equilibrium is small, we should move
“gently” and when the deviation is large we should
move more quickly.
To simplify things a little bit, the robot’s movement
is made limited to be on a straight line (e.g. only
forward and backward motion but no turning) and thus
both wheels are moved at the same speed in the
Same direction. Under this restriction the
calculations become much simpler as we only need to
worry about sensor readings on a single plane. If you
need to allow the robot to make turns, then you will
have to control each wheel independently.

Fig 1: Inclination Angle Calculation
The inclination angle can be calculated as:

II. ESTIMATING THE INCLINATION ANGLE
WITH AN ACCELEROMETER

tan

As mentioned above, we would need to get a good
measurement of the current inclination angle in order to
control the robot’s movements. Let’s first examine how
to use an accelerometer alone to measure the inclination
angle.

sin

sin

In the equations above, Ax is the accelerometer
reading along its x axis and Ay is the accelerometer
reading along its y axis and θ is the angle of inclination.
When the robot is stationary, g is the gravitational
constant (which translates into the accelerometer
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reading on thee y axis whenn the accelerom
meter is lying
flat). In this innverted pendulum applicationn, we are only
interested in calculations
c
wh
here the inclinnation angle is
small since ouur goal is to ennsure that the deviation
d
from
equilibrium (typically equiliibrium is reached when the
inclination anggle is close to 0 depending on the weight
distribution off the robot) is as small as poossible. So we
can further simply the above
a
equatioon for small
inclination anggles:

measureement is cum
mulative, any minute erroor in
measureements will maanifest over tim
me which causees the
estimateed angle to devviate from thee true value. T
This is
the so called driftingg effect. Thuus gyroscope alone
cannot be
b used to reliaably measure the
t inclination angle
either.

By only measuring th
he x axis reading of the
accelerometer we can get a rough esttimate of the
inclination anngle. Of coourse, this iss under the
assumption thhat the robot is
i standing stiill. In reality,
when the rob
bot is not in balance it will
w accelerate
towards the direction
d
itis falling
f
and thuus the x axis
reading of thee accelerometerr will be slightt less than Ax
due to the accceleration. At the same tim
me, the y axis
reading will be slightly more
m
than th
he reading in
standstill conddition (Ay). As
A a result, the
t
combined
vector will devviate from g. But
B when the accelerometer
is placed nearr the center of
o gravity of the
t robot, the
acceleration allong the x axis is small in neaar-equilibrium
conditions. So
o the above equation
e
will exhibit some
small error, buut it remains a good approxiimation of the
inclination anggle.

Fig 22:Sensor Fusioon
m the above diiagram, we can
n see that in orrder to
From
make thhe acceleromeeter readings more reliablee, the
readingss are passed through a low pass filter (e.g.
averaginng over time) tto smooth out any sudden chhange
in valuess. And the gyrooscope readinggs are integrateed and
then add
ded to the prevvious estimate to give the cuurrent
inclination angle readding. Each off the componeent is
weightedd and then aadded togetherr to give the final
estimatee. Mathematicaally, the estim
mated angle caan be
expresseed as follows:

Accelerom
meter tends too be very sen
nsitive to the
accelerations introduced
i
duee to movemen
nt or vibration
and thus the sensor
s
readingss will contain some level off
noise, which cannot
c
be remo
oved easily. So by relying on
accelerometer readings alon
ne, we cannot get a reliable
inclination anggle estimate.
III. ESTIMA
ATING THE IN
NCLINATION
N ANGLE
WITH A GYROSCOP
PE

Where G is the gyyroscope readiing and angle Ax is
the anglle calculated fr
from the acceleerometer readiing in
equationn (1) above.

Gyroscope can measu
ure the rate at
a which the
rotation is takking place. Annd the rotation
n angle for a
given time inteerval is governned by:

Thee weights are chosen such that the gyrooscope
drift cann be corrected rreasonably fast while the trannsient
errors inn accelerometeer measuremen
nts do not causse the
estimatees to vary too much from itteration to iterration.
These parameters
p
are sensitive to the
t sampling period
p
but as a rule of thum
mb, gyroscope readings shouuld be
given a much higher weight (e.g. >0.9)
>
since theey are
less noisse-prone and aaccelerometer readings shouuld be
given a lower weiight (e.g. <00.1) as its angle
measureement is noisyy and it is ussed only to correct
gyroscoppe's drift.

Where G((t) is the gyroscope reading with
w respect to
the rotation direction and θ(tt) is the angle of inclination.
When the tim
me interval is sm
mall enough, the
t gyroscope
reading can bee treated as a constant
c
and thhus the above
equation can be
b approximateed as:

IV. PID
D CONTROLL
LER

Unlike thhe accelerometter, gyroscope measurement
is largely imm
mune to none angular
a
movem
ment and thus
far less suscepptible to vibratiions and laterall accelerations
mentioned previously.
p
But
B
since the angular

A prroportional–integral–derivatiive controllerr (PID
controlleer) is a generic contrrol loop feeddback
mechaniism (controllerr) widely used in industrial coontrol
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systems – a PID
P is the mosst commonly used
u
feedback
controller. Controllers calcuulate an "error"" value as the
v
and a
difference bettween a measuured process variable
desired setpoinnt. The controlller attempts too minimize the
error by adjustting the processs control inputts.

: Integgral gain, a tunning parameter
: Derrivative gain, a tuning parameeter
: Error
: Time or instantaneouus time (the prresent)
AIN BLOCK D
DIAGRAM
V. MA
Thee block diagram
m consists of android phonee, IOIO board, not gate, motor
m
driver, motors.
m
The anndroid
p
a platform to write android appliccation
phone provides
which iss open source hhelps to build application to make
it user efficient
e
.In oour project wee are using anndroid
phone which
w
has acceelerometer and
d gyroscope seensors
which arre needed for thhe orientation of the robot.
Thee android phoone acquires the sensor values,
v
filters annd processes and
a calculates the necessary pwm
values needed
n
to stabiilize the bot. th
hese values aree sent
to the io
o-io board which generates thhe pwm signalls and
sent to motor
m
driver too control the motors.
m
Since thhe ioio board
d can output only
o
3.3V signnals and the motor
m
driver needs 5v signalls, the level haas to be shiftedd. For
TL NOT gate is used which
h converts 0-3.3V to
this a TT
0-5V.

Fig 3:PID Controller
The PID
D controller calculation
c
innvolves three
separate constant parameters, and is accordingly
t
sometimes
called three-term
control:
nal,the integral and derivativee values,
the proportion
denoted P, I, and
a D. Heuristiically, these values
v
can be
interpreted in terms of time: P depends
d
on
a
the present errror, I on the accumulation
of past errors,
and D is a preediction of futuure errors, based on current
rate of changee. The weightedd sum of thesee three actions
is used to adju
ust the processs via a control element such
as the positionn of a control valve,
v
or the po
ower supplied
to a heating eleement.

ANDR
OID
PHON
E

In the abbsence of knoowledge of thhe underlying
process, a PID
P
controlleer has histoorically been
considered to be the best controller. By tuuning the three
parameters inn the PID controller allgorithm, the
controller can
n provide coontrol action designed for
specific processs requirementts.
Some appplications may
y require usingg only one or
two actions too provide the appropriate sy
ystem control.
This is achieved by setting the
t other param
meters to zero.
oller will be called a PI, PD, P or I
A PID contro
controller in the absence of the respeective control
mmon, since
actions. PI controllers arre fairly com
derivative acttion is sensitiive to measurrement noise,
whereas the absence
a
of ann integral may
y prevent the
system from reaching
r
its tarrget value due to the control
action.

USB

IO‐
IO
BOA
RD

V
VOLTAGE
LLEVEL
C
CONVERTE
R

M
MOTTO
R
VE
DRIV
RL29
98

M

PC
WIF

Fig 44:Block Diagraam
Thee motor driver ccontrols the dirrection and speeed of
the motoors based on thhe input from the
t io-io boardd. The
PC is coonnected to thee phone using Wifi and is ussed to
display the
t images gott from phone as
a well as to coontrol
the movement of the roobot.
VI. HA
ARDWARE IM
MPLEMENTA
ATION
6.1 IO-IIO BOARD

Where:

IOIO
O (pronounceed: yo-yo) is a product which
w
allows to
t connect ellectronic circuuits to an Anndroid
device and
a control theem from an Android
A
applicaation.

: Proportionnal gain, a tuniing parameter
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It is comprised of a small (2.7x1.2" = 7x3cm) PCB that
connects to an Android device with a USB cable and a
software library (Java .jar file) that we use in our
Android app which handles all communications with the
board.

Fig 6: Samsung Galaxy S2
6.4 SENSORS
6.5 Accelerometer
An accelerometer is a device that measures proper
acceleration, also called the four-acceleration. For
example, an accelerometer on a rocket accelerating
through space will measure the rate of change of the
velocity of the rocket relative to any inertial frame of
reference.

Fig 5: IO-IO Board
Neither firmware programming is required -only
Android application authoring with a very simple API
for controlling the pins on the board nor modification of
the Android device is required thus avoiding the
complication of modification and the voiding of
warranty.

LIS3DH accelerometer
The accelerometer used in the Samsung Galaxy S2
is STMicroelectronics LIS3DH accelerometer. The
LIS3DH is an ultra low-power high performance three
axes linear accelerometer belonging to the “Nano”
family, with digital I2C/SPI serial interface standard
output. The device features ultra low-power operational
modes that allow advanced power saving and smart
embedded functions.

6.2 PWM OUTPUT
A Pulse Width Modulation (PWM) signal is a kind
of a digital output, which has a certain structure in its
temporal behavior. Specifically, the signal has a fixed
period. Every time a period starts, the signal moves from
LOW to HIGH.
Then it stays HIGH for a certain duration, called
the pulse width, after which it becomes LOW again for
the rest of the period. The pulse width may change over
time, but the period stays the same. The figure below
presents a typical waveform of a PWM signal.

Fig 7: Accelerometer

6.3 ANDROID PHONE

6.6 Gyroscope

The android phone we are using for the control of
robot is Samsung Galaxy S2 (I9100). It has a powerful
1.2 Ghz dual core processor on board and a variety of
integrated sensors. The processor on the phone is much
more powerful than a conventional DSP processor.

A gyroscope is a device for measuring or
maintaining orientation, based on the principles
of angular momentum. In essence, a mechanical
gyroscope is a spinning wheel or disk whose axle is free
to take any orientation. Although this orientation does
not remain fixed, it changes in response to an
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external torquee much less and
a in a different direction
than it wouldd without thee large angulaar momentum
associated witth the disk's hiigh rate of spinn and moment
of inertia. Since external torque is minimized
m
by
mounting the device in gimb
bals, its orienttation remains
nearly fixed, reegardless of anny motion of th
he platform on
which it is mounted.

droid Softwarre developmen
nt kit
Steps too set up And
(SDK)
1.

Prep
pare your development com
mputer and enssure it
meeets the system rrequirements.

2.

Insttall the SDK staarter package.

L3G4200D gy
yroscope

3.

The Gyroscoppe used in thhe Samsung Galaxy
G
S2 is
STMicroelectrronics L3G420
00D gyroscope.

Insttall the ADT Plugin for Ecclipse (if youu'll be
developing in Ecliipse).

4.

Add
d Android plattforms and other packages too your
SDK
K.

5.

Exp
plore the coontents of thhe Android SDK
(opttional).

VII. PHYSIC
CAL CONSTR
RUCTION
The completeed robot conntains the phhone attached
sideways as shown
s
in Fig with the cirrcuits and the
battery kept on
n the top. The designing is done
d
such that
the centre of gravity lies in
n the centre off the structure
and some weight is there onn the top. The phone is kept
as close as po
ossible to the aluminum baase for proper
values from thhe sensors.

IX. DES
SIGN AND TE
ESTING
Thee initial design of the Robot innvolved the anndroid
phone, ATmega
A
128 microcontrolleer and a Blueetooth
module. The block diaagram and circcuit diagram of
o this
w.
system is shown below

Fig 8:The Coomplete Robot
Fig 9: Innitial Block Diaagram

VIII.SOFTW
WARE IMPLEMENTATION
N
8.1 ANDROID
D

X. CONCLUSION

Android is a Linux-based operating
g system for
mobile devicces such as smart phones and tablet
computers. Itt is developeed by the Open
O
Handset
Alliance, led by
b Google, annd other companies. Google
purchased the initial developper of the softw
ware, Android
Inc., in 2005. The unveiling
g of the Androiid distribution
in 2007 was announced
a
withh the founding
g of the Open
Handset Alliance, a consortium of 86
8 hardware,
software, and telecommuniccation companiies devoted to
advancing opeen standards for
f mobile devvices. Google
releases the Android
A
code as open-sourcce, under the
Apache Licensse.

Thee self balancingg robot was succcessfully builtt with
the con
nventional sennsor system and
a
control syystem
replacedd by the Androoid phone. Thee stabilization of
o the
self balaancing robot w
was found to be satisfactory. With
the phon
nes inbuilt caamera and Wiifi unit a real time
video feed
f
was esstablished wirrelessly. The self
balancinng robot was tto able to reccover from exxternal
disturban
nces. The videeo feed was tessted to a distannce of
200 feet highlighting itts surveillance capabilities.
ations:
Applica
telepreseence

suurveillance,mappping,transporttation,
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11. FUTURE SCOPE:
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Instead of using two wheels the robot balances itself
on one wheel. This reduces the space required by the
robot even further. The concept of balancing it on one
wheel is that the controller will be a 2 axis controller
instead of one as being used in this project.
Using the android phone gives us many more
advantages which can be useful for future scope of this
robot. The applications that can be built on android
include voice recognition, navigation using gps,
mapping of indoor environments using the camera and
telepresence. Android users can dictate text messages
and e-mail, as well as get directions by simply speaking.
For operation in human centric environments, we feel
that a mobile manipulator should have morphology
similar to that of a human. Key aspects of this
morphology are sensors at a sufficient height to oversee
a bimanual workspace and a small footprint and narrow
aspect ratio. The most natural way to achieve these
goals is to build upon a base characterized by dynamic
stability, either using wheels or legs.

Agrawal,
Wheeled
Feedback
Robotics,
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Abstract – In Wireless Sensor Networks energy constraints of battery-powered sensor nodes
necessitate energy-efficient
communication. The major existing solutions are based on classical layered protocols approach, which leads to significant overhead.
It is much more efficient to have a unified scheme which blends common protocol layer functionalities into a cross-layer module. In
this paper, a efficient crosslayer protocol (XLP) is introduced, which achieves congestion control, data fragmentation, routing, and
medium access control in a cross-layer fashion. The design principle of XLP is based on the cross-layer concept of initiative
determination, which enables receiver-based Contention, initiative-based forwarding, local congestion control, and distributed duty
cycle operation to realize efficient and reliable communication in WSNs. The initiative determination requires simple comparisons
against thresholds, and thus is very simple to implement, even on computationally impaired devices. To the best of our knowledge,
XLP is the first protocol that integrates functionalities of all layers from PHY to transport into a cross-layer protocol. A cross-layer
analytical framework is developed to investigate the performance of the XLP. Moreover, we show that a tightly integrated set of
networking protocols is a good solution to reach the target of highly energy-efficient WSNs. Our approach combines medium access
organization with routing. in a cross-layer simulation platform, the state-of-the- art layered and cross-layer protocols have been
implemented along with XLP for performance evaluations. XLP significantly improves the communication performance and
outperforms the traditional layered protocol architectures in terms of both network performance and implementation complexity.

I.

of the metrics related to each of these individual layers,
they are not jointly optimized in order to maximize the
overall network performance while minimizing the
energy expenditure. Considering the scarce energy and
processing resources of WSN, joint optimization and
design of networking layers, i.e., cross-layer design,
stands as the most promising alternative to inefficient
traditional layered protocol architectures. In fact, recent
work on WSN [2], [9] reveal that crosslayer integration
and design techniques result in significant improvement
in terms of energy conservation in WSN. There exists
some research on the cross-layer interaction and design
in developing new communication protocols [4]. There
are many challenges in wireless sensor networks
(WSNs). In our work, we address in particular energy
efficiency and the dynamics of a WSN. Where
traditional communication protocol stacks assume an
excess of resources and can spare the energy and
memory to send many messages, sensor nodes need to
save on every bit transmitted to ensure an acceptable
network lifetime. Some nodes in a WSN can be mobile,
while others are fixed in walls or other immobile
objects. In order to conserve energy, sensor nodes are in

INTRODUCTION

A wireless sensor network (WSN) consists of
spatially distributed autonomous sensors to monitor
physical or environmental conditions, such as
temperature, sound, vibration, pressure, humidity,
motion or pollutants and to cooperatively pass their data
through the network to a main location.[1]The more
modern networks are bi-directional, also enabling
control of sensor activity. The development of wireless
sensor networks was motivated by military applications
such as battlefield surveillance; today such networks are
used in many industrial and consumer applications, such
as industrial process monitoring and control, machine
health monitoring, and so on. The WSN is built of
"nodes" – from a few to several hundreds or even
thousands, where each node is connected to one (or
sometimes several) sensors. Each such sensor network
node has typically several parts: a radio transceiver with
an internal antenna or connection to an external antenna,
a microcontroller, an electronic circuit for interfacing
with the sensors and an energy source, usually a battery
or an embedded form of energy harvesting. While these
protocols may achieve very high performance in terms
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configurations have been implemented along with XLP
to provide a complete performance evaluation.
Analytical performance evaluation and simulation
experiment results show that XLP significantly
improves the communication performance and
outperforms the traditional layered and recent crosslayer protocol architectures in terms of both network
performance and implementation complexity. These
results highlight the advantages of the initiative concept,
which is a novel perspective for networking in WSNs.
The MAC protocol consists of a fully distributed and
self-organizing time-division multiple access (TDMA)
scheme, in which each active node periodically listens to
the channel and broadcasts a short control message. This
control message is needed for medium access operation
and is also used to piggyback various types of
information at low energy costs. Information in the
control message is used to create a maximal independent
set of nodes. This set of nodes creates a connected
network, and nodes in the set are active, while other
nodes are passive and save energy by exploiting the
infrastructure created by the connected network. The
control message is also used by the routing protocol to
establish and maintain efficient routes in a dynamic
topology. The routing protocol uses local topology
information gathered by the medium access protocol and
is therefore efficient in re-establishing routes when they
become disconnected. The remainder of the paper is
organized as follows. In Section II, we provide a review
of existing work on crosslayer design in WSNs. The
XLP basics, overview, and protocol description are
introduced in Section III as well as the theoretical
analysis framework. In Section IV, we provide
performance evaluations of the XLP solution and
provide a comparative analysis with five layered suites.

a low-power or off state for significant amounts of time.
Communication during those periods is not possible.
From the network point of view, this means that the
network topology changes over time. Hence, the
networking protocols must be able to cope with mobility
and changes of network density. Sensor nodes must
assist each other in forwarding their sensor readings to a
data sink in the network. A routing protocol has the task
of establishing an efficient route for messages to travel
in a multihop sensor network. Nodes along the route can
suddenly fail or simply move away, in which case the
routing protocol has to defer messages to a new route.
The highly unpredictable environment makes this a
challenging task. The majority of the communication
protocols are individually developed and optimized for
different networking layers, i.e., transport, network,
medium access control (MAC), and physical layers.
While these protocols achieve very high performance in
terms of the metrics related to each of these individual
layers, they are not jointly designed and optimized to
maximize the overall network performance while
minimizing the energy expenditure. Considering the
scarce energy and processing resources of WSNs, joint
design of networking layers, i.e., cross-layer design,
stands as the most promising alternative that has gained
interest recently. Recent results [13], [15] reveal that
cross-layer integration and design techniques result in
significant improvement in terms of energy efficiency in
WSNs. These results have, recently, led to several
solutions on the cross-layer interaction and design [2],
[4], [7], [6], [9], [12], A detailed discussion of these
solutions can be found in These studies either provide
analytical results without any communication protocol
design, or perform cross-layer design within a limited
scope, e.g., routing and MAC layers. Clearly, there is
still much to be gained by rethinking the functionalities
of protocol layers in a unified way so as to provide a
single
communication
module
for
efficient
communication in WSNs. To this end, this paper
introduces a novel concept, i.e., initiative determination
and illustrates how certain traditional networking
functionalities can be jointly designed based on this
concept to implement a cross-layer operation of medium
access, distributed routing, and local congestion control
functionalities. The initiative determination procedure is
used for each node to decide on participating in
communication based on its current state related to link
quality, location, current traffic load, buffer level, and
remaining energy level. These fundamental operation
states are incorporated into a unified decision incentive
to define a node’s level of willingness in participating in
the communication. Accordingly, a cross-layer protocol
(XLP) is developed to achieve efficient and reliable
event communication in WSNs with minimum energy
expenditure.1 In a cross-layer simulation platform, the
state-of-the-art layered and cross-layer protocol

II. RELATED WORK:Our cross-layer protocol replaces the entire
traditional layered protocol architecture that has been
used so far in WSNs.The design principle is complete
unified cross-layering such that both the information and
the functionalities of traditional communication layers
are melted in a single protocol. To this end, cross-layer
protocol incorporates initiative determination, received
based contention, local congestion control, and
distributed duty cycle operation as explained in the
following sections in detail. Here, we first provide an
overview of the cross-layer operation.
Although the research field of WSNs is relatively
new, some interesting studies of MAC protocols can be
found in the literature. One of those protocols is SMAC
[2], which we use later to compare results. SMAC
recognizes two phases in transceiver usage of nodes:
listen and sleep periods. In a sleep period, nodes turn off
their power-consuming transceiver. After a sleep period,
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density estimation, hop count-based routing protocol,
and an interest dissemination system are integrated into
a cross-layer framework. Although this crosslayer
framework is shown to provide fast dissemination and
balanced operation in an heterogeneous setting,
transport layer issues such as congestion control have
not been addressed. However, the provided solution
focuses only on two layers for cross-layer design
including transport and link layers. These studies either
provide analytical results without any communication
protocol design, or perform cross-layer design within
limited scope, e.g., only routing and MAC. In this paper,
we argue that a new networking paradigm is required to
design a cross-layer protocol that addresses medium
access, routing, and congestion issues in WSNs.

nodes wake up and listen for communication addressed
to them or initiate communication themselves. This
implies that the sleep and listen periods should be
(locally) synchronized between neighboring nodes. The
protocol uses carrier sense multiple access with collision
detection (CSMA/CD) in the listen period. When a node
is turned on for the first time in a network, it has to
determine its schedule for sleeping and listening. In
[22], an integrated routing and interest dissemination
system
(IRIS)
is
proposed,
where
several
communication techniques including node density
estimation, hop count-based routing protocol, and an
interest dissemination system are integrated into a crosslayer framework. Although this crosslayer framework is
shown to provide fast dissemination and balanced
operation in an heterogeneous setting, transport layer
issues such as congestion control have not been
addressed. In [27], a routing protocol is proposed, where
a weighted cost function including position cost,
queuing cost, and remaining energy cost is used for
relay selection. The position cost is associated with the
angular offset of the potential relay node from the base
station as seen by the transmitting node .While there
exist several cross-layer protocols that exploit the
receiver-based contention and geographical routing
principles, these solutions are limited to MAC and
routing cross-layer operation. However, network
congestion and link reliability that are related to
transport and physical layer functionalities are yet to be
considered in a unified cross-layer protocol. In [7] and
[8], a cross-layer optimization solution for power
control at the physical layer and congestion control at
the transport layer is considered. Moreover, a crosslayer analysis of the impact of physical layer constraints
on link-level and network-level performance of CDMA
sensor networks is presented in [10]. This work
underlines important tradeoffs between topology control
and receiver design principles. However, these studies
apply only to CDMA-based wireless multi hop networks
which may not apply to WSNs where CDMA
technology may not be the most efficient scheme. In
[28], new forwarding strategies for geographic routing
are proposed based on the analytical work in [40].
Expressions for the optimal forwarding distance for
networks with and without ARQ are also provided.
However, the forwarding protocol does not consider the
impact of medium access and results in a high overhead.
Moreover, the analysis for the distribution of optimal
hop distance is based on a linear network structure,
which may not be practical for WSNs, where a 2dimensional terrain exists.

III. EFFICIENT CROSS-LAYER
FOR WSNS:-

PROTOCOL

Our cross-layer protocol replaces the entire
traditional layered protocol architecture that has been
used so far in WSNs. The design principle is complete
unified cross-layering such that both the information and
the functionalities of traditional communication layers
are melted in a single protocol. To this end, cross-layer
protocol incorporates initiative determination, received
based contention, local congestion control, and
distributed duty cycle operation as explained in the
following sections in detail. Here, we first provide an
overview of the cross-layer operation. The basis of
communication in XLM is built on initiative concept.
This concept provides freedom for each node to decide
on participating in communication. Consequently, a
completely distributed and adaptive operation is
deployed. The next-hop in each communication is not
determined in advance. Instead, an initiative
determination procedure is used for each node to decide
on participating in communication. Initiative
determination constitutes the core of the XLM and
implicitly incorporates the intrinsic communication
functionalities required for successful communication in
WSN.
A node initiates transmission by broadcasting an
RTS packet to indicate its neighbors that it has a packet
to send. Upon receiving an RTS packet, each neighbor
of node i decide to participate in the communication or
not. This decision is given through initiative
determination. The initiative determination is a binary
operation where a node decides to participate in
communication if its initiative is 1. Denoting the
initiative as I, it is determined as follows:

Recently, receiver-based contention techniques
have also been adopted in several cross-layer MAC and
routing protocols. system (IRIS) is proposed, where
several communication techniques including node
International Conference on Advancement in Engineering Studies & Technology, ISBN : 978-93-81693-72-8, 15th JULY, 2012, Puducherry

53

Efficient and Scalable Communication in Wireless Sensor Networks Through a Cross-Layer Protocol

The initiative is set to 1 if all four conditions in (1)
are satisfied. Each condition in (1) constitutes certain
communication functionality. The first condition enures
reliable links be constructed for communication. For this
purpose, it requires that the received signal to noise ratio
(SNR) of an RTS packet, ξRTS, is above some threshold
ξTh for a node to participate in communication. The
second and third conditions are used for local
congestion control. As explained in Section II-D, the
second condition in this component prevents congestion
by limiting the traffic a node can relay. The third
condition ensures that the node does not experience any
buffer overflow and hence, also prevents congestion.
The last condition ensures that the remaining energy of a
node Erem stays above a minimum value, Emin rem.
This constraint guarantees even distribution of energy
consumption. The cross-layer functionalities of XLM lie
in these constraints that define the initiative of a node to
participate in communication. Using the initiative
concept, XLM performs local congestion control, hopby-hop reliability, and distributed operation. The details
of XLM operation are explained next.

Fig:1 Priority regions prioritization mechanism
Thus, it is only natural to leverage this information
for communication. The network model is also geared
towards event-based information flow, where nodes
send information to a single stationary sink if an event
occurs in their vicinity. The area that an event occurs is
denoted as the event area and the nodes in this area
generate event information. Based on this network
model, the protocol operation details are explained in
the following sections.
V. TRANSMISSION INITIATION
When a node i has a packet to transmit, it first
listens to the channel for a specific period of time. If the
channel is occupied, the node performs back off based
on its contention window size, CWRTS. When the
channel is idle, the node broadcasts an RTS packet,
which contains the location information of the sensor
node i and the sink. This packet also serves as a link
quality indicator and helps the neighbors to perform
receiver-contention, which is explained in Section III-D.
When a neighbor of node i receives an RTS packet, it
first checks the source and destination locations. We
refer to the region, where the neighbors of a node that
are closer to the sink reside, as the feasible region and
the remaining neighborhood as the infeasible region. A
node, which receives a packet, first checks if it is inside
the feasible region. To save energy, nodes inside the
infeasible region switch to sleep for the duration of the
communication. The nodes inside the feasible region
perform initiative determination as explained in Section
III. If a node decides to participate in communication, it
performs receiver contention as explained next.

IV. BASIC NETWORK MODEL
We assume the following network model for the
operation of XLP: Each node performs a distributed
duty cycle operation such that the transceiver circuit of
the node is on for a certain fraction of the time and is
switched off for the remaining fraction of the time,
during which the sensors can still sample data. The onoff periods are managed through a duty cycle parameter,
δ, which defines the fraction of the time a node is active.
More specifically, each node is implemented with a
sleep frame with length TS sec. A node is active for δ ×
TS sec and is asleep state for (1 − δ) × TS sec. Note that
the start and end times of each node’s sleep cycle are not
synchronized. Consequently, a distributed duty cycle
operation is employed. Furthermore, we assume that
each node is aware of its location. This assumption is
motivated by the fact that WSN applications inherently
require location information to associate the observed
information by each node to a physical location. Hence,
each node is required to be aware of its location, which
can be provided through either an on-board GPS or a
localization algorithm [23].

VI. DATA FRAGMENTATION:
At the time of data transmission the source node
can send the data to the destination, before reaching the
data to the destination the network layer can perform the
routing, if suppose our data packet size is more at that
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about the transmitter-receiver pair. Hence, other nodes
stop contending and switch to sleep. In the case of two
nodes sending CTS packets without hearing each other,
the DATA packet sent by node i can resolve the
contention. It may happen that multiple CTS packets
from the same priority region can collide and a node
from a lower priority region can be selected. XLP does
not try to resolve this problem as this probability is very
low since the contention region is already divided into
multiple regions and the cost of trying to resolve this
outweighs the gains. Note that node i may not receive a
CTS packet because of three reasons: (1) CTS packets
collide, (2) There exists no potential neighbors with I =
1, or (3) There exists no nodes in the feasible region.
However, node i cannot differentiate these three cases
by the lack of a CTS packet. Hence, the neighbors of
node i send a keep alive packet after _Np j=1CWj + cw
if no communication is overheard. In this case, cw is a
random number, where cw
[0, CW] and Np is the
number of priority regions as explained before. The
existence of a keep alive packet notifies the sender that
there exist nodes closer to the sink, but the initiative in
(1) is not met for any of these nodes. With the reception
of this packet, node performs retransmission. However,
if a keep alive packet is not received, the node continues
retransmission in case there is a CTS packet collision. If
no response is received after k retries, node I determines
that a local minimum is reached and switches to anglebased routing mode as explained next.

time routing take more time to perform and also data
transmission is also take more time to reach the
destination, so here we fragment the data i.e if suppose
the packet size is more at that time we can fragment the
data as a small packet each packet must have a serial
number, so due to this routing over head is reduced, and
performance is increased, data can reach to the
destination very fast. Here number of packet’s are
increased there is a chance of increasing the collision,
but here our Efficient cross layer protocol can handle
collision problem, so there is no problem about
collision, so due to data fragmentation data can
efficiently reach the destination.
VII. RECEIVER CONTENTION
The receiver contention operation of XLP leverages
the initiative determination concept with the receiverbased routing approach [29], [38]. After an RTS packet
is received, if a node has an initiative to participate in
the communication, i.e., I = 1, it performs receiver
contention to forward the packet. The receiver
contention is based on the routing level of each node,
which is determined based on the progress a packet
would make if the node forwards the packet. The
feasible region is divided into Np priority regions, i.e.,
Ai, i = 1, ...,Np. Nodes with longer progress have higher
priority over other nodes. According to the location
information, each node determines its priority region
and performs contention for medium access as explained
next. Each priority region, Ai, corresponds to a backoff
window _size, CWi. Based on its location, a node backs
off for i−1 j=1CWj + cwi, where cwi is randomly
chosen such that cwi [0, CWi]. This backoff scheme
helps differentiate nodes of different progress into
different prioritization groups. Only nodes inside the
same group contend with each other. The winner of the
contention sends a CTS packet to node i indicating that
it will forward the packet. On the other hand, if during
backoff, a potential receiver k receives a CTS packet, it
determines that another potential receiver j with a longer
progress has accepted to forward the packet and node k
switches to sleep for the duration of the communication.
The case for Np = 3 priority regions is shown in Fig. 1.
Based on their potential advancement, each feasible
node corresponds to one of the three priority regions A1,
A2, or A3. The backoff scheme is also illustrated in Fig.
1, where the possible times when a CTS packet can be
sent are shown. As an example, if a node in A2 satisfies
the initiative function, it first waits for CW2 in addition
to a random cw2 value. Consequently, the node in A2
can transmit CTS packet only if no node in A1 transmits
a CTS packet. When node i receives a CTS packet from
a potential receiver, it determines that the receiver
contention has ended and sends a DATA packet with the
position of the winner node in the header. The CTS and
DATA packets both inform the other contending nodes

CONCLUSION
Recently,
cross-layering
in
designing
a
communication stack such that state information flows
throughout the stack has been investigated. Recent work
on WSNs [12], [13] also reveals that cross-layer
integration techniques result in significant energy gains.
In this paper, we propose a novel initiative
determination concept that allows many communication
and networking functionalities be implemented in a
single protocol. Accordingly, the cross-layer protocol
(XLP) is proposed to provide the functionalities of
medium access, routing, and congestion control. Based
on the initiative determination concept, XLP serves as a
proof of concept and performs receiver based
contention, initiative-based forwarding, local congestion
control, data fragmentation and distributed duty cycle
operation to realize efficient and reliable communication
in WSNs. Analytical performance evaluation and
simulation experiment results show that XLP
significantly improves the communication performance
and outperforms the traditional layered protocol
architectures in terms of both network performance and
implementation complexity. Consequently, the future
work for our research include the investigation of
various networking functionalities such as adaptive
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geographical forwarding in wireless sensor
networks,” in Proc. IEEE INFOCOM ’05, Miami,
FL, March 2005.

modulation, error control, and topology control in a
cross-layer fashion to develop a unified cross-layer
communication module.
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Abstract – Today induction motor requires a variable speed control to serve wide range of applications. The objective of this work is
to control the position of a field oriented induction motor for a given reference input signal. This work addresses the design of a
speed control scheme based on total sliding-mode control (TSMC) theory for a field-orientated induction motor (IM). The total
sliding mode control comprises an equivalent control design and a robust control design. In this work the control strategy is derived
in the sense of Lyapunov stability theorem such that the stable tracking performance can be ensured under the occurrence of system
uncertainties. The salient feature of this control scheme is that the controlled system has a total sliding motion without a reaching
phase. The work is been accomplished using Matlab/Simulink. In this work a comparison is been done for a fixed torque & change
in torque (Change in motor parameter).
Keywords- Induction Motor (IM), Total Sliding Mode Control (TSMC), Lyapunov Theorem, Field-Control Operation.

I.

steady state operation is related to the squared rotor flux.
This can be achieved by either flux measurement or
estimation mechanisms. In general, the flux
measurement with Hall sensors will usually produce the
problem of degradation in mechanical robustness, and
increase cost or volume. Therefore, the flux estimation
is a more suitable way for field-oriented control than the
direct flux measurement. The common problem
associated with the estimation is accuracy and
robustness under the possible occurrence of
uncertainties.

INTRODUCTION

The recent researches and advances in the domain
of field-oriented control side by side with the dynamic
development and cost reduction of power electronics
devices and microprocessors have made variable speed
induction motor drives a cost effective alternative for
many industrial applications such as factory
automations, robot manipulators and transportation
applications. Due to the coupled and nonlinear timevarying dynamics complexities of IMs, IMs have more
complexities in control characteristics than DC motors.
Many techniques for the control of IMs have been
developed in the past years. Among them, the fieldoriented control is the most popular one. With the
technique of field orientation, the rotor speed is
asymptotically decoupled from rotor flux, and the speed
is linearly related to torque current. Thus, the IM
possesses the same behaviour of a separately excited DC
motor [1]. When the motor parameters are considered,
particularly the torque, the field-oriented control
performance becomes sensitive with the deviation of
motor parameters.

Sliding mode control (SMC) is suitable approach
for a specific class of nonlinear systems. This is applied
in the presence of modeling inaccuracies, parameter
variation and disturbances, provided that the upper
bounds of their absolute values are known. Modeling
inaccuracies may come from certain uncertainty about
the plant (e.g. unknown plant parameters), or from the
choice of a simplified representation of the system
dynamic. Sliding mode controller design provides a
systematic approach to the problem of maintaining
stability and satisfactory performance in presence of
modeling imperfections.

In order to achieve both high dynamic performance
and high power efficiency, squared rotor flux has to be
precisely controlled with the motor speed and torque
because the power efficiency in Induction Motors in

At the same time the insensitivity of the controlled
system to the uncertainties exists in the sliding mode,
but not during the reaching phase. Thus the system
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The block diagram of sliding mode control of second
order system is shown in figure 1. The Phase plane
trajectory for negative feedback and positive feedback is
shown in figure 2.

dynamic in the reaching phase is still influenced by
uncertainties. That is system robustness can’t be
maintained in the whole process .If we speed up the
period of reaching phase via larger control gain we can
overcome this problem. To keep robustness in the whole
sliding mode control system, several researches have
focused on eliminating the effect of the reaching phase.
The common drawback is the complicated design of a
specific sliding curve, and it may lead to heavy
computation burden or increase the switching frequency
such that the system responses are still subjected to
system uncertainties. Ones the system dynamics are
controlled in sliding mode, uncertainties will not affect
the system.

Phase plane trajectories for negative feedback and
positive feedback

II. THEORETICAL BACKGROUND
A. Need for Sliding Mode Control Scheme
Computed torque or inverse dynamics technique is
a special application of feedback linearization of
nonlinear systems. The computed torque controller is
utilized to linearize the nonlinear equation of robot
motion by cancellation of some, or all, nonlinear terms.
Then, a linear feedback controller is designed to achieve
the desired closed-loop performance. Consequently,
large control gains are often required to achieve
robustness and ensure local stability. Thus, it is natural
to explore other nonlinear controls that can circumvent
the problem of uncertainties in the computed torque
approach and to achieve better compensation and global
stability.

C. The Sliding mode control:
The sliding mode control (SMC), is one of the most
efficient nonlinear robust control approaches as it
provides system dynamics with invariance to
uncertainties once the system dynamics are controlled in
the sliding mode. The first step of SMC design is to
select a sliding surface that models the desired closedloop performance in state variable space. Then the
control should be designed such that system state
trajectories are forced toward the sliding surface and
stay on it. The system state trajectory in the period of
time before reaching the sliding surface is called the
reaching phase. Once the system trajectory reaches the
sliding surface, it stays on it and slides along it to the
origin. The system trajectory sliding along the sliding
surface to the origin is the sliding mode. The
insensitivity of the control system to the uncertainties
exists in the sliding mode, but not during the reaching
phase. Thus the system dynamics in the reaching phase
is still influenced by uncertainties. The idea of sliding
mode is shown in figure 3 and 4.

B. Control Principle of Sliding Mode Control
Consider a simple second order under damped
linear system with variable plant gain K. It can be easily
being seen that the system is unstable in either negative
or positive feedback mode. However, by switching back
and forth between the negative and positive feedback
modes, the system cannot only be made stable, but its
response can be made independent to plant parameter K.
+1
FB

+

K/S2

R

‐

C

+FB

+1

Figure 1: Block diagram of Sliding mode control for
Second order system

Figure 3: Sliding mode control in phase plane
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NTATION
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t electrical. Both the contrrollers are testeed for
speed trracking and load
l
torque variation condiitions.
Differennt cases underr which the simulation
s
testts are
carried out
o are:

o Sliding Mode
Figure 4: Idea of

(a) A Step change in reference speed was m
made.
(b) Thee Tracking of
o reference speed was done.
(c) Rob
bustness test against load
d torque varriation
was done.
d

D. Need for Total Sliding Mode:

e

As menttioned earlier the insensittivity of the
controlled sysstem to the uncertainties exists in the
sliding mode, but not durinng the reachingg phase. Thus
d
in thhe reaching phase
p
is still
the system dynamic
influenced by
y uncertaintiees. That is, the system
robustness cannnot be mainttained in the whole
w
control
process. To ov
vercome this prroblem, one efffective way is
to speed up th
he period of reeaching phase via the larger
control gain. To keep robu
ustness in the whole sliding
mode control system, severral researches have focused
o the reachin
ng phase. The
on eliminatingg the effect of
common draw
wback is the complicated design of a
specific slidinng curve, annd it may leead to heavy
computation burden
b
or increease the switchhing frequency
such that the system respo
onses are still subjected to
system uncertaainties. Therefo
fore, we go for a total sliding
mode control, to get a slidin
ng motion through the entire
c
system
m through the
state trajectorry. Thus the control
whole controll process is not influenceed by system
uncertainties.

An adaptive slidding mode coontrol system
m was
developeed which adjuusts the bound
d of uncertaintties in
real timee in the controol effort using a simple algorrithm.
The conntrol scheme ffor a given innduction motorr was
simulateed using MATL
LAB/SIMULIN
NK. The positiion of
a field oriented
o
inducttion servomotoor drive for a given
reference input signal was controllled using the total
m
control scchemes.
sliding mode
IV. SYS
STEM DESIG
GN
A. Dessigning of Totaal Sliding Mod
de Controller
Thee implementatioon of field-orieented control can
c be
simplifieed with the hellp of control syystem block diaagram
as shownn in Fig. 5.
Te = Ktiqs
q
Kt = (3nnp/2)(Lm2/Lr)ids
Hp(s) = 1/(Js+B)

de:
E. The Totaal Sliding Mod
In total slliding mode, no
n reaching phhase exists in
the control process.
p
Com
mpared with the previous
variable structture controlledd system. Thuss, insensitivity
of the controllled system to th
he uncertaintiees exists in the
complete control system
m. This stud
dy has two
distinguishing features. Firstt, the sliding surface is with
an additional integral term.. It is emphassized that the
proposed usee of an integral term is significantly
different from
m integral termss used by otheer researchers.
In this study, no
n boundary laayer is being coonsidered. The
special integrral term is designed
d
to eliminate
e
the
reaching phase, not to reduce steady statee error due to
continuous coontrol. Seconddly, the equiv
valent control
dynamics in the sliding mode
m
is the second order

33.1
3
3.2
3
3.3

Figure 5: Simplified blocck diagram of ann induction servoomotor
drive

International Conference on Ad
dvancement in Enggineering Studies & Technology, IS
SBN : 978-93-816993-72-8, 15th JULY, 2012, Puducherry

59

Simuulation of Speed Control of Induction Motor Whhen Subjected to Non-Linear Varriations in Motorr Parameters

The propoosed total slid
ding mode con
ntrol system is
shown in Fig. 6. The presenntation of totall sliding-mode
control for the uncertaiin (non-lineaar) induction
d
into two main parts.
servomotor driive system is divided
•
•

IV. SIM
MULATION U
USING MATL
LAB
Figu
ure 7 shows tthe total slidinng mode conttroller
designedd using SIMUL
LINK. In this work
w
we had done
d
a
comparaative analysis of sliding moode control & total
sliding mode
m
control. This comparattive analysis iss been
done byy changing thee torque which
h is one of thee non
linear motor
m
parameterr. Figure 8 & 9 shows the anaalysis.

Base Line Model Design
D
Curbiing Controller Design

The first part shows performance design. The
objective is too specify the deesired perform
mance in terms
of the nominaal model, and it
i is referred to
o as base line
model design.
d
two co
ontrollers are
In base line model design,
designed in th
he control efforrt. The first con
ntroller which
is a computedd toque controlller & is used to
t compensate
for the nonlinnear effects and
a
attempts to
t cancel the
nonlinear term
ms in the modeel. After the noonlinear model
is linearized, the
t second conntroller is used to specify the
desired the syystem perform
mance. The stability of the
controlled sysstem may bee destroyed, to
t ensure the
system performance as desired,
d
regardless of the
existence of the uncertain system dynaamics, a new
sliding-mode controller
c
is deesigned.
In the curbing
c
controoller design an additional
controller is designed
d
usingg a new slidinng surface to
make sure thee sliding motiion through thhe entire state
trajectory,
which
thorroughly
elim
minates
the
unpredictable perturbations effect from the
t parameter
variations andd external load
d disturbances. Therefore, in
the total slidding-mode con
ntrol system (TSMC) the
controlled sysstem has a totaal sliding mottion without a
reaching phasee. The objectivves of the curbbing controller
are dual. Thee first is to keep
k
the contrrolled system
dynamics on th
he sliding surfface. That is, cuurb the system
dynamics on too the sliding suurface for all tiime. Thus it is
called a curbbing controllerr. Accordingly
y, the second
objective is too guarantee thaat the closed lo
oop perturbed
system has thee same perform
mance as the baase line model
design.

AMPLITUDE

F
Figure
7 Simulattion Block Diagrram of TSMC

TIM
ME
Figure 8: Wave form of input, output and control
c
effort in SM
MC

Figure 6: Bllock diagram of Total Sliding Mode Control
Systtem
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Abstract – cloud computing is an up-coming commercial infrastructure paradigm. clouds promise to eliminate the need for
maintaining cost-effective computing facilities by companies, organizations, institutes etc., This is achieved through the use of
virtualization of memory and resource time sharing. clouds serve to address with the same shared set of physical resources a large
user base with different needs. Thus, clouds have the possibility to provide to their owners the benefits of economy of scale. At the
same time, clouds promise for scientists an alternative to clusters, grids and supercomputers. Moreover the virtualization may
induce significant performance penalties for the demanding scientific computing workloads. Here, in this work we quantify the
presence of Many-Task Computing(MTC) users in real scientific computing. That is the users who use loosely coupled applications
having many tasks to achieve their scientific goals. Then the empirical evaluation of the performance of four commercial computing
clouds is performed including Amazon EC2. Then the comparison of performance characteristics, cost models of clouds and other
scientific computing clouds for general and MTC-based scientific computing workloads is done through trace-based simulation.
While clouds are still changing, our results indicate that the current cloud services need an order of magnitude in performance
improvement to be useful to the scientific community.

I.

more scalable platform than the largest of commodity
clusters.Clouds also promise to “scale by credit
card” that is, to scale up instantly and temporarily
when ever needed within the limits imposed by
the available financial resources, as opposed to the
physical limitations of adding nodes to clusters and
to the administrative burden of over provisioning
resources. Moreover, clouds promise good support
for bags-of-tasks(BoTs), which currently constitute
the dominant grid application type. However, clouds
also raise important challenges in many aspects of
scientific [33,23,10,29],this question remains largely
unexplored. Our main contribution towards answering
it is :

INTRODUCTION

Scientific computing requires an increasing
number of resources to deliver resuts for ever-growing
problem sizes in a relevant time . In the last decade,
while the large research projects were able to afford
expensive supercomputers, many small projects were
forced to go for cheaper resources such as commodity
clusters and grids. Cloud computing proposes an
alternative in which computational facilities are no
longer owned by the researchers, but are leased from
big data centers only when needed. Although the
existence of several cloud computing offerings by
vendors such as Amazo and GoGrid, the potential of
clouds for scientific computing remains largely
unexplored. To address this issue, we present a
performance analysis of four leading cloud
computing platforms for many-task computing.The
cloud computing paradigm holds good promise for the
performance- hungry
of
scientific
computing
community. Clouds promise to be a cheap
alternative to supercomputers and specialized clusters,
a much more reliable platform than grids and a much

1. We find out the presence of a MTC
component in scientific computing workloads and
quantify the presence of these users in scientific
computing environments.
2. We evaluate the performance of four commercial
cloud computing services that can be used for
scientific computing, among which the Amazon
Elastic computing, including performance, which is the
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highly heterogeneous, and can have either one of CPU,
I/O, memory, and network as the bottleneck resource.
Thus, in Section 4 we investigate the performance of
these individual resources.Job parallelism. A large
majority of the parallel jobs found in published PPI and
grid traces have up to 128 processors Moreover, the
average scientific cluster size was found to be around
32 nodes and to be stable over the past five
years.Thus, in Section 4 we look at the performance of
executing parallel applications of up to 128 processors.

focus of this work. The three main differences between
scientific computing workloads and the target workload
of clouds are in required system size, in performance
demand and in the job execution model. Size wise, top
scientific computing facilities require very large
systems, while cloud computing services were
designed to replace the small-to-medium
size
enterprise
data
centers. Performance
wise
scientific workloads often require High-Performance
Computing (HPC) or High-Throughput Computing
(HTC) capabilities. Recently, the scientific computing
community has started to focus on Many-Task
Computing (MTC) [4], that is, on high-performance
execution of loosely coupled applications comprising
many tasks.A paradigm with MTC at the intersection
of HPC and HTC, it is possible to demand systems
to operate at high utilizations, similar to those
of current production grids (over 80 percent) and
Parallel Production Infrastructures (PPIs) (over 60
percent), and much higher than those of the systems
that clouds originally intend to replace (servers with
10-20 percent utilization).An important research
question arises: Is the performance of clouds
sufficient for scientific computing ? Though early
attempts to characterize clouds and other virtualized
services exist.
II. CLOUD COMPUTING SERVICES
SCIENTIFIC COMPUTING

2.2 Four Selected Clouds: Amazon EC2, GoGrid,
Elastic Host, and Mosso
We identify three categories of cloud computing
services Infrastructure-as-a-Service (IaaS), that is, raw
infrastructure and associated middleware, Platform-asa-Service (PaaS), that is, APIs for developing
applications on an abstract platform, and Software-asa-Service (SaaS), that is applications and for lack of the
needed scientific computing services, respectively.
Thus, in this study we are focusing only on IaaS
providers. We also focus only on public clouds, that
is, clouds that are not restricted within an
enterprise; such clouds can be used by our target
audience, scientists.Based on our recent survey of the
cloud computing service providers, we have selected
for this work four IaaS clouds
enough
to
accommodate requests for even 16 or 32 coallocated resources. Third, our selection already
covers a wide range of quantitative and qualitative
cloud characteristics, as summarized in Table 1 and our
cloud survey,respectively. We describe in the following
Amazon EC2, the other three, GoGrid (GG), ElasticHosts (EH), and Mosso, are IaaS clouds with
provisioning, billing, and availability and performance
guarantees similar to Amazon EC2’s

FOR

In this section, we provide a background to
analyze the performance of cloud computing services
for scientific computing. We first describe the main
characteristics of the common scientific computing
workloads, based on previous work on analyzing and
modeling of workload traces taken from PPIs and
grids. Then, we introduce the cloud computing services
that can be used for scientific computing, and select
four commercial clouds whose performance we

The Amazon Elastic Computing Cloud is an
IaaS cloud computing service that opens Amazon’s
large computing infrastructure to its users. The
service is elastic in the sense that it enables the user
to extend or shrink its infrastructure by launching or
terminating new virtual machines (instances). The user
can use any of the instance types currently available
on offer, the characteristics and cost of the five
instance types available in June 2009 are summarized
in Table 1. An ECU is the equivalent CPU power of a
1.0-1.2 GHz.

2.1.Scientific computing.
Job structure and source. PPI workloads are
dominated by parallel jobs,while grid workloads are
dominated by small bags-of-tasks and sometimes by
small workflows comprising mostly sequential tasks.
Source wise, it is common for PPI grid workloads to be
dominated by a small number of users. We consider
users that submit many tasks, often grouped into the
same submission as BoTs, as proto-MTC users, in
that they will be most likely to migrate to systems
that provide good performance for MTC work load execution. We focus in Section 3 on a more
rigorous definition of MTC workloads, and on
demonstrating their presence in recent scientific
workloads. will evaluate empirically.Bottleneck
resources. Overall, scientific computing workloads are

III. PRESENCE OF MTC IN
COMPUTING WORKLOADS

SCIENTIFIC

An important assumption of this work is that
the existing scientific workloads already include
Many Task Computing users, that is, of users that
employ loosely coupled applications comprising many
tasks to achieve their scientific goals. In this section,
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we verify this assumption through a detailed
investigation of workload traces taken from real
scientific computing environments.
3.1.Method and Experimental setup:
MTC workloads may comprise tens of thousands
to hundreds of thousands of tasks and BoTs, and a
typical period may be one year or the whole trace. Our
method for identifying proto-MTC users with a
pronounced MTC-like workload, which are potential
MTC users in the future in existing system workloads
is based on the identification of users with many
submitted tasks and/or bags-of-tasks in the workload
traces taken from real scientific computing
infrastructures. We define an MTC user to be a user
that has submitted at least J jobs and at least B
bags-of- tasks. The user part of our definition serves as
a coupling between jobs, under the assumption that a
user submits jobs for execution toward an arbitrary but
meaningful goal. The jobs part ensures that we focus
on high-volume users; these users are likely to need
new scheduling techniques for good system
performance. The bag-of-tasks part ensures that task
submission occurs within a short period of time this
submission pattern raises new challenges in the area
of task scheduling and management. Ideally, it should
be possible to use a unique pair of values for J and B
across different systems.To investigate the presence
of an MTC component in existing scientific
computing infrastructures we analyze ten workload
traces. Table 2 summarizes the characteristics of the
ten traces, see for more details about each trace. The
ID of the trace indicates the system from which it was
taken. The traces have been collected from a wide
variety of grids and parallel production environments.
The traces precede the existence of MTC tools
thus, the presence of an MTC component in these
traces indicates the existence of proto-MTC users, who
will be likely to use today’s MTC-friendly
environments.To identify MTC users, we first
formulate the identification criterion by selecting
values for J, B. If B >= 1, we first identify the BoTs in
the trace using the method that we introduced in our
previous work , that is, we use the BoT identification
information when it is present in the trace, and identify
BoTs as groups of tasks submitted by the same user at
and during short time intervals, otherwise. (We have
investigated the effect of the time frame in the
identification of BoTs in our previous work.) Then, we
eliminate the users that have not submitted at least B
BoTs. Last, from the remaining users we select the
users that have submitted at least J tasks.

Fig. 1. Number of MTC users for the DAS-2 trace (a),
and the San Diego Supercomputer Center (SDSC) SP2
trace (b) when considering only the submitted BoT
count criterion (left), and only submitted task count
criterion (right).
IV. RELATED WORK:
In this section, we review related work
from three areas: clouds,virtualization,and system
performance evaluation. Our work also comprises
the first characterization of the MTC component in
existing scientific computing workloads.Performance
evaluation of clouds and virtualized environments.
There has been a recent spur of research activity in
assessing the performance of virtualized re- sources, in
cloud computing environments and in generalIn
contrast to this body of previous work, ours is different
in scope: we perform extensive measurements using
general purpose and high-performance computing
benchmarks to compare several clouds, and we
compare clouds with other environments based on real
long-term scientific computing traces. Our study is also
much broader in size: we perform in this work an
evaluation using over 25 individual benchmarks on
over 10 cloud instance types, which is an order of
magnitude larger than previous work (though size does
not simply add to quality). Performance studies using
general purpose benchmarks have shown that the
overhead incurred by virtualization can be below 5
percent for computation and below 15 percent for
networking. Similarly, the performance loss due to
virtualization for parallel I/O and web server I/O has
been shown to be below 30 and 10 percent
respectively. In contrast to these, our work shows
that virtualized resources obtained from public
clouds can have a much lower performance than
the theoretical peak.Recently, much interest for the use
of virtualization has been shown by the HPC
community, spurred by two seminal studies that find
virtualization overhead to be negligible for computeintensive HPC kernels and applications such as the
NAS NPB benchmarks; other studies have investigated
virtualization performance for specific HPC application
domains or for mixtures of Web and HPC workloads
running on virtualized (shared) resources. Our work
differs significantly from these previous approaches in
target (clouds as black boxes versus owned and
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both in number of jobs and in resources consumed.
Then, we perform an empirical performance evaluation
of four public computing clouds, including Amazon
EC2, one of the largest commercial clouds currently
in production. Our main finding here is that the
compute performance of the tested clouds is low. At
last, we compare the performance and cost of clouds
with those of scientific computing alternatives such as
grids and parallel production infrastructures. We
find that, while current cloud computing services are
insufficient for scientific computing at large, they may
still be a good solution for the scientists who need
resources instantly and temporarily.Then we extend this
work with additional analysis of the other services
offered by Amazon: Storage(s3), database(Simple
DB), queue service(SQS),Private Cloud and their
inter-connection. We will also extend the performance
evaluation results by running similar experiments on
other IaaS providers and clouds also on other real
large-scale platforms such as grids and commodity
clusters. In the long term we intend to explore the two
new research topics that we have raised in our
assessment of needed cloud improvements.

controllable infrastructure) and in size. For clouds, the
study of performance and cost of executing a
scientific workflow, Montage clouds investigates cost
performance trade-offs between clouds and grids, but
uses a single application on a single cloud, and the
application itself is remote from the mainstream HPC
scientific community. Also close to our work is the
seminal study of Amazon S3, which also includes a
performance evaluation of file transfers between
Amazon EC2 and S3.Our work complements this
study by analyzing the performance of Amazon
EC2, the other major Amazon cloud service; we
also test more clouds and use scientific workloads.
Several small-scale performance studies of Amazon
EC2 have been recently conducted: the study of
Amazon EC2 performance using the NPB benchmark
suit or selected HPC benchmarks, the early
comparative study of Eucalyptus and EC2
performance, the study of file transfer performance
between Amazon EC2 and S3 , etc. An early
comparative study of the Dawning Cloud and several
operational models extends the comparison method
employed for Eucalyptus, but uses job emulation
instead of job execution. Our performance evaluation
results extend and complement these previous
findings, and gives more insights into the performance
of EC2 and other clouds.Other (early) performance
evaluation. Much work has been put into the
evaluation of novel supercomputers and nontraditional
systems for scientific computing. We share much of the
used methodology with previous work; we see this as
an advantage in that our results are readily comparable
with existing results. The two main differences between
this body of previous work and ours are that we focus
on a different platform (that is, clouds) and that we
target a broader scientific computing community (e.g.,
also users of grids and small clusters).
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Abstract – Traffic sign recognition is a difficult task if aim is at detecting and recognizing signs in images captured from unfavorable
environments. Complex background, weather, shadow, and other lighting-related problems may make it difficult to detect and
recognize signs in the rural as well as the urban areas. Two major problems exist in the whole detection process. Road signs are
frequently occluded partially by other vehicles. Many objects are present in traffic scenes which make the sign detection hard
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Color information from traffic scene images is affected by varying illumination caused by weather conditions, time (day night) and
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I.

positioned in such a way that they can easily be noticed
while driving. Inventory systems must take advantage of
these characteristics. However, various questions need
to be taken into account in traffic sign-recognition
system. For example, the object’s appearance in an
image depends on several aspects, such as outdoor
lighting condition. In addition, deterioration of a traffic
sign due to aging or vandalism affects its appearance,
whereas the type of sheeting material used to make
traffic signs may also cause variations. These problems
particularly affect the segmentation step [3], which is
usually the first stage in high-level detection and
recognition systems. Segmentation can be carried out
using color information or structural information. Many
segmentation methods have been reported in the
literature since the advent of digital image processing.

INTRODUCTION

Traffic sign recognition is important for driver
assistant systems, automatic vehicles, and inventory
purposes. The best algorithm will be the one that yields
the best global results throughout the whole recognition
process, which comprises three stages: 1) segmentation;
2) detection; and 3) recognition. Researchers have
developed vision-based techniques for traffic
monitoring, traffic-related parameter estimation, driver
monitoring, and intelligent vehicles, etc. [1].
Traffic sign recognition (TSR) is an important basic
function of intelligent vehicles [2], and TSR problems
have attracted attention of many research groups since
more than ten years ago. Traffic sign recognition is part
of the general case of Pattern Recognition. Major
problem in pattern recognition is the difficulty of
constructing characteristic patterns (templates). This is
because of the large variety of the features being
searched in the images, such as people faces, cars, etc.
On the contrary, traffic signs a) are made with vivid and
specific colors so as to attract the driver’s attention and
to be distinguished from the environment b) are of
specific geometrical shapes (triangle, rectangle, circle ellipse) and c) for each sign there is a specific template.
It is therefore rather easy to develop an algorithm in
such a way that the computer has “a priori knowledge”
of the objects being searched in the image.

Detection and recognition are two major steps for
determining types of traffic signs [4]. Detection refers to
the task of locating the traffic signs in given images. It is
common to call the region in a given image that
potentially contains the image of a traffic sign the region
of interests (ROI). Taking advantages of the special
characteristics of traffic signs, TSR systems typically
rely on the color and geometric information in the
images to detect the ROIs. Hence, color segmentation is
common to most TSR systems, so are edge detection [5]
and corner detection techniques [6]. After identifying
the ROIs, we extract features of the ROIs, and classify
the ROIs using the extracted feature values. Researchers
have explored several techniques for classifying the
ideographs, including artificial neural networks (ANNs)
[7], template matching [8], chain code [9], and matching

II. RELATED WORK
Traffic signs are normally classified according to
their color and shape and should be designed and
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pursuit methods [10]. Detection and recognition of
traffic signs become very challenging in a noisy
environment. Traffic signs may be physically rotated or
damaged for different reasons. View angles from the
car-mounted cameras to the traffic signs may lead to
artificially rotated and distorted images. External
objects, such as tree leaves, may occlude the traffic
signs, and background conditions may make it difficult
to detect ..0traffic signs. Bad weather conditions may
have a detrimental effect on the quality of the images.

Color Segmentation
Identifying what pixels of the images are red is a
special instance of the color segmentation problems.
This task is not easy because images captured by
cameras are affected by a variety of factors, and the
“red” pixels as perceived by human may not be encoded
by the same pixel values all the time.
Assuming no directly blocking objects, lighting
conditions affect the quality of the color information the
most. Weather conditions certainly are the most
influential factor. Nearby buildings or objects, such as
trees, may also affect quality of the color information
because of their shadows. It is easy to obtain very dark
images, e.g., the middle image in Figure 2, when we are
driving in the direction of the sun.

The traffic sign-recognition system which was
described in detail in [11] consists of four stages as
shown in Figure 1.

Fig. 2: Selected “hard” traffic signs. The left sign did
not face the camera directly, and had a red background.
The middle picture was taken in the dusk. The signs in
the rightmost image were in the shadow.
As a consequence, “red” pixels can be embodied in
a range of values. Hence, it is attempted to define the
range for the red color. We can convert the original
image to a new image using a pre-selected formula. Let
Ri, Gi, and Bi be the red, green, and blue component of
a given pixel in the original image. We encode the
pixels of the new image by Ro, Go, and Bo. Based on
results of a few experiments, we found that the
following conversion most effective: Ro = max(0, (Ri −
Gi ) + (Ri − Bi )), Go = 0, and Bo = 0. After the color
segmentation step, only pixels whose original red
components dominate the other two components can
have a nonzero red component in the new image most of
the time.

Fig. 1: Traffic sign recognition system.
Segmentation: This stage extracts objects from the
background, which are, in this case, traffic signs using
color information.
Detection: Here, potential traffic signs are located
through shape classification.
Recognition: Traffic sign identification is effected using
SVMs.

Region of Interests

Tracking: This stage grouped multiple recognitions of
the same traffic sign.

Then the red pixels are grouped into separate
objects, apply the Laplacian of Gaussian (LoG) edge
detector to this new image, and use the 8-connected
neighborhood principle for determining what pixels
constitute a connected object. We consider any red
pixels that are among the 8 immediate neighbors of
another red pixel connected. After grouping the red
pixels, we screen the object based on four features to
determine what objects may contain traffic signs. These
features are areas, height to width ratios, positions, and
detected corners of the objects. According to the
government’s decrees for traffic sign designs, all traffic

III. REGION OF INTEREST (ROI) DETECTION
Transportation engineers design traffic signs such
that people can recognize them easily by using distinct
colors and shapes for the signs. Many countries use
triangles and circles for signs that carry warning and
forbidding messages, respectively. These signs have
thick and red borders for visibility from apart. Hence,
we may use color and shape information for detecting
traffic signs.
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signs must have standard sizes. Using camera, which is
set at a selected resolution, to take pictures of warning
signs from 100 meter apart, the captured image will
occupy 5x4 pixels. Due to this observation, we ignore
objects that contain less than 40 red pixels. We choose
to use this threshold because it provided a good balance
between recall and precision when we applied the
Detection procedure to the training data. Two other
reasons support our ignoring these small objects. Even if
the discarded objects were traffic signs, it would be very
difficult to recognize them correctly. Moreover, if they
are really traffic signs that are important to our journey,
they would get closer and become bigger, and will be
detected shortly. The decrees also allow us to use shapes
of the bounding boxes of the objects to filter the objects.
Traffic signs have specific shapes, so heights and widths
of their bounding boxes must also have special ratios.
The ratios may be distorted due to such reasons as
damaged signs and viewing angles. Nevertheless, we
can still use an interval of ratios for determining whether
objects contain traffic signs. Positions of the objects in
the captured images play a similar role as the decrees.
Except driving on rolling hills, we normally see traffic
signs above a certain horizon. Due to this physical
constraint and the fact that there are no rolling hills in
Taiwan, we assume that images of traffic signs must
appear in a certain area in the captured image, and use
this constraint for filtering objects in images.

5

Remove objects whose highest red pixel locates
below row 310 of the original images, setting the
origin (0, 0) of the coordinate system to the upperleft corner.

6

Remove objects with height/width ratios not in the
range [0.7, 1.3].

7

Check existence of the corners of each object.

a.

Find the red pixel with the smallest row number.
When there are many such pixels, choose the pixel
with the smallest column number.

b.

Find the red pixels with the smallest and the largest
column numbers. If there are multiple choices,
choose those with the largest row numbers.

c.

Mark locations of these three pixels in the
imaginary nine equal regions, setting their
corresponding containing regions by 1.

d.

Remove the object if these pixels do not form any
of the patterns listed aside.

8.

For each surviving bounding box, extract the
corresponding rectangular area from the original
image and save it into the ROI list.

Figure 4 illustrates how we detect a triangular sign
with the Detection procedure. Notice that the sing in (f)
is not exactly upright. The tree trunks and red sign
behind the sign made our algorithm unable to extract the
complete red border. All objects detected by Detection
are very likely to contain a triangular traffic sign. They
will be used as input to the recognition component after
the preprocessing step.

We divide the bounding boxes of the objects into
nine equal regions, and check whether we can detect
corners in selected regions. The leftmost image in
Figure 3 illustrates one of these patterns by the blue
checks. More patterns are specified in the following
Detection procedure. If none of the patterns is satisfied,
chances are very low that the object could contain a
triangular sign. Using this principle, system detected the
rightmost four signs in Figure 3.

Steps:

Fig. 4: An illustration of detection steps: (a) the original
image; (b) result of color segmentation; (c) result of
edge detection; (d) result of removing small objects; (e)
results of filtering objects by step 7; (f) the enlarged
image of the detected sign.

1

Color segmentation

IV. PREPROCESSING

2

Detect edges with the LoG edge detector.

3

Remove objects with less than 40 red pixels.

Procedure Preprocessing (Input: an ROI object list;
Output: an object list)

4

Mark the bounding boxes of the objects.

Fig. 3: Using Corners for identifying triangular borders.
Procedure Detection (Input: an image of 640x480
pixels; Output: an ROI)

Steps:
For each object in the ROI list, do the following:
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1.

Normalize the object to the standard size 80x70.s

TRAFFIC SIGN RECOGNITION

2.

Extract the rectangle of 32x30 pixels from (25, 30).

3.

Remove remaining red pixels.

4.

Convert the object to a gray-level image.

After the preprocessing procedure, each object
becomes a rectangle of 32x30 pixels. We can use these
raw data as features for recognition. In addition, we
employ the discrete cosine transform (DCT) and the
singular value decomposition (SVD) procedures for
extracting the invariant features of the ideographs. DCT
is one of the popular methods for decomposing a signal
to a sequence of components and for coding images. We
concatenate rows of a given object, generated at step 5
in Preprocessing, into a chain, and apply the onedimension DCT over the chain, and use the first 105
coefficients as the feature values. We apply singular
value decomposition to the matrices of the objects that
are obtained at step 4 in the Preprocessing procedure for
extracting features of the objects. Let UΣVT be the
singular value decomposition of the matrix that encodes
a given object. We employ the diagonal values in Σ as
the feature values of the given object. Since the original
matrix is 32x30, we obtain 30 feature values from Σ.

As the first step of the preprocessing, we normalize
all objects to the 80x70 standard size. After a simple
analysis of the 45 standard triangular signs, we found
that the ideographs appear in a specific region in the
normalized images. As shown in Figure 5(a), we can
extract the ideographs from a particular rectangular area
in the image. We extract the ideograph from a preselected area of 32x30 pixels from the normalized
image. The coordinates of the upper left corner of the
extracted rectangle is (25, 30). Notice that, although we
have attempted to choose the rectangular area such that
it may accommodate distorted and rotated signs, the
extracted image may not include all the original
ideographs all the time. Figure 5(b) shows that the
bottom of the ideograph was truncated. Similarly, the
extracted area may contain noisy information. After
extracting the rectangular area that might contain the
ideograph, we remove red pixels in the extract. We use a
more stringent standard for defining “red.” Let R, G, and
B be the red, green, and blue component of a pixel. A
pixel is red if R>20, (RB)> 20, and (R-G)>20. After
removing the red pixels, we convert the result into a
gray-level image. We adjust pixel values based on the
average luminance to increase contrast of the image.

V. CONCLUSION AND FUTURE DIRECTIONS
Implementation of the algorithm in test images
showed that it is very effective in the sign location
phase. There is a slight weakness in the some phase, in
cases of color similarity between signs and other areas
of the image. It is sensitive in light condition changes
during the image acquisition, because of the effect they
have in the color thresholds used in the regions of
interest segmentation step. The use of proper thresholds
is very important as it affects in a great deal the success
of the sign detection and it’s final recognition. Based in
the experience acquired from the tests, the aspects which
should be further researched and be improved in the
future are:

We compute the YIQ values of each pixel from its
RGB values, set their gray levels to their luminance
values, and compute the average gray levels of all
pixels. Let the average be α. We invert the colors of the
pixels by deducting the amount of (α−100) from the
gray levels of all pixels. Then, pixels whose remaining
gray levels are smaller than 70 are set to 0, and others
are set to 255. However, if using 70 as the threshold
gives us less than 10 pixels with value 255 or 10 pixels
with value 0, we apply another slightly more complex
method. We calculate the average gray level of the pixel
values, and use this average, λ, as the cutting point for
assigning pixel values in the gray-level image. Pixels
whose gray levels are less than λ are set to 0, and others
are set to 255. Figure 4(c) shows such a gray-level
image.

1.

Recognition of signs of more complex shape.

2.

Recognition of two (or more) signs in the same
region of interest.

3.

Increase of the speed of the algorithm by improving
the source code and again, by possible changes in
its structure.

4.

Increase of the robustness of the algorithm in light
condition changes.

5.

Merging of the rectangle and triangle-ellipse
detection process.
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Abstract – Now-a-days security in communication is becoming increasingly important and various techniques are being proposed to
get 100% security while transmission of data. In that way, one such important field is Quantum cryptography where it is proved that
data can be transmitted using the polarization of photons without any eavesdropping. It uses Quantum Key Distribution (QKD)
mechanism. It uses various protocols for a safe transmission out of which BB84,B92, SSP are to be named a few. In this paper, a
improvisation is done by sending a group of photons from the sender to Bob using the six-state protocol (SSP).SSP is an extension of
the formerly discovered BB84 protocol. We apply this proposed technique for a secure transmission of data over a high performance
distributed computing such as Grid Computing. The main advantage of this technique is that the number of data that is transmitted
gets increased and the number of key that is known to the EVE will be less when compared to other protocol based techniques. High
efficiency, time consuming forms the other advantages.
Keywords: Quantum Key Distribution, six-state protocol, Grid Computing, Key.

I.

message, which can be transmitted over a standard
communication channel. Once the secret key using
Quantum Cryptography is established, it can be used to
allow the parties to communicate meaningful
information in absolute secrecy. The most commonly
used protocol are BB84,B92,SSP and so on.

INTRODUCTION

Quantum Cryptography or Quantum Key
Distribution (QKD) is the task of generating a private
key shared between two parties using a (completely
insecure) quantum channel and an authenticated
classical channel. The private key can then be used to
encrypt messages that are sent over an insecure classical
channel such as a conventional internet connection.
Unlike traditional cryptography, where the security is
usually based on the fact that an adversary is unable to
solve a certain mathematical problem, QKD achiEves
security through the laws of quantum physics. More
precisely, it is based on the fact that an EVE, trying to
intercept the quantum communication, will inevitably
leave traces which can thus be detected. In this case, the
QKD protocol aborts the generation of the key. Modern
cryptosystem uses

All these steps are moving towards the utilization of
QKD technology for enhancing the security of modern
computing applications on the internet. The above
mentioned progress rEveals that the QKD network
technology might be an essential part of the modern
security schemes for high performance distributed
computing applications. In the following sections it is
explained the potential weaknesses and requirements of
the emerging distributed computing applications taking
grid computing as an example.
Phases of a QKD

Quantum Cryptography that makes the key
unconditionally secure with quantum mechanics.For
example:
Heisenberg’s
Uncertainty
Principle,
Wave/Particle duality, Qubits and No cloning Theorem.
Thus, it is possible to build a system that allows two
parties, the sender and the Bob to exchange information
and detect where the communication channel has been
tempered with. The key obtained using quantum
cryptography can then be used with any chosen
encryption algorithm to encrypt (and decrypt) a

In all the Quantum Key Distribution technology, it
has four phases for retrieving the key-Sifting, Error
Estimation, Reconciliation, and Privacy Amplification.
During the Sifting phase the Supplicant informs the
bases used to authenticator. Authenticator records the
bits which are incorrect against the bases. The error
Estimation phase they compare the random bits that are
mapped randomly from the quantum channel. In
Reconciliation phase all the errors that are present in the
key are removed. At the end of the reconciliation phase
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the supplicant and authenticator have identical keys. In
the privacy amplification phase the Hash Function is
applied in order to eliminate the possibility of third party
attacks.

•

Later,both of them communicate with each other as
this communication carries no values or any other
information.

•

They keep only those bits that were dentified
deterministically and discards the remaining bits.
The second stage involves the transmission from
the Bob to the Alice

•

The Bob decides the source basis only for those bits
that did not match with that of the Bobs

•

The Alice again uses the three orthogonal bases for
applying the polarization.

•

Then the Alice does
combination that is done.

In this paper, only the first phase is taken into
consideration.
Six-State Protocol
The six-state protocol is otherwise known as threebase cryptographic method is one among the other
variants of BB84 protocol. This means that an EVE
would have to choose the right basis from among 3
possibilities. This extra choice causes the EVE to
produce a higher rate of error thus becoming easier to
detect to offer increased security.In BB84 protocol,it
makes use of four spin states responding to +x,-x,+y,y.The Alice has to send one of the four polarization
states used.Or in other words,both the Alice and the Bob
has to discard ½ of the bits on an average before
extracting the key.

measurement

of

bit

These combinations of bits are further added to the
first stage shared keys. The final output bits are the set
of completely secure key. Out of these bits any subset
can be taken as final secret quantum key
Observation

In six-state protocol,it makes use of spin states
responding to +x,-x,+y,-y,+z,-z.In this case the Alice
has to send one among the six states used. In other
words,both the Alice and the Bob has to discard 2/3 of
the bits on an average to extract the cryptographic
key.The main advantage in using this protocol is it
supports higher symmetry.The proposed technique can
be used to analyse this protocol howEver the
experimental demonstrations use only two-state or fourstate protocol.

This technique uses combination of three bits in a
single photon. Supposing consider that there are 1500
bits to be transferred i.e. 500 bits triplets. If we disturb
the photons in its path then 1/6th of the random bases are
used i.e ~83 combinations will be same by both the
Alice and the Bob since there are six possible
combinations. Further, only ~18 possible combinations
will be same for the Alice,Bob and the EVE.

Proposed technique

Total no. of bits used=1500 or 500 bits triplets

In this technique,SSP protocol is used as a base.In
SSP protocol we use six polarization states or three
bases which must be orthogonal (Diagonal, Rectilinear).
Generally the first two states wil be Rectilinear and
Diagonal bases and the third one can be any one of the
two or the combination of the two.The photons are sent
in combination of three bits instead of sending each bit
in a single photon.We use Alice for Alice, Bob for
reciver and Eve for EVE in this paper.

No. of bits for key formation=83

Therfore,

No.of bits Eve can guess=18
i.e Only 1/6th of the key is rEvealed.
Issues in Grid model
Grid computing (or the use of a computational grid)
is applying the resources of many computers in a
network to a single problem at the same time - usually to
a scientific or technical problem that requires a great
number of computer processing cycles or access to large
amounts of data. HowEver the vision of grid is global,
the proposed model is designed keeping in view the fact
that the grid system secured by QKD network is a subset
of the larger global grid which is secured by the
classical Public Key Infrastructure technology. There
are certain issues pertaining to the PKI authentication
mechanism in grid systems. PKI is based upon
Asymmetric Key Cryptography which does not provide
unconditional security. Key distribution techniques
based on public key cryptography only provide
computational security. Finding efficient algorithms to

Steps:
We can separate the steps involved as two stages.In
the first stage,
•

Alice creates a binary sequence of combination of
bits to the Bob.

•

The Alice transmits the photons randomly in six
different polarization states.

•

The Bob randomly chooses the bases and the
polarization is done.
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efficient when applied for any big-time or large scale
projects rather than any small scale projects

compute the inverse of one-way-functions has not been
proven impossible and emerging powerful computers
would pose real threats to their security.

CONCLUSION
Grid security model using the proposed scheme

The proposed technique can be used as a powerful
tool for solving the problems related to quantum key
distribution and provides better security than previous
SSP protocol because this technique uses the protocol
thrice at the first stage to enhance the security lEvel. It
provides approximately 92% of security which is really
efficient.. Hence we can improve the efficiency and
performance to an extent of SSP protocol by using the
SSP protocol thrice. The security level can be increase
further by using the concept of information
reconciliation and privacy amplification. QKD
Networks have strong applications in the high
performance distributed computing.
Issues of
confidentiality, integrity and authentication, in grid
computing, can be solved using QKD technology. QKD
Networks have strong applications in the high
performance distributed computing.
Issues of
confidentiality, integrity and authentication, in grid
computing, can be solved using QKD technology.

We propose to utilize the QKD technology to
enhance the security for distributed computing.A
conceptual model using the grid and the QKD is shown
below. This model is based upon the concepts of
integrating QKD network and protocol with the classical
network and protocols. Authentication is the basis of
security in grid. We conceptually create a virtual
organization (VO) among the users connected with the
QKD network i.e. a grid computing environment
secured by the SSP protocol of the QKD technology.
These are the following main features in the
proposed scheme.
•
•
•

•

•

•

All the grid communities participating in this
scheme are connected with QKD network as well as
with the public network i.e. internet.
It is assumed that all the users connected to the
quantum network nodes are present in the secure
sites.
The QKD network provides a key management and
user authentication system with unconditional
security based on QKD technology; hence replacing
the vulnerabilities of PKI authentication mechanism
against classical as well as quantum computer
attack.
The basic secure communication link between the
two parties is possible via the optic fibre cable. No
upper layer application require extra modification in
order to exploit the unconditionally secure key
material.
In addition to the quantum key distribution
capability all the QKD nodes are capable of acting
like a Certificate Authority (CA), same as
traditional system.
However the vision of grid is global, the proposed
model is designed keeping in view the fact that the
grid system secured by QKD network is a subset of
the larger global grid which is secured by the
classical technology.
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Abstract – The failure-detection and fault-correction are critical procedurees in attaining high-quality performance of software
excellence. In this paper, we propose a number of improvements on the conservative software consistency enlargement models
(SCEM) to describe actual software growth procedure by eliminating some impractical assumptions. Most of these models have
focused on the collapse detection procedure and not given the same priority to modeling the burden correction procedure. But, most
latent software errors may remain uncorrected for an extended time even after they are detected, which increases their impact. The
outstanding software faults are repeatedly one of the majority unreliable reasons for software superiority. Therefore, we expand a
general structure of the modeling of the failure detection and fault correction procedures referred as extended software consistency
enlargement model (ESCEM) for integration fault prediction. Furthermore, we also analyze the consequence of applying the delaytime non-homogeneous poisson procedure (NHPP) models. Lastly, numerical examples are exposed to demonstrate the results of the
integration of the discovery and correction procedure.
Keywords: fault prediction, defect forecasting, SCEM, ESCEM, NHPP.

I.

INTRODUCTION

In reality, the fault correction rate is a purpose of
the complexity of program modules, the manpower, the
skill of testing teams, the deadline for the release of the
software, etc. Experiments have been performed based
on actual data set, and the consequences show that the
proposed models obtain a enhanced result in estimating
the numeral of primary faults and also indicate a
goodness-of-fit in stipulations of the mean-of-squares
error criterion.

Software consistency is able to be viewed as a
influential measure of quantifying software failures and
is definite as the prospect of failure-free software
procedure for a particular period of time in a particular
surroundings [1]. Therefore, in arrange to achieve a
preferred level of superiority; the consistency of a
software arrangement must be high. The fault-detection
and fault-correction are critical procedures in attaining
high-quality software quality. During the software
detection procedure, testing cases are run and ultimately
failures are detected. After discovery, the debugging
team be supposed to examine the malfunction, position
the fault and fix the burden [2-4]. That is, the fault
correction procedure affects the dependability of a
software product significantly and we should pay
additional attention to it. newly, many SCEMs have
been developed to estimate some useful measures such
as the MVF, numeral of outstanding faults, and
breakdown detection rate. Most of these models have
focused on the breakdown detection procedure.
Consideration of fault correction procedure in the
obtainable models is limited. However, to attain desired
height of software superiority, it is very significant to be
relevant influential technologies for removing the errors
in the fault correction procedure.

This document is organized as follows. In Section
2, the properties of the linked models are reviewed. An
integration model of breakdown detection and burden
correction procedures is proposed in Section 3. In
Section 4, we show how some obtainable NHPP models
are re-evaluated from the point of view of postponed
correction procedure and create some observations
between the belated time NHPP models and the
integrated model. The experiments and results are
presented in Section 5. lastly the conclusions are made
in Section 6.
II. SOME SCEMS BASED ON NHPPS
Let {N(t), t > 0} denote a counting procedure
representing the increasing number of errors detected by
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instance t, m(t) be the MVF of the predictable number of
faults detected in instance (0, t), and λ (t) indicate the
failure strength at testing time t. That is, they satisfy the
following:

In common, we be able to have dissimilar SCEMs based
on NHPP using dissimilar MVF.
A. Goel-Okumoto mode[5]
The majority well-known SCEM based on NHPP is the
model proposed by Goel and Okumoto. This model
assumes that the error detection speed per error in the
testing phase is steady. Therefore, it is identical to get
d(t) = b in Eq. (4) and the MVF is derivative by

m(t) =E({N(t), t > 0})

λ (t ) =

and,

dm(t )
.
dt

Thus, an SCEM based on NHPP with MVF m(t) be
able to be formulated as

m(t)=a(1- e − bt ), a>0, b>0,
where a is the predictable number of errors to be
ultimately detected and b represents the error discovery
rate per error.

m(t ) n − m ( t )
P{N (t ) = n} =
e
, n = 0,1, 2,....
n!
Most accessible SCEMs based on NHPP have the
following essential assumptions regarding the software
error-detection procedure [1, 8]:

B. Yamada s-shaped curve model [6]
Yamada et al. assume that the error discovery rate is a
time-dependent reason. That is,

Assumptions
1.

The error-detection procedure follows the NHPP.

2.

The software organization is subject to
encountering the outstanding faults in the
organization at random times.

3.

All faults
detectable.

4.

The indicate number of faults detected in the
instance interval (t, t+At] is comparative to the
indicate number of faults outstanding in the
organization.

are

self-governing

and

d(t)=

and, m(t)=a[1-(1+bt) e − bt ], a>0, b>0
C. A general discrete NHPP model [7,-11]

similarly

5.

The proportionality may or may not modify with
time.

6.

Each time a failure occurs, the burden that caused it
is absolutely detached with no new faults being
introduced.

7.

The detected faults are instantly detached with
certainty and alteration of faults takes just
insignificant instance.

The two parameters, a and b engage in recreation the
same function as the a and d(t) in Eq. (4). Taking w = 1b, we have
m(i+1)=wm(i)+(1-w)a

Theorem 1: Let g be a real-valued and strictly
monotone purpose and m(i+1) be the same to the quasiarithmetic signify of m(i) and a with weights w(i+1) and
1-w(i+1), after that
−1

Δ t) - m(t) = d(t) x [a - m(t)] Δ t

M(i)= g { ui g(m(0))+(1- ui )g(a)},
i

where a is the predictable number of errors to be
eventually detected (i.e. m( ∞ ) = a ) and d(t) is the error
discovery rate for each error at testing time t. Solving
the on top of equation, we include

where 0<w(i)<1, a>0,

m(t) = a + (m(0) - a) exp(-

∫

0

ui = ∏ w( j ) fori ≥ 1 and u0 = 1.
j =1

D. A general continuous NHPP model [7-11]

λ (t) = d (t) x (a - m(t)),
t

(7)

This indicates that m(i+1) is identical to the
weighted arithmetic indicate of m(i) and a with weights
w and 1 - w. More generally, the weighted arithmetic
indicates in Eq. (7) be able to be replaced by the
weighted geometric, harmonic or quasi-arithmetic
earnings to derive other obtainable NHPP models [8].
Thus, we contain the following theorem:

According to these assumptions, we find:
m(t +

b 2t
,
1 + bt

Comparable to the on top of discussion in the
discrete case, we contain the next theorem aimed on a
general continuous NHPP model.

(u )du). (6)
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Theorem 2: Let m(t + At) be the similar to the quasiarithmetic indicate of m(t) and a through weights w(t +
At) and 1- w(t + At), then we contain

majority unreliable reasons for software superiority.
Therefore, we expand a general framework of the
modeling of the breakdown detection and burden
correction procedures.

m(t) = g -1 {g(a) + [g(m(0)) - g(a)]e-B(t)},
where g is a real-valued, strictly monotonic, and
differentiable reason, a is the expected numeral of
primary faults,
li m
Δt→ 0

B(t) =

Assumptions
1. The error-detection procedure follows the NHPP.
2. The software system is subject to encountering the
outstanding faults in the organization at random period.

1 − w (t + Δ t )
= b(t) and
Δt

3. All faults are independent and similarly detectable.

t

∫ b(u)du .

4. The indicate number of faults detected in the point
in time interval (t, t+ Δ t) is comparative to the mean
numeral of faults outstanding in the system. The
proportionality, Δ (t), may generally be a timedependent reason [2].

0

E. A delayed-time NHPP model [7-11]
We know that the time to eliminate a fault depends
on the difficulty of the detected errors, the skills of the
debugging team, the accessible manpower, and the
software expansion environment [1, 12, 13]. Therefore,
the time spent by the correction process is not
insignificant. Schneide wind [2, 14] first modeled the
fault-correction procedure by using a delayed errordetection procedure and unspecified that the errordetection procedure follows the NHPP and the speed of
change of the MVF is exponentially lessening.
Furthermore, the fault-detection procedure in the
Schneidewind model is isomorphic to the G-O
representation, not including that the G-O representation
is viewed as a continuous-time procedure. Xie [2]
comprehensive the Schneidewind model to a continuous
description by substituting a time-dependent delay
function for the steady delay in the Schneidewind
model. Thus, we eliminate the unreasonable assumption
that the fault-correction procedure is ideal and can thus
establish a matching time-dependent delay purpose to fit
the fault-correction procedure in our history research
[7]. That is, the latest MVF is

5. The denote number of faults corrected in the
instance interval (t, t+ Δ t) is proportional to the mean
number of detected but not yet corrected faults
outstanding in the system. The proportionality, μ (t) ,
may as well be time-dependent [2].
6. Every time a failure occurs, the fault is completely
detached with no new faults being introduced.
A. Description of the modeling
Based on the exceeding assumptions 1-6, we have
the subsequent differential equations for the MVF m(t)
and mc(t) of breakdown detection and fault correction
procedures:

dm (t )
= λ (t )( a − m (t )), a > 0
dt
dmc (t )
= μ (t )[ m (t ) − mc (t )].
dt
To develop a structure of the modeling of these
procedures, we thus get the next theorem.

m(t) = a(1 - e − bt e bϕ ( t ) ), a > 0, b > 0,
where a and b are the parameters in G-O representation,
(p(t) is a delay-effect factor to represent the
corresponding time-dependent insulate in the
improvement procedure.

Theorem 3: If D(t) =

∫

t

0

λ (s)ds , C(t) =

t

∫ μ (s)ds ,
0

and the degree of difference equations for the MVF m(t)
and mc(t) of breakdown detection and fault correction
procedures is as follows:

III. AN INTEGRATED MODEL

dm (t )
= λ (t )( a − m(t )), a > 0
dt

In the history, much investigate on software
dependability models contain concentrated on modeling
and predicting failure incidence and contain not given
equal main concern to modeling the burden correction
procedure [15]. However, most latent software errors
may remain uncorrected for a long time even after they
are detected, which increases their impact. The
outstanding software faults are frequently one of the

dmc (t )
= μ (t )[ m (t ) − mc (t )].
dt
We have
m(t) = a[1-exp(-D(t))],
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Based on the above equation, the case is G-O model.
Furthermore, μ (t) in Eq.(10) has a similar interpretation.
That is,

t

mc (t ) − eC (t ){∫ ac( s)eC ( s ) (1 − e− D ( s ) )ds}
0

where a is the expected numeral of initial faults, and the
first condition m(0)=mc(0)=0, i.e. no failure at the
commencement.

μ (t ) =

Proof: Solving the above differentiable eq.(9) by
multiplying together sides with eD(t), we get

By the above deduction, μ (t) is just the fault correction
rate per detected but not corrected fault. Particularly, if λ
(t) and μ (t) equal b, the corresponding MVF is derived
as follows:

d D (t )
d
(e m (t )) = a (e D ( t ) )
dt
dt
Thus,

m(t)

Corollary 1: If the differential equations for the MVF
m(t) and mc(t) of failure detection and fault correction
procedures is as follows:

eC (t ) [ae D ( t ) − a] = a(1 − e − D (t ) )

=

mc′ (t )
.
m(t ) − mc (t )

e− D (t ) [ae D (t ) − a] = a(1 − e− D (t ) ) .

dm (t )
= b( a − m(t )), a>0, b>0
dt

As for Eq.(10), we can multiply together sides with
e C ( t ) , we have

dmc (t )
= b[ m (t ) − mc (t )].
dt

t
d C (s)
(e mc (t )) = a ∫ c ( s )eC ( s ) (1 − e − D ( s ) ) ds.
0
dt

Therefore, we have

m ( t ) = a [1 − e − b t ] ,

Finally, we have the effect,
t

mc (t ) = e−C ( s ){∫ ac(s)eC ( s ) (1 − e− D ( s ) )ds.

mc (t ) = a[1 − (1 + bt )e−bt ]

0

using the initial condition m(0)=mc(0)=0, i.e. no failure
at the beginning.

B. Constant rate in these two procedures
Note that λ (t) in Eq.(9) is commonly a time-dependent
function and can be redraft as

λ (t ) =
e

Corollary 2: If the differential equations for the MVF
m(t) and mc (t) of failure detection and burden

m′(t )
, a > 0.
a − m(t )

correction procedures is as follows:

dm (t )
= λ ( a − m (t )) , a>0, b>0
dt

− bt

μ (t ) =

mc′ (t )
.
m(t ) − mc (t )

dmc (t )
= μ [ m (t ) − mc (t )].
dt

dmc (t )
= μ[m(t ) = a[1 − exp(−λ t )], mc (t )].
dt
mc (t ) = a[1 − (1 + bt )e − bt ],

We have,

m (t ) = a[1 − exp( − λ t )],

⎡
μ − λt
λ − μt ⎤
mc (t ) = a ⎢1 +
e −
e ⎥
λ−μ
⎣ λ−μ
⎦

From the higher than equation, λ (t) can be
interpreted as the failure discovery rate per outstanding
fault. In particular, solving the degree of difference
equation (9) with λ (t) = b under the initial situation
m(0)=0 yields the following MVF:
−bt

m(t)=a(1- e

where a is the expected number of initial faults, and the
initial condition m(0) and mc(0) equal zero.

),a>0, b>0.
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Yamada S-shaped curve be able to be interpreted from
various points of view. In further words, by specifying

IV. COMPARISONS AND OBSERVATIONS
Numerous stochastic models for software failure
phenomenon have been developed to measure software
consistency, and many of them are based on NHPP. In
fact, these models are very useful to describe the
software failure detection and correction procedures
with suitable failure occurrence rates. In this following,
we discuss how several existing SCEMs based on NHPP
models can be comprehensively derived by applying
some different factors. Specifically, we focus on the
Yamada S-shaped curve model [6].

the error detection rate per error, i.e. d (t ) =

b 2t
in
1 + bt

Eq. (5). furthermore, from the point of view of effect
factor, i.e.

1
b

ϕ (t ) = ln(1 + bt ) in Eq. (8). This factor is able to
reflect the moment lag in the correction procedure.
Furthermore, if λ (t) = μ (t) = b in the integrated move
toward of Section 3, the S-shaped curve be able to be
described. Thus, we create the following observations:

A. Error detection rate approach
From Section 2 we know that we can have
dissimilar SCEMs by using different d(t) in Eq. (5). For

•

b 2t
and m(0) = 0 in Eq. (5),
1 + bt

The traditional NHPP MVF, is identical to the
common delayed-time appearance of the MVF.

•

A lot of existing NHPP models for software
consistency can be derived as particular cases of
this integrated structure of detection and
improvement procedures.

example, given d (t ) =

we can get its matching MVF m(t) by the integration of
d(t) as exposed below:

m(t ) = a(1 − (1 + bt )e−bt ), a > 0, b > 0 .

V. EXPERIMENTAL EXAMPLES

That is, a difference of the G-O representation,
known as the Yamada S-shape curve model [16], can be
derivative.

A. Estimation and criteria for similarity not including
loss of simplification, we discuss three kinds of
approaches described in Section 3 to representation the
fault modification procedure. The first move toward is
about the delayed-time NHPP representation, where

B. Delay-time approach
Moreover, we can have dissimilar delay-time NHPP
models by applying different delay-effect factors.

ϕ (t ) is the Rayleigh reason, i.e. ϕ (t ) = cte

−(

t2

θ

)

. The
following
case
discusses
the
common
case
of
the
1
Therefore, if ϕ (t ) = ln(1 + bt ) , we be able to also
proposed move toward in Section 3 where the
b
breakdown detection rate and burden correction speed
get its corresponding MVF by Eq. (8) as below:
are different constants, i.e. λ ( t ) = λ , μ (t ) = μ .
m(t ) = a(1 − e −bt ebϕ (t ) ) = a(1 − (1 + bt )e− bt ), a > 0, b > 0 Furthermore, the third case is the integrated
representation with equivalent value of rate, i.e.
This example reflects the reality that the S-shape
λ (t ) = μ (t ) = b .
representation can be interpreted from different points of
observation. In other expressions, by specifying the
When the three case are functional to the equation (8)error-detection speed per error or the delay-effect factor,
(10) and it is solved through respect to MVF m(t)
we can formulate various models with a new MVF.
beneath the primary condition m(0)=0, we obtain the
following equation, correspondingly:
C. An integrated approach
Suppose together the failure discovery rate per
outstanding fault, λ (t ) ,and the fault correction rate per
detected but not corrected fault, μ (t ) , have the similar
value. That is, λ (t ) = μ (t ) = b . Therefore, we have the
corresponding MVF as below:

m1 (t ) = a (1 − e

− bt

exp(bcte

−(

t2

θ

)

))

(14)

⎡
⎤
μ
λ
m2 (t ) = a ⎢1 +
exp(−λt ) −
exp(− μ t ) ⎥
λ−μ
⎣ λ−μ
⎦
(15)

m(t ) = a (1 − (1 + bt )e − bt ), a > 0, b > 0

m3 (t ) = a(1 − (1 + bt )e−bt )

D. Comparisons for these three approaches

(16)

the majority popular estimation techniques are the
highest probability estimation (MLE) and the least

From the on top of derivation, we know that
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activities [1, 12, 13]. As instance passes additional, it is
relatively more not easy for the correcting team to
correct more errors. That is, the speed that resulted from
the correction procedure becomes smaller. This
phenomenon just fits the increasing-then-decreasing
situation of the person learning procedure.

squares estimation (LSE) [1, 12, 13]. The highest
likelihood technique estimates parameters by solving a
set of simultaneous equations. But the corresponding
equations are frequently complex and have to be solved
numerically. Furthermore, we use the process of least
squares to reduce the sum of squares of the deviations
between what we in fact observe/get and what we
expect. On the additional hand, we adopt one estimate
criterion in the comparison of goodness-of-fit of the
models.
B. Performance analysis
The data set was the modules that open source and
integration enabled. The modules such as lucene,
jfreecharts was used for a real-time, authority and
control system. The numeral of object instructions was
regarding 14,600 and it took 40 man hours to do the
software examination. The data set includes 136
experimental failures, recorded in the implementation
time.

Fig 1: Consistency advantage of over SCEM and NHPP

Primary, parameters of models are evaluated and
the corresponding MVFs are obtained. Second, all the
selected models are compared with each additional
based on the objective criteria. Table 1 shows the
predictable parameters of the proposed models
described in Eq. (14)-Eq. (16) solved numerically by
MLE and LSE. The minor the MSE a representation is,
the better they fit the experimental data. Figure 1 depicts
the experimental curves and the built-in curves of the
cumulative statistics of failures using the G-O, m1(t),
m2(t), and m3(t) models, respectively. Figure 2 illustrates
the dissimilarity between the strength purposes of MVF
predicted by these models. Examples of the estimated
MVF, mi(t), m2(t), and m3(t), and their 90% confidence
limits are exposed in Figure 3-Figure 5. We can see
from Table 1, Figure 3 and Figure 4 that the delayedtime representation and the integrated representation fit
the data well. Particularly, the delayed-time
representation has the smallest value of MSE (21.64);
consequently, we can conclude that the delay-effect
factor representation gives a better fit in this research.
Furthermore, Figure 2 shows the estimated
instantaneous fault correction speed of these models, in
which we discover that the integrated move toward is a
bell-shaped-type curve. In authenticity, the burden
correction speed is a purpose of the difficulty of
program modules, the manpower, the talent of testing
teams, the time limit for the release of the software, etc.
At the beginning of the software correction procedure,
the programmers usually eliminate easy-to-correct errors
in the programs. That is, the correction speed is
increasing in such testing segment. As instance goes, the
team becomes acquainted with the software-testing
surroundings, with better skills, techniques and tools.
These improvements may velocity up the testing

Fig 2: Comparison of computational overhead between
ESCEM, SCEM and NHPP
VI. CONCLUSIONS
In this document, we contain constructed ESCEM
based on NHPPs, which add in the failure detection and
error correction procedures, and contain discussed the
methods of quantitative dependability assessment based
on this latest model. We also create some explanation
between the delay-time NHPP representation and the
integrated representation. More than a few numerical
cases based on genuine control system contain been
presented and the results demonstrate the delayed-time
representation and the integrated reproduction fit the
information well.
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Abstract – Adaptive Beamforming approach have provided significant amount of contribution in mitigating interference in wireless
communication. This paper presents an Adaptive Beamforming approach using MVDR (Minimum Variance Distortionless
Response) for interference suppression and to form beam in the estimated direction. Non-Blind algorithm with MVDR beamforming
approach have been proposed in this paper. Simulated results show that the proposed method provides better performance with
narrower beamwidth and higher gain.
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I.

INTRODUCTION

Organization of the paper is as follows: Section II
provides the background principles related to the
working of the proposed model. All experimental results
and related discussion are included in Section III. The
paper is concluded by summing up the work in
Section IV.

Potential jamming in signal processing and
telecommunication applications has been a major
concern for system designers. And usual filtering
techniques are not helpful as the jamming signal and
desired signal are of same frequency. Various methods
have been adopted to avoid jamming, including
frequency hopping but it requires excessive bandwidth.
Spatial filtering can solve the problem without the need
of additional bandwidth as signals are filtered on basis
of their direction of arrival(DOA). Smart antennas
possess the capability of suppressing jamming signal, so
they can improve signal to interference plus noise ratio
(SINR). Array processing utilizes information regarding
locations of signal to aid in interference suppression and
signal enhancement and is considered promising
technology for anti-jamming. This paper presents a
comparative performance of Adaptive Beamforming
technique in wireless communication. A comparative
analysis of Non-Blind algorithms are studied and
implemented. Non-blind algorithms as discussed in this
work require the information of desired signal but
cannot estimate the Direction of Arrival (DOA) of the
source signal. Hence we have implemented Minimum
Variance Distortionless Response beamformer which
can estimate the Direction of Arrival and then this
direction information can be utilized in Non-Blind
beamforming algorithms to form beam in the estimated
direction. LMS algorithm is known for its simplicity and
robustness. Experimental results shows better
performance when MVDR approach is utilized along
with the LMS algorithm.

Figure 1: Block diagram of Adaptive Beamforming.
II. THEORETICAL CONSIDERATIONS AND
PROPOSED MODEL
The purpose of beamforming is to form multiple
beams towards desired users while nulling to the
interferers at the same time, through the adjustment of
the beamformer’s weight vectors. Figure 1 shows a
generic adaptive beamforming system which requires a
reference signal. The signal x(n) received by multiple
antenna elements is multiplied with the coefficients in a
weight vector w (series of amplitude and phase
coefficients) which adjust the phase and amplitude of
the incoming signal accordingly. This weighted signal is
summed up, resulting in the array output, y(n). An
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 represents the phase shift from element to element

adaptive algorithm is then employed to minimize the
error e(n) between a desired signal d(n) and the array
output y(n). For the beamformer, the output at time n,
y(n) is given by a linear combination of the data at the K
sensors and can be expressed as:

along the array and is defined by

φ=

y(n)=w Hx(n) ……………………………..(1)

2π

d cos θ ………………....(4)

λ

where d is the element spacing and λ is the wavelength
of the received signal. The signal vector x(t) can be
written as

where w=[w1 … wK] and x(n)=[x1(n) … xK(n)], H
denotes Hermitian (complex conjugate) transpose. The
weight vector w is a complex vector. The process of
weighting these complex weights w1, …, wK adjusted
their amplitudes and phases so that when added together
they form the desired beam. Typically, the adaptive
beamformer weights are computed in order to optimize
the performance in terms of a certain criterion [4]. NonBlind algorithm: LMS have been taken into
consideration for this work.

x(t ) = A.s (t ) …………………(5)
The array output consists of the signal plus noise
components, and it can be defined as

u (t ) = x(t ) + w(t ) ………………..(6)
The spatial correlation matrix R of the observed signal
vector u(t) can be defined as

In this paper we formulate a methodology of nulling
interference using MVDR beamformer. Here, we
generate the magnitude response and beam pattern of
the signal using Adaptive Beamforming algorithm with
MVDR beamformer. A block diagram of the proposed
work is shown in Figure 2. The proposed model is
equipped with five sensors with half wavelength
spacing.

R = E u (t ).u (t ) H ………………(7)
where E[ ] and H are the expectation and conjugate
transpose operators, respectively.
Substituting (4.5) into (4.6), the spatial correlation
matrix R can now be expressed as

R = E A.s(t ).s (t ) H . AH + E w(t ).w(t ) H ….(8)
With the implementation of MVDR beamformer ,this
technique minimizes the contribution of the undesired
interferences by minimizing the output power while
maintaining the gain along the look direction to be
constant, usually unity.

min E[ y (θ ) ] = min wH Ruu w, wH A(θ o ) = 1 (9)
2

Using Lagrange multiplier, the weight vector that solves
equation (4.1) can be shown to be

w=

Ruu −1 A(θ )
……………(10)
AH (θ ) Ruu −1 A(θ )

Now the magnitude response of the array as a function
of the DOA estimation, using MVDR beamforming
method [14], is given by MVDR spatial spectrum as

Figure 2: Block diagram of the proposed system
The array output will consist of the signal plus
noise components. The signal vector x(t) can be defined
as

dB =

x(t ) = ∑ a(θ m ).sm (t ) ………………..(2)

1
……….(11)
A (θ ) Ruu −1 A(θ )
H

2.1 Non-Blind Algorithm
In a non-blind adaptive algorithm, a training signal,
d(t), which is known to both the transmitter and
receiver, is sent from the transmitter to the receiver
during the training period [4]. The beamformer in the
receiver uses the information of the training signal to

The array response to that source or array steering
vector for that direction is given by

a (θ ) = [ e− jφ .....e− j ( N −1)φ ] …………….(3)
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variation of magnitude at different beamforming angles.
The proposed approaches nearly provide similar results
and track the variations properly. We also generated
polar plots of received signals with MVDR approach,
with with beamforming using LMS algorithm and
without beamforming. Figure 4.4 shows that with the
proposed beamforming method, the directive of the
receiver antenna improves considerably .

compute the optimal weight vector. After the training
period, data is sent and the beamformer uses the weight
vector computed previously to process the received
signal. Typical non-blind algorithms used are Wiener
Solution, Method of Steepest-Descent, Least-MeanSquare (LMS), Normalized LMS (NLMS), Recursive
Least-Square (RLS) algorithms, etc. [5].
2.2 LMS algorithm

Comparing to the case when no beamforming is
used (Figure 4), the proposed approach reduces power
distribution along the side lobes as seen in Figure 8.
Thus, from magnitude response and polar plot the
proposed approach provides considerable improvement
and is suitable for communication systems.

Because of its simplicity and robustness, the LMS
algorithm has become one of the most popular adaptive
signal processing techniques adopted in many
applications including antenna array beamforming.
Moreover, there is always a trade off between the speed
of convergence of the LMS algorithm and its residual
error when a given adaptation step size is used. The
LMS algorithm is a popular solution used in
beamforming technique. This algorithm is easy to
implement with low computation and performs pretty
well [2]. The basic LMS algorithm is expressed as

Table 1. Parameters used for the work

w(n+1)=w(n)+2µx(n)e(n)..……………….(12)

Desired Signal Angle

200

Interference Signal
Angle

600

LMS Step-size
Parameter

0.05

III. RESULTS AND DISCUSSION
Matlab is used as the simulation tool. In this paper
we considered MVDR beamformer consisting of a linear
array of five uniformly spaced sensors. The spacing d
between adjacent elements of the array equals one half
of the received wavelength so as to avoid the appearance
of grating lobes. The beamformer operates in an
environment that consist of two components: a
target(desired) signal impinging on the array along a
direction of interest, and a source of interference. It is
further assumed that these two components originate
from independent sources and that the received signal
consist of additive white gaussian noise. For our
simulation we have taken the direction of interest to be
at 20o and that for the interference signal to be directed
at 60o respectively. The array response is taken in the
direction of the desired signal.

Figure 3: Magnitude response without beamforming
technique.

The spatial co-rrelation matrix R is calculated
considering both the desired signal and interference
components. Finally the weights are updated using the
LMS algorithm. MVDR beamformer is utilized along
with LMS algorithm as this technique is used to
minimize the unwanted interference signal by
minimizing the output power while maintaining the gain
in the look direction at unity (as formulated in eq.9). We
compared the magnitude response of the proposed
method with that generated using LMS adaptive
beamforming. Results show that main beams of both the
responses are directed along the desired angle but the
proposed method shows a better performance with
narrower beamwidth and higher gain. Table 2 shows

Figure 4: Radiation pattern without beamforming.
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Figure 8: Radiation pattern with LMS Adaptive
Beamforming using MVDR.

Figure 5: Magnitude response with LMS Adaptive
Beamforming

Table 2: Magnitude vs angle response.
Angle

Theory
(dB)

LMS

-15.296

-13.76

-0.17

0

-0.60

-0.34

-0.26

0

-2.26

-1.26

-2.7

0

-20.01

-10.83

-10.54

0

-12.93

-36.47

-39.88

0

0
15
30
45
60

(dB)

Proposed
(dB)

We compared the magnitude response when no
beamforming, LMS Adaptive Beamforming and
Adaptive Beamforming using MVDR appproach are
used. Results show that main beams are directed along
the desired angle but MVDR approach shows a better
performance with narrower beamwidth and higher gain
as shown in Figure 7. Table 2 shows variation of
magnitude at different beamforming angles. The
proposed approaches nearly provide similar results and
track the variations properly. We also generated polar
plots of received signals with and without beamforming.
Figure 7 shows that with the proposed beamforming
method, the directive of the receiver antenna improves
considerably (around 200). Comparing to the case when
no beamforming is used (Figure 4), the proposed
approach reduces power distribution along the side lobes
as seen in Figure8. Thus, from the magnitude response
and polar plot the proposed approach provides
considerable improvement.

Figure 6: Radiation pattern with LMS Adaptive
Beamforming.

Figure 7: Magnitude response with LMS Adaptive
Beamforming using MVDR.
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IV. CONCLUSION
In this paper, we compared the magnitude response
and beam pattern when no beamforming is used and
when adaptive beamforming using MVDR is
implemented. We have proposed
the
MVDR
beamforming approach which helps to nullify
interference and ensures that the signal passes through
the beamformer undistorted. LMS algorithm is applied
to MVDR application for better performance. Results
show that when the proposed method is used the
radiation pattern is better and more directed.
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Abstract – Communication over mobile Wireless Sensor Networks is becoming extremely popular for military command, control,
communications, intelligence, surveillance, reconnaissance, and targeting systems. Handover over multiple access points is highly
desirable to mobile nodes, but ensuring security and efficiency of this process is challenging. A novel handover authentication
protocol named Pair-Hand is implemented in the present work. Pair-Hand uses pairing-based cryptography to secure handover
process and to achieve high efficiency. Also, an efficient batch signature verification scheme is incorporated into PairHand. The
congestion problem in Wireless Sensor Networks (WSNs) during handover process is quite different from that in traditional
networks. A solution that sufficiently exerts the idle or underloaded nodes to alleviate congestion and improves the overall
throughput in WSNs. To achieve this goal, a traffic-aware dynamic routing (TADR) algorithm is proposed to route packets around
the congestion areas and scatter the excessive packets along multiple paths consisting of idle and underloaded nodes. Experiments
using our implementation on laptop PCsshow that Pair-Hand is feasible in real applications.
Keywords – Wireless sensor networks, security. privacy, efficiency, handover authentication, , traffic-aware, routing, potential field,
gradient.

I.

INTRODUCTION

II. PAIR HAND PROTOCOL

Due to the nature of wireless communication in
sensor networks, attackers can easily inject malicious
data messages or alter the content of legitimate
messages during multi hop forwarding. Sensor network
applications thus need to rely on authentication
mechanisms to ensure that data from a valid source was
not altered in transit. Authentication is thus arguably the
most important security primitive in sensor network
communication.

PairHand demands conditional privacy, and hence,
revocable anonymity. Existing group signature schemes
do provide revocable anonymity[2-4]. Hence adopting
the privacy preserving technique is based on
pseudonyms. Since MNs generally have large storage
capacity, rendering the preloading of a large pool of
pseudonyms from AS feasible. The preload-andreplenish mechanism has been proposed by many
researchers and works efficiently.

One important module inthe handover protocol is
authentication
[1].
Regardless
of
the
technologyimplemented, as shown in Fig. 1, a typical
handoverauthentication scenario involves three entities:
mobile nodes(MNs), access points (APs) and the
authentication server (AS).Before entering the network,
an MN registers to AS, then subscribesservices and
connects to an AP for accessing the network.When the
MN moves from the current AP (e.g., ܲܣ1) into a new
AP (e.g., ܲܣ2), handover authentication shouldbe
performed at ܲܣ2. Through handover authentication,
AP2authenticates the MN to identify and reject any
access requestby an unauthorized user. At the same
time, a session keyshould be established between the
MN and ܲܣ2 to provideconfidentiality and integrity of
the communication session.

Fig 1. Handover authentication
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A. Handover Authentication:

III. TRAFFIC AWARE DYNAMIC ROUTING:

The Mobile Node (MN) can move anywhere from
the Access Pointer (AP), where it is resident. On the
dynamic change of the MN due to its covering range, it
is hard to authenticate about the MN to AP. Therefore
handover authentication is used. The process of
handover authentication is explained detail as below.

Traffic-Aware dynamic routing is a type of protocol
used to alleviate the traffic on the congested area. On
moving from one range area from other range area
multiple nodes send multiple data request to the AS and
huge data transmission via AP at same time, then
congestion may occur. Hence to avoid this, we propose
traffic-aware dynamic routing protocol.

The MN picks an pseudo-id from pidi,
corresponding with its private key sH1(pidi). Then the
Message will be created as Mi = (pidi||IDAP2||ts).From
the message the signature will be created as σi =
H2(Mi).sH1(pidi) where a ts is a timestamp provided by
the MN [5]. This ts is used to counter reply attacks by
the MN. This ts is also used to examine the expiry date
to verify the service expiration time. On receiving the
above information such as Mi, σi, ts, by the other AP, it
starts to verify the signature, then the other AP2
generates the authentication code and finally sends {
pidi ,IDAP2} and Aut = H2(ܭ2−݅||ܲܣܦܫ||݅݀݅2). The
protocol run of pair is shown below.

Therefore, our TADR scheme is also designed
based on the concept of potential field used by the
TADR packets (Fig 2). The sink resides at the bottom,
and all data packets flow down along the surface just
like water. In heavily loaded cases (e.g., burst of data
packets caused by detection of a monitoring event), the
congestion will form some bulges on the bowl surface,
which will block the packets to flow directly down to
the bottom along the shortest path, namely, bypass the
congestion areas. The excessive packets will be driven
by the potential field to find the appropriate detour path
without obstacles, i.e., idle or underloaded nodes.
Essentially, through spreading the packet transmissions
spatially and temporarily, our TADR scheme can
alleviate congestion, while improving the throughput at
the same time.
A. Design of Potential Fields
In the “bowl” model shown in Fig.2, we can view
the whole network as a gravitational field. We assign a
single-valued potential, V(v), to every node v on the
bowl surface to form a scalar potential field.

B. Batch Authentication:
Based on the network architecture as described,
once an AP receives an access request from an MN, the
AP has to verify the signature of the message to ensure
the validation of the corresponding MN [10].
Given n distinct access request messages denoted as
<M1, σ1>, < M2, σ2>… < Mn, σn>, respectively, which
are sent by n distinct MNs denoted as MN1,
MN2…MNn, all signatures, denoted as σ1, σ2…σn, are
valid if ê (Σ݊ ݅=1ߪ݅, ܲ) = ê (Σ݊݅=1H2(ࣧ݅)ڄH1()݅݀݅,
ܲ)ܾݑ.

Fig 2 Smooth “bowl” of depth potential field
To determine this “next hop” neighbor, we define a
“force” acting on the packet p at node v based on the
potential difference between node v and each one of its
neighbors [7]. Thus, for a neighbor w € nbr(v), we
define this “force” as

From the above batch verification equation, the
computation cost that the AP spends on verifying ݊
signatures is dominantly comprised of ݊ point
multiplication and 2 pairing operations.
Therefore, the time for an AP to verify a large
number of signatures sent by multiple users can be
dramatically reduced, which can apparently reduce the
connection loss ratio due to the potential bottleneck of
signature verification at the AP.

Here, Cvw is the cost of the radio link from node v to w.
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Fig.4. depicts an example of the hybrid potential field.
The queue occupancy only appears on the small part of
nodes, where the hybrid potential field bulges.

B. Depth Potential Field
To provide the basic routing function (which the
smooth “bowl” does),i.e to make each packet flow
toward the sink, TADR defines the depth potential field
Vd(v) as Vd(v) = Depth(v) ,where Depth(v) is the
depth of node v. Thus, the depth field force from node v
to its neighbor w € nbr(v) is given by

Depth(v) is quite similar to the length of the shortest
path since they both represent the distance from the
destination. If the shortest path algorithm chooses the
radio hops as its routing metric[8].

Fig 4. Example of Hybrid potential field

C. Queue Length Field

E. Select the Next Hop Node

In our “bowl” model, packets move from a node to
a neighbor with lower potential. To avoid a hotspot
which is identified by a large queue, the potential at this
node should be raised. Now, we define the queue length
potential field at node v as Vq(v) = Q(v) [9] . Here, the
function Q(v) denotes the normalized queue length at
node v and defined by

In the bowl model, the water drops will flow along
the direction of the maximum force, which is also the
direction of the steepest gradient. TADR selects the next
hop node just following this rule. In a lightly loaded
network or a lightly loaded period, the steepest gradient
method will choose the shortest paths.
IV. ILLUSTRATING THE TADR PROCEDURE
The below fig 5 shows the example of working
mechanism of TADR for multiple nodes.

Then, we define the queue length potential force
Fq(v,w) from node v to w € nbr(v) as follows:

The range of Q(v) is [0, 1], and hence Fq(v;w) € [-1/Cvw
, 1/Cvw].
D. Superposition of Potential Fields
The two different potential fields, the queue length
field makes the routing algorithm traffic aware, which is
the main attribute of our TADR scheme. For simplicity
and tractability, we linearly combine them as follows:
Vm(v) = (1-α)Vd(v) + αVq(v) where Vm(v) is the
potential of this combined field at node v, and 0 ≤α≤ 1.
Then, the combined force from node v to w € nbr(v) is

Fig 5. Illustrating the TADR procedure
Since the burst traffic from node 5, node 1 becomes
a hotspot from figure 3. Therefore, when node 4 chooses
its parent, node 1 is not an appropriate candidate. If the
difference of the normalized queue length between node
3 and node1 exceeds ▲Q, TADR may choose node 3 as
its parent, namely, the packets in node 4 are moved to
the same depth neighbor. If the difference of the
normalized queue length between node 6 and node 1
exceeds 2▲Q, the packet is likely sent backward. This

This equation can be rewritten as
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employed and even congestion problem is deal which
usually occurs when multiple handover process occurs.
Hence a potential-based traffic-aware dynamic routing
algorithm, called TADR with the key idea underlying
the algorithm is to define a hybrid scalar potential field,
which contains a depth field and a queue length field.
The depth field provides the basic routing backbone
which routes the packets directly to the sink along the
shortest path. The queue length field makes TADR
traffic aware. When the congestion appears, the
excessive packets are dynamically rerouted to multiple
path consisting of idle or underloaded nodes. Therefore,
the TADR scheme can effectively alleviate congestion
through bypassing the hot spots, and meet the fidelity
requirements through improving the overall throughput
and to prevent dropping of packets at the hotspots near
the sink. In a word, TADR achieves its objectives
through spreading spatially and temporally packets in a
reasonable pattern. In addition, TADR has features
which simplify the implementation. It is a distributed
and scalable routing algorithm because it just needs
local information (from its direct neighbors), and the
routing state information (depth and queue length) is
quite easy to obtain. The security analysis and results
show that the proposed approach is feasible for real
applications

choice can be purposely prohibited, but it also implies
that the routing protocol gives up the chance that the
packet is moved to node 0 with the lower depth through
the detour path 4 -->6 ->2 ->1. Otherwise, the packet in
both node 6 and node 3 could also be sent back to node
4 when the transient congestion disappears and the
queue on node 4 is drained away after some time, which
forms a routing loop. Most of these routing loops are
beneficial to alleviating congestion and improving
throughout because both node 3 and node 6 can be
regarded as a caching pool under this situation. The
memory resources on node 4 will be released to
accommodate the packets from its upstream nodes, such
as node 7.
V. COMPARISON AND EVALUATION
Table I shows the functionality and performance
comparison of PairHand [6].
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Abstract – Computer aided diagnosis (CAD) system for detection of lung cancer by analysing computer tomography(CT) images of
lung is proposed in this paper. Early detection and treatment of lung cancer can greatly improve the survival rate of patient. To detect
lung cancer in its early stage it is very important to detect tiny nodules of cancer which may have information. To develop an auto
detecting CAD system we need to resolve several problems. Segmentation is one of the important problem to be considered. In the
first part of CAD system lung region is extracted using region growing algorithm. From extracted lung candidate nodules are
obtained using pure basic image processing techniques. The second problem to be considered is identification of cancerous nodules
from all candidate nodules. the Artificial neural network(ANN) is used to classify the candidate nodule as cancerous or non
cancerous.
Keywords— Lung Cancer, CAD system ,Lung region extraction, Image processing , Artificial neural network(ANN).

I.

analysis, thresholding, edge detection and
classification.

INTRODUCTION

Lung cancer is leading cause of death due to
cancer [1].According to the report submitted from the
Kidwai Memorial Institute of Oncology: The estimated
number of new cancers in India per year is about 7 lakhs
and over 3.5 lakhs people die of cancer each year. Out
of these 7 lakhs new cancers about 2.3 lakhs (33%)
cancers are tobacco related[2]. The survival rate for lung
cancer in 5 years is just 15%.
It is
critically important that physicians recognize the cancer
early. The earlier the detection is , the higher the
chances of successful treatments are. When the nodules
are less profuse ,it may be difficult to distinguish it from
blood vessels. Number of groups have developed
techniques for detection of lung cancer from CT slices.

pixel

The initial segmentation is very important as if
entire lung is not segmented accurately candidate
nodules will be lost which may have important
cancerous information into it. The proposed CAD
system can be divided into following steps: 1) Lung
regions extraction. 2) Segmentation of extracted lung. 3)
Nodule detection and selection using rule based
techniques 4) Feature extraction 5)Testing and
evaluation using neural network.
The region growing algorithm is used for
segmentation of lung region which gives satisfactory
results for separating lung region from surrounding
anatomy structure such as the background , lung heart
and other organs area. some basic image processing
techniques are used to obtain candidate nodules.
Features like area ,mean intensity, Euler number is used
to get more true positive candidate nodules . Finally the
neural network is trained to evaluate the candidate
nodules.

The one of the objective to develop a CAD system
is not to replace radiologist, it is aimed to assist he
radiologist and provide them with a tool that may help
them to lung cancer at early stage. Improving the
accuracy of detection and reducing the time spend by
radiologist in analyzing huge number of slices per
patients[2]. Image segmentation to auto detect nodules
is one of the most difficult task. There are many
algorithm that have been proposed in other articles for
medical image segmentation , such as histogram

II. LUNG REGION EXTRACTION
The initial stage of proposed CAD system is the
extraction of lung region from ct scan image[3]. The
methods such as thresholding can be used . But the
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problem with this method is selection of suitable and
accurate threshold value . Some technique used are edge
based. but the problem with this technique arises when
the images are edgeless or very noisy. To overcome the
problems of thresholding and edge based technique , we
present in this paper region growing method for the
automatic extraction of lung region. Region-based
segmentation is a technique for determining the region
directly.
A CT image of the chest consist of different regions
such as the background , lung parenchyma , heart, liver
and other organ area. The goal of the lung region
extraction step is to detect lung region and separate the
lung regions, it is nothing but first region of
interest(ROI) from all other uninteresting anatomy
structure from the CT scan image.
In this proposed CAD system we are using the
concept of 4-connectivity for the proposed algorithm.
The first step in this is to find the seed point which is
nothing but beginning of region growing. The region
starts begins exactly from the location of seed point.
The regions are then grow from these seed points by
appending to each seed those neighbouring pixels that
have predefined properties similar to the seed.

Figure 2a. Extracted left lung

The extraction of lung after application of region
based algorithm from original image is shown in the
Figure 1 and 2a and 2b respectively.
Figure 1. Shows the original CT image consist of
different unwanted region other than lung region.

Figure 2b. Extracted left lung
III. LUNG REGIONS SEGMENTATION
After successfully extracting the lung regions from
the raw CT images ,as described in the above section ,
we can start the next step of the proposed CAD system ,
which is the lung regions segmentation that aims to
segment the extracted lung regions to search for
cancerous cell candidate which is nothing but our new
region of interest(ROI). After applying image
processing techniques to find this new region of interest,
we expect to end up with a huge number of candidates,
most of them are non-cancerous candidates or false
positives( e.g.. blood vessels) and few numbers of them
will form really true positives or cancerous candidate.
The result of application of nodule detection technique
is given in the following Figure 3. In this method the
first technique is used to adjust image intensities this is

Figure 1. Original image
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By using second feature we can represent each
candidate region by its corresponding maximum
drawable circle(MDC).

nothing but image enhancement to high light the needed
information. It is shown at the right corner of the image.
Further image is segmented using gray thresholding and
converts the image
Background Image

Adjusted Image Intensities

Segmented Image

Clear Boundry conneced Objects

This process begins to draw a circle starting form a
point inside candidate region or object. All pixels inside
the candidate region is considered as centre point for
drawing the circle. The process starts by drawing one
pixel radius size circle inside the region. This circle
must fulfill the condition that all pixels inside the circle
belongs to same region in process. If process succeeds ,
we increase the circle radius by one pixel. We continue
till we left with no pixels to draw the circle. Maximum
drawable circle helps in diagnostic procedure to remove
more number of false positive candidates.
B. Formulation diagnostic rule:
The following diagnostic rule is applied to detect
the presence or absence of cancerous candidate nodules.
•

Figure 3. Nodule detection
•

into binary image. This is shown at the bottom left
corner. The objects which are connected to the
boundaries are removed and is shown at bottom right
corner.

considered.The threshold value T3 is
defined for MDC. If the radius of the
drawable circleis less than the threshold T3
then the candidate nodule is normal cell and
is eleminated for further consideration.

IV. FEATURE EXTRACTION AND
FORMULATION DIAGNOSTIC RULES

The area of maximum drawable circle can be computed
as follows.

Feature extraction is very important stage in any
CAD system. After detecting candidate nodules, we
extract different features of those nodules which will be
used to design diagnosis rule to detect the cancerous
nodule. this helps to reduce huge number of false
candidate and provides better diagnosis.

Area(MDC) = ∏ × (MDC)2 Where ∏ = 3.1415926
Applying this rule has effect of rejecting large numbers
of blood vessels.
Thus by implementing above rule maximum
number of candidate nodules are eliminated which do
not exhibit cancer nodule properties. The result after
application of first rules are given in the following
Figure 4.

A. Feature extraction :
In the literature we found feature which are important to
generate diagnosis rules :
•

Area of candidate region

•

maximum drawable circle inside the candidate
region(MDC).

Rule 1 : Initially the threshold value T1 and T2 are
set for area of the region. If (R < T1 ) this
cell is normal cell and is classified as normal
cell. If (T1≤ R < T2) this cell is abnormal
cell and is classified as cancer cell. Where
T1 and T2 are threshold values determined
by experiments.
Rule 2: In this rule maximum drawable circle is

Total candidate nodules detected were ten . After
application of rule one which is area the proposed
nodules obtained are only three.

With the use of first feature we can eliminate the
isolated pixels and a very small candidate object which
do not have a chance to form cancer nodule. Thus with
the help of these feature we can reduce or eliminate
considerable amount of false positive cancer nodule.

The result of maximum drawable circle is shown in
the Figure 5. As shown in the figure the circle is drawn
inside the candidate nodule region.
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Total
cancerous
nodule
applied

TP

FP

TN

FN

Not
classified

65

24

12

8

7

14

VI. CONCLUSION
In this paper the purpose of developing a Computer
Aided Diagnosis (CAD) system has been successfully
achieved. This verified by the doctor throughout this
project. In generating the system ,MATLAB have been
the important tool involved in this project. The
approach start by extracting lung which is the most
challenging part in image processing technique. By
using region growing algorithm the extraction of lung
become successful. After extracting lung candidate
nodules are extracted. The diagnostic rules are formed in
the next step to discriminate between cancerous and
noncancerous candidate.

Figure 4. Application of Rule 1

Figure 5. Application of Rule 2
V. CLASSIFICATION USING NEURAL
NETWORK

In the ANN procedure, difficulty faced is to obtain
best architecture. by choosing best architecture the
classification result is obtained. Using this CAD system
high level of sensitivity is achieved.

Artificial neural network (ANN) work by applying
training process. The training is done by applying input
data which is obtained from feature extracted from
images. The ANN consist of three main layers first layer
is input layer , hidden layer and output layer. The input
data have been normalized with respective there
maximum value .This is because it has been proved that
The ANN works better in the range of 0 to 1[4].
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Abstract – As organizations implement systematic software reuse programs to improve productivity and quality, they must be able to
measure their progress, accuracy and identify the most effective reuse components. This is done with reuse metrics. In this paper, we
survey metrics, clustering algorithms, distance measure and Reusability of function based Software system using hierarchical
clustering approach. Here, the metric based approach is used for prediction. Reusability value is expressed in the two values. Five
Input metrics are used as Input object and minimum distance method is used to calculate the distance between objects and clusters
are formed using Hierarchical Clustering, thereafter accuracy of the system is recorded.
Keywords— Reusability, Metrics, Hierarchical Clustering.

I.

INTRODUCTION

of the reusability is difficult to establish so a Clustering
based approach could serve as an economical, automatic
tool to generate reusability ranking of software by
formulating the relationship based on its training.
Hence, in our study we will experiment with
Hierarchical Clustering based approach for the
reusability prediction of function based systems.

Software reusability is an attribute that refers to the
expected reuse potential of a software component [1].
Software reuse not only improves productivity but also
has a positive impact on the quality and maintainability
of software products. Software professionals have
recognized reuse as a powerful means to potentially
overcome the situation called as software crisis.
The software development community is gradually
drifting toward the promise of widespread software
reuse, in which any new software system can be derived
virtually from the existing systems. As a result, an
increasing number of organizations are using software
not just as all-inclusive applications, as in the past, but
also as component parts of larger applications.

II. METHODOLOGY USED
Reusability evaluation System for function Based
Software Components can be framed using following
steps:
A. Selection and refinement of metrics
First of all, Selection and refinement of metrics
targeting the quality of function based software
system and perform parsing of the software system
to generate the Meta information related to that
Software. The metric of [2][5[8]] are used and the
metrics are as under:

A great deal of research over the past several years
has been devoted to the development of methodologies
to create reusable software components and component
libraries, where there is an additional cost involved to
create a reusable component from scratch. That
additional cost could be avoided by identifying and
extracting reusable components from the already
developed large inventory of existing systems. But the
issue of how to identify good reusable components from
existing systems has remained relatively unexplored.
Our approach, for identification and evaluation of
reusable software, is based on software models and
metrics. As the exact relationship between the attributes

The proposed five metrics for function Oriented
Paradigm are as follows:
A framework of metrics is proposed for structural
analysis of procedure or function-oriented software
systems. A suit of five metrics are able to target those
the essential attributes of function oriented features
towards measuring the reusability of software modules,
so it tried to analyze, refine and use following metrics to
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explore different structural dimensions of
oriented components.

Function

The proposed metrics for Function Oriented
Paradigm are as follows [2-4]:
•

Cyclometric Complexity Using Mc Cabe’s Measure

•

Halstead Software Science Indicator

•

Regularity Metric

•

Reuse-Frequency Metric

•

Coupling Metric.

B. Calculating Metric Values
Calculate the metric values of the sampled software
components.
C. Use Hierarchical Clustering Based Prediction
System
There are two main methods of hierarchical
clustering algorithm.
First method is agglomerative approach, where we
start from the bottom where all the objects are and going
up (bottom up approach ) through merging of objects.
We begin with each individual objects and merge the
two closest objects. The process is iterated until all
objects are aggregated into a single group.

Figure. 1. Flowchart of Hierarchical Clustering
Algorithm
Deduce the results in terms of Accuracy of
prediction after 10-fold cross validation.

Second method is divisive approach (top down
approach),where we start with assumption that all
objects are group into a single group and then we split
the group into two recursively until each group consists
of a single object. One possible way to perform divisive
approach is to first form a minimum spanning tree (e.g
using Kruskal algorithm) and then recursively (or
iteratively) split the tree by the largest distance.

III. RESULTS & DISCUSSION
The function oriented dataset considered have the
output attribute as Reusability value. The Reusability in
the dataset is expressed in terms of two numeric labels
i.e. Reusable and Non-Reusable. The Graphical
representation of the count of the number of examples of
certain reusability label is shown in the Figure 2.

Step by step algorithm of agglomerative approach
to compute hierarchical clustering is as follow [5][7]:
1.

Convert object features to distance matrix.

2.

Set each object as a cluster (thus if we have 6
objects, we will have 6 clusters in the beginning)

3.

Iterate until number of cluster is 1

a.

Merge two closest clusters

b.

Update distance matrix

The flow chart of agglomerative hierarchical
clustering algorithm is given below:
Fig.ure 2.Bar-chart of Count of examples of the
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Reusability Output Attribute in the Dataset

IV. CONCLUSION

The given data is with five Input Attributes i.e.
Coupling,
Volume,
Complexity,
Regularity,
Reuse_Frequency, and one Output attributes named as
Reusability Level of the Software Component. Then
hierarchical clustering based algorithm is implemented
in Matlab 7.4.

In this study, Hierarchical Clustering approach is
evaluated for Reusability Prediction of function based
Software systems. Here, the metric based approach is
used for prediction. Reusability value is expressed in the
two linguistic values. Five Input metrics are used as
Input and clusters are formed using Hierarchical
Clustering, thereafter performance of the system is
recorded. The proposed technique is showing Accuracy
value approximately equal to 85.3211%, so it is
satisfactory enough to use the Hierarchical clustering
based technique for the identification of the object based
reusable modules from the existing reservoir of software
components.
The proposed approach is applied on the C based
software modules/components and it can further be
extended to the Artificial Intelligence (AI) based
software components e.g. Prolog Language based
software components. It can also be tried to calculate the
fault-tolerance of the software components with help of
the proposed metric framework.
The research work can be extended in the following
directions:

Figure. 3. Dendrogram showing the Hierarchical
clustering of the Programs
The given data with five Input Attributes is applied
to the hierarchical clustering algorithm and dendogram
is plotted as shown in figure 3. The dendogram shows
Indices of the components on the x-axis and distance
between the components on the y-axis and the Accuracy
percentage for the classification of the complements in
Reusable and Non-reusable category is obtained as
85.3211%.

•

Intelligent Component Mining
algorithms can be developed.

•

Early prediction of the quality of component based
system.

•

Characterization of Software Components for easy
retrieval.

•

Determine the
components.

cohesion

or

between

Extraction

different
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Abstract – this paper presents an implementation of a platform independent embedded web server and its integration into a network
of wireless sensor nodes. The embedded web server is designed and built as an expansion module for one of the nodes in the
wireless sensor network (WSN). It allows authorized Internet users to establish two-way communication with the sensor network.
The server uses limited available hardware resources to implement an interface to the WSN node and to serve dynamic HTML pages
to the remote user. This allows the user to monitor the operation of the WSN remotely, to periodically download the sensed data, and
to change the operation mode of the network. In addition to providing monitoring and data collection services, the embedded web
server can generate email alerts about critical Issues in the WSN, provide secure access to modules that change the operation of the
WSN, shut down sensor nodes, and log data from the network into an on-board flash memory.
Keywords- wireless sensor networks; embedded web server; Remote monitoring and control.

I.

have a relatively small footprint, both in terms of
physical size and software size, to allow its easy
integration into many devices. The user management
interface should consist of standard HTML constructs,
objects and images, and allow the user to interact with
the device over the Internet. The device home page
should provide the central navigation point to the device
controls and data. The device should respond to user
actions involving web page buttons, hot links, and other
familiar browser controls. This paper describes a EWS
built primarily to serve as a remote access and control
interface to wireless sensor networks (WSN). The
constraints in terms of available energy, storage and
computational resources can even be more stringent in
this case. Fortunately, some of the features that are
almost invariably required of regular web servers (such
as the ability to serve multimedia content) are not
considered to be crucial in the case of embedded servers
for WSN. However, such a server will still have to be
able to serve dynamic HTML pages, provide two-way
communication, and to deal with large amounts of data.
In addition, it will be required to implement two
different communication protocols – one to establish the
connection with the Internet and the other one to
communicate with the WSN nodes.

INTRODUCTION

Conventional data collection and monitoring
methods, which require physical presence at the
research site, could in many cases be replaced by remote
monitoring over the Internet. This requires the Internet
infrastructure to be available at the site, and that some of
the devices in the data monitoring and collection
network are web-enabled. A web-enabled device has a
web server either integrated during the design of the
device or added later as an expansion board. To
distinguish such a web server from its full-featured,
personal computer based cousin, we call it an embedded
web server (EWS). The name should also stress the fact
that such a web server, in most cases, has limited
computational, storage, and energy resources available.
Despite its hardware shortcomings, the EWS is expected
to implement many of the services available on regular
web servers. It has to be able to receive requests and
commands from a remote Hypertext Transfer Protocol
(HTTP) web client. It also has to be able to send the
control and management interface of the web-enabled
device in the form of Hypertext Markup Language
(HTML) pages, through which the user can monitor and
control the device. A web-enabled network device
allows the user to access the device using user friendly,
platform independent and universally available web
browsers. This eliminates the need for developing client
software and it does not require the user to install
additional software on her or his computer. Unlike the
standard web browser, an embedded web server must

A. Related Research
There is a number of interesting research efforts in
the area of embedded web servers and only a few can be
mentioned Here. The POStech – Embedded Web Server
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flexibility in obtaining the IP address for the EWS. To
allow access from off-campus locations we needed the
server to be able to use a fixed, pre assigned
IP
address that is visible from the other side of the
University firewall. For on-campus wired or wireless
Applications we needed the web server to be able to
obtain an IP address from the DHCP server. Finally, for
periodic visits to the WSNs employed in environments
without Internet infrastructure, we needed the server to
be able to operate in Adhoc ode by establishing point to
point connection with a Wi- Fi enabled Personal Digital
Assistant (PDA) or a notebook.

(POS-EWS) is an HTTP/1.1compliant embedded web
server implemented on the Xinu OS using the MPC 860
processor. The Hewlett Packard Laboratory – Cooltown
project is exploring the convergence of Web technology,
wireless networks, and portable client devices through
an infrastructure to support “web presence” for people,
Places, and things. The Web Chip is a TCP/IPv6 and
HTTP/1.1
Compatible, functionally minimized embedded web
server for appliances. Target Web is an embedded web
server for control and monitoring of embedded
applications, designed to run on virtually any 32-bit
CPU or DSP architecture. Tmote™ Connect is a
wireless gateway application used to access Tmote
wireless sensor modules through Ethernet. An Internet
based remotely accessible Hardware-In-the-Loop
Simulator (HILS) for robotics and mechatronics
applications has been developed at the University of
Alaska Fairbanks.
II. MOTIVATION
Fig. 1 shows the general overview of a typical WSN
Developed in the SensE Laboratory at the University of
Alaska Fairbanks. Our group is developing mostly
cluster-based energy efficient WSNs for monitoring,
data collection, and surveillance. The majority of our
applications require the network to be completely
autonomous and intelligent enough to make decisions
concerning mode of operation changes on its own.
However, we occasionally need to monitor the network
Operation and collect the data for relatively short
periods of time for offline processing and network
analysis. The motivation for the development of the
EWS was the need to allow on-demand, Internet-based
insight into the operation of the sensor network and the
data that has been collected, as well as to allow
authorized users to change the operation mode of the
sensor network. Because we are working on several
different wireless sensor platforms we needed the EWS
to be platform independent. Therefore, we prefer the
server to be a separate device that can be used as an
expansion board for the existing sensor nodes. One of
the sensor nodes of a currently monitored network is
attached (using a standard serial connection) to the

Figure 1. The general block diagram of a web enabled
WSN

Figure 2. A prototype of WSN node
Our current wireless sensor node (Fig. 2) is based
on a MSP430F1611 microcontroller from Texas
Instruments (TI) and a 2.4 GHz transceiver from Nordic
Semiconductor with a maximum data rate of 1 Mbps.
This prototype platform is used both as a sensor node
(with the sensors attached to an expansion port) and as a
central node (with additional flash memory and an
optional serial link to a PC for debugging and data
collection). The sensor nodes periodically wake up from
he low power mode to sample the environment and to

Web server. In our terminology this node is called a
EWS node. The EWS node is running the same software
and implementing the same communication protocol as
the rest of the sensor network nodes. The only
difference is that, in addition to its normal functions, it
can also forward messages from the EWS
To the central node of the network and vice versa.
Various infrastructure scenarios called for the web
server capable of working with both wired (Ethernet)
and wireless (802.11b) interfaces. Also, we needed
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communicate with the central node using a custom
developed energy efficient protocol.

IV. HARDWARE PLATFORMS AND
INTERFACING

Each sensor node performs processing of data and
sends the processed data to the central ode in the
assigned time slot. It is important to note that if the
Internet-based data collection is expected to be the
primary mode of data collection hen the EWS should be
interfaced directly with the central Node. Such a
solution would not be more difficult to Implement, but it
would be much more energy efficient because it would
reduce the amount of data being transferred in the
network. However, the main objective of our project
was to design a portable and flexible solution that will
allow periodic monitoring of the WSN operation,
occasional changes of the operational modes, and
intermittent data collection.

A. The Initial Solution
All the sensor nodes in our WSN are custom built
and Based on microcontrollers from the TI MSP430
family of devices. Therefore, our first choice was to use
a MSP430-based solution for a EWS. In that first phase
of our project as a hardware platform we used a board
developed by Olimex Limited, based on an
MSP430F149 microcontroller and a CS8900A Ethernet
chip from Crystal Semiconductor Corp. As a starting
point for the firmware developed for this platform we
Used the basic TCP/IP implementation provided by
TI and extended its capabilities to allow two-way
communication. This solution is fully functional, but the
TCP/IP stack and the web server itself have many
limitations. The limitations, mostly caused by the
limited hardware capabilities of the MSP430

III. EMBEDDED WEB SERVER
REQUIREMENTS

Microcontroller, include: only one open connection
at a time, no virtual file system, no images, and very
limited size of the web pages. However, this solution
can still be very viable because of its very low energy
consumption.

The main function of an EWS for WSN is to
establish a connection with the sensor network in order
to provide access to the data collected by the sensors
and to allow the registered user to interact with the
network. The user should be able to access the
operational parameters of the network and to control

B. An Improved Solution

The operation of the network by changing some of
the Parameters. The interface is implemented and the
collected data is displayed through a series of HTMLbased pages. Those pages reside in the flash memory of
the EWS. The size of the available memory will
determine the complexity of the user interface, the
number of concurrent users that will be able to access
the web server, etc. When a user enters the IP address of
the EWS, the server typically needs to copy the
appropriate HTML page into the random access memory
(RAM), to embed the data in the form of dynamic
content into that page, and to send the final page to the
browser. Therefore, the amount of available RAM,
which is one of the limitations of many
microcontrollers, will play an important role. The EWS
also has to be able to store the collected data in the nonvolatile memory (typically, flash memory) for network
data analysis. The amount of available memory storage
will directly determine how long the embedded server
will be able to collect and store data and indirectly, the
frequency and the resolution at which the data will be
sampled by the sensor Network. Another issue of
concern is the security in the device configuration and
data monitoring. The EWS has to provide administrative
privileges to permit access to certain network data and
operational parameters only to authorized users.

An improved solution is based on an RCM3750
RabbitCoreTM module developed by Rabbit
semiconductor. This module features a Rabbit 3000®
microcontroller running at 22.1 MHz, with 512 KB of
flash memory and 512 KB of SRAM memory. The
module also includes a single-chip Ethernet controller
from ASIX that implements 10/100Base-T connectivity
and 1 MB of serial flash memory. The physical
connection between the Rabbit module and a WSN node
is implemented using the standard UART interface. The
communication protocol and its implementation will be
briefly described in the following section.
V. SOFTWARE IMPLEMENTATION
In addition to higher clock frequency and larger
memory capacity, the RabbitCore offers some additional
features that presented incentive for switching to this
platform. The following table lists some of the advanced
features and the Benefits gained.
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variable and depends on the sensor network for Which
the EWS is used.

Exploiting the above advantages over the MSP430,
we developed an application programming interface to
implement a secure and reliable HTTP server. A set of
firmware programs was developed to monitor and
control the WSN, and to collect the data sensed by the
nodes of the sensor network. The firmware includes the
protocol developed to implement the communication
between the web server and the network. The data
collection and retrieving techniques are developed;
further, an extensive web-based user management
interface is designed and all the web server controls are
connected to this interface. The user interface features
various forms which allow the user to fill in the
information that comprises a request and to submit It to
the server.

B.

Web Server Operating Modes

The web server can operate in one of the following
three modes: snapshot mode, monitoring mode, and log
mode. In the Snapshot mode the server passively listens
to the requests for network parameters (data) from the
clients. When the request is received, the server initiates
communication with the EWS node. The embedded web
server node forwards the request to the central node.
The central node retrieves the most recently collected
network data and responds to the EWS node which in
turn forwards it to the server. The server processes the
received data and presents the graphical representation
of the parameter value to the client. Snapshot mode is
used to display the current network data in near-realtime. In the Monitoring mode the server continuously
monitors the network and actively collects the data from
the network, as configured. When the server is operating
in monitoring mode, the result shows a continuous live
parameter values using a graphical representation of the
data. The time between the requests depends on the
frame period of the WSN. In the Log mode the server
collects the request subset of network data for a given
period of time. The data is stored in the EWS’ serial
flash. The data can be remotely read from the flash and
decoded and displayed using an application developed
in MATLAB®. Depending on availability, the flash
contents can be read either through the web browser or
directly from the serial port of the web server. The
RCM3750 has an Atmel Flash AT45DB081B, a serial
interface 1 MB flash memory designed specifically for
code and data storage applications. In log mode, the
server collects data from the network and stores it on the
serial flash.

The server application performs the requested
Operation and sends the results to the client with the
necessary dynamic content embedded into the initial
web page. The level of complexity of programming
increases greatly with the increase in demand for the
dynamic nature of the user management interface.
Several other features which should be considered in
developing a reliable and robust web server include:
user authentication and access control, amount of
configurable data uploaded to the server, number of web
pages, number of controls on the web page, etc. Each
feature needs an application program to handle the
requirement.
A. The Communication Protocol
Communication between the remote client and the
WSN is handled jointly by the EWS and the EWS node,
through the HTTP server. The communication between
the EWS node and the hub is outside of the scope of this
paper. It is implemented as an extension of the regular
communication protocol used by the specific WSN. Fig.
3 shows the data format of a typical message exchanged
in the network. In addition to several message types.

C.

EWS and WSN Controls
The web server supports three groups of users –

Unregistered users can access the server and see the
data if the server is already in the monitoring mode;
administrators have unrestricted access to all server and
sensor network controls; registered users can change the
operation mode of the server, request previously logged
data, and have limited access to some of the embedded
server controls.
Figure 3. Message format

A member of the administrator user group is
allowed to access the WSN Controls. These pages
allow various parameters of the radio (the number of
address bytes, output power, communication channel,
and the data bit rate) to be configured. Also, the
administrator can select the types of data to be collected
and the way the data are presented. The same pages
allow a specific sensor node to be shut down. The Web
Server Controls allow an authorized user to change the

Used to collect the actual sensor data, the other
types of messages are implemented to: obtain the list of
currently active nodes; to change the node’s radio bit
rate, frequency channel, and the output power; to shut
down a specific sensor node, etc. The exact format of
the header and the number of bytes in the payload is
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operating mode of the server, erase the sessions with
logged data from the flash memory, configure the email
alerts, and set the time and date on the server. An
example of one of the configuration pages presented to a
user from the administrator group is given in Fig. 4. The
user has an option to set the mode of operation
(snapshot, log mode, or monitoring mode), change the
types of data to be monitored or logged, change the data
capture duration, or request the previously logged data.
The EWS is capable of sending an email to an
administrator or an authorized email user when certain
conditions are met. The alert configuration page allows
the authorized user to set those conditions. Typical
configurations include sending an email: if the server
does not respond to configured number of requests from
the web server, if the server’s serial flash is full, if the
sensor parameter values reach the set threshold. The
server generates the appropriate subject and body of the
email describing the reason for the email alert. It also
includes a dynamically generated email body identifying
the sensor node(s) which reached the set threshold. This
feature keeps the administrator informed about the
network status and the data collected by the network.

Figure 4. One of the configuration pages in the
Administrator domain

D. Client- and Server-Side Scripting
We used client-side and server-side scripting to add
dynamic behavior, visual effects and form validation to
HTML pages served by the EWS. The scripts are
typically mixed with the HTML code of the web
document. HTML provides the user-interface and the
scripts provide the logic to govern the dynamic behavior
of the document. The JavaScript is used to create a
dynamic, interactive web-based application that runs
entirely within a browser. Using JavaScript to add
dynamic features to the web pages, such as reacting to
user events, comes with some is advantages.
A browser with disabled or not implemented JavaScript
processing will not be able to display the entire page
correctly. Subtle differences in browser implementations
can cause slight errors, possibly affecting the display or
even the functionality of the user interface. However,
this disadvantage is restricted to that particular client
machine and does not affect the web server operations
or other Client machine’s web page display. EWS
implementation also uses a large number of Server Side
Include (SSI) and Common Gateway Interface (CGI)
functions. In addition, the RabbitWeb, an add-on
module for Dynamic C, uses a SSI-like scripting
language. Fig. 5 shows a portion of the page generated
when a user sends a request to monitor one of the
parameters sent by one of the sensors over a given time
interval. The data is displayed in a form of a sliding bar
graph.

Figure 5. The page served by the EWS working in the
monitoring mode. The page is automatically refreshed to
display new data
E. Email Alerts
The EWS is capable of sending an email to an
authorized user from the web server in the case of the
following events: the server stops responding, the
server’s serial flash is full, or if the monitored data
reaches the preset min/max thresholds.
F. Wireless Internet Connectivity
An optional kit adds wireless Internet connectivity
to the RCM3750 RabbitCore web server. This kit
enables the EWS to operate in one of the two modes: an
infrastructure mode or an ad-hoc mode.
The EWS operates in an infrastructure mode when
the infrastructure is available in the EWS vicinity,
allowing the client to access the server from any place
where the Internet connectivity is available. In the adhoc mode the EWS establishes a peer to peer connection
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Management,” International Journal of Network
Management. 10, pp. 261-275.

with any 802.11b enabled device that has a browser
installed. This mode of operation is suitable for periodic
control or data collection visits to remote WSN sites
where Internet infrastructure does not exist. Fig. 6
shows a EWS with a wireless module working in the adhoc mode and serving pages to a Hewlett Packard iPAQ
hx4700 PDA. When operating in infrastructure mode
the Rabbit web server either issues a request to the
DHCP server for an IP address or uses a previously
assigned static one. If the DHCP server responds and
assigns a valid IP address to the EWS, the server sends
an email with this address to the administrator.
VI. CONCLUSION AND FUTURE WORK
We developed a flexible, embedded web server for
monitoring, data collection, and control of WSNs. The
server uses one of the sensor nodes to join the network
and provide an authorized user access to a remote
network of sensor nodes. The flexibility and portability
of the system allows us to use it with sensor networks
implemented using different hardware Platforms. It can
also be easily changed to accommodate applications that
do not even require the use of WSN. For example, we
are currently testing a configuration that uses the EWS
to provide the remote access to an array of temperature
and humidity sensors to be used for the research of bugs
capable of surviving extreme Alaskan winters.
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Abstract – This paper apply stenography algorithm in a video stream. In previous stenography methods spatial or transformed
domain is used for data hiding. But in proposed method we are using compressed video to hide the secrete data; we use motion
vectors to encode and reconstruct both the forward predictive (P)-frame and bidirectional (B)-frames in compressed video. Motion
vectors are calculated using macro block prediction error, which is different from the approaches based on the motion vector
attributes such as the magnitude and phase angle, etc. A greedy adaptive threshold is searched for every frame to achieve robustness
while maintaining a low prediction error level. Secrete Message bits are replace with the least significant bits of motion vectors. This
algorithm was tested on different types of videos. Based on the aforementioned criteria, the proposed method is found to perform
well and is compared to a motion vector attribute-based method from the literature.
Index Terms—Data hiding, motion vectors, Motion Picture Expert Group (MPEG), steganography

I.

is no chance of hiding the data or a message. Therefore
finally we conclude as per this point of view is here the
data is hided depending on the attributes of the motion
in between the frames and are considered as the motion
vectors respectively.

INTRODUCTION

There is a vast literature on watermarking and
hiding the data in video processing and digital image
processing respectively. As said in the above paper it
mainly targets on the frame compression of the video
consequences which relates to the dynamics of the
internal literature. Here our main concentration lies in
the estimation of motion in the frame sequences. Here
this step is considered as the primary step in the video
processing for the purpose of processing of the data
internally and during the implementation of the pre
primary step there less loss of data takes place and it is
difficult to decode the hidden part of the data and it is
far away from the quantization errors respectively. So as
per the literature point of you here the data is hidden or
hided in the video that too in the motion in between the
frames of the video that is on the important pertinent
features plays a vital role. Initially here the data is
hidden on the video or the motion frames depending on
the suitable threshold condition.

First the video is divided into blocks and next the
message is came in to existence therefore the message is
encoded in the least significant part of the block and is
given as 16*16, 16*8, 8*8, 8*16 respectively. Therefore
here in this scenario the data hiding is not a major task
and also the data decoding is also not a major task but
the main thing we are supposed to concentrate is on the
clarity level or the mean square error (MSE) that is
noise and also the loss of the data and both comes under
the artifact. Sometimes we may also call as a
quantization errors therefore quantization is nothing but
the setting the predefined values or may also be defined
as the rounding off making it to the nearest value
respectively. Therefore there is no problem at the time
of the quantization at the encoding stage but the main
challenge is at the receiver end at the time of the
decoding of the data that is nothing but the de
quantization of the data at the decoding stage so these
comes under the quantization error. Due to this there is a
lack of pixels and may lead to clarity loss etc.

So now here the pertinent features or the attributes
are taken in to the consideration depending on the
threshold level. Now here the above procedure is termed
as the CMV respectively. And one more important point
is to be noted are taken in to the consideration that is the
data or the value or the message bit are made hidden in
the video where the motion between the frames takes
place. If there is no motion in between the frames there

II. THEORY OF BACKGROUND
At this moment for the purpose of evaluation and
elucidating the notations we are going to consider the
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for the reconstructing purpose denoted by P=pie
respectively. In the Decoder at the receiver end with
reduced distortions this operation takes place in the Pframe.

video and compression is of the type lossy compression
in spite of the loss less compression respectively.
Therefore at the transmission end that is encoding video
is represented as the group of frames with the variation
in their motion. These frames are encoded using
different types of the compression methods which is
same as JPEG but there is a variation I the step and also
the quantization values.

Therefore by the consideration of the B- frame in
the point of view and can be calculated as it is the mean
of next frame backward compensation and the previous
frame forward compensation respectively. For the
reduction of the frame size or the storage place we are
going for the lossy compression and the image is of the
type joint photograph expert group respectively and that
image to be compressed is represented as E.

Then there is an independent reconstruction of the
decoder at the receiver end. From the group of frames
we are going to predict one frame as a reference frame
and is named as a frame (I) mainly used in the
transmission end at the time of encoding mainly for
motion prediction and the frames which are predicted
are called a the prediction frames and are represented as
frame (B). Now considering the MPEG video and as we
all know that the video is a group of frames with the
variation in the motion in between them and are
represented by the sequence of the form

Therefore this type of the process comes under the
non linear process that is at the time of the motion
estimation the size of the data is different from the pair
of co ordinate values and there is also the variation of
the error from the frame to frame at the time of the
compression. That is compression of the one frame is
not correlated or un-similar to the compression of the
next or its previous frame respectively.

.

Now moving towards the decoding process at the
receiver end here there are some of the received co
ordinates and therefore the main process is to decode the
received co ordinates for the construction of the original
data. Therefore by taking the encoding method as under
consideration that is error is different from one frame to
the other frame at the time of compression and also the
predicted and the estimated data is also mismatched
between the reference frame from the next and the
previous frame.

The video is divided into blocks here the estimation
of the motion takes place depending on the division of
the blocks represented as Bij and estimated with respect
to the time nothing but the temporal features. And now
the video is classified into vertical (Dy) and the
horizontal components (Dx) respectively and here the
translational motion is going to be estimated. Therefore
the horizontal and vertical components are represented
in the vector form as D(x) and D(y) they are with
respect to the space. And therefore the D(x) and D(y)
are represented as D(x) and D(y).

Then after the quality of reconstruction is calculated
in terms of the signal to the noise ratio (noise
interference in the data) and bit error rate (loss of the
data). Therefore this updating of the procedure takes
place for each and every frame at the time of the motion
compensation point of view.
III. DEFINING THE PROBLEM
HIDING TECHNIQUE

Therefore in the motion vector point of view for the
accurate search of the vectors we are going to select the
flexible window which supports the search methods

ON

DATA

Here now in the present scenario that too in the
present context we are going to deal with the data hiding
process that is both the combination of the encoding and
the decoding process where the primary issue is data
hiding and the secondary issue is effects which is used
for the corruption of the true data.

reliable and is of the size
so the
above process or the searching process takes place
depending on the power of the video process encoding
device respectively. To achieve a good ratio of
compression and the ability to reduce the quantization
errors respectively.

Now in the primary scenario that is data hiding
scenario the original video or a frames of sequences
before the encoding process are represented as (D, E)
and after the message is hidden in the following vectors
are got tampered due to the encoding or due to the
quantization and are replaced by the vectors (Dahl, E^h)
respectively here these notation denotes the data hidden
with which message is hidden in the video frames. And

In the video processing the motion between the
frames is nothing but the true motion can’t be denoted
by the term d with respect to P as a compensated frame
and denoted as x+D(x) respectively with respect to the
error prediction by using the functionm E(x)=(P-p)(x)
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then after the data is hidden in order to reduce the size
of the data we are going for the compression process or
termed as the quantization process. And here we are
going to lossy compression rather than the loss less
compression in order for the strong data hiding process
and protected from the third party or the hacker.
After completion of the primary scenario that is the
data hiding scenario the last or the second consideration
is data accuracy is nothing but the restoration of the
tampered data accurately as near to zero. And these
restorations is considered and calculated by the
following terms as mean signal to noise ratio and bit
error rate respectively. Signal to noise ratio is nothing
by the interference of the external disturbance or the
external noise that is termed as the tampered data and
the original quality is lost by the help of this interference
of the external disturbance and bit error rate is the next
scenario in which the loss of the original data nothing
but the loss of the pixels in the original image or the
frame sequences at the time of the quantization that is
compression and at the time of transmission of the data
takes place and can be shown with the following figures.
So at this time we may face two scenarios one is
reduced quality in the video frames and the other one is
increased data rate.
Increased data rate leads to the high payment of the
price takes place that is cost effective. And the second
one is the Reduced quality as we have discussed earlier
that is peak signal to noise ratio and the bit error rate.
Therefore these are reduced as near to zero for good
accuracy and the successful implementation of the
algorithm.

IV. PROPOSED ALGORITHM AND
IMPLEMENTATION
Therefore in this data hiding algorithm in which the
original video is taken and then in which it is separated
in to its frames of the sequences and can be represented
as (D, E) and then the data hiding consists of the
encoding of the data at the transmission end and the
decoding of the data at the receiver end. And therefore
the data is encoded depending on the motion
compensated on the frames of the sequences and
therefore the message is hided in the motion
compensation in between the frames of the sequences
and can be represented as (D^h, E^h) and therefore the
message is represented by the sequence as 0<k<K and
can be represented as m (K). And therefore the video is
divided into the blocks and then the message is hidden
in the least significant bits of the block with the message
bits respectively. And therefore depending on the
consideration or the setting of the threshold for the
purpose of the clarity purpose Therefore the least
significant bits are represented as (d^x, d^y).
Here we are going to have three algorithms in the
first one hiding of the data at the transmission end takes
place and in the second algorithm setting the threshold
of the algorithm take place and third algorithm

Figure shows the motion prediction
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comprises of the message extraction takes place at the
decoder at the receiver end.
ALGORITHM 1
This algorithm comprises of the hiding of the
message in the original video sequences and can be
mathematically calculated as follows.
1.

Video stream, message bits

2.

Embedded data (message hidden in the video
stream)

3.

GOP is calculated for each frame

4.

Setting the threshold as
Tkey=Tmax;
Reduced form of the data in the decompressed form
as

5.
6.

E to obtain Er

7.

Iteration

8.

Upon initiating d^h=d.

9.

The CMV can be obtained as

Then
5. Founded key is false
6. Decrement threshold
7. End
8. End
V. EXTRACTION OF THE DATA
Input: GOP, K
Output: message (m)
1. Setting threshold for each and every frame
2. Apply GOP
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CMV is corresponded. And after completely working on
the encoding and decoding process the next step is we
are supposed to concentrate is on the errors after the
decoding process at the receiver followed by the
encoding process at the transmission side. Here we
mainly give importance to the mean square error
reduction or the noise reduction and reducing the
quantization errors respectively. Therefore mainly two
things are under the consideration or giving a quite more
importance one is the secured data transmission in the
video and also by the by maintaining the clarity of the
video sequences respectively. Therefore we have dealt
with the hiding but quantization at the encoder is
nothing but the compression after the message is hided
in the motion of the frames. The compression is
classified in to two types they are lossy compression and
the loss less compression respectively, here in the above
algorithm or implementation of the above paper we are
going for the lossy compression rather than the lossless
compression.
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VI. FINALISED CONCLUSION
Now finally moving towards the conclusion point
of view this is one type of method relates to the data
hiding in which as before we have many algorithms but
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hidden.
The macro blocks are in such a way that is one
different procedure for the selection of the macro blocks
we are going for the thresholding method where the
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Abstract – This work evaluates and compares the performance of fuzzy classifiers under genetic algorithm on heart data. Heart
diseases are typically critical thing that results in several illness, disability, and death. It is the chief reason of deaths in numerous
developing countries also. With advanced technologies is made easy to cure heart diseases at an earlier stage. By providing effective
treatment, it also helps to reduce treatment costs. In this paper, various algorithms which can be used to retrieve information from
databases are briefly explained and we examine the performance of four fuzzy classifiers on heart data. The fusion of Fuzzy Logic
with the classifiers Decision Trees, K-means, Naïve bayes and Neural network are used to evaluate the accuracy of occurrence of a
heart disease. The experiments are carried out on heart data set of UCI machine learning repository and it is implemented in
MATLAB.
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I.

to infer new facts, with a degree of certainty associated
with each fact. Fuzzy Set is any set that allows its
members to have different grades of membership in the
interval [0, 1]. Fuzzy classification offers an alternative
to crisp logic by evaluating data set based on their
membership into each category. Fuzzy membership
assumes that membership to a given category will range
from complete membership (100%) to non-membership
(0%), and that dataset may be classified as partial
members into two or more categories.

INTRODUCTION
A. Data mining

Data mining technology provides a user oriented
approach to novel and hidden patterns in the data. The
discovered knowledge can be used by the healthcare
administrators to improve the quality of service. The
discovered knowledge can also be used by the medical
practitioners to reduce the number of adverse drug
effect, to suggest less expensive therapeutically
equivalent alternatives. Anticipating patient’s future
behavior on the given history is one of the important
applications of data mining techniques that can be used
in health care management. [7] Data mining often
involves the analysis of data stored in a data warehouse.
Three of the major data mining techniques are
regression, classification and clustering. The techniques
in data mining are discovering new trends and patterns
of behavior that previously went unnoticed. Once
they've uncovered this vital intelligence, it can be used
in a predictive manner for a variety of applications. Data
mining methods are used to automatically discover new
patterns from a large amount of data.

C. Genetic algorithm
Genetic Algorithm incorporates natural evolution
methodology. The genetic search starts with zero
attributes, and an initial population with randomly
generated rules. Based on the idea of survival of the
fittest, new population is constructed to comply with
fittest rules in the current population, as well as
offspring of these rules. Offspring are generated by
applying genetic operators cross over and mutation. The
process of generation continues until it evolves a
population P where every rule in P satisfies the fitness
threshold.

B. Fuzzy logic and Fuzzy sets

D. Heart Disease

Fuzzy sets and fuzzy logic allows what is referred
to as approximate reasoning. With fuzzy sets, an
element belongs to a set to a certain degree of certainty.
Fuzzy logic allows reasoning with these uncertain facts

Heart disease is the world's leading killer,
accounting for 29.2% of total global deaths in 2003. The
World Health Organization in 2009 estimated that
almost 20 million deaths occur annually from CVD and
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Srinivas, K [7], automated a system for medical
diagnosis would enhance medical care and reduce costs.
In this paper popular data mining techniques namely,
Decision Trees, Naïve Bayes and Neural Network were
used for prediction of heart disease.

that by 2030 that figure could rise to almost 24 million.
Heart disease was the major cause of casualties in the
different countries including India. Heart disease kills
one person every 34 seconds in the United States.The
WHO estimated that 60% of the world's cardiac patients
are Indian. Prediction of this disease will help to prevent
it in its early stage. This work proposes efficient to find
the best Fuzzy logic rule based classifier, which is used
as an effective tool to improve the classification
accuracy. It can be implemented by the classifiers such
as naive bayes, decision tree, neural network, k-means.

M.Anbarasi et.al.,[9] exhibited that Decision Tree
were used to predict the diagnosis of patients with the
same accuracy as obtained before the reduction of
number of attributes. Naïve Bayes performed
consistently before and after reduction of attributes with
the same model construction time. Classification via
clustering performed poor compared to other two
methods.

The rest of this paper is organized as follows:
Section 2 reviews the related works. Section 3 presents
data source. In section 4, we propose the new algorithm.
Section 5 describes experimental analysis performed
with datasets. Finally, Section 6 concludes the paper.

Ali.Adeli [2], implemented a Fuzzy Expert System
for heart disease diagnosis. Fuzzy Expert System for
Heart Disease Diagnosis designed with follow
membership functions, input variables, output variables
and rule base. Designing of this system with fuzzy base
in comparison with classic designed improves results.
This fuzzy expert system that dealt with diagnosis has
been implemented.

II. RELATED WORKS
Up to now, the extensive literature of classification,
fuzzy set and genetic algorithm are reviewed.
A. J.Myles [1], introduced a new method for the
induction of fuzzy decision trees was introduced that
determines the location and the associated uncertainty
for each decision boundary during the construction
process. The new fuzzy decision tree classifier was
shown to compare favorably to both standard and
bagged decision tree classifiers in prediction accuracy
and model size.

E.P.Ephzibah [5], used fuzzy rule-based
classification system, the proposed system proves to
improve the classification accuracy. This paper has
addressed the recently emerged fields of fuzzy and
genetic algorithms. The objective of the work is to find
the presence of diabetes. The proposed work also helped
to minimize the cost and maximize the accuracy. This
work proposed a feature selection model using genetic
algorithm, which was efficient to find the best feature
subset among the features and the Fuzzy logic rule
based classifier, which was used as an effective tool to
improve the classification accuracy. The objective of the
work was to find the presence of diabetes. The proposed
work also helped to minimize the cost and maximize the
accuracy.

Latha Parthiban et.al.,[8] intoduced a new approach
based on coactive neuro-fuzzy inference system
(CANFIS) was presented for prediction of heart disease.
The proposed CANFIS model combined the neural
network adaptive capabilities and the fuzzy logic
qualitative approach which was then integrated with
genetic algorithm to diagnose the presence of the
disease.

Stig-Åke Svensson[11] implemented of a fuzzy
classifier that classifies the specie of the iris flower,
based on the length and width of the sepal and petal,
was presented. Its accuracy was then improved using a
genetic algorithm to fine tune the membership functions.

Sellapan Palaniappan et.al [10] developed a
prototype Intelligent Heart Disease Prediction System
(IHDPS) using data mining techniques, namely,
Decision Trees, Naïve Bayes and Neural Network.The
most effective model to predict patients with heart
disease appears to be Naïve Bayes followed by Neural
Network and Decision Trees.

Jyoti Soni[6], intended to provide a survey of
current techniques of knowledge discovery in databases
using data mining techniques that were in use in today’s
medical research particularly in Heart Disease
Prediction. Number of experiment has been conducted
to compare the performance of predictive data mining
technique on the same dataset and the outcome revealed
that Decision Tree outperformed and some time
Bayesian classification is having similar accuracy as of
decision tree but other predictive methods like KNN,
Neural Networks, The second conclusion was that the
accuracy of the Decision Tree and Bayesian

Asha Rajkumar et. Al [4], projected the data
classification was based on supervised machine learning
algorithms which result in accuracy, time taken to build
the algorithm. This paper dealt with the results in the
field of data classification obtained with Naive Bayes
algorithm, Decision list algorithm and k-nn algorithm.
Naive Bayes algorithm plays a key role in shaping
improved classification accuracy of a dataset.
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here we present the information regarding the fuzzy
classifiers.

Classification further improves after applying genetic
algorithm to reduce the actual data size to get the
optimal subset of attribute sufficient for heart disease
prediction.

A. Fuzzy Naive Bayes Algorithm:
The steps involved in Fuzzy Naive Bayes
Algorithm are below:

III. DATA SOURCE

Step: 1 initially split over all cases for the actual
attribute values, assuming the class depends only on
these values.

Available dataset of Heart disease from UCI Machine
Learning Repository has been considered for
classification process. A total of 909 records with 13
medical attributes (factors) were obtained from the Heart
Disease database. Figure 1 lists the attributes.

Step: 2 assume that the attribute values of example e are
independent of each other and obtain
|

Input attributes
1. Sex (value 1: Male; value 0 : Female)

|

…

|

…

,…

2. Chest Pain Type (value 1: typical type 1 angina,
value 2: typical type angina, value 3: non-angina
pain; value 4:asymptomatic)

Step: 3 Now we can lift our reinterpretation of the fuzzy
truth values and go back to membership degrees and get
∑
| …
…..
,…

3. Fasting Blood Sugar (value 1: > 120 mg/dl; value
0:< 120 mg/dl)

Step 4: Application of the Bayes rule to P(c | v1 . . . vn)
yields:
…

4. Restecg – resting electrographic results (value 0:
normal; value 1: 1 having ST-T wave
abnormality;value 2: showing probable or definite
left ventricular hypertrophy)

,…

|
…

….

Step 5: Now we apply the same naive independence
assumption as in the classical case.

5. Exang – exercise induced angina (value 1: yes;
value 0: no)

│

6. Slope – the slope of the peak exercise ST segment
(value 1: unsloping; value 2: flat; value 3:
downsloping)

,…

…
…

….

Step 6: We move constant factors in front of the first
sum and repeat this with the other sums. Finally, we find
using distributivity:

7. CA – number of major vessels colored by floursopy
(value 0 – 3)

|

8. Thal (value 3: normal; value 6: fixed defect; value
7: reversible defect)

∑

9. Trest Blood Pressure (mm Hg on admission to the
hospital)

|
,

…. ∑

|

)

B. Fuzzy Decision Tree:
The input attributes are automatically discretized in
linguistic terms, based on the distribution of pattern
points in the feature space. In this technique, different
forms of fuzzy entropy are computed at the node level,
in terms of class membership, to take care of
overlapping classes. Also, pruning is used to minimize
noise, resulting in a smaller decision tree with more
efficient classification.

10. Serum Cholesterol (mg/dl)
11. Thalach – maximum heart rate achieved
12. Oldpeak – ST depression induced by exercise
relative to rest
13. Age in year

Any input feature value is described in terms of
some combination of overlapping membership values in
the linguistic property sets low (L), medium (M) and
high (H). An n-dimensional pattern

Figure 1. Attributes list and description
IV. ALGORITHMS FOR IMPLEMENTATION
In this section we describe the four classifiers
namely, fuzzy Naive bayes, fuzzy K-means, fuzzy
Neural network, fuzzy Decision tree are considered
under the genetic algorithm. Before the comparison,

Fi=[a1,a2,a3,…,an]
is represented as a 3 -dimensional vector
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Fi = [ μlow (a1) (Fi), μmedium(a1) (Fi), μhigh(a1) (Fi),,
μhigh(an) (Fi) ]

Step 2: Find minimal distance Dmin over all feature
vector pairs

where, μ values indicate the membership functions
of the corresponding linguistic functions low, medium
and high along each feature axis. Each value is then
discretized, using a threshold (generally 0.5), to enable a
convenient mapping in the C4.5 framework.

Put F = Dmin/2

This discretization to Boolean form speeds up
computation by reducing the complexity of the search
space. However the linguistic flavor of the attributes is
retained, thereby enabling the extraction of more userfriendly natural rules that are then mapped to the fuzzy
knowledge-based network.When the input feature is
numerical, we divide it into three partitions (with range
[0, 1]) using only two parameters. The formulae and
concepts are detailed in.

If d < (½)Dmin //If vectors are close and

Put G = Q //Starting no. Gaussian centers
Step 3: Find two exemplar vectors of min. distance d
with indices k1 and k2
If label[k1] = label[k2] // have same label
Eliminate Gaussian center k2
G = G -1 //Reduce no. Gaussians
Goto Step 2
Step 4: Input next unknown x to FNN to be classified
For k = 1 to G do //For each Gaussian center

C. Fuzzy K-Means Algorithm (Fkm):

Compute g[k] = exp{-||x - x(k)||2/(2F2)}

The fuzzy K-means algorithm generalizes the
classic or hard K-means algorithm. The goal of k-means
algorithm is to cluster n objects (here documents) in k
clusters and find k mean vectors for clusters (here
centroids). In the context of the vector space model for
information retrieval we call these mean vectors
concepts. The spherical K-means algorithm used in is
just a variation of the hard K-means algorithm which
uses the fact that document vectors (and concept
vectors) are of the unit norm.

Find maximum g[k*], over k = 1,...,G
Output x, label[k*] //label[k*] is class of x
Step 5: If all inputs for classifying are done, stop
Else, goto Step 3
E. Genetic Algorithm:
The steps of the genetic algorithm are below:
Step 1. Initialize the population and enter Step 2.

As opposed to the hard K-means algorithm which
allows a document to belong to only one cluster, fuzzy
K-means algorithm allows a document to partially
belong to multiple clusters which generalizes the classic
or hard K-means algorithm. The goal of k-means
algorithm is to cluster n objects (here documents) in k
clusters and find k mean vectors for clusters (here
centroids). In the context of the vector space model for
information retrieval we call these mean vectors
concepts. The spherical K-means algorithm used in is
just a variation of the hard K-means algorithm which
uses the fact that document vectors (and concept
vectors) are of the unit norm. As opposed to the hard Kmeans algorithm which allows a document to belong to
only one cluster, fuzzy K-means algorithm allows a
document to partially belong to multiple clusters.

Step 2. Ranking the individuals using any ranking
method and enter Step 3.
Step 3. Now the genetic algorithm in conjunction with
the classification method is used to select the smallest
subset of data from the above selected M values that
gives maximum accuracy.
Step 3. Recombine individuals generating new ones and
enter Step 4.
Step 4. Mutate the new individuals and enter step 5.
Step 5. If the stopping criterion is satisfied, STOP;
otherwise, replace old individuals with the new ones
restructure the population tree and return to Step 2.

D. Fuzzy Neural Network Algorithm:

Step 6. Finally presents a fitness function to Fitness ( x
= A( x ) + P/N ( x ) to maximize the accuracy where for
chromosome x

The steps implicated in Fuzzy Neural Network
Algorithm are below:

V. COMPARATIVE ANALYSIS
Experiments are conducted with MATLAB. Data
sets of 909 records with 13 attributes are used. To
enhance the prediction of classifiers, Fuzzy logic is
incorporated. The classifiers such as Decision tree,
NaiveBayes, Neural network and K-means are

Step 1: Read in the data file (the number of features N,
the number of feature vectors Q, the dimension J of the
labels, the number K of classes, all Q feature vectors
and all Q labels).
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integrated with fuzzy techniques and studied under the
genetic algorithm were used for diagnosis of patients
with heart disease. Comparative analysis of various
classifiers is shown in Table 1 and Figure 2.
Observations exhibit that the Fuzzy K-means data
mining technique outperforms than other three data
mining techniques after incorporating fuzzy techniques.
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VI. CONCLUSION AND FUTURE WORK
We enclose this idea to obtain higher accuracy to
predict the heart disease. Out of the four classifiers,
fuzzy k-means in genetic algorithm provides the best
result. It would be a promising technique for predicting
the heart disease all over the world in present scenario.
This exploration gives a hand in the complexity of
processing time and space. In the future, this work can
be expanded by exploring other data mining techniques
also this effort will be employed for other disease
condition to predict at early stage.
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I.

INTRODUCTION

SCTP is a reliable message oriented, multistream,
multihomming protocol. It provides a communication
(association) between endpoints that support multiple IP
addresses. An communication in SCTP involves
association setup, data transmission, association
shutdown. Association setup involves 4-way handshake
between two SCTP endpoints (i.e. protocol instances).
SCTP provides reliable transmission, detecting when
data is discarded, reordered, duplicated or corrupted, and
retransmitting damaged data as necessary. Multihoming
provides greater survivability in case of network failures
[4,5,6].

Voice over IP (VoIP) becomes popular cost
effective service and used as an alternative to traditional
PSTN telephone services. It requires more strict quality
of service (QoS) like high availability of resources, good
quality of voices, low delay and packet loss. Beside the
requirement, implementation of VoIP faces the limited of
bandwidth capacity [1].
Efficient Bandwidth utilization is an important
criterion in VoIP services. Bandwidth is generally
associated with complexity, algorithmic and processing
delay. Static bandwidth allocation and over-provisioning
provides good delivery time but poor bandwidth
utilization. Adaptive bandwidth allocation becomes
essential criteria for delay sensitive VoIP applications
[2, 3].

Link or node failures occur due to hardware
malfunction or software error. Ideally, the routing system
detects link failures, and reconfigures routing tables to
send the packet to some other alternative path. The
traffic via a failed link is also avoided. Reconfiguration
of routing table in a network takes time, network
becomes unbalanced. To avoid this unbalancing
situation, multipath dispersion can be used.

Concurrent Multipath Transfer (CMT) uses
multihoming feature of Stream Control Transmission
Protocol (SCTP).
Currently SCTP multi-homed
technology is not utilized to transmit data on multiple
paths. Because SCTP only uses one path for data
transmission and leaves other paths for retransmission
where as Concurrent Multipath Transfer (CMT) is the
technology that utilizes the multi-homing technology to
transfer data over all available network interfaces and
paths based on SCTP multihoming feature.

To support multi-homing, SCTP endpoints exchange
lists of addresses during initiation of the association.
Each endpoint must be able to receive messages from
any of the addresses associated with the remote endpoint.
A single port number is used across the entire address list
at an endpoint for a specific session. One of the IP
addresses is designated as primary, while the other can
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bottleneck queue on the end-to-end paths used in CMT is
independent.

be used as backup path. In case of failure of primary
address or retransmission of lost packets can be done to a
different address. This improves fault tolerance without
interrupting any ongoing data transfer [7, 8, 9].

Preethi Natarajan et al., [16] have proposed a new
CMT’s failure detection and (re)transmission policies
mechanism.
CMT’s
failure
detection
and
(re)transmission policies use PF state. ‘‘PotentiallyFailed” (PF) denotes the failure nodes based on a single
timeout on a particular path of unsure sender. A PF
destination is not used for data transmission or
retransmission. Path failure on various situations like
Single permanent path failure, Single short-term failure,
Symmetric and asymmetric loss conditions has been
reviewed to improve the performance of CMT.

Multiple paths in a real network are likely to
overlap with one or more links in the network and can
share bottleneck bandwidth. Correlation between the
paths is estimated based on novel probing Groupingbased Multipath Selection (GMS) mechanism [10, 11].
This method is capable of determining whether any two
paths are strongly correlated or not. Bandwidth
estimation on paths is not implemented with this
approach, which can make the path correlation easier
and can reduce data corruption and random delays.
Multipath routing techniques is not yet widely deployed
in practice, need arises to distribute traffic in multiple
paths to improve network utilization and fault tolerance
[12]. The proposed technique utilizes the Westwood
bandwidth estimation approach [13] in Grouping-based
Multipath Selection to disperse VoIP packet into
concurrent multiple paths.

Jianxin Liao et al., [17] have proposed a correlationaware multipath selection procedure for concurrent
multipath transfer. Based on a well-designed delay
probing correlation between any two paths are identified.
Multiple paths for CMT is selected based on Groupingbased Multipath Selection (GMS) mechanism avoiding
shared bottlenecks between topologically joint paths.
Lukasz Budzi et al., [18] has proposed a handover
CMT scheme, namely mSCTP and SCTP failovers.
CMT for SCTP implements a new sender based
architecture, where each path must have a separate buffer
to avoid bottleneck sharing the multiple paths. dwelling
time, available bandwidth ratio and round-trip time,
receiver buffer (rbuf) size parameters are taken into
account for CMT multipath handover. mSCTP delas
with handover procedures whereas SCTP failovers deals
with congestion control and retransmission.

II. RELATED STUDIES
Several ideas and mechanisms for SCTP CMT are
reviewed. M. Fiore et al., [13] have proposed a W-PRSCTP to exploit all the bandwidth available on multiple
interfaces. A bandwidth estimation process and a
sender-based scheduler try to predict the delivery time of
each chunk of data. The single-buffer architecture is
replaced by a multibuffer structure providing each
interface to have its own buffer. The multibuffer
structure guarantees path independence but SACK
handling at the source has to be modified.

Chung-Ming Huang et al., [19] have proposed a
Partially Reliable-Concurrent Multipath transfer (PRCMT) for multihomed networks. In the multi-homed
network devices are associated with multiple interfaces.
Concurrent multipath transfer is utilized to transmit data
over all available paths for better network resource
utilization and leaves no paths idle.

Anand J. et al., [14] have proposed a new transport
protocol, the Concurrent Multi-Path Real-time
Transmission Control Protocol (cmpRTCP) to handle
real-time streams (like video and audio) over IPnetworks. cmpRTCP has been designed with a
congestion controller and a real-time scheduler to
provide best effort service. This ensures that every
packet reaches the destination with no retransmission.
The foucs is to provide multi-path congestion control
with improved QoS and reliability.

In real-time applications like VoIP, NetMeeting and
multimedia streaming applications data or packet is
accepted after the expiry of their lifetime since it would
become useless [17]. The partially reliable transmission
is realized by the “timed reliable service”. Data in PRCMT are associated with lifetime. When the lifetime of
the data is expired, PR-CMT would not transmit and
retransmit the expired data. The approach mainly deals
with improvement in transmission efficiency and less
bandwidth consumption.

Janardhan R. Iyengar et al., [15] have proposed an
algorithm to avoid the side effects of reordering
introduced by CMT.
To avoid unnecessary fast
retransmission, this algorithm uses Virtual queue for
each destination. Retransmission takes place from this
virtual queue. Overly conservative congestion window
growth at the sender and increased ack traffic is also
reduced in this algorithm under the assumption of

Dongmei et al., have proposed a bandwidth
management technique for Multiprotocol Label Switched
networks. This technique allocates and shares the
bandwidth among many Label switched backup paths.
Link usage information is distributed to all the nodes to
estimate the amount of bandwidth to be shared. These
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backup paths are used to protect
p
against link or node
failure and bandwidth
b
shharing among these paths
increases netw
work resource utilization
u
[20].

mechaniism of slow--start and conngestion avoidance
phases. The bandwiddth estimation modifies onlly the
a its
sender side SCTP stackk. Congestion window size and
o the
thresholdd value are iniitialized. Banddwidth usage on
path is computed
c
by uusing received Acknowledgm
ments.
From thee received ACK
K the amount of
o data that hass been
deliveredd and roundd trip time is
i calculated. The
differencce in Round-triip time (RTT) of previous acck and
currect Ack
A is calculated. Difference in RTT calledd ∆t or
50ms whichever
w
is laarger can be used
u
in Eq. 1. The
bandwid
dth estimation on each path
h is estimated as in
Eq.1.

J.F.Banu et
e al., [21] has proposed an network
n
model
to enhance thee Quality of Service
S
and to perform load
balancing in MPLS
M
networkk for voice app
plications. The
trigger handlerr is proposed to
o check the baalanced load in
the system. If the nettwork conditiion becomes
he adaptive packet schedulerr classifies the
unbalanced, th
flows and routted to the best shortest multip
ple paths with
the given QoS constraint. The VoIP traaffic is routed
along the mosst adequate patth that has enoough resource
to meet a givenn target QoS.
III. PROPOS
SED METHOD
DOLOGY
The propposed techniqque deals witth concurrent
transmission VoIP
V
packets on
o multiple avvailable paths.
Each VoIP pacckets are transm
mitted on diffeerent available
paths to utillize all the available patth bandwidth
efficiently byy creating mu
ultiple active transmission
queues stream.

Sam
mple probe pacckets are sent in slow start phase
and conggestion window
w is noted. Esttimated bandwiidth is
used to set congestionn window and slow start threeshold
after the occurrence off congestion or after three dupplicate
acknowlledgments or a timeout. The sample amounnt data
deliveredd is filtered ussing low pass filter.
f
The algoorithm
for band
dwidth estimatioon is given in Fig.
F 2.

Multipath
h routing hass a potential to aggregate
bandwidth on
n various pathhs, allowing a network to
support data transfer
t
rates higher
h
than wh
hat is possible
with anyone path
p
is shown in
i Fig. 1. The multiple
m
paths
are selected using
u
Groupingg-based Multippath Selection
[10] and band
dwidth is estim
mated using thhe Westwood
bandwidth estiimation approaach [13]. Multiiple paths in a
real network can
c be overlappped, edge-disjo
ointed or nodedisjointed witth each other and can shaare bottleneck
bandwidth. Thherefore correelations betweeen paths are
computed to seelect best multiiple paths.

Figuure 1. Multiple paths to Receiiver

A.
A Westwood
d Based Bandw
width Estimatioon
Westwoodd bandwidth estimation [13] is capable off
estimating all the
t bandwidth available on multiple
m
end to
end path innterfaces throough a stand
dard probing

Figure 2. Algorithm forr Westwood baandwidth estim
mation
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transmitted. The basic element in a CMT SCTP packet is
the chunk. There are two types of chunks: the data chunk
and the control chunk. Control chunk includes different
signals
for
association
initiation,
initiation
acknowledgement (ACK) and shutdown, congestion
control etc.,

B. Group Based Multipath Routing
In Grouping-based Multipath [10] Selection more
than one path can be selected to transmit data
simultaneously by identifying the correlations between
multiple paths. The multiple paths on the network can
overlap or can share the same bottleneck through end-toend path. It is difficult to find disjoint paths in a real
network. Concurrent Multipath Transfer (CMT) uses
multiple paths to transfer data simultaneously. The
number of paths required can be selected by minimizing
the correlation of selected path using Group based
multipath selection procedure. The first step involves
probing. Consecutive N probe packets are transmitted to
different destinations. A sequence of matched packets
and spacing is calculated. The spacing of packet-pair on
the same path bottleneck is larger than the spacing
between packets on different paths.
Second step involves grouping of the paths. In [10]
grouping is done based on the shared bottleneck. In this
proposed technique the grouping process takes input as a
set of target Bandwidth. The multipath grouping
procedure involves estimating bandwidth on each path
from the above grouping of paths using Westwood
approach.

Figure 3. Multihoming node in ns2 simulation

CMT SCTP is simulated using Ns 2 simulator. But
the current Ns 2 simulator does not support multiple
interfaces for a single node. Therefore the node is
logically multihomed [22]. Each multihomed node
shown in Fig. 3 is actually made up of more than one
node called core node and interface nodes. An SCTP
agent simultaneously resides on all these nodes and
actual traffic only goes to/ from the interface nodes.
Whenever the SCTP agent needs to send data to a
destination and does not know which outgoing interface
to use, the agent firsts consults with the core node for a
route lookup. Then, the SCTP agent performs the send
from the appropriate interface node. Incoming data is
received at one of the interface nodes directly and passed
up to the SCTP agent. The SCTP agent supports the
features like Normal Establishment of an Association ,
Transmission of DATA Chunks ,Acknowledgment on
Reception of DATA Chunks , Management
Retransmission Timer , Multihomed SCTP Endpoints ,
Stream Identifier and Stream Sequence Number ,
Ordered and Unordered Delivery , Report Gaps in
Received DATA TSNs , SCTP Slow-Start and
Congestion Avoidance , Endpoint Failure Detection and
Path Failure Detection . The sample Ns2 scripts
describing CMT SCTP multihoming simulation is shown
in Fig. 4.

Paths are grouped according to its representative
bandwidth Bxy which has an identical source or
destination address. A new bandwidth is only compared
to its representative bandwidth of the group to determine
whether it should join the group or not. However, if there
is no representative bandwidth in the group, the new
bandwidth is not joined to that group. Finally, if the new
bandwidth cannot be joined to any existing group, a new
group can be created with the bandwidth as
representative bandwidth.
Selection process: the path with the highest
bandwidth is selected from each group. If the number of
required path by the application is less the selected path
then the path with maximum bandwidth and minimum
delay are selected within the selected paths.
C. Concurrent Multipath transfer
Using SCTP multihoming VoIP packets are
transmitted simultaneously on multiple paths.
Multihoming allows an association between two end
points with multiple IP addresses (multiple interfaces)
for each end point.
The concurrent SCTP multipath transfer involves
association setup, data transfer and association
shutdown. In an association multiple streams can be
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Experimental Results - By varying the time from 10
sec to 60 sec at regular intervals received throuput is
measured for proposed CMTSCTP and single path
transmission is shown in Fig. 5. Similarly packet
number and its delay time are counted for both
CMTSCTP and single path transmission is shown in
Fig.6. from the simulation results it is showed the
poposed system increase throughput and decreases the
delay.

Figure 5. Time Vs Throughput

Figure 4. sample simulation of multihoming SCTP in

Ns2
IV. RESULTS AND DISCUSSIONS
Figure 6. Packet Number Vs Delay

Simulation setup: The proposed technique is
simulated with the network simulator (ns-2). The
topology consists of one multihomed sender and
multihomed destination node. These nodes connected to
10 multihomed nodes. Different link bandwidth and
delay are assigned between all the paths. VoIP traffic
with random exponential loss rate of 0.05 is transmitted.
QoS metrics like received bandwidth, throughput and
delay are taken for evaluation. The proposed technique
is compared with single path dispersion strategy.

V. CONCLUSION
In this paper, Efficient Bandwidth Estimation
Management for VoIP Concurrent Multipath Transfer is
proposed. Westwood approach is used for bandwidth
estimation on each group of multiple paths. Groupingbased Multipath Selection is used to select the best
multiple paths by minimizing path correlation between
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end to end paths. The bandwidth estimation and CMT
techniques is simulated using Ns2 simulator. It is
observed that the proposed system increases the,
bandwidth utilization and throughput. By various
simulation results, it is shown that the proposed
technique attains maximum resource utilization, load
balancing, and provides fault tolerance network.
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