Abstract: This paper is devoted to the study of a certain type of martingale problems associated to general operators corresponding to processes which have finite lifetime. We analyse several properties and in particular the weak convergence of sequences of solutions for an appropriate Skorokhod topology setting. We point out the Feller-type features of the associated solutions to this type of martingale problem. Then localisation theorems for well-posed martingale problems or for corresponding generators are proved.
Introduction
The theory of Lévy-type processes stays an active domain of research during the last two decades. Heuristically, a Lévy-type process X with symbol q : R d × R d → C is a Markov process which behaves locally like a Lévy process with characteristic exponent q(a, ·), in a neighbourhood of each point a ∈ R d . One associates to a Lévy-type process the pseudo-differential operator L given by, for f ∈ C ∞ c (R d Does a sequence X (n) of Lévy-type processes, having symbols q n , converges toward some process, when the sequence of symbols q n converges to a symbol q? What about a sequence X (n) , corresponding to operators L n , when the sequence of operators converges to an operator L? What could be the appropriate setting when one wants to approximate a Lévy-type processes by a family of discrete Markov chains? This is the kind of question which naturally appears when we study the Lévy-type processes.
It was a very useful observation that a unified manner to tackle a lot of questions about large classes of processes is the martingale problem approach (see, for instance, Stroock [Str75] for Lévy-type processes, Stroock and Varadhan [SV06] for diffusion processes, Kurtz [Kur11] for Lévy-driven stochastic differential equations...). Often, convergence results are obtained under technical restrictions: for instance, when the closure of L is the generator of a Feller process (see Kallenberg [Kal02] Thm. 19.25, p. 385, Thm. 19.28, p. 387 or Böttcher, Schilling and Wang [BSW13] , Theorem 7.6 p. 172). In a number of situations the cited condition is not satisfied.
In the present paper we describe a general method which should be the main tool to tackle these difficulties and, even, should relax some of these technical restrictions. We analyse sequences of martingale problems associated to large class of operators acting on continuous functions and we look to Feller-type features of the associated of solutions.
In order to be more precise, let us point out that the local Skorokhod topology on a locally compact Hausdorff space S constitutes a good setting when one needs to consider explosions in finite time (see [GH17b] ). Heuristically, we modify the global Skorokhod topology, on the space of cadlag paths, by localising with respect to space variable, in order to include the eventual explosions. The definition of a martingale local problem follows in a natural way: we need to stop the martingale when it exits from compact sets. Similarly, a stochastic process is locally Feller if, for any compact set of S, it coincides with a Feller process before it exits from the compact set. Let us note that an useful tool allowing to make the connection between local and global objects (Skorokhod topology, martingale, infinitesimal generator or Feller processes) is the time change transformation. Likewise, one has stability of all these local notions under the time change.
We study the existence and the uniqueness of solutions for martingale local problems and we illustrate their locally Feller-type features (see Theorem 4.5). Then we deduce a description of the generator of a locally Feller family of probabilities by using a martingale (see Theorem 4.10 below). Furthermore we characterise the convergence of a sequence of locally Feller processes in terms of convergence of operators, provided that the sequence of martingale local problems are well-posed (see Theorem 4.13 below) and without supposing that the closure of the limit operator is an infinitesimal generator. We also consider the localisation question (as described in Ethier and Kurtz [EK86] , §4.6, pp. 216-221) and we give answers in terms of martingale local problem or in terms of generator (Theorems 4.16 and 4.18). We stress that a Feller process is locally Feller, hence our results, in particular the convergence theorems apply to Feller processes. In Theorem 4.8 we give a characterisation of Feller property in terms of locally Feller property plus an additional condition.
Our results should be useful in several situations, for instance, to analyse the convergence of a Markov chain toward a Lévy-type process under general conditions (improving the results, for instance, Thm 11.2.3 from Stroock and Varadhan [SV06] p. 272, Thm. 19.28 from Kallenberg [Kal02] , p. 387 or from Bötcher and Schnurr [BS11] ). We develop some of these applications (as the Euler scheme of approximation for Lévy-type process or the convergence of Sinai's random walk toward the Brox diffusion) in a separate work [GH17a] . The method which we develop should apply for other situations. In a work in progress, we try to apply a similar method for some singular stochastic differential equations driven by α-stable processes other than Brownian motion.
The present paper is organised as follows: in the next section we recall some notations and results obtained in our previous paper [GH17b] on the local Skorokhod topology on spaces of cadlag functions, tightness and time change transformation. Section 3 is devoted to the study of the martingale local problem : properties, tightness and convergence, but also the existence of solutions. The most important results are presented in Section 4. In §4.1 and §4.2 we give the definitions and point out characterisations of a locally Feller family and its connection with a Feller family, essentially in terms of martingale local problems. We also provide two corrections of a result by van Casteren [vC92] . In §4.3 we give a generator description of a locally Feller family and we characterise the convergence of a sequence of locally Feller families. §4.4 contains the localisation procedure for martingale problems and generators. We collect in the Appendix the most part of technical proofs.
Preliminary notations and results
We recall here some notations and results concerning the local Skorokhod topology, the tightness criterion and a time change transformation which will be useful to state and prove our main results. Complete statements and proofs are described in a entirely dedicated paper [GH17b] .
Let S be a locally compact Hausdorff space with countable base. The space S could be endowed with a metric and so it is a Polish space. Take ∆ ∈ S, and we will denote by S ∆ ⊃ S the one-point compactification of S, if S is not compact, or the topological sum S ⊔ {∆}, if S is compact (so ∆ is an isolated point). Denote C(S) := C(S, R), resp. C(S ∆ ) := C(S ∆ , R), the set of real continuous functions on S, resp. on S ∆ . If C 0 (S) denotes the set of functions f ∈ C(S) vanishing in ∆, we will identify
We endow the set C(S) with the topology of uniform convergence on compact sets and C 0 (S) with the topology of uniform convergence. The fact that a subset A is compactly embedded in an open subset U ⊂ S will be denoted A ⋐ U . If x ∈ (S ∆ ) R + we denote
Firstly, we introduce the set of cadlag paths with values in S ∆ , The global Skorokhod topology does not depend on the arbitrary metric d on S ∆ , but only on the topology on S. Secondly, we proceed with the definition of a set of exploding cadlag paths Once again, the local Skorokhod topology does not depend on the arbitrary metric d on S ∆ , but only on the topology on S. We will always denote by X the canonical process on D(S ∆ ) or on D loc (S), without danger of confusion. We endow each of D(S ∆ ) and D loc (S) with the Borel σ-algebra F := σ(X s , 0 ≤ s < ∞) and a filtration F t := σ(X s , 0 ≤ s ≤ t). We will always omit the argument X for the explosion time ξ(X) of the canonical process. It is clear that ξ is a stopping time. Furthermore, if U ⊂ S is an open subset,
is a stopping time.
In [GH17b] we state and prove the following version of the Aldous criterion of tightness: let (P n ) n be a sequence of probability measures on D loc (S). If for all t ≥ 0, ε > 0, and open subset U ⋐ S, we have:
then {P n } n is tight for the local Skorokhod topology. Here d is an arbitrary metric on S ∆ and the supremum is taken on all stopping times τ i . There are several ways to localise processes, for instance one can stop when they leave a large compact set. Nevertheless this method does not preserve the convergence and we need to adapt this procedure in order to recover continuity. Let us describe our time change transformation. Since (2.1), we can write
Let g ∈ C(S, R + ) be. For any x ∈ D loc (S) and t ∈ R + we denote
We define a time change transformation, which is F-measurable,
as follows:
exists and belongs to {g = 0}, X τ g t otherwise.
(2.4)
For any P ∈ P(D loc (S)), we also define g · P the pushforward of P by x → g · x. Let us stress that, τ g t is a stopping time (see Corollary 2.3 in [GH17b] ). The time of explosion of g · X is given by ξ(g · X) = ∞ if τ {g =0} < ξ or X ξ− exists and belongs to {g = 0},
It is not difficult to see, using the definition of the time change (2.4), that
In [GH17b] ) Proposition 3.8, a connection between D loc (S) and D(S ∆ ) was given. We recall here this result because it will employed several times.
Proposition 2.1 (Connection between D loc (S) and D(S ∆ )). Let S be an arbitrary locally compact Hausdorff space with countable base and consider
a → P a a weakly continuous mapping for the local Skorokhod topology. Then for any open subset U of S, there exists g ∈ C(S, R + ) such that {g = 0} = U , for all a ∈ S g · P a (0 < ξ < ∞ ⇒ X ξ− exists in U ) = 1, and the application
is weakly continuous for the global Skorokhod topology from D(S ∆ ).
3 Martingale local problem
Definition and first properties
To begin with we recall the optional sampling theorem. Its proof can be found in Theorem 2.13 and Remark 2.14. p. 61 from [EK86] .
Theorem 3.1 (Optional sampling theorem). Let Ω, (G t ) t∈R + , P be a filtered probability space and let M be a cadlag (G t ) t -martingale, then for all (G t+ ) t -stopping times τ and σ, with τ bounded,
In particular M is a (G t+ ) t -martingale.
a) The set M(L) of solutions of the martingale local problem associated to L is the set of P ∈ P (D loc (S)) such that for all (f, g) ∈ L and open subset U ⋐ S:
with respect to the filtration (F t ) t or, equivalent, to the filtration (F t+ ) t . Recall that τ U is given by (2.1). The martingale local problem should not be confused with the local martingale problem (see Remark 3.3 below for a connection).
b) We say that there is existence of a solution for the martingale local problem if for any a ∈ S there exists an element P in M(L) such that P(X 0 = a) = 1. c) We say that there is uniqueness of the solution for the martingale local problem if for any a ∈ S there is at most one element P in M(L) such that P(X 0 = a) = 1.
d) The martingale local problem is said well-posed if there is existence and uniqueness of the solution.
Remark 3.3. 1) By using dominated convergence, for all
, the martingale local problem and the classical martingale problem are equivalent.
2) It can be proved that, for all
Indeed, it suffices to use the family of stopping times ¶
to obtain the assertion.
3) We shall see that the uniqueness or, respectively, the existence of a solution for the martingale local problem when one starts from a fixed point implies the uniqueness or the existence of a solution for the martingale local problem when one starts with an arbitrary measure (see Proposition 3.12 below).
Let us point out some useful properties concerning the martingale local problem:
Proposition 3.4 (Martingale local problem properties). Let L be a subset of C 0 (S) × C(S).
(Time change)
Take h ∈ C(S, R + ) and denote 
Then M(L) is a convex compact set for the local Skorokhod topology.
More precisely this means that for any (F t+ ) t -stopping times τ, τ 1 , τ 2 . . .
with the convention X ∞ := ∆.
In particular for any t ≥ 0, P(X t− = X t ) = 1,
and for any open subset U ⊂ S, P(τ U < ∞ ⇒ X τ U ∈ U ) = 1.
The following result tell that the mapping L → M(L) is somehow upper semicontinuous.
(3.5)
Then:
1. (Continuity) Let P n , P ∈ P (D loc (S)) be such that P n ∈ M(L n ) and suppose that {P n } n converges weakly to P for the local Skorokhod topology. Then P ∈ M(L).
, then for any sequence P n ∈ M(L n ), {P n } n is tight for the local Skorokhod topology.
The proofs of the two latter propositions are interlaced and will be developed in the appendix (see §A.1). During these proofs we use the following result concerning the property of uniform continuity along stopping times of the martingale local problem. Its proof is likewise postponed to the Appendix.
is dense in C 0 (S) and assume the convergence of the operators in the sense given by (3.5). Consider K a compact subset of S and U an open subset of S 2 containing {(a, a)} a∈S . For an arbitrary (F t+ ) t -stopping time τ 1 we denote the (F t+ ) t -stopping time
Then for each ε > 0 there exist n 0 ∈ N and δ > 0 such that: for any n ≥ n 0 , (F t+ ) tstopping times τ 1 ≤ τ 2 and P ∈ M(L n ) satisfying E[(τ 2 − τ 1 )1 {Xτ 1 ∈K} ] ≤ δ, we have
Existence and conditioning
Before giving the result of existence of a solution for the martingale local problem, let us recall that X τ t = X τ ∧t for τ a stopping time, and the classical positive maximal principle (see [EK86] , p.165):
Remark 3.8. 1) A linear subspace L ⊂ C 0 (S) × C(S) satisfying the positive maximum principle is univariate. Indeed for any (f, g 1 ), (f, g 2 ) ∈ L, applying the positive maximum principle to (0, g 2 − g 1 ) and (0, g 1 − g 2 ) we deduce that g 1 = g 2 . 2) Suppose furthermore that D(L) is dense in C 0 (S), then as a consequence of the second part of Proposition 3.4 and of Theorem 3.9 below, the closure L in C 0 (S) × C(S) satisfy the positive maximum principle, too. ♦
The existence of a solution for the martingale local problem result will be a consequence of Theorem 5.4 p. 199 from [EK86] .
Theorem 3.9 (Existence). Let L be a linear subspace of C 0 (S) × C(S).
1. If there is existence of a solution for the martingale local problem associated to L, then L satisfies the positive maximum principle.
2. Conversely, if L satisfies the positive maximum principle and D(L) is dense in C 0 (S), then there is existence of a solution for the martingale local problem associated to L.
Proof. Suppose that there is existence of a solution for the martingale local problem, let (f, g) ∈ L and a 0 ∈ S be such that f (a 0 ) = sup a∈S f (a) ≥ 0. If we take P ∈ M(L) such that P(X 0 = a 0 ) = 1, then, by the fourth part of Remark 3.3
so L satisfies the positive maximum principle. Let us prove the second part of Theorem 3.9. Consider L 0 a countable dense subset of L and
We apply Theorem 5.4 p. 199 of [EK86] to the univariate operator hL 0 : for all a ∈ S, there exists
Hence P ∈ M(hL 0 ). To conclude we use the two first parts of Proposition 3.4:
and the existence of a solution for the martingale local problem is proved.
Remark 3.10. Since F is the Borel σ-algebra on the Polish space D loc (S), we can use Theorem 6.3, in [Kal02] , p. 107. So, for any P ∈ P (D loc (S)) and (F t+ ) t -stopping time τ , the regular conditional distribution Q X P-a.s.
such that for any A ∈ F, Q X (A) is F τ + -measurable and
, and a (F t+ ) tstopping time τ . As in Remark 3.10 we denote Q X P-a.s.
Here and elsewhere we will denote by E Qx the expectation with respect to Q x . Since
we have
Let L be a countable dense subset of L, C be a countable dense subset of C(S ∆ ) and U n ⋐ S be an increasing sequence of open subsets such that
. . , ϕ k ∈ C, and for n large enough
1. If there is uniqueness of the solution for the martingale local problem then for any
If there is existence of a solution for the martingale local problem and D(L) is dense in
Proof. Suppose that we have uniqueness of the solution for the martingale local problem. Let µ be in P(S ∆ ) and
Then, by Proposition 3.11, Q a , R a ∈ M(L) for µ-almost all a, so, by uniqueness of the solution for the martingale local problem, Q a = R a for µ-almost all a. We finally obtain
Suppose that we have existence of a solution for the martingale local problem and that D(L) is dense in C 0 (S). Thanks to 3 from Proposition 3.4 M(L) is convex and compact. Hence the set
is convex and compact. Since there is existence of a solution for the martingale local problem we have ¶
Locally Feller families of probabilities
In this section we will study a local counterpart of Feller families in connection with Feller semi-groups and martingale local problems. The basic notions and facts on Feller semi-groups can be founded in Chapter 19 pp. 367-389 from [Kal02] .
Feller families of probabilities
Let (G t ) t≥0 be a filtration containing (F t ) t≥0 . Recall that a family of probability mea-
is measurable, for any a ∈ S, P a (X 0 = a) = 1, and for any B ∈ F, a ∈ S and t 0 ∈ R +
where P ∆ is the unique element of P(D loc (S)) such that P ∆ (ξ = 0) = 1. If the latter property is also satisfied by replacing t 0 with any (G t ) t -stopping time, the family of probability measures is (G t ) t -strong Markov. If G t = F t we just say that the family is (strong) Markov. If ν is a measure on S ∆ we set P ν := P a ν(da). Then the distribution of X 0 under P ν is ν, and P ν satisfies the (strong) Markov property.
Definition 4.1 (Feller family). A Markov family (P a ) a ∈ P(D loc (S)) S is said to be Feller if for all f ∈ C 0 (S) and t ∈ R + the function
is in C 0 (S). In this case it is no difficult to see that (T t ) t is a Feller semi-group on C 0 (S) (see p. 369 in [Kal02] ) called the semi-group of (P a ) a . Its generator L is is the set of
and we call it the C 0 × C 0 -generator of (P a ) a .
In [vC92] Theorem 2.5, p. 283, one states a connection between Feller families and martingale problems. Unfortunately the proof given in the cited paper is correct only on a compact space S. The fact that a Feller family of probabilities is the unique solution of an appropriate martingale problem is stated in the proposition below. We will prove the converse of this result in Theorem 4.7.
To give this statement we need to introduce some notations. For
We recall that we identified C 0 (S) by the set of functions f ∈ C(S) such that f (∆) = 0.
Without loss of the generality, to study the martingale problem associated to L ∆ it suffices to study the set of solution with S ∆ -conservative paths:
there is a unique Feller family (P a ) a with semi-group (T t ) t . Moreover the martingale problem associate to L ∆ is well-posed and
Moreover if D(L) is dense in C 0 (S), thanks to 4 from Proposition 3.4
So if D(L) is dense in C 0 (S) there is existence of a solution for the martingale problem associated to L if and only if there is existence of a solution to the martingale problem associated to L ∆ . Moreover the uniqueness of the solution for the martingale problem associated to L ∆ imply uniqueness of the solution for the martingale problem associated to L.
For the sake of completeness we give:
Proof of Proposition 4.2. The existence of a solution for the martingale problem is a consequence of Theorem 3.9. Thanks to Proposition 3.11, to prove our result we need to prove that
Moreover for each i ∈ {0, . . . N }, using martingales properties for the first part and semi-groups properties (see for instance Theorem 19.6, p. 372 in [Kal02] ) for the second
By dominated convergence we can conclude.
Before introducing the definition of a locally Feller family, let us state a result on an application of a time change to a Feller family:
Proof. Thanks to the first part of Proposition 3.4 and to the Proposition 4.2, the result is only a reformulation of Theorem 2, p. 275 in [Lum73] . For the sake of completeness we give the statement of this result in our context: if L ⊂ C 0 (S) × C 0 (S) is the generator of a Feller semi-group, then for any g ∈ C b (S, R * + ), gL is the generator of a Feller semigroup.
Local Feller families and connection with martingale problems
We are ready to introduce the notion of locally Feller family of probabilities. This is given in the following theorem which proof is technical and it is postponed to the Appendix §A.2
Theorem 4.5 (Definition of a locally Feller family). If (P a ) a ∈ P(D loc (S)) S , the following four assertions are equivalent:
1. (continuity) the family (P a ) a is Markov and a → P a is continuous for the local Skorokhod topology;
2. (time change) there exists g ∈ C(S, R * + ) such that (g · P a ) a is a Feller family;
We will call a such family a locally Feller family. Moreover a locally Feller family (P a ) a is (F t+ ) t -strong Markov and for all µ ∈ P(S ∆ ), P µ is quasi-continuous. ii) If g ∈ C(S, R * + ) and (P a ) a ∈ P(D loc (S)) S is locally Feller, then (g · P a ) a is locally Feller. This result is to be compared with the result of Proposition 4.4.
iii) If S is a compact space, a family is locally Feller if and only if it is Feller. This sentence is an easy consequence of the third part of the latter theorem and of Proposition 4.4.
iv) As consequence of the first assertion in Theorem 4.5, if (P a ) a ∈ P(D loc (S)) S is locally Feller then the family
is locally Feller in the space U . Indeed, it is straightforward to verify that, for any open subset U ⊂ S, the following mapping is continuous,
♦
Since a locally Feller family on S ∆ is also Feller we can deduce from Theorem 4.5 a characterisation of Feller families in terms of martingale problem. The following theorem is the converse of Proposition 4.2 and provide a first correction of the result Theorem 2.5, p. 283 in [vC92] .
Theorem 4.7 (Feller families -first characterisation). Let (P a ) a ∈ P(D loc (S)) S be, the following assertions are equivalent:
2. the family (P a ) a is Markov, P a ∈ P(D(S ∆ )) for any a ∈ S, and S ∆ ∋ a → P a is continuous for the global Skorokhod topology;
We recall that P ∆ is defined by P ∆ (∀t ≥ 0, X t = ∆) = 1.
Proof. Thanks to the fourth point of Proposition 3.4 a Feller family in P(D loc (S)) continues to be Feller also in P(D(S ∆ )), so a family (P a ) a ∈ P(D loc (S)) S is Feller if and only if the family (P a ) a ∈ P(D(S ∆ )) S ∆ is Feller. Since S ∆ is compact, using the third point of Remark 4.6, this is also equivalent to say that (P a ) a∈S ∆ is locally Feller in S ∆ . Hence the theorem is a consequence of Theorem 4.5 applied on the space S ∆ and to Proposition 4.2.
The following theorem provides a new relationship between the local Feller property and the Feller property. With the help of Theorem 4.5 we obtain another correction of the Theorem 2.5 p. 283 from [vC92] by adding the missing condition (4.3).
Theorem 4.8 (Feller families -second characterisation). Let (P a ) a ∈ P(D loc (S)) S be, the following assertions are equivalent:
2. (P a ) a is locally Feller and
3. (P a ) a is locally Feller and
Proof. 1⇒2. Take a compact K ⊂ S and t ≥ 0. There exists f ∈ C 0 (S) such that f ≥ 1 K . Since the family is Feller,
2⇒3.
Take an open subset U ⋐ S such that K ⊂ U and define
By the third sentence of Theorem 4.5, we can applying Lemma 3.6 to K := K, U := U 2 ∪ (S\K) 2 , τ 1 := 0 and τ 2 := t N , we get the existence of N ∈ N such that
By Theorem 4.5, P a is quasi-continuous for any a ∈ S, so P a (X τ S\K ∈ K ∪ {∆}) = 1. Denoting ⌈r⌉ the smallest integer larger or equal than the real number r, we have
3⇒1. Consider f ∈ C 0 (S) and let t ≥ 0 and ε > 0 be. There exists a compact subset K ⊂ S such that f K c ≤ ε, and an open subset U ⋐ S such that K ⊂ U and
With the aim of the second assertion of Theorem 4.5 and Proposition 4.4, there exists g ∈ C(S, (0, 1]) such that g(a) = 1, for a ∈ U , and (g · P a ) a is Feller. Then for any a ∈ S
By Theorem 4.5, P a is quasi-continuous, so P a (X τ U ∈ U ) = 1, we have
and
Generator description and convergence
In this subsection we analyse the generator of a locally Feller family:
Definition 4.9. Let (P a ) a ∈ P(D loc (S)) S be a locally Feller family. The C 0 × Cgenerator L of (P a ) a ∈ P(D loc (S)) S is the set of functions (f, g) ∈ C 0 (S) × C(S) such that for any a ∈ S and any open subset
Theorem 4.10 (Generator's description). Let (P a ) a ∈ P(D loc (S)) S be a locally Feller family and
L satisfies the positive maximum principle and does not have a strict linear extension satisfying the positive maximum principle. Moreover for any (f, g) ∈ C 0 (S) × C(S) we have equivalence between:
2. for all a ∈ S, there exists an open set U ⊂ S containing a such that
3. for all open subset U ⋐ S and a ∈ U
Proof. Thanks to the third assertion of Theorem 4.5 and Proposition 3.12, we have M(L) = {P ν } ν∈P(S ∆ ) and D(L) is dense. By the point 2 of Proposition 3.4, L is a closed sub-vector space. The fourth part of Remark 3.3 allows us to conclude that: L is univariate, L satisfies the positive maximum principle, and that 1⇒3. It is strightforward that 3⇒2. Thanks to Theorem 3.9, L does not have strict linear extension satisfying the positive maximum principle. Finally the set of (f, g) satisfying the statement 2 is a linear extension of L satisfying the positive maximum principle, so by the previous assertion 2⇒1.
Remark 4.11. One can ask, as in Remark 4.6, how can we obtain the generator of a locally Feller family? A similar statement of first one in the cited remark is Proposition 4.12 below. The second one is straightforward: if g ∈ C(S, R * + ) and if L is the C 0 × Cgenerator of (P a ) a , then gL is the C 0 × C-generator of (g · P a ) a , as we can see by using 1 from Proposition 3.4. ♦ Proposition 4.12. Let (P a ) a ∈ P(D loc (S)) S be a Feller family, L 0 its C 0 ×C 0 -generator and L its C 0 × C-generator. Then taking the closure in
is an extension of L 0 satisfying the positive maximum principle, so by a maximality result (a consequence of Hille-Yoshida's, see for instance Lemma 19.12, p. 377
Let h ∈ C(S, R * + ) be a bounded function such that hg ∈ C 0 (S). Thanks to Proposition 4.4 the C 0 × C 0 -generator of (h · P a ) a is hL 0 C 0 (S)×C 0 (S) .
Moreover the C 0 × C-generator of (h · P a ) a is hL. Hence applying the first step to the family (h · P a ) a we deduce that
Theorem 4.13 (Convergence of locally Feller family).
For n ∈ N ∪ {∞}, let (P n a ) a ∈ P(D loc (S)) S be a locally Feller family and let L n be a subset of C 0 (S) × C(S). Suppose that for any n ∈ N, L n is the generator of (P n a ) a , suppose also that
. Then we have equivalence between:
is weakly continuous for the local Skorokhod topology;
2. for any a n , a ∈ S such that a n → a, P n an converges weakly for the local Skorokhod topology to P ∞ a , as n → ∞;
Remark 4.14. 1) We may deduce a similar theorem for Feller process.
2) An improvement with respect to the classical result of convergence Theorem 19.25, p. 385, in [Kal02] , is that one does not need to know that L ∞ is the generator of the family, but only the fact that the martingale local problem is well-posed. Let us point out that there are situations were the generator is not known. ♦ Proof of Theorem 4.13. It is straightforward that 1⇒2. The implication 3⇒1 is a consequence of Proposition 3.5. We prove that 2⇒3. We can suppose that L ∞ is the generator of (P ∞ a ) a . It is straightforward to obtain that
is weakly continuous for the local Skorokhod topology. Thanks to Proposition 2.1, on the connection between D loc (S) and D(S ∆ ), there exists h ∈ C(S, R * + ) such that, for any n ∈ N ∪ {∞} and a ∈ S,
and the mapping
is weakly continuous for the global Skorokhod topology. Thanks to Theorem 4.7, (P n a ) a is a Feller family, for all n ∈ N∪{∞}. From Remark 4.11 and Proposition 4.12 we deduce that: hL n ∩ C 0 (S) × C 0 (S) is the C 0 × C 0 -generator of (P n a ) a for n ∈ N, hL ∞ ∩ C 0 (S) 2 is the C 0 × C 0 -generator of (P ∞ a ) a and
Take arbitrary elements a, a 1 , a 2 . . . ∈ S ∆ and t, t 1 , t 2 . . . ∈ R + such that a n → a and t n → t, then h · P n an converges weakly for the global Skorokhod topology to h · P ∞ a . By Theorem 4.5, h · P ∞ a is quasi-continuous, so h · P ∞ a (X t− = X t ) = 1. Hence, for any
. From here we can deduce that, for any t ≥ 0
Here and elsewhere we denote by E n a the expectation with respect to the probability measure P n a . Hence by Trotter-Kato's theorem (cf. Theorem 19.25, p. 385, [Kal02] ), for any (f, g) ∈ hL ∞ ∩ C 0 (S) × C 0 (S) there exist (f n , g n ) ∈ hL n ∩ C 0 (S) × C 0 (S) such that (f n , g n ) −→ n→∞ (f, g), so it is straightforward to deduce statement 3.
Localisation for martingale problems and generators
We are interested to the localisation procedure. More precisely, assume that U is a recovering of S by open sets and, for each U ∈ U , let (P U a ) a be a locally Feller family, such that for all U 1 , U 2 ∈ U and a ∈ S
We wonder if there exists a locally Feller family (P a ) a such that for all U ∈ U and a ∈ S
An attempt to give a answer to this question needs to reformulate it in terms of generators of locally Feller families. This reformulation is suggested by the following:
and take an open subset U ⊂ S. Suppose that -the martingale local problem associated to L 1 is well-posed, and,
-for all a ∈ U there exists P 2 ∈ M(L 2 ) with P 2 (X 0 = a) = 1.
We postpone the proof of this proposition and we state two main results of localisation. 
(4.5)
Then the martingale local problem associated to L is well-posed.
Proof. Thanks to Theorem 3.9, to prove the existence of a solution for the martingale local problem it suffices to prove that L satisfies the positive maximum principle. Let (f, g) ∈ L and a ∈ S be such that f (a) = max f ≥ 0. Then there exist a neighbourhood V of a and a subset L of C 0 (S) × C(S) such that the martingale local problem associated to L is well-posed and (4.5). In particular, by Theorem 3.9, L satisfies the positive maximum principle and so g(a) = Lf (a) ≤ 0.
To prove the uniqueness of the solution for the martingale local problem, we take
and an arbitrary open subset V ⋐ S. By hypothesis and using the relative compactness of V , there exist N ∈ N, open subsets U 1 , . . . , U N ⊂ S and subsets L 1 , . . . , L N ⊂ C 0 (S) × C(S) such that V ⋐ n U n , such that for all 1 ≤ n ≤ N the martingale local problem associated to L n is well-posed and such that ¶
At this level of the proof we need a technical but important result: 
and such that: for any h ∈ C(S, R + ) with {h = 0} = U and sup a∈U (h/h 0 )(a) < ∞, the martingale problem associated to (hL 0 ) ∆ is well-posed in D(S ∆ ). Recall that (hL 0 ) ∆ is defined by (4.1) and that the associated martingale problem is defined by (4.2).
We postpone the proof of lemma to the Appendix (see §A.3) and we proceed with the proof of our theorem.
Applying Lemma 4.17, there exist a subset D of C 0 (S) and a function h of C(S, R + ) with {h = 0} = V such that for all 1 ≤ n ≤ N : L n = L n |D , hL n |D ⊂ C 0 (S) × C 0 (S) and the martingale problem associated to
and U N +1 := S ∆ \V . We may now apply Theorem 6.2 and also Theorem 6.1 pp. 216-217, in [EK86] to hL |D and (U n ) 1≤n≤N +1 and we deduce that the martingale problem associated to (hL |D ) ∆ is well-posed. Hence h · P 1 = h · P 2 so
We obtain the result by letting V to grow toward S. This ends the proof of the theorem except to the proof of Lemma 4.17 postponed to §A.3. 
Then L is the generator of a locally Feller family.
Proof. Thanks to Theorem 4.16 the martingale local problem associated to L is wellposed, let (P ∞ a ) a the locally Feller family associate to L. Let L ∞ be the generator of (P ∞ a ) a . Let U n ⋐ S be an increasing sequence of open subsets such that S = n U n and let L n ⊂ C 0 (S) × C(S) be such that for all n ∈ N, L n is the generator of a locally Feller family (P n a ) a and Then by using Proposition 4.15, for all n ∈ N and a ∈ S
At this level we use a result of localisation of the continuity stated and proved in §A.2, Lemma A.2. Therefore, by (4.7) the mapping
is weakly continuous for the local Skorokhod topology. Hence by Theorem 4.13, for any Proof of Proposition 4.15. Suppose (4.4). For each a ∈ U , take an open subset V ⊂ U , P 1 ∈ M(L 1 ) and P 2 ∈ M(L 2 ) such that a ∈ V ⋐ S and P 1 (X 0 = a) = P 2 (X 0 = a) = 1. By using the fourth part of Remark 3.3 we have for each
For the converse, by Lemma 4.17 there exists h ∈ C(S, R + ) with {h = 0} = U such that the martingale local problem associated to hL 1 = hL 2 is well-posed. Take P 2 ∈ M(L 2 ) and let
A Appendix: proof of technical results
A.1 Proofs of Propositions 3.4 and 3.5
Remind that the proofs of Propositions 3.4 and 3.5 are interlaced and will be performed in several ordered steps.
Proof of Lemma 3.6. Take a metric d on S and a 0 ∈ K, then there exists
Let η > 0 be arbitrary. There exist (f, g) ∈ L and a sequence (f n , g n ) ∈ L n such that f − f ≤ η and the sequence (f n , g n ) n converges to (f, g) for the topology of C 0 (S) × C(S). Let τ 1 ≤ τ 2 be (F t+ ) t -stopping times and let n be in N, assume that P ∈ M(L n ). For ε < 3ε 0 we denote
Let an open subset V ⋐ S be such that V ⊃ B(a 0 , 4ε 0 ). If t ≥ 0 and ε < 3ε 0 we can write
Splitting on the events
Hence by (A.1) and (A.2),
Since the limit lim ε↑3ε 0 X σε exists and is in S ∆ \B(X τ 1 , 3ε 0 ) we have lim sup
Letting t → ∞ and V growing to S, P Ä t ∧ τ V < τ 1 < ξ ä tends to 0, hence
So letting n → ∞, E[(τ 2 − τ 1 )1 {Xτ 1 ∈K} ] → 0 and η → 0 we deduce that for each ε > 0 there exist n 0 ∈ N and δ > 0 such that: for any n ≥ n 0 , (F t+ ) t -stopping times
We conclude since a 0 was arbitrary chosen in K and by using a finite recovering of the compact K.
Proof of part 4 of Proposition 3.4.
Step 1: we prove the (F t+ ) t -quasi-continuity before the explosion time ξ. Let τ n , τ be (F t+ ) t -stopping times and denote τ n := inf m≥n τ m , τ := sup n∈N τ n and A := ® lim n→∞ X τn , if the limit exists, ∆, otherwise.
Let d be a metric on S ∆ and take ε > 0, t ≥ 0 and an open subset U ⋐ S. Since
by Lemma 3.6 applied to K := U and U = (a, b) ∈ S 2 d(a, b) < ε we get
Letting n → ∞ on the both sides of the latter inequality we obtain that
Then, successively if t → ∞, U growing to S and ε → 0 it follows that
We deduce
Step 2: we prove that P
Let K be a compact subset of S and take an open subset U ⋐ S containing K. For n ∈ N define the stopping times σ 0 := 0,
so {τ n < ξ} = {X τn ∈ K} P-almost surely. Thanks to Lemma 3.6 applied to K := K and
For ε > 0,
so letting ε → 0 we obtain
Step 3. Let τ n , τ be (F t+ )-stopping times. By the first step X τn −→ n→∞ X τ P-almost surely on
We will proceed in two steps: firstly we suppose that U ⋐ {h = 0}. Recalling the definition (2.3), if we denote τ t := τ h t ∧ τ U , then we have, for all t ∈ R + ,
Hence by (A.6)-(A.7) and optional sampling Theorem 3.1
Secondly, we suppose only that U ⋐ S. Let d be a metric on S and we introduce, for n ≥ 1 integer,
Then it is straightforward to obtain the pointwise convergences
Applying the first step to U n and letting n → ∞, by dominated convergence we obtain (A.5).
Proof of part 1 of Proposition 3.5. By using Proposition 2.1 we know that there exists h ∈ C(S, R * + ) such that D loc (S) ∩ D(S ∆ ) has probability 1 under h · P n and under h · P and such that h · P n converges weakly to h · P for the global Skorokhod topology from D(S ∆ ). Let us fix (f, g) and (f n , g n ) arbitrary as in (3.5) and then we can modify h such that it satisfies furthermore hg n , hg ∈ C 0 (S) and hg n C 0 −→ n→∞ hg. Let T be the set of t ∈ R + such that h · P(X t− = X t ) = 1, so R + \T is countable. Let s 1 ≤ · · · ≤ s k ≤ s ≤ t belonging to T and let ϕ 1 , . . . , ϕ k ∈ C(S ∆ ) be. By using 1 of Proposition 3.4 and the first part of Remark 3.3
The sequence of functions
which is continuous h · P-almost everywhere for the topology of D(S ∆ ). Hence we can take the limit, as n → ∞, in (A.8) and we obtain that
Since T is dense in R + , by right continuity of paths of the canonical process, and by dominated convergence (A.9) extends to s i , s, t ∈ R + . Hence h · P ∈ M({(f, hg)}), so using (2.5) and part 1 of Proposition 3.4,
was chosen arbitrary, we have proved that P ∈ M(L).
Proof of part 2 of Proposition
. We apply the part 1 of Proposition 3.5 to the stationary sequences P n = P and L n = span(L) and to span(L). Hence P ∈ M(span(L)) and the proof is finished.
Proof of part 2 of Proposition 3.5. Take t ∈ R + and an open subset U ⋐ S, and let d be a metric on S ∆ . By Lemma 3.6, considering K := U and U := (a, b) ∈ S 2 d(a, b) < ε , we have sup
2) is satisfied and we can apply the Aldous criterion (see also Proposition 2.14 in [GH17b] ).
Proof of part 3 of Proposition 3.4. It is straightforward that M(L) is convex. To prove the compacteness, let (P n ) n be a sequence from M(L). We apply the part 2 of Proposition 3.5 to this sequence and to the stationary sequence L n = L. Hence (P n ) is tight, so there exists a subsequence (P n k ) k which converges toward some P ∈ P(D loc (S)). Thanks to the part 1 of Proposition 3.5 we can deduce that P ∈ M(L). The statement of the proposition is then obtained since P(D loc (S)) is a Polish space.
A.2 Proof of Theorem 4.5
To prove the theorem we will use three preliminary results.
Lemma A.1. Let (P a ) a ∈ P(D loc (S)) S be such that a → P a is continuous for the local Skorokhod topology. Suppose that for all a ∈ S ∆ : P a (X 0 = a) = 1 and there exists a dense subset T a ⊂ R + such that for any B ∈ F and t 0 ∈ T a P a ((X t 0 +t ) t ∈ B | F t 0 ) = P Xt 0 (B) P a -almost surely.
Then (P a ) a is a (F t+ ) t -strong Markov family.
Proof. Let τ be a (F t+ ) t -stopping time, let a ∈ S be and let F be a bounded continuous function from D loc (S) to R. For each n ∈ N * chose a discrete subspace T n a ⊂ T a such that (t, t + n −1 ] ∩ T n a is not empty for any t ∈ R * + , and define
Hence τ n is a (F t ) t -stopping time with value in T n a , so
Since τ < τ n ≤ τ +n −1 on {τ < ∞} and a → P a is continuous, lim n→∞ E Xτ n F = E Xτ F .
We have
On the right hand side, the first term converges to 0 (see, for instance, Theorem 7.23, p. 132 in [Kal02] ) and the second term converges to 0 by dominated convergence. Hence
Lemma A.2 (Localisation of continuity). Set S an arbitrary metrisable topological space, consider U n ⊂ S, an increasing sequence of open subsets such that S = n U n . Let (P n a ) a,n ∈ P(D loc (S)) S×N be such that 1. for each n ∈ N, a → P n a is weakly continuous for the local Skorokhod topology, 2. for each n ≤ m and a ∈ S
Then there exists a unique family (P ∞ a ) a ∈ P(D loc (S)) S such that for any n ∈ N and a ∈ S
Furthermore the mapping
is weakly continuous for the local Skorokhod topology.
Before giving the proof of this lemma let us recall that in Theorem 2.15 of [GH17b] is obtained an improvement of the Aldous criterion of tightness. More precisely a subset P ⊂ P (D loc (S)) is tight if and only if
where the supremum is taken along τ i stopping times and with
being an arbitrary metric on S ∆ .
Proof of Lemma A.2. The uniqueness is straightforward using that X τ Un converge to X pointwise for the local Skorokhod topology as n → ∞. Let us prove that for any compact subset K ⊂ S, the set {P n a | a ∈ K, n ∈ N} is tight. If U ⋐ S is an arbitrary open subset, there exists N ∈ N such that U ⊂ U N . Let t.ε > 0 be. By the continuity of a → P n a , the set {P n a | a ∈ K, 0 ≤ n ≤ N } is tight, so using the characterisation (A.14) we have
So, again by (A.14), {P n a | a ∈ K, n ∈ N} is tight. Hence, if a ∈ S, then the set {P n a } n is tight. Fix such a, there exist an increasing sequence ϕ(k) and a probability measure P ∞ a ∈ P(D loc (S)) such that P ϕ(k) a converges to P ∞ a as k → ∞. Fix an arbitrary n ∈ N, there exists k 0 ∈ N such that ϕ(k 0 ) ≥ n and U n ⋐ U ϕ(k 0 ) . Thanks to Proposition 2.1, there exists g ∈ C(S, R + ) such that U ϕ(k 0 ) = {g = 0} and such that g ·P n k a converges to g ·P ∞ a weakly for the local Skorokhod topology, as k → ∞. By using (A.11) we have, for each k
. Hence we deduce
Let us prove that the mapping in (A.13) is weakly continuous for the local Skorokhod topology. Since we already verified the tightness it suffices to prove that: for any sequences n k ∈ N ∪ {∞}, a k ∈ S such that n k → ∞ and a k → a ∈ S as k → ∞ and such that the sequence P n k a k converges to P ∈ P(D loc (S)), then P = P ∞ a . Fix an arbitrary N ∈ N, there exists k 0 ∈ N such that n k 0 ≥ N and U N ⋐ U n k 0 . As previously, by using Proposition 2.1 again, there exists g ∈ C(S, R + ) such that U n k 0 = {g = 0}, g · P n k a k converges to g · P and g · P
a . Hence we deduce
and letting N → ∞ we deduce that P = P ∞ a .
Lemma A.3 (Continuity and Markov property). Let
be a weakly continuous mapping for the local Skorokhod topology such that (P n a ) a is a Markov family for each n ∈ N. Then (P ∞ a ) a is a Markov family.
Before giving the proof of the result recall the following property of the time change stated in the fifth part of Proposition 3.3 of [GH17b] : for any (P a ) a ∈ P(D loc (S)) S and g ∈ C(S, R + ),
Proof. Using Proposition 2.1, there exists g ∈ C(S, R * + ) such that for all (n, a) ∈ N ∪ {∞} × S ∆ , P n a (D loc (S) ∩ D(S ∆ )) = 1 and such that (n, a) → P n a is weakly continuous for the global Skorokhod topology from D(S ∆ ). For all n ∈ N, by Lemma A.1, (P n a ) a is (F t+ ) t -strong Markov, so, by (A.15), (g · P n a ) a is (F t+ ) t -strong Markov. Take a ∈ S and denote T a := ¶ t ∈ R + g · P ∞ a (X t− = X t ) = 1 © , so T a is dense in R + . Let t ∈ T a be and consider F, G two bounded function from D(S ∆ ) to R continuous for the global Skorokhod topology, we want to prove that
(A.16) For any n ∈ N, by the Markov property we have
The mappings
are continuous on the set {X t− = X t } for the global topology. Hence, since g · E n a converges to g · E ∞ a weakly for the global topology and g · P ∞ a (X t− = X t ) = 1, we have
Since (n, b) → g · P n b is continuous for the global topology, using the compactness of S ∆ we have
(A.20)
We deduce (A.16) from (A.17)-(A.20) and so
so, by Lemma A.1, (g · P ∞ a ) a is (F t+ ) t -strong Markov. Applying (A.15) to (g · P ∞ a ) a and 1/g, and using (2.5), we deduce that (P ∞ a ) a is (F t+ ) t -strong Markov.
Hence letting ε → 0 we deduce
g·Pa-a.s.
= f (X t− ). Since f is arbitrary, this is also true for f 2 so we deduce
Since f is arbitrary, taking a dense sequence of C(S ∆ ), we get g · P a (X t− = X t ) = 1. Finally, for any t ∈ R + and f ∈ C(S ∆ ), since x → f (x t ) is continuous for the global Skorokhod topology on {X t− = X t }, the function
is continuous, so (g · P a ) a is a Feller family. 2⇒3. Let L be the C 0 × C 0 -generator of (g · P a ) a , then, by Proposition 4.2, M(L) = {g · P µ } µ∈P(S ∆ ) so by the first part of Proposition 3.4 and by (2.5),
3⇒1. Thanks to 3 from Proposition 3.4, for the local Skorokhod topology,
is a continuous injective function defined on a compact set, so a → P a is also continuous. Let τ be a (F t+ ) t -stopping time and a be in S. As in Remark 3.10 we denote Q X Pa-a.s.
:= L Pa ((X τ +t ) t≥0 | F τ + ) .
By using Proposition 3.11, Q X ∈ M(L), P a -almost surely, so Q X = P Xτ , P a -almost surely, hence (P a ) a is (F t+ ) t -strong Markov. The quasi-continuity is a consequence of 4 from Proposition 3.4.
2⇒4.
Take an open subset U ⋐ S and define for all a ∈ S ‹ P a := h · P a where h := g ∧ min U g min U g .
By Proposition 4.4, ( ‹ P a ) a is Feller, and moreover, since
4⇒1. Let U n ⋐ S be an increasing sequence of open subsets such that S = n U n . For each n ∈ N there exists a Feller family (P n a ) a such that ∀a ∈ S, L Pa X τ Un = L P n a X τ Un .
Denote P ∞ a := P a , then thanks to Lemma A.2 the mapping N ∪ {∞} × S ∆ → P(D loc (S)) (n, a) → P n a is continuous and thanks to Lemma A.3 (P ∞ a ) a is a Markov family.
A.3 Proof of Lemma 4.17
Before proving the Lemma 4.17 let us note that thanks to Proposition 2.1 and (A.15), if (P a ) a ∈ P(D loc (S)) S is locally Feller then for any open subset U ⊂ S there exists h 0 ∈ C(S, R + ) such that U = {h 0 = 0} and (h 0 · P a ) a is locally Feller. This fact does not ensure that the martingale local problem associate to h 0 L is well-posed as is stated in lemma. During the proof we will use two preliminary results.
Lemma A.4. Let L be a subset of C 0 (S) × C(S) such that D(L) is dense in C 0 (S) and U be an open subset of S, then there exist a subset L 0 of L and a function h 0 of C(S, R + ) with {h 0 = 0} = U such that L = L 0 , such that h 0 L 0 ⊂ C 0 (S) × C 0 (S) and such that: for any h ∈ C(S, R + ) with {h = 0} = U and sup a∈U (h/h 0 )(a) < ∞ and any
Proof. Take L 0 a countable dense subset of L and let d be a metric on S ∆ . For any n ∈ N * there exist M n ∈ N and (a n,m ) 1≤m≤Mn ∈ (S ∆ \U ) Mn such that
B(a n,m , n −1 ).
For each 1 ≤ m ≤ M n there exists (f n,m , g n,m ) ∈ L 0 such that if n −1 ≤ d(a, a n,m ).
Take h 0 ∈ C 0 (S, R + ) with {h 0 = 0} = U , such that h 0 g ∈ C 0 (S) for any (f, g) ∈ L 0 and such that for any n ∈ N * and 1 ≤ m ≤ M n h 0 B(an,m,4n −1 ) g n,m ≤ 1 n .
Hence L = L 0 and hL 0 ⊂ C 0 (S) × C 0 (S). Let h ∈ C(S, R + ) be such that {h = 0} = U and C := sup a∈U (h/h 0 )(a) < ∞. Let P ∈ M c Ä (hL) ∆ ä be such that there exists a ∈ S ∆ \U with P(X 0 = a) = 1. We will prove that P(∀s ≥ 0, X s = a) = 1.
(A.21)
Take t ∈ R + and n ∈ N. There exists m ≤ M n such that d(a, a n,m ) < ≥ (1 − 1 n )P(τ ≤ t) − 1 n P(t < τ ) = P(τ ≤ t) − 1 n , so P(τ ≤ t) ≤ 2 + tC n .
Hence we obtain P Ä ∀s ∈ [0, t], d(X s , a) ≤ 3 n ä ≥ P(t < τ ) ≥ 1 − 2 + tC n .
By taking the limit with respect to n and t we obtain (A.21).
To complete the proof let us consider an arbitrary P ∈ M c Ä (hL 0 ) ∆ ä . As in Remark 3.10 we denote Q X P-a.s.
Thanks to Proposition 3.11 P-almost surely Q X ∈ M Ä (hL) ∆ ä , and thanks to 4 from Proposition 3.4 P-almost surely Q X (X 0 = a) = 1 with a = X τ ∈ S ∆ \U on {τ U < ∞}. By using the previous situation and by applying (A.21) we get that P-almost surely Q X (∀s ≥ 0, X s = a) = 1, with a = X τ ∈ S ∆ \U on {τ U < ∞}. Hence P(X = X τ U ) = 1.
Lemma A.5. Let L be a subset of C 0 (S) × C 0 (S) such that the martingale problem associated to L is well-posed. Then the martingale problem associated to L ∆ is well-posed if and only if P(X = X τ S ) = 1 for all P ∈ M c (L ∆ ) (in other words P ∈ P(D loc (S))) .
Proof. Assume that the martingale problem associated to L ∆ is well-posed and take P ∈ M c (L ∆ ). Then L P (X τ S ) ∈ M c (L ∆ ), so by uniqueness of the solution P = L P (X τ S ) and so P(X = X τ S ) = 1. For the converse, let P 1 , P 2 ∈ M c (L ∆ ) be such that L P 1 (X 0 ) = L P 2 (X 0 ). Then P 1 , P 2 ∈ P(D loc (S)) so P 1 , P 2 ∈ M(L), hence P 1 = P 2 .
Proof of Lemma 4.17. Let L 0 and h 0 be as in Lemma A.4 and take h ∈ C(S, R + ) with {h = 0} = U and sup a∈U (h/h 0 )(a) < ∞. The existence of a solution for the martingale problem associated to (hL 0 ) ∆ is given by the existence of a solution for the martingale problem associated to L. Let P 1 , P 2 ∈ M c ((hL 0 ) ∆ ) be such that L P 1 (X 0 ) = L P 2 (X 0 ). Thanks to Lemma A.4 and Lemma A.5, for an open subset V ⋐ U , there exist k ∈
