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Resumo
Os algoritmos de constância de cor buscam corrigir as cores das imagens capturadas
sob iluminação desconhecida para apresentá-las como se tivessem sido capturadas sob uma
iluminação conhecida. Quando se trabalha com sequencias de imagens, há variação de ilumi-
nação entre elas, o que dificulta a aplicação de diversos algoritmos de visão computacional.
Corrigir as imagens e apresentá-las como se estivessem sob a mesma iluminação, simplifica
consideravelmente a aplicação de diversos destes algoritmos.
Neste trabalho, as cores de uma sequência de imagens são corrigidas individualmente
para que estas tenham a iluminação de um quadro de referência, em geral, o primeiro quadro.
Para isto, é utilizada uma transformação linear geral com nove parâmetros, chamada aqui
de matriz de mapeamento de cores. Um processo de otimização, por exemplo, mínimos
quadrados, é necessário para a obtenção da matriz de mapeamento de cores quando o número
de cores de referência for maior que o número de canais de cor. Isto é alcançado pelo cálculo
da matriz pseudo-inversa.
Um processo iterativo pode usar as cores de uma imagem para corrigir as cores da ima-
gem seguinte, utilizando regiões comuns a ambas imagens. Para isso, um conjunto de cores
da imagem anterior compõe as amostras de referência, e as cores da imagem atual, proveni-
entes de regiões correspondentes às da imagem anterior, compõem as amostras capturadas.
Estas amostras são utilizadas para obtenção da matriz de mapeamento de cores. Como o
campo visual varia ao longo da sequência, as regiões utilizadas no cálculo da correção de-
vem ser ajustadas a cada iteração.
Este processo iterativo está presente em três métodos de correção de cores desenvolvidos
nessa tese. O primeiro método, usado como base, e denominado Método usando Amostras
de Referência da Imagem Anterior (MAIA), considera apenas sequências de imagens com
variação de iluminação e sem movimento relativo entre a câmera e a cena. Um filtro temporal
que utiliza um conjunto de imagens anteriores para produzir amostras de referência mais
estáveis é aplicado para atenuar os efeitos do ruído nas imagens, dando origem ao Método do
Filtro Temporal para Amostras de Referência (MFTA). Este método, acoplado a um esquema
de tracking de regiões coloridas, permite a correção de cores em sequências de imagens
com movimento relativo entre a câmera e a cena. No entanto, o método ainda apresenta
uma sensibilidade grande aos ruídos levando a uma degradação da qualidade das imagens
corrigidas. Para contornar este problema, as amostras de referência e as amostras capturadas
de um conjunto de iterações anteriores são utilizadas em um filtro temporal caracterizando
o terceiro método chamado Método do Filtro Temporal para Transformações (MFTT), que
apresenta resultados que permitem o seu uso em diversas áreas, incluindo Robótica Móvel.
Abstract
Color constancy algorithms try to correct the colors of images captured under unknown
lighting and present them as if they had been captured under a known lighting. When work-
ing with images sequences, there are lighting variations between the images, which hinders
the application of various computer vision algorithms. Correcting the images and presenting
them as if they were taken under the same lighting enables the application of various of these
algorithms.
In this work, the colors of images in a sequence are corrected individually so that they
have the same lighting of a reference frame, in general, the first frame. To do that, general
linear transformation with nine parameters is used, called here color mapping matrix. An
optimization process, for example, least squares method, is necessary to obtain the color
mapping matrix when the number of reference colors is higher than the number of color
channels. This is achieved through the calculation of the pseudo-inverse matrix.
An iterative process can use the colors of an image to correct the color of the next image,
using regions common to both images. A set of colors from the former image composes the
reference sample, and the colors of the next image, from regions corresponding to the those
of the reference image, compose the captured sample. These samples are used to obtain
the color mapping matrix. As the visual field varies throughout the sequence, the regions
common to images in the sequence must be adjusted for each iteration.
Three color correction methods based on this approach are shown in this thesis. The first
method, the reference method, is called Method using Reference Samples from the Previous
Image (MSPI), and can only be applied to image sequences with lighting variation and no
relative movement between the camera and the scene, i.e., no need to adjust the regions. A
temporal filter that uses a set of previous images to produce more stable reference samples is
applied to attenuate the noise effects on images, giving origin to the Method of the Temporal
Filter for Reference Samples (MTFS). This method, coupled with a scheme for tracking the
regions with identified colors, allows color correction in sequences of images with relative
movement between the camera and the scene. However, the method still presents a high sen-
sibility to the image noise leading to a degradation of the corrected images. Using reference
samples and the captured samples of a set of previous iterations and a temporal filter, the
third method called Method of the Temporal Filter for Transformations (MTFT), presents




A cor pode ser definida de forma objetiva como sendo um conjunto de radiações eletro-
magnéticas representado por uma curva de distribuição espectral contínua (Figura 1.1). Essa
forma de representação está associada a um espaço de representação cor de dimensão infinita
chamado espaço espectral de cor.
Figura 1.1: Curva de energia das radiações eletromagnéticas representando uma cor.
Fonte: Elaborada pelo autor
Quando a luz refletida pela superfície de um objeto alcança os olhos, estímulos são ge-
rados e enviados ao cérebro. A interpretação desses estímulos pelo cérebro define a cor
percebida pela visão humana. Estes estímulos são resultante da interação entre refletância
dos objetos, o sensor (retina dos olhos) e a fonte de iluminação (também conhecida como
o iluminante da cena). Sob variação da composição espectral da iluminação que incidente
sobre um objeto, a luz refletida por ele também se altera (Kawakami et al., 2005) provocando
variação dos estímulos que chegam ao cérebro, mas a cor percebida ainda é a mesma.
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Na Figura 1.2, um objeto de refletância constante, R(λ), é iluminado por duas fontes
de iluminação diferentes: o Sol e uma lâmpada fluorescente. Estes dois iluminantes são
representados pelas distribuições espectrais de radiação eletromagnética, L(λ) e L′(λ), res-
pectivamente, onde λ é o comprimento de onda. As radiações refletidas por este objeto e que
alcançam os olhos, E(λ) e E ′(λ), são diferentes. No entanto, no cérebro a sensação de cor é
a mesma, ou seja, a cor C é percebida como sendo idêntica à cor C′.
Figura 1.2: Formação da cor para diferentes fontes de iluminação.
Fonte: Elaborada pelo autor
Dentro de certos limites, o sistema visual humano possui uma extraordinária habilidade
para identificar as cores como sendo constantes mesmo quando há variação na composição
espectral da fonte de iluminação. Esta habilidade é chamada de constância de cor (Olkkonen
et al., 2010). A percepção de constância nas cores dos objetos permite que o cérebro humano
faça uma associação entre as cores observadas e os objetos que lhe deram origem. Esta
associação é tão significativa que, por vezes, a cor observada é atribuída ao objeto como
se fosse uma propriedade intrínseca deste. Dessa forma, a percepção da cor torna-se uma
interpretação psicofísica da refletância da superfície dos objetos. A expressão ’cor do objeto’
será utilizada nesta tese com este sentido. Todo este processamento envolve a retina e o
córtex (Land e Mccann, 1971). No entanto, a forma como a mente humana implementa a
constância de cor ainda não é completamente entendida (Gijsenij et al., 2011).
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A percepção das cores pelo olho humano se dá por uma amostragem em três regiões
distintas na faixa visível do espectro eletromagnético. Esta amostragem é feita por três tipos
de receptores, sensíveis à luz, existentes na retina (Ebner, 2007). Estes receptores absorvem
a luz nas bandas curta, média e longa de comprimentos de onda da luz visível e a resposta
destes varia com a alteração do espectro da fonte de luz (Bianco e Schettini, 2011; Gu et al.,
2013). O espaço de representação da cor torna-se, então, um espaço tridimensional também
chamado de espaço de cor tricromático.
Com o objetivo de representar quantitativamente as cores identificadas por humanos, a
Commission Internationale de l’Éclairage (CIE) desenvolveu um espaço de cores que pu-
desse conter toda diversidade de cores observáveis pela visão humana. Este espaço, cha-
mado de espaço XYZ, foi definido a partir das funções de correspondência de cores obtidas
para um grupo de indivíduos humanos e representa a resposta de um observador padrão. No
entanto, este espaço de cor não é o mesmo implementado nos dispositivos de captura de
imagens.
Os dispositivos de captura de imagens coloridas, tais como câmeras digitais e scanners,
possuem sensores baseados na fisiologia da visão humana e as cores capturadas por eles
normalmente são representadas utilizando-se o modelo tricromático, cujos canais são cha-
mados Red, Green e Blue, RGB. Estes canais representam a região de sensibilidade espectral
dos sensores utilizados nestes dispositivos. A Figura 1.3 mostra as curvas1 de sensibilidade
espectral dos canais R, G e B da câmera Canon 400D (Kawakami et al., 2013).
Figura 1.3: Curvas de sensibilidades da câmera Canon 400D para os canais R, G e B.
Fonte: (Kawakami et al., 2013)
1A base de dados numérica e as imagens das curvas podem ser obtidas no endereço eletrônico http:
//www.cvl.iis.u-tokyo.ac.jp/~rei/research/cs/zhao/database.html
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Para compatibilizar o espaço de cores dos dispositivos de captura de imagem com o
espaço XYZ foi definido um espaço chamado standard RGB (sRGB). Este espaço é um sub-
conjunto do espaço XYZ. Isto significa que todas as cores representadas no espaço sRGB
possuem representação também no espaço XYZ, mas a recíproca não é verdadeira. As




















No entanto, nem todos os dispositivos são fabricados com o espaço sRGB. Estes dis-
positivos de captura de imagens possuem um espaço que é dependente do dispositivo e a
conversão dos valores de cor gerados por eles para o espaço XYZ depende da determinação
de uma matriz de conversão específica para cada dispositivo. A obtenção dessa matriz é um
processo de calibragem que deve ser executado para cada dispositivo de captura de imagens
a ser utilizado em um sistema de visão computacional.
Espaços de cores que separam as informações de luminância e crominância apresentam
uma representação mais intuitiva e adequada à interpretação humana. Os espaços HSI e HSV
são dois exemplos bem comuns na literatura. Nestes espaços, o canal H, chamado de matiz,
está associado à componente espectral predominante e o canal S, chamado de saturação,
indica a proporção de branco associado à cor. Os canais I e V, referentes aos espaço HSI
e HSV, respectivamente, estão associados à representação da luminância. Os valores destes
canais podem ser obtidos a partir dos valores RGB. As funções de correspondência de cores
do espaço XYZ e as equações que convertem valores RGB em HSI e HSV são mostradas no
Apêndice A.
As respostas dos sensores dos dispositivos de captura de imagens não caracterizam dire-
tamente a refletância de uma superfície, mas elas são o resultado da medição da luz refletida
por ela. Esta luz refletida, como dito anteriormente, é produto da refletância do objeto e a
luz que incide sobre a superfície. Assim, os valores medidos pelos sensores estão sujeitos às
variações da iluminação e uma mesma superfície iluminada por diferentes iluminantes terá







Nesta equação, [λ1,λ2] é a faixa de comprimento de onda do espectro visível, L(λ) é
o espectro de radiação do iluminante da cena, R(λ) é a curva espectral de refletância da
superfície observada e Sm(λ) é a curva de sensibilidade do sensor para m ∈ {r, g, b}.
A variação das cores sob condições variáveis de iluminação é um efeito indesejável que
prejudica o desempenho dos algoritmos de visão computacional tais como segmentação,
rastreamento e reconhecimento de objetos quando aplicados sobre imagens estáticas (Kamijo
et al., 2002; Tu, 2009). Em sequências de imagens, onde há variação temporal da iluminação
os resultados são ainda piores.
Em geral, os sensores das câmeras digitais não implementam nenhum processo de com-
pensação da iluminação. Por conta disso, sistemas de visão computacional que utilizam cor
normalmente impõem restrições quanto à iluminação da cena que está sendo avaliada. Es-
tas restrições têm o objetivo de minimizar a variação das cores em tais sistemas. Sistemas
que não podem impor estas exigências em relação à fonte de luz, como aqueles que operam
em ambientes externos, devem implementar uma compensação para a variação da fonte de
luz. Este é o caso das câmeras fotográficas digitais que aplicam um pré-processamento nas
imagens capturadas antes de armazená-las, buscando a constância de cor.
Para se alcançar a constância de cor nas imagens RGB duas alternativas são comumente
utilizadas. Uma é a determinação da curva espectral da refletância das superfícies R(λ)
como função dos valores RGB, das curva espectrais dos sensores e da distribuição espectral
dos iluminantes, ou seja R(λ) = Φ(cm,Sm(λ),L(λ)). Uma vez que as refletâncias tenham
sido determinadas uma imagem corrigida pode ser gerada com valores RGB calculados pela
Equação 1.3 para um dado iluminante escolhido como referência. A dificuldade dessa estra-
tégia está justamente na obtenção das curvas de sensibilidade dos sensores e da distribuição
espectral do iluminante, que normalmente são desconhecidas.
A segunda alternativa está baseada na definição de uma transformação que leva os valores
RGB de uma imagem capturada sob uma iluminação desconhecida para valores RGB de uma
imagem como tendo sido capturada sob uma iluminação padrão. Assim, para as imagens Ia
e I′a capturadas sob iluminação desconhecida (Figura 1.4), duas imagens corrigidas seriam
geradas Ic = T (Ia) e I′c = T ′(I′a) por duas transformações distintas T e T ′. As imagens
corrigidas Ic e I′c seriam, então, idênticas. Esta estratégia utiliza os valores RGB da imagem
capturada como fonte de informação para, juntamente com algumas suposições a respeito
das refletâncias, dos iluminantes e dos sensores, obter as transformações de correção. Nesta
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estratégia, a dificuldade aparece quando as suposições são violadas restringindo, assim, o
escopo de aplicação.
Figura 1.4: Duas imagens RGB, Ia e I′a, sob iluminações distintas.
Fonte: Elaborada pelo autor
1.1.1 Aplicações sujeitas à correção
A facilidade de aquisição de equipamentos a preços relativamente baixos e o grande vo-
lume de informação útil presente em imagens têm despertado o interesse na utilização de
sistemas de visão computacional para a realização de diversas tarefas (Gonzalez e Woods,
2008). Informações sobre formas, tamanhos e texturas de objetos e o uso de métodos de
visão computacional têm permitido o desenvolvimento de técnicas para aplicação em tarefas
de controle, de inspeção, de monitoramento, de navegação e outras. Estas técnicas propor-
cionam um aumento da precisão, da produtividade e da segurança na realização de diversos
tipos de tarefas (Humod et al., 2015). Um exemplo é um sistema de classificação de mamões
(Simão, 2003) que avalia o grau de maturação dos frutos pela cor da casca.
Sistemas de visão computacional que tiram proveito da informação de cor podem apri-
morar os métodos de segmentação, rastreamento e reconhecimento de objetos desde que
encontrem condições de iluminação favoráveis. Muitas tarefas podem se tornar bastantes
simples se a cor dos objetos for conhecida com boa exatidão. Reconhecer objetos e destacá-
los de uma cena pode resumir-se a uma simples tarefa de comparação com base somente em
suas cores (Ebner, 2007).
Todavia, a maioria dessas aplicações alcançam bons resultados quando a iluminação do
ambiente é controlada, uma vez que qualquer variação na iluminação interfere diretamente
na qualidade das cores utilizadas no processamento (Demaagd et al., 2012). Aplicações em
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que o controle da iluminação não é possível normalmente apresentam uma abordagem sim-
plificada, fazendo uso de imagens em tons de cinza (Kunimitsu et al., 2003) ou implementam
métodos que sejam invariantes com a iluminação (Upcroft et al., 2014; Kamijo et al., 2002).
Aplicações para ambientes externos ou aquelas que se desenvolvem em diferentes ambientes
com diferentes fontes de iluminação têm esta variação de iluminação como o maior obstá-
culo. Assim, métodos que atenuem os efeitos da variação da iluminação produzindo cores
mais estáveis são necessários para estas aplicações.
Muitos métodos de constância de cor têm sido propostos na literatura (Gijsenij et al.,
2011) para serem utilizados em aplicações que envolvam a captura de imagens estáticas,
como, por exemplo, a fotografia. Para a captura de fotos, algumas câmeras permitem um
ajuste conhecido na fotografia como balanço de branco. Este ajuste aplica um ganho dife-
rente para cada canal de cor, R, G e B, da imagem capturada. Os valores dos ganhos são
pré-definidos conforme o tipo de iluminação do ambiente (luz do dia, nublado, pôr do sol,
fluorescente e incandescente) para um ajuste manual. O recurso Automatic White Balance
(AWB) busca estimar, por alguma heurística, o tipo de iluminação da cena para automatica-
mente escolher os ganhos a serem aplicados.
Embora o sistema visual humano não garanta uma constância de cor perfeita (Brainard
e Wandell, 1986), é possível que ele seja bom o suficiente para que a divergência de cor
existente em uma foto, após a correção por algum método de constância de cor, não seja per-
cebida quando se a vê. No entanto, é nos sistemas de visão computacional que a efetividade
dos métodos de constância de cor é colocada à prova. Em uma tarefa de reconhecimento
de objetos com base em histogramas de cor, o uso dos algoritmos de constância de cor bem
conhecidos, tais como: Gray-World (Buchsbaum, 1980), White-Patch Retinex ou Max-RGB
(Land, 1977), Gamut-Mapping (Forsyth, 1990) e aqueles baseados em redes neurais, apre-
sentou uma melhora significativa nos resultados em relação aos testes em que eles não foram
utilizados. No entanto, estes bons resultados não foram precisos o suficiente para que o
desempenho de indexação de cor fosse próximo daquele obtido quando não há alteração
na iluminação do ambiente (Funt et al., 1998). Além disso, um outro estudo mostra que
a dependência destes algoritmos em relação às suposições feitas têm restringido o uso em
aplicações práticas de rastreamento em vídeo (Agarwal et al., 2006a).
1.1.2 Importância da constância de cor
A constância de cor é um problema mal posto (Vazquez-Corral et al., 2012), uma vez que
tanto a distribuição espectral do iluminante como as refletâncias da cena são desconhecidas.
Nesta situação é impossível determinar, por exemplo, se a diferença de cor entre duas regiões
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de uma imagem é devido à mudança das superfícies ou da luz incidente. Este problema não
pode ser resolvido sem suposições adicionais (Li et al., 2013) e as mais comuns são:
• As refletâncias são foscas e a radiância que emerge das superfícies não possui compo-
nentes especular.
• A iluminação possui uma diversidade espectral limitada.
• A iluminação é uniforme sobre toda a imagem.
• Os ângulos de incidência e reflexão da luz não alteram sua intensidade nem sua com-
posição espectral.
• As curvas de sensibilidade dos sensores são banda estreita e sem sobreposição.
Entretanto, estas suposições restringem as possibilidades de aplicações dos algoritmos
de constância de cor, pois o desempenho deles é significativamente deteriorado quando estas
suposições são violadas (Celebi e Bogdan, 2014).
Isto tem motivado diversas pesquisas em busca de uma solução para o problema da cons-
tância de cor aplicada em sistemas de visão computacional. Muitas propostas têm sido apre-
sentadas e uma revisão das principais abordagens presentes na literatura é apresentada por
Gijsenij et al. (2011). Contudo, a constância de cor ainda é um problema sem solução geral,
e obter imagens com cores invariantes sob mudanças de iluminação ainda é um problema
aberto em visão computacional (Vazquez-Corral et al., 2012).
Os algoritmos comumente apresentados na literatura buscam alcançar a constância de
cor para imagens estáticas. Quando sequências de imagens ou vídeos devem ser corrigidos,
estes algoritmos são aplicados individualmente em cada quadro da sequência (Sridharan e
Stone, 2004; Renno et al., 2005). No entanto, uma abordagem pouco explorada é aquela na
qual se tira proveito da informação correlata existente em quadros consecutivos de um vídeo.
Uma aplicação que utiliza uma sequência de imagens sujeitas à variação de iluminação é
a navegação de um robô móvel através de um caminho definido por marcas coloridas. Esta
navegação é análoga àquela utilizada por embarcações durante a entrada e a saída dos portos,
canais e rios. Nestes casos, os sinais laterais do sistema de balizamento marítimo, conhe-
cido como Internacional Association of Lighthouse Authorities Lateral System (IALA), são
utilizados para orientação. Este sinais normalmente são boias ou balizas nas cores verde e
vermelho.
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Na Figura 1.5 é mostrado um esboço contendo duas edificações, BLOCO 01 e BLOCO
02, separadas por uma certa distância. Entre estes dois blocos há uma caminho (linha pon-
tilhada) com origem no ponto A, BLOCO 01, e chegada no ponto B, BLOCO 02. Um robô
móvel, que se oriente pela identificação de marcas coloridas para seguir o caminho entre os
pontos A e B, está sujeito à mudança de iluminação na medida em que atravessa ambientes
com diferentes fontes de iluminação. A identificação das marcas coloridas será prejudicada
pela variação das cores capturadas em cada ambiente. Assim, é necessário que as imagens
capturadas sejam corrigidas de forma a compensar a variação da iluminação e obter cores
mais estáveis e precisas.
Figura 1.5: Caminho de um robô móvel.
Fonte: Elaborada pelo autor
1.2 Definição do problema
Nesta tese, o problema da constância de cor é abordado no contexto de sequências de
imagens. As cores correlatas existentes entre os quadros consecutivos destas sequências
compõem a principal fonte de informação e possibilitam um relaxamento das restrições re-
lativas aos sensores e aos iluminantes. Os cenários presentes nestas sequências apresentam
elementos naturais contendo árvores, plantas, calçadas, edificações e outros elementos que
compõem os ambientes internos e externos. O problema abordado pode ser delimitado pelas
seguintes características:
• Imagens sequenciais: Serão utilizadas imagens do mundo real e de ambientes comuns
sujeitos a variação de iluminação para que se tenha pouca ou nenhuma restrição de
efeitos indesejáveis como sombras, reflexos, flashes e outros. Estas imagens serão
extraídas de vídeos que serão produzidos e outros disponíveis em banco de dados
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existentes na internet em que seja possível obter informações correlatas entre quadros
consecutivos.
• Transformação: Busca-se uma transformação T capaz de gerar uma imagem corri-
gida Ic a partir de uma imagem capturada Ia, tal que Ic = T (Ia). Para isso, dado uma
sequência de imagens capturadas I0, I1, I2...In, a enésima transformação Tn é função
destas imagens, ou seja, Tn =Ψ(In, In−1, In−2...I1, I0).
• Refletâncias: As superfícies são consideradas foscas e a componente especular da luz
refletida são ignoradas.
• Iluminante: A iluminação será considerada uniforme sobre toda a imagem.
• Sensores: Nenhuma restrição será considerada em relação aos sensores, apenas que
seguem o modelo tricromático.
• Geometrias: Os efeitos da geometria e dos ângulos de incidência e reflexão em um
ponto qualquer, xO, na superfície dos objetos serão considerados mínimos, ou seja,
o fator de escala K(xO), que relaciona a radiância que emerge de uma superfície no
ponto xO e a irradiância que atinge este ponto, será considerado unitário.
1.3 Metodologia proposta
Em uma sequência de imagens, as informações correlatas existentes entre quadros con-
secutivos podem servir como meio de propagação de valores de cores de referência úteis na
correção dos quadros subsequentes. Esta estrutura fundamenta a hipótese principal dessa
tese de que um processo iterativo de correção de cores para imagens subsequentes permite
alcançar bons resultados na constância de cor.
Para alcançar a constância de cor em sequências de imagens, a metodologia apresentada
nesta tese toma como ponto de partida a existência de regiões coloridas presentes em duas
imagens consecutivas, I0 e I1, de um vídeo (Figura 1.6). Estas regiões são representadas por
suas cores médias na forma de dois conjuntos de cores, C0 e C1, gerados para cada imagem,
respectivamente. Devido ao movimento relativo entre câmera e cena, algumas regiões que
aparecem em uma imagem podem não aparecer na outra e vice-versa. Isso faz com que os
conjuntos tenham tamanhos diferentes.
Dados estes dois conjuntos, C0 e C1, uma transformação T1, que mapeia as cores das duas
imagens I0 e I1, pode ser obtida utilizando-se os valores de cor correspondentes existentes
nos dois conjuntos. A partir de uma estratégia de tracking é possível identificar as regiões
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Figura 1.6: Dois quadro consecutivos e as regiões coloridas identificadas.
Fonte: Elaborada pelo autor
que são correlatas entre as duas imagens consecutivas. Então, dois novos conjuntos Cˆ0 e Cˆ1,
são gerados contendo apenas as cores identificadas nas duas imagens. A transformação T1 é
definida como uma função destes dois novos conjuntos como mostrado na Equação 1.4.
T1 =Ψ(Cˆ1, Cˆ0) (1.4)
Considerando que as imagens I0 e I1 tenham sido capturadas sob duas fontes de ilumi-
nação distintas, L(λ) e L′(λ), respectivamente, a transformação T1 é capaz de gerar, a partir
das cores da imagem I1, uma nova imagem I′1 cujas cores seriam como se tivessem sido
capturadas sob a iluminação L(λ). Neste contexto, o conjunto Cˆ0 e a fonte de iluminação
L(λ) são tomados como referências para a correção da imagem I1.
Esta estratégia de correção de cores entre duas imagens consecutivas é a base de um pro-
cesso iterativo em que as cores corrigidas de um quadro são utilizadas como referência para
obtenção da transformação que corrigirá o quadro seguinte da sequência de imagens. Este
processo se repete para cada iteração enquanto os conjuntos de cores se modificam dinami-
camente com a inclusão de novas regiões e a exclusão de outras. Nesta abordagem, a fonte
de luz que ilumina a cena do primeiro quadro é tomada como o iluminante de referência para
a correção das cores. Caso seja necessário uma correção de cor em relação a um iluminante
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padrão, um conjunto de cores calibradas pode ser utilizado para correção do primeiro quadro
fazendo com que os quadros seguintes sejam corrigidos em relação a este iluminante padrão.
Para avaliar o método proposto, os resultados alcançados por ele serão comparados com
aqueles provenientes dos métodos Gray-World, Max-RGB e Gray-Edge (van de Weijer et al.,
2007a). O parâmetro de comparação será um fator de correção calculado pela razão entre
a variação da cor corrigida e a variação da cor capturada de um mesmo objeto que apareça,
por exemplo, no início e no final do vídeo.
1.4 Estrutura desta tese
Esta tese está organizada em cinco capítulos sendo o primeiro esta introdução. No Ca-
pítulo 2, uma revisão da literatura é apresentada, evidenciando os principais trabalhos rea-
lizados em constância de cor. Estes trabalhos são organizados em duas tabelas permitindo
uma clara distinção entre eles e a identificação de onde o método aqui proposto se localiza
no contexto da constância de cor.
No Capítulo 3, são apresentados dois métodos básicos desenvolvidos nesta tese para
constância de cor em sequências de imagens. Estes métodos utilizam um processo iterativo
para correção das cores dos quadros consecutivos. Um filtro temporal é utilizado para atenuar
os efeitos dos ruídos.
No Capítulo 4 é apresentados uma série de testes que buscam a melhoria da qualidade
das amostras de cor utilizadas na correção. No entanto, os efeitos dos ruídos presentes
nas imagens continuam a degradar a qualidade das correção. Então, um outro método é
apresentado.
No Capítulo 5 são detalhados os experimentos realizados para escolha da técnica de
segmentação e aqueles relacionados com os métodos de correção de cor desenvolvidos. Os
resultados são apresentados e analisados. Por fim, é apresentado um capítulo contendo as
conclusões e as sugestões de trabalhos futuros.
Capítulo 2
Constância de Cor
2.1 Modelagem do sistema de visão
A visão humana se manifesta quando a imagem de uma cena é projetada sobre a retina.
A retina é uma membrana que está na superfície interna do olho e sobre ela estão distribuí-
dos dois tipos de células fotorreceptoras, os cones e os bastonetes. Existem cerca de 75 a
150 milhões de bastonetes distribuídos sobre a retina e vários deles são conectados a uma
única ramificação nervosa reduzindo a quantidade de detalhes percebidos por estes senso-
res. Os bastonetes são sensíveis a baixos níveis de iluminação e não influenciam a visão
colorida. Isso faz com que as cores dos objetos, quando vistos sob baixa iluminação, não
sejam percebidas, caracterizando a visão escotópica1. Os cones são células fotorreceptoras
responsáveis pela principal característica da visão humana que é a capacidade de percepção
das cores dos objetos. Eles estão localizados principalmente na região central da retina sendo
que cada olho possui entre 6 e 7 milhões deles, o que representa de 4% a 10% da quantidade
de bastonetes. Cada um destes cones está conectado a uma ramificação nervosa permitindo
que pequenos detalhes possam ser observados. A visão gerada pelos cones é chamada visão
fotópica2 e se manifesta em condições de luz brilhante (Gonzalez e Woods, 2008).
Os cones podem ser de três tipos dependendo do foto-pigmento que possuem. Eles for-
mam três sistemas fisiológicos que são sensíveis a três faixas distintas L(long), M(middle)
e S(short) de comprimento de onda da radiação eletromagnética (Figura 2.1). Os cones das
três faixas L, M e S possuem a máxima absorção nos comprimentos de onda 559 nm, 531
nm e 419 nm. Estes comprimentos de onda caracterizam três cores distintas, o vermelho,
1Esta é a visão produzida pelo olho em condições de baixa luminosidade.
2Visão produzida pelo olho em condições de intensidade luminosa que permitam a percepção das cores
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o verde e o azul, respectivamente. Os bastonetes têm absorção máxima em 496nm (Dart-
nall et al., 1983; Ebner, 2007). Existem casos em que a retina possui mais que três tipos
de células cones. Esta situação é chamada de tetracromatismo e permite que o observação
perceba um número maior de cores distintas. Nos humanos, a incidência de tetracromatismo
nas mulheres é maior que nos homens (Jameson et al., 2001).
Figura 2.1: Curva espectral de absorção dos três tipos de cones (azul, verde e vermelho) e
dos bastonetes.
Fonte: Elaborada pelo autor a partir dos dados disponibilizados por Dartnall et al. (1983)
Este modelo da visão humana está em concordância com a teoria de Young-Helmholtz
(Wyszecki e Stiles, 2000) sendo utilizado na construção dos sensores de imagem. Em tais
sensores, o modelo tricromático é denominado de modelo RGB para representação de cores
cujos canais são chamados Red, Green e Blue. Cada canal cm(xI) medido em uma posição
xI da imagem depende da irradiância E(λ,xI) que alcança o sensor no ponto xI e da curva
de sensibilidade do canal Sm(λ) para m ∈ {r, g, b}, onde λ é o comprimento de onda da
luz no espectro visível. Esta irradiância é proporcional à radiância L(λ,xO) que emerge da
superfície do objeto no ponto xO. Considerando um fator de escala unitário pode-se escrever
E(λ,xI) = L(λ,xO).
Para superfícies lambertianas, ou seja, aquelas que possuem um aspecto fosco sem re-
flexão especular, a refletância no ponto xO, R(λ,xO), é constante em todas as direções e a
radiância que emerge dela é equivalente ao produto entre a radiância emitida pela fonte de
luz, L(λ), sua refletância e um fator de escala, K(xO). Este fator depende do ângulo entre o
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vetor normal à superfície e o vetor na direção da luz incidente. Admitindo que a luz refle-
tida seja independente do ângulo de incidência, ou seja, K(xO) = 1, a expressão da energia





Nesta equação, cm(xI) é o valor medido na posição xI da imagem para m ∈ {r, g, b} e
[λ1,λ2] é o intervalo de comprimento de onda de resposta do sensor. A Equação 2.1 caracte-
riza a relação existente entre o iluminante da cena, o sensor e a refletância de uma superfície
na formação da cor. Qualquer alteração em uma dessas três componentes altera o valor da
cor observada. A cor medida não é uma característica da superfície, mas uma representa-
ção da interação entre os componentes que a formam. A única componente que caracteriza
intrinsecamente uma superfície é sua refletância. Para que sistemas computacionais possam
identificar objetos corretamente utilizando suas cores é necessário que possuam um esquema
de correção de cores que opere sob diferentes fontes de iluminação (Novak e Shafer, 1991).
A medição de cada canal de cor é uma amostragem do espectro da radiação que al-
cança os sensores. Esta amostragem resulta em uma perda de informação capaz de gerar
uma ambiguidade na representação da cor no espaço RGB. Por exemplo, duas superfícies
com distribuição espectral de refletância distintas geram duas representações RGB distin-
tas quando iluminadas por um dado iluminante. No entanto, sob a iluminação de um outro
iluminante, estas duas superfícies podem gerar uma mesma representação RGB. Neste caso
elas são chamadas superfícies metaméricas (Wyszecki e Stiles, 2000). Esta ambiguidade na
representação pode ocorrer em qualquer espaço de cor tricromático.
2.2 A constância de cor na visão humana
A constância de cor presente no sistema visual humano é objeto de análise desde o sé-
culo XVIII quando Gaspard Monge, um matemático francês, criador da Geometria Descri-
tiva (O’Connor e Robertson, 2014), registrou suas observações. Ele considerou de forma
categórica que a percepção das cores não depende do valor absoluto de uma grandeza física,
mas é influenciada pelo contexto a que está sujeita e pela estimativa do iluminante (Mollon,
2006). Outros nomes como Thomas Young, Hermann von Helmholtz, Ewald Hering, Johan-
nes von Kries, Henry Helson, Deane Brewster Judd e Edwin Herbert Land também fizeram
contribuições sobre este assunto desde então (Foster, 2011).
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Muitos trabalhos envolvendo as áreas da biologia e psicologia buscam desvendar os pro-
cessos e estruturas envolvidos no fenômeno da constância de cor na visão humana (Hurl-
bert, 1999; Kraft e Brainard, 1999). As observações feitas nestes experimentos permitem
a formulação de modelos biológicos de constância de cor a serem utilizados em aplicações
práticas na área da fotografia e visão computacional (Semo e Spitzer, 2000; Vazquez-Corral
et al., 2012). Outros trabalhos que não se baseiam no modelo da visão humana propõem
algoritmos frequentemente chamados de constância de cor computacional. Estes modelos
computacionais não explicam completamente a constância de cor observada em humanos
(Gijsenij et al., 2011).
Um dos trabalhos mais conhecidos é o clássico experimento realizado por Edwin H. Land
(Land e Mccann, 1971) que verifica a afirmação de Gaspard Monge. Land identificou que
as cores observadas não dependem do valor absoluto do espectro de radiação que alcança
os olhos. Para isso, ele utilizou três projetores de luz com filtros em bandas distintas de
comprimento de onda para iluminar um conjunto de papéis retangulares coloridos dispostos
de forma semelhante a uma pintura do artista Piet Mondrian. As bandas foram chamadas
de long-wave, middle-wave e short-wave. A razão entre a intensidade da luz que atravessa o
filtro e a intensidade que chega nele define a transmitância deste filtro para cada comprimento
de onda (Figura 2.2).
Figura 2.2: Curva espectral dos filtros colocados em frente aos projetores para iluminar as
superfícies coloridas.
Fonte: (Land e Mccann, 1971)
Inicialmente, os três projetores foram ligados simultaneamente e suas intensidades ajus-
tadas para que o conjunto das superfícies aparecesse fortemente colorido e com um branco
evidente. Em seguida, ligando um projetor por vez, a luminância que atinge o olho prove-
niente de um retângulo branco foi medida com um fotômetro. Assim, foram obtidos três
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números, um para cada banda do espectro de radiação, que são proporcionais à luminância.
Estes valores, para a superfície branca, foram 6, 35 e 60 respectivamente para as bandas long,
middle e short. Em seguida, Land iluminou uma superfície de cor marrom escuro e ajustou a
intensidade dos projetores de luz para que fossem medidos os mesmos valores provenientes
da superfície branca, qual seja, 6, 35 e 60. Ele observou que a sensação de cor da nova
superfície permaneceu inalterada, ou seja, marrom escuro.
Land repetiu este experimento para outras superfícies coloridas como amarelo claro, azul,
cinza, verde limão e vermelho. Para cada uma destas superfícies ele ajustou os projetores
de forma que se medisse sempre 6, 35 e 60 nas bandas long, middle e short. As cores das
superfícies apareceram inalteradas e os observadores reportaram que a sensação de cor da
série foi amarelo, azul, cinza, verde e vermelho. A conclusão de Land foi que a sensação
de cor não depende da luz refletida pelo objeto, mas da refletância. Assim, um observador
humano é capaz de estimar as refletâncias dos objetos independentemente do iluminante
utilizado. Por outro lado, as câmeras digitais ou analógicas podem fazer, no máximo, o que
um fotômetro faz, qual seja, medir a luz refletida por uma superfície (Ebner, 2007).
Em outro experimento, Land (1977) utilizou dois grupos de três projetores para iluminar
dois conjuntos distintos de superfícies coloridas (Figura 2.3). Os três primeiros projetores,
pertencentes ao primeiro grupo, foram ligados para iluminar uma superfície branca do pri-
meiro conjunto de superfícies. A luz refletida dessa superfície branca foi medida para cada
uma das três bandas de comprimento de onda. Em seguida, uma superfície verde pertencente
ao primeiro conjunto de superfícies e uma superfície amarela pertencente ao segundo con-
junto foram selecionadas. Os dois grupos de projetores, cada um iluminando um conjunto
de superfícies, foram ajustados de forma que cada superfície colorida, verde e amarela, re-
fletisse a mesma quantidade de luz que a superfície branca nas três bandas de comprimento
de onda.
Figura 2.3: Cada conjunto de cores é iluminado por um grupo de três projetores.
Fonte: Elaborada pelo autor
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Quando os seis projetores foram ligados os observadores identificaram as duas superfí-
cies coloridas como sendo, respectivamente, verde e amarela. No entanto, quando os obser-
vadores olharam as mesmas superfícies através de tubos (Figura 2.4), identificaram tanto a
superfície verde quanto a amarela como sendo de cor branca acinzentada. Os tubos foram
posicionados de tal forma que o centro da superfície verde era visto pelo olho esquerdo e o
centro da superfície amarela pelo olho direito. O formato dos tubos assegurava também que
somente a luz proveniente dos centros das superfícies e nenhuma luz da vizinhança alcança-
vam os olhos dos observadores.
Figura 2.4: Um longo tubo com abertura ajustável.
Fonte: Elaborada pelo autor
A partir disso, ficou evidente que o tipo do ambiente em torno de um objeto influencia na
percepção de sua cor (Ebner, 2007). Land concluiu que o processamento da visão colorida
poderia ocorrer na retina, no córtex cerebral ou parcialmente em ambos. Uma vez que a
localização exata era desconhecida ele criou o termo Retinex, uma combinação de retina e
córtex, para descrever o conjunto de mecanismos biológicos que processam a visão colorida
humana (Land, 1977).
2.3 A constância de cor na visão computacional
Uma abordagem bastante explorada por diversos autores para se alcançar a constância
de cor em sistemas de visão computacional é aquela baseada no modelo de dimensão finita
(Brill, 1978; D’Zmura e Lennie, 1986; Finlayson et al., 1994a; Funt et al., 1991; Healey
e Slater, 1994). Neste modelo, tanto a refletância das superfícies quanto o iluminante da
cena são caracterizados por uma soma ponderada de funções base. O objetivo é estimar os
coeficientes que representam as refletâncias a partir dos valores obtidos dos sensores em cada
posição da imagem. Para isso, devem ser conhecidas as curvas espectrais dos sensores e as
funções base dos iluminantes e das refletâncias. Mesmo com estas informações, quando os
coeficientes que representam a iluminação e as refletâncias são desconhecidos têm-se mais
variáveis que equações e o problema não pode ser resolvido. Nos Apêndices B, C e D estão
descritas as modelagem para iluminantes, refletâncias e sensores.
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Por conta disso, para se alcançar uma solução, algumas considerações devem ser feitas.
Maloney e Wandell (1986) apresentam um método para recuperar com exatidão os coefici-
entes das refletâncias em uma imagem, mas eles consideram os iluminantes representados
por três funções base e as refletâncias por duas. Buchsbaum (1980) considera como cinza
a refletância média de uma imagem. A partir dessa informação ele estima os coeficientes
do iluminante para, então, estimar as refletâncias. Esta abordagem deu origem ao algoritmo
Gray-World. O uso de um cartão de cores do tipo ColorChecker (Figura 2.5) com caracte-
rísticas espectrais conhecidas é sugerido por Novak e Shafer (1991) para estimar a curva de
distribuição espectral de um iluminante desconhecido. Com este iluminante determinado, as
refletâncias podem ser estimadas.
Figura 2.5: Cartão do tipo ColorChecker com 24 placas coloridas.
Fonte: Elaborada pelo autor
2.3.1 Constância de cor em imagem única
Quando as considerações são referentes às curvas espectrais dos sensores, uma outra
abordagem para os algoritmos de constância de cor é definida. A principal consideração
é de que as curvas espectrais dos sensores são banda estreita e que não há sobreposição
entre elas. No limite deste conceito, estas curvas se aproximam de uma função delta, ou
seja, Sm(λ) = δ(λ− λm), onde Sm(λ) é a curva de sensibilidade espectral do sensor para
os canais m ∈ {r, g, b} e λm é a frequência espectral em que a resposta é diferente de
zero. As componentes de cor, cm, de uma superfície com refletância R(λ) iluminada por um
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Isto conduz a uma simplificação permitindo que as imagens tenham suas cores corrigidas
apenas multiplicando os canais de cor por ganhos individuais. Estes ganhos são obtidos pela
razão entre as componentes de cor Lm e L′m do iluminante padrão, L(λ), e do iluminante
da cena, L′(λ), respectivamente. Assim, uma cor presente na cena, C′m, é transformada
para uma cor cm. Este modelo é comumente chamado na literatura de constância de cor
computacional (Gijsenij et al., 2012b).
A consideração de que as curvas espectrais dos sensores se aproximem de funções delta
impõe uma restrição muito severa aos sensores das câmeras comerciais uma vez que estes
são fabricados sob uma vasta variedade de funções de sensibilidade. A Figura 2.6 mostra
as curvas espectrais dos sensores presentes nas câmeras Sony DXC-930 e Kodak DCS-4603
(Kawakami et al., 2013). A câmera Sony DXC-930 é muito utilizada em experimentos reali-
zados para validar os algoritmos apresentados na literatura. As curvas espectrais dos sensores
dessa câmera são relativamente estreitos e com pouca sobreposição quando comparados, por
exemplo, com aqueles da câmera Kodak DCS-460. Esta última apresenta sensores banda
larga e com uma significativa sobreposição. Esta enorme diversidade na sensibilidade dos
sensores faz com que os algoritmos baseados na suposição de banda estreita apresentem
resultados diferentes para diferentes câmeras.
Figura 2.6: Curvas de sensibilidade dos sensores das câmeras Sony DXC-930 e Kodak DCS-
460.
Fonte: (Kawakami et al., 2013)
Os algoritmos de constância de cor computacional baseados na suposição de que os sen-
sores são banda estreita buscam, em primeiro lugar, estimar a cor do iluminante da cena
tomando como base a imagem. Em seguida, calculam os coeficientes que escalonarão os
canais de cor da imagem, dado que o iluminante padrão seja conhecido, e, por fim, geram
3A base de dados numérica e as imagens das curvas podem ser obtidas no endereço eletrônico http:
//www.cvl.iis.u-tokyo.ac.jp/~rei/research/cs/zhao/database.html
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uma nova imagem com cores corrigidas. Estes coeficientes podem ser arranjados na forma
matricial, como na Equação 2.3, gerando uma matriz diagonal (Gijsenij et al., 2012b), onde
Lr, Lg e Lb são as componentes da cor do iluminante padrão, L(λ), enquanto L′r, L′g e L′b são
as componentes de cor do iluminante da cena, L′(λ). A maioria das abordagens que utilizam
este modelo ainda consideram que as superfícies são foscas não possuindo componente es-
pecular, que o espectro de frequências da iluminação é uniforme em toda imagem e que os


















Diversos algoritmos que estimam a cor do iluminante a partir de uma única imagem digi-
tal têm sido propostos. Gijsenij et al. (2011) propõem uma classificação para estes algoritmos
dividindo-os em três categorias:
1. os estáticos;
2. os baseados em escala de cores;
3. os baseados em aprendizagem;
Na primeira categoria, estão os algoritmos cujos parâmetros de ajustes são mantidos fixos
ou estáticos. O mais conhecido é o algoritmo Gray-World (Buchsbaum, 1980) que considera
acromática a média das refletâncias em uma imagem sob iluminação neutra e qualquer des-
vio nesta média é devido à cor do iluminante. Melhorias neste algoritmo são alcançadas
segmentando-se a imagem para computar a média das cores dos segmentos (Gershon et al.,
1987; Ebner, 2009; Gijsenij e Gevers, 2007). O algoritmo Max-RGB, uma versão simplifi-
cada do Retinex, considera que a máxima resposta dos canais R, G e B é proveniente de uma
superfície branca perfeita de onde pode-se obter a cor do iluminante (Gijsenij et al., 2011;
Land, 1977). Este algoritmo possui uma implementação muito simples, no entanto, ele é sen-
sível aos ruídos presentes nas imagens. As abordagens que suavizam as imagens, filtrando os
ruídos, antes de se estimar o iluminante geram resultados melhores (Gijsenij e Gevers, 2007;
Ebner, 2009). O algoritmo Gray-Edge está baseado na hipótese de que a média da variação
da cor nas bordas é acromática (van de Weijer et al., 2007a). Uma versão que contempla
diferentes tipos de bordas de forma ponderada é apresentada por Gijsenij et al. (2009). O
modelo dicromático de reflexão é adotado por alguns métodos que exploram a presença de
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superfícies especulares e destaques nas imagens (Lee, 1986; Tominaga e Wandell, 1989; Tan
et al., 2004).
Na segunda categoria, estão os algoritmos baseados em Gamut-mapping onde supõe-se
que o número de cores observadas nas imagens do mundo real, para um dado iluminante,
é limitada, ou seja, pertencem a um Gamut padrão. Este conjunto de cores é determinado
durante uma fase de treinamento pela observação de várias superfícies iluminadas por uma
fonte de luz conhecida. Qualquer variação na imagem que seja proveniente de cores que
estão fora deste Gamut padrão é consequência de um desvio na cor do iluminante (Forsyth,
1990; Barnard, 2000). Aplicando um estimador, o mapeamento mais adequado é selecio-
nado dentre um conjunto de mapeamentos possíveis. Quando aplicado no espaço de cor
definido pela razão dos canais R e G pela canal B, (R/B, G/B) (Finlayson, 1996) este algo-
ritmo apresenta um desempenho ligeiramente pior que na abordagem (R, G, B). Melhorias
nesta abordagem podem ser alcançadas mapeando o espaço de cromaticidade de volta para
o espaço RGB antes da seleção do mapeamento mais adequado (Finlayson e Hordley, 1999,
2000).
A terceira categoria reúne os algoritmos que utilizam técnicas de aprendizagem para es-
timar o iluminante. Eles são baseados em redes neurais (Cardei et al., 2002), em suporte
vetorial para regressão (Funt e Xiong, 2004) e em técnicas de regressão linear (Agarwal
et al., 2006b, 2007). Existem abordagens que utilizam estatísticas de baixo nível (Finlay-
son et al., 2001) e formulação Bayesiana (Brainard e Freeman, 1997; Sapiro, 1999). Uma
abordagem que combina a saída de múltiplos algoritmos para estimar um iluminante mé-
dio é apresentada por Schaefer et al. (2005). Em Gijsenij e Gevers (2011) a avaliação das
propriedades intrínsecas das imagens permite selecionar o algoritmo mais adequado para a
correção. Além desses, uma abordagem baseada no conteúdo semântico da cena, como céu
e grama, é proposto por van de Weijer et al. (2007b).
Para os casos em que as curvas espectrais dos sensores não são banda estreita, Finlayson
et al. (1994b) sugerem uma transformação chamada spectral sharpening. Esta transforma-
ção tem o objetivo de gerar curvas espectrais mais estreitas utilizando uma combinação linear
das curvas existentes dos sensores. Na prática, este efeito é conseguido aplicando-se a trans-
formação sobre os valores RGB da imagem e mapeado-os para outro espaço de cor. A nova
imagem produzida é, então, corrigida por algum algoritmo de constância de cor. Por fim,
uma transformação inversa deve ser aplicada para se voltar ao espaço original. No entanto,
esta transformação não tem o desempenho assegurado para qualquer que seja o algoritmo
de constância de cor aplicado (Barnard e Funt, 1998). Além disso, a dependência do conhe-
cimento do iluminante da cena e outras restrições não deixa claro a praticidade da técnica
(Barnard et al., 2001).
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Abordagens menos comuns na literatura são aquelas que utilizam imagens adicionais
(Finlayson et al., 2005; Fredembach e Finlayson, 2008; Tsukada e Ohta, 1990; Xiong e Funt,
2009) ou algum dispositivo diferente (Zaraga e Langfelder, 2010; Nieves et al., 2008) para
alcançar a constância de cor. O uso de três cores conhecidas e presentes em uma imagem
permite a formulação de uma base para a representação de qualquer refletância. A partir dos
valores RGB, os coeficientes representando as refletância são determinados sem a necessi-
dade de se conhecer o iluminante. Esta abordagem é chamada de modelo volumétrico (Bril,
1980; Kang, 2006). Outras abordagens buscam obter descritores de cor que sejam invarian-
tes em relação à iluminação sem gerar, necessariamente, uma imagem corrigida que tenha
correspondência com a imagem de entrada (Finlayson et al., 1996; Geusebroek et al., 2003;
Funt e Finlayson, 1995; Gevers e Smeulders, 1999; Healey e Slater, 1994).
2.3.2 Constância de cor em sequências de imagens
Os algoritmos citados anteriormente são concebidos no contexto de imagens fixas, mas
poderiam ser utilizados para corrigir, quadro a quadro, as imagens provenientes de um ví-
deo (Wang et al., 2011). Este é o caso em que os algoritmos Gray-World e Gamut-Mapping
são avaliados por Renno et al. (2005) quando aplicados sobre imagens individuais prove-
nientes de vídeos gerados em sistemas de vigilância. Talvez, por esta facilidade de aplica-
ção, pouquíssimos trabalhos tratam da constância de cor aplicada a sequências de imagens e
mais raros ainda são aqueles onde há mudanças de ambientes constantemente ou que tiram
proveito da informação existente em quadros adjacentes. Em um deles, Almonfrey et al.
(2011) empregam um controlador servo-visual na navegação de um robô móvel em ambi-
ente externo sob grande variação da iluminação natural. Ele utiliza um conjunto de cores
conhecidas nas cenas para obter uma matriz de transformação (Konzen e Schneebeli, 2007).
Estas cores são obtidas pela presença permanente de um cartão do tipo ColorChecker da
X-Rite (X-Rite, 2009) nas imagens capturadas. Não há uso de informação correlata entre
quadros consecutivos, apenas a multiplicação da matriz pela imagem capturada para se obter
a imagem corrigida.
Wang et al. (2011) obtêm uma melhor estimativa do iluminante utilizando estimativas
da cor do iluminante para um grupo de quadros adjacentes de uma sequência de imagens.
Recortes de vídeo, chamados de cenas, são separados quando ocorre uma mudança signifi-
cativa do iluminante. O iluminante é estimado para cada quadro do recorte e um valor médio
é calculado a partir destas estimativas. Este iluminante médio é considerado como sendo o
iluminante daquela cena e seu valor é utilizado na correção de cada um dos quadros daquele
recorte de vídeo. Os métodos de constância de cor utilizados consideram os sensores como
banda estreita e são aplicados nos quadros individualmente para estimar o iluminante. Prinet
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et al. (2013) utilizam o modelo dicromático de reflexão considerando que o iluminante da
cena não muda com o tempo e a componente de cor difusa é a mesma entre dois quadros
consecutivos. A cor do iluminante é obtida por diferenciação das componentes RGB de
qualquer ponto com uma componente especular identificado entre dois quadros consecuti-
vos. Uma vez que a cor do iluminante foi identificada, a correção é aplicada por uma matriz
diagonal.
Garud et al. (2014) utilizam um esquema de balanço de branco para corrigir quadros
intercalados de uma sequência de imagens. Os parâmetros do ajuste são definidos a cada
cinco quadros sendo atualizados apenas quando há uma variação significativa do iluminante
estimado. A eficiência é avaliada quantitativamente para os quatro retângulos mais brilhantes
do cartão do tipo ColorChecker presentes na escala de cinza. Os resultados apresentados são,
então, apenas relativos ao ajuste de branco e uma avaliação da correção nas demais cores não
é apresentada. Além disso, não há comparação com outros métodos.
2.3.3 Abordagem proposta
A abordagem apresentada nesta tese possui características que a distinguem das demais
abordagens e algumas características presentes nos métodos conhecidos. Dentre as caracte-
rísticas principais da abordagem apresentada aqui, tem-se:
• Uso de sequências de imagens: A abordagem apresentada nesta tese se aplica a sequên-
cias de imagens diferentemente daquelas que tratam de imagens estáticas. Esta carac-
terística permite que informações correlatas, existentes entre quadros, sejam utilizadas.
Isto contribui para que algumas restrições, que normalmente são feitas pelos algorit-
mos de constância de cor, sejam relaxadas. Entre estas restrições estão a consideração
de que os sensores das câmera são banda estreita e a necessidade de se conhecer as
curvas espectrais das fontes de luz das cenas.
• Uso de cores RGB: O uso do espaço RGB de cores se deve, primeiro, por ser o espaço
de cores que as câmeras comerciais utilizam para representação das imagens geradas
e, segundo, a conversão do espaço RGB para o espaço XYZ é uma tarefa difícil de ser
implementada uma vez que se caracteriza como uma etapa de calibração da câmera
e deveria ser executada para cada câmera em que o espaço de cores é dependente do
dispositivo. Além disso, espaços de cores como o HSI e HSV não seriam adequados
devido às indeterminações do matiz (H) quando a saturação é zero. Neste caso, o ruido
pode fazer o matiz variar bruscamente. Há também de se considerar a descontinuidade
na representação do matiz que pode ser 0 e 1 para a mesma cor vermelha. Outra carac-
terística importante da abordagem apresentada é a utilização de valores RGB das cores
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presentes nas imagens como fonte de informação para promover a correção de toda a
imagem. Muitos trabalhos, principalmente aqueles que consideram o modelo linear
de dimensão finita, utilizam as curvas espectrais dos sensores e conjuntos de funções
base para refletância e iluminantes como fonte de informação. Câmeras convencionais
não fornecem as curvas espectrais, mas sim uma integração dessas curvas sob a forma
de três valores escalares (RGB). As tentativas de se determinar as curva a partir desses
parâmetros se defronta com o problema de metamerismo, valores RGB idênticos para
curvas espectrais diferentes.
• Uso de várias cores: As abordagens de constância de cor que consideram a suposição
da banda estreita dos sensores necessitam de apenas uma cor característica e seu res-
pectivo valor de referência para determinarem a relação de correção. Em princípio,
qualquer cor presente na imagem poderia ser utilizada com esta finalidade. No en-
tanto, o desconhecimento do valor de referência para estas cores dificulta sua escolha.
Quando a cor do iluminante é tomada como cor característica, tem-se maior liberdade
para a escolha do valor de referência. Todavia, a determinação da cor do iluminante
não é uma tarefa fácil. Para isto, as abordagens de constância de cor fazem suposi-
ções adicionais e utilizam as diversas cores presentes na imagem para estimar a cor do
iluminante. Uma vez que a cor do iluminante tenha sido estimada, ela é utilizada na
determinação da relação de correção. Neste processo, muita informação é descartada
e quando a suposição da banda estreita dos sensores falha, erros mais expressivos são
observados. Por outro lado, a abordagem apresentada nesta tese utiliza diretamente
as diversas cores existentes na imagem para determinar a relação de correção. Isto
permite que toda informação disponível na imagem seja aproveitada.
• Uso de um processo iterativo: A abordagem apresentada nesta tese utiliza um pro-
cesso iterativo que toma o primeiro quadro como referência e estima, a cada iteração,
novas referências para a correção contínua de cores. Estas referências representam
as condições de iluminação do quadro de referência e à medida que a sequência de
imagens evolui e as referência vão sendo reconstruídas, a informação do iluminante
do primeiro quadro se propaga junto com a evolução das sequências de imagens. Este
procedimento difere das abordagens apresentadas por Wang et al. (2011) e Prinet et al.
(2013) que utilizam a correlação entre quadros adjacentes para correção dos quadros
correntes sem transmitirem nenhuma informação para a correção dos quadros seguin-
tes.
• Sem restrições aos sensores: Outra característica que restringe a diversidade de câ-
meras a serem utilizadas é aquela referente à largura de banda de sensibilidade dos
sensores. A maioria dos algoritmos considera sensores de banda estreita e sem sobre-
posição. Em contrapartida, na abordagem apresentada não há nenhuma restrição aos
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sensores, apenas que seguem o modelo tricromático de cor. Isto permite que câme-
ras de baixo custo que possuam sensores banda larga e com sobreposição possam se
beneficiar da abordagem de constância de cor apresentada nesta tese.
• Sem restrições aos iluminantes: Algumas abordagens tiram proveito do conhecimento
prévio do iluminante da cena, como é o caso daqueles métodos que restringem sua
aplicação a ambientes externos iluminados com a luz do Sol. Outros buscam estimar
os iluminantes das cenas utilizando curvas espectrais de cores conhecidas (Novak e
Shafer, 1991). Na abordagem proposta não há restrição aos iluminantes, pois eles
estão implícitos na transformação T .
• Mapeamento por uma transformação linear 3x3: Diferente dos métodos que utilizam
uma matriz diagonal suportada pela suposição de que as curvas espectrais dos sensores
são banda estreita, nesta tese, a abordagem apresentada utiliza uma matriz de corre-
ção com maior grau de liberdade dado por seus nove parâmetros. Isto permite uma
diversidade maior de iluminantes e refletâncias que podem ser ajustados nas correções
das imagens capturadas, sendo útil, por exemplo, quando se desloca entre ambientes
internos com diferentes fontes de iluminação.
Por questões de simplificação, algumas restrições que comumente são feitas na maioria
dos trabalhos apresentados na literatura também são consideradas na abordagem apresentada
nesta tese. Dentre estas restrições, têm-se:
• Iluminação uniforme em toda imagem: Uma das restrições mais frequentes nas abor-
dagens de constância de cor é a consideração de que a iluminação é uniforme em toda
imagem. Esta consideração deve falhar em casos bem específicos como próximo a
uma parede de cor muito saturada, uma considerável região de sombra e nos casos de
cenas com mais de um iluminantes.
• As refletâncias são difusas: A abordagem apresentada nesta tese considera que as
superfícies dos objetos são difusas, ou seja, não possuem a componente especular.
Supõe-se também que os efeitos das geometrias dos objetos sejam mínimos e não há
influência dos ângulos de incidência de reflexão da luz sobre as superfícies dos objetos.
• Refletâncias modeladas por três funções base: Também é considerado que as refletân-
cias são bem modeladas por uma base tridimensional. Isto quer dizer que o espaço
de refletâncias possíveis é formado por todas as combinações lineares de três funções
base.
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Além de todas as considerações apresentadas, a abordagem descrita nesta tese não consi-
dera em seu modelo os efeitos de fatores, tais como: não linearidade dos sensores, distorções
das lentes, ruído de corrente escura (dark current), ruído devido à natureza quântica da luz
(shot noise) e ruído de quantização. Uma análise destes ruídos e seu modelamento para sen-
sores CCD pode ser encontrado em Withagen et al. (2005) e Healey e Kondepudy (1994).
Em comparação com CCD, os sensores do tipo CMOS são mais ruidosos (Brouk et al.,
2008), mas apresentam facilidades de integração e permitem dispositivos mais compactos e
de menor consumo de energia (Tian, 2000).
2.3.4 Trabalhos desenvolvidos nesta tese
Simão et al. (2013) comparam a estabilidade do matiz de um grupo de cores ao longo de
um percurso que atravessa ambientes não estruturados sujeitos à forte variação de ilumina-
ção. As cores são obtidas de um ColorChecker presente nas imagens capturadas. Os valores
dos matizes das cores capturadas são plotados juntamente com os matizes de referência re-
presentados por linhas base (Figura 2.7).
Figura 2.7: Variação do matiz das cores nas imagens capturadas.
Fonte: Elaborada pelo autor
Os resultados dos algoritmos Gray-World, Max-RGB, Gray-Edge são calculados, quadro
a quadro, para comparação com o resultado da correção por uma matriz de transformação
(Figura 2.8). A matriz é obtida com os valores de cor das imagens capturadas e os respectivos
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Figura 2.8: Variação do matiz das cores nas imagens corrigidas por cada algoritmo.
(a) Matiz corrigido pelo algoritmo Gray-World. (b) Matiz corrigido pelo algoritmo Max-RGB.
(c) Matiz corrigido pelo algoritmo Gray-Edge. (d) Matiz corrigido utilizando a matriz de transforma-
ção.
Fonte: Elaborada pelo autor
valores padronizados do ColorChecker. Os resultados mostraram que os algoritmos Max-
RGB, Gray-Edge produziram resultados mais ruidosos enquanto que a correção utilizando
a matriz de transformação e o Gray-World apresentaram os menores erros acumulados. A
correção com a matriz 3x3 de transformação apresentou um resultado cerca de 20% melhor
que o método Gray-World. A correção é feita de forma direta, ou seja, não é um processo
iterativo e não há uso de informações correlatas entre quadros consecutivos.
O uso da matriz de mapeamento de cores aplicada em um processo de correção iterativo
é apresentado por Simão et al. (2014). Neste processo, os valores padronizados das cores
de um ColorChecker presente nas imagens são utilizados apenas para correção do primeiro
quadro. Os valores das cores corrigidas são, então, utilizados como referência para correção
2. Constância de Cor 46
do quadro seguinte. Nesta abordagem, os valores das cores presentes no ColorChecker,
tanto das imagens capturadas quanto das imagens corrigidas estabelecem a correlação entre
dois quadros consecutivos. O processo iterativo mostrou-se sensível aos ruídos presentes
nas cores e um efeito indesejável de convergência, que gera imagens somente com cores
cinza, foi observado. Este efeito foi minimizado aumentando-se a área uniforme contendo
as regiões coloridas do ColorChecker. A cor utilizada no cálculo da matriz de mapeamento
de cores passou a ser a cor média dessas áreas. Com uma área de 17x17 pixels o resultado da
correção foi muito próximo da correção direta, mas uma pequena convergência ainda podia
se observada.
Simão et al. (2015) apresentaram um método iterativo com filtragem temporal para al-
cançar a correção em vídeo de ambiente externo sob variação da iluminação, mas sem mo-
vimento relativo entre a câmera e a cena. Neste trabalho não há a presença do ColorChecker
e as cores utilizadas para o cálculo da matriz são os valores médios de regiões quadradas e
uniformes localizadas no primeiro quadro. Os valores de cor obtidos do primeiro quadro são
utilizados como referência inicial. Essa referência é reconstruída a cada iteração por meio
de um filtro temporal. Este filtro calcula os novos valores de referência pela média temporal
dos valores corrigidos nas iterações anteriores.
2.3.5 Taxonomia das abordagens para constância de cor
As Tabelas 2.1 e 2.2 organizam os algoritmos separando as publicações por similari-
dades. Na Tabela 2.1 estes algoritmos são classificados pela origem da informação (uma
imagem, duas imagens, sequências de imagens e vídeos) e pela informação adicional neces-
sária para se alcançar a constância de cor. Esta informação adicional pode ser estimada (cor
do iluminante da cena) ou conhecida de antemão (cores presentes na cena, funções base para
iluminantes e refletâncias, curvas espectrais dos sensores e curvas espectrais de refletâncias).
A constância de cor em sequências de imagens está separada em três categorias: (i) direta,
quando os métodos de constância de cor são aplicados individualmente em cada quadro. (ii)
com correlação, quando informações correlatas entre dois ou mais quadros são utilizadas
para se alcançar a constância de cor e (iii) iterativo, quando a correção de um quadro anterior
produz informação para correção do quadro seguinte.
As sequências de imagens não são classificadas em relação à taxa de captura. No entanto,
deve-se ter em mente que sequências adquiridas com baixa taxa de captura, dependendo da
velocidade dos movimentos, não terão informações que coexistam em quadros consecutivos
impedido o uso de técnicas que tiram proveito de informações correlatas. Por outro lado, de-
pendendo das considerações feitas é possível obter informações correlatas mesmo em baixas
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taxas de captura. Este é o caso do método apresentado por Wang et al. (2011) em sequência
de imagens capturadas com uma taxa de 3 quadros por segundo. Ele considera que a ilu-
minação varia muito lentamente e utiliza a informação correlata de cor dos iluminantes de
quadros consecutivos.
Na Tabela 2.2, estes algoritmos são agrupados, no eixo vertical, segundo o mapeamento
adotado que pode ser uma matriz diagonal ou uma transformação linear 3x3. No eixo ho-
rizontal eles estão organizados quanto às restrições consideradas relativas aos sensores, às
refletâncias, aos iluminantes, às geometrias dos objetos e à presença de cores padronizadas na
cena. A ausência de sensores banda estreita considera que os sensores são banda larga. Esta
regra se aplica também para reflexão difusa/especular, iluminação uniforme/não uniforme,
com restrições geométricas/sem restrições geométricas e cores conhecidas presentes/cores
conhecidas ausentes.
2.4 Conclusão
Neste capítulo foi apresentada uma descrição básica da fisiologia do sistema visual hu-
mano e como ela serviu de inspiração para o modelo dos sensores que equipam as câmeras.
O fenômeno da constância de cor no sistema visual humano foi identificado através dos ex-
perimentos de Land motivando, assim, a busca por uma solução para os sistemas de visão
computacional. Também foram apresentadas as principais abordagens para o problema da
constância de cor baseado em uma única imagem e os poucos trabalhos que utilizam infor-
mações correlatas em sequências de imagens. Os trabalhos desenvolvidos aqui introduzem
a abordagem apresentada nessa tese no contexto de sequências de imagens. Por fim, uma
taxonomia para abordagens para constância de cor é apresentada e estruturada na forma de
tabelas.
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Tabela 2.1: Informações de entrada e informações adicionais em algoritmos de constância
de cor.
no imagens
adicionais Uma cor estimada Três cores conhecidas




Curvas dos sensores e
curva espectral das re-
fletâncias
Uma imagem
(Land e Mccann, 1971) (Bril, 1980) (Funt et al., 1991)
(Land, 1977) (Brill, 1978)
(Gijsenij e Gevers, 2007) (Buchsbaum, 1980)
(Ebner, 2009) (Maloney e Wandell,
1986)
(van de Weijer et al., 2007a) (D’Zmura e Lennie,
1986)
(Gijsenij et al., 2009) (D’Zmura e Iverson,
1993a)
(Cardei et al., 2002) (D’Zmura e Iverson,
1993b)
(Lee, 1986) (D’Zmura e Iverson,
1994)
(Toro e Funt, 2007) (Gershon et al., 1987)
(Forsyth, 1990) (Forsyth, 1990)
(Finlayson, 1996) (Bajcsy et al., 1989)
(Finlayson e Hordley, 1999)
(Funt e Xiong, 2004)
(Agarwal et al., 2007)
(Finlayson et al., 2001)
(Sapiro, 1999)
(Gijsenij et al., 2012a)
(Vazquez-Corral et al.,
2012)
(Bianco e Schettini, 2011)
(Gijsenij e Gevers, 2011)
(van de Weijer et al., 2007b)
(Gijsenij et al., 2012b) (Novak e Shafer, 1991)











(Renno et al., 2005)
(Almonfrey et al., 2011)
(Simão et al., 2013)
(Wang et al., 2011)
Prinet et al. (2013) (Simão et al., 2014)
Garud et al. (2014) (Simão et al., 2015)
ESTA PROPOSTA ( sem ColorChecker)
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(Land e Mccann, 1971) X X X X X
(Land, 1977) X X X X X
(Ebner, 2009) X X X X X
(Lee, 1986) X X
(Forsyth, 1990) X X X X
(Cardei et al., 2002) X X X
(Ebner, 2004) X X X X
(van de Weijer et al.,
2007a)
X X X X X
Gijsenij et al. (2009) X X X X X
(Renno et al., 2005) X X X X X
(Wang et al., 2011) X X X X
(Fischer e Sajjaa, 2008) X X X
(Gijsenij e Gevers, 2007) X X X X X
(Gijsenij et al., 2009) X X X X X
(Toro e Funt, 2007) X X X
(Finlayson, 1996) X X X X
(Finlayson e Hordley,
1999)
X X X X
(Funt e Xiong, 2004) X X X X
(Agarwal et al., 2007) X X X X
(Finlayson et al., 2001) X X X X
(Sapiro, 1999) X X X X
(Gijsenij et al., 2012a) X X X X X
(Vazquez-Corral et al.,
2012)
X X X X
(Gijsenij e Gevers, 2011) X X X X
(van de Weijer et al.,
2007b)
X X X X
(Gijsenij et al., 2012b) X X X
Transformação
linear 3x3
(Buchsbaum, 1980) X X X X X X
Maloney e Wandell (1986) X X X X X X
(Gershon et al., 1987) X X X X X X
(Bril, 1980) X X X X X
(Almonfrey et al., 2011) X X X X X
(Tsukada e Ohta, 1990) X X X X X X
(Fredembach e Finlayson,
2008)
X X X X X X
(Novak e Shafer, 1991) X X X X X X
(Bajcsy et al., 1989) X X X X X
(D’Zmura e Lennie, 1986) X X X
(Brill, 1978) X X X X X X
(Funt et al., 1991) X X X X
(Finlayson et al., 2005) X X X X X
ESTA PROPOSTA X X X X
Capítulo 3
Métodos Básicos Desenvolvidos para
Sequências de Imagens
3.1 Introdução
Na Seção 1.3, Equação 1.3, a transformação Ti, que relaciona as cores entre duas imagens
consecutivas, foi caracterizada como a estrutura básica responsável por gerar as imagens
corrigidas em uma sequência. A obtenção desta transformação é feita a partir de amostras de
cores escolhidas nas duas imagens. Estas amostras, provenientes de cada uma das imagens,
são obtidas a partir das mesmas superfícies observadas que localizadas por um esquema de
tracking, sendo portanto correlatas. O espaço de cores de cada imagem pode se dividido
entre as cores utilizadas para obtenção da transformação e as demais cores restantes. Assim,
a transformação que se busca deve ser capaz de relacionar, com precisão suficiente, tanto as
cores que foram utilizadas na sua obtenção como também as demais cores das imagens.
Uma vez que a transformação tenha sido definida, ela fará parte de um processo iterativo
para correção de cores. Neste processo, as cores corrigidas em uma iteração juntamente com
as cores provenientes da nova imagem capturadas são utilizadas para obtenção da transfor-
mação da iteração seguinte. Esta nova transformação gera uma nova imagem corrigida de
onde um novo conjunto de cores é tomado repetindo todo o processo. Portanto, a transfor-
mação Ti poder escrita como na Equação 3.1.
Ti =Ψ(Cˆi, Cˆi−1) (3.1)
A implementação deste processo iterativo depende de aspectos relacionados com os con-
teúdos das sequências de imagens e com a forma como as informações de cores são utiliza-
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das. Isto permite o desenvolvimento de diversos métodos de constância de cor. Dentre eles,
dois métodos básicos são apresentados e avaliados neste capítulo.
Para a avaliação destes métodos, duas sequências de imagens são utilizadas para estru-
turar os testes a serem executados. A primeira sequência possui regiões coloridas que estão
em posições fixas em relação à câmera. As imagens são capturadas sob uma grande variação
da iluminação. O objetivo é verificar a qualidade das correções das cores desassociadas do
problema de localização. Por outro lado, a segunda sequência é obtida sem variações signi-
ficativas da iluminação ambiente, mas com a câmera em movimento. Neste caso, o objetivo
é verificar a estabilidade das correções enquanto o tracking das regiões é executado. A defi-
nição da transformação Ti, o processo iterativo e a definição das sequências de imagens para
testes estão detalhadas nas secçoes seguintes.
3.1.1 A transformação de cores
Utilizando o modelo linear de dimensão finita, a refletância das superfícies observadas
nas imagens pode ser representada por um pequeno número de funções base, normalmente
entre 3 e 5, fornecendo uma boa aproximação espectral para a refletância da maioria das
superfícies (Ebner, 2007; Buchsbaum, 1980; Maloney e Wandell, 1986; D’Zmura e Lennie,






Nesta equação, Rˆn(λ) é o vetor representando as funções base, k é a quantidade de fun-
ções e rn são os seus coeficientes. Substituindo a Equação 3.2 na Equação 2.1 e trazendo o








Nesta equação, cm(xI) é o valor medido na posição xI da imagem para m ∈ {r, g, b} e
rn(xO) são os coeficientes que representam a refletância da superfície no ponto xO do objeto.
Para que se tenha um sistema de equações determinado, o número de funções base de
refletância, k, deve ser igual ao número de canais de cor, m. Assumindo o modelo tricomático
de sensores, em que m ∈ {r, g, b}, o modelo de refletâncias deve possuir três funções base,
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k = 3. Assim, a Equação 3.3 passa a ser escrita na forma matricial conforme apresenta a
Equação 3.4.
C3x1 = A3x3R3x1 (3.4)
Nesta equação, C3x1 é o vetor com os valores medidos das componentes de uma dada
cor, R3x1 é o vetor de coeficientes das funções base da refletância correspondente e A3x3
é a matriz que relaciona linearmente a refletância à cor (Ebner, 2007). Os elementos amn
da matriz A são dependentes do iluminante, do sensor e das funções base das refletâncias,





Utilizando os elementos da Equação 3.5 na Equação 3.4 pode ser obter uma versão ex-



































Se a curva espectral do iluminante L(λ) e as curvas de sensibilidade dos sensores Sm(λ)
forem conhecidas, a refletância de uma superfície pode ser estimada a partir dos coeficientes
rn da matriz R da Equação 3.7.
R = A−1C (3.7)
Dadas duas imagens, I e I′, de uma mesma cena, capturadas sob iluminação de dois
iluminantes distintos, L(λ) e L′(λ), pode-se definir dois conjuntos, C e C′, com todas as
cores presentes nas imagens. Estes dois conjuntos de cores podem ser expressos na forma
da Equação 3.4, ou seja, C = A(L(λ))R e C′ = A(L′(λ))R. Uma vez que estes dois con-
juntos de cores são gerados a partir de um mesmo conjunto de refletâncias R, suas cores se
correlacionam pela Equação 3.8.
C = A(L(λ))A−1(L′(λ))C′ (3.8)
Assim, a transformação que correlaciona as cores de duas imagens é uma matriz de
transformação T = A(L(λ))A−1(L′(λ)). A correlação entre os dois conjuntos de cores pode
3. Métodos Básicos Desenvolvidos para Sequências de Imagens 53
ser expressa na forma matricial C = TC′. Esta matriz T de transformação é chamada aqui
de matriz de mapeamento de cores.
A matriz de mapeamento de cores T relaciona todas as cores presentes nas duas imagens,
mas pode ser determinada por um número menor de amostras. Para o caso particular de
três amostras de cores, esta matriz pode ser obtida a partir dos conjuntos C = [c1,c2,c3]




3]. Estes conjuntos são tomados sob uma iluminação padrão, L(λ), e uma








Para minimizar os efeitos dos ruídos, das distorções das lentes, da aproximação no mo-
delo das refletâncias e etc, um número maior, p, de amostras pode ser utilizado. Neste caso, a
matriz T deverá ser obtida por um processo de otimização, por exemplo, utilizando mínimos
quadrados. Este processo pode ser alcançado calculando-se a pseudo-inversa (Ben-Israel e
Greville, 2003) dada pela Equação 3.10 quando a matriz W possui linhas linearmente inde-
pendentes e pela Equação 3.11 quando a matriz possui colunas linearmente independentes.
W+ = (WT W)−1WT (3.10)
W+ = WT (WWT )−1 (3.11)
Nesta equação, W+ é a pseudo-inversa da matriz W. Assim, a matriz T, com dimensão
3x3, pode ser obtida pela Equação 3.12 para p de amostras.
T = [c1, · · · ,cp][c′1, · · · ,c′p]+ (3.12)
Multiplicando a imagem I′, adquirida sob uma iluminação desconhecida, L′(λ), pela
matriz de mapeamento de cores, T, obtém-se uma imagem, Iˆ, com cores corrigidas como se
tivessem sido capturadas sob a mesma iluminação, L(λ), da imagem I. Isto pode ser escrito
na forma Iˆ = TI′.
3.1.2 O processo iterativo
O processo iterativo utiliza as cores corrigidas em uma iteração para determinar a trans-
formação a ser utilizada na iteração seguinte. Os valores das cores são obtidos de regiões
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identificadas nas imagens da sequência. Estas regiões são relativas aos objetos presentes na
cena, que podem estar parados ou em movimento em relação aos outros objetos e à câmera.
Assim, considerando o movimento relativo entre a câmera, a cena e os objetos da cena, cinco
situações principais podem ser caracterizadas:
• Estático entre câmera, cena e objetos: Nesta situação não há movimento relativo entre
a câmera, a cena e os objetos da cena. Este é o caso, por exemplo, de sequências de
imagens de um pátio de cargas durante um intervalo de tempo em que não há operações
de carga e descarga. Há apenas a variação da iluminação que incide sobre a cena.
• Movimento da câmera e estático entre cena e objetos: No caso de objetos estáticos em
relação à cena, todo o contexto das imagens capturadas apresenta um movimento rela-
tivo à câmera quando esta se movimenta. Por exemplo, uma sequência de imagens de
um corredor obtida com a câmera presa a um robô móvel enquanto ele se movimenta.
• Movimento da câmera e estático entre câmera e objetos: Quando alguns objetos apa-
recem fixos em relação à câmera enquanto a cena se modifica ao fundo. É o caso de
algumas imagens geradas para avaliação de algoritmos de constância de cor, nas quais
uma referência1 de cor é fixada à câmera. Esta referência permite avaliar a correção
de cor alcançada.
• Movimento de objetos e estático ente câmera e cena: Neste caso não há movimento
relativo ente câmera e cena, mas um objeto distinto se movimenta em alguma direção.
Um exemplo para este caso é um pátio de estacionamento no momento em que um
carro esteja entrando. Nele toda cena é estática e apenas o carro se movimenta.
• Movimento entre câmera, cena e objetos: Neste último caso há movimento relativo
entre a câmera, a cena e os objetos. É o caso de sequências de imagens geradas de
dentro de um veículo em movimento enquanto um pedestre atravessa a avenida.
As duas primeiras situações são de interesse particular nesta tese. A primeira, por não
apresentar movimento relativo entre a câmera, a cena e os objetos da cena, constitui uma
situação de menor complexidade. Isto permite que os efeitos da variação da iluminação e
do ruído na imagem possam ser isolados e estudados mais facilmente. A segunda, por se
enquadrar no contexto de um robô móvel que se desloca por um caminho orientado por
marcas coloridas sujeito à variação de iluminação como visto na Figura ??. Assim, estas
duas situações são avaliadas nesta tese. Os demais casos, pela complexidade que apresentam,
estão fora da proposta dessa tese.
1Normalmente essa referência é uma bola cinza pequena que aparece em algum canto da imagem
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Outro aspecto importante do processo iterativo é quanto ao uso das cores corrigidas. Os
valores dessas cores podem ser utilizados diretamente na obtenção da transformação T ou,
ainda, serem modificados em alguma etapa de adequação antes da utilização. Estas duas
opções caracterizam dois métodos básicos distintos desenvolvidos nesta tese.
Além destes dois métodos, um método de correção que não se caracteriza como processo
iterativo também é utilizado para efeito de comparação. Ele é utilizado apenas na situação
em que não há movimento relativo entre a câmera, a cena e os objetos da cena, pois depende
de que sempre as mesmas regiões sejam identificadas. Neste método, a correção de cores
utiliza sempre as mesmas cores de referência como, por exemplo, as cores do primeiro qua-
dro. Simão et al. (2013) identificaram que este método apresenta um desempenho melhor
na estabilidade do matiz de um grupo de cores quando comparado com os métodos Gray-
World, Max-RGB e Gray-Edge. Este método é referenciado, aqui, como Método Simples e
serve como ground truth. Apesar de apresentar bons resultados, este método não resolve o
problema da constância de cor nas situações em que há movimento relativo entre a câmera e
a cena, pois, neste caso, não há referências fixas.
O algoritmo do Método Simples está descrito abaixo. Nele, o cálculo da matriz T de-
pende da obtenção da pseudo inversa C′+ que pode ser feita, por exemplo, pela decomposi-
ção de valores singulares. Uma alternativa é a obtenção da matriz T pela solução de mínimos
quadrados para o sistema linear de equações C′ ∗T = C.
Algoritmo Método Simples
Entrada: Uma lista com as posições fixas das regiões coloridas Lxy
Entrada: Uma sequência de imagens Ve
Saída: Uma sequência de imagens Vs
1. Gere uma lista C contendo as cores de referência em formato RGB usando as posições
fixas Lxy das regiões coloridas
2. Vs← /0
3. para cada I′ ∈Ve
4. faça C′ recebe os valores médios RGB das regiões coloridas definidas em posições
fixas, Lxy, da imagem I′
5. T ←C ∗C′+; calcula a matriz de transformação usando pseudo-inversa
6. I← T ∗ I′; aplica a matriz de transformação a toda a imagem
7. insere o quadro corrigido I na sequência Vs
8. avança para a próximo quadro da sequência Ve
9. retorna Vs
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3.1.3 Sequências de imagens para testes
As sequências de imagens para avaliação dos métodos básicos foram geradas por uma
câmera fotográfica digital SONY DSC-H9 e por uma webcam Logitech C920 Pro. Estas
câmeras possuem ajustes automáticos de balanço de branco e controle de exposição. Estes
dois ajustes foram desabilitados durante a captura das imagens.
O balanço de branco automático foi desabilitado para se evitar a interferência com os
métodos de constância de cor estudados. Por outro lado, quando uma sequência de imagens
é gerada com a câmera em movimento, regiões muito claras ou muito escuras podem apa-
recer na cena e alterar o brilho médio da imagem. Nesta situação, o controle automático
de exposição, buscando manter o brilho médio, altera o brilho de todo o conteúdo da cena.
Assim, este controle também foi desativado.
Outro ajuste removido foi a correção gama. Esta correção é uma função exponencial
que ajusta a intensidade do sinal de vídeo para exibição em tubos de raios catódicos2. Estes
tubos possuem uma relação não linear entre o sinal de entrada e o brilho gerado na tela. Para
compensar esta não linearidade, uma função inversa (correção gama) é aplicada durante a
geração das sequências de imagens.
As câmeras utilizadas na geração das sequências não possuem um recurso para desabilitar
a aplicação da correção gama durante a captura. A remoção da correção gama é executada
em uma etapa de pré-processamento das imagens antes de serem utilizadas nos métodos de
correção de cores.
A primeira sequência de imagens foi gerada com um cartão com placas coloridas, do tipo
ColorChecker, mantido fixo na posição central das imagens capturadas (Figura 3.1). Nesta
sequência o cartão permanece estático em relação à câmera enquanto, ao fundo, a cena do
ambiente se movimenta. Este contexto é análogo à terceira situação, relativa ao movimento
entre a câmera e a cena, descrita na Seção 3.1.2. Eventualmente, esta sequência pode ser útil
para avaliar o efeito da correção nas cores de fundo.
Para adequar esta sequência à primeira situação relativa ao movimento entre a câmera
e a cena, uma máscara foi utilizada para isolar somente a imagem do Colorchecker como
pode ser visto na Figura 3.2. As cores utilizadas para obtenção da matriz de mapeamento de
cores são provenientes destas placas coloridas. Elas são caracterizadas pelo valor médio dos
canais R, G e B de uma região quadrada centrada em cada placa do ColorChecker.
2Os modernos monitores, do tipo LCD, não apresentam a necessidade deste ajuste. Todavia, como a geração
das sequências de imagens, por padrão, incluem a correção gama, estes monitores aplicam um ajuste para
desfazer esta correção.
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Figura 3.1: Primeiro quadro da primeira sequência de imagens.
Fonte: Elaborada pelo autor
Figura 3.2: ColorChecker com as regiões quadradas para cálculo da cor média.
Fonte: Elaborada pelo autor
O percurso para geração da sequência de imagens foi escolhido de forma a produzir uma
grande variação nas cores das placas do ColorChecker. Esta variação deve ser consequência
da variação espectral dos iluminantes. Assim, o trajeto percorrido atravessa três zonas com
diferentes fontes de iluminação e, em seguida, retorna pelo mesmo caminho. A primeira
zona é um ambiente externo, sujeito à iluminação natural, mas sem incidência direta da luz
do Sol sobre as cores observadas. A zona seguinte abrange dois ambientes cujas iluminações
são produzidas por lâmpadas fluorescentes levemente esverdeadas. A terceira zona possui
iluminação fluorescente de tom avermelhado.
Além disso, optou-se para que a sequência de imagens gravadas começasse e terminasse
sob iluminação do ambiente externo, ou seja, o primeiro quadro e o último estão sob ilumina-
ção do mesmo iluminante. Isto permite encadear sucessivas repetições deste vídeo simulando
uma longa sequência de imagens.
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A variação da iluminação que alcança o ColorChecker pode ser observada através da
análise do comportamento da cor medida sobre a placa 19 que é uma superfície branca.
Esta superfície reflete todo o espectro de cores visíveis fazendo com que a cor observada
sobre ela se aproxime da cor do iluminante da cena. Assim, durante o deslocamento da
câmera amostras de cor da superfície branca foram tomadas em quatro instantes distintos
sob iluminação direta das fontes de iluminação. As amostras da placa branca e os respectivos
valores RGB para cada um destes instantes podem ser vistos na Tabela 3.1.
Tabela 3.1: Valores RGB médios da placa 19 (branco) nos quatro ambientes.
Ambiente R G B Placa 19
Externo 255 255 255
1o Lâmp. Fluor. 238 252 181
2o Lâmp. Fluor. 164 175 116
3o Lâmp. Fluor. 200 162 61
A segunda sequência de imagens foi gerada com a câmera em movimento enquanto os
objetos das cenas estão estáticos entre si. Nesta sequência foi escolhido uma iluminação
uniforme e sem variações significativas. Para isso, as imagens foram capturadas sob ilumi-
nação externa em um dia nublado (Figura 3.3). Isto evita a variação da iluminação devido à
alternância de nuvens e à incidência direta da luz do Sol.
Figura 3.3: Primeiro quadro da segunda sequência de imagens.
Fonte: Elaborada pelo autor
A escolha de uma sequência de imagens com iluminação constante permite avaliar os
efeitos do movimento da câmera nas correções das imagens. Este movimento se traduz em
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mudanças de ângulos em relação às superfícies. Este comportamento não foi considerado na
determinação da transformação e por isso é importante avaliar sua influência. A primeira e
a segunda sequências de imagens geradas são referenciadas nesta tese como sequência sem
movimento relativo e sequência com movimento relativo, respectivamente.
3.2 Método usando Amostras de referência da Imagem An-
terior (MAIA)
Introduzido por Simão et al. (2014), este método possui um processo básico de correção
das cores que consiste na multiplicação de cada imagem capturada, I′i, pela matriz de mapea-
mento de cores, Ti, para gerar uma imagem corrigida Ii (Figura 3.4). As imagens capturadas
são consideradas como tendo sido iluminadas por um iluminante desconhecido, L′(λ), e as
imagens corrigidas são consideradas como tendo cores relativas a um iluminante de referên-
cia L(λ). Neste contexto, a imagem corrigida pode fornecer as cores de referência enquanto
a imagem capturada fornece as cores sob iluminação desconhecida. Os valores dessas cores
são utilizados diretamente no cálculo da matriz de mapeamento de cores.
Figura 3.4: Esquema do processo iterativo presente no MAIA.
Fonte: Elaborada pelo autor
Diferente do Método Simples, em que as cores de referência são sempre as mesmas, no
MAIA estas cores são atualizadas a cada iteração. Esta estratégia, apesar de introduzir a
propagação do erro, contribui para uma independência das cores do primeiro quadro. Esta
independência é essencial para correção de cores em sequências com movimento relativos
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entre a câmera e a cena, pois, nestes casos, as referências originais são perdidas com o passar
do tempo. Este método, torna-se, então, um caso controlado para facilitação dos estudos.
Este método considera que não há movimento relativo entre a câmera, a cena e os objetos
da cena. Desta forma, não é necessário fazer o tracking das regiões coloridas, pois elas
ocupam posições fixas. Considerando p amostras obtidas de cada imagem, a cada iteração
i são geradas duas matrizes de cores. A primeira matriz, [c1, ...,cp]i−1, contém os valores
das cores de referência obtidos da imagem corrigida na iteração anterior, Ii−1. A segunda
matriz é formada com os valores das cores sob iluminação desconhecida [c′1, ...,c
′
p]i obtidos
da imagem capturada I′i. A matriz de mapeamento de cores Ti pode ser calculada pela
multiplicação da primeira matriz pela pseudo-inversa da segunda matriz conforme apresenta
a Equação 3.13.
Ti = [c1, · · · ,cp]i−1[c′1, · · · ,c′p]i
+ (3.13)
O processo iterativo utiliza, então, as cores corrigidas em uma iteração como referências
para correção das cores da iteração seguinte. Este processo se repete indefinidamente ge-
rando, a cada iteração, uma nova matriz que mapeia as cores da imagem capturada nas cores
da imagem de referência da iteração anterior.
A correção do primeiro quadro é feita pela matriz T0. Esta matriz pode ser a matriz
identidade ou uma matriz determinada a partir de cores padronizadas presentes na cena. No
primeiro caso, o iluminante e as cores do primeiro quadro são tomados como referência para
a correção dos quadros seguintes. No segundo, o iluminante de referência para os quadros
seguintes é o próprio iluminante padronizado para o conjunto de cores calibradas escolhidas.
Eventualmente, uma imagem com melhor qualidade pode aparecer durante a sequência de
imagens e ser utilizada como referência. Para os casos de correção offline o método pode ser
aplicado para frente e para trás.
O algoritmo do MAIA é descrito abaixo. Nele, as cores de referência iniciais podem ser
os valores RGB obtidos sob uma iluminação padronizada ou os valores obtidos do primeiro
quadro. O passo 6 é a operação que diferencia o MAIA do Método Simples. No MAIA, as
cores de referência não permanecem as mesmas, mas são atualizadas a cada iteração pelas
cores corrigidas.
Algoritmo Método usando Amostras de referência da Imagem Anterior (MAIA)
Entrada: Uma lista com as posições fixas das regiões coloridas Lxy
Entrada: Uma sequência de imagens Ve
Saída: Uma sequência de imagens Vs
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1. Gere uma lista C contendo as cores de referência em formato RGB usando as posições
fixas Lxy das regiões coloridas
2. Vs← /0
3. para cada I′ ∈Ve
4. faça C′ recebe os valores médios RGB das regiões coloridas definidas em posições
fixas, Lxy, da imagem I′
5. T ←C ∗C′+; calcula a matriz de transformação usando pseudo-inversa
6. C← T ∗C′; atualiza as cores de referência
7. I← T ∗ I′; aplica a matriz de transformação a toda a imagem
8. insere o quadro corrigido I na sequência Vs
9. avança para a próximo quadro da sequência Ve
10. retorna Vs
Os experimentos realizados com o MAIA utilizaram as imagens da sequência sem mo-
vimento relativo descrita na Seção 3.1.3. Neles, as amostras de cores foram tomadas das
placas 01 a 18 do ColorChecker (Figura 3.2). As placas 19 a 24, pertencentes à escala de
tons de cinza, não foram utilizadas. Suas cores não possuem os valores do matiz definidos no
modelo HSV. Além disso, para valores de saturação próximos de zero, o matiz é muito sensí-
vel ao ruído. Os valores das amostras foram calculados pela média de uma região quadrada,
inicialmente, de 3x3 pixels.
Dentre as 18 cores, algumas foram escolhidas para o cálculo da matriz de mapeamento
de cores e outras para a avaliação dos resultados. Esta separação permite avaliar a qualidade
da correção alcançada por uma cor que não integrou o cálculo da matriz de mapeamento de
cores, T. Para a obtenção da matriz de mapeamento de cores foram escolhidas as cores mais
distantes do branco. A determinação dessas cores foi feita a partir da projeção dos pontos do
espaço tridimensional RGB sobre o plano unitário. Este plano intercepta os eixos cartesianos
nos valores iguais a um, definindo o triângulo de cromaticidades (Figura 3.5).












Esta normalização elimina a informação de intensidade e preserva as informações de
matiz e saturação. Os valores RGB padronizados das cores 01 a 18, descontado a correção
gama, foram utilizados na projeção desses pontos no triângulo de cromaticidades (Figura
3.6). Estes valores estão no sistema de cores sRGB e são referentes ao iluminante D65
padronizado pelo CIE.
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Figura 3.5: Triângulo de cromaticidade no plano unitário.
Fonte: Elaborada pelo autor
Figura 3.6: Cores normalizadas plotadas no triângulo de cromaticidade.
Fonte: Elaborada pelo autor
Assim, as cores escolhidas para o cálculo da matriz T são 07, 11, 13, 14, 15, 16 e 18.
Estas são as cores mais saturadas, pois possuem uma menor quantidade de cor branca em
suas composições. A disposição dos pontos projetados, correspondentes a essas cores, forma
uma envoltória convexa que cobre boa parte da área do triângulo de cromaticidades. O grupo
de cores para avaliação é formado pelas cores 01, 03, 06, 08, 12 do ColorChecker. As cores
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03, 06 e 08 apresentam grande variação do matiz em função da variação da iluminação. Por
outro lado, as cores 01 e 12 apresentam pouca variação nas mesmas condições. Isto permite
verificar se a correção de algumas cores piora a estabilidade de outras. A escolha dessas
cores também permite um gráfico mais organizado sem grandes sobreposições das curvas.
Por fim, as cores 02, 04, 05, 09, 10 e 17 não foram utilizadas nos testes.
A análise deste método é feita, inicialmente, de forma qualitativa pela observação da
variação do matiz do grupo de cores de avaliação. Esta variação pode ser plotada juntamente
com linhas base do matiz das cores de referência provenientes do primeiro quadro. Isto
permite avaliar o comportamento do matiz das cores capturadas e das cores corrigidas.
O primeiro gráfico (Figura 3.7) contém a curva do matiz das cores provenientes das
imagens capturadas.
Figura 3.7: Matiz das cores 01, 03, 06, 08 e 12 provenientes das imagens capturadas.
Fonte: Elaborada pelo autor
Em torno do quadro 900 há um ponto de simetria das curvas. Este é o ponto de retorno
no trajeto executado que atravessa os ambientes com diferentes fontes de iluminação. A
simetria existe, pois o caminho de retorno é igual ao caminho de ida mudando apenas o
sentido. Entre os quadros 800 e 1000 ocorre um grande distúrbio na cor 03 causado por uma
lâmpada fluorescente de tom mais avermelhado. Outro distúrbio ocorre em torno do quadro
1600 causado por uma grande variação da iluminação devido à incidência direta da luz do
Sol sobre as placas do ColorChecker.
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Neste gráfico é possível observar como a variação da iluminação altera o matiz de todas
as cores observadas. As cores 03, 06 e 08 sofreram maior variação enquanto as cores 01 e 12
são mais estáveis. As primeiras, apesar de serem azuladas, refletem uma porção do vermelho
e sob uma iluminação mais avermelhada, a componente R da cor se torna mais expressiva
mudando o matiz observado. Por outro lado, as cores 01 e 12 são mais avermelhadas tendo
pouca reflexão na região do espectro referente ao verde e ao azul e sob uma iluminação
avermelhada, a componente R aumenta sua intensidade enquanto as componentes G e B têm
pouca variação. Isto provoca um aumento da saturação e pouca variação no matiz.
Resultado qualitativo do Método Simples
O Método Simples é importante, pois as referências são fixas e a matriz de mapeamento
de cores sempre mapeia as cores capturadas para as mesmas cores de referência. Esta cor-
reção permite verificar o quanto uma transformação linear com nove parâmetros consegue
aproximar as cores capturadas das cores de referência. Vale ressaltar que este método não é
iterativo e que cada quadro é corrigido individualmente sem utilizar nenhuma informação de
quadros anteriores. O resultado dessa correção pode ser visto na Figura 3.8.
Figura 3.8: Matiz corrigido com referências fixas do primeiro quadro (ground truth).
Fonte: Elaborada pelo autor
É possível observar que as cores mais estáveis, 01 e 12, tiveram uma melhora na estabili-
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dade e uma redução no deslocamento em relação às linhas base de referência. Entretanto, as
correções mais expressivas são das cores 03, 06 e 08. Os efeitos da variação da iluminação
foram significativamente atenuados tornando as cores mais estáveis ao longo do trajeto. A
cor 06 foi a que mais se aproximou da linha de referência enquanto que as cores 03 e 08
mantiveram um pequeno desvio. Assim, este resultado é tomado como base (ground truth)
para efeitos de comparação com o MAIA.
Resultado qualitativo do MAIA
O MAIA é caracterizado como um processo iterativo que, diferentemente do Método
Simples, utiliza as cores corrigidas em uma iteração como referência para a correção na
iteração seguinte. O resultado deste método pode ser visto na Figura 3.9. Neste gráfico é
possível observar uma indesejável convergência nas curvas do matiz das cores corrigidas.
Esta convergência leva a correção para uma imagem com somente valores de cinza.
Figura 3.9: Matiz corrigido pelo MAIA para área 3x3 pixels.
Fonte: Elaborada pelo autor
No entanto, apesar da convergência indesejável existir, há uma tendência das curvas cor-
rigidas se aproximarem de uma reta. Isto indica que os efeitos da variação da iluminação
foram suavizados e o efeito da convergência deve possuir uma outra origem. Assim, para
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verificar a origem desse efeito, foi alterado o tamanho da região quadrada utilizada no cál-
culo da cor média. O gráfico da Figura 3.10 mostra o resultado da correção pelo MAIA para
áreas de 7x7 e 13x13 pixels.
Figura 3.10: Matiz corrigido pelo MAIA para áreas (a) 7x7 e (b) 13x13 pixels.
(a) (b)
Fonte: Elaborada pelo autor
A média espacial, utilizada no cálculo das amostras de cor, comporta-se como um filtro
passa-baixa que atenua os ruídos presentes nas imagens. O aumento no tamanho das áreas
aumenta a ordem do filtro, reduzindo de forma mais expressiva os ruídos. Quando a área
utilizada no MAIA foi de 7x7 pixels houve uma redução do efeito da convergência como
pode ser visto na Figura 3.10(a). Similarmente, quando a área aumentou ainda mais, pas-
sando para 13x13 pixels, a redução no efeito da convergência foi mais significativa (Figura
3.10(b)).
Este resultado permite inferir que a existência do efeito da convergência está associada
à presença de ruído nas imagens e que o MAIA apresenta uma significativa sensibilidade a
eles. Este ruído está presente nos valores dos pixels da imagem. Quando um destes valores
se desvia do valor de referência, ele superestima a correção e, consequentemente, a nova
referência também é superestimada desviando-se do valor médio. Assim, a próxima medida
estará mais longe da referência propagando este desvio para as iterações posteriores.
A presença de ruídos nas imagens está associada à qualidade dos sensores das câmeras.
Esta qualidade é dependente dos tipos de materiais e tecnologias empregados na construção
dos diferentes dispositivos de captura. As câmeras destinadas às aplicações científicas são
menos ruidosas, mas possuem um alto custo de aquisição. Por outro lado, as câmeras comuns
existentes no mercado possuem um preço mais acessível, mas apresentam uma quantidade
maior de ruído. Isto não é um grande problema quando a finalidade das imagens geradas
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é a visualização pelo sistema visual humano, mas pode impactar significativamente nos re-
sultados dos sistemas de visão computacional. Para que as câmeras de baixo custo possam
ser utilizadas em aplicações como a navegação de robôs móveis, as abordagens para os pro-
blemas de visão computacional devem ser mais robustas compensando a menor qualidade
desses dispositivos.
Os resultados desta análise qualitativa evidenciam a necessidade de uma aperfeiçoamento
do MAIA capaz de minimizar os efeitos dos ruídos. Portanto, uma análise quantitativa não
será apresentada para este método uma vez que ainda precisa de melhorias.
3.3 Método do Filtro Temporal para Amostras de referên-
cia (MFTA)
O MAIA, visto anteriormente, utiliza os valores das cores corrigidas na iteração i− 1
como cores de referência na iteração i. Devido aos ruídos nas imagens capturadas, as cores
de referência apresentam um desvio cada vez que são geradas. Isto ocorre mesmo quando
essas cores são selecionadas a partir de regiões fixas. Acontece que a filtragem espacial,
aplicada quando se calcula uma cor média de uma região, não é suficiente para eliminar os
ruídos presentes nas cores de referência. Assim, buscando alcançar cores de referência mais
estáveis, um aprimoramento na filtragem dos ruídos deve ser implementado. Para isso, um
estágio com filtragem temporal é adicionado ao processo iterativo caracterizando um novo
método chamado aqui de Método do Filtro Temporal para Amostras de referência (MFTA).
A filtragem temporal é alcançada por meio de um filtro passa-baixa calculado pela média
aritmética temporal das cores de referência (Simão et al., 2015) como mostrado na Figura
3.11. A cada iteração i, a imagem capturada I′i e a matriz de mapeamento de cores Ti são
obtidas da mesma forma como no MAIA. No entanto, as cores de referência [c1, ...,ck] são
obtidas de uma forma diferente. Elas são estimadas pela média dos valores das cores de refe-









O cálculo da média das cores de referência corresponde ao novo estágio adicionado ao
processo iterativo. Ele é utilizado para alcançar uma estabilidade maior nessas cores e, con-
sequentemente, obter a anulação do efeito da convergência para uma imagem com somente
valores de cinza. Este cálculo está no passo 7 do algoritmo do MFTA descrito abaixo.
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Figura 3.11: Esquema do processo iterativo presente no MFTA.
Fonte: Elaborada pelo autor
Algoritmo Método do Filtro Temporal para Amostras de referência (MFTA)
Entrada: Uma lista com as posições fixas das regiões coloridas Lxy
Entrada: Uma sequência de imagens Ve
Saída: Uma sequência de imagens Vs
1. Gere uma lista C contendo as cores de referência em formato RGB usando as posições
fixas Lxy das regiões coloridas
2. i← 0
3. Vs← /0
4. para cada I′ ∈Ve
5. faça C′ recebe os valores médios RGB das regiões coloridas definidas em posições
fixas, Lxy, da imagem I′
6. T ←C ∗C′+; calcula a matriz de transformação usando pseudo-inversa
7. C← ((C× i)+T ∗C′)/(i+1); atualiza as cores de referência utilizando média
ponderada
8. i← i+1
9. I← T ∗ I′; aplica a matriz de transformação a toda a imagem
10. insere o quadro corrigido I na sequência Vs
11. avança para a próximo quadro da sequência Ve
12. retorna Vs
Nas Figuras 3.12, 3.13 e 3.14 é possível ver o resultado do Método Simples (ground
truth) para áreas 3x3, 7x7 e 13x13 pixels e também as correções feitas pelo MFTA, para as
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mesmas áreas, respectivamente. Estes resultados foram obtidos utilizando a sequência sem
movimentos relativos definida na Seção 3.1.3. As correções feitas pelo MFTA alcançaram
resultados muito próximos daquelas obtidas pelo Método Simples (ground truth).
Figura 3.12: Resultado do Método Simples (a) (ground truth) e do MFTA (b) para uma área
de 3x3 pixels.
(a) (b)
Fonte: Elaborada pelo autor
Figura 3.13: Resultado do Método Simples (a) (ground truth) e do MFTA (b) para uma área
de 7x7 pixels.
(a) (b)
Fonte: Elaborada pelo autor
A avaliação dos gráficos das Figuras 3.12, 3.13 e 3.14 permitem uma análise qualitativa
dos resultados. Uma comparação mais precisa entre o MFTA e o Método Simples pode ser
alcançada através de uma avaliação quantitativa usando o erro normalizado do matiz das
cores corrigidas. Este erro é calculado pelo somatório da diferença absoluta entre o matiz
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Figura 3.14: Resultado do Método Simples (a) (ground truth) e do MFTA (b) para uma área
de 13x13 pixels.
(a) (b)
Fonte: Elaborada pelo autor
das cores corrigidas e o matiz das linhas base em todos os quadros da sequência de imagens,










|hˆ j−h j| (3.15)
Nesta equação, N é o número de quadros da sequência, i é o índice dos quadros, hˆ j e h j
são o matiz das cores corrigidas e o matiz das linhas base para cada cor j, respectivamente.
A Tabela 3.2 mostra os resultados do erro normalizado para N = 1708. Nesta tabela estão
relacionados os valores dos erros normalizados obtidos para as imagens originais capturadas
e para aquelas corrigidas pelo Método Simples e pelo MFTA. Os valores revelam que o
MFTA apresenta uma correção muito próxima do Método Simples. A maior diferença entre
eles é para uma área de 13x13 pixels. Neste caso, o MFTA apresenta um erro normalizado
que é apenas 3,8% maior que o erro apresentado pelo Método Simples (ground truth).
Apesar da diferença entre os erros normalizados ser relativamente pequena, não fica evi-
dente quanto o efeito da convergência foi atenuado. No estudo do MAIA foi possível obser-
var que o efeito da convergência era mais evidente quanto menor eram as áreas das regiões
coloridas e quanto maior era o número de quadros transcorridos da sequência de imagens.
A Figura 3.15 mostra o resultado da correção das cores pelo MFTA utilizando uma região
de apenas 1 pixel e sendo executado durante 10 repetições encadeadas da sequência sem
movimentos relativos, totalizando 17080 quadros.
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Tabela 3.2: Erros normalizados para a sequência sem movimentos relativos utilizando áreas
de 3x3, 7x7 e 13x13 pixels
Área
Erro normalizado
Imagens originais Método Simples MFTA
3x3 0,2732 0,0903 0,0937
7x7 0,2752 0,0887 0,0913
13x13 0,2838 0,0881 0,0914
Figura 3.15: Resultado do MFTA para uma região de 1 pixel em 10 repetições.
Fonte: Elaborada pelo autor
A análise qualitativa do gráfico revela que o efeito de convergência foi significativamente
atenuado mesmo após 10 repetições. Isto reforça a hipótese de que o efeito da convergência
é causado pelo ruído e sugere que a filtragem temporal pode ser capaz de anulá-lo. Para
melhorar esta avaliação, as amostras do matiz das cores corrigidas foram registradas para o
quadro de número 1517, escolhido aleatoriamente, em 100 repetições encadeadas e os seus
valores plotados em um gráfico (Figura 3.16). Neste caso, as amostras corrigidas nas 100
repetições sofreram uma pequena variação sendo a cor 08 a que mais variou. O matiz dessa
cor passou de 0,66542 para 0,65815 o que corresponde a uma variação de 0,728%. Também
é possível observar que esta variação é mais acentuada durante as primeiras repetições e fica
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menor a cada nova repetição.
Figura 3.16: Resultado do matiz das cores corrigidas do quadro 1517 em 100 repetições
encadeadas para uma região de 1 pixel.
Fonte: Elaborada pelo autor
A Figura 3.17 mostra o gráfico da variação percentual do matiz da cor 08 entre repetições
consecutivas e evidencia que estas variações estão diminuindo sendo de apenas 0,00142%
entre as duas últimas repetições.
Figura 3.17: Variação (%) do matiz da cor 08 entre duas repetições consecutivas do quadro
1517.
Fonte: Elaborada pelo autor
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É possível identificar que a filtragem temporal pela média dos valores corrigidos é capaz
de anular o efeito da convergência observado no MAIA. Além disso, o fato desse efeito ser
anulado mesmo para uma região de 1 pixel significa que a filtragem espacial não é necessá-
ria para anular o efeito da convergência. A influência da filtragem espacial está apenas na
dispersão dos valores corrigidos gerando curvas do matiz com mais ou menos ruídos.
3.4 Aplicação do MFTA em sequência de imagens sem re-
ferências fixas de cores
O MFTA apresentou um bom resultado na correção das cores, comparado com o Método
Simples (ground truth), quando sequência de imagens sem movimento relativo entre a cena e
a câmera são utilizadas. Esta situação é bastante favorável uma vez que não é necessário fazer
o tracking das regiões coloridas. Isto evita os ruídos devido aos desvios de posicionamento
e garante a utilização sempre das mesmas referências durante toda a sequência de imagens.
No entanto, uma evolução natural é a aplicação do MFTA em sequências de imagens com
movimento relativo entre a cena e a câmera. Nesta situação, as regiões coloridas estão em
movimento e precisam ser rastreadas.
Para se fazer o tracking das regiões coloridas primeiramente elas precisam ser caracte-
rizadas e identificadas. Assim, o primeiro quadro de uma sequência de imagens deve ser
segmentado em regiões que apresentem uma uniformidade mínima de cor. A escolha de
qual estratégia a ser utilizada na segmentação está baseada no resultado da comparação feita
por Simão et al. (2015).
Neste trabalho, duas estratégias de segmentação são comparadas utilizando o MFTA em
sequências sem movimento relativo entre a câmera e a cena. A primeira estratégia utiliza
um quadrado de tamanho fixo e a segunda estratégia é chamada de graph-based image seg-
mentation algorithm (Felzenszwalb e Huttenlocher, 2004). Os resultados mostraram que a
segmentação utilizando a primeira estratégia apresenta um melhor desempenho em relação
à segunda estratégia. Além disso, ela possui uma menor complexidade de implementação.
A segmentação por quadrados de tamanho fixo é uma rotina de varredura pixel a pixel
da imagem. Esta varredura procura pixels com uma área quadrada uniforme em torno deles.
O critério de uniformidade é verdadeiro quando a diferença entre os valores absolutos e a
média aritmética dos canais de cor, para os pixels de uma região quadrada, é menor que um
limiar definido. A Figura 3.18 mostra o resultado dessa segmentação para um quadrado de,
por exemplo, 5x5 pixels.
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Figura 3.18: Primeiro quadro da sequência de imagens e a imagem segmentada com quadra-
dos de 5x5 pixels.
Fonte: Elaborada pelo autor
Uma vez que as regiões coloridas tenham sido definidas, a próxima etapa é fazer o trac-
king dessas regiões. Supondo que os deslocamentos dessas regiões sejam pequenos entre
dois quadros consecutivos, este tracking pode ser implementado por uma simples busca na
área ao redor de cada região segmentada. A busca consiste na procura de uma área que pos-
sui a maior correlação com a região colorida segmentada. Quando essa área é localizada, a
posição e a cor média são registradas.
Para manter um processo iterativo, a cada iteração, a imagem capturada é segmentada e as
novas áreas são incluídas no cálculo da matriz de mapeamento de cores. Simultaneamente,
as áreas obtidas na segmentação do quadro anterior e que não possuem correspondentes
localizadas dentro da nova imagem são retiradas desse cálculo. Outro fato importante para
o processo iterativo é a escolha do tamanho das áreas quadradas. Acontece que existe uma
relação de compromisso entre a redução do ruído e a diminuição da quantidade de regiões
uniformes localizadas devido ao aumento da área dessas regiões. Uma vez que o tamanho
das áreas quadradas tenha sido definido, ele permanece inalterado durante todo o processo
de correção. Toda a estratégia de tracking que foi definida é inserida no algoritmo do MFTA
e a versão modificada para sequências com movimento relativo entre a câmera e a cena é
descrita abaixo.
Algoritmo MFTA (com tracking de regiões coloridas)
Entrada: Dimensão dos quadrados utilizados para segmentar a imagem l = 5
Entrada: Dimensão dos blobs utilizados para buscas nas imagens m = 25
Entrada: Uma sequência de imagens de entrada Ve
Saída: Uma sequência de imagens de saída Vs
1. I′← primeira imagem da sequência Ve
2. segmenta a imagem I′ em quadrados de lxl pixels gerando uma lista de quadrados P
contendo coordenadas centrais, cor média e um blob para cada quadrado
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3. C recebe a lista de cores médias dos quadrados da lista P
4. i← 0
5. insere I′ na sequência Vs
6. para outros I′ ∈Ve
7. faça localiza os blobs da list P na imagem I′ gerando uma lista Q contendo coorde-
nadas centrais e cor média dos quadrados localizados
8. C′ recebe a lista de cores médias dos quadrados da lista Q
9. exclua das listas P e Q os quadrados sem correspondentes, os que estão fora
da região de interesse, os quadrados com sobreposição e aqueles com desvio de
posição e as respectivas cores médias em C e C′
10. T ←C ∗C′+; calcula a matriz de transformação usando pseudo-inversa
11. C← ((C× i)+T ∗C′)/(i+1); atualiza as cores de referência utilizando média
ponderada
12. atualiza as coordenadas centrais da lista P com as correspondentes da lista Q
13. segmenta a imagem I′ em quadrados de lxl pixels gerando uma lista de quadrados
R
14. compara os quadrados da lista P com os quadrados da lista R, exclua os quadra-
dos da lista P sem correspondentes na lista R e inclua quadrados novos da lista
R na lista P
15. inclua em C as cores médias dos novos quadrados da lista P
16. i← i+1
17. I← T ∗ I′; aplica a matriz de transformação a toda a imagem
18. insere o quadro corrigido I na sequência Vs
19. avança para a próximo quadro da sequência Ve
20. retorna Vs
Assim, com esta estrutura preparada, o MFTA foi aplicado na sequência com movimen-
tos relativos definida na Seção 3.1.3. Foi escolhido um tamanho mediano de 5x5 pixels para
segmentação das regiões coloridas de forma a não comprometer a quantidade de regiões
coloridas e permitir uma razoável filtragem dos ruídos. Apesar de não haver variação signifi-
cativa na iluminação ambiente o resultado da correção das imagens apresenta uma saturação
de cor no decorrer do tempo. Na Figura 3.19 têm-se o quadro inicial e o quadro 700 corri-
gidos da sequência com movimentos relativos. É possível perceber que após 700 quadros a
cor vermelha da parede ficou ligeiramente mais saturada.
A região em vermelho foi a que apresentou o maior desvio durante a correção enquanto
as demais regiões não apresentaram efeitos tão significativos. Assim, uma atenção especial
deve ser dada a esta região buscando identificar as possíveis causas. Para isso, esta região
será tomada como foco nos ensaios e experimentos sendo analisada mais detalhadamente
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Figura 3.19: Quadro inicial e quadro 700 da sequência corrigidos pelo MFTA.
Fonte: Elaborada pelo autor
uma vez que mostrou ser o pior caso em toda a imagem.
O efeito da distorção da saturação é indesejável e sua origem pode estar relacionada
a algumas considerações que foram feitas. Por exemplo, a influência dos ângulos de in-
cidência e reflexão da luz, em uma superfície, foi desconsiderada. No entanto, durante o
deslocamento da câmera estes ângulos estão variando enquanto é feita a captura das ima-
gens. Assim, se a influência desses ângulos na intensidade da luz refletida for significativa,
as regiões capturadas sofrerão com essas variações e consequentemente a obtenção da ma-
triz de mapeamento de cores ficará comprometida. Isto pode se tornar crítico dependendo da
quantidade de superfícies planas identificadas. Outra hipótese está relacionada com a com-
posição da luz refletida. Foi assumido que as superfícies são lambertianas, ou seja, aquelas
que não possuem reflexão especular. Acontece que em ambientes externos há muitas super-
fícies espelhadas que podem contrariar esta suposição. Por exemplo, folhas lisas apresentam
este tipo de reflexão bem como vidros e outros objetos pintados com tintas brilhantes. Todas
essas superfícies podem interferir nos resultados. Estes fenômenos não estão contemplados
na transformação linear utilizada e que foi escolhida devido sua simplicidade de aplicação.
Além dessas considerações relativas às superfícies presentes no ambiente, existem outras
relativas ao movimento e ao processo de tracking. Estas podem promover a inclusão de,
no mínimo, duas novas fontes de ruídos. A primeira seria referente ao posicionamento das
regiões coloridas. Acontece que a estratégia de tracking, utilizada para localizar a nova
posição das regiões em cada quadro, ao sofrer o desvio de pelo menos um pixel, pode gerar
ruídos. Isto pode acontecer mesmo que a região esteja parada. A segunda fonte de ruído
pode ser devido a inclusão e exclusão de cores no cálculo da matriz de mapeamento de cores.
Devido ao movimento, algumas regiões coloridas saem da cena enquanto outras regiões vão
sendo acrescentadas. Isto significa que as regiões coloridas utilizadas nos cálculos não são as
mesmas durante toda a sequência, pois elas possuem um tempo de permanência nas cenas.
Esta situação pode causar uma polarização na correção das cores.
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3.5 Conclusão
O MFTA apresenta boa estabilidade para sequências de imagem sem movimento rela-
tivo entre a cena e a câmera. Ele resolve o problema causado pela presença de ruídos no
MAIA. No entanto, este bom resultado não foi observado quando sequências com movi-
mento relativo foram utilizadas. Isto mostra que toda a dinâmica envolvendo a segmentação
e o tracking das regiões coloridas introduz ruídos que não são atenuados pela filtragem tem-
poral existente no MFTA. Estes ruídos afetam a qualidade das cores utilizadas na obtenção
da matriz de mapeamento de cores, T, comprometendo o processo iterativo.
Para se alcançar um melhoria do MFTA duas alternativas são possíveis. A primeira diz
respeito a um avanço na qualidade das cores utilizadas no processo iterativo com o objetivo
de reduzir os ruídos gerados durante o tracking das regiões coloridas. A segunda alternativa
é uma evolução no processo de filtragem temporal capaz de filtrar os ruídos introduzidos
no processo de segmentação e tracking. As duas alternativas são investigadas no próximo
capítulo.
Capítulo 4
Método do Filtro Temporal para
Transformações (MFTT)
4.1 Introdução
Como pôde ser observado nos resultados obtidos com o MAIA, o processo iterativo,
utilizado na correção das cores das imagens de uma sequência, apresenta uma grande sensi-
bilidade aos ruídos. Esta sensibilidade é responsável por uma indesejável convergência que
gera imagens com somente valores de cinza. No entanto, quando estes ruídos são atenuados,
utilizando filtros, a convergência indesejável se torna mais lenta. Este resultado pode ser
observado na Seção 3.2, onde uma filtragem espacial é aplicada para obtenção das amostras
das cores utilizadas no cálculo da transformação T. Esta filtragem corresponde a um filtro
passa-baixa implementado pelo cálculo da cor média de uma região quadrada de nxn pixels.
Os resultados do MAIA indicaram uma redução significativa no efeito da convergência
indesejável como mostrado nas Figuras 3.9, 3.10(a) e 3.10(b) para áreas de 3x3, 7x7 e 13x13
pixels, respectivamente. No entanto, apesar da filtragem espacial produzir melhores resulta-
dos à medida que as áreas aumentam de tamanho, ela não foi suficiente para anular o efeito
da convergência indesejável observado no MAIA.
Dado que no MAIA foram utilizadas sequências de imagens sem movimento relativo e
que as amostras corrigidas de referência são sempre geradas para as mesmas regiões com
posicionamento fixo, uma filtragem temporal pôde ser aplicada. Esta filtragem também é um
filtro passa-baixa implementado pela média aritmética das amostras corrigidas nos quadros
anteriores da sequência de imagens.
A inclusão do filtro temporal deu origem ao MFTA que foi capaz de estabilizar as cor-
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reções das cores anulando o efeito da convergência indesejável mesmo para uma região de
1 pixel. Isto ficou evidente na correção de 10 repetições encadeadas da sequência sem mo-
vimento relativo (Figura 3.15). Este resultado, Seçao 3.3, mostrou que a filtragem espacial
não é mais necessária para anular o efeito da convergência indesejável, mas ainda pode ser
utilizada para atenuar o desvio padrão das cores corrigidas.
No entanto, este bom resultado alcançado para a sequência sem movimento relativo não
se verificou quando as regiões coloridas não estão em posições fixas. Este é o caso da sequên-
cia com movimento relativo entre a cena e a câmera. Para que a filtragem temporal fosse
aplicada, um esquema de tracking das regiões coloridas precisou ser utilizado. Entretanto,
devido aos desvios de localização e a inclusão e exclusão dinâmica de regiões coloridas, este
esquema se torna uma fonte de ruídos que impactam na qualidade das cores utilizadas na
correção.
Para que o processo iterativo apresente um bom resultado em sequências de imagens com
movimento relativo entre a cena e a câmera é necessário que uma compensação do efeito dos
ruídos seja implementada. No mínimo, dois caminhos são possíveis para se alcançar esta
característica. O primeiro consiste em buscar a melhoria da qualidade das amostras de cores
utilizadas para correção e o segundo caminho é buscar uma filtragem mais robusta. Estas
duas alternativas são analisadas nas próximas seções.
4.2 Melhoria da qualidade das cores de referência
Os valores das amostras de cor, utilizados para obtenção da matriz de mapeamento de
cores T, foram obtidos pela média aritmética de uma região quadrada de nxn pixels. Entre-
tanto, durante o processo de tracking, os erros de posicionamento provocam a inserção de
pontos que não fazem parte originalmente da área rastreada. Esta inserção de pontos espúrios
se traduz em um ruído presente nos valores das amostras de cor das regiões coloridas.
Estes pontos espúrios devem ser considerados como uma contaminação da região e não
devem fazer parte do cálculo da amostra de cor. Para evitar a influência destes pontos, duas
alternativas são avaliadas para excluí-los do cálculo do valor das amostras de cor. A primeira
alternativa substitui a média pela mediana na caracterização da amostra de cor de uma região
colorida e a segunda calcula a cor média da região colorida utilizando uma máscara binária
de pixels. Para aproveitar a estrutura definida no MFTA, o processo de segmentação das
imagens permanece o mesmo. Apenas a definição dos valores das amostras de cor é alterada.
As duas alternativas apresentadas buscam obter valores das amostras de cor com melhor
qualidade e que sejam mais estáveis em relação aos ruídos.
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4.2.1 Avaliação da filtragem com mediana
A primeira alternativa avaliada faz uso da mediana no lugar da média dos valores das
cores dos pixels para caracterização da amostra de cor. A determinação da cor mediana
depende de um critério de ordenação das cores dos pixels pertencentes a uma região colorida.
Dois critérios são utilizados: o matiz das cores dos pixels e os valores absolutos dos canais
de cor R, G e B. Neste segundo critério, a mediana é encontrada separadamente para cada
canal de cor.
O primeiro critério de ordenação testado foi pelo matiz das cores dos pixels da região
segmentada. A Figura 4.1 mostra a imagem ampliada de uma região colorida com área de
5x5 pixels. Esta região foi definida pelo critério de uniformidade definido na Seção 3.4 e
utilizado no processo de segmentação das imagens da sequência.
Figura 4.1: Região colorida com uma área de 5x5 pixels.
Fonte: Elaborada pelo autor
Os valores R, G e B de cada pixel são convertidos para o sistema de cores HSV e os valo-
res do matiz tabelados em ordem crescente, como no exemplo da Tabela 4.1, para obtenção
da mediana. Nesta tabela é possível observar alguns valores de matiz repetidos. Isto se deve
aos pixels presentes na região 5x5 que possuem o mesmo matiz. Assim, os valores R, G e
B do pixel da posição H14 são tomados para definição do valor da amostra de cor da refe-
rida região colorida. Este procedimento é executado para cada região colorida segmentada
da imagem sendo que os valores das amostras são definidos a partir de diferentes posições
dentro de cada região.
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Os valores espúrios de cor dos pixels, que eventualmente contaminarem a região colorida,
ficam localizados nas extremidades do vetor ordenado. Por outro lado, os valores mais fre-
quentes e que efetivamente caracterizam a cor da região ficam centralizados no vetor. Dessa
forma, há uma tendência da mediana ser mais estável que a média aritmética, uma vez que
no cálculo desta última estão incluídos todos os valores inclusive os espúrios.



























O teste com o critério de ordenação pelo matiz utilizou uma área quadrada de 5x5 pixels
como foi feito na Seção 3.4. O resultado da correção do quadro 700 da sequência com
movimento relativo utilizando o valor da mediana para caracterização das amostras das cores
pode ser visto na Figura 4.2. Nesta figura, é possível observar que a distorção na saturação da
cor vermelha ainda está presente. Esta distorção é a mesma observada na Figura 3.19 quando
as amostras de cor foram caracterizadas pela cor média da região colorida. O quadro 700
foi escolhido para avaliação por estar a uma quantidade significativa de quadros decorridos
desde o início da sequência e por ser suficiente para se observar a manifestação dos efeitos
dos ruídos, como visto na Seção 3.4.
O segundo critério de ordenação para obtenção da cor mediana utiliza os valores absolu-
tos dos canais de cor R, G e B. Neste critério, os canais R, G e B dos pixels de cada região
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Figura 4.2: Quadros 1 e 700 da sequência com movimento relativo corrigidos pelo MFTA
com mediana ordenada pelo matiz.
Fonte: Elaborada pelo autor
colorida são ordenados separadamente e os valores medianos Rmdn, Gmdn e Bmdn são obti-
dos de cada vetor ordenado. A cor [Rmdn Gmdn Bmdn] é, então, utilizada para caracterizar o
valor das amostras de cor de cada região. Deve ser observado que os canais de cor não são
completamente independentes devido à sobreposição das curvas dos sensores. Assim, este
critério é uma aproximação e considera sensores sem sobreposição.
O resultado do teste com este segundo critério pode ser visto na Figura 4.3. Ele apresenta
uma pequena redução na saturação, mas ainda distante do desejado.
Figura 4.3: Quadros 1 e 700 da sequência com movimento relativo corrigidos pelo MFTA
com mediana ordenada pelos canais R, G e B.
Fonte: Elaborada pelo autor
Neste ponto, um questionamento relativo ao processo de segmentação se torna evidente:
Qual seria o resultado da correção de cores se o processo de segmentação utilizasse a medi-
ana ao invés da média aritmética na composição do critério de uniformidade? Este resultado
pode ser visto na Figura 4.4. Nele é possível observar uma redução da saturação da cor
vermelha.
Os resultados apresentados nas Figuras 4.2, 4.3 e 4.4 permitem uma avaliação qualitativa
dos diferentes critérios empregados no MFTA que buscam uma melhoria na qualidade das
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Figura 4.4: Quadros 1 e 700 da sequência com movimento relativo corrigidos pelo MFTA
em que a segmentação utiliza a mediana ao invés da média aritmética na composição do
critério de uniformidade.
Fonte: Elaborada pelo autor
cores de referência. No entanto, esta avaliação está sujeita às interferências dos processos
psicofísicos presentes na visão humana quando as cores são comparadas visualmente. Para se
evitar estes efeitos e alcançar uma maior precisão, uma avaliação quantitativa é apresentada
para comparar estes resultados.
Inicialmente, uma área de 5x10 pixels, presente na primeira imagem da sequência, é
separada (Figura 4.5) e o valor da cor média é calculado Rm = 123, Gm = 59 e Bm = 51.
Convertendo estes valores para o espaço HSV obtêm-se uma saturação Sm = 0,5854. Este
valor de saturação é uma referência para avaliação das imagens corrigidas.
Figura 4.5: Região de 5x10 pixels separada do primeiro quadro.
Fonte: Elaborada pelo autor
A Figura 4.6 mostra, lado a lado, a mesma área localizada nas imagens do quadro 700
corrigidas pelos quatro critérios vistos até então: (a) a segmentação e a definição do valor
da amostra são feitos pela média aritmética (Seção 3.4); (b) segmentação pela média e defi-
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nição do valor pela mediana do matiz; (c) segmentação pela média e definição do valor pela
mediana dos canais R, G e B e (d) segmentação e definição do valor pela mediana dos canais
R, G e B.
Figura 4.6: Região de 5x10 pixels para comparação dos critérios: (a) segmentação e valor da
amostra pela média aritimética; (b) segmentação pela média e valor pela mediana do matiz;
(c) segmentação pela média e valor pela mediana dos canais R, G e B; (d) segmentação e
valor pela mediana dos canais R, G e B.
(a) (b) (c) (d)
Fonte: Elaborada pelo autor
A Tabela 4.2 apresenta os respectivos valores RGB e HSV da cor média da região 5x10
pixels do quadro 700 original e aqueles corrigidos por cada um dos critérios definidos. Estes
valores permitem verificar que o resultado da correção, (b), utilizando o critério da mediana
ordenada pelo matiz foi mais saturado que o critério da Seção 3.4, (a). O critério da mediana
ordenada pelos canais R, G e B produziu um resultado, (c), próximo do resultado (a). Por fim,
o critério, (d), da mediana ordenada pelos canais R, G e B quando utilizado na segmentação
das regiões coloridas e na caracterização do valor das amostras apresenta a menor saturação
da cor vermelha. Isto novamente reforça a hipótese da sensibilidade do método aos ruídos e
que a mediana produz resultados mais estáveis que a média aritmética.
Tabela 4.2: Valores RGB e HSV médios da mesma região das imagens corrigidas do quadro
700 para os critérios (a), (b), (c) e (d)
Critério Rm Gm Bm Hm Sm Vm
original 123 59 51 0,0185 0,5854 123,00
(a) 97 8 6 0,0037 0,9381 97,00
(b) 79 0 0 0,0000 1,0000 79,00
(c) 93 10 1 0,0163 0,9892 93,00
(d) 99 26 15 0,0218 0,8485 99,00
Apesar do uso da mediana no processo de segmentação contribuir para uma diminuição
da saturação, numericamente perceptível, ela ainda não é capaz de anular totalmente a dis-
torção provocada pelos ruídos. Isto pode ser verificado pelo cálculo do módulo do vetor que
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é a diferença entre a cor média de cada região e a cor média da região do primeiro quadro.
Estes valores foram calculados no espaço de cor RGB e são apresentados na Tabela 4.3.
Tabela 4.3: Valores do módulo do erro entre a cor média de cada região do quadro 700 e a






Por outro lado, a busca pela melhoria da qualidade das cores se mostrou como um cami-
nho viável e apto a produzir contribuições para a melhoria das correções.
Os resultados apresentam uma independência do quadro utilizado na avaliação. As Ta-
belas 4.4 e 4.5 mostram os resultados para o quadro 800 e as Tabela 4.6 e 4.7 para o quadro
900.
Tabela 4.4: Valores RGB e HSV médios da mesma região das imagens corrigidas do quadro
800 para os critérios (a), (b), (c) e (d)
Critério Rm Gm Bm Hm Sm Vm
(a) 98 6 6 0,0000 0,9388 98,00
(b) 79 0 0 0,0000 1,0000 79,00
(c) 94 10 2 0,0145 0,9787 94,00
(d) 100 26 15 0,0216 0,8500 100,00
Tabela 4.5: Valores do módulo do erro entre a cor média de cada região do quadro 800 e a
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Tabela 4.6: Valores RGB e HSV médios da mesma região das imagens corrigidas do quadro
900 para os critérios (a), (b), (c) e (d)
Critério Rm Gm Bm Hm Sm Vm
(a) 97 5 5 0,0000 0,9485 97,00
(b) 74 0 0 0,0000 1,0000 74,00
(c) 92 4 1 0,0055 0,9891 92,00
(d) 93 13 5 0,0147 0,9479 96,00
Tabela 4.7: Valores do módulo do erro entre a cor média de cada região do quadro 900 e a






É possível observar um aumento no erro entre a cor média do primeiro quadro e a cor
média dos quadros 800 e 900. Isso é esperado uma vez que os efeitos dos ruídos continuam
agindo durante toda a sequência. Entretanto, os resultados relativos entre os critérios testados
se mantêm os mesmos. O critério (d) para o quadro 900 apresentou um aumento no erro mais
significativo. Isso corresponde a um aumento na saturação da cor vermelha fazendo com que
se aproximasse da saturação do critério (a).
4.2.2 Avaliação da máscara binária
A segunda alternativa para melhoria da qualidade das cores também busca uma forma de
diminuir a influência dos pontos espúrios na caracterização dos valores das amostras de cor
das regiões coloridas. Para isso, uma máscara binária é definida para cada região colorida
determinando quais pixels serão utilizados. Estas máscaras possuem o mesmo tamanho que
as regiões segmentadas e são atualizadas a cada iteração.
Dois critérios para definição da máscara binária são avaliados: os valores de brilho dos
pixels e os valores absolutos dos canais R, G e B. O primeiro critério gera uma única máscara
para uso imediato e o segundo gera, inicialmente, três máscaras separadas, uma para cada
canal de cor, e em seguida aplica uma conjunção entre elas, gerando uma única máscara.
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Para o primeiro critério, o valor em cada posição da máscara será verdadeiro se a dife-
rença entre o brilho do respectivo pixel da região colorida e o brilho médio desta região for
menor ou igual à um limiar kσ, onde, k é um fator de ajuste e σ é o desvio padrão do brilho
da referida região.
O procedimento adotado exclui do cálculo do valor das amostra de cor os pixels cujo
desvio do brilho em relação ao brilho médio seja maior que k vezes o desvio padrão σ. Esta
exclusão pode, em alguns casos, gerar uma máscara só de zeros, impedindo o uso desta
amostra de cor no cálculo da transformação T. Assim, para evitar esta perda de informação,
o menor valor de ajuste k que não gera máscaras vazias é escolhido.
O teste da correção de cor utilizando o critério de brilho para geração das máscaras bi-
nárias é realizado com k = 0.98. O resultado da correção para o quadro 700 pode ser visto
na Figura 4.7. A cor vermelha ainda se apresenta ligeiramente menos saturada quando com-
parada com o resultado da Seção 3.4. Isto pode ser verificado numericamente observando a
região 5x10 pixels do quadro 700 corrigido que possui uma cor média com valores Rm = 100,
Gm = 18 e Bm = 17. Isto equivale a uma saturação Sm = 0,8300.
Figura 4.7: Quadros 1 e 700 da sequência com movimento relativo corrigidos pelo MFTA
utilizando uma máscara binária definida pelo brilho dos pixels de cada região colorida.
Fonte: Elaborada pelo autor
O segundo critério para geração das máscaras binárias aplica o mesmo procedimento de
comparação visto no primeiro critério. A diferença em relação ao primeiro critério está ape-
nas nos valores utilizados que, neste caso, são os valores absolutos dos canais R, G e B de cor
enquanto, no primeiro, são os valores de brilho. A máscara efetivamente utilizada foi com-
putada por uma conjunção entre as três máscaras obtidas para cada canal. Por causa dessa
operação lógica, a chance de ocorrer uma máscara vazia aumenta. Isto pôde ser verificado
pelo valor de ajuste k que precisou ser maior para evitar esta possibilidade.
A Figura 4.8 mostra o resultado da correção do quadro 700 utilizando as máscaras gera-
das pelo segundo critério para um valor de ajuste k= 1.35. Neste caso, os valores RGB da cor
média da região 5x10 pixels são Rm = 99, Gm = 16 e Bm = 14 e a saturação Sm = 0,8586. A
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distorção da cor vermelha está muito próxima daquela observada quando o primeiro critério
é utilizado.
Figura 4.8: Quadros 1 e 700 da segunda sequência corrigidos pelo MFTA utilizando uma
máscara binária definida pelos três canais R, G e B.
Fonte: Elaborada pelo autor
Os dois critérios para geração de máscaras binárias apresentam resultados muitos seme-
lhantes àquele do critério (d) da avaliação da mediana presente na Tabela 4.2. Isto significa
que o uso da máscara binária, semelhantemente à segmentação pela mediana, critério (d),
apresentou melhores resultados que os critérios (b) e (c) da Seção 4.2.1. Novamente fica
claro o benefício da melhoria da qualidade das cores de referência, pois houve uma redução
na saturação. No entanto, esta redução não é suficiente para anular completamente este efeito
de distorção de cores.
Os resultados para os quadros 800 e 900 estão apresentados na Tabelas 4.8 e 4.9. Vale
lembrar que o matiz próximo dos valores zero e um são referentes à mesma região de cores.
Isto justifica a diferenças entre os valores do matiz para a Tabela 4.8. Os valores alcançados
para os quadros 800 e 900 estão próximos dos resultados obtidos para o quadro 700. No en-
tanto, eles evidenciam duas tendências distintas para os dois critérios avaliados. O critério de
brilho para geração da máscara binária apresentou resultados mais estáveis entre os quadros
800 e 900. Por outro lado, o critério que utiliza os canais RGB mostrou uma maior variação
na saturação.
Tabela 4.8: Valores RGB e HSV médios da região 5x10 pixels da imagem corrigidas do
quadro 800 para os dois critérios utilizados
Critério Rm Gm Bm Hm Sm Vm
Brilho 101 17 18 0,9980 0,8317 101,00
Canais RGB 101 15 14 0,0019 0,8614 101,00
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Tabela 4.9: Valores RGB e HSV médios da região 5x10 pixels da imagem corrigidas do
quadro 900 para os dois critérios utilizados
Critério Rm Gm Bm Hm Sm Vm
Brilho 101 17 18 0,9980 0,8317 101,00
Canais RGB 99 11 12 0,9981 0,8889 99,00
Para completar a análise da melhoria da qualidade das cores, uma última verificação é
necessária. Esta verificação diz respeito ao problema de registro (Olsson et al., 2006) que
está relacionado com a localização precisa das regiões coloridas. Para isso, uma avaliação
do erro de posicionamento causado pelo processo de tracking é feita.
O processo de tracking localiza as regiões coloridas, em uma nova imagem, através de
uma busca em torno da posição em que elas foram localizadas na imagem anterior. A nova
localização de cada região colorida é definida como sendo o ponto onde ocorre a maior
correlação entre esta região e a região de busca. Após as regiões serem localizadas, as
posições são atualizada para que uma nova busca possa ser feita na imagem seguinte da
sequência.
Para verificar a precisão do procedimento de tracking, o método detector de pontos de
interesse, Speeded-Up Robust Features-SURF (Bay et al., 2008) é utilizado para localizar
pontos característicos de referência. Estes pontos são comparados com os resultados de lo-
calização feitos pelo processo de tracking. Inicialmente, os pontos característicos de duas
imagens consecutivas são obtidos pelo SURF, os pares de pontos que possuem correspon-
dência são identificados e suas coordenadas são armazenadas.
As coordenadas dos pontos característicos identificados na primeira imagem são utiliza-
das para definir um conjunto de regiões quadradas centradas neste pontos. Estas regiões são,
então, localizadas pelo procedimento de tracking na imagem seguinte e suas coordenadas re-
gistradas. Estas coordenadas localizadas pelo tracking são comparadas com as coordenadas
dos pontos característicos identificados pelo SURF na segunda imagem.
A Figura 4.9 mostra os pontos característicos identificados na primeira imagem (es-
querda). Estes pontos estão marcados pelo centro de um quadro amarelo que identifica a
região utilizada pelo tracking e pelo centro de um círculo vermelho que mostra os pontos
identificados pelo SURF. Na segunda imagem (direita), a posição onde estes pontos são lo-
calizados é identificada por um quadrado amarelo para o tracking e por um círculo vermelho
para o SURF.
Uma linha vermelha e outra verde são plotadas ligando os pontos da primeira imagem aos
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pontos localizados na segunda imagem. A linha vermelha associa os pontos localizados pelo
tracking e a linha verde os pontos localizados pelo SURF. Para os pontos localizados nas
mesmas posições pelos dois procedimentos, a linha vermelha sempre cobre a linha verde.
Por outro lado, quando há um desvio na localização, a linha verde se torna aparente. É
possível observar na Figura 4.9 que as linhas verdes não são frequentes. Isto indica que as
localização pelos dois procedimentos são, em sua maioria, coincidentes.
Um resultado mais preciso é alcançado por uma avaliação quantitativa do desvio de lo-
calização. Esta avaliação é realizada utilizando a sequência com movimento relativo entre
a cena e a câmera. Para cada imagem da sequência, os desvios entre os pontos localizados
pelo tracking e os pontos localizados pelo SURF são registrados e acumulados. Este desvios
são medidos em valores inteiros de pixels. A Tabela 4.10 mostra a frequência dos desvios
ocorridos na horizontal e na vertical em valores absolutos e percentual.
Tabela 4.10: Frequência dos desvios entre os pontos localizados pelo tracking e os pontos
localizados pelo SURF
Desvio (pixels) Frequência horizontal Frequência vertical
0 66.169 70,851% 69502 74,420%
1 25.583 27,393% 23132 24,769%
2 1289 1,380% 719 0,770%
3 176 0,188% 20 0,021%
4 79 0,085% 8 0,009%
5 50 0,054% 5 0,005%
6 17 0,018% 5 0,005%
7 9 0,010% 0 0%
8 11 0,012% 0 0%
9 3 0,003% 0 0%
10 2 0,002% 1 0,001%
11 0 0% 0 0%
12 1 0,001% 0 0%
13 0 0% 0 0%
14 2 0,002% 0 0%
15 1 0,001% 0 0%
É possível observar que o desvio mais frequente é zero e que mais de 98% deles são
de até um pixel de deslocamento, ou seja, o procedimento de tracking localizou com boa
precisão a maioria das regiões em relação à localização feita pelo SURF. Isto significa que
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o procedimento de tracking é relativamente preciso na localização das regiões em torno dos
pontos característicos. Devido as características intrínsecas destes pontos, as regiões ao redor
deles são normalmente texturizadas facilitando a sua identificação pelo tracking. No entanto,
isto não se repete, necessariamente, para regiões que apresentem um determinado grau de
uniformidade como aquelas utilizadas no processo de correção de cores.
Os resultados analisados até aqui mostram que as interferências de origem espacial, como
o desvio de localização e a inserção de pontos espúrio nas regiões coloridas, não são fáceis
de serem suprimidas. Podem até serem atenuadas, por exemplo, pela substituição dá média
pela mediana no processo de segmentação, mas não são completamente eliminadas. Este
comportamento é similar ao efeito da mudança no tamanho da área das regiões coloridas feita
no MAIA. Naquela situação, o aumento da área reduzia o efeito da convergência indesejável,
mas não o anulava por completo.
4.3 Uma abordagem baseada em filtragem temporal
A persistência dos efeitos dos ruídos, mesmo depois da aplicação de métodos para me-
lhoria da qualidade das cores de referência, exige que uma outra abordagem seja investigada
para se alcançar a atenuação destes efeitos. Para tanto, deve-se considerar que a caracteri-
zação das amostras de cor pela média aritmética de uma região colorida, com tamanhos va-
riados, não foi suficiente para conter a convergência indesejável observada no MAIA. Além
disso, a solução para conter este efeito só foi alcançada quando a filtragem saiu do contexto
espacial para o contexto temporal presente no MFTA. A partir disso, é possível supor que
uma melhoria na filtragem temporal pode produzir resultados mais estáveis.
A filtragem temporal presente no MFTA resultou na eliminação da convergência inde-
sejável observada no MAIA quando referências fixas de cor foram utilizadas. No entanto,
quando as referências de cor localizadas nas imagens apresentam um deslocamento em re-
lação à câmera, os resultados não são tão bons. Isto torna evidente que o deslocamento
espacial das referências influencia na qualidade das cores e consequentemente na qualidade
das transformações.
Este fato sugere que o ruído presente nas cores esteja sendo transferido para as transfor-
mações. Assim, em uma situação onde haja pouca ou nenhuma variação da fonte de ilumi-
nação deveria ser obtido uma sequência de transformações com poucas diferenças entre si.
No entanto, sob a influência destes ruídos, as transformações geradas estariam mapeando es-
paços de cores espúrios. Esta falta de uniformidade entre transformações consecutivas deve,
então, ser atenuada.
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As cores de referência, geradas no MAIA a cada correção de cores, também sofriam
influência dos ruídos e comportavam-se como referências espúrias sujeitando o MAIA a uma
convergência indesejável. No entanto, estas referências tornaram-se mais estáveis quando
foram calculadas pela média temporal das referências anteriores. Extrapolando este conceito
para as transformações, tem-se que estas sofrem influência dos ruídos e comportam-se como
transformações espúrias. Diante disso, é possível que um esquema de filtragem temporal das
transformações seja capaz de gerar transformações menos susceptíveis aos ruídos atenuando
a distorção das cores.
Este contexto evidencia uma estrutura que envolve três tipos de filtragem que atuam em
três domínios distintos:
• A primeira filtragem é espacial e atua no domínio dos pixels de uma região.
• A segunda filtragem é temporal aplicada no domínio dos valores de cor de uma mesma
região ao longo do tempo.
• A terceira filtragem também é uma filtragem temporal que atua no domínio das trans-
formações.
Cada um destes domínios envolvidos emprega uma quantidade crescente de informação
para obtenção das correções de cor. Isto é coerente à medida em que se busca maior precisão
nas correções.
4.4 O MFTT
Este método apresenta uma abordagem para implementação de uma filtragem temporal
das transformações T obtidas em cada iteração. Esta filtragem é caracterizada por um filtro
passa-baixa que produz uma transformação que é uma média das transformações anteriores.
As transformações utilizadas devem ser aquelas obtidas sob variações relativamente suaves
da iluminação. Por exemplo, variações obtidas em ambiente externos devido à iluminação
solar e aquelas devido às transições entre ambientes adjacentes.
Assim, uma janela de w iterações é definida considerando que houve pouca ou nenhuma
variação de iluminação neste espaço de tempo. A filtragem temporal deve ser aplicada em um
conjunto de transformações anteriores [Ti−w+1, ...,Ti], dentro de uma janela w de quadros,
para obter a transformação da iteração atual Ti.
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Considerando um conjunto de w iterações, as cores de referência utilizadas em cada
iteração são armazenadas formando um grande conjunto de referência Si e da mesma forma é
feito para os conjuntos de cores capturadas formando um grande conjunto S′i. A partir desses
dois grandes conjuntos a transformação da iteração i é determinada. A cada iteração a janela
de largura w se desloca inserindo os novos conjuntos de cores e removendo os mais antigos.
Assim, a transformação Ti é uma transformação média de uma janela de w transformações
definida pela Equação 4.1.
Ti = [Si][S′i]
+ (4.1)
Nesta equação, [Si] é a matriz com os valores das cores de referência e [S′i] é a matriz
com os valores das cores capturadas. As duas matrizes são obtidas em w quadros e dadas
pelas Equações 4.2 e 4.3, respectivamente. Os valores ki−w+1 até ki são os tamanhos dos
conjuntos em cada iteração.
Si = {[c1, · · · ,cki−w+1]i−w+1, · · · , [c1, · · · ,cki]i} (4.2)
S′i = {[c′1, · · · ,c′ki−w+1]i−w+1, · · · , [c
′
1, · · · ,c′ki]i}. (4.3)
O algoritmo do MFTT apresenta pequenas alterações em relação ao algoritmo do MFTA
como pode ser visto na descrição abaixo. Nesta descrição é possível observar que os conjun-
tos de cores C e C′ são inseridos na primeira posição dos conjuntos S e S′, respectivamente.
As demeais posições destes conjuntos são deslocadas de uma posição e os grupos de cores
da última posição são descartados.
Algoritmo Método do Filtro Temporal para Transformações (MFTT)
Entrada: Dimensão da janela de iterações w
Entrada: Dimensão dos quadrados utilizados para segmentar a imagem l = 5
Entrada: Dimensão dos blobs utilizados para buscas nas imagens m = 25
Entrada: Uma sequência de imagens de entrada Ve
Saída: Uma sequência de imagens de saída Vs
(∗ versão com tracking de regiões coloridas ∗)
1. I′← primeira imagem da sequência Ve
2. segmenta a imagem I′ em quadrados de lxl pixels gerando uma lista de quadrados P
contendo coordenadas centrais, cor média e um blob para cada quadrado
3. C recebe a lista de cores médias dos quadrados da lista P
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4. para j← 1 até w
5. faça S j←C;
6. S′j←C
7. i← 0
8. insere I′ na sequência Vs
9. para outros I′ ∈Ve
10. faça localiza os blobs da list P na imagem I′ gerando uma lista Q contendo coorde-
nadas centrais e cor média dos quadrados localizados
11. C′ recebe a lista de cores médias dos quadrados da lista Q
12. exclua das listas P e Q os quadrados sem correspondentes, os que estão fora
da região de interesse, os quadrados com sobreposição e aqueles com desvio de





17. T ← S∗S′+; calcula a matriz de transformação usando pseudo-inversa
18. C← ((C× i)+T ∗C′)/(i+1); atualiza as cores de referência utilizando média
ponderada
19. atualiza as coordenadas centrais da lista P com as correspondentes da lista Q
20. segmenta a imagem I′ em quadrados de lxl pixels gerando uma lista de quadrados
R
21. compara os quadrados da lista P com os quadrados da lista R, exclua os quadra-
dos da lista P sem correspondentes na lista R e inclua quadrados novos da lista
R na lista P
22. inclua em C as cores médias dos novos quadrados da lista P
23. i← i+1
24. I← T ∗ I′; aplica a matriz de transformação a toda a imagem
25. insere o quadro corrigido I na sequência Vs
26. avança para a próximo quadro da sequência Ve
27. retorna Vs
O MFTT apresenta um resultado melhor que o MFTA utilizando a mediana no processo
de segmentação. Na Figura 4.10 pode ser observado que a cor vermelha saturada, presente
quando o MFTA foi utilizado, não é mais percebida com o MFTT.
A Tabela 4.11 mostra os valores da cor vermelha da mesma região 5x10 pixels definida
na Figura 4.5. Estes valores são relativos ao quadro um e ao quadro 700. É possível observar
que a diferença máxima dos canais RGB ocorre para o canal B e vale 13,73%. A saturação
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Figura 4.10: Primeiro e último quadros da sequência corrigidos pelo MFTT para w=30.
Fonte: Elaborada pelo autor
da cor vermelha no quadro 700 está muito próxima da saturação original presente no quadro
um. A diferença entre estes valores de saturação é de 7,12%. A diferença ente os dois vetores
de cor no espaço de cor RGB é de 11,7473.
Tabela 4.11: Valores RGB e HSV médios da região 5x10 pixels do quadro um capturado e
do quadro 700 corrigido
Quadro Rm Gm Bm Hm Sm Vm
1 123 59 51 0,0185 0,5854 123,00
700 118 51 44 0,0158 0,6271 118,00
Os resultados dos quadros 800 e 900, Tabela 4.12, são muito próximos evidenciando uma
maior estabilidade na correção das cores. a variação da saturação entre os quadros 700 e 900
corrigidos foi de apenas 0,86%.
Tabela 4.12: Valores RGB e HSV médios da região 5x10 pixels do quadro 800 e 900 corri-
gidos
Quadro Rm Gm Bm Hm Sm Vm
800 118 51 44 0,0158 0,6271 118,00
900 117 51 43 0,0180 0,6325 117,00
4.5 Conclusão
O MFTT transfere o conceito da filtragem temporal, aplicada nos valores de referência,
para os valores das transformações obtidas em cada iteração. Isto permite a utilização de
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uma número maior de informações atenuando o efeito dos pontos espúrios introduzidos pelo
ruído. Este comportamento pode ser observado pelo resultado do teste feito com a sequência
com movimento relativo. Este resultado foi significativamente melhor que àqueles obtidos
pela melhoria da qualidade das cores de referência.
Para uma sequência de imagens contendo uma grande variedade de efeitos presentes
em cenas comuns, a filtragem temporal das transformações, presente no MFTT, mostrou-se
capaz de atenuar a distorção das cores causada pelo processo iterativo de correção. Uma
consequência desta filtragem é uma insensibilidade às variações abruptas da iluminação. No
entanto, as variações de iluminação em ambiente externos devido à iluminação solar e aque-




5.1 Ferramentas de programação
O uso da linguagem do MATLAB foi adotado nos scripts de programação. O MATLAB
possui um ambiente de fácil uso e que integra a análise numérica, o cálculo com matrizes,
o processamento de sinais e a construção de gráficos. Possui também um vasto conjunto de
funções nativas e outras provenientes de suas extensões (toolboxes). Além disso, os proble-
mas e soluções podem ser expressos similar à forma como são descritos matematicamente.
O Computer Vision System Toolbox fornece algoritmos e ferramentas para projeto e si-
mulação de visão computacional e sistemas de processamento de imagens. Este toolbox
inclui algoritmos de extração de características, detecção de movimento, detecção de obje-
tos, tracking de objetos, visão estéreo, processamento e análise de vídeos. Ele também inclui
ferramentas para entrada e saída de arquivos de vídeo, exibição de vídeos, desenhos gráficos
e composições.
As principais funções utilizadas foram aquelas relativas à extração de quadros a partir de
sequências de imagens, à correção gama e à exibição de marcas como quadrados, círculos e
cruzes nas imagens para identificação de pontos e áreas de interesse. Outra característica do
MATLAB utilizada foi a capacidade de execução de funções escritas em C++. Esta interface
está baseada nas mex-functions que são acessadas diretamente pela linha de comando ou
pelos scripts do MATLAB. A vantagem da utilização de mex-functions está no aumento do
desempenho computacional.
Duas funções foram implementadas em C++ utilizando o interfaceamento através das
mex-functions. A primeira é a função que implementa a segmentação das imagens em pe-
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quenos quadrados de tamanho fixo. Esta segmentação está descrita na Seção 3.4. A segunda
função faz o tracking das regiões coloridas como descrito na mesma seção.
5.2 Experimentos de segmentação da imagem
A segmentação de imagens desempenha um importante papel na área da visão compu-
tacional (Deshmukh, 2010). O objetivo da segmentação é particionar uma imagem em seus
objetos ou regiões constituintes. A segmentação de imagens não triviais é uma das tarefas
mais difíceis em processamento de imagem e sua precisão determina o eventual sucesso ou
falha dos processos automáticos (Gonzalez e Woods, 2008).
No processo de correção de cores, apresentado nesta tese, a segmentação das imagens
em regiões coloridas representa uma importante etapa. Esta segmentação é responsável pela
definição dos valores que serão utilizados para obtenção da matriz de mapeamento de co-
res. Inicialmente, dois métodos de segmentação foram avaliados. O primeiro método é
a segmentação por crescimento de região (Gonzalez e Woods, 2008) e o segundo método
é chamado de graph-based image segmentation algorithm (Felzenszwalb e Huttenlocher,
2004). No entanto, os resultados das avaliações destes métodos apresentaram uma signi-
ficativa instabilidade na quantidade e nos formatos das regiões segmentadas entre quadros
consecutivos. Assim, um terceiro método de segmentação por quadrados de tamanho fixo foi
escolhido para utilização no processo de correção de cores. Este método escolhido segmenta
as imagens em regiões quadradas de tamanho fixo como visto na Seção3.4. Os métodos são
avaliados nas seções seguintes.
5.2.1 Segmentação utilizando crescimento de região
Este método de segmentação utiliza informações provenientes do domínio espacial da
imagem como, por exemplo, a intensidade ou a cor dos pixels. O princípio fundamental
do crescimento de região é a agregação de pixels que atendam critérios de conectividade e
similaridade. Estes critérios são relativos a um pixel tomado como ”semente”, em torno do
qual ocorre o processo de crescimento de região. Além desses dois critérios, outros três são
igualmente importantes: (i) critério de escolha das sementes; (ii) critério de desambiguação
de múltiplas sementes válidas para um mesmo pixel; e (iii) critério de parada.
O critério de escolha das sementes iniciais tem grande importância no resultado final da
segmentação (Huang et al., 2010). Assim, diversas abordagens para a escolha automática
das sementes têm sido propostas (Ikonomakis et al., 2000; Singh e Singh, 2013). Durante a
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agregação dos pixels, aqueles que satisfizerem o critério de conectividade poderão, eventu-
almente, atender ao critério de similaridade para mais de uma semente. Então, é necessário
definir um critério para resolver esta ambiguidade. Por fim, um critério de parada deve ser
definido quando não houverem mais pixels a serem agregados (Gonzalez e Woods, 2008).
O experimento realizado com o método de segmentação por crescimento de região utiliza
a implementação em C++ chamada Fast 3D/2D Region Growing (MEX)1. Este código recebe
como entrada uma imagem cinza e as coordenadas de um pixels que servirá como semente.
A saída deste procedimento é uma imagem binária contendo a região crescida. Para gerar a
lista de sementes, o conceito básico de um grid, empregado por Ikonomakis et al. (2000), foi
utilizado. Este grid, espaçado por uma distância L, define os pontos que são utilizados como
sementes.
O processo de segmentação das regiões segue a ordem com que as sementes foram ge-
radas. Assim, as sementes são utilizadas, uma a uma, para gerar as regiões e sempre que
uma região gerada sobrepuser as coordenadas das sementes que ainda não tenham sido uti-
lizadas estas são, então, retiradas da lista. As regiões geradas recebem um rótulo, que é
registrado em uma matriz de rótulos. O processo termina quando não há mais sementes a
serem utilizadas.
Como dito anteriormente, o código utilizado recebe uma imagem monocromática como
entrada. No entanto, as imagens a serem segmentadas são coloridas. Assim, a etapa de
geração da região é executada para cada um dos canais de cor R, G e B separadamente. Em
seguida, algumas operações morfológicas de dilatação seguidas de erosão, caracterizando
uma operação de fechamento, são realizadas para remover os buracos. Finalmente uma
operação lógica E é realizada entre as três regiões geradas para cada canal de cor. A região
resultante é tomada como a região segmentada.
As Figuras 5.1, 5.2 e 5.3 mostram, respectivamente, os resultados da segmentação por
crescimento de região do primeiro, segundo e terceiro quadros da sequência com movimento
relativo entre câmera e cena.
A segmentação por crescimento de regiões produz grandes áreas uniformes como pode
ser observado na Figura 5.1. Esta é uma característica muito importante para redução do
ruído espacial que contamina a cor média da área em questão. No entanto, quando os três
quadros consecutivos são comparados (Figuras 5.1, 5.2 e 5.3) é possível perceber uma insta-
bilidade tanto na quantidade como na forma das regiões geradas.
Por exemplo, na posição P1 da Figura 5.1 o algoritmo de segmentação identificou regiões
1O código pode ser obtido no endereço eletrônico http://www.mathworks.com/matlabcentral/
fileexchange/41666-fast-3d-2d-region-growing--mex-
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Figura 5.1: Resultado da segmentação do primeiro quadro por crescimento de região (utiliza
a implementação em C++ chamada Fast 3D/2D Region Growing (MEX)).
Fonte: Elaborada pelo autor
Figura 5.2: Resultado da segmentação do segundo quadro por crescimento de região (utiliza
a implementação em C++ chamada Fast 3D/2D Region Growing (MEX)).
Fonte: Elaborada pelo autor
que desapareceram no quadro seguinte (Figura 5.2). Também é possível observar na posição
P2 que duas regiões distintas se fundiram em uma única região.
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Figura 5.3: Resultado da segmentação do terceiro quadro por crescimento de região (utiliza
a implementação em C++ chamada Fast 3D/2D Region Growing (MEX)).
Fonte: Elaborada pelo autor
A região segmentada na posição P3 da Figura 5.2 se dividiu em duas regiões no quadro
seguinte (Figura 5.3). O surgimento de novas regiões, que antes não existiam, pode ser
observado na posição P4 da Figura 5.3.
Esta instabilidade na forma e na quantidade das regiões geradas impõem a necessidade
de um esquema mais sofisticado e complexo de controle e identificação das regiões segmen-
tadas. Regiões que antes não existiam podem surgir por serem novas regiões ou devido à di-
visão de uma região existente. De forma similar, regiões podem desaparecer por se fundirem
a outras regiões ou simplesmente por não terem sido identificadas durante a segmentação.
Considerando que as diferenças entre as imagens consecutivas de uma sequência sejam
mínimas, a instabilidade na geração das regiões segmentadas não deve estar relacionada com
mudanças de formas causadas pelas mudanças de ângulos durante o movimento. Assim,
as causas mais prováveis desta instabilidade recaem sobre o ruído presente na imagem e
também sobre a lógica E empregada no método de segmentação envolvendo os três canais
de cor R, G e B. Para investigar esta hipótese um outro método de segmentação para imagens
coloridas é avaliado na próxima seção.
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5.2.2 Segmentação utilizando graph-based image segmentation algorithm
Um dos objetivos deste método de segmentação é identificar agrupamentos ou regiões
perceptualmente importantes refletindo aspectos globais da imagens (Felzenszwalb e Hut-
tenlocher, 2004). Estes aspectos se diferem dos aspectos locais como, por exemplo, inten-
sidade e cor dos pixels. Para isso, ele utiliza uma representação baseada em grafos para as
estruturas de clusters identificadas nas imagens (Zahn, 1971; Urquhart, 1982). Para obter
esta representação, os princípios de agrupamento que integram o agrupamento perceptivo da
visão humana são utilizados na caracterização dos algoritmos para geração dos clusters.
O agrupamento perceptivo (Perceptual Grouping) está relacionado com a percepção vi-
sual humana da forma dos objetos. Ele está apoiado nos princípios de agrupamento de proxi-
midade (proximity), de semelhança (similarity), de destino comum (common fate), de sime-
tria (symmetry), de paralelismo (parallelism), de continuidade (continuity) e de fechamento
(closure) que fundamentam a chamada psicologia de Gestalt (Wagemans et al., 2012). Ou-
tra característica deste método é que sua implementação2 é computacionalmente eficiente
possuindo uma complexidade computacional O(nlogn) para n pixels da imagem.
As Figuras 5.4, 5.5 e 5.6 mostram, respectivamente, os resultados da segmentação pelo
método graph-based image segmentation algorithm para o primeiro, segundo e terceiro qua-
dros da sequência com movimento relativo entre câmera e cena. É possível observar nas
posições P5 na Figura 5.4 duas regiões geradas durante a segmentação do primeiro quadro.
Estas duas regiões aparecem divididas em outras regiões menores durante a segmentação do
segundo quadro, como pode ser visto na Figura 5.5. O resultado da segmentação do terceiro
quadro (Figura 5.6) revela que estas mesmas regiões voltaram a se unir em regiões maiores.
Estes resultados evidenciam que os mesmos problemas identificados na segmentação
por crescimento de região, visto na seção anterior, estão também presentes na segmentação
utilizando o método graph-based image segmentation algorithm. Estes problemas estão re-
lacionados às regiões segmentadas que ora se unem em regiões maiores e ora se dividem em
regiões menores.
Este comportamento é consequência do ruído presente nas imagens fazendo com que as
fronteiras entre as regiões segmentadas se alterem constantemente. Este efeito no processo
de segmentação dificulta o controle da lista de regiões exigindo uma estrutura mais complexa
para identificação e associação dessas regões nos quadros consecutivos.
Os experimentos realizados evidenciam a necessidade de um método que seja mais ro-
busto quanto à variação dos limites e tamanhos das áreas segmentadas. Esta estabilidade
2O código pode ser obtido no endereço eletrônico http://cs.brown.edu/~pff/segment/
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Figura 5.4: Resultado da segmentação por graph-based do primeiro quadro.
Fonte: Elaborada pelo autor
Figura 5.5: Resultado da segmentação por graph-based do segundo quadro.
Fonte: Elaborada pelo autor
desejada foi alcançada pela utilização do método de segmentação por quadrados de tamanho
fixo. Este método garante uma maior estabilidade na identificação e associação das regiões
segmentadas nos quadros consecutivos da sequência de imagens.
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Figura 5.6: Resultado da segmentação por graph-based do terceiro quadro.
Fonte: Elaborada pelo autor
5.2.3 Segmentação utilizando quadrados de tamanho fixo
Os dois métodos de segmentação vistos anteriormente apresentam uma instabilidade na
geração das regiões segmentadas que demanda um esquema mais sofisticado para controle
da identificação, da localização, dos limites, dos tamanhos e das quantidades dessas regiões.
Para viabilizar o uso de um controle mais simples, o método de segmentação por quadrados
de tamanho fixo, citado na Seção 3.4, foi utilizado. Este método de segmentação não atende
o caso mais geral de segmentação de imagens coloridas para utilização em problemas de
visão computacional, mas permite uma simplificação no controle das regiões segmentadas e
no cálculo da cor característica dessas regiões.
Na segmentação por quadrados de tamanho fixo, uma rotina de busca analisa os pixels
diferentes de zero procurando por aqueles que possuem uma região quadrada em seu entorno
que satisfaça o critério de homogeneidade. Quando uma região é encontrada a sua posição
é registrada e a busca continua a partir do próximo pixel que é capaz de produzir uma nova
região sem sobreposições com as regiões já encontradas.
A segmentação da imagem por regiões quadradas possibilita várias facilidades. A pri-
meira delas é relativa à posição e localização. Para registrar a posição da região encontrada
pode ser utilizado um critério simples como, por exemplo, o ponto central da região. Por
outro lado, a definição da posição de regiões com formas variadas já não é tão simples. Se o
centro de massa for utilizado como critério para esta definição ele estará sujeito às variações
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de forma da região segmentada e consequentemente ficará variando a posição.
Outra diferença da segmentação por quadrados de tamanho fixo em relação aos dois
outros métodos citados está associada à quantidade e tamanho das regiões segmentadas que
eles podem produzir. O primeiro método é capaz de produzir uma grande quantidade de
áreas pequenas com tamanho fixo. Por outro lado, os dois outros métodos são capazes de
produzirem grandes áreas, mas tipicamente em pequenas quantidades. Por fim, a forma
quadrada das regiões segmentadas facilita o cálculo das cores representativas dessas regiões
enquanto as formas irregulares das regiões obtidas pelos outros dois métodos impactam no
desempenho deste cálculo.
5.3 Experimentos de comparação do MFTA
Na Seção 3.3, a análise dos resultados alcançados pelo MFTA concentrava-se na veri-
ficação da estabilidade das correções de cor quando havia somente variação da iluminação
sobre as regiões coloridas. Para que somente a influência da iluminação pudesse ser avali-
ada, o efeito do movimento foi evitado pela utilização de uma sequência de imagens sem
movimento relativo entre a câmera e a cena.
Os resultados do MFTA foram comparados com aqueles obtidos pelo Método Simples
(ground truth), Seção 3.1.2, e pelo MAIA, Seção 3.2. A comparação entre estes métodos
permitiu verificar que o MFTA alcança, para a sequência de imagens utilizada, uma estabili-
dade na correção das cores similar àquela alcançada pelo Método Simples sem a necessidade
de utilização das mesmas referências de cor, mas utilizando referências atualizadas a cada
quadro.
Nesta seção, a comparação do MFTA com outros algoritmos de constância de cor co-
mumente encontrados na literatura permite avaliar a efetividade do método apresentado em
relação a estes algoritmos. Além disso, esta comparação permite avaliar o desempenho da
transformação linear com nove parâmetros em relação ao simples ajuste de ganho nos três
canais R, G e B aplicados nas correções de cor. Para execução dos experimentos são utili-
zados seis sequências de imagens sem movimento relativo entre câmera e cena. O primeiro
quadro de cada uma das sequências pode ser visto na Figura 5.7.
A primeira sequência foi obtida por uma câmera SONY DSC-H9 e a segunda por uma
webcam PHILIPS SPC530NC. As outras quatro sequências foram obtidas da internet. Todas
elas3 foram capturadas utilizando a técnica time lapse sob variação da iluminação do pôr do
3Os arquivos contendo as sequências de imagens podem ser obtidos no endereço eletrônico https://
nuvem.ufes.br/index.php/s/wocdqSL8Uhak7gO
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Figura 5.7: Seis sequências (1-6) para análise. As marcas em cruz vermelha, verde e azul
representam os pontos fixos escolhidos para análise do matiz.
(a) Sequência 1 (b) Sequência 2
(c) Sequência 3 (d) Sequência 4
(e) Sequência 5 (f) Sequência 6
Fonte: Elaborada pelo autor
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sol. Este é um clássico exemplo de variação de iluminação encontrada na natureza. Em cada
sequência, uma área de 240x320 pixels das imagens é separada para a análise. A segmen-
tação do primeiro quadro é feita para gerar regiões de 3x3 pixels. A comparação utiliza os
algoritmos Gray-World (Buchsbaum, 1980), Max-RGB (Land, 1977) e Gray-Edge (van de
Weijer et al., 2007a) e está dividida em duas etapas sendo uma qualitativa e outra quanti-
tativa. A quantidade de quadros das sequências de 1 a 6 é 201, 550, 190, 170, 350 e 525,
respectivamente.
5.3.1 Comparação qualitativa
A comparação qualitativa é feita graficamente pelas curvas do matiz de três pontos colo-
ridos presentes nas imagens de cada sequência. Estes pontos permanecem fixos durante toda
a sequência e os respectivos valores do matiz são registrados para cada quadro corrigido das
sequências. Uma linha base também é plotada utilizando o valor do matiz do primeiro qua-
dro como referência. Os pontos escolhidos estão marcados com cruzes coloridas na Figura
5.7. A análise gráfica permite verificar visualmente como os algoritmos ajustam a curva de
variação do matiz trazendo-as para próximo das linhas base.
A Figura 5.8 mostra a variação do matiz proveniente das imagens originais das sequên-
cias e suas linhas base. A primeira sequência é a mais ruidosa e os valores do matiz dos
pontos observados são similares. Por outro lado, a segunda e a terceira sequências possuem
valores de matiz mais separados. Na segunda sequência, estes valores permanecem separa-
dos durante todos os quadros enquanto na terceira, eles convergem para um mesmo valor de
matiz a partir do centésimo quadro. Finalmente, as três últimas sequências possuem dois dos
três valores de matiz que iniciam muito semelhantes e em algum ponto eles se separam em
valores diferentes. Este conjunto de pontos forneceu uma boa variação de valores do matiz
para avaliar os diferentes métodos.
A Figura 5.9 mostra o resultado da correção de cores da primeira sequência alcançado
pelo (a) MFTA, (b) Gray-World, (c) Max-RGB e (d) Gray-Edge, respectivamente. Para a pri-
meira sequência, o resultado do algoritmo Max-RGB é visualmente o mais ruidoso enquanto
o MFTA é o mais estável. Os algoritmos Gray-World e Gray-Edge também apresentaram
resultados visualmente ruidosos.
Para a segunda sequência, o MFTA apresenta um resultado semelhante ao resultados dos
algoritmos Gray-World e Gray-Edge (Figura 5.10). Nesta sequência, o algoritmo Max-RGB
também apresentou o pior resultado.
A terceira sequência apresenta um resultado interessante como pode ser visto na Figura
5.11. Os algoritmos Gray-World e Gray-Edge apresentam uma capacidade para separar os
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Fonte: Elaborada pelo autor
valores do matiz das curvas vermelha e azul permitindo um bom ajuste dessas curvas em
relação às linhas base como pode ser visto nas Figuras 5.11(b) e 5.11(c). Estas curvas con-
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Figura 5.9: Variação do matiz das imagens corrigidas da Sequência 1 pelo (a) MFTA, (b)
Gray-World, (c) Max-RGB e (d) Gray-Edge.
(a) (b)
(c) (d)
Fonte: Elaborada pelo autor
vergiam para um único valor de matiz a partir do centésimo quadro nas imagens originais da
sequência (Figura 5.8(c)). No entanto, os valores corrigidos do matiz da curva verde fica-
ram variando entre 0,1 e 0,5 sem se aproximarem da linha base. Isto evidencia a capacidade
limitada do ajuste feito por ganhos individuais nos canais R, G e B.
Por outro lado, o MFTA aproximou as três curvas das linhas base satisfatoriamente (Fi-
gura 5.11(a)). Apenas a partir do quadro 150 um pequeno desvio pode ser notado. Uma cor-
reção de cores utilizando nove parâmetros permite um ajuste mais abrangente. O algoritmo
Max-RGB seguiu a tendencia do Gray-World e Gray-Edge, mas com resultados visualmente
piores.
O resultados obtidos para a quarta sequência podem ser vistos na Figura 5.12. O MFTA
e o Gray-World apresentaram os melhores ajustes das curvas como podem ser vistos nas
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Figura 5.10: Variação do matiz das imagens corrigidas da Sequência 2 pelo (a) MFTA, (b)
Gray-World, (c) Max-RGB e (d) Gray-Edge.
(a) (b)
(c) (d)
Fonte: Elaborada pelo autor
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Figura 5.11: Variação do matiz das imagens corrigidas da Sequência 3 pelo (a) MFTA, (b)
Gray-World, (c) Max-RGB e (d) Gray-Edge.
(a) (b)
(c) (d)
Fonte: Elaborada pelo autor
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Figura 5.12: Variação do matiz das imagens corrigidas da Sequência 4 pelo (a) MFTA, (b)
Gray-World, (c) Max-RGB e (d) Gray-Edge.
(a) (b)
(c) (d)
Fonte: Elaborada pelo autor
Figuras 5.12(a) e 5.12(b), respectivamente. Por outro lado, o algoritmo Max-RGB apresentou
o resultado mais instável (Figura 5.12(c)) enquanto o Gray-Edge conseguiu um bom ajuste
das curvas até o quadro 125 (Figura 5.12(d)).
Nos resultados da quinta sequência (Figura 5.13), os algoritmos Gray-World e Gray-
Edge apresentaram uma boa correção para as curvas vermelha e azul, mas não tão boa para
a curva verde. O algoritmo Max-RGB aumentou o desvio das curvas em relação aos valores
originais (Figura 5.13(c)). Diferentemente, o MFTA apresenta os melhores resultados. Ele
corrigiu bem as curvas vermelha e azul enquanto manteve a curva verde estável até o quadro
230 (Figura 5.13(a)). A piora no resultado, observada a partir do quadro 230, se deve à
diminuição dos níveis de iluminação. Esta redução da luminosidade afetou o resultado de
todos os métodos, mas o MFTA foi que se manteve mais estável.
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Figura 5.13: Variação do matiz das imagens corrigidas da Sequência 5 pelo (a) MFTA, (b)
Gray-World, (c) Max-RGB e (d) Gray-Edge.
(a) (b)
(c) (d)
Fonte: Elaborada pelo autor
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Figura 5.14: Variação do matiz das imagens corrigidas da Sequência 6 pelo (a) MFTA, (b)
Gray-World, (c) Max-RGB e (d) Gray-Edge.
(a) (b)
(c) (d)
Fonte: Elaborada pelo autor
As curvas com os valores originais do matiz para a última sequência não parecem ser
tão complexas como pode ser visto na Figura 5.14. No entanto, os algoritmos Max-RGB
e Gray-Edge não apresentaram uma boa correção como pode ser visto nas Figuras 5.14(c)
e 5.14(d). O MFTA e o algoritmo Gray-World apresentaram melhores resultados (Figuras
5.14(a) e 5.14(b)).
5.3.2 Comparação quantitativa
Uma avaliação mais precisa do desempenho alcançado pelos métodos comparados é ob-
tida por uma análise quantitativa. Para isso, o erro normalizado entre o matiz das cores
corrigidas e o matiz do primeiro quadro, dado pela Equação 3.14, é utilizado como medida
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de comparação. A Tabela 5.1 mostra o erro normalizado para as seis sequências de imagens
avaliadas. A segunda coluna possui os valores do erro normalizado para os valores de matiz
originais em relação às linhas base.
Tabela 5.1: Erro normalizado para comparação dos algoritmos
Sequência Original MFTA Gray World Max RGB Gray Edge
1 0,18184
0,03106 0,03907 0,10018 0,04181
(-82,92%) (-78,51%) (-44,91%) (-77,01%)
2 0,03855
0,03167 0,02977 0,05089 0,03017
(-17,86%) (-22,78%) +32,03% (-21,72%)
3 0,77857
0,08446 0,18686 0,49665 0,25551
(-89,15%) (-76,00%) (-36,21%) (-67,18%)
4 0,28824
0,02198 0,03652 0,27825 0,13040
(-92,37%) (-87,33%) (-3,47%) (-54,76%)
5 0,29271
0,10161 0,16912 0,36548 0,19795
(-65,29%) (-42,22%) +24,86% (-32,38%)
6 0,25150
0,05927 0,05340 0,10922 0,09350
(-76,43%) (-78,77%) (-56,57%) (-62,82)
Entre os métodos avaliados, o algoritmo Max-RGB é o que apresenta o pior resultado
em todas as sequências. Para as Sequências 2 e 5 este algoritmo produz um resultado em
que o erro normalizado é maior que o erro normalizado da variação do matiz original. Os
resultados do erro normalizado da primeira sequência mostram que o MFTA é mais eficiente
para reduzir a variação do matiz que os algoritmos Gray-World e Gray-Edge. Isto por que os
erros normalizados desses algoritmos são 25,77% e 34,59%, respectivamente, maiores que o
erro normalizado do MFTA.
Para a segunda sequência de imagens, o MFTA e os algoritmos Gray-World e Gray-Edge
mostraram um resultado similar. A máxima diferença entre os valores do erro normalizado
para estes algoritmos é de apenas 6,38%. A terceira sequência alcançou uma grande correção
quando o MFTA foi utilizado. Neste caso, o erro normalizado reduziu cerca de 89,15%. Por
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outro lado, uma menor redução do erro normalizado, 76,00% and 67,18%, foram obtidas
para os algoritmos Gray-World e Gray-Edge, respectivamente.
A maior redução do erro normalizado ocorreu para a Sequência 4 quando o MFTA apre-
sentou um valor de apenas 3,737 em números absolutos. Este valor representa uma redu-
ção de 92,37% em relação à variação original do matiz. O segundo melhor resultado foi
alcançado pelo algoritmo Gray-World com 6,209, mas este valor representa um erro nor-
malizado que é 66,15% maior que aquele alcançado pelo MFTA. O algoritmo Gray-World
apresenta um erro normalizado de 59,192 na Sequência 5 enquanto o MFTA apresentou um
erro normalizado que é 39,92% menor. Este resultado confirma a evidência de que o MFTA
apresentou um desempenho melhor que os outro métodos quando o nível de iluminação é
reduzido.
Para a última sequência de imagens, o algoritmo Gray-World apresentou o melhor resul-
tado reduzindo o erro normalizado em 78,77%. O MFTA também produziu um bom resul-
tado com uma redução de 76,43% que é muito similar à redução alcançada pelo algoritmo
Gray-World.
5.4 Experimentos com o MFTT
Na Seção 4.4, o desempenho do MFTT foi avaliado para uma sequência de imagens com
movimento relativo entre a câmera e a cena. Esta sequência é de pequena duração, cerca
de 50s e 1500 quadros, e foi capturada na condição de céu nublado. Estas características
permitem considerar a iluminação ambiente como sendo constante e uniforme durante toda
esta sequência. Nestas condições, quaisquer distorções que sejam identificadas nas cores
corrigidas podem ser atribuídas ao processo de tracking necessário em sequências com des-
locamento.
Distorções desse tipo foram observadas na Seção 3.4 quando o MFTA com tracking das
regiões coloridas foi utilizado para a mesma sequência de imagens. Por outro lado, o MFTT
apresentou melhor resultado que o MFTA e foi capaz de atenuar a distorção identificada.
No entanto, o uso de uma sequência de imagens sem variação da iluminação não permite
identificar de forma ampla o comportamento deste método e todos os seus efeitos. Assim,
nesta seção, alguns experimentos são apresentados nos quais o MFTT é aplicado em uma
sequência de imagens capturadas sob variação de iluminação enquanto ocorre deslocamento
da câmera. Estes experimentos são realizados para diferentes tamanhos de janela de quadros,
w, definida na Seção 4.4.
As Figuras 5.15(a) e 5.15(b) mostram, respectivamente, o primeiro e o último quadros da
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nova sequência de imagens. Esta sequência foi capturada no mesmo ambiente que a sequên-
cia citada anteriormente. Ela é composta, aproximadamente, de 31500 quadros e possui um
tempo total de 17 minutos e 30 segundos. Este longo período possibilitou o registro de uma
grande variação da intensidade da iluminação durante o por do sol. O movimento executado
durante a captura das imagens se caracteriza por uma translação em direção às construções
que aparecem na cena. A câmera estava segura pelas mãos enquanto se caminhava lenta-
mente. A sequência original foi capturada com resolução 1920x1080 pixels. No entanto,
imagens reduzidas, possuindo 480x270 pixels, foram utilizadas na aplicação do método. Es-
tas imagens são segmentadas em regiões quadradas de 9x9 pixels para gerar as amostras de
cor.




Fonte: Elaborada pelo autor
A sequência de imagens com movimento relativo não possui um ponto fixo de onde se
possa observar a variação da cor enquanto ocorre a variação da iluminação. Então, para se
conseguir avaliar os resultados, três pontos localizados no primeiro quadro e que aparecem
nos quadros seguintes foram escolhidos para terem suas cores medidas. A Figura 5.16 mos-
tra a posição desses pontos no primeiro quadro. A posição destes pontos foi escolhida de
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forma a se obter uma área uniforme com uma cor característica. No entanto, a área de cor
vermelha e a área de cor verde apresentam uma textura que pode interferir nos resultados.
Estes mesmos pontos são selecionados manualmente nas imagens corrigidas subsequentes e
suas coordenadas são registradas. O registros destes pontos é feito a cada 30 segundos. Isto
equivale a um intervalo de 900 quadros entre dois registros consecutivos.
Figura 5.16: Pontos escolhidos para avaliação das cores.
Fonte: Elaborada pelo autor
Este esquema gerou 36 amostras de cor para cada ponto marcado na Figura 5.16. O matiz
original das amostras de cor, provenientes das imagens capturadas, estão plotados na Figura
5.17.
É possível observar que a variação do matiz não é tão significativa como variação de
intensidade sugerida pelas imagens das Figuras 5.15(a) e 5.15(b). Isto pode estar associado
à densidade das nuvens que encobriam o céu durante a captura das imagens. As nuvens fun-
cionam como um difusor espalhando de forma mais uniforme a luminosidade, mas também
funcionam com um filtro bloqueando determinados comprimentos de onda. De qualquer
forma, a variação do matiz é suficiente para a análise do MFTT com diversos tamanhos de
janela de quadros w.
Assim, seis experimentos foram realizados com o valor da janela de quadros, w, valendo
15, 30, 150, 450, 900 e 1800 quadros relativos à 1/2, 1, 5, 15, 30 e 60 segundos. Os resultados
obtidos mostram que o tamanho da janela de quadros, w, interfere na estabilidade da correção
das cores. Para w= 15 e w= 30, os resultados da variação do matiz dos três pontos marcados
na Figura 5.16, provenientes das imagens processadas, são mostrados nas Figuras 5.18(a) e
5.18(b), respectivamente. É possível observar que o método apresenta uma significativa
distorção do matiz das cores para pequenos valores de w.
Esta distorção diminui progressivamente com o aumento do tamanho da janela. Para
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Figura 5.17: Variação do matiz original proveniente das imagens capturadas para os três
pontos escolhidos.
Fonte: Elaborada pelo autor
Figura 5.18: Variação do matiz das imagens corrigidas para (a) w = 15, (b) w = 30 quadros.
(a) (b)
Fonte: Elaborada pelo autor
w = 150 e w = 450 quadros os resultados são melhores como mostram as Figuras 5.19(a) e
5.19(b), respectivamente. Na Figura 5.20(a) é possível observar que um aumento na janela
para w = 900 ainda promove uma melhoria na estabilidade do matiz das cores. No entanto,
para w = 1800 o acréscimo na qualidade da correção não é tão significativo, como mostrado
a Figura 5.20(b). Isto indica que há um limite para tamanho da janela de quadro em que
melhorias na qualidade da correção possam ser alcançadas.
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Figura 5.19: Variação do matiz das imagens corrigidas para (a) w = 150, (b) w = 450 qua-
dros.
(a) (b)
Fonte: Elaborada pelo autor
Figura 5.20: Variação do matiz das imagens corrigidas para (a) w = 900 e (b) w = 1800
quadros.
(a) (b)
Fonte: Elaborada pelo autor
Estes resultados evidenciam a capacidade do MFTT de neutralizar os efeitos da introdu-
ção de ruídos quando há movimento relativo entre a câmera e a cena. Estes ruídos aparecem
devido à erros de localização do processo de tracking e ao processo dinâmico de inserção
e retirada de regiões coloridas. Estes dois processos são necessários para sequências de
imagens com movimento relativo.
Na Figura 5.20(b) é possível observar, para as últimas amostras, um certo desvio na
correção do matiz. Este desvio na correção do matiz das três cores pode estar relacionado
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com a intensidade das cores capturadas uma vez que elas alcançam valores muito baixos para
os quadros finais da sequência como pode ser visto na Figura 5.21.
Figura 5.21: Variação da intensidade das cores proveniente das imagens capturadas para os
três pontos escolhidos.
Fonte: Elaborada pelo autor
A dificuldade de identificação das cores em baixos níveis de intensidade é uma caracte-
rística presente inclusive no sistema visual humano. No olho humano, as células sensíveis
às cores, chamadas de cones, ficam desativadas para baixos níveis de iluminação. Apenas
os bastonetes respondem nestas condições. A influência dos baixos níveis de iluminação
também podem ser observada em outros métodos de correção de cores. As Figuras 5.22(a) e
5.22(b) mostram o resultado do matiz das cores corrigidas pelos métodos Max-RGB e Gray-
Edge. É possível observar como a baixa luminosidade interfere nos resultados da correção
feita por eles.
O método Gray-World mostrou-se mais menos suscetível a esta variação de luminosidade
e apresentou um resultado na correção próximo daquele alcançado pelo método proposto
aqui. Este resultado pode ser visto na Figura 5.23
Os resultados apresentados mostram a importância da escolha do tamanho da janela de
quadros. Eles também evidenciam que a faixa de valores é relativamente ampla permitindo
que seja ajustada para atender um compromisso com o desempenho computacional sem que
haja distorção nas cores corrigidas.
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Figura 5.22: (a) Correção pelo método Max-RGB e (b) correção pelo método Gray-Edge.
(a) (b)
Fonte: Elaborada pelo autor
Figura 5.23: Correção pelo método Gray-World.
Fonte: Elaborada pelo autor
5.5 Conclusão
Neste capítulo foram mostrados alguns experimentos que justificam a escolha do pro-
cesso de segmentação adotado. Estes experimentos mostraram uma variação intrínseca na
quantidade e na forma das regiões segmentadas quando a segmentação por crescimento de
regiões e o método graph-based image segmentation algorithm (Felzenszwalb e Huttenlo-
cher, 2004) são utilizados. Esta variação foi controlada quando a segmentação por quadrados
de tamanho fixo foi utilizada.
Os experimento realizados com o MFTA mostraram bons resultados, para os exemplos
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testados, quando comparados àqueles obtidos com alguns dos principais algoritmos conhe-
cidos na literatura quando sequência de imagens sem movimento relativo são utilizadas. Por
fim, os experimentos com o MFTT permitiram verificar que o ajuste do tamanho da janela de
quadros anulou a distorção introduzida nas cores durante o processo de correção em sequên-
cias com movimento relativo entre a câmera e a cena.
Capítulo 6
Conclusões e Trabalhos Futuros
A constância de cor é um problema mal posto e de difícil solução. Por conta disso, di-
versas suposições são feitas em relação à iluminação, aos sensores e às superfícies para a
formulação de métodos computacionais que corrijam as variações das cores sob variação do
espectro de frequências da fonte de iluminação. No entanto, quando estas suposições falham,
por exemplo, em imagens de cenas naturais, os algoritmos não apresentam estabilidade sa-
tisfatória na correção das cores. Uma dessas suposições é relativa à largura de banda do
espectro de frequência dos sensores de imagem.
A maioria dos algoritmos consideram as curvas espectrais dos sensores como sendo
banda estreita e as aproximam de funções delta. Esta suposição permite uma simplifica-
ção no processo de correção de cores caracterizada pela multiplicação dos canais de cor R,
G e B de uma imagem capturada por três fatores de ganho distintos para produzir uma ima-
gem corrigida. Este fatores podem ser obtidos pela razão direta entre os valores R, G, e B da
cor representativa de um iluminante padrão pelo valores R, G e B da cor representativa do
iluminante da cena que originou a imagem capturada. Assim, a maioria dos algoritmos de
constância de cor adota um iluminante de referência e busca estimar a cor do iluminante da
cena se valendo de outras suposições relativas ao processo de formação da imagem.
Nesta tese, uma abordagem menos restritiva em relação às curvas espectrais dos sensores
é adotada de forma que o processo de correção de cores alcance um aspecto mais adaptativo
por meio da utilização de uma matriz linear de transformação com nove parâmetros. Para
que isto seja possível, um conjunto de cores identificadas na cena é utilizado em um pro-
cesso iterativo que gera cores corrigidas tomando como referência as cores corrigidas em
iterações anteriores aplicadas em uma sequência de imagens. Este conceito foi, primeira-
mente, aplicado no MAIA, Seção 3.2, que apresentou uma significativa sensibilidade aos
ruídos provocando uma convergência indesejável que produzia imagens com somente valo-
res de cinza. Este efeito somente foi anulado quando o conceito da filtragem temporal foi
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introduzido no Método usando Amostras de referência da Imagem Anterior (MAIA) dando
origem ao Método do Filtro Temporal para Amostras de referência (MFTA) na Seção 3.3.
Para as sequências utilizadas nos experimentos, os benefícios do uso desta matriz de
transformação ficaram evidentes na apresentação do MFTA na Seção 3.3. Os resultados
alcançados por este método, vistos na Seção 5.3, são melhores que aqueles apresentados
pelos algoritmos comumente apresentados na literatura tais como Gray-World, Max-RGB e
Gray-Edge quando sequências de imagens sem movimento relativo entre a câmera e a cena
são utilizadas.
No entanto, a introdução de movimento relativo entre a câmera e a cena, Seção 3.4, evi-
denciou a sensibilidade do MFTA aos ruídos proveniente dos desvios de localização quando
um processo de tracking é utilizado para localizar as regiões coloridas. Estes ruídos exerce-
ram influência mesmo após as tentativas de melhoria da qualidade das cores de referência
descritas nas Seções 4.2.1 e 4.2.2.
Para alcançar uma maior estabilidade no processo de correção de cores em sequências de
imagens com movimento relativo entre a câmera e a cena, o conceito da filtragem temporal,
inicialmente aplicado sobre amostras de cor contaminadas com ruídos, foi extrapolado para
ser aplicado nas transformações obtidas em cada iteração. Esta extrapolação está fundamen-
tada no fato de que amostras de cor contaminadas geram transformações também contami-
nadas. Assim, para remover os ruídos presentes nas transformações, uma filtragem temporal
foi utilizadas buscando uma transformação média, como visto na Seção 4.4.
Os resultados obtidos na Seção 5.4, em que o Método do Filtro Temporal para Transfor-
mações (MFTT) foi avaliado para uma sequência de imagens obtidas sob variação de ilumi-
nação e com deslocamento da câmera, mostram a capacidade de estabilização na correção
de cores na presença de ruídos introduzidos pelo processo de tracking. Este processo é ne-
cessário em sequência com movimento para que as mesmas regiões coloridas seja utilizadas
durante o deslocamento.
A grande variedade de situações que envolvem a iluminação e a refletância das super-
fícies presentes nos ambientes comuns sofre com a. Neste contexto, a luminosidade destes
ambientes pode assumir níveis variados de intensidade criando regiões mais claras e outras
mais escuras. As regiões mais claras, por exemplo, aquelas que recebem incidência direta
da luz solar estão sujeitas a uma composição espectral da radiação eletromagnética diferente
das regiões mais escuras que são iluminadas por reflexões múltiplas. Estas zonas mais cla-
ras e mais escuras são conhecidas na fotografia como regiões de alta luz e baixa luz. Esta
composição de iluminação está presente em ambientes relativamente comuns, mas por ques-
tão de simplicidade ela foi desconsiderada quando a condição de iluminação uniforme foi
admitida na definição do problema tratado nesta tese.
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Assim, uma primeira direção para os trabalhos futuros é a adequação dos métodos apre-
sentados de forma que considerem a existência de regiões de alta luz e baixa luz. Isto pode
ser feito pela segmentação de cada imagem capturada para gerar duas imagens distintas que
contenham estas regiões permitindo que as correções de cor sejam feitas separadamente.
Outras considerações feitas como a existência de superfícies foscas e a pouca influência
dos ângulos de incidência e reflexão das superfícies podem ser tratadas como problemas de
reflexão especular. O tratamento destes casos poderia ser feito pela remoção das regiões
identificadas com este tipo de reflexão.
A segunda direção para os trabalhos futuros está relacionada aos ruídos. Como visto
anteriormente, a eficiência dos métodos apresentados nesta tese está associada diretamente
à capacidade de atenuação dos ruídos que são introduzidos no processo de correção das co-
res. Estes ruídos basicamente possuem três origens até agora identificadas considerando o
modelo de formação de imagem adotado. A primeira origem é a própria imagem que, de-
pendendo do processo de captura, apresenta melhor ou pior qualidade. A segunda origem
de ruídos está no processo de cálculo das correções que introduz variações que se acumu-
lam progressivamente. Por fim, a terceira origem está associada ao processo de tracking.
Este processo introduz ruídos, em princípio de duas formas, pelo erro de localização e pelo
processo dinâmico de inclusão e exclusão de regiões coloridas. Outras fontes de ruídos po-
dem, eventualmente, serem identificadas caso diferentes modelos de formação da imagem
sejam adotados. Por exemplo, adotando o modelo de refletâncias especulares a influência
dos ângulos de inclinação deve ser considerada.
Dessa forma, alguns trabalhos futuros podem ser feitos direcionados à identificação e
classificação da influência das diversas configurações de movimento e de iluminação possí-
veis nas sequências de imagens. Isto permite caracterizar para quais situações os métodos
apresentados são mais eficazes. Este resultado, uma vez encontrado, permitiria um estudo
que envolvesse a composição dos métodos apresentados de forma que suas correções pudes-
sem ser sobrepostas.
A terceira direção para os trabalhos futuros aponta para a definição de heurísticas capazes
de orientar a escolha de parâmetros intrínsecos dos métodos apresentados. Um destes parâ-
metros é o tamanho dos quadrados utilizados na segmentação das imagens. Uma heurística
que leve em consideração as texturas e os artefatos existentes nas imagens pode determinar
o tamanho mais adequado para a segmentação em regiões quadradas mantendo uma relação
de compromisso entre a eficiência computacional e a quantidade de regiões identificadas.
Esta heurística também pode evoluir para uma abordagem dinâmica da escolha do tama-
nho dos quadrados. Inicialmente com tamanhos adaptativos entre quadros subsequentes e
posteriormente dentro do mesmo quadro.
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Outro parâmetro importante é a largura da janela de quadros utilizada no MFTT. Este pa-
râmetro pode ser determinado por uma heurística que considere, por exemplo, a velocidade
dos movimentos, ou seja, a variação espacial para que a atenuação dos ruídos introduzidos
seja mais eficaz durante o deslocamento da câmera. A frequência de segmentação das ima-
gens também é um parâmetro que pode ser definido por uma heurística baseada na velocidade
de deslocamento.
Uma quarta direção está relacionada com a melhoria de processos incorporados aos mé-
todos apresentados. Estas melhorias seriam para substituir os algoritmos não tão eficientes
empregados em diversos pontos do código. Um exemplo é o caso de procura linear que pode-
ria ser substituída por algoritmos mais eficientes. Estas melhorias permitiriam, por exemplo,
a aplicação do método em tempo real. Os três principais processos sujeitos a esta otimização
são:
• Segmentação: melhorias no processo de segmentação das imagens podem ser buscadas
para uma melhor identificação de áreas coloridas úteis no processo de correção de
cores. Além disso, a eficiência computacional deve ser considerada para melhoria dos
resultados.
• Tracking: O processo de tracking utilizado não apresenta nenhuma forma de otimiza-
ção. Ele busca as regiões em um espaço definido ao redor de um ponto fixo. Uma
estimativa do deslocamento da imagem pode contribuir para que este espaço de busca
seja melhor adaptado.
• Filtragem: O processo de filtragem também pode ser melhor estudado para que um fil-
tro com uma sintonia mais adequada e com maior ordem seja implementado utilizando
um menor número de amostras.
Experimentos que envolvam uma transformação não-linear capaz de obter um mapea-
mento entre cores de quadros consecutivos mais precisos podem integrar um quinta direção
para trabalhos futuros. Por exemplo, o uso de redes neurais capazes de aprender a transfor-
mação mais apropriada em um processo iterativo de correção é uma alternativa ainda a ser
explorada.
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Apêndice A
Espaços de Cores
Em 1931, a Commission Internationale de l’Éclairage (CIE) desenvolveu um espaço de
cor chamado XYZ. Este espaço de cor é baseado na sensibilidade média de um grupo de
indivíduos e representa a resposta visual que caracteriza um observador padrão. A partir de
um experimento de comparação de cores feito com indivíduos de visão normal construiu-se
as Color Maching Functions x¯(λ), y¯(λ) e z¯(λ) que são curvas de correspondência de cor.
Estas curvas são mostradas na Figura A.1.
Figura A.1: Curvas de correspondência de cor para o sistema XYZ.
Fonte: (Wyszecki e Stiles, 2000)
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Essas curvas representam a resposta espectral de percepção do observador padrão. Os
valores X, Y e Z são obtidos através da integral do produto entre as curvas de comparação
de cor e a curva espectral de uma cor (Wyszecki e Stiles, 2000). Por exemplo, dado uma
cor com uma curva de distribuição espectral C(λ), os valores X, Y e Z são obtidos pelas
Equações A.1, A.2 e A.3, respectivamente e K é uma constante que normaliza os valores em













Este espaço não possui uma distribuição uniforme em relação à percepção das cores,
ou seja, cores que são significativamente distintas para a percepção humana podem possuir
valores XYZ muito próximos. Para resolver esse problema foi criado um novo espaço de
cor, que possui canais duplos como na teoria de Hering, chamado CIE-LAB.
Os espaços de cor comumente utilizados para a representação em sistemas digitais são:
o RGB, formado pelas cores vermelho, verde e azul e usado principalmente para monito-
res e câmeras digitais, o CMY para impressoras coloridas e o YIQ para transmissão de TV
colorida. Usualmente a manipulação de imagens digitais é feita utilizando-se modelos de
representação que separam as informações de luminância e crominância. Essa representação
é adequada, pois se aproxima da forma como a visão humana percebe as cores. Os mode-
los de representação mais utilizados são o HSI e o HSV. Nestes modelos a componente H
(matiz) representa a cor espectral predominante, a componente S (saturação) representa a
quantidade de branco diluída na cor (cores muito saturadas são cores espectrais puras e não
possuem influência da cor branca) e as componentes I (intensidade) e V (valor) caracterizam
o efeito da luminância. As componentes de cor do espaço RGB podem ser convertidas para
os espaços HSI e HSV como descrito abaixo.
• Conversão RGB para HSI:
A conversão de cores no espaço RGB, definido como um cubo unitário, para o espaço
HSI é obtida a partir dos valores normalizados do vermelho, verde e azul que satisfa-
zem r+g+b= 1 (Gonzalez e Woods, 2008). Os valores HSI no intervalo [0,1] podem
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ser obtidos a partir de um conjunto de valores RGB no mesmo intervalo através das















• Conversão RGB para HSV:
Os valores de H estão no intervalo [0,360] e as componentes S, V, R, G e B no intervalo
[0,1]. Se Max for zero, então S = 0 e H é não definido.
Max = max(R,G,B) (A.7)
Min = min(R,G,B) (A.8)












H = 60,0∗ht (A.12)
se (H < 0) corrige H para





V = Max (A.15)
Computacionalmente a conversão RGB para HSV é mais simples que a conversão RGB para
HSI, pois não precisa calcular cos−1. Assim, o modelo HSV muitas vezes é preferido ao
invés do modelo HSI.
Apêndice B
Modelo dos Iluminantes
As fontes de luz, também chamadas de iluminantes, são caracterizadas por suas curvas
de distribuição espectral de potência, L(λ), que definem o valor da densidade de potência por
comprimento de onda. Entre os principais iluminantes estão o Sol, um iluminante natural, e
os diversos tipos de lâmpadas que são iluminantes artificiais.
O espectro da radiação solar está próximo do espectro emitido por um corpo negro com
temperatura de 5.800K (NASA, 2014) e sua curva de distribuição espectral de potência na
faixa do espectro visível, medida a partir de três espectrômetros (Thuillier et al., 1998), pode
se vista na Figura B.1. Na superfície da terra, esta curva espectral varia em função da hora
do dia e das condições climática e sofre influências de poeira, nuvens, chuva e neve.
Figura B.1: Curvas espectrais da irradiância solar na faixa visível obtidos por Neckel & Labs
e por SOLSPEC/ATLAS 1.
Fonte: (Thuillier et al., 1998)
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O CIE, Commission Internationale de L’Eclairage, define um conjunto de iluminantes
padronizados (CIE, 2004) que servem de referência para caracterização da luz solar e de
lâmpadas artificiais como as incandescentes e fluorescentes. Estes iluminantes são nomeados
por letras e números como A, C, D65, F2 e outros. As curvas espectrais de alguns destes
iluminantes são mostradas na Figura B.2. Estes iluminantes são difíceis de serem produzidos
de forma artificial, mas são fáceis de serem caracterizados matematicamente. Os iluminantes
da série D são os mais utilizados, pois caracterizam as diversas fases da luz do dia natural.
Figura B.2: Distribuição espectral relativa de alguns iluminantes padronizados.
Fonte: (CIE, 2004)
A padronização da série D de iluminantes, feita pelo CIE, deriva do trabalho realizado por
Judd et al. (1964). Eles utilizaram um conjunto de 622 amostras da distribuição espectral da
luz do dia em uma Análise de Componentes Principais, também conhecida como principal
component analysis (PCA), mostrando que a curva de distribuição espectral de potência da
luz do dia S(λ) poderia ser aproximada, de maneira satisfatória, por uma curva média S0(λ)
e os dois primeiros componentes característicos S1(λ) e S2(λ), ou seja, uma combinação
linear de funções base (Equação B.1). As curvas da distribuição espectral de potência dessas
funções base podem ser vista na Figura B.3.
S(λ) = S0(λ)+M1S1(λ)+M2S2(λ) (B.1)
Judd et al. (1964) mostraram também que as coordenadas de cromaticidade (x,y) da cor
do iluminante possuem uma simples relação quadrática entre si (Equação B.2). As coorde-
nadas de cromaticidade x, y e z são uma representação normalizada dos valores X, Y e Z
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Figura B.3: Funções base para caracterização dos iluminantes da série D.
Fonte: (CIE, 2004)
do espaço de cor CIE 1931 XYZ. Quando apenas as coordenadas x e y são plotadas em um
plano se obtém uma figura chamada diagrama de cromaticidades.
y = 2,870x−3,000x2−0,275 (B.2)
Os valores dos coeficientes M1 e M2, definidos a partir dos valores das cromaticidades x







Os valores de cromaticidade x e y para uma determinada fase da luz do dia não podem ser
determinados de forma direta. Judd et al. (1964) tabelaram estas cromaticidades para alguns
valores de temperatura de cor comumente utilizados, tais como 4.800K, 5.500 K, 6.500 K,
7.500 K e 10.000K. Valores de cromaticidade para outras temperaturas de cor devem ser
obtidos a partir de figuras definidas por Kelly (1963). O CIE definiu uma aproximação da
cromaticidade x em função do valor da temperatura de cor. Para um valor de temperatura de
cor T maior ou igual à 4.000K e menor ou igual à 7.000K a componente x de cromaticidade é
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dada pela Equação B.5 e para uma temperatura de cor entre 7.000K e 25.000K a componente





















Uma vez que o valor da cromaticidade x tenha sido determinado deve ser estimado o valor
da cromaticidade y pela expressão quadrática definida na Equação B.2. Com os valores das
coordenadas de cromaticidades x e y, os valores de M1 e M2 podem ser determinados. Assim,
a curva espectral estimada da luz do dia para uma determinada temperatura de cor T pode
ser determinada pela Equação B.1.
Muitos trabalhos sobre constância de cor buscam determinar uma representação do ilu-
minante da cena como uma soma ponderada de funções base em um modelo de dimensão
finita (Tsukada e Ohta, 1990; Funt et al., 1991; Finlayson et al., 1994a). No entanto, nem
todo conjunto de funções espectrais pode servir como funções base (Buchsbaum, 1980). As
funções definidas por Judd et al. (1964) modelam com certa precisão as fase da luz do dia,
mas falharão para outras fonte de luz como incandescente e fluorescentes. Dixon (1978)
também mediu e analisou a distribuição espectral de potência da luz do dia na Austrália e
chegou a resultados semelhantes aos de Judd et al. (1964).
Apêndice C
Modelo das Refletâncias
A luz que chega até os sensores de imagem é diretamente proporcional à luz que emerge
de uma cena. Esta luz que emerge da cena é resultado da interação entre a luz emitida por
um iluminante e a superfície dos objetos presentes na cena. A luz emitida por um iluminante
alcança os objetos da cena e é, em parte, absorvida por eles. O restante dessa luz é refletida
em diferentes direções. A quantidade de luz refletida é dependente da direção da fonte de
luz bem como da direção de quem observa. Superfícies foscas refletem a luz igualmente em
todas as direções caracterizando, assim, a reflexão difusa. Neste caso a luz refletida depende
somente da direção do iluminante em relação à normal da superfície (Ebner, 2007). Por
outro lado, quando a luz incidente é refletida predominantemente em uma única direção a
reflexão é chamada de especular. Marcas brilhosas observadas em algumas superfícies são
devido à reflexão especular.
A razão entre a luz refletida e a luz incidente em uma superfície caracteriza sua refletân-
cia. A refletância de uma superfície é dependente do comprimento de onda λ da radiação
eletromagnética sendo refletida, ou seja, a refletância é função do comprimento de onda da
luz incidente r(λ). Apesar da interação entre luz e superfície ser um fenômeno complexo
envolvendo, além da absorção e reflexão, efeitos como refração e difração (Wyszecki e Sti-
les, 2000), a maioria das superfícies pode ser modelada pela combinação linear da reflexão
difusa e da reflexão especular. Assim, considerando e(λ) o espectro de luz incidente sobre
uma superfície e r(λ) a função espectral de refletância dessa superfície, a luz refletida l(λ) é
dada pela Equação C.1.
l(λ) = αr(λ)e(λ)+βe(λ) (C.1)
Nesta equação, α é o fator geométrico associado à reflexão difusa e β é o fator de escala
relacionado à reflexão especular. Esta modelagem é conhecida na literatura como modelo de
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reflexão dicromático (Ebner, 2007). Para superfícies foscas com pouca ou nenhuma reflexão
especular o modelo de reflexão difusa ou lambertiano é mais adequado (Equação C.2).
l(λ) = r(λ)e(λ) (C.2)
O modelo de reflexão difusa, que considera as superfícies como sendo foscas, é o mais
utilizado em trabalhos de constância de cor devido sua simplicidade (Gehler et al., 2008;
Finlayson et al., 2001; Forsyth, 1990; Finlayson et al., 2006; Ebner, 2009). Entretanto, há
também trabalhos que tiram proveito da reflexão especular e consideram o modelo dicromá-
tico de reflexão (Ebner e Herrmann, 2005; Schaefer et al., 2005).
A Figura C.1 mostra alguns exemplos de curvas espectrais1 de refletâncias de superfícies
foscas presentes no cartão Colorchecker.
Figura C.1: Funções espectrais de refletância de superfícies do Colorchecker.
Fonte: Elaborada pelo autor
A curva espectral de uma superfície é uma propriedade intrínseca do objeto observado.
Em princípio, estas curvas poderiam assumir a forma de qualquer função contínua. No
entanto, a maioria das curvas espectrais naturais existentes podem ser agrupadas formando
um conjunto de curvas aproximadamente suaves. Assim, é possível representar este conjunto
de refletância por um número finito de funções base. Cohen (1964) examinou um conjunto
1A base de dados numérica pode ser obtida no endereço eletrônico http://www.babelcolor.com/
download/ColorChecker_RGB_and_spectra-Avg20_2006.xls
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de 150 fichas de cor selecionadas aleatoriamente de um total de 433 fichas presentes no livro
Munsell de cores (Landa e Fairchild, 2005). As curvas de refletância espectral dessas fichas
foram medidas utilizando um espectrômetro na faixa de 380 nm a 770 nm em intervalos de
10 nm. Após uma análise de componentes lineares ele concluiu que a soma ponderada de três
funções base pode representar com precisão o conjunto inicial de 433 fichas coloridas. No
entanto, um estudo similar feito por Parkkinen et al. (1989) produziu uma representação mais
precisa das curvas espectrais de refletâncias. Eles utilizaram um conjunto significativamente
maior de amostras de refletâncias, um total de 1257 fichas foram utilizadas. Além disso, o
intervalo de medição do espectro de frequências foi a metade daquele utilizado por Cohen
(1964), 5 nm, na faixa de 400 nm a 700 nm, gerando um conjunto de dados mais precisos.
A conclusão foi de que até oito funções base são necessárias para se conseguir uma boa
representação das curvas espectrais de refletância das fichas do livro Munsell de cores.
Há também trabalhos que consideram a refletância como a soma ponderada de funções
base provenientes de uma expansão de série de Fourier. D’Zmura e Lennie (1986), por exem-
plo, consideram três funções base sendo uma de valor constante e as outras duas baseadas
em cores oponentes, sendo a primeira Red-Green e a segunda Yellow-Blue.
Apêndice D
Modelo dos Sensores
Como citado anteriormente, os sensores das câmeras são construídos baseados no mo-
delo da visão humana. Eles são formados por três canais sensíveis ao espectro visível de
frequências. Cada um destes canais possui uma banda distinta de sensibilidade. Eles são
chamados Red, Green e Blue e definem o modelo tricromático de cor RGB (Ebner, 2007).
Uma função de sensibilidade Sm(λ) é definida para cada canal de cor, onde m ∈ {r, g, b}. As
Figuras D.1, D.2, D.3 e D.4 mostram as curvas de sensibilidade espectral de algumas câme-
ras1. Como se pode verificar nestas figuras, as curvas de sensibilidade de todas as câmeras
possuem uma região de sobreposição, sendo umas mais significativas que outras. A câmera
KODAK DCS 460, por exemplo, possui o canal blue sensível a uma faixa de comprimento
de onda que ocupa quase todo o espectro visível de frequência. Isto significa que mesmo uma
cor saturada com predominância na faixa do verde ou vermelho possuirá uma componente
azul significativa. Na verdade, esta cor será capturada como sendo uma cor menos saturada
e com um desvio no matiz.
Uma suposição muito comum nos algoritmos de constância de cor considera as curvas
espectrais dos sensores como sendo banda estreita. No limite dessa consideração a curva
espectral do sensor torna-se uma função Delta de Dirac, ou seja, Sm(λ) = δ(λ−λm), onde
Sm(λ) é a curva de sensibilidade espectral do sensor para os canais m ∈ {r, g, b} e λm é a
frequência espectral em que a resposta é diferente de zero (Ebner, 2007). Nesta situação, os
valores medidos para os canais R, G e B no ponto xI da imagem são dados pela Equação D.1





1A base de dados numérica e as imagens das curvas podem ser obtidas no endereço eletrônico http:
//www.cvl.iis.u-tokyo.ac.jp/~rei/research/cs/zhao/database.html
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Figura D.1: Funções de sensibilidade espectral das câmeras CANON 5D e CANON 10D.
Fonte: (Kawakami et al., 2013)
Figura D.2: Funções de sensibilidade espectral das câmeras KODAK DCS 420 e KODAK
DCS 460.
Fonte: (Kawakami et al., 2013)
Cm(xI) = L(λm)R(λm,xO) (D.2)
Na Equação D.1, [λ1,λ2] é o intervalo de comprimento de onda de resposta do sensor,
L(λ) é a radiância emitida pela fonte de luz e R(λ,xO) é a refletância da superfície de um
objeto no ponto xO.
A Equação D.2 define que a cor medida, Cm, na posição xI da imagem, relativa à posição
xO do objeto, depende apenas da intensidade do iluminante e da refletância da superfície no
comprimento de onda λm. Esta consideração permite caracterizar a mudança de cor devido à
mudança do iluminante como sendo uma simples mudança de escala em cada canal. Acon-
tece que poucas câmeras possuem sensores que se aproximam de funções delta. A Figura
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Figura D.3: Funções de sensibilidade espectral das câmeras NIKON D1X e NIKON D70.
Fonte: (Kawakami et al., 2013)
Figura D.4: Funções de sensibilidade espectral das câmeras NIKON D1X e NIKON D70.
Fonte: (Kawakami et al., 2013)
D.4 mostra as curva espectrais de sensibilidade das câmeras SONY DXC 930 e DXC 9000
que se comportam relativamente bem neste contexto. De fato, a câmera SONY DXC 930 é
muito utilizada em trabalhos sobre constância de cor (Finlayson e Hordley, 2001; Finlayson
et al., 2005; Funt e Jiang, 2003; Ratnasingam e McGinnity, 2012). No entanto, estas câmeras
possuem alto custo e não são fáceis de serem encontradas no mercado.
