ABSTRACT In this paper, we first study the event-triggered continuous-discrete Kalman filtering problem to control the MSE under a given triggering threshold, where if the mean squared error (MSE) is smaller than this threshold, then an event is triggered to let the system take a new measurement to reduce the MSE. Previously, since the accurate relationship between the sampling period and the MSE is unknown, it is difficult to control the MSE under a certain system requirement by tuning the sampling period. With our proposed event-triggered continuous-discrete Kalman filter, we are able to upper bound the MSE as expected. Specifically, we strictly prove that whenever a measurement is taken, and the decrease in MSE is lower bounded by a constant determined by the system parameters as well as the triggering threshold if the output matrix has no zero columns. Based on this important property, we provide a rigorous proof that the MSE is finally upper bounded by the triggering threshold, as time goes to infinity. Also, we prove that the event-triggered continuous-discrete Kalman filter can be implemented in a self-triggered manner. Finally, our simulation results corroborate the effectiveness and accuracy of the theoretical results.
I. INTRODUCTION A. MOTIVATION
In 1960, R. E. Kalman published his famous ''A new approach to linear filtering and prediction problems'' [1] which started a new theory to the filtering problems with non-stationary signals [2] . This new theory was then well known as the Kalman filtering theory, and it has been widely used or even become almost ubiquitous in engineering fields (e.g., in applications to aerospace [3] and industrial [4] systems). Besides the significant impacts in applications, Kalman filtering also inspired many state-space model based stochastic filters in theory, like the extended Kalman filtering [5, Ch. 5] , the unscented Kalman filtering [6] , the particle filtering [7] , etc.
For nearly 60 years, Kalman filtering has attracted a large number of researchers and engineers to the algorithm implements, designs and modifications. In contrast to its applications, few analyses were done to the properties of Kalman filtering. Actually, except for the optimality (Kalman filter is optimal in the mean square sense, and furthermore unbiased if the white noises are Gaussian [8] ) and the stability, 1 our understanding of Kalman filtering is limited.
As we all know, the discrete-time Kalman filtering comes from the continuous-time systems with a fixed sampling period, just as reflected in R. E. Kalman's original paper [1] . If we reduce/enlarge the sampling period, then the Mean Squared Error (MSE) limit (which is numerically equal to the trace of the solution to a Riccati Equation [10] ) will decrease/increase in general. This is because reducing/enlarging the sampling period means more/less 1 The stability topic of Kalman filtering is interesting but few engineers know it. It gives when the error in a Kalman filter converges in the mean square sense. Initially, R. E. Kalman realized this important property but was not able to provide a strict proof in his originally paper [1] . Then, R. E. Kalman and other researchers (including J. J. Deyst, C. F. Price, and H. W. Sorenson) proved that the covariance matrix of the error vector is bounded and finally converges to a constant matrix if the timevarying linear system is uniformly completely observable and controllable (see [9, Th. 7.5] ). Also, this constant matrix is independent on the choices of the initial condition. For time-invariant linear systems, this constant matrix is the unique solution to an algebraic Ricatti equation, if the system is detectable and reachable (see [10, Th. 2.3] ).
measurements are taken to eliminate system uncertainty within each time unit. When choosing the sampling period, we face with the following trade-off:
• If the sampling period is not small enough, the MSE limit cannot meet the requirement of system designs.
• If the sampling period is not large enough, even though the MSE requirement is met, it brings additional/unnecessary burdens in computations. Note that this trade-off is difficult to make, since the accurate relationship between the sampling period and the MSE limit is still unknown today. The situation becomes even worse when the MSE requirement of a given system changes for different tasks.
The difficulty in choosing the sampling period motivates us to study how to design a new type of Kalman filter such that the MSE can be timely controlled under any given threshold (i.e., the desired/required upper bound for the MSE) and without repeatedly tuning the sampling step for different tasks. To achieve this goal, we need a continuous-discrete Kalman filter with an event-triggering mechanism 2 such that whenever the MSE is higher than this threshold, the event is triggered to let the system take a new measurement to reduce the MSE. As such, the MSE can finally be controlled under the given threshold. To the best of our knowledge, this type of Kalman filter, which is called as the eventtriggered continuous-discrete Kalman filter with controllable estimation error in this paper, has not been investigated in the literature. Therefore, it is desirable to develop an eventtriggered Kalman filter that is capable to make the MSE under control.
B. RELATED WORK
To the best of our knowledge, this is the first work to study the event-triggered continuous-discrete Kalman filter with controllable MSE. In this section, we give a literature review on the other kinds of event-triggered Kalman filters. Generally speaking, most of existing work considers event-triggered Kalman filtering problems in discrete time domains, 3 where a measurement is taken only when an event is triggered. By event-triggering mechanisms, event-triggered discretetime Kalman filtering studies can be divided into two classes.
The first class of discrete-time Kalman filters relies on the variance-based event-triggering mechanism. In [16] , a variance-based event-triggered Kalman filter was proposed, where an event is triggered after the corresponding prediction variance exceeding a threshold; and the period solution of the prediction variance iteration was verified by numerical experiments. Afterwards, [17] strictly proved that the variance-based event-triggered Kalman filter has a period solution in prediction variance iterations for unstable scalar systems. Using the same variance-based event-triggering mechanism, [18] investigated the Kalman filter with multiple sensors linked by a common bus. In [19] , an event-triggered Kalman filter was proposed over independent and identically distributed (i.i.d.) packet dropping link, and the authors proved that a threshold policy similar to [16] - [18] is optimal to minimize a convex combination of the expected error covariance and the expected energy usage. In [20] and [21] , the event-triggered Kalman filters for single and multiple energy-harvesting sensors were designed, and the threshold policy was proved to be optimal.
The second class relies on the non-variance-based eventtriggering mechanism. In [22] , a relevant sampling method (based on Kullback-Leibler divergence) was applied to the event-triggered Kalman fitler and the error-covariance matrix was proved to be asymptotically bounded. By employing dynamic programming, [23] proposed an event-triggered Kalman filter with limited number of events to minimize the MSE over a finite time interval, which extends the results in [24] from scalar processes to vector processes. In [25] , the trade-off between average sampling period and system performance was studied for an event-triggered Kalman filter, and a sub-optimal solution to guarantee the specified least average sampling period was provided. In [26] , an eventtriggered Kalman filter was designed to minimize the MSE, and the balance between communication rate and estimation quality was analyzed. In [27] and [28] , two kinds of event-triggered set-valued Kalman filters were proposed to minimize the MSE for multiple event detectors, by treating the additional information in the triggering conditions as a stochastic and non-stochastic uncertainties, respectively. In [29] , two types of event-trigger Kalman filters were designed, and the stability in terms of the error covariance' mean and sample path was studied. In [30] , an event-triggered steady-state Kalman filter was proposed for the systems with unknown inputs, and its estimation error was proved to be bounded in the mean square sense under certain conditions.
To sum up, the event-triggered discrete-time Kalman filters rely on the reduced set of measurements, and focus on how to balance the estimation performance and the event-triggering mechanism. Therefore, an event-triggered discrete-time Kalman filter cannot perform better than its corresponding discrete-time Kalman filters with full set of measurements, which means its MSE is unable to be controlled arbitrarily small, at least cannot be smaller than the MSE for full set of measurements. In contrast, for our proposed eventtriggered continuous-discrete Kalman filter, the MSE can be controlled at an arbitrarily small level.
It should be noted that there are very few existing studies on event-triggered continuous-discrete Kalman filtering problems over a finite time-interval [31] , [32] , but they are not directly related to our work, since our work is considered in an infinite horizon. In [31] , a multiple sampling method for Wiener and Ornstein-Uhlenbeck processes was investigated, respectively, and it is shown that the proposed method is almost optimal when the signal is stable. In [32] , the adaptive sampling problem was studied for a scalar linear diffusion process, and the authors showed that the Delta sampling does not perform well for Brownian motions when the sample number is fixed.
C. OUR CONTRIBUTIONS
In this work, we propose an event-triggered Kalman filter in the continuous-time domain such that the MSE is finally upper bounded as expected, if the output matrix C [see (2) ] has no zero columns. The main contributions are:
• An event-triggered continuous-discrete Kalman filter is designed. The system continuously monitors 4 the MSE. If the MSE is greater than the triggering threshold, then the system takes a new measurement and updates some important information correspondingly. An adaptively changeable minimum step is designed to prevent that the time-interval between two triggered events can be zero in length.
• We prove that the triggering time is independent of the value of measurements. That means the events can be scheduled in advance. In other words, the proposed event-triggered Kalman filter can be implemented in a self-triggered manner.
• We prove an important property of the proposed eventtriggered Kalman filter that whenever a measurement is taken, the decrease in MSE is lower bounded by a constant determined by the system parameters and the triggering threshold, if C has no zero columns. Based on this important property, we provide a strict proof that the MSE is eventually upper bounded by any given triggering threshold, if C has no zero columns.
D. PAPER ORGANIZATION
In Section II, the system model is given and the problem is formulated. In Section III, we give the state evolution in state-space model. We propose an event-triggered continuous-discrete Kalman filter in Section IV. Section V gives the simulation examples to corroborate our theoretical results. Finally, the concluding remarks are given in Section VI.
E. NOTATION
Throughout this paper, we use x and x to distinct a random variable and its realization. For a random variable/vector x, p(x) denotes its pdf (probability density function), and supp[x] returns its support, i.e., supp
{x(t)} t∈T represents a stochastic process, and dx(t)/dt denotes its time derivative at t in the mean square sense [33] . δ(·) is the Dirac-delta function. We use · q to denote the q-norm or the L q -norm, and · to represent the Euclidean norm or the L 2 -norm.
II. SYSTEM MODEL AND PROBLEM FORMULATION
Consider a state-space model described by the following linear stochastic equation
where x(t) is the system state at time t ∈ R + whose realization is x(t) ∈ R n , and A ∈ R n×n is the system matrix. The initial condition x(0) follows Gaussian distribution N (µ 0 , 0 ). µ 0 ∈ R n and 0 ∈ R n×n are the mean and covariance of x(0), respectively. {β(t)} t∈[0, ∞) is an n-dimensional Brownian motion with diffusion matrix Q ∈ R n×n , 5 which represents the additive noises. We assume Q is positive definite. At sampling time t k ∈ {t k ∈ (0, ∞) : k ∈ K ⊆ Z + } =: T , the behavior of the system is observed via noisy measurement
where the realization of y(t k ), i.e., y(t k ) ∈ R d , is the observed measurement, and C ∈ R d×n is the output matrix. v(t k ) represents the measurement noise and follows N (0, R), in which R ∈ R d×d is positive definite. The process {v(t k )} k∈K is white. 6 In this paper, we assume that x(0), {β(t)} t∈[0, ∞) , and {v(t k )} k∈K are mutually independent, and pair (A, C) is detectable.
The continuous-time system model (1) with the discrete measurements (2) is called as continuous-discrete state-space model.
In this work, we focus on how to estimate state x(t) in the continuous-discrete state-space model described by (1) and (2) , where the MSE of the state estimationx(t) is upper bounded by a desired threshold θ > 0 as time goes to infinity. Mathematically, we need
where lim t→∞ E x(t) −x(t) 2 is called as the MSE upper limit.
For each sampling time set T , we consider the continuousdiscrete Kalman filter (see [31, Ch. 7] ) to estimate state x(t), since it gives the optimal estimation in the sense of MSE.
Note that for different sampling time sets T , the corresponding MSE upper limits are different. Once a sampling time set T is chosen, it corresponds to a MSE upper limit. However, we can hardly control the MSE upper limit through pre-designing sampling time set T , since the relationship between them is still unknown today. This difficulty motivates us to design a new type of Kalman filter such that the MSE upper limit can be controlled under any given threshold θ > 0, which is without relying on analyzing the relationship between T and lim t→∞ E x(t) −x(t) 2 .
In this work, we focus on designing a Kalman filter in an event-triggering mechanism such that (3) holds for any given θ > 0. Before giving the event-triggered Kalman filter, we analyze how the state x(t) evolves with time (see Section III).
III. PRELIMINARIES: STATE EVOLUTION IN STATE-SPACE MODEL
In this section, we give the transition probability p(x(t)|x(s)) for any t ≥ s. Note that this transition probability plays an important role in the event-triggered Kalman filter proposed in Section IV.
Different from the stochastic difference equation whose transition probability can be easily derived, the stochastic differential equation cannot provide the transition probability directly. Actually, the transition probability p(x(t)|x(s)) is determined by the Fokker-Planck equation (see [9, Ch. 4.9] ), which is a partial differential equation:
with initial and boundary conditions
where tr(A) returns the trace of A, and δ(·) is the Dirac-delta function. However, Equation (4) 
cannot provide us an exact form of p(x(t)|x(s)). Since few literatures strictly derived the expression of p(x(t)|x(s))
, we give it in Lemma 1.
Lemma 1 (Exact Form for Transition Probability): ∀t > s, the transition probability p(x(t)|x(s)) is Gaussian whose mean and covariance are given as follows
Cov
where
Since (1) is linear and x(s) is constant, the pdf p(x(t)|x(s)) is Gaussian. Then, the rest of this proof is to determine the mean E[x(t)|x(s)] and covariance Cov [x(t)|x(s)] from the Fokker-Planck Equation (4). The proof is divided by two steps: In the first step, we show that the mean and the covariance are respectively determined by the following two differential equations
In the second step, we prove that (7) and (8) can be derived by solving these two differential equations derived in the first step.
i) The proof is quite similar to that in [9] , but for sake of completeness, we give it in Appendix A.
ii) Since (9) is a linear differential equation, its solution is the product of a matrix exponential, i.e.,
where E[x(s)|x(s)] is the initial condition. With the initial condition (5) for the Fokker-Planck Equation (4), we have E[x(s)|x(s)] = x(s), and thus (7) holds. To solve (10), we introduce a function
We now show that (t|s) is a constant matrix w.r.t. t. Taking the derivative on both sides of (12) along t, we get
whose right-hand side can be further rewritten as
From (10), we know that
dt (t|s) = 0, i.e., (t|s) is a constant w.r.t. t, and has the following form
Replacing (t|s) with Cov [x(s)|x(s)] in (12), we derive
where Cov [x(s)|x(s)] is the initial condition. With the initial condition (5) for the Fokker-Planck Equation (4), we have Cov [x(s)|x(s)] = 0, and thus (8) holds. With Lemma 1, we get the explicit form for the transition probability p(x(t)|x(s)), and are able to use the Bayesian filtering framework to derive the event-triggered continuousdiscrete Kalman filter in Section IV.
IV. EVENT-TRIGGERED CONTINUOUS-DISCRETE KALMAN FILTER
Our design is based on the Bayesian filtering framework. In this framework, we need to define the measurement set so that the condition probabilities are defined properly.
For k = 0, we define Y [t 0 ] := ∅, where t 0 := 0.
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In Definition 1, the measurement set Y [t k ] means the set of measurements within the time window [0, t k ].
To design the event-triggered continuous-discrete Kalman filter, we need four important parameters: the prior mean
the prior covariance
the posterior mean
and the posterior covariance
These four parameters determine the prediction (prior)
for a continuous-discrete Kalman filter, since they are Gaussian. The calculations of prediction and update are given in Lemma 2.
Lemma 2 (Prediction and Update): For any t k ∈ T , the prediction p(x(t)|Y [t k−1 ]) and update p(x(t k )|Y [t k ]) are determined by
where the µ 0 and 0 reflect the mean and covariance of initial condition x(0) in (1) (24) and (25) , they are the same as those in discrete Kalman filter. Now, we give the event-triggered continuous-discrete Kalman filter in Algorithm 1, wherex(t) is the returned state estimation. The detailed explain is given as follows. In Line 1, we initialize the algorithm, where θ is the triggering threshold and h min is the minimum triggering time step. If the trace of prior covariance + k (t) is not smaller than θ and the time length from the last triggering time t − t k is not smaller than h min , then the next event is triggered (see Line 3). From Line 2 to Line 14, the algorithm runs continuously. 7 In each loop, the state estimationx(t) is updated in Line 12, and the prior covariance + k (t) is calculated in Line 13. Whenever an event is triggered, firstly the posterior is updated in Line 5. Secondly, the minimum step h min is updated in Line 8 if the condition in Line 6 is satisfied. Moreover, when the condition in Line 9 holds, the minimum step h min is further updated in Line 8 until tr
2 is upper bounded at any t ∈ R + (the detailed reason can be found in the proof of Theorem 1).
Update:
do 8: h min ← αh min ; 9: while tr
end if 11: end if 12:
There is a counterintuitive but important result for the triggered sampling time t k ∈ T in Algorithm 1 that every t k is determined after the parameters in Line 1 are initialized. That means we can calculate the sampling time set T in advance and without knowing any measurement. This result is shown in Proposition 1.
Proposition 1 (Fixed Sampling Time): For system described by (1) and (2), if t 0 = 0, 0 , θ , h min , and α are initialized in Algorithm 1, then the sampling time set T is uniquely determined.
Proof: From (23), we can see that + 0 (t) is only related to A, Q, 0 , and t 0 = 0. It means the minimum t satisfying tr + k (t) ≥ θ in Line 3 of Algorithm 1 can be determined by just knowing A, Q, 0 , and t 0 = 0. Combined with the minimum t satisfying t − t k ≥ h min in Line 3, the sampling time t 1 can be determined just based on A, Q, 0 , t 0 = 0, and h min .
From (25), we know that the updated posterior 1 in Line 5 is only related to + 1 (t 1 ), C, and R. If we regard 1 and t 1 as 0 and t 0 , respectively, then similar to the last paragraph, we can derive that t 2 can be fully determined by A, Q, 1 , t 1 , and the current h min which is dependent on the initial h min and α when it is updated. Note that 1 is related to + 1 (t 1 ), C, and R; and + 1 (t 1 ) is dependent on A, Q, 0 , and t 0 = 0. As a result, the sampling time t 2 can be completely determined by A, Q, C, R, t 0 = 0, 0 , θ , h min , and α.
Proceeding forward, we can calculate each t k by just using A, Q, C, R, t 0 = 0, 0 , θ , h min , and α. That means the sampling time set T can be determined in advance.
Remark 2: Proposition 1 tells that Algorithm 1 can be designed in a self-triggered [11] manner.
The following theorem tells that the event-triggered Kalman filter can control the MSE of the estimation. Before giving this theorem, we provide an important proposition.
Proposition 2 (A Lower Bound for the Uncertainty Decrease by Observations): If C has no zero columns, and tr
+ k−1 (t k ) ≥ θ, then ∀t k ∈ T ,
the following holds
where L C > 0 is a constant dependent on C, and σ C is the maximum singular value of C in (2). Proof: From (25), we can derive
Letting
, we rewrite the righthand side of (27) as
where i,· is the i th row of
Noticing that C T ·,i UC ·,i is the (i, j) entry of C T UC (where C ·,i is the i th column of C), we zoom the right-hand side of (34) as
in which term C T ·,i UC ·,i can be zoomed as
where U i,i is the (i, i) entry of U and λ min (U ) returns the minimum eigenvalue of U . For λ min (U ), we have
Since the 2-norm of a matrix equals to the matrix's maximum singular value, we get
where σ C is the maximum singular value of C. Thus, inequality (31) is rewritten as
With (29), (30) , and (33), we rewrite (34) as
whereī is the index i corresponding to the (or one of the) maximum i,i . In (34), (a) follows from ī ,ī ≥ ρ 2 + k−1 (t k ) and (b) holds since x 2 /(x + a) is an increasing function w.r.t. x > 0 when a > 0. By (27) , (34) , and C T ·,ī C ·,ī > 0 (because C has no zero columns), inequality (26) 
wherex(t) is the random vector whose realization isx(t) in Algorithm 1.
Proof: By Proposition 1, the sampling time set T is fixed when Algorithm 1 is initialized. ∀t > 0, the estimated statex(t) is determined by Y [t k ] where t ∈ [t k , t k+1 ). Thus, we have
Note that the posterior variance and prior variance reflect the true MSEs E x(t) −x(t) 2 at t k and in (t k , t k+1 ), respectively:
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With this important inequality, we divide the rest of the proof into three steps, which gradually determine the upper bound of lim t→∞ E x(t) −x(t) 2 , i.e., θ .
i) E x(t) −x(t) 2 is upper bounded.
We label the set of time instants t k l such that tr
min is the initial minimum step. Since the 2-norm of a symmetric matrix equals to this matrix's spectral radius, we have
where (a) follows from (23) . Because e Ah is a continuous function w.r.t. h, the supremum exists for e Ah (h ∈ [0, h
min ]), and we define this supremum as M h
. This means
min holds for all k ∈ Z + , we get
This implies tr 
) . Proceeding forward, we are readily to get that tr
, and for all l such that t k l ∈ T θ . Hence, tr + k−1 (t k ) is upper bounded for all k ∈ Z + , which together with (38) implies E x(t) −x(t) 2 is upper bounded for all t ∈ R + .
ii) E x(t) −x(t) 2 cannot always be greater than θ .
With (38), we need to prove tr + k−1 (t k ) > θ cannot always hold for all k ∈ Z + . We give this proof by contradiction. Assume tr
where (c) holds since Line 8 in Algorithm 1 runs at least once for each k. From step i), we know that tr
is upper bounded for all k ∈ Z + , which means each entry in
is upper bounded. 8 Thus, we can find a matrix whose (i, j) entry is not smaller than that in + k−1 (t k ) for all i, j ∈ n, and k ∈ Z + . Then, we get the following inequality
where (d) follows from that the trace is invariant under cyclic permutations; and ABS(·) returns the matrix whose entries are the absolute value of those in the originally matrix. Noticing that φ(h) is continuous w.r.t. h and φ(0) = 0, we have
Combining (43) with (44), we know that ∀ε > 0, there exists an h * such that if h ≤ h * , the following holds for all
− δ, where δ > 0, and we label the corresponding h * as h * min . From (42), we know that there exists an k * such that h 8 Since tr where (e) follows from t k+1 = t k + h (k) min , because tr (26) and (46), the following inequality is derived
We sum (47) from k * tok whose left-hand side is a telescoping series, and get
which means there exists ak such that tr + k−1 (t k ) ≤ θ for all k ≥k, which contradicts the assumption that tr + k−1 (t k ) > θ holds for all k ∈ Z + . Therefore, tr + k−1 (t k ) > θ cannot always hold for all k ∈ Z + , and E x(t) −x(t) 2 cannot always be greater than θ .
iii) E x(t) −x(t) 2 cannot exceed θ , for sufficiently large t.
From step ii), we know that tr + k−1 (t k ) cannot always be greater than θ , which means there exists at least one t k such that tr + k−1 (t k ) = θ . Same as step i), we label the set of time instants t k l such that tr
where t k l corresponds to the l th smallest element in T θ . We define Tθ := T \ T θ , and denote t q i as the i th smallest element in Tθ . For t q i (or the q i th event), the minimum step satisfies
since Line 8 in Algorithm 1 runs at least once for each t q i . Then, there exists an i * such that h
min ≤ h * min for all i ≥ i * , where h * min is defined in step ii). Similar to the conclusion drawn in (48), we can find an l * such that tr + k l * −1 (t k l * ) = θ and t k (l * −1) < t q i * < t k l * . For t k l * , we use a similar technique in (47), and obtain
which means tr
Proceeding forward, we can get tr (35) [32, Ch. 6.3.1] ) and the sequential uncertainty decreases by observations.
V. SIMULATION EXAMPLES
To corroborate our theoretical results, simulations are presented to illustrate the effectiveness of our proposed eventtriggered continuous-discrete Kalman filter. We consider three different cases with the state-space and measurement models given by: (i) a fully observed second-order integrator, (ii) a fully observed Uniform Circular Motion (UCM), and (iii) an observable second-order integrator. For the first two cases, they satisfy the fully column rank condition in Theorem 1, and we will show that their MSEs are under given thresholds. For the last case, the fully column rank condition does not hold, and we will study the corresponding result and compare it with that in case (i) which has the same state-space model to case (iii) but with a different measurement model.
A. FULLY OBSERVED SECOND-ORDER INTEGRATOR
The system model of the fully observed second-order integrator is governed by (1) and (2) with parameters
and the initial condition x(0) follows N (µ 0 , 0 ), where
The second-order integrator model can describe a large class of dynamics, e.g., a moving object whose location and velocity are x (1) (t) and x (2) (t), respectively, where x (i) (t) represents the i th component of the system state x(t).
For the event-triggered continuous-discrete Kalman filter, i.e., Algorithm 1 , we set the MSE threshold as θ = 1, the initial minimum step as h min = 1, and α = 0.5. Note that θ = 1 means that the MSE E x(t) −x(t) 2 is guaranteed to be not greater than 1 as t → ∞.
A realization of the event-triggered continuous-discrete Kalman filter is given in Fig. 1 : the state trajectory of x (1) (t) and the corresponding estimation are given in Fig. 1(a) ; and the state trajectory of x (2) (t) and the corresponding estimation are given in Fig. 1(b) .
We calculate the averaged MSE over 1000 simulation runs, which is shown as Fig. 2 . We can see that the MSE is upper bounded around θ = 1 when t goes large enough (e.g., for t ≥ 25, the upper bound for the MSE is 1.0613). The reason why it is not perfectly upper bounded at θ = 1 is that the simulation step is chosen as 0.01. If we want the MSE is accurately upper bounded at θ = 1, the theoretical triggering times t k must be multiples of 0.01. It should be noted that when we decrease the simulation step, the upper bound of MSE also decreases. Therefore, it is a trade off to balance the simulation step and the upper bound accuracy.
B. FULLY OBSERVED UCM
The system model of the fully observed UCM is governed by (1) and (2) The UCM model can be employed to describe the UAV scanning task for a given target [35] , where the system state x(t) represents the location vector. Similar to that in Section V-A, we set the MSE threshold θ = 1, the initial minimum step h min = 1, and α = 0.5. Note that θ = 1 means that the MSE E x(t) −x(t) 2 is guaranteed to be not greater than 1 as t → ∞.
A realization of the event-triggered continuous-discrete Kalman filter is given in Fig. 3 : the state trajectory of x (1) (t) and the corresponding estimation are given in Fig. 3(a) ; and the state trajectory of x (2) (t) and the corresponding estimation are given in Fig. 3(b) ; and the state trajectory of x (3) (t) and the corresponding estimation are given in Fig. 3(c) .
We calculate the averaged MSE for 1000 simulation runs, which is shown as Fig. 4 . We can see that the MSE is upper bounded around θ = 1 when t goes large enough (e.g., for t ≥ 25, the upper bound for the MSE is 1.0613).
C. OBSERVABLE SECOND-ORDER INTEGRATOR
In this subsection, all the parameters in the state-space model (1) and the measurement model (2) are the same to those in Section V-A except for C = [1 0]. Note that even though pair (A, C) is still observable, the second column of C is zero, which does not satisfy the ''no zero columns'' condition in Theorem 1. We want to see that if the MSE can be upper bounded by θ as t → ∞. Similar to that in Section V-A, we set the MSE threshold θ = 1, the initial minimum step h min = 1, and α = 0.5. We calculate the averaged MSE for 1000 simulation runs, which is shown as Fig. 5 . We can see that when t goes large enough, the upper bound for the MSE is larger than θ = 1 (e.g., for t ≥ 25, the upper bound for the MSE is 1.3456), and the gap between the upper bound and θ = 1 is much larger than that in Section V-A whose C has no zero columns. Also, the lower bound for the MSE for t ≥ 25 is 1.1322 which is greater than θ = 1. Therefore, Algorithm 1 cannot guarantee the MSE is upper bounded at θ as t goes large enough.
Remark 6: Actually, to accurately control the MSE under a given threshold for any detectable pair (A, C) is much more Remark 5 , which may lead to many followed-up works.
difficult than the cases that C has no zero columns. To solve this problem, we need to design a new type of event-triggered continuous-discrete Kalman filters, as discussed in

VI. CONCLUSION
In this paper, we have proposed an event-triggered continuous-discrete Kalman filter to successfully control the MSE under any given triggering threshold, if the output matrix has no zero columns. The theoretical results are concluded as follows. Firstly, the event-triggered Kalman filter has been shown to have a self-triggered manner that every triggering time can be determined in advance. Secondly, we have proved that every time a new measurement arrives (i.e., a new event is triggered), the trace of the prior (i.e., the MSE) decreases with a constant lower bound w.r.t. to the system parameters and the triggering threshold, if the output matrix has no zero columns. Finally, we have proved that the MSE is finally controlled under any given triggering threshold if the output matrix has no zero columns. The theoretical results are corroborated by the simulations.
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The presented work serves as the first step to develop more comprehensive results in event-triggered continuous-discrete Kalman filtering theory. It is also very interesting to design an event-triggered Kalman filter to control the MSE for any given detectable system.
APPENDIX A PROOF OF LEMMA 1: STEP I
Let ϕ(ω, t) is the characteristic function of x(t) given x(s), i.e.,
where j is the imaginary unit. In (55), we use x and p(x, t) to represent x(t) and p(x(t)|x(s)), respectively. We can see that ϕ(ω, t) is the Fourier transform of p(x, t). The partial derivative of ϕ(ω, t) w.r.t. ω is ∂ϕ(ω, t)
To simplify the statement, we introduce two lemmas.
Lemma 3: The following holds
R n e jω T x ∂p(x, t) ∂x
Proof:
, and we rewrite the left-hand side of (57) as
where we focus on the following integral
With changing the order of integration, we rewrite (59) as
whereω is the vector ω after deleting the i 1 th element, and similarlyx is the vector x after deleting the i 1 th element. We focus on the integral in the square bracket of (60).
For i 1 = i 2 , we have
Putting the first item in the right-hand side of (61) back to (60), we get a i 1 ,i 1 lim
Take the absolute value of F, i.e., |F| ≤ lim
= lim
where (a) follows from |e j· | = 1 for all real numbers. In (b), p(x i 1 , t) represents the marginal distribution of p(x, t) w.r.t. x i 1 , and x i 1 = x i 1 holds for sufficiently large x i 1 (i.e., x i 1 ≥ 0). Since p (x i 1 , t) is Gaussian, (c) is satisfied. With (63), we derive a i 1 ,i 1 F = 0 for (62), which means the first term in (61) vanishes after being put back to (60). Likewise, the second term in (61) also vanishes in (60). For the third term, after putting back to (60), we have
For the fourth term, after putting back to (60), we have
Thus, for i 1 = i 2 , Equation (60) can be rewritten as
For i 1 = i 2 , we rewrite the square bracket in (60) as
Putting the first item in the right-hand side of (67) back to (60), we get a i 1 ,i 2 lim
Take the absolute value of G, i.e., |G| ≤ 7 lim
≤ lim
Thus, we derive a i 1 ,i 2 G = 0 for (68), which means the first term in (67) vanishes after being put back to (60). Likewise, the second term in (67) also vanishes in (60). For the third term, after putting back to (60), we have
Hence, for i 1 = i 2 , Equation (60) can be rewritten as
With (66) and (71), we put (60) back into the summation (58), and get the right-hand side of (57).
Lemma 4: The following holds
, and we rewrite the left-hand side of (72) as
where the addend can be rewritten by changing the order of integration, i.e.,
whereω is the vector ω after deleting the i 1 th and the i 2 th elements, and similarlyx is the vector x after deleting the i 1 th and the i 2 th elements. The integral in the square bracket in (74) can be rewritten as
Putting the first item in the right-hand side of (75) back to (74), we get
where (a) follows a similar reason as that in (63). Likewise, the second term in (75) also vanishes after being put back to (74). For the third term in (75), we put it back to (74), and get It can be easily verified that after being put back to (77), the first two terms in (78) vanish. For the third term, when we put it back to (77) (not including ''-''), we derive
which means (73) can be rewritten as
Therefore, (72) holds. Taking the Fourier transform in both sides of (4), we have
where the last term follows from the fact that the integral of a matrix is to integrate each element. By applying Lemma 3 and Lemma 4 to the second and the third term respectively, we rewrite (81) as
Recall that the pdf p(x(t)|x(s)) is Gaussian. The characteristic function ϕ(ω, t) has the following form
We take the partial derivatives of ϕ(ω, t) w.r.t. t and ω as follows
Substituting (84) and (85) in (82), and cancelling the common term ϕ(ω, t) on both side, we get
(86) VOLUME 6, 2018 By equating the real and imaginary parts in (86), and using the following symmetrization
the two differential equations (9) and (10) are derived.
APPENDIX B PROOF OF LEMMA 2
To shorten the proof length, we introduce two lemmas. Lemma 5 (Joint Distribution): Let p(x 1 ) = N (µ 1 , 1 ) and p(x 2 |x 1 ) = N (Dx 1 , 2 ) . Then the joint distribution of
Proof: Let x 2 = Dx 1 + v, where v ∼ N (0, 2 ). We can see that this equation corresponds to p(x 2 |x 1 ) = N (Dx 1 , 2 ). Thus, the joint probability p(x 1 , x 2 ) in (88) can be verified by E[
Then, the conditional distribution of x 1 given x 2 (i.e., given
which implies x 1 and x 2 are independent. Thus, we get 
which is the mean of the Gaussian distribution in (90). Since x 1 is independent of x 2 , we get 2,2 2,1 is derived, which is the covariance of the Gaussian distribution in (90). Now, it is readily to give the proof. This proof has two parts. In the first part, we prove that (22) and (23) hold. In the second part, we show that (24) and (25) 
more specifically, conditioned on y(t k ). From (2), we know that 
With Lemma 6, we get (24) and (25) . 
