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1 U¨ber diese Arbeit
In diesem Kapitel beschreiben wir zuna¨chst den Kontext der vorliegenden Ar-
beit (Abschnitt 1.1). Darauf aufbauend formulieren wir das Problem, welches
in dieser Arbeit betrachtet wird (Abschnitt 1.2). Anschließend geben wir einen
kurzen U¨berblick u¨ber die von uns erreichten Resultate (Abschnitt 1.3) und
stellen unsere Lo¨sung auf einer abstrakten Ebene dar (Abschnitt 1.4). Ab-
schließend, erla¨utern wir den Aufbau der vorliegenden Arbeit (Abschnitt 1.5).
1.1 Kontext der Arbeit
Die steigende Nachfrage an immer komplexeren Systemen in verschiedenen
wirtschaftlichen Bereichen, wie Gescha¨ftsprozesskoordinierung, Softwaretech-
nik oder Gera¨teentwicklung erfordert Strategien, die Wartbarkeit und Wieder-
verwendbarkeit unterstu¨tzen. An diesem Punkt setzt das Paradigma der
serviceorientierten Architekturen (SOAn) an. Diesem zufolge bestehen große
Systeme aus weniger komplexen, miteinander interagierenden Komponenten,
die im Folgenden als Services bezeichnet werden. Diese Services werden auto-
nom entwickelt und ko¨nnen bei Bedarf mit anderen komponiert werden, um
eine gewu¨nschte Funktionalita¨t zu erreichen. Dies wird durch die Tatsache
ermo¨glicht, dass Services u¨ber sogenannte Interfaces verfu¨gen, die die Kom-
munikation mit der Umgebung bzw. anderen Services durch den Austausch
von Nachrichten erlauben.
Besonders in sicherheitskritischen Bereichen ist es unentbehrlich die Kor-
rektheit der Komposition sicherzustellen, da eine fehlerbehaftete Interaktion
zu hohen finanziellen Einbußen oder sogar zu lebensbedrohlichen Situationen
fu¨hren kann.
Im Allgemeinen ist die Korrektheit der Komposition verschiedener Services
jedoch nicht per se gegeben. Betrachtet man zum Beispiel zwei Services S1
und S2, so kann ihre Komposition S1 ⊗ S2 schon an inkompatiblen Interfaces
scheitern. Dies kann beispielsweise der Fall sein, wenn der Typ einer von S1
ausgehenden Nachricht nicht durch S2 interpretiert bzw. verarbeitet werden
kann. Abgesehen von den eventuell auftretenden Daten-Inkompatibilita¨ten, ist
es zudem mo¨glich, dass S1 ⊗ S2 nicht das gewu¨nschte Verhalten aufweist. Es
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ko¨nnte beispielsweise passieren, dass die Services sich gegenseitig blockieren
und keiner der beiden seine Aufgabe beenden kann. Dies wird als Deadlock
bezeichnet.
Aus diesem Grund ist es zum einen wichtig, die zu garantierenden Verhal-
tenseigenschaften des komponierten Systems im Vorfeld formal zu definieren,
beispielsweise mit Hilfe temporaler Logik. Zum anderen mu¨ssen Kompositions-
methoden die durch die unabha¨ngige Entwicklung auftretenden Interface-In-
kompatibilita¨ten behandeln. Da die einzelnen Services durch unterschiedliche
Anbieter bereitgestellt werden, ist im Allgemeinen eine interne Vera¨nderung
des jeweiligen Services nicht mo¨glich. Daher greift man in solchen Fa¨llen auf
die Entwicklung einer Zwischenkomponente, dem sogenannten Controller bzw.
Adapter, zuru¨ck. Dieser wirkt als Mediator und passt den Typ der Nachrich-
ten an bzw. leitet sie an die entsprechenden Stellen weiter. Ziel dieser Arbeit
ist es, einen Controller C so zu synthetisieren, dass das komponierte System
S1 ⊗C ⊗ S2, die im Vorfeld formal definierten Verhaltenseigenschaften sicher-
stellt und somit korrekt ist.
Insbesondere dieses Korrektheitskriterium ermo¨glicht eine Anwendung auf
sicherheitskritische Systeme, wie sie ha¨ufig im medizinischen Bereich zu finden
sind. Die Ausrichtung auf den medizinischen Bereich ist dabei nicht einschra¨n-
kend zu verstehen, sondern begru¨ndet sich in der Tatsache, dass diese Arbeit
im Rahmen einer Promotion in dem DFG-finanzierten Graduiertenkolleg SO-
AMED1 entstand. SOAMED bescha¨ftigt sich mit der Anwendung service-
orientierter Architekturen im Medizin- und Gesundheitsbereich mit dem Ziel,
formal fundierte Lo¨sungen fu¨r doma¨nenspezifische Probleme zur Verfu¨gung zu
stellen.
Da der medizinische Sektor stetig komplexer und immer gefragter wird,
werden die aufkommenden Fragestellungen immer vielschichtiger. Sie reichen
von der Optimierung von Behandlungspla¨nen u¨ber Datensicherheit und Da-
tenschutz bis hin zur Gewa¨hrleistung einer sicheren Interoperabilita¨t von me-
dizinischen Gera¨ten.
In all diesen Einsatzbereichen bestehen die betrachteten Systeme aus ein-
zelnen Komponenten, in denen einzelne Funktionalita¨ten gekapselt sind und
die unabha¨ngig von einander entwickelt wurden. Der Aufbau solcher Systeme
folgt somit dem SOA-Paradigma. Durch die unabha¨ngige Entwicklung wird
auf der einen Seite eine leichtere Wiederverwendbarkeit und Wartbarkeit er-
reicht. Auf der anderen Seite ru¨ckt jedoch die Sicherstellung einer zuverla¨ssigen
und korrekten Kommunikation zwischen den Komponenten immer mehr in den
Vordergrund.
In dieser Arbeit fokussieren wir uns auf die sicherheitskritische Doma¨ne
der Gewa¨hrleistung der Interoperabilita¨t von medizinischen Gera¨ten durch
Service-Kompositionstechniken. Dafu¨r existieren zwei Gru¨nde. Zum einen stre-
ben Hersteller medizinischer Gera¨te eine Vormachtsstellung an, indem sie eine
Anbindung an Gera¨te anderer Hersteller nicht unterstu¨tzen. Die Ka¨ufer werden
1Service-orientierte Architekturen zur Integration Software-gestu¨tzter Prozesse am Beispiel
des Gesundheitswesens und der Medizintechnik, www.soamed.de
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dadurch gezwungen weitere Gera¨te desselben Herstellers zu erwerben, obwohl
funktionsgleiche Gera¨te von anderen Herstellern viel kostengu¨nstiger wa¨ren.
Durch die so entstehende Abha¨ngigkeit ist es den Herstellern mo¨glich, die Prei-
se zu erho¨hen und somit den Profit zu maximieren. Die Gewa¨hrleistung einer
sicheren Interoperabilita¨t medizinischer Gera¨te, unabha¨ngig von ihren Her-
stellern, ko¨nnte eine solche Monopolposition aufbrechen und die Kosten fu¨r
die Ka¨ufer verringern.
Auf der anderen Seite wa¨chst die Nachfrage nach immer komplexeren, ver-
teilten eingebetteten Systemen beispielsweise im Bereich der Diagnostik. Die-
se komplexeren Systeme ermo¨glichen eine vielfa¨ltige Abkla¨rung von Erkran-
kungen, erfordern jedoch auch eine sichere und zuverla¨ssige Interoperabilita¨t
zwischen den medizinischen Gera¨ten. Die Konzepte aus dem Bereich der au-
tomatisierten Service-Komposition, die fu¨r SOAs entwickelt wurden, sind hin-
sichtlich der Synthese von Controllern, die datenabha¨ngige, funktionelle und
sicherheitskritische Eigenschaften sicherstellen, sehr vielversprechend.
Die Anwendbarkeit dieser Konzepte wird aktuell noch durch die fehlen-
de Datenbehandlung wa¨hrend der Synthese behindert. In der Literatur, die
sich mit Service-Komposition durch Controller-Synthese bescha¨ftigt, werden
datenabha¨ngiges Verhalten, sowie der durch Nachrichteninhalte bedingte Aus-
tausch von Daten, nicht betrachtet. Daher sind existierende Ansa¨tze bisher nur
in der Lage Controller zu synthetisieren, die datenunabha¨ngige Eigenschaften
garantieren ko¨nnen. Eine Mo¨glichkeit dem entgegen zu treten, besteht dar-
in, das System im Nachhinein manuell auf datenabha¨ngige Eigenschaften zu
u¨berpru¨fen bzw. den Controller um Datenabha¨ngigkeiten zu erweitern. Dies ist
jedoch sehr zeitaufwa¨ndig, kostenintensiv und fehleranfa¨llig. Auf dieser Lu¨cke
liegt der Fokus unseres Ansatzes zur Controller-Synthese, der Verhaltenseigen-
schaften bei der Komposition von Services mit Daten garantiert. Daher hat
er das Potential im Bereich der Gewa¨hrleistung von Interoperabilita¨t ho¨chst
nutzbringend zu sein.
1.2 Problem
In dieser Arbeit betrachten wir allgemein die folgende Fragestellung:
Wie ko¨nnen wir fu¨r zwei gegebene Services und einer Menge von
Eigenschaften einen Controller automatisch synthetisieren, sodass das
komponierte System, bestehend aus den Services und dem Controller, alle
Eigenschaften erfu¨llt?
Bevor wir in Abschnitt 1.2.2 die Problemstellung konkretisieren, kla¨ren wir
zuna¨chst ein paar grundlegende Begriffe (Abschnitt 1.2.1).
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1.2.1 Grundlegende Begriffe
Wir haben bereits in Abschnitt 1.1 einige Begriffe genannt, auf die wir nun
genauer eingehen.
Service: Ein Service ist eine Komponente, die durch ein Interface mit anderen
Komponenten bzw. der Umgebung durch Nachrichtenaustausch kommu-
nizieren kann. Jeder Service stellt eine gewisse Funktionalita¨t zur Verfu¨-
gung.
Service-Komposition: Services ko¨nnen komponiert werden, um gemeinsam ei-
ne Aufgabe zu lo¨sen. Dies geschieht entweder durch das direkte Verbin-
den ihrer Interfaces oder durch die Bereitstellung eines Controllers, der
mit den Interfaces der Services verbunden wird und die Kommunikation
steuert. Bei dem so entstehenden System handelt es sich wiederum um
einen Service mit einem mo¨glicherweise leerem Interface.
Controller: Ein Controller ist ein spezieller Service, der mit anderen Services
komponiert wird, den Nachrichtenaustausch zwischen diesen Services
steuert und dadurch ihr Zusammenspiel koordiniert.
Eigenschaft: Eine Eigenschaft definiert ein Merkmal eines Systems, in unserem
Fall eines Services. Wir betrachten hierbei funktionale und datenabha¨n-
gige Eigenschaften.
funktional: Eine funktionale Eigenschaft beschreibt, was der Service tun
soll.
datenabha¨ngig: Eine datenabha¨ngige Eigenschaft beschreibt, wie sich der
Service bei einem bestimmten Nachrichteninhalt verhalten soll.
Korrektheit: Ein Service wird in dieser Arbeit als korrekt bezu¨glich einer Ei-
genschaft bezeichnet, wenn er diese Eigenschaft erfu¨llt.
1.2.2 Forschungsfragen
In der Literatur existieren bisher viele Ansa¨tze zur Service-Komposition, die
jedoch einige Probleme aufweisen, aus denen sich die folgenden Forschungsfra-
gen fu¨r diese Arbeit ergeben.
1. Wie kann man datenabha¨ngige Eigenschaften spezifizieren?
2. Wie kann man Services mit Daten und ihre asynchrone Kommunikation
modellieren?
3. Wie kann man aus gegebenen Service-Modellen S1, S2 und einer datenab-
ha¨ngigen Eigenschaft ϕ automatisiert einen Controller C synthetisieren,
sodass S1 ⊗ C ⊗ S2 korrekt bezu¨glich ϕ ist?
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1.3 Resultate
In diesem Abschnitt fassen wir kurz die Hauptresultate dieser Arbeit zusam-
men, die aus der Beantwortung der in Abschnitt 1.2.2 gestellten Forschungs-
fragen resultierten.
1.3.1 Formale Spezifikation datenabha¨ngiger Eigenschaften
mittels temporaler Logik
In Abschnitt 4.1 schlagen wir eine Untermenge der Baumzeitlogik CTL (engl.:
Computation Tree Logic (CTL )) als Formalismus zur Spezifikation datenab-
ha¨ngiger Eigenschaften vor. CTL ist eine anerkannte temporale Logik, die
oft zur Spezifikation von Eigenschaften verteilter Systeme genutzt wird. Diese
von uns definierte Untermenge nennen wir Restricted Computation Tree Lo-
gic (RCTL ) .
1.3.2 Formale Modellierung von Services mit Daten und ih-
rer Kommunikation mittels offener, algebraischer Petri-
netze
In Abschnitt 3.3 schlagen wir Algebraische Petrinetze (APNs) als Formalismus
zur Modellierung von Services mit Daten vor. Dies ist auch der Formalismus
der Wahl um den gewu¨nschten Controller zu repra¨sentieren. Der Vollsta¨ndig-
keit halber sei an dieser Stelle erwa¨hnt, dass die von uns betrachteten APNs
Relationen wie <,≤,≥ und > enthalten ko¨nnen. Um diese zu handhaben,
setzen wir fu¨r unsere Beispiele voraus, dass es sich bei den Datenwerten um
Zahlen handelt und dass die Relationen so zu interpretieren sind, wie es auf
Zahlen u¨blich ist. In Abschnitt 4.2 erweitern wir die algebraischen Petrinetze,
damit die in RCTL spezifizierten Eigenschaften mit den Service-Modellen in
Verbindung gesetzt werden ko¨nnen. Solche Netze nennen wir RCTL-Netze.
1.3.3 Automatisierte Synthese korrekter Controller
In Kapitel 5 schlagen wir einen fu¨nfstufigen Ansatz zur automatisierten Con-
troller-Synthese vor, der korrekt-per-Konstruktion ist. Die Synthese erfolgt da-
bei direkt aus den sicherzustellenden Eigenschaften und den Service-Modellen.
Dieser Prozess erfolgt ohne manuellen Aufwand und verringert so die Fehler-
anfa¨lligkeit des Systems. Der resultierende Controller stellt sicher, dass das
komponierte System, bestehend aus Services und dem Controller, alle Verhal-
tenseigenschaften erfu¨llt.
8 U¨ber diese Arbeit
1.4 Lo¨sung
Nachdem wir die Hauptresultate im vorangegangenen Abschnitt zusammen-
gefasst haben, gehen wir in diesem Abschnitt kurz darauf ein, wie wir diese
Resultate erreichen.
Zur Beantwortung der zentralen Forschungsfrage (Frage 3. in Abschnitt
1.2.2) entwickeln wir einen Ansatz, mit dessen Hilfe wir aus gegebenen Services
und einer Menge von Eigenschaften automatisiert einen korrekten Controller
synthetisieren ko¨nnen.
Dazu nehmen wir an, dass das Verhalten jedes Services als offenes, algebrai-
sches Petrinetz gegeben und die sicherzustellenden Eigenschaften als RCTL -
Formeln spezifiziert sind.
Algebraische Petrinetze (APNs) geho¨ren zur Klasse der high-level Petri-
netze. Sie vereinigen die leicht versta¨ndlichen Repra¨sentationstechniken von
low-level Petrinetzen mit den fundierten Mo¨glichkeiten von algebraischen Spe-
zifikationen, die es erlauben Datentypen und -modifikationen abstrakt zu defi-
nieren. Damit ist es mo¨glich, sowohl den Kontrollfluss als auch den Datenfluss
gleichzeitig zu modellieren. Obwohl APNs ausdruckssta¨rker sind als low-level
Petrinetze, ko¨nnen sie dennoch als Spezialisierung letzterer aufgefasst werden.
Dadurch ist es mo¨glich, die gut untersuchten und fundierten Analyse- und Ve-
rifikationsmethoden von low-level Petrinetzen auch auf algebraische Petrinetze
anzuwenden.
Wa¨hrend APNs sehr gut geeignet sind, um Services mit Daten zu mo-
dellieren, ist es mit ihnen nicht mo¨glich, in probater Weise (datenabha¨ngige)
Eigenschaften zu spezifizieren. Aus diesem Grund schlagen wir vor, dafu¨r eine
Untermenge von CTL zu nutzen, die wir als RCTL bezeichnen. Die bereits
in Abschnitt 1.3.1 erwa¨hnte Tatsache, dass CTL oft zur Verifikation verteilter
Systeme genutzt wird, ist insbesondere fu¨r sicherheitskritische Bereiche von
großer Bedeutung, da hier Simulationen und Tests nicht ausreichend sind, um
alle potentiellen Fehler aufzudecken. Grund dafu¨r ist, dass beim Testen und
Simulieren das System nur eine gewisse, endliche Menge an Testfa¨llen durch-
la¨uft. Diese Testmenge deckt jedoch nicht notwendiger Weise alle potentiell
eintretenden Szenarien ab. Im Gegensatz dazu ist die Verifikation, die bei-
spielsweise durch das sogenannte Model-Checking erreicht wird, vollsta¨ndig.
Das bedeutet, dass fu¨r jede Eingabe alle Ausfu¨hrungsmo¨glichkeiten des Sys-
tems hinsichtlich einer gegebenen Eigenschaft untersucht werden. Dies bedarf
jedoch sehr viel Berechnungsaufwand bzw. ist bei unendlichen Datendoma¨nen
nicht mehr umsetzbar, da in diesem Falle unendlich viele potentielle Eingaben
existieren.
In unserem Ansatz verzichten wir auf bekannte Verifikationstechniken und
synthetisieren einen Controller direkt aus den gegebenen Services und den
Eigenschaften.
Dafu¨r erweitern wir initial das Konzept der algebraischen Petrinetze, indem
wir Transitionen temporale Pfad-Operatoren zuweisen und in spa¨teren Schrit-
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ten deren Semantik beachten. Diese so erweiterten APNs bezeichnen wir im
weiteren Verlauf als RCTL-Netze.
Im ersten Schritt unseres Ansatzes extrahieren wir aus jedem gegebenen
Service-APN eine Menge von RCTL-Formeln, die das Verhalten des Services an
den Interfaces spezifizieren. Dieses fu¨r die Kommunikation wichtige Verhalten
bezeichnen wir im weiteren Verlauf als beobachtbares Verhalten.
Das beobachtbare Verhalten sowie die sicherzustellenden Eigenschaften wer-
den im zweiten Schritt in RCTL-Netze u¨bersetzt. Diese RCTL-Netze wer-
den im dritten Schritt zu einem Gesamtnetz komponiert, in dem das Service-
Verhalten abgebildet ist und alle Eigenschaften erfu¨llt sind. Aus diesem Ge-
samtnetz kann der gewu¨nschte Controller mit Hilfe des von uns definierten
Extraktionsschrittes separiert werden. Dazu werden basierend auf Informatio-
nen aus den originalen Service-Netzen S1, S2 nur die Elemente aus dem Ge-
samtnetz extrahiert die nicht in S1 oder S2 enthalten sind (mit Ausnahme der
Interfacepla¨tze). Bei dem daraus resultierenden Netz handelt es sich um ein
RCTL-Netz. Um die Komposition mit den originalen Service-APNs zu ermo¨g-
lichen, wird im fu¨nften Schritt das RCTL-Netz auf ein APN zuru¨ckgefu¨hrt.
Dabei wird die Semantik der im RCTL-Netz auftretenden Transitions-Label
bewahrt.
Zusammenfassend gesagt, schlagen wir einen Ansatz vor, der auf Basis von
APNs und RCTL automatisiert einen Controller synthetisiert, um Services mit
Daten hinsichtlich spezifizierter Eigenschaften korrekt zu komponieren. Mit un-
serem Ansatz gehen vier wesentliche Vorteile einher. Erstens unterstu¨tzt unser
Ansatz durch die Nutzung von RCTL eine geeignete Spezifikation datenab-
ha¨ngiger und funktionaler Eigenschaften. Zweitens haben wir eine beweisbar
korrekte U¨bersetzung von RCTL-Formeln in RCTL-Netze entwickelt. Drittens
arbeitet das Synthese-Verfahren vollautomatisch und ist per Konstruktion kor-
rekt. Der resultierende Controller stellt sicher, dass das komponierte System,
bestehend aus Services und Controller, die im Vorfeld spezifizierten Eigen-
schaften erfu¨llt. Viertens ist der resultierende Controller nach Beendigung des
Synthese-Verfahrens als APN gegeben. Dadurch ko¨nnen wir etablierte Verfah-
ren zur Komposition der Services und des Controller nutzen. Daraus resultiert
ein APN, auf das wir existierende Analyse- und Verifikationsverfahren anwen-
den ko¨nnen, um beispielsweise das komponierte System auf die Erfu¨llung wei-
terer Eigenschaften zu u¨berpru¨fen.
1.5 Aufbau der Arbeit
Diese Arbeit ist wie folgt strukturiert.
Im ersten Teil fu¨hren wir allgemeine Grundlagen ein, um die Arbeit in
einen Kontext zu setzen und die fundamentalen Konzepte, auf denen sie be-
ruht, zu wiederholen. Dazu erla¨utern wir in Kapitel 2 die Grundkonzepte Ser-
viceorientierter Architekturen (SOAs), Algebraischer Petrinetze (APNs) und
der Computation Tree Logic (CTL) ein. Zusa¨tzlich pra¨sentieren wir unser
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laufendes Beispiel, auf das wir in spa¨teren Kapiteln immer wieder verweisen
und an dem wir die einzelnen Schritte unseres Controller-Synthese Prozess
erla¨utern. Um den Neuigkeitswert unseres Ansatzes zu verdeutlichen, disku-
tieren wir in Kapitel 3 existierende Arbeiten, die sich bereits mit dem Thema
Service-Komposition durch Controller-Synthese bescha¨ftigt haben und dabei
in gewisser Weise den Umgang mit Daten beachten. Zusa¨tzlich betrachten wir
auch bestehende Ansa¨tze fu¨r die U¨berfu¨hrung von temporaler Logik in opera-
tionale Modelle und pru¨fen Mo¨glichkeiten Service-Verhalten zu modellieren.
Im zweiten Teil passen wir die eingefu¨hrten Formalismen (APN und CTL)
fu¨r unsere Bedu¨rfnisse an und definieren dafu¨r zwei neue Formalismen ( Kapitel
4) und Operationen auf diesen (Kapitel 5). Ziel dabei ist es, die U¨berfu¨hrung
von CTL-Formeln in APNs zu ermo¨glichen.
Die im zweiten Teil definierten Formalismen und Operationen auf diesen,
nutzen wir im dritten Teil fu¨r die Einfu¨hrung unseres Prozesses zur Controller-
Synthese fu¨r Services mit Daten (siehe Kapitel 6). Die praktische Anwendbar-
keit verdeutlichen wir anhand von drei Fallstudien (Kapitel 7). Abschließend
fassen wir in Kapitel 8 die Hauptresultate dieser Arbeit zusammen, diskutieren
sie hinsichtlich der zu Beginn dieses Kapitels gestellten Forschungsfragen und
geben einen Ausblick auf neue, sich aus unserer Arbeit ergebene Forschungs-
fragen.
2 Grundlagen
In diesem Kapitel geben wir eine kurze Einfu¨hrung in die grundlegenden Kon-
zepte, auf denen unser Ansatz zur automatisierten Controller-Synthese fu¨r Ser-
vices mit Daten beruht. Wir starten zuna¨chst mit einer kurzen Wiederholung
der Hauptideen Service-orientierter Architekturen (SOAs) in Abschnitt 2.1.
Wie bereits in Kapitel 1 erwa¨hnt, basiert unser Ansatz auf algebraischen Petri-
netzen (APNs) und der temporalen Logik CTL. Die Grundlagen dafu¨r werden
in den Abschnitten 2.2 und 2.3 eingefu¨hrt. In Abschnitt 2.4 stellen wir unser
laufendes Beispiel vor, anhand dessen wir unseren Ansatz in spa¨teren Kapi-
teln erla¨utern werden. Wir fassen das Kapitel in Abschnitt 2.5 abschließend
zusammen.
2.1 Serviceorientierte Architekturen
Eine serviceorientierte Architektur (SOA ) ist ein Paradigma, das eine Softwa-
rearchitektur in einer abstrakten Weise definiert. Die Grundidee ist es, eine
komplexe Funktionalita¨t zu erreichen, indem mehrere Komponenten zusam-
menarbeiten. Diese Komponenten, genannt Services, stellen eigene, weniger
komplexe Funktionalita¨ten zur Verfu¨gung und ko¨nnen u¨ber Interfaces mit an-
deren Services kommunizieren. Durch die Komposition verschiedener Services
zur Bearbeitung einer bestimmten Aufgabe, wird eine große Wartbar- und
Wiederverwendbarkeit erreicht. In Abschnitt 2.1.1 stellen wir kurz die Haupt-
merkmale einer SOA und ihre Vorteile vor.
Die abstrakte Sichtweise ermo¨glicht eine Anwendung der serviceorientier-
ten Architekturen in verschiedenen praktischen und theoretischen Bereichen.
Insbesondere in sicherheitskritischen Doma¨nen, wie der Medizintechnik ist es
notwendig, Zuverla¨ssigkeit und Sicherheit zu gewa¨hrleisten. In diesen Bereichen
ist die Sicherstellung der Interoperabilita¨t zwischen verschiedenen Komponen-
ten ebenso wu¨nschenswert wie schwierig. Die serviceorientierten Architekturen
weisen hierbei großes Potential auf, den Schwierigkeitsgrad zu reduzieren.
Um dies zu verdeutlichen, diskutieren wir in Abschnitt 2.1.2 den Zusam-
menhang zwischen serviceorientierten Architekturen und medizinischen Gera¨-
ten. Dabei gehen wir vorallem darauf ein, dass das Problem der Gewa¨hrleis-
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tung einer sicheren Interoperabilita¨t medizinischer Gera¨te, auf das Problem
der Servicekomposition zuru¨ckgefu¨hrt werden kann.
2.1.1 Hauptmerkmale
Obwohl es in der Literatur keine eindeutige Definition von SOAs gibt, glei-
chen sich existierende Erkla¨rungen, wie sie beispielsweise in [CHT03, PVDH07,
Mel10] gegeben werden, in den folgenden Hauptmerkmalen.
Diesen Erkla¨rungen folgend ist eine SOA eine abstrakte Softwarearchitek-
tur bei der Funktionalita¨ten, wie Methoden oder Anwendungen, in sogenann-
ten Services gekapselt werden. Diese ko¨nnen wiederverwendet werden und sind
von Nutzern zugreifbar. Dazu ko¨nnen sie in einer Sammlung von Services, dem
sogenannten Service-Vermittler, gesucht und gefunden werden. Außerdem sind
sie untereinander komponierbar, sodass daraus ein neuer Service mit einer kom-
plexeren Funktionalita¨t resultiert. Damit ist eine nutzerbezogene Anpassung
der Funktionalita¨t mo¨glich.
Wie in Abbildung 2.1 dargestellt ist, existieren drei Hauptrollen in einer
SOA.
Service-Anbieter Jeder Service wird durch einen Service-Anbieter bereitge-
stellt. Der Anbieter implementiert die gewu¨nschte Funktionalita¨t eines
Sevices und definiert das Interface. Dazu werden die erforderlichen Ein-
gabe- und Ausgabeparamater beschrieben. Die Definition des Interfaces
folgt dabei einem standardisierten Protokoll, was eine Vero¨ffentlichung
bei einem Service-Vermittler ermo¨glicht.
Service-Vermittler Bei dem Service-Vermittler werden Interface-Definitionen
gespeichert. Service-Nutzer ko¨nnen bei diesem nach passenden Services
suchen. Sollte diese Suche erfolgreich sein, sendet der Service-Vermittler
einen Verweis auf den Service-Anbieter an den Service-Nutzer.
Service-Nutzer Der Service-Nutzer ist der Nutzer des Services. Dies kann zum
Beispiel eine reale Person oder ein anderer Service sein. Der Service-
Nutzer kann bei dem Service-Vermittler nach einem passenden Service
suchen. Im positiven Fall erha¨lt der Service-Nutzer einen Verweis auf
den Service-Anbieter von dem Service-Vermittler. Mittels dieses Verwei-
ses kann der Service-Nutzer den Service-Anbieter kontaktieren und eine
Beschreibung der Funktionalita¨t des Services erfragen. Sollte diese mit
der gewu¨nschten Funktionalita¨t u¨bereinstimmen, so kann der Service-
Nutzer auf den Service aus der Ferne zugreifen.
Wie bereits erwa¨hnt, kann ein Service-Nutzer verschiedene Services kom-
ponieren, um eine gewu¨nschte Funktionalita¨t zu erreichen. Dazu stehen zwei
Mo¨glichkeiten zur Verfu¨gung. Zum einen kann bei der Suche direkt darauf
geachtet werden, dass Interfaces kompatibel sind und gegebene Constraints,
wie zum Beispiel eine geeignete Antwortzeit, erfu¨llt werden. Dies beschra¨nkt
jedoch die Anzahl potentiell nutzbarer Services und kann dazu fu¨hren, dass
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Abbildung 2.1: Rollen einer SOA und ihre Zusammenha¨nge
kein geeigneter Service gefunden werden kann. Zum anderen ko¨nnen Services
deren Funktionalita¨t passend ist, die jedoch inkompatible Interfaces besitzen,
mit Hilfe einer zentralen Komponente, dem Controller, miteinander kompo-
niert werden. Der Controller interagiert dabei mit allen zu komponierenden
Services und steuert die Kommunikation und das Verhalten des komponierten
Systems.
Sowohl die Services als auch ihre Komposition haben neben anderen die
folgenden Merkmale[PVDH07, Mel10]:
Abstraktion Services erlauben nur auf ihre Interfaces und Funktionsbeschrei-
bung einen o¨ffentlichen Zugriff. Das interne Verhalten wird hingegen ver-
schleiert.
Wiederverwendbarkeit Funktionalita¨t sollte so weit wie mo¨glich in Services
gekapselt werden, um die Wiederverwendbarkeit zu erho¨hen.
Standardisierung Die Kommunikation zwischen den Services oder der Zugriff
auf ihre Interfaces ist standardisiert. Dies wird bei der Implementierung
einer SOA durch die Definition eines Protokolls erreicht. Dadurch wird
die Nutzung von Services plattformunabha¨ngig und sie ko¨nnen so belie-
bigen Service-Nutzern zur Verfu¨gung gestellt werden.
Lose Kopplung Services ko¨nnen bei dem Service-Vermittler zu jeder Zeit ge-
sucht und dynamisch komponiert werden.
Komposition Mit Hilfe ihrer Interfaces ko¨nnen Services miteinander kom-
poniert werden. Nur selten funktioniert diese Komposition direkt, d.h.
durch das Verschmelzen der Interfaces. Oft treten hingegen Inkompati-
bilita¨ten auf, die die direkte Komposition verhindern. In diesen Fa¨llen
werden Controller genutzt. Aktuell bedarf die Synthese korrekter Con-
troller fu¨r Services mit Daten jedoch sehr hohen manuellen Aufwand und
ist somit fehleranfa¨llig, sowie zeit- und kostenintensiv.
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2.1.2 Beziehung zwischen SOAn und Gera¨ten
Die Sicherstellung der Interoperabilita¨t zwischen Gera¨ten ist in der medizi-
nischen Doma¨ne eine sehr kritische Aufgabe. Auf der einen Seite werden die
Gera¨te von verschiedenen Herstellern entwickelt und unterstu¨tzen nur in a¨u-
ßerst seltenen Fa¨llen die Kommunikation mit Gera¨ten anderer Hersteller. Auf
der anderen Seite existieren auch Probleme, die aus den europa¨ischen Richtlini-
en fu¨r Medizinprodukte [Eur07] und der deutschen Umsetzung, dem Medizin-
produktegesetz [Ger11] resultieren. Die Richtlinien wurden vom europa¨ischen
Parlament entwickelt, um europaweit eine sichere und korrekte Funktionalita¨t
von medizinischen Gera¨ten zu gewa¨hrleisten. Dazu muss jeder Staat in der EU
diese Richtlinien in eigenen Gesetzen umsetzen und die Sicherstellung garan-
tieren. In Deutschland wurde dafu¨r das Medizinproduktegesetz [Ger11] ver-
abschiedet, das Hersteller medizinischer Gera¨te dazu zwingt, eine vollsta¨ndige
Qualita¨tssicherung durchzufu¨hren und alle Gera¨te einem Zertifizierungsprozess
zu unterziehen. Ein entscheidendes Problem dabei ist, dass die Kombination
aus zwei (zertifizierten) Gera¨ten als neues Gera¨t verstanden wird, sodass fu¨r
dieses eine neue Zertifizierung durchgefu¨hrt werden muss. Aktuell werden die
Gera¨te wa¨hrend des Zertifizierungsprozesses ausgiebig getestet, was sehr zeit-
aufwa¨ndig ist und nicht garantiert, dass keine Fehler vorhanden sind. Eine
Vision ist daher, formale Methoden, mit denen es mo¨glich ist, die Korrektheit
der Funktionalita¨t zu verifizieren, zu nutzen um den Zertifizierungsprozess zu
vereinfachen und sicherer zu machen.
An dieser Stelle kann die Anwendung serviceorientierter Architekturen sehr
hilfreich sein. Insbesondere deren Kompositionskriterium ermo¨glicht eine par-
allele Verifikation weniger komplexer Komponenten und ihrer Interaktion. Dies
reduziert den Berechnungsaufwand der Verifikation des komponierten Systems.
Die Anwendung des Paradigmas wird insbesondere in der medizinischen Do-
ma¨ne ermo¨glicht, da jedes Gera¨t eine im inneren versteckte Funktionalita¨t zur
Verfu¨gung stellt, die mit anderen durch das Interface kombiniert werden kann.
Durch die Komposition verschiedener Gera¨te entsteht im Sinne des Medizin-
produktegesetzes ein neues Gera¨t mit komplexerer Funktionalita¨t.
Vergleicht man nun diese Punkte mit den Hauptcharakteristika einer SOA,
so liegt es nahe, medizinische Gera¨te als Services und die Sicherstellung ihrer
Interoperabilita¨t als Service-Komposition aufzufassen. Folgt man dieser Idee,
ist es notwendig, einen korrekten Controller zu synthetisieren, der mit allen
involvierten Services kommunizieren kann und dabei im Vorfeld spezifizierte
Verhaltensanforderungen garantiert. Mit Hilfe dieses Controllers kann der Weg
zur Herstellerunabha¨ngigkeit geebnet werden.
2.2 Algebraische Petrinetze
Da wir serviceorientierte Architekturen als grundlegendes Konzept nutzen und
dazu medizinische Gera¨te als Services auffassen, ko¨nnen wir die Herausfor-
derung eine sichere Interoperabilita¨t zu gewa¨hrleisten, auf das Problem der
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Service-Komposition zuru¨ckfu¨hren. Dies kann mit Hilfe formaler Methoden
angegangen werden. Dazu beno¨tigen wir zuna¨chst einen wohldefinierten For-
malismus, der es uns ermo¨glicht, Service-Verhalten ada¨quat zu repra¨sentieren
und zu analysieren.
Der gesuchte Formalismus muss, pra¨ziser gesagt, in der Lage sein, sowohl
den Kontrollfluss als auch den Datenfluss darzustellen. Damit wird erreicht,
dass sowohl das Service-Verhalten als auch der Datenaustausch und die Da-
tenmodifikation simultan repra¨sentiert werden ko¨nnen. Wir mo¨chten jedoch
darauf verzichten, das Verhalten eines Services fu¨r jeden mo¨glichen Datentyp
und alle potentiell aufrufbaren Operationen zur Datenmodifikation zu betrach-
ten. Wir verlangen also von dem Formalismus, dass Datentypen, Operationen
und Datenabha¨ngigkeiten auf einer syntaktischen Ebene abgebildet werden
ko¨nnen.
In Abschnitt 2.2.1 stellen wir daher zuna¨chst Petrinetze vor. Dabei handelt
es sich um einen wohldefinierten Formalismus, der ha¨ufig zur Modellierung des
Verhaltens verteilter Systeme genutzt wird. Die Semantik, die durch kausale
Abha¨ngigkeiten zwischen Markierungen definiert ist, ermo¨glicht Analysen und
Argumentationen u¨ber verschiedene Zusta¨nde des Systems. Somit sind Petri-
netze fu¨r die Modellierung des Kontrollflusses sehr geeignet. Jedoch wird der
Datenfluss, also der Austausch von Daten zwischen den Zusta¨nden des Sys-
tems, in Petrinetzen nicht explizit dargestellt. Um dieses Problem zu u¨berwin-
den, ko¨nnen algebraische Petrinetze genutzt werden. Mit ihnen ist es mo¨glich,
datenabha¨ngiges Verhalten und Datenmodifikationen auf einer syntaktischen
Ebene zu modellieren. Informell betrachtet, handelt es sich dabei um die oben
genannten Petrinetze, die mit einer algebraischen Spezifikation angereichert
sind, die wir in Abschnitt 2.2.2 einfu¨hren. In Abschnitt 2.2.3 geben wir einen
U¨berblick u¨ber die Syntax und Semantik von algebraischen Petrinetzen.
2.2.1 Petrinetze
Petrinetze in ihrer einfachsten Form, auch Platz-Transitions-Netze oder Low-
Level-Netze genannt, wurden von Carl Adam Petri [Pet62] entwickelt. Im All-
gemeinen bilden sie einen ausdrucksstarken Formalismus, mit dem diskrete
und oft verteilte Systeme modelliert werden ko¨nnen. Genutzt werden sie in
verschiedenen Bereichen, wie zum Beispiel zur Modellierung eingebetteter Sys-
teme oder von Netzwerken, aber auch bei der Gescha¨ftsprozessmodellierung.
In diesem Abschnitt fassen wir die Hauptcharakteristika der Low-Level-Netze
basierend auf [Abe90, Rei10] zusammen.
Syntax
Wir beginnen mit einem kleinen Beispiel, das die Modellierung eines Systems
mit Hilfe von low-level Petrinetzen veranschaulicht.
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Beispiel 2.1. (Lichtschalter)
In diesem Beispiel stellen wir uns das Verhalten eines Lichtschalters
vor. Dieser kann sich in zwei Zusta¨nden befinden, an oder aus. Jeder dieser
Zusta¨nde kann durch eine Aktion, na¨mlich anschalten oder ausschalten,
eintreten. Dieses Verhalten kann mit Hilfe von low-level Petrinetzen leicht
modelliert werden. Dazu werden Zusta¨nde, also passive Elemente, als
Pla¨tze (Kreise) dargestellt. Die Aktionen, also die aktiven Elemente,
werden durch Transitionen (Rechtecke) repra¨sentiert. Zu Beginn soll der
Lichtschalter ausgeschaltet sein. Dies wird durch einen schwarzen Punkt
auf dem Platz paus dargestellt. Dieser Punkt wird Marke genannt. Der
dargestellte Zustand des Systems zu Beginn, also dass der Lichtschalter
nicht an, sondern und aus ist, wird initiale Markierung genannt.
N1 :
Wenn wir statt einem einfachen Lichtschalter nun eine Steuerung fu¨r
drei LEDs betrachten, so ist es nicht notwendig, das in N1 dargestellte
System drei mal zu zeichnen. Stattdessen ko¨nnen wir einfach drei Marken
benutzen. Dies ist in Netz N2 dargestellt. Nehmen wir an, dass in dem
System zu Beginn zwei LEDs an sind und eine aus ist. Außerdem wollen
wir fordern, dass immer nur maximal zwei LEDs eingeschaltet sein du¨rfen.
Letzteres kann durch eine Beschriftung mit der Zahl
”
2“ an dem Platz
pan gewa¨hrleistet werden. Diese Zahl wird Kapazita¨t genannt. Sollte ein
Platz mit keiner Zahl beschriftet sein, so wird automatisch eine Kapazita¨t
von ∞ angenommen. Wollen wir modellieren, dass die Aktion ausschalten
immer zwei LEDs ausschalten soll, so beschriften wir die Pfeile an den
Kanten (pan, tausschalten) und (tausschalten, paus) mit der Zahl ”
2“. Dies wird
Gewicht genannt. Sollten Kanten nicht mit einer Zahl beschriftet sein, so
wird automatisch ein Gewicht von 1 angenommen.
N2 :
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Das Gewicht einer eingehenden Kante einer Transition fu¨hrt zu einer
Reduktion der Anzahl der Marken, die sich auf dem Platz befinden von
dem die Kante ausgeht, um das Gewicht. Die Anzahl der Marken auf dem
Platz in dem eine Kante mu¨ndet, erho¨ht sich hingegen um das Gewicht
der Kante. Diese A¨nderungen der Markenanzahl auf den Pla¨tzen resultiert
aus dem sogenannten Schalten einer Transition Dieses Schalten einer
Transition fu¨hrt zu einem neuen Zustand des Netzes, der sogenannten Fol-
gemarkierung. Beispielsweise fu¨hrt das Schalten der Transition tausschalten




Neben der im Beispiel genutzten graphischen Darstellung eines Petrinetzes,
existiert auch eine mengentheoretische Repra¨sentation, die wie folgt definiert
ist.
Definition 2.1 (Petrinetz).
Ein Petrinetz ist ein 6-Tupel N = (P, T, F, C,W,M0) wobei gilt:
• P ist eine nicht-leere, endliche Menge, deren Elemente Pla¨tze genannt
werden.
• T ist eine nicht-leere, endliche Menge, deren Elemente Transitionen
genannt werden.
• F ⊆ (P × T ) ∪ (T × P ) ist eine Flussrelation zwischen der Menge der
Pla¨tze und der Menge der Transitionen und umgekehrt. Ihre Elemente
werden Kanten genannt.
• C : P → N+ ∪∞ ist eine Abbildung, die jedem Platz eine Kapazita¨t
zuweist.
• W : F → N+ ∪∞ ist eine Abbildung, die jeder Kante ein Gewicht zu-
weist.
• M0 : P → N ist eine Abbildung, genannt initiale Markierung, die je-
dem Platz eine Anzahl von Marken im initialen Zustand des Petrinetzes
zuweist.
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Beispiel 2.2. (Lichtschalter - Fortsetzung)
Das Petrinetz aus N2 aus Beispiel 2.1 kann nach Definition 2.1 for-
mal wie folgt dargestellt werden.
P = {pan, paus}
T = {tausschalten, tanschalten}
F = {(pan, tausschalten), (tausschalten, paus), (paus, tanschalten), (tanschalten, pan)}
C = {(pan, 2), (paus,∞)}
W = {((pan, tausschalten), 2), ((tausschalten, paus), 2),
((paus, tanschalten), 1), ((tanschalten, pan), 1)}
M0 = {(pan, 2), (paus, 1)}
Ausfu¨hrungssemantik
Nach der Einfu¨hrung der Syntax eines Petrinetzes, widmen wir uns nun der
Ausfu¨hrungssemantik. Diese definiert die Dynamik des Systems und somit des
Petrinetzes. Grob gesagt ist die Ausfu¨hrungssemantik eines Petrinetzes durch
den Fluss der Marken in ihm charakterisiert. In unserem Beispiel (Beispiel
2.1) ist bereits ein Schritt dieses Flusses dargestellt, na¨mlich der U¨bergang
von N2 zu N
′
2. Genauer gesagt, gelangen wir von der initialen Markierung
(M0 = {(pan, 2), (paus, 1)}) durch das Schalten der Transition tausschalten zu der
Folgemarkierung M1 = {(pan, 0), (paus, 3)}
Um die mathematischen Grundlagen der Ausfu¨rungssemantik zu erla¨utern,
beno¨tigen wir die folgenden Definitionen.
Definition 2.2 (Vorbereich und Nachbereich).
Sei N = (P, T, F, C,W,M0) ein Petrinetz. Dann gilt fu¨r alle x ∈ T ∪ P :
1. Der Vorbereich von x ist definiert als
•x =def {y ∈ P ∪ T |(y, x) ∈ F}.
2. Der Nachbereich von x ist definiert als
x• =def {y ∈ P ∪ T |(x, y) ∈ F}.
Wenn x ∈ T gilt, dann werden die Elemente •x Eingangspla¨tze der
Transition x und die Elemente von x• Ausgangspla¨tze der Transition x
genannt.
Beispiel 2.3. (Lichtschalter - Fortsetzung)
In Beispiel 2.1 sind die Eingangs- und Ausgangspla¨tze von tanschalten:
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•tanschalten = {paus}
tanschalten• = {pan}
Definition 2.3 (Aktive Transition).
Sei N = (P, T, F, C,W,M0) ein Petrinetz. Eine Transition t ∈ T ist aktiviert
bezu¨glich einer Markierung M : P → N gdw.
1. ∀p ∈ •t. W ((p, t)) ≤M(p) und
2. ∀p ∈ t • . W ((t, p)) +M(p) ≤ C(p).
Beispiel 2.4. (Lichtschalter - Fortsetzung)
In Beispiel 2.1 haben wir bereits das Petrinetz N2 mit der initialen
Markierung M0 = {(pan, 2), (paus, 1)} eingefu¨hrt. In diesem Petrinetz
ist Transition tausschalten bezu¨glich der initialen Markierung aktiviert, da
folgendes gilt.
1. W ((pan, tausschalten)) = 2 ≤ 2 = M0(pan)
2. W ((tausschalten, paus)) +M0(paus) = 2 + 2 ≤ ∞ = C(paus)
Im Gegensatz dazu ist die Transition tanschalten nicht bezu¨glich der initialen
Markierung aktiviert, da gilt:
1. W ((paus, tanschalten)) = 1 ≤ 1 = M0(paus)
2. W ((tanschalten, pan)) +M0(pan) = 1 + 2  2 = C(pan)
Definition 2.4 (Schalten einer Transition).
Sei N = (P, T, F, C,W,M0) ein Petrinetz. Das Schalten einer Transition
t ∈ T , die bezu¨glich einer Markierung M aktiviert ist, fu¨hrt zu einer Folge-
markierung M ′, so dass fu¨r alle Pla¨tze gilt:
M ′(p) =def

M(p)−W ((p, t)) ,wenn p ∈ •t \ t•
M(p) +W ((t, p)) ,wenn p ∈ t • \ • t
M(p)−W ((p, t)) +W ((t, p)) ,wenn p ∈ •t ∩ t•
Das Schalten einer Transition schreiben wir kurz als M
t−→M ′.
Bemerkung 2.5.
Wenn eine Transition bezu¨glich einer Markierung aktiviert ist, kann sie schal-
ten. Sollten mehrere Transitionen bezu¨glich der selben Markierung aktiviert
sein, kann eine beliebige von ihnen schalten.
Definition 2.6 (Schaltsequenz).
Fu¨r ein Petrinetz N = (P, T, F, C,W,M0) mit einer initialen Markierung M0,
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wird jede Abfolge von nacheinander schaltenden Transitionen beginnend von
M0 Schaltsequenz von N genannt. Sie wird mit σ = M0
t1−→M1 t2−→ . . . be-
zeichnet.
Eine Schaltsequenz von N beginnend bei der Markierung M wird
bezeichnet mit
σM = M
t1−→M ′ t2−→ . . .
Die Menge der Schaltsequenzen von N (beginnend von M0) werden durch
σN repra¨sentiert.
Definition 2.7 (Erreichbarkeit einer Markierung).
Sei N = (P, T, F, C,W,M0) ein Petrinetz.
Eine Markierung M ′ in N ist in einem Schritt erreichbar von einer
Markierung M , wenn gilt:
∃t ∈ T. M t−→M ′.
Eine Markierung M ′ ist in einer beliebigen Anzahl von Schritten erreichbar
von einer Markierung M , falls eine endliche Schaltsequenz von N begin-
nend von M existiert, geschrieben als M
∗−→M ′ , sodass
∃σM . σM = M t1−→ . . . tn−→M ′, n ∈ N \ {0}.
Definition 2.8 (Erreichbarkeitsmenge).
Sei N = (P, T, F, C,W,M0) ein Petrinetz. Die Menge
RN(M0) = {M |M0 ∗−→M},
die alle in Netz N von M0 aus erreichbaren Markierungen entha¨lt, wird Er-
reichbarkeitsmenge von N bezu¨glich der initialen Markierung M0 genannt.
Definition 2.9 (Kantenbeschrifteter Gerichteter Graph mit Initialem Kno-
ten).
Sei A eine endliche Menge. Ein u¨ber A kantenbeschrifteter gerichteter
Graph mit initialem Knoten ist ein 4-Tupel G = (V,Ed, v0, l) bestehend
aus
1. einer endlichen Menge von Knoten V ,
2. einer endlichen Menge von Kanten Ed ⊆ V × V ,
3. einem initialen Knoten v0 ∈ V , und
4. einer Beschriftungsfunktion l : E → A.
Definition 2.10 (Erreichbarkeitsgraph).
Sei N = (P, T, F, C,W,M0) ein Petrinetz und sei RN(M0) = {M |M0 ∗−→M}
die Erreichbarkeitsmenge von N . Der Erreichbarkeitsgraph fu¨r N ist ein
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u¨ber T kantenbeschrifteter gerichteter Graph mit initialem Knoten M0. Er ist
wie folgt definiert.
RGN(M0) = {RN(M0), Ed,M0, l} mit
∀M ∈ RN(M0). (M t−→M ′ =⇒ ((M,M ′) ∈ Ed ∧ l((M,M ′)) = t))
Beispiel 2.5. (Lichtschalter - Fortsetzung)
Betrachten wir das Petrinetz N2 aus Beispiel 2.1. Der Erreichbar-
keitsgraph (RGN2(M0)) dieses Petrinetzes mit initialer Markierung
M0 = {(pan, 2), (paus, 1)} ist:
RGN2(M0) :
Der Erreichbarkeitsgraph eines Petrinetzes repra¨sentiert dessen Ausfu¨h-
rungssemantik.
Offene Petrinetze
Um die Kommunikation mit der Umgebung zu ermo¨glichen und den Anspru¨-
chen der serviceorientierten Architekturen gerecht zu werden, betrachten wir
eine spezielle Art der Petrinetze, die sogenannten offenen Petrinetze. Jedes
offene Petrinetz stellt, vereinfacht gesagt, ein Interface zur Verfu¨gung, durch
das die Kommunikation unterstu¨tzt wird. Bei einem solchen Interface handelt
es sich um eine Menge spezieller Pla¨tze.
Im folgenden werden offene Petrinetze basierend auf den Ausfu¨hrungen von
Karsten Wolf [Wol09] definiert.
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Definition 2.11 (Offenes Petrinetz).
Sei N = (P, T, F, C,W,M0) ein Petrinetz. Ein offenes Petrinetz ist ein Tu-
pel ON = (N,Pi, Po,MΩ) wobei
• Pi ⊆ P eine Menge von Eingangskana¨len,
• Po ⊆ P eine Menge von Ausgangskana¨len und
• MΩ eine Menge von Endmarkierungen ist.
Offene Petrinetze erfu¨llen die folgenden Bedingungen.
1. Fu¨r alle p ∈ Pi ist der Vorbereich von p leer.
2. Fu¨r alle p ∈ Po ist der Nachbereich von p leer.
3. Fu¨r alle M ∈ MΩ ist keine Transition bezu¨glich M aktiviert.
4. Fu¨r alle M ∈ (MΩ ∪{M0}) enthalten sowohl Eingangs- als auch Aus-
gangskana¨le keine Marken.
5. Jede Transition t ∈ T ist mit maximal einem Eingangs- oder Ausgangs-
kanal u¨ber eine Kante verbunden.
Eingangskana¨le eines offenen Petrinetzes ON werden oft als Interface-Ein-
gangspla¨tze von ON bezeichnet. Dementsprechend werden Ausgangskana¨le
oft Interface-Ausgangspla¨tze genannt.
Die Menge von Eingangs- und Ausgangskana¨len (Pi∪Po) wird als Menge von
Interface-Pla¨tzen von ON bezeichnet.
Um eine bessere Intuition dafu¨r zu bekommen, betrachten wir das folgende
Beispiel.
Beispiel 2.6. (Offenes Petrinetz)
In der folgenden Abbildung wird ein offenes Petrinetz visualisiert. Die-
ses Netz empfa¨ngt u¨ber den Interface-Eingangsplatz p2 eine Nachricht und
sendet daraufhin eine Nachricht u¨ber den Interface-Ausgangsplatz p4. Der
Service, dessen Verhalten durch das angegebene Netz modelliert wird, ter-
miniert, wenn die Endmarkierung erreicht wird. Die Endmarkierung MΩ
wird erreicht, wenn nur p5 eine Marke entha¨lt. Dies bedeutet, dass die
Nachricht, die u¨ber p4 gesendet wurde, von der Umgebung irgendwann
entgegengenommen wird.
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In diesem Netz gelten die oben angegebenen Bedingungen. Im folgenden
betrachten wir unzula¨ssige Netze, die mindestens gegen eine der Bedingun-
gen verstoßen.
ON1 widerspricht den Bedingungen 1 und 2, da Platz p2 sowohl als
Interface-Eingangs- als auch als Interface-Ausgangsplatz genutzt wird. In
der mengentheoretischen Darstellung gilt fu¨r p2 ∈ Pi und p2 ∈ Po:
F = {. . . , (t1, p2), (p2, t1), . . . } ∩ {(t1, p2)} = {(t1, p2)} 6= ∅ und
F = {. . . , (t1, p2), (p2, t1), . . . } ∩ {(p2, t1)} = {(p2, t1)} 6= ∅
ON2 widerspricht der dritten Bedingung, da in der Endmarkierung, in
der nur p5 eine Marke enthalten soll, die Transition t
′
2 aktiviert ist. Aus
diesem Grund wu¨rde das Netz nicht terminieren, auch wenn p5 eine Marke
enthalten sollte.
ON3 widerspricht der vierten Bedingung, da ein Interface-Platz initial
markiert ist. Damit wu¨rde eine Pseudo-Kommunikation modelliert werden
ohne dass ein Kommunikationspartner bekannt ist.
ON4 widerspricht Bedingung 5, da t2 mit zwei Interface-Pla¨tzen (p6 und
p4) verbunden ist. Dies wird auch in der mengentheoretischen Darstellung
deutlich.
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Fu¨r (•t2 ∪ t2•) = {p3, p6}∪ {p4, p5} und (Pi ∪Po) = {p2, p6}∪ {p4} gilt:
|(•t2 ∪ t2•) ∩ (Pi ∪ Po)| = |{p3, p4, p5, p6} ∩ {p2, p4, p6}| = |{p4, p6}| > 1
Offene Petrinetze ko¨nnen mit Hilfe ihrer Interfaces kombiniert werden. Ihre
Komposition ist wie folgt definiert.
Definition 2.12 (Komposition Offener Petrinetze).
Seien ON1 = ((P1, T1, F1, C1,W1,M
ON1
0 ), Pi1, Po1,M
ON1
Ω ) und
ON2 = ((P2, T2, F2, C2,W2,M
ON2
0 ), Pi2, Po2,M
ON2
Ω ) zwei offenen Petrinetze.
ON1 und ON2 sind komponierbar gdw.
• P1 ∩ P2 ⊆ (Pi1 ∩ Po2) ∪ (Pi2 ∩ Po1), und
• Pi1 ∩ Pi2 = ∅, und
• Po1 ∩ Po2 = ∅, und
• T1 ∩ T2 = ∅.
Die Komposition von zwei komponierbaren, offenen Petrinetzen ist ein offe-
nes Petrinetz ON , dass wie folgt definiert ist.
ON = ON1 ⊕ON2 = ((P, T, F, C,W,M0), Pi, Po,MΩ) mit
• P = P1 ∪ P2
• T = T1 ∪ T2
• F = F1 ∪ F2
• ∀p ∈ P. C(p) =

C1(p) , wenn p ∈ P1 \ P2
C2(p) , wenn p ∈ P2 \ P1
min(C1(p), C2(p)) , wenn p ∈ P1 ∩ P2
• ∀f ∈ F. W (f) =
{
W1(f) , wenn f ∈ F1 \ F2
W2(f) , wenn f ∈ F2 \ F1
• Pi = (Pi1 ∪ Pi2) \ ((Pi1 ∩ Po2) ∪ (Pi2 ∩ Po1)),
• Po = (Po1 ∪ Po2) \ ((Pi1 ∩ Po2) ∪ (Pi2 ∩ Po1)),
• Mk = MON1k ⊕MON2k , k ∈ {0,Ω}, wobei
∀p ∈ P. (MON1k ⊕MON2k )(p) =
{
MON1k (p) , if p ∈ P1
MON2k (p) , if p ∈ P2
Lemma 2.13.
Seien ON1 = ((P1, T1, F1, C1,W1,M
ON1
0 ), Pi1, Po1,M
ON1
Ω ) und
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ON2 = ((P2, T2, F2, C2,W2,M
ON2
0 ), Pi2, Po2,M
ON2
Ω ) zwei komponierbare, offene
Petrinetze. Dann gilt fu¨r k ∈ {0,Ω} und fu¨r alle p ∈ P1 ∩ P2:




Sei k ∈ {0,Ω} und p ∈ P1 ∩ P2. Dann gilt nach Definition 2.12 P1 ∩ P2 ⊆
(Pi1∩Po2)∪ (Pi2∩Po1). Somit gilt p ∈ (Pi1∩Po2)∪ (Pi2∩Po1). Das bedeutet p
ist ein Interface-Platz. Laut Definition 2.11 (Bedingung 4) sind in jedem offenen
Petrinetz die Interface-Pla¨tze bezu¨glich der initialen und der Endmarkierung
unmarkiert. Dies impliziert, dass MON1k (p) = 0 = M
ON2
k (p) gilt.
Um die Komposition zu visualisieren, definieren wir im folgenden Beispiel
einen Kommunikationspartner fu¨r das Netz ON , das wir in Beispiel 2.6 einge-
fu¨hrt haben.
Beispiel 2.7. (Komposition offener Netze)
Die folgenden zwei Abbildungen stellen beispielhaft die Komposition von
zwei offenen Netzen dar.
In der ersten Abbildung sind die Interface-Pla¨tze kompatibel. Das be-
deutet, dass fu¨r jeden Interface-Eingangs- bzw. -Ausgangsplatz des ersten
Netzes ein passender Interface-Ausgangs- bzw. -Eingangsplatz im zweiten
Netz existiert. Dadurch ko¨nnen die Interface-Pla¨tze einfach verschmolzen
werden. Dies resultiert in einem offenen Netz mit leerem Interface, in dem
die komponierte Endmarkierung durch die gemeinsame Ausfu¨hrung der
beiden Netze erreicht wird. Hierbei ist die komponierte Endmarkierung die
Markierung, bei der nur noch auf p5 und p
′
5 Marken liegen.
Obwohl eine solche Komposition sehr wu¨nschenswert ist, ist es ha¨ufi-
ger der Fall, dass die Interfaces zweier Netze nicht vollsta¨ndig kompatibel
sind. In der folgenden Abbildung ist ein Kommunikationspartner ON ′ dar-
gestellt, der nur ein teilweise kompatibles Interface besitzt. Daraus ergibt
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sich eine Restmenge von Interface-Pla¨tzen, die wie folgt berechnet wird
(Def. 2.12). Po = (P
ON
o ∪ PON ′o ) \ ((PONi ∩ PON ′o ) ∪ (PON ′i ∩ PONo )) =
({p4} ∪ {p2}) \ (({p2} ∩ {p2}) ∪ (∅ ∩ p4)) = p4.
Zusammenfassung
In diesem Abschnitt haben wir die Grundlagen von low-level Petrinetzen zu-
sammengefasst. Dazu haben wir zuna¨chst die syntaktischen Elemente und ih-
re graphische sowie mengentheoretische Repra¨sentation vorgestellt. Außerdem
haben wir die Ausfu¨hrungssemantik, die sich aus den Schaltsequenzen des Pe-
trinetzes ergibt, eingefu¨hrt. Wir sind anschließend zu den offenen Petrinetzen
und deren Komposition u¨bergegangen. Diese dienen uns als Grundlage fu¨r die
Einfu¨hrung der algebraischen Petrinetze in Abschnitt 2.2.3. Zuna¨chst betrach-
ten wir jedoch die dafu¨r beno¨tigten algebraischen Spezifikationen.
2.2.2 Algebraische Spezifikation
Im Folgenden stellen wir kurz die Grundlagen von algebraischen Spezifikatio-
nen vor, wie sie in [EMC+01, Rei91] zu finden sind.
Dazu betrachten wir zuna¨chst einige fundamentale Definitionen.
Definition 2.14 (Wo¨rter).
Sei A eine nicht-leere Menge.
1. Ein (nichtleeres)Wort u¨ber A ist eine Folge a1a2 . . . an mit n ∈ N und
∀i ∈ [1, n]. ai ∈ A.
2. Fu¨r n = 0, wird w leeres Wort u¨ber A genannt und mit λ bezeichnet.
3. Fu¨r n ∈ N wird die La¨nge eines Wortes w = a1a2 . . . an mit |w| = n
bezeichnet.
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4. Fu¨r w1 = a1a2 . . . an und w2 = b1b2 . . . bm ist die Komposition von w1
und w2 definiert als w1w2 = a1a2 . . . anb1b2 . . . bm.
5. Die Menge aller Wo¨rter u¨ber A wird mit A∗ bezeichnet.
Definition 2.15 (Kartesisches Produkt).
Seien A1, . . . , An Mengen. Dann wird
A1 × · · · × An := {(a1, . . . , an)|∀i ∈ {1, . . . , n}. ai ∈ Ai}
kartesisches Produkt u¨ber A1 . . . An genannt.
Definition 2.16 (Relation).
Seien A1, . . . , An nicht-leerre Mengen. Dann wird
R ⊆ A1 × · · · × An
n-stellige Relation u¨ber A1 . . . An, oder kurz, Relation u¨ber A1 . . . An ge-
nannt.
R heißt homogen, wenn ∀i, j ∈ [1, n]. Ai = Aj gilt.
Definition 2.17 (A¨quivalenzrelation).
Sei R ⊆ A×A eine homogene 2-stellige Relation. R wird A¨quivalenzrelation
u¨ber A genannt, gdw.
1. R reflexiv ist,
also ∀a ∈ A. (a, a) ∈ R gilt,
2. und R symmetrisch ist,
also ∀a, b ∈ A. (a, b) ∈ R⇒ (b, a) ∈ R gilt,
3. und R transitiv ist,
also ∀a, b, c ∈ A. (a, b) ∈ R ∧ (b, c) ∈ R⇒ (a, c) ∈ R gilt.
Definition 2.18 (A¨quivalenzklasse).
Sei R ⊆ A× A eine A¨quivalenzrelation u¨ber A und sei a ∈ A. Dann wird
[a]R := {x ∈ A|(a, x) ∈ R}
A¨quivalenzklasse von R genannt. Wenn R vom Kontext her eindeutig ist,
so schreiben wir [a] statt [a]R.
Definition 2.19 (Quotient).
Sei R ⊆ A × A eine A¨quivalenzrelation u¨ber A. Die Menge aller A¨quivalenz-
klassen von R wird Quotient von A bezu¨glich R genannt und mit
A/R := {[a]R|a ∈ A}.
bezeichnet.
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Definition 2.20 (Eigenschaften 2-stelliger Relationen).
Seien A und B zwei Mengen. Sei R ⊆ A × B eine 2-stellige Relation u¨ber A
und B. R heißt:
1. linkstotal, wenn
∀a ∈ A. ∃b ∈ B. (a, b) ∈ R
2. rechtstotal oder surjektiv, wenn
∀b ∈ B. ∃a ∈ A. (a, b) ∈ R
3. linkseindeutig oder injektiv, wenn
∀a1, a2 ∈ A. ∀b ∈ B. ((a1, b) ∈ R ∧ (a2, b) ∈ R)⇒ a1 = a2
4. rechtseindeutig, wenn
∀a ∈ A. ∀b1, b2 ∈ B. ((a, b1) ∈ R ∧ (a, b2) ∈ R)⇒ b1 = b2
Definition 2.21 (Abbildung).
Seien A und B zwei Mengen und sei f ⊆ A×B eine Relation u¨ber A und B.
f heißt:
1. partielle Abbildung, gdw. f rechtseindeutig ist. Sie wird bezeichnet mit
f : A ⇀ B.
2. Abbildung oder Funktion, gdw. f rechtseindeutig und linkstotal ist.
Dies wird geschreiben als f : A→ B.
3. bijektive Funktion, gdw. f eine Funktion ist und f sowohl injektiv als
auh surjektiv ist.
Definition 2.22 (Mengenfamilie).
Sei M eine Menge von Mengen und sei I eine Menge, deren Elemente In-
dizes genannt werden. I wird auch als Indexmenge bezeichnet. Eine Men-
genfamilie ist eine surjektive Abbildung A : I → M . Sie wird mit (Ai)i∈I
repra¨sentiert.
Nachdem wir die fundamentalen mathematischen Grundlagen eingefu¨hrt
haben, wenden wir uns nun den algebraischen Spezifikationen zu. Die Definition
baut unter anderem auf dem Konzept der algebraischen Signaturen auf, die wir
zuna¨chst betrachten.
Definition 2.23 (Algebraische Signatur).
Eine algebraische Signatur ist ein Tupel Σ = (S,OP ) bestehend aus
1. einer endlichen, nicht-leeren Menge S , deren Elemente Sortensymbole
genannt werden, und
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2. einer endlichen Mengenfamilie OP = (OPw,s)(w,s)∈S∗×S, wobei fu¨r al-
le (w, s) ∈ S∗ × S, die Elemente von OPw,s als Operationssymbole
bezeichnet werden.
Der Einfachheit halber nutzen wir im weiteren Verlauf die folgende Nota-
tion.
Notation 2.24.
Sei Σ = (S,OP ) eine algebraische Signatur und sei f ∈ OPw,s ein Operations-
symbol. Dann schreiben wir fu¨r f , f : w → s. Fu¨r w = λ schreiben wir f :→ s
und nennen f Konstantensymbol.
Um dieses Konzept etwas zu veranschaulichen, betrachten wir das folgende
Beispiel.
Beispiel 2.8. (Algebraische Signatur fu¨r N)
Mit Hilfe von Definition 2.23, ko¨nnen wir eine algebraische Signatur fu¨r
die natu¨rlichen Zahlen angeben.




OPnat,nat = { succ }




operations: zero : → nat
succ: nat → nat
Wie in diesem Beispiel deutlich wird, ist es mit den algebraischen Signa-
turen mo¨glich, Datentypen auf einer syntaktischen Ebene zu definieren. Auf
dieser Ebene ist jedoch die Semantik unklar, denn es gibt unendlich viele Arten
die Syntax zu interpretieren. Aus diesem Grund definiert man die sogenannte
Algebra, die die algebraische Signatur interpretiert, auf die sich die Algebra
bezieht.
Definition 2.25 (Σ-Algebra).
Sei Σ = (S,OP ) eine algebraische Signatur.
Eine Σ-Algebra ist ein Tupel A = ((As)s∈S, (fA)f∈OP ) bestehend aus den fol-
genden Attributen.
1. Fu¨r alle Sortensymbole s ∈ S wird die nicht-leere Menge As Tra¨ger-
menge zur Sorte s genannt.
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2. Fu¨r alle f : s1 . . . sn → s ∈ OP mit n > 0, wird fA : As1×· · ·×Asn → As
Abbildung, und mit n = 0 Konstante genannt.
Beispiel 2.9. (Beispiel-Algebren fu¨r Σnat )
Um die Hauptidee der Σ−Algebren zu veranschaulichen, definieren zwei
verschiedene Σ−Algebren (A and B) zur algebraischen Signatur Σnat (aus
Beispiel 2.8).
Σnat A B
nat Anat := N Bnat := {0, 2, 4, . . . }
zero : → nat zeroA := 0 zeroB := 0
succ : nat → nat succA(x) := x+ 1 succB(x) := x+ 2
Das Konzept der algebraischen Signaturen kann durch Variablen bzgl. Sor-
ten erweitert werden.
Definition 2.26 (Algebraische Signatur mit Variablen).
Sei Σ = (S,OP ) eine algebraische Signatur und sei X = (Xs)s∈S eine Men-
genfamilie. Fu¨r alle Sortensymbole s ∈ S werden die Elemente von Xs Σ-
Variablen zur Sorte s genannt.
Seien X und OP disjunkt, dann wird das Tripel Σ = (S,OP,X) algebra-
ische Signatur mit Variablen genannt.
Um das Konzept der Algebren zu generalisieren, kann man die Tra¨germen-
gen der Sorten sowie Operationen auf einer syntaktischen Ebene definieren.
Die so entstehenden Konstrukte werden Terme genannt.
Definition 2.27 (Σ-(Grund-)Terme).
Sei Σ = (S,OP,X) eine algebraische Signatur mit Variablen.
• Die Menge TΣ,s(X) von Σ-Termen zur Sorte s ∈ S u¨ber X ist
induktiv definiert durch
1. ∀x ∈ Xs. x ∈ TΣ,s(X)
2. ∀(c :→ s) ∈ OP. c ∈ TΣ,s(X)
3. ∀(f : s1 . . . sn → s) ∈ OP. ∀ti ∈ TΣ,si(X). ∀si ∈ S, i ∈ {1, . . . , n}.
f(t1, . . . , tn) ∈ TΣ,s(X)
• TΣ(X) = (TΣ,s(X))s∈S wird Familie von Σ-Termen genannt.
• Wenn X = ∅, dann heißt TΣ = TΣ(∅) Familie der Σ-Grundterme.
Die aus Σ-(Grund-)Termen aufgebaute Algebra wird Termalgebra genannt:
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Definition 2.28 (Termalgebra).
Sei Σ = (S,OP ) algebraische Signatur. Die Termalgebra TΣ bzgl. Σ ist wie
folgt definiert.
1. Fu¨r alle s ∈ S ist die Tra¨germenge TΣ,s die Menge aller Σ−Grundterme
zur Sorte s.
2. Fu¨r alle Konstanten f :→ s ∈ OP in TΣ gilt:
fTΣ = f.
3. Fu¨r alle Abbildungen f : s1 . . . sn → s ∈ OP in TΣ, fu¨r alle ti ∈ TΣ,si
und fu¨r alle si ∈ S, i ∈ {1, . . . , n} gilt:
fTΣ(t1, . . . , tn) = f(t1, . . . , tn).
Bemerkung 2.29.
Die Termalgebra ist eine initiale Algebra bzgl. Σ. Das heißt, dass fu¨r alle
Σ−Algebren A ein eindeutiger Homomorphismus h : TΣ → A existiert.
An dieser Stelle setzen wir voraus, dass der Begriff
”
Homomorphismus“
bereits bekannt ist und verzichten daher auf dessen Einfu¨hrung.
Beispiel 2.10. (Termalgebra fu¨r Σnat )
Um die Idee von Termalgebren zu verdeutlichen, vergleichen wir sie im
Folgenden mit der Algebra A, die bereits in Beispiel 2.9 vorgestellt wurde.
Σnat TΣnat A
nat TΣnat,nat Anat := N
zero : → nat zeroTΣnat := zero zeroA := 0
succ : nat → nat succTΣnat (t) := succ(t) succA(x) := x+ 1
Die Interpretation der Termalgebra erfolgt u¨ber die Auswertung der Σ−Grund-
terme.
Definition 2.30 (Auswertung von Σ−Grundtermen).
Sei Σ = (S,OP ) eine algebraische Signatur und sei A = ((As)s∈S, (fA)f∈OP )
eine Σ-Algebra. Die Auswertung eval(A) von Σ−Grundtermen in A ist
eine Familie von Abbildungen:
evalA = (evalAs : TΣ,s → As)s∈S .
Wir ku¨rzen dies mit evalA : TΣ → A ab.
Die Abbildungen sind wie folgt definiert.
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1. Fu¨r alle f : w → s ∈ OPw,s mit |w| = 0 gilt:
evalAs (f) := fA
2. Fu¨r alle f : w → s ∈ OPw,s mit w = s1 . . . sn, n > 0 und alle
Σ−Grundterme t1 ∈ TΣ,s1 , . . . , tn ∈ TΣ,sn gilt:
evalAs (f(t1, . . . , tn)) := fA(eval
A
s1




Sei Σ = (S,OP,X) eine algebraische Signatur mit Variablen und sei
A = ((As)s∈S, (fA)f∈OP ) eine Σ-Algebra. Dann ist eine Variablenbelegung
u¨ber A eine Familie von von Abbildungen
assA := (assAs : Xs → As)s∈S.
Wir ku¨rzen dies mit assA : X → A ab.
Definition 2.32 (Auswertung von Σ−Termen).
Sei Σ = (S,OP,X) eine algebraische Signatur mit Variablen,
A = ((As)s∈S, (fA)f∈OP ) eine Σ-Algebra und assA : X → A eine Variablenbe-
legung u¨ber A. Dann ist die Auswertung von Σ−Termen in A bzgl. ass
eine Familie von Abbildungen
xeval(ass)A = (xeval(ass)As : TΣ,s(X)→ As)s∈S .
Wir ku¨rzen dies mit xeval(ass)A : TΣ(X)→ A ab.
Die Abbildungen sind fu¨r alle Sortensymbole s ∈ S rekursiv wie folgt defi-
niert.
1. Fu¨r alle Variablen x ∈ Xs gilt:
xeval(ass)As (x) := ass
A
s (x).
2. Fu¨r alle f : w → s ∈ OPw,s mit |w| = 0gilt:
xeval(ass)As (f) := fA
3. Fu¨r alle f : w → s ∈ OPw,s mit w = s1 . . . sn, n > 0 und alle Σ−Terme
t1 ∈ TΣ,s1(X), . . . , tn ∈ TΣ,sn(X) gilt:
xeval(ass)As (f(t1, . . . , tn)) := fA(xeval(ass)
A
s1
(t1), . . . , xeval(ass
A
sn(tn))
Zwei Σ−Terme ko¨nnen trotz unterschiedlicher syntaktischen Darstellung
die gleiche semantische Bedeutung besitzen. Diese U¨berlegung fu¨hrt zu dem
Begriff der gu¨ltigen Σ−Gleichung.
Definition 2.33 (Σ-Gleichung).
Sei Σ = (S,OP,X) eine algebraisch Signatur mit Variablen, s ∈ S eine belie-
bige Sorte und tl, tr ∈ TΣ,s(X) Σ-Terme zur Sorte s. Dann wird
e ≡ tl = tr
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Σ− Gleichung genannt.
Definition 2.34 (Gu¨ltigkeit einer Σ-Gleichung).
Sei Σ = (S,OP,X) eine algebraisch Signatur mit Variablen,
A = ((As)s∈S, (fA)f∈OP ) eine Σ-Algebra und e ≡ tl =s tr eine Σ−Gleichung.
Dann wird e als gu¨ltig in A (geschrieben als A |= e) bezeichnet, wenn fu¨r
alle Variablenbelegungen assA : X → A




Mit diesen Definitionen kann man das Konzept der algebraischen Signatur
auf den Begriff der algebraischen Spezifikation erweitern.
Definition 2.35 (Algebraische Spezifikation).
Eine algebraische Spezifikation ist ein Tupel SP = (Σ, E) bestehend aus
1. einer algebraischen Signatur mit Variablen Σ = (S,OP,X) und
2. einer Menge von Σ−Gleichungen E .
Beispiel 2.11. (Algebraische Spezifikation fu¨r N)
Um die Idee der algebraischen Spezifikation zu veranschaulichen, erwei-
tern wir die algebraische Signatur Σnat aus Beispiel 2.8 um Variablen, ein
Operationssymbol ’add’ und drei Gleichungen.
Σ′nat =
sorts: nat
operations: zero : → nat
succ: nat → nat
add: nat × nat → nat
variables: x, y ∈ nat
equations: e1 ≡ add(zero, x) = x
e2 ≡ add(x, y) = add(y, x)
e3 ≡ add(x, succ(y)) = succ(add(x, y))
Beispiel 2.12. (Gu¨ltigkeit einer Σ-Gleichung )
Aufbauend auf der algebraischen Spezifikation aus Beispiel 2.11 nutzen




nat Anat := N
zero : → nat zeroA := 0
succ: nat → nat succA(x) := x+ 1
add: nat × nat → nat addA(x, y) := x+ y
x, y ∈ nat
e1 ≡ add(zero, x) = x
e2 ≡ add(x, y) = add(y, x)
e3 ≡ add(x, succ(y)) = succ(add(x, y))
Wir wollen die Gu¨ltigkeit der Gleichung e1 in A u¨berpru¨fen. Es gilt:
xeval(ass)nat(add(zero, x))
= addA(xeval(ass)nat(zero), xeval(ass)nat(x)) (Def. 2.32)
= addA(zeroA, xeval(ass)nat(x)) (Def. 2.32)
= addA(0, xeval(ass)nat(x)) (Def. of zeroA)
= 0 + xeval(ass)nat(x) (Def. of addA)
= xeval(ass)nat(x) (Def. of + for N)
Das bedeutet, dass fu¨r alle x ∈ Xnat e1 ist gu¨ltig in Algebra A. Dies
schreiben wir als A |= e.
Gerade in dem von uns betrachteten, komponentenbezogenen Rahmen ist
es wu¨nschenswert zwei algebraische Spezifikationen zu kombinieren. Dies fu¨hrt
zu folgender Definition, fu¨r die wir voraussetzen, dass der Begriff
”
disjunkte
Vereinigung“ bereits bekannt ist.
Definition 2.36 (Komposition von Algebraischen Spezifikationen).
Seien SP1 = (S1, OP1, X1, E1) und SP2 = (S2, OP2, X2, E2) zwei algebraische
Spezifikationen. Dann ist ihre Komposition SP = SP1 + SP2 wie folgt defi-
niert.
SP = (S1 unionmulti S2, OP1 unionmultiOP2, X1 unionmultiX2, E1 unionmulti E2),
unionmulti steht hierbei fu¨r die disjunkte Vereinigung von Mengen.
Notation 2.37.
Fu¨r eine algebraische Signatur mit Variablen Σ = (S,OP,X), bezeichnen wir
die algebraische Spezifikation SP = (S unionmulti S1, OP unionmulti OP1, X unionmultiX1, E1) mit Σ +
(S1, OP1, X1, E1).
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Definition 2.38 (Modell einer Algebraischen Spezifikation).
Sei SP = (Σ, E) eine algebraische Spezifikation und A eine Σ−Algebra. A
heißt Modell von SP or SP−Algebra, wenn
∀e ∈ E. A |= e
gilt.
Definition 2.39 (Kongruenz von Σ−Grundtermen).
Sei SP = (Σ, E) eine algebraische Spezifikation.
Fu¨r alle Sortensymbole s ∈ S heißen zwei Σ−Grundterme t1, t2 ∈ TΣ,s
kongruent in SP , geschrieben als t1 ∼E t2, gdw. fu¨r alle SP-Algebren A




Fu¨r alle algebraischen Spezifikationen SP = (Σ, E) ist ∼E eine A¨quivalenzre-
lation.
Beweis.
Um zu beweisen, dass ∼E eine A¨quivalenzrelation nach Def. 2.17 ist, zeigen
wir fu¨r alle s ∈ S:
1. (Reflexivita¨t) ∀t ∈ TΣ,s. t ∼E t
2. (Symmetrie) ∀t1, t2 ∈ TΣ,s. t1 ∼E t2 ⇒ t2 ∼E t1
3. (Transitivita¨t) ∀t1, t2, t3 ∈ TΣ,s. t1 ∼E t2 ∧ t1 ∼E t2 ⇒ t1 ∼E t3
Sei SP = (Σ, E) im Folgenden eine algebraische Spezifikation, s ∈ S ein
Sortensymbol und A eine SP−Algebra.
Reflexivita¨t
Sei t ∈ TΣ,s ein Σ−Grundterm zur Sorte s.
Nach Definition 2.39 gilt:
t ∼E t⇔ evalAs (t) = evalAs (t)
Da evalAs (t) = eval
A
s (t) trivialer Weise wahr ist, ist t kongruent zu sich
selbst. Also gilt t ∼E t.
Symmetrie
Seien t1, t2 ∈ TΣ,s zwei Σ−Grundterme zur Sorte s. Es gilt:
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t1 ∼E t2
⇔ evalAs (t1) = evalAs (t2) ( Def. 2.39)
⇔ evalAs (t2) = evalAs (t1) (Symmetrie von =)
⇔ t2 ∼E t1 ( Def. 2.39)
Transitivita¨t
Seien t1, t2, t3 ∈ TΣ,s drei Σ−Grundterme zur Sorte s. Unter den Annahmen,
dass t1 ∼E t2 und t2 ∼E t3, gilt:
(t1 ∼E t2) ∧ (t2 ∼E t3)
⇔ (evalAs (t1) = evalAs (t2)) ∧ (evalAs (t2) = evalAs (t3)) ( Def.2.39)
⇔ (evalAs (t1) = evalAs (t2)) und (evalAs (t2) = evalAs (t3)) ( Def. of ∧)
⇔ evalAs (t1) = evalAs (t3) (Reflexivita¨t von ∼E)
⇔ t1 ∼E t3 ( Def. 2.39)
Theorem 2.41.
Sei SP = (Σ, E) eine algebraische Spezifikation. Dann gilt fu¨r all SP−Algebren
A, fu¨r alle Operationssymbole f : w → s′ ∈ OPw,s′ und alle Σ−Grundterme
zur Sorte s ∈ S t1, t2 ∈ TΣ,s:
t1 ∼E t2 ⇒ f(. . . , t1, . . . ) ∼E f(. . . , t2, . . . )
Beweis.
Seien SP = (Σ, E) eine algebraische Spezifikation, t1, t2 ∈ TΣ,s zwei Σ−Grund-
terme zur Sorte s, A eine SP−Algebra und f : w → s′ ∈ OPw,s′ ein Opera-
tionssymbol. Unter der Annahme, dass t1 und t2 kongruent sind, gilt nach
Definition 2.39 evalAs (t1) = eval
A
s (t2).
In diesem Fall mu¨ssen wir beweisen, dass
f(. . . , t1, . . . ) ∼E f(. . . , t2, . . . )
gilt.
Pra¨ziser ausgedru¨ckt, mu¨ssen wir zeigen, dass
evalAs′(f(. . . , t1, . . . )) = eval
A
s′(f(. . . , t2, . . . ))
gilt.
Der Beweis erfolgt u¨ber die Struktur von f .
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Fall 1: w = λ
evalAs′(f(. . . , t1, . . . ))
= fA (Def. 2.30)
= evalAs′(f(. . . , t2, . . . )) (Def. 2.30)
Fall 2: w = s1 . . . sn




(. . . ), evalAs (t1), eval
A




(. . . ), evalAs (t2), eval
A
sn(. . . )) (Assumption t1 ∼E t2)
= evalAs′(f(. . . , t2, . . . )) (Def. 2.30)
Analog zu der Termalgebra, die bezu¨glich einer algebraischen Signatur (mit
Variablen) eine initiale Algebra bildet, kann auch fu¨r eine algebraische Spezi-
fikation eine Algebra konstruiert werden, auf die alle SP-Algebren unter zu
Hilfenahme der angegebenen Σ−Gleichungen zuru¨ckgefu¨hrt werden ko¨nnen.
Diese Algebra wird als Quotiententermalgebra bezeichnet.
Definition 2.42 (Quotiententermalgebra).
Sei SP = (Σ, E) eine algebraische Spezifikation und sei ∼E eine Kongruenzre-
lation auf Σ−Grundtermen. Dann heißt, TSP = TΣ/ ∼E Quotiententerm-
algebra von SP .
Sie ist wie folgt definiert..
1. Fu¨r alle s ∈ S gilt: (TΣ/ ∼E)s = TΣ, s/ ∼E.
2. Fu¨r alle f : s1 . . . sn → s ∈ OP und [ti] ∈ TΣ,si/ ∼E, i ∈ [1, n] gilt:
fTΣ/∼E([a1], . . . , [an]) := [f(a1, . . . , an)].
Bemerkung 2.43.
Die Quotiententermalgebra ist eine initiale Algebra fu¨r SP . Das bedeutet,
fu¨r alle SP−Algebren A existiert ein eindeutiger Homomorphismus h : TSP →
A.
Der Kongruenzbegriff auf Σ−Grundtermen (Definition 2.39) kann auf
Σ−Terme t1, t2 ∈ TΣ(X) erweitert werden.
Definition 2.44 (Kongruenz von Σ−Termen).
Fu¨r alle s ∈ S ist die Kongrunez von Σ−Termen wie folgt definiert:
t1 ∼E t2 ⇔ ∀ass : Xs → TΣ,s. xeval(ass)(t1) ∼E xeval(ass)(t2)
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Bemerkung 2.45.
In Definition 2.44 wird TΣ als Termalgebra (Def. 2.28) aufgefasst. Dadurch
ko¨nnen Variablen, die in den Termen t1 und t2 vorkommen, bei der Ausfu¨hrung
von xeval mit Σ−Grundtermen belegt werden.
Wenn die Auswertung von t1 und t2 in TΣ bzgl. ass ergibt, dass t1 und t2
kongruent sind, dann sind die beiden Terme auch in allen anderen Σ−Algebren
kongruent.
Definition 2.46 (Relationale Algebraische Spezifikation).
Sei SP = (Σ, E) eine algebraische Spezifikation. Sei R eine Menge von Sym-
bolen. Jedes r :< s1 . . . sn >∈ R mit n > 0 und s1 . . . sn ∈ S wird Relations-
symbol genannt.
Das Tripel SPR = (Σ, E,R) wird relationale algebraische Spezifikati-
on genannt.
Definition 2.47 (SPR-Algebra).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation und sei A eine
SP -Algebra. Dann ist eine SPR-Algebra das Tupel ASPR = (A, (Ar)r∈R), sodass
fu¨r alle r ∈ R, Ar :< As1 . . . Asn > eine Relation ist.
2.2.3 Algebraische Petrinetze
In diesem Abschnitt fu¨hren wir, basierend auf den Ausfu¨hrungen in [Vau87,
Rei91, Sch96], die Grundlagen von algebraischen Petrinetzen ein.
Dazu betrachten wir zuna¨chst die syntaktischen Elemente bevor wir zur
Ausfu¨hrungssemantik der algebraischen Petrinetze kommen.
Syntax
Wir beginnen mit einem kurzen Beispiel um eine Intuition fu¨r die algebraischen
Petrinetze zu geben.
Beispiel 2.13. (Lichtschalter - Fortsetzung)
In Beispiel 2.1 auf Seite 16 haben wir bereits das Verhalten einer Steuerung
fu¨r drei LEDs modelliert. Dabei sind wir von drei gleichen LEDs ausgegan-
gen und hatten keine Mo¨glichkeit zwischen ihnen zu differenzieren. Wir
erweitern das Modell nun um die Mo¨glichkeit die LEDs zu unterscheiden.
Nehmen wir an, dass wir zwei gru¨ne und eine rote LED steuern wollen.
Dafu¨r beno¨tigen wir die Mo¨glichkeit Marken zu unterscheiden. Eine Option
ist es, die Marken explizit zu benennen. Dies ist exemplarisch im folgenden
Netz dargestellt.
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N1 :
Die initiale Markierung fu¨r N1 ist:
M0(pan)(x) =
{
2 , falls x = gru¨n
0 , falls x = rot
M0(paus)(x) =
{
0 , falls x = gru¨n
1 , falls x = rot
Die Abbildung, die die Anzahl der Vorkommen eines Elementes in einer
Menge angibt, wird Multimenge genannt.
Definition 2.48 (Multimenge).
Sei A eine Menge. Die Abbildung
M : A→ Z
wird Multimenge genannt.
Die leere Multimenge ϑ u¨ber A ist wie folgt definiert.
ϑA(a) = 0, fu¨r alle a ∈ A
Elemente a ∈ A, die einzeln auftreten, ko¨nnen als einelementige Multi-
mengen ma u¨ber A verstanden werden. Sie sind wie folgt definiert.
ma(x) =
{
1, wenn x = a
0, sonst
Fu¨r zwei Multimengen M1 und M2 sind Operationen auf Multimengen
wie folgt definiert.
(M1 +M2)(a) = M1(a) +M2(a)
−(M1)(a) = −(M1(a))
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Hierbei sind + und − wie auf ganzen Zahlen u¨blich definiert.
Das Konzept der Multimengen soll nun mit dem Konzept der algebraischen
Spezifikationen vereinigt werden.
Definition 2.49 (Multimengen - Spezifikation).
Sei SP = (Σ, E) eine algebraische Spezifikation. Die Multimengen - Spe-
zifikation mSP ist die mit Multimengen zu jeder Sorte s ∈ S angereicherte
algebraische Spezifikation SP . Sie ist wie folgt definiert:
mSP = SP+
sorts: ms
operations: ϑs :→ ms
MAKEs :s→ ms
+s :ms ms → ms
−s :ms → ms
variables: p, q, r ∈ ms
equations: +s(p, ϑs) = p
+s(p, q) = +s(q, p)





Sei A eine Menge und SP = (Σ, E) eine algebraische Spezifikation. Fu¨r je-
des Konstantensymbol f ∈ SP wird ein Term MAKEs(f) assoziiert. Wird
f zu a ∈ A ausgewertet, so wird MAKEs(f) zur Menge {a} mit m(a) = 1
ausgewertet.
Bemerkung 2.51.
Im weiteren Verlauf der Arbeit beziehen wir uns immer auf Multimengen-
Spezifikationen, wenn wir u¨ber algebraische Spezifikationen sprechen. Zusa¨tz-
lich meinen wir Multimengen von Termen, wenn wir Terme behandeln.
Notation 2.52.
Im weiteren Verlauf nutzen wir die folgenden Notationen.
1. Fu¨r eine relationale algebraische Spezifikation SPR = (Σ, E,R) wird
mSP mit ˆSPR = (Σˆ, Eˆ, R) mit Σˆ = (Sˆ, OˆP , Xˆ) bezeichnet.
2. Fu¨r Multimengen von Termen lassen wir bei Operationssymbolen den
Sortenindex weg und schreiben beispielsweise ϑ statt ϑs.
3. Seien u und v zwei Multimengen. Dann schreiben wir u+ v fu¨r +(u, v).
Fu¨r u+ (−(v)) schreiben wir u− v.
4. Fu¨r MAKE(t) schreiben wir t.
5. Wann immer keine Unklarheiten auftauchen, lassen wir Klammern weg.
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Definition 2.53.
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation.
1. Wenn die Definition der Multimenge M auf die natu¨rlichen Zahlen be-
schra¨nkt ist, also wenn fu¨r eine Menge A die Multimenge M u¨ber A
definiert ist als M : A → N, nennen wir M nicht-negative Multi-
menge.
2. Die Menge nicht-negativer Operationssymbole in mSP ist wie folgt
definiert
NNS := OˆP \ {−s|s ∈ S}.
3. Die Menge nicht-negativer Multiterme von SP ist gegeben durch
TΣ+(X) := {t ∈ TΣˆ(X)|∃u ∈ TNNS(X). t ∼E u}
4. Nach Definition 2.27 gilt TΣ+ := TΣ+(∅) und fu¨r alle s ∈ S gilt:
TΣ+,ms(X) := TΣ+(X) ∩ TΣˆ,ms(X)
TΣ+,ms := TΣ+,ms(∅)
5. Fu¨r zwei Multiterme t1, t2 ∈ TΣˆ(X), wird t1 als kleiner oder gleich zu t2
bezeichnet. Es wird wie folgt geschrieben t1 ≤E t2, wenn t2 − t1 nicht-
negativ in SP ist.
Definition 2.54 (SPR-Guard).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation, seien t1, t2 ∈
TΣ,s(X) und sei r ∈ R ein Relationssymbol. Das Tripel (t1, t2, r), auch ge-
schrieben als [t1 r t2], wird SPR-Guard genannt.
Das leere Tripel (-,-,-) heißt leerer SPR-Guard und wird mit [ ] bezeichnet.
Definition 2.55 (Guardmenge).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation, seien t1, t2 ∈
TΣ,s(X) und sei r ∈ R. Die SPR-Guardmenge G = (Gr˜)r˜∈R∗ ist wie folgt
definiert.
1. Fu¨r den leeren SPR-Guard g = [ ] ist g ∈ Gλ.
2. Fu¨r alle SPR-Guards g = [t1 r t2] ist g ∈ Gr, r ∈ R.
3. Fu¨r alle g ∈ Gr˜ gilt ¬g ∈ Gr˜, r˜ ∈ R∗.
4. Fu¨r alle g ∈ Gr˜ und g′ ∈ Gr˜′ gilt g ∧ g′ ∈ Gr˜·r˜′ , r˜, r˜′ ∈ R∗.
Definition 2.56 (Auswertung eines Guards).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation, seien t1, t2 ∈
TΣ,s(X), sei ASPR = (A, (Ar)r∈R) eine SPR-Algebra und sei ass
A : X → A
eine Variablenbelegung.
Die Auswertung eines SPR-Guards in ASPR bzgl. ass ist eine Familie




r˜ : Gr˜ → {TRUE,FALSE})r˜∈R∗
Diese sind induktiv wie folgt definiert.
1. Fu¨r |r˜| = 0 gilt geval(ass)ASPRr˜ ([ ]) = TRUE
2. Fu¨r |r˜| = 1gilt:
geval(ass)
ASPR
r˜ ([t1 r t2]) = TRUE ⇔ ((xeval(ass)A(t1), (xeval(ass)A(t2))) ∈ Ar
geval(ass)
ASPR
r˜ (¬[t1 r t2]) = TRUE ⇔ ((xeval(ass)A(t1), (xeval(ass)A(t2))) /∈ Ar
3. Fu¨r |r˜| > 1, g ∈ Gr˜ und g′ ∈ Gr˜′ gilt:
geval(ass)
ASPR





r˜·r˜′ (g ∧ g′) = geval(ass)
ASPR




Definition 2.57 (Algebraisches Petrinetz).
Sei N = (P, T, F, C,W,M0) ein Petrinetz und sei SPR = (Σ, E,R) eine rela-
tionale algebraische Spezifikation.
Das Tupel AN = (N, (h,M0, λ, guard), E) wird algebraisches Petrinetz u¨ber
SPR genannt. Es besteht aus
• einem Petrinetz N ,
• einer Abbildung h : P → S, die jedem Platz p ∈ P ein Sortensymbol
s ∈ S zuweist,
• einer Abbildung M0 : P → TOP+, die sogenannte initiale Markierung, die
jedem Platz eine nicht-negative Multimenge von Grundtermen zuweist,
• einer Abbildung λ : F → TOP+(X), die jeder Kante eine Beschriftung
mit Termen mit Variablen zuweist,
• einer Abbildung guard : T → G, die jeder Transition einen Guard zu-
weist und
• einer Menge von Σ-Gleichungen E.
Beispiel 2.14. (Offenes Algebraisches Petrinetz)
Im Folgenden betrachten wir die graphische Repra¨sentation eines offe-
nen algebraischen Petirnetzes (N, (h,M0, λ), E).
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Es gelten die folgenden mengentheoretischen Darstellungen.
· · ·
h := {(p1, I), (p2, D), (p3, I), (p4, D), (p5, I)}
M0 := {(p1, {m}), (p2, ∅), (p3, ∅), (p4, ∅), (p5, ∅)}
λ := {((p1, t1), x), ((p2, t1), y), ((t1, p3), z), ((p3, t2), z′), ((t2, p4), g(z′)), ((t2, p5), z′)}
guard := {(t1, [x < f(y)])}
· · ·
Der Einfachheit halber nutzen wir im weiteren Verlauf die folgende Nota-
tion.
Notation 2.58.
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation.
Sei AN = (N, (h,M0, λ, guard), E) ein offenes algebraisches Petrinetz u¨ber
SPR mit Platzmenge P und Transitionsmenge T . Fu¨r alle (x, y) ∈ (T ×
P ) ∪ (P × T ) schreiben wir
x,y−→=
{
λ(x, y) , wenn (x, y) ∈ F,
ϑ , sonst .
Ausfu¨hrungssemantik
Definition 2.59 (Markierung).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation.
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Sei AN = (N, (h,M0, λ, guard), E) ein offenes algebraisches Petrinetz u¨ber
SPR mit Platzmenge P und Transitionsmenge T . Die Abbildung
M : P → TΣ+
wird Markierung genannt.
Definition 2.60 (Modus).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation mit Variablen-
menge X. Sei AN = (N, (h,M0, λ, guard), E) ein offenes algebraisches Petri-
netz u¨ber SPR. Die Variablenbelegung
β : X → TΣ
wird Modus genannt.
β kann kanonisch erweitert werden zu βˆ : TΣ+(X)→ TΣ, was induktiv wie
folgt definiert ist.
1. βˆ(xˆ) = β(x) fu¨r alle xˆ ∈ Xˆ und xˆ = MAKE(x)
2. βˆ(cˆ) = c fu¨r cˆ :→ s ∈ TΣ+(X) und cˆ = MAKE(c)
3. βˆ(f(t1, . . . , tn)) = f(βˆ(t1), . . . , βˆ(t1)), fu¨r f(t1, . . . , tn) ∈ TΣ+(X)
Definition 2.61 (Aktivierte Transition).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation.
Sei AN = (N, (h,M0, λ, guard), E) ein offenes algebraisches Petrinetz u¨ber
SPR mit Platzmenge P und Transitionsmenge T . Sei ASPR = (TΣ, (Ar)r∈R)
eine SPR- Algebra. Fu¨r eine gegebene Markierung M , eine Transition t ∈ T
und einen Modus β, wird t als aktiviert bzgl. einer Markierung in einem
Modus bezeichnet, genau dann wenn
∀p ∈ P. βˆ( p,t−→) ≤E M(p)
und
geval(β)ASPR (guard(t)) = TRUE
Definition 2.62 (Schalten einer Transition).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation.
Sei AN = (N, (h,M0, λ, guard), E) ein offenes algebraisches Petrinetz u¨ber
SPR mit Platzmenge P und Transitionsmenge T . Sei M eine Markierung und
β ein Modus.
Wenn t bzgl. M in Modus β aktiviert ist, kann t in Modus β schalten.
Dies fu¨hrt zur Folgemarkierung M ′, die fu¨r jeden Platz p ∈ P wie folgt definiert
ist.
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M ′(p) = M(p)− βˆ( p,t−→) + βˆ( t,p−→)
Dies wird mit M
t,guard(t),β−−−−−−→M ′ bezeichnet.
Definition 2.63 (Erreichbarkeitsmenge).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation.
Sei AN = (N, (h,M0, λ, guard), E) ein offenes algebraisches Petrinetz u¨ber
SPR mit Platzmenge P und Transitionsmenge T . Sei G die SPR-Guardmenge.
Fu¨r eine Markierung M ist die Erreichbarkeitsmenge bzgl. M definiert als
die Menge von Markierungen, die von M aus erreichbar sind. Diese wird mit
RAN(M) bezeichnet und es gilt:
1. M ∈ RAN(M) und
2. wenn M ′ ∈ RAN(M) und M ′ t,guard(t),β−−−−−−→ M ′′, t ∈ T , dann gilt M ′′ ∈
RAN(M).
Definition 2.64 (Erreichbarkeitsgraph).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation.
Sei AN = (N, (h,M0, λ, guard), E) ein offenes algebraisches Petrinetz u¨ber
SPR mit Platzmenge P und Transitionsmenge T . Sei G die SPR-Guardmenge.
Der Erreichbarkeitsgraph fu¨r AN bzgl. der initialen Markierung M0 ist
ein kantenbeschrifteter gerichteter Graph u¨ber T ×G.
Er ist wie folgt definiert.
RGAN(M0) = {RAN(M0), Ed,M0, l} mit
∀M ∈ RAN(M0).
(M
t,guard(t),β−−−−−−→M ′ =⇒ ((M,M ′) ∈ Ed ∧ l((M,M ′)) = (t, guard(t)))
Zusammenfassung
Durch die Kombination aus Petrinetzen und relationalen algebraischen Spe-
zifikationen ist es mo¨glich mit algebraischen Petrinetzen sowohl den Kontroll-
fluss als auch den Datenfluss eines Services zu modellieren. Insbesondere die
Nutzung der relationalen algebraischen Spezifikation ermo¨glicht eine Darstel-
lung von Daten auf einer syntaktischen und damit generischen Ebene.
2.3 Computation Tree Logic (CTL)
Nachdem wir im letzten Abschnitt die Grundlagen der algebraischen Petrinet-
ze, als Formalismus zur Modellierung des Service-Verhaltens eingefu¨hrt haben,
betrachten wir nun Computation Tree Logic (CTL ) als Spezifikationssprache
fu¨r Verhaltenseigenschaften.
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CTL wurde von Clarke et al.[CES86] entwickelt. Hierbei handelt es sich um
eine angesehene temporale Logik, die ha¨ufig zur Spezifikation und Verifikati-
on von Eigenschaften verteilter Systeme genutzt wird. CTL-Formeln bestehen
grob gesagt aus Propositionen, logischen und temporalen Operatoren in Kom-
binationen mit Pfadquantifizierern. Insbesondere diese Kombination ermo¨g-
licht es, kausale Zusammenha¨nge zwischen Systemzusta¨nden zu spezifizieren.
Durch die Modellierung kausaler Zusammenha¨nge in Form eines Baumes und
die Option alle Pfade gleichzeitig zu betrachten, ermo¨glicht CTL eine Analyse
aller potentiellen Ausfu¨hrungsschritte eines Systems. Dieser Punkt ist essen-
tiell bei der Systemverifikation. In diesem Abschnitt fu¨hren wir basierend auf
[CES86] die Syntax und Semantik von CTL ein.
Syntax
Die Syntax der CTL-Formeln ist u¨ber atomaren Propositionen definiert. Eine
Proposition ist eine Aussage, die entweder wahr (TRUE) oder falsch (FALSE)
sein kann. Eine solche Aussage ko¨nnte zum Beispiel sein: Es regnet und es
ist bewo¨lkt. Der Wahrheitswert dieser Proposition, also ob die obige Aussage
wahr oder falsch ist, ha¨ngt hierbei von den Wahrheitswerten der beiden (Teil-)
Propositionen (es regnet und es ist bewo¨lkt) ab. Bei jeder dieser beiden
Propositionen handelt es sich um eine atomare Proposition.
Definition 2.65 (Menge der CTL-Formeln).
Sei APCTL eine Menge atomarer Propositionen. Die Menge der CTL-
Formeln ΦCTL u¨ber APCTL ist induktiv wie folgt definiert.
1. Wenn a ∈ APCTL , dann ist a ∈ ΦCTL.
2. Wenn ϕ1 und ϕ2 ∈ ΦCTL, dann gilt ¬ϕ1, ϕ1 ∧ ϕ2 ∈ ΦCTL.
3. Wenn ϕ1 und ϕ2 ∈ ΦCTL, dann gilt AXϕ1, EXϕ1, A[ϕ1Uϕ2], E[ϕ1Uϕ2] ∈
ΦCTL.
Semantik
Die Semantik von CTL kann mit Hilfe eines gelabelten Transitionssystems
definiert werden [CES86].
Definition 2.66 (Knoten-Gelabeltes Transitionssystem).
Sei A eine endliche Menge. Ein u¨ber A (Knoten-)gelabeltes Transitions-
system (LTS ) ist ein 4-Tupel TS = (St, s0, R, L) bestehend aus
1. einer endlichen Menge von Zusta¨nden (St),
2. einem initialen Zustand (s0),
3. einer linkstotalen Relation (R ⊆ St× St), die die U¨berga¨nge zwischen
den Zusta¨nden definiert, und
4. eine labeling Funktion (L : St→ A), die jedem Zustand des Systems
ein Element aus A zuweist.
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Die Semantik von CTL ist durch Zusta¨nde und Pfade des zu Grunde lie-
genden LTSs definiert.
Definition 2.67 (Pfad eines Gelabelten Transitionssystems).
Sei TS = (St, s0, R, L) ein (Knoten-) gelabeltes Transitionssystem. Ein Pfad
von TS ist eine mo¨glicherweise unendliche Folge von Zusta¨nden
σLTS = (s0, s1, . . . ), so dass
∀i ∈ {0, 1, . . . }. (si, si+1) ∈ R.
Definition 2.68 (Semantik von CTL).
Sei APCTL eine Menge atomarer Propositionen und sei TS = (St, s0, R, L)
ein LTS. Sei L : St → P(APCTL) eine labeling Funktion, die jedem Zustand
von TS eine Menge atomarer Propositionen zuordnet. Sei a ∈ APCTL und
ϕ, ϕ1, ϕ2 ∈ ΦCTL. Eine CTL-Formel ϕ ist in Zustand s des LTS TS erfu¨llt
gdw.
TS, s |= ϕ.
Der Operator |= ist induktiv wie folgt definiert:
TS, s |= a fu¨r a ∈ L(s)
TS, s |= ¬ϕ gdw. nicht(TS, s |= ϕ)
TS, s |= ϕ1 ∧ ϕ2 gdw. TS, s |= ϕ1 und TS, s |= ϕ2
TS, s |= AX(ϕ) gdw. fu¨r alle Zusta¨nde s′ mit (s, s′) ∈ R
TS, s′ |= ϕ gilt
TS, s |= EX(ϕ) gdw. ein Zustand s′ existiert, so dass (s, s′) ∈ R
und TS, si |= ϕ gilt
TS, s |= A(ϕ1Uϕ2) gdw. fu¨r alle Pfade σLTS = (s0, s1, . . . ) gilt:
∃i ≥ 0. (TS, si |= ϕ2 ∧ ∀j ∈ [0, i).
TS, si |= ϕ1)
TS, s |= E(ϕ1Uϕ2) gdw. ein Pfad σLTS = (s0, s1, . . . ) existiert, so
dass ∃i ≥ 0. (TS, si |= ϕ2∧
∀j ∈ [0, i). TS, si |= ϕ1) gilt
Definition 2.69 (Logische A¨quivalenz).
Seien ϕ1, ϕ2 ∈ ΦCTL und sei TS = (St, s0, R, L) ein LTS. ϕ1 und ϕ2 heißen
logisch a¨quivalent in einem Zustand s ∈ St, gdw.
TS, s |= ϕ1 ⇔ TS, s |= ϕ2
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Dies wird bezeichnet mit ϕ1 ≡ ϕ2.
Notation 2.70. Seien ϕ1 und ϕ2 ∈ ΦCTL und sei TS = (St, s0, R, L) ein LTS
mit L : St→ P(APCTL).
Wir nutzen die folgenden Notationen [HR04].
ϕ1 ∨ ϕ2 ≡ ¬(¬ϕ1 ∧ ¬ϕ2)
ϕ1 → ϕ2 ≡ ¬ϕ1 ∨ ϕ2
AF (ϕ1) ≡ A(True Uϕ1)
EF (ϕ1) ≡ E(True Uϕ1)
AG(ϕ1) ≡ ¬EF (¬ϕ1)
EG(ϕ1) ≡ ¬AF (¬ϕ1)
Die Notationen fu¨r die Operatoren ∨ und → entsprechen denen, die auch
in der Propositionalen Logik gelten.
2.4 Laufendes Beispiel
Um unseren Ansatz fu¨r die automatisierte Controller-Synthese fu¨r Services mit
Daten zu veranschaulichen, verweisen wir in dieser Arbeit wiederholt auf ein
spezielles Beispiel, das wir in diesem Abschnitt vorstellen.
Wir betrachten hierbei ein System, bestehend aus einer Pumpe und ei-
nem Schalter. Beide Gera¨te beno¨tigen die Zusammenarbeit mit der Umgebung
um zu funktionieren. Das Hauptziel unseres Ansatzes ist es einen Control-
ler zu synthetisieren, der die autonome Interaktion zwischen dem Schalter und
der Pumpe ermo¨glicht, wobei bestimmte Verhaltenseigenschaften sichergestellt
werden mu¨ssen. Diese Eigenschaften mu¨ssen vorher festgelegt werden.
Das Verhalten der Pumpe und des Schalters ist durch je ein APN model-
liert. Diese sind in Abbildung 2.2 dargestellt. Die dazu geho¨rigen algebraischen
Spezifikationen sind in Abbildung 2.3 angegeben. Den beiden algebraischen
Netzen sind die reellen Zahlen und die darauf definierte Ordnung zu Grunde
gelegt. Das bedeutet, die Interpretationen fu¨r die Relationssymbole <,≤,≥
und > sind nicht frei wa¨hlbar, sondern sind so definiert, wie es von den reellen
Zahlen her bekannt ist. Durch das zu Grunde legen der reellen Zahlen, die in
der realen Welt bei medizinischen Gera¨ten so nicht auftreten, ist es mo¨glich,
alle Datentypen die auf Zahlen beruhen, als Interpretation fu¨r die Sorten zu
nutzen. Dabei bleibt die Interpretation der Relationssymbole erhalten. Im wei-
teren Verlauf verzichten wir auf die explizite Darstellung dieses Wrappers und
beschra¨nken uns auf die Repra¨sentation der Netzstruktur.
Um eine Intuition fu¨r die Funktionalita¨t der Gera¨te zu bekommen, erla¨utern
wir die einzelnen Netze im Folgenden detaillierter.
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(a) Pumpe (b) Schalter
Abbildung 2.2: Laufendes Beispiel - Verhalten als APN
(a) Pumpe (b) Schalter
Abbildung 2.3: Laufendes Beispiel - Algebraische Spezifikationen
Pumpe
Die Pumpe besteht aus einem Reservoir, das einen gewissen Anfangsfu¨llstand
m eines Medikamentes aufweist. In dem Netz wird dies als initiale Markie-
rung des Platzes p2 repra¨sentiert. Die Pumpe verfu¨gt zudem u¨ber ein Interface
(Interface-Eingangskanal p3), woru¨ber ihr die zu injizierende Menge x
′ an Me-
dizin mitgeteilt werden kann. Wenn die angegebene Menge x′ kleiner ist als
Restmenge x im Reservoir ([x ≥ x′]), dann wird die injizierte Menge intern ge-
speichert (durch das Markieren des Platzes p7) und die sich noch im Reservoir
befindende Menge aktualisiert (durch die Berechnung von f(x, x′))
Die aktualisierte Menge wird anschließend der Umgebung u¨ber den Interface-
Ausgangsplatz p5 mitgeteilt. Die Pumpe erreicht ihren Finalzustand, wenn der
Platz p6 markiert wird und alle Marken von den Interface-Pla¨tzen konsumiert
wurden. Um einen U¨berlauf des internen Speichers der Pumpe zu verhindern,
ko¨nnen die Werte bzw. genauer gesagt die Marken von dem Platz p7 entfernt
werden, indem die Transition t3 schaltet.
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Um die Pumpe u¨ber den aktualisierten Fu¨llstand zu informieren oder das
Reservoir aufzufu¨llen und den Fu¨llstand auf den Ausgangswert zuru¨ckzusetzen,
kann der Interface-Platz p1 genutzt werden. Diese Nachricht wird dann als
initiale Markierung fu¨r den na¨chsten Durchlauf genutzt.
Schalter
Der Schalter sendet einen konstanten Wert, der als initiale Markierung v auf
dem Platz s2 repra¨sentiert ist, an die Umgebung mittels des Interface-Platzes
s4. Der Schalter kann durch eine Nachricht u¨ber den Interface-Kanal s1 zu-
ru¨ckgesetzt werden. Dies kann jedoch, aufgrund der Kapazita¨tsangabe 1 fu¨r
den Platz s2, nur geschehen, wenn der Platz s2 unmarkiert ist
Ziel
Fu¨r dieses Beispiel ist es unser Ziel, einen Controller zu synthetisieren, der
1. Werte, die durch den Schalter u¨ber den Interface-Kanal s4 gesendet wer-
den, an den Interface-Kanal p3 der Pumpe weiterleitet und gegebenfalls
den Typ der Nachricht anpasst,
2. eine Fehlermitteilung an die Umgebung sendet, sollte die Restmenge im
Reservoir der Pumpe zu gering sein
3. und der die Pumpe und den Schalter zuru¨cksetzt, nachdem die Fehler-
mitteilung geschickt und das Reservoir der Pumpe aufgefu¨llt wurde.
2.5 Zusammenfassung
In diesem Kapitel haben wir die grundlegenden Konzepte und Formalismen
vorgestellt, auf denen unser Ansatz zur automatisierten Controller-Synthese
fu¨r Services mit Daten beruht. Dazu haben wir zuna¨chst die Basiskonzepte
der serviceorientierten Architekturen vorgestellt, die die zu Grunde liegende
Architektur der von uns betrachteten Systeme bildet. Anschließend haben wir
algebraische Petrinetze als Formalismus zur Modellierung von Services mit
Daten eingefu¨hrt, die sich insbesondere zur Darstellung von Kontroll- und Da-
tenfluss von Systemen eignen. Zusa¨tzlich haben wir die Syntax und Semantik
von CTL pra¨sentiert. Diese Logik nutzen wir im weiteren Verlauf als Grundlage
zur Spezifikation von datenabha¨ngigen Verhaltenseigenschaften. Abschließend
haben wir ein Beispiel, bestehend aus einer Pumpe und eines Schalters, vorge-
stellt, auf das wir im Verlauf dieser Arbeit wiederholt verweisen.
3 Verwandte Arbeiten
Aufgrund der stetig steigenden Komplexita¨t von Software-Systemen findet das
Paradigma der serviceorientierten Architekturen immer mehr Anwendung. Da-
mit einher geht auch eine versta¨rkte Forschung im Bereich automatisierter
Service-Komposition. In diesem Kapitel diskutieren wir verwandte Arbeiten im
Hinblick auf die Kriterien, die wir in Abschnitt 1.2.2 in Form von Forschungs-
fragen bereits erwa¨hnt haben. Wir zeigen, dass bisher kein Ansatz existiert, der
sich mit der automatisierten Controller-Synthese fu¨r Services mit Daten derart
bescha¨ftigt, dass komplexe, datenabha¨ngige Eigenschaften sichergestellt wer-
den. Dabei fordern wir von den existierenden Ansa¨tzen die Handhabung von
asynchroner Kommunikation sowie die generische und formale Modellierung
und Analyse von Daten und Datenabha¨ngigkeiten.
Im folgenden Abschnitt diskutieren wir zuna¨chst verwandte Arbeiten im
Bereich der automatisierten Service-Komposition (Abschnitt 3.1) aus verschie-
denen Blickwinkeln.
Zusa¨tzlich betrachten wir existierende Arbeiten, die sich mit dem Zusam-
menhang zwischen temporaler Logik und formalen Modellen bescha¨ftigen (Ab-
schnitt 3.2). Wir zeigen damit, dass aktuell keine Ansa¨tze existieren, mit deren
Hilfe wir CTL-Formeln in algebraische Petrinetze u¨bersetzen ko¨nnen, was eine
der Grundideen unseres Ansatzes ist. Abschließend diskutieren wir Mo¨glich-
keiten, Services zu modellieren und erla¨utern unseren Entschluss algebraische
Petrinetze zur Repra¨sentation von Service-Verhalten zu nutzen (Abschnitt 3.3).
3.1 Automatisierte Service-Komposition
Der Forschungsbereich rund um automatisierte Service-Komposition ist bereits
gut untersucht. Es existiert eine Vielzahl an Ansa¨tzen, die in U¨berblickspapie-
ren wie z.B. [RS05, DS05, BP10, DM12, SMKF12] zusammengefasst wurden.
Der Fokus liegt dabei auf unterschiedlichsten Gesichtspunkten. Da in dieser
Arbeit das Hauptaugenmerk auf medizinischen Gera¨ten und deren Komposi-
tion liegt, betrachten wir den Spezialfall, dass die zu komponierenden Services
gegeben sind und die Interoperabilita¨t mittels einer weiteren Komponente rea-
lisiert wird. Daher betrachten wir in diesem Abschnitt nur Arbeiten, die sich
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mit der Komposition von Services durch einen Controller bzw. Mediator be-
scha¨ftigen.
3.1.1 Komposition mit Datenbehandlung auf Protokollebene
Bei der Komposition verschiedener, unabha¨ngig voneinander entwickelter Kom-
ponenten treten unterschiedliche Probleme auf. Das in der Literatur am ha¨u-
figsten betrachtete Problem sind sichtbar werdende Interface-Inkompatibili-
ta¨ten. In diesem Abschnitt stellen wir exemplarisch einige dieser Ansa¨tze aus
verschiedensten Anwendungsbereichen vor.
Komponenten-Basierte Software Entwicklung
Die Kapselung von Funktionalita¨t in einzelne Komponenten, die je nach
Bedarf miteinander komponiert werden ko¨nnen, um eine komplexere Funk-
tionalita¨t zu erreichen, ist der grundlegende Gedanke serviceorientierter Ar-
chitekturen. Neben anderen Charakteristiken ist dies auch die Grundidee der
Komponenten-basierten Software Entwicklung (engl.: Component-Based Soft-
ware Engineering (CBSE )) [HC01].
In dieser Doma¨ne ist die Komponenten-Adaption ein kritischer Part, wes-
wegen viele Ansa¨tze zur Synthese von Adaptern bzw. Controllern entworfen
wurden.
Yellin and Storm [YS97] entwickelten beispielsweise einen Controller-Syn-
these Prozess basierend auf endlichen Automaten. Dieser Ansatz behandelt
allerdings nur die Protokollebene und betrachtet nur erlaubte Typen der ausge-
tauschten Nachrichten. Sie abstrahieren vom datenabha¨ngigen Verhalten und
ko¨nnen nur Deadlock-Freiheit als Eigenschaft des komponierten Systems, be-
stehend aus den Komponenten und dem Adapter, garantieren.
Bracciali et al. [BBC02, BBC05] erweiterten diesen Blick auf die Verhal-
tensebene. Sie pra¨sentieren einen auf dem pi-Kalku¨l basierenden Controller-
Synthese-Prozess. Als Grundidee fu¨r diesen Ansatz entwickelten sie Interakti-
onsmuster [BBT01], die generisch Kommunikationskontexte in Form von Ka-
nalnamen definieren. Diese sind nach außen sichtbar und ermo¨glichen die In-
teraktion mit der Komponente. Die Kontexte werden zur Definition des Da-
tenaustausches genutzt. Darauf aufbauend ko¨nnen Paarungsregeln spezifiziert
werden, die angeben, welche Kana¨le untereinander verbunden werden sollen.
Basierend auf diesen Regeln wird mit ihrem Ansatz ein Controller synthetisiert.
Dabei abstrahieren Bracciali et al. jedoch von datenabha¨ngigem Verhalten und
stellen nur Deadlockfreiheit als Kompositionseigenschaft sicher.
Als zusa¨tzliche Erweiterung entwickelten Canal und Poizat [CPS08] einen
Algorithmus, der in der Lage ist, Paarungen von Kana¨len zu erkennen, die
ein Fehlverhalten hervorrufen und dieses zu behandeln. Ihr Ansatz basiert auf
einem gelabelten Transitionssystem und synchronen Vektoren. Diese Vektoren
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definieren die Kommunikation zwischen Komponenten durch die Angabe der
Events, die die Ausfu¨hrung der jeweiligen Komponenten forcieren. Mit ihrem
Ansatz ist es mo¨glich, Interface-Inkompatibilita¨ten, wie unterschiedliche Event-
namen, inkompatible Typen oder fehlende Empfa¨ngerkana¨le zu behandeln und
so die Deadlock-Freiheit der Komposition zu garantieren. Sie betrachten jedoch
Daten weder generisch noch formal, sodass ihr Ansatz nicht fu¨r weitere, mo¨g-
licher Weise datenabha¨ngige Anforderungen genutzt werden kann.
Es existieren noch weitere Ansa¨tze im Bereich der automatisierten Con-
troller-Synthese auf die wir hier nicht weiter eingehen wollen (z.B. [Reu01,
SR02, PV02]). Dennoch ist, nach unserem Wissen, keine der existierenden Ar-
beiten dazu geeignet, datenabha¨ngige Eigenschaften wa¨hrend des Controller-
Synthese-Prozesses zu garantieren.
Workflows
Wie in beispielsweise [YPVdH02] gezeigt wurde, existiert eine Beziehung
zwischen dem SOA-Paradigma und Gescha¨ftsprozessen. Letztere werden e-
Services genannt und vorrangig als Workflows modelliert. Zwischen der Kom-
position von e-Services und dem klassischen Workflow-Management existieren
jedoch signifikante Differenzen. Um diese Differenzen zu bewa¨ltigen haben Me-
cella et al. [MPP02] ein Framework entwickelt, mit dem eine Komposition von
e-Services hinsichtlich der Koordination und Manipulation von ausgetausch-
ten Nachrichten ermo¨glicht wird. In ihrer Arbeit realisieren sie die Kompo-
sition von verschiedenen e-Services mit sogenannten Orchestrierungs-Netzen,
die auf (gefa¨rbte) Petrinetze zuru¨ckzufu¨hren sind. Auch wenn dieser Ansatz
vielversprechend erscheint, so betrachtet er weder die Daten der ausgetausch-
ten Nachrichten noch behandelt er Verhaltenseigenschaften des Systems mit
Ausnahme der korrekten Weiterleitung von Nachrichten.
Schmidt pra¨sentiert in [Sch05] einen Ansatz zur Komposition von verschie-
denen Workflows basierend auf der U¨berpru¨fung ihrer Bedienbarkeit. Dafu¨r
erweiterte er Workflow-Netze, die eine Spezialisierung von Petrinetzen darstel-
len, um Interfaces, die zur Modellierung der (asynchronen) Kommunikation
genutzt werden ko¨nnen. Basierend auf diesen offenen Workflow-Netzen wird
ein Controller in Form eines Automaten synthetisiert. Dies geschieht durch die
Berechnung von Ausfu¨hrungsschritten, die das komponierte System vollziehen
kann. Der dadurch resultierende Controller kann als Ausfu¨hrungspartner be-
trachtet werden und koordiniert die Reihenfolge der ausgetauschten Nachrich-
ten. Daten und datenabha¨ngiges Verhalten werden auch hier nicht betrachtet.
Web-Services
Die Idee Bedienbarkeit durch die Synthese eines Kommunikationspartners
zu u¨berpru¨fen, findet nicht nur im Bereich der Workflows sondern auch bei
Web-Services Anwendung [AMSW09, GMW12]. In diesen Ansa¨tzen wird basie-
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rend auf Services und einer Menge von elementaren Aktivita¨ten ein Controller
synthetisiert, sodass das komponierte System Deadlock-frei interagieren kann.
Hierbei ist das Verhalten der Services mit Hilfe von Petrinetzen modelliert. Bei
den elementaren Aktivita¨ten, die unterstu¨tzt werden, handelt es sich um das
Erzeugen, Kopieren, Lo¨schen, Aufspalten und Verschmelzen von ausgetausch-
ten Nachrichten. Damit ko¨nnen eine asynchrone Kommunikation gewa¨hrleistet
und auftretende Interface-Inkompatibilita¨ten behandelt werden.
Ein weiterer regelbasierter Synthese-Ansatz fu¨r Web-Services wurde in
[WDOV08] vero¨ffentlicht. Basierend auf endlichen Automaten definiert dieser
Ansatz einen Prozess zur Synthese eines Adapters, der eine Deadlock- und
Nachrichtenverlust-freie Komposition von Web-Services sicherstellt. Zur Mo-
dellierung des Verhaltens des Adapters haben die Autoren eine operationale
Semantik entwickelt. Diese umfasst einen Anpassungszyklus, einen Auswahl-
prozess von Paarungsregeln und eine Anwendungsreihenfolge dieser Regeln.
Damit ko¨nnen sie auftretende Interface-Inkompatibilita¨ten beheben und Nach-
richten koordinieren.
Nezhad et al. betrachten in ihrer Arbeit [MNBM+07] ebenfalls Interface-
Inkompatibilita¨ten und Nachrichtenkoordination. Sie stellen einen auf endli-
chen Automaten beruhenden Ansatz vor, mit dem Fehlpaarungen von Kana¨-
len auf Protokollebene automatisch identifiziert werden ko¨nnen. Zudem kann
damit ein Adapter generiert werden um diese Fehlpaarungen zu behandeln.
Zusa¨tzlich pra¨sentieren sie einen Formalismus, genannt mismatch tree, der ge-
nutzt wird, um Deadlock-Situationen zu erkennen und um Vorschla¨ge zu un-
terbreiten, wie diese Situationen umgangen werden ko¨nnen, z.B. durch eine
Neuordnung der ausgetauschten Nachrichten.
Dumas et al. betrachten in [DSW06] neben anderen Interface-Anpassungen
wie Speicherung, Abfangen und Vera¨nderung, ebenfalls Neuanordnungen von
Nachrichten. Um einen Mediator zu synthetisieren haben sie eine Algebra be-
stehend aus sechs Operationen definiert, die die Interface-Anpassungen ermo¨g-
lichen. Zusa¨tzlich stellen sie eine graphische Repra¨sentation zur Verfu¨gung, die
eine Spezifikation von geforderten Interfaces mit Hilfe von algebraischen Aus-
dru¨cken erlaubt und diese mit den zur Verfu¨gung stehenden Interfaces in Ver-
bindung setzt. Die algebraischen Ausdru¨cke du¨rfen dabei jedoch nur die von
ihnen in der Algebra definierten Operatoren beinhalten.
All diese Ansa¨tze bieten keine formale Datenbehandlung, weswegen Services
mit Daten nicht modelliert und datenabha¨ngige Verhaltenseigenschaften nicht
sichergestellt werden ko¨nnen.
3.1.2 Komposition unter Beachtung Datenabha¨ngigen Ver-
haltens
Bisher haben wir exemplarisch Ansa¨tze diskutiert, die sich mit Interface-An-
passungen im Sinne der Modifikation, Neuanordnung, Typa¨nderung und Ko-
ordination von Nachrichten ohne Datenbehandlung bescha¨ftigen.
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In diesem Abschnitt pra¨sentieren wir die wichtigsten Ansa¨tze, die die Kom-
position von Services mit Daten untersuchen.
Bernardi et al. stellen in ihrer Arbeit [BCDG+05a] ein Framework vor, das
colombo genannt wird. Damit ist es mo¨glich einen Controller unter Beach-
tung datenabha¨ngigem Verhaltens zu synthetisieren. Die Daten ko¨nnen dabei
unendlich viele Werte annehmen. Das Verhalten der zu komponierenden Web-
Services ist hierbei als mit Guards versehendem Automaten modelliert. Ihr
Synthese-Prozess stellt sicher, dass das komponierte System, bestehend aus
den Web-Services und dem Controller, das Verhalten eines vordefinierten Ziel-
services simuliert. Dieser Zielservice spezifiziert das gewu¨nschte Verhalten ei-
nes zusammengesetzten Services, das mit demselben Service-Nutzer interagiert
wie das mit dem Controller komponierte System. Um dies fu¨r alle potentiellen
Service-Nutzer sicherzustellen, haben sie zuna¨chst ein Weltmodell eingefu¨hrt,
das als Datenbankschema verstanden werden kann. Zusa¨tzlich erlauben sie
die Spezifikation von Constraints, die die Art und Berechtigung des Zugrif-
fes auf das Datenbankschema festlegen. Das heißt, sollte ein Web-Services auf
einen speziellen Eintrag in dem Datenbankschema zugreifen wollen, so muss
er hinsichtlich der Constraints den korrekten Wert senden. Das Senden von
Nachrichten sowie ihre Auswirkungen auf das Verhalten der Services und des
Datenbankschemas ist durch atomare Prozesse realisiert. Diese atomaren Pro-
zesse bestehen aus einer Eingabe- und Ausgabesignatur sowie einer bedingten
Auswirkung. Eingabe- und Ausgabe Signaturen sind Mengen von getypten Va-
riablen. Bei bedingten Auswirkungen handelt es sich um Mengen von Paaren,
die die Ausgabe des Prozesses beschreiben, welche erwartet wird, wenn die
Eingabe die entsprechende Bedingung erfu¨llt. Abha¨ngig von diesen bedingten
Auswirkungen, wird ein Service aus einer gegebenen Menge von verfu¨gbaren
Services ausgewa¨hlt und mit dem betrachteten Service komponiert. Da der
Service-Nutzer nicht-deterministisch Nachrichten lesen kann, ist jeder Service
mit einem lokalen Speicher versehen. Die bedingte Verzweigung, die der Con-
troller aufweist, ist abha¨ngig von den Werten der Variablen im lokalen Spei-
cher und dem Zustand des Weltschemas. Dadurch wird ein unendliches Tran-
sitionssystem konstruiert, da die Werte aus einem unendlichen Wertebereich
gewa¨hlt werden ko¨nnen. Um dies zu handhaben, stellen sie eine Abstraktions-
technik bereit, die es ermo¨glicht, mit einer endlichen Menge symbolischer Va-
riablen statt mit unendlich vielen konkreten Werten zu arbeiten. Dazu werden
Klassen von Werten mit gleichen Auswirkungen gebildet. Dies fu¨hrt zu einem
symbolischen Ausfu¨hrungsbaum mit einer beschra¨nkten Anzahl von Verzwei-
gungen. Abschließend stellen sie die Verbindung zwischen dem symbolischen
Ausfu¨hrungsbaum und der Propositional-Dynamischen Logik (engl. proposi-
tional dynamic logic) [HKT00, BCDG+05b] vor. Sie nutzen diese Logik um
alle Verhaltensmo¨glichkeiten der Services und ihrer Kommunikation zu spezi-
fizieren. Diese Kommunikation ist durch die ausgetauschten Nachrichten, ihre
Werte und ihre Reihenfolge definiert und entspricht genau dem Verhalten des
gewu¨nschten Controllers. Dadurch und aufgrund der Na¨he zum symbolischen
Ausfu¨hrungsbaum, ko¨nnte der Controller direkt aus den Formeln extrahiert
werden. Dies kann jedoch nur realisiert werden, wenn die Formel erfu¨llbar ist.
Um die Erfu¨llbarkeit einer solchen Formel zu u¨berpru¨fen, muss ein System
konstruiert und dahingehend analysiert werden, ob die Negation der Formel
56 Verwandte Arbeiten
verletzt wird [FL79]. Da wir einen Controller direkt aus den gegebenen For-
meln synthetisieren und dieser per-Konstruktion korrekt ist, beno¨tigt unsere
Berechnung unter den gleichen Annahmen (begrenzte Anzahl von Nachrichten
im lokalen Speicher und begrenzte Anzahl symbolischer Variablen) nie la¨nger
als ihre Berechnung, sondern ist in den meisten Fa¨llen schneller. Des Weiteren
erlaubt der Einsatz der Propositional-Dynamischen Logik nur zustandsbasierte
Bedingungen, wa¨hrend wir auch pfadbasierte Bedingungen unterstu¨tzen. Dies
erreichen wir durch die Nutzung einer Untermenge von CTL.
Wie wir bereits in Abschnitt 3.1.1 erwa¨hnt haben, ko¨nnte die Idee der Part-
nersynthese zur Generierung eines Controllers genutzt werden. Dazu wu¨rde
man die Vereinigung der zu komponierenden Services als einen Service betrach-
ten und einen Partner synthetisieren, der mit diesem Deadlock-frei kommuni-
zieren kann. Bisher haben wir nur Ansa¨tze zur Partnersynthese betrachtet,
die vollsta¨ndig von Daten und datenabha¨ngigem Verhalten abstrahieren. Das
Thema Daten tritt mittlerweile jedoch immer mehr in den Fokus.
So entwickelten Lohmann und Wolf [LW11] einen Ansatz zur u¨berpru¨fung
der Bedienbarkeit eines Services mit Daten durch Partnersynthese. Basierend
auf algebraischen Petrinetzen synthetisieren sie dabei einen symbolischen Part-
ner. Dazu konstruieren sie zuna¨chst einen symbolischen Erreichbarkeitsgra-
phen (SRG) des Netzes, der das gesamte mo¨gliche Serviceverhalten abbildet.
Wa¨hrend dieser Konstruktion ko¨nnen Relationen zwischen Variablen auftre-
ten, die den Service daran hindern einen Endzustand zu erreichen. Diese Rela-
tionen werden als Constraints gespeichert. Darauf basierend werden alle Pfade
aus dem SRG eliminiert, die zu einem Deadlock fu¨hren. Die u¨brig gebliebenen
Pfade im SRG zusammen mit den gespeicherten Constraints beschreiben das
valide Verhalten und bilden somit den symbolischen Kommunikationspartner
des betrachteten Services. Letzterer gilt als bedienbar, wenn es eine Inter-
pretation der zum Netz geho¨rigen algebraischen Spezifikation gibt, sodass die
Constraints erfu¨llt sind.
Zwei sehr a¨hnliche Ansa¨tz wurden zur gleichen Zeit von Wagner entwi-
ckelt, die auf Services mit Daten ausgelegt sind und Deadlockfreiheit garantie-
ren [Wag11, Wag12]. Beide Ansa¨tze basieren auf gefa¨rbten Petrinetzen (engl.:
Colored Petri Nets (CPNs)) und konzentrieren sich auf das Erkennen und Eli-
minieren von Deadlock-Situationen, die durch datenabha¨ngige Bedingungen
hervorgerufen werden und den Service an einer weiteren Ausfu¨hrung hindern.
Wie auch Lohmann und Wolf konstruiert er einen symbolischen Erreichbar-
keitsgraphen (SRG) der zur Erkennung von Deadlocks genutzt wird, die im
Design des Gescha¨ftsprozesses auftreten ko¨nnen [Wag11]. Pfade auf denen ein
Deadlock gefunden wurde, werden durch ihn hinsichtlich mo¨glicher Wertebe-
schra¨nkungen analysiert. Dies resultiert in Vorschla¨gen zur Reparatur des Pro-
zesses unter Angabe notwendiger Guards und weiterer Aktivita¨ten, genauer ge-
sagt Transitionen. Zusa¨tzlich dazu kann die Deadlock-Analyse genutzt werden
um Bedienbarkeit eines gegebenen Services zu entscheiden [Wag12].
Obwohl die Kombination der Ansa¨tze von Wagner und Lohmann/Wolf sehr
vielversprechend hinsichtlich der Synthese eines korrekten Controllers fu¨r Ser-
vices mit Daten in unserem Problemsetting wirkt, unterstu¨tzen sie nicht die
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Mo¨glichkeit andere Verhaltenseigenschaften als Deadlock-Freiheit sicherzustel-
len. Nichts desto trotz ga¨be es die Option zuna¨chst einen Partner zu synthe-
tisieren, diesen mit den Services zu komponieren und anschließend die gege-
benen Verhaltenseigenschaften formal zu verifizieren. Im Vergleich zu unserem
Ansatz, der per-Konstruktion korrekt ist, wu¨rde dies jedoch in den meisten
Fa¨llen einen viel ho¨heren und nie einen geringeren Berechnungsaufwand be-
du¨rfen. Im Gegensatz zu den eben vorgestellten Ansa¨tzen synthetisieren wir
einen Controller direkt aus den gegebenen, sicherzustellenden Eigenschaften.
Somit mu¨ssen wir nicht das gesamte System hinsichtlich dieser Eigenschaften
u¨berpru¨fen, sondern analysieren schon wa¨hrend der Konstruktion die Teilsys-
teme auf Widerspru¨che.
Vor Kurzem stellten Belkhir et al. [BCR15] einen Ansatz zur Berechnung
eines Mediators vor, der die Kommunikation zwischen verschiedenen, verfu¨g-
baren Services und eines gegebenen Service-Nutzers ermo¨glicht. In ihrer Arbeit
fokussieren sie sich auf die Komposition von datenbehafteten Services. Diese
Komposition ist abha¨ngig von den ausgetauschten Datenwerten, die aus einem
unendlich großen Wertebereich gewa¨hlt werden ko¨nnen. Um diese unendliche
Dimension zu handhaben, definieren sie eine neue Struktur, die parametrisierte
Automaten genannt wird. Dies ist eine Erweiterung von endlichen Automaten,
bei denen die Transitionen mit Zeichen, Variablen oder Guards beschriftet
sind. Hierbei ko¨nnen Variablen mit Werten aus einem unendlichen Wertebe-
reich, also aus einer unendlichen Menge von Zeichen, belegt werden. Guards
hingegen ko¨nnen Gleichungen und Ungleichungen u¨ber der Menge der Zeichen
sein. Diese Automaten werden von Belkhir et al. zur Spezifikation des Verhal-
tens der Services und des Service-Nutzers angewendet. Die Grundidee ihres
Ansatzes ist es, eine Gewinnstrategie zu berechnen, die eine korrekte Kom-
munikation zwischen den Services und dem Service-Nutzer realisieren kann.
Daraus leiten sie anschließend den Mediator ab. Dazu bilden sie zuna¨chst das
asynchrone Produkt der Services. Darauf und auf dem parametrisierten Auto-
maten, der das Verhalten des Service-Nutzers repra¨sentiert, aufbauend, wird
ein symbolisches Simulationsspiel berechnet. Dieses Spiel wird anschließend
durch die Instanziierung der Variablen konkretisiert. Die Instanziierung wird
durch die Zuweisung von Werten aus einem endlichen Wertebereich an Varia-
blen realisiert. Der endliche Wertebereich wurde zuvor aus dem unendlichen
Wertebereich berechnet. Basierend auf dem so konkretisierten Simulationsspiel
wird eine Gewinnstrategie fu¨r den Widerleger bestimmt. Das bedeutet, dass
sie Annehmen, dass die Kommunikation schief la¨uft, z.B. dass Nachrichten an
den falschen Service gesendet oder Constraints verletzt werden. Sie berechnen
anschließend eine Gewinnstrategie fu¨r den Spieler, der diese Annahme nicht
erfu¨llt. Wird eine solche Strategie gefunden, so impliziert dies, dass es eine
Transitionsreihenfolge gibt, bei der die Kommunikation korrekt funktioniert.
Diese Reihenfolge beschreibt das Verhalten des gesuchten Mediators. Obwohl
sie in ihrem Ansatz eine symbolische Datenbehandlung definieren, kann nur
die korrekte, mo¨glicher Weise datenabha¨ngige Weiterleitung von Nachrichten
hinsichtlich gegebener Constraints sichergestellt werden. Im Gegensatz dazu
ko¨nnen wir durch die Nutzung von CTL mehr (datenabha¨ngige) Verhaltensan-
forderungen garantieren. Belkhir et al. geben in ihrer Arbeit jedoch an, dass
es durch kleine Anpassungen ihres Algorithmus’ mo¨glich ist, alle potentiellen
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Mediatoren zu berechnen. Dies ko¨nnte man nutzen um zu analysieren, ob min-
destens einer der Mediatoren alle datenabha¨ngigen Eigenschaften erfu¨llt. Dies
wa¨re der gesuchte Controller. Jedoch wu¨rde dieser Ansatz einen sehr hohen
Berechnungsaufwand beno¨tigen, der weit u¨ber dem unseres Ansatzes liegt.
So weit wir wissen, existiert kein Ansatz, der alle unsere Anforderungen
erfu¨llt. Insbesondere wird ein datenabha¨ngiger Controller-Synthese-Prozess,
durch den komplexe (datenabha¨ngige) Eigenschaften sichergestellt werden ko¨n-
nen, nicht durch existierende Arbeiten zur Verfu¨gung gestellt. Die wenigen in
der Literatur zu findenden Ansa¨tze, die Anpassungspotential haben, wu¨rden
zu viel Berechnungsaufwand mit sich bringen.
3.2 Temporal-Logische Formeln als Formale Mo-
delle
Im vorherigen Abschnitt haben wir bestehende Ansa¨tze diskutiert, die sich
mit der Komposition von Services mit Daten bescha¨ftigen. Da die Grundidee
unseres Ansatzes darin besteht, einen Controller direkt aus den gegebenen
Verhaltensanforderungen und den gegebenen Services zu synthetisieren, stellen
wir in diesem Abschnitt existierende Ansa¨tze vor, die sich mit der Konstruktion
formaler Modelle, wie Automaten und Petri-Netze, aus einer Formel befassen.
In diesem Bereich existieren einige Forschungsarbeiten, die sich hauptsa¨ch-
lich mit der Lineare Temporale Logik (LTL ) Synthese bescha¨ftigen. Die Grund-
idee ist es, aus einer logischen Spezifikation, die als LTL-Formel gegeben ist,
automatisiert Systementwu¨rfe zu konstruieren, wie beispielsweise faire diskrete
Systeme [KV00], reaktive Designs [PPS06] oder Hardware-Designs [BGJ+07].
Bei den Ansa¨tzen, die sich mit LTL-Synthese bescha¨ftigen, wird die LTL-
Spezifikation verwendet, um einen Bu¨chi-Automaten zu konstruieren (z.B.
[DGV99, SB00]). Dieser Automat repra¨sentiert alle Modelle, die die entspre-
chenden LTL-Formeln erfu¨llen.
Wie beispielsweise in [SB00] beschrieben, wird eine LTL-Formel ϕ zuna¨chst
in eine positive Normalform u¨berfu¨hrt. Danach werden iterativ fu¨r jedes atoma-
re Element der Formel Zusta¨nde konstruiert, die in der positiven Normalform
angegeben ist. Die Zusta¨nde werden dann mit der atomaren Proposition (oder
ihrer Negation) gelabelt. Abschließend werden die U¨berga¨nge in U¨bereinstim-
mung mit der Semantik der temporalen Operatoren definiert, die in der Formel
auftreten.
Dieser Ansatz wurde mit der Zeit optimiert, um die Anzahl der Zusta¨nde
in dem resultierenden Automaten zu reduzieren, beispielsweise durch Umstel-
lung der Formel [GO01, BKRˇS12]. Außerdem wurde der Ansatz auf alle LTL-
Formeln [JB06], auf Property Specification Language (PSL ), eine Logik, die
LTL entha¨lt [BGJ+07] und auf das µ-Kalku¨l [AMM14] erweitert.
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Obwohl dieser Bereich der Forschung gut untersucht ist, sind diese beste-
henden Ansa¨tze kaum an unsere Bedu¨rfnisse anpassbar. Durch die von uns
zugelassene Spezifikation des Systems mittels CTL-Formeln wird eine weitere
Dimension in den Synthese-Prozess integriert. Mit den bestehenden Ansa¨tzen
ist es nicht mo¨glich, existenzielle und universelle Temporale-Pfad-Operatoren
darzustellen. Zudem eignen sich Bu¨chi-Automaten nicht zur Darstellung von
Daten und deren Modifikation. Somit wa¨re es sehr schwierig, falls es mo¨glich
ist, die oben aufgefu¨hrten Ansa¨tze anzupassen.
Da CTL-Formeln nicht nur u¨ber einen Pfad in einem System argumentie-
ren, sondern auch Aussagen u¨ber sich verzweigende Pfade erlauben, ist es nicht
mo¨glich, die Ansa¨tze, die fu¨r LTL entwickelt wurden, zu verwenden. In diesem
Zusammenhang haben Kupferman et al. [KVW00] einen Ansatz entwickelt,
der es ermo¨glicht, CTL-Formeln in einen schwach-alternierenden Automaten
(engl.: Weak Alternating Automaton) zu u¨bersetzen. Sie geben an, dass sich
dieses Verfahren zur Verifikation eines Systems bezu¨glich CTL-Formeln eignet.
Der Grund dafu¨r ist, dass diese U¨bersetzung in linearer Zeit durchgefu¨hrt wer-
den kann. Zur Verifikation u¨bersetzt man das Komplement der Formel in einen
solchen Automaten, bildet den Produktautomaten und lo¨st das nicht-Leerheits-
Problem. Ohne an dieser Stelle ins Detail zu gehen, ist dieser Ansatz fu¨r unsere
Zwecke nicht anpassbar, da es extrem schwierig wa¨re, verschiedene Datentypen
und datenabha¨ngige Propositionen zu integrieren. Außerdem ist, erlauben wir,
dass mehrere Services eine Reihe von Nachrichten verschicken. Wu¨rden wir den
Ansatz von Kupfermann adaptieren, so mu¨ssten wir eine große Menge an Au-
tomaten konstruieren und daru¨ber den Produktautomaten bilden. Dies wu¨rde
den Berechnungsaufwand des Controller-Synthese-Prozesses immens erho¨hen.
Dieser Punkt wird ausfu¨hrlicher in Abschnitt 3.3 diskutiert.
Soweit wir wissen, gibt es bisher keinen Ansatz, der die U¨bersetzung von
CTL-Formeln in (High-Level) Petri-Netze ermo¨glicht. Jedoch ist eine derarti-
ge U¨bersetzung fu¨r unser Synthese-Verfahren notwendig, da das Verfahren in
einem APN resultieren muss, der den Controller repra¨sentiert. Denn nur so ist
die Komposition mit den Service-Netzen mo¨glich.
Wir wollen nicht verschweigen, dass es eine (nur lose verbundene) Alter-
native zu einer direkten U¨bersetzung von CTL-Formeln in formale Modelle
gibt. Diese ist die Nutzung von Planungsansa¨tzen [PBT14, SG13]. Ihre Anwen-
dung fu¨hrt zu Pla¨nen, die die Ausfu¨hrungsreihenfolge und die Bedingungen der
U¨berga¨nge beschreiben, sodass die Formel in dem betrachteten System erfu¨llt
ist. Da diese Pla¨ne als Transitionssysteme betrachtet werden ko¨nnen, ist eine
U¨bersetzung in jedes formale Modell mo¨glich, dessen Semantik auf Transiti-
onssystemen definiert ist. Da wir jedoch Model-Checking-Techniken aufgrund
des hohen Rechenaufwand umgehen wollen, finden diese Arbeiten in unserem
Ansatz keine Beachtung.
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3.3 Modellierung von Services
Es gibt eine Vielzahl formaler Modelle, die verwendet werden ko¨nnen, um
Service- Verhalten zu modellieren, wie z.B. in [Gro14, Jen91, Rei91, Rei10]
dargestellt wird. Um Services mit Daten und deren Interaktion ada¨quat zu
modellieren, ist es notwendig, dass der Formalismus der Wahl ausdrucksstark
genug ist. Daru¨ber hinaus ist es, aufgrund der beabsichtigten Verwendung un-
seres Ansatzes im Bereich der Medizin wu¨nschenswert, dass der verwendete
Formalismus leicht versta¨ndlich und intuitiv zu bedienen ist. Dies erho¨ht die
Akzeptanz unseres Ansatzes. Eine weitere Notwendigkeit ist die Unterstu¨tzung
der formalen Datenbehandlung. Da wir die Nutzbarkeit unseres Ansatzes wei-
ter erho¨hen wollen, ist es wu¨nschenswert, dass der gewa¨hlte Formalismus eine
kompakte Darstellung ermo¨glicht.
Zusammenzufassend, muss der mo¨gliche Formalismus also die folgenden
Kriterien erfu¨llen.
1. Große Ausdruckssta¨rke




Die folgenden Formalismen sind sehr vielversprechend fu¨r die Erfu¨llung
dieser Kriterien.
1. Business Process Management Notation (BPMN )[Gro14],
2. pi-Kalku¨l [MPW92, Mil99],
3. Eingabe/Ausgabe-Automaten (engl.: I/O Automata) [GL00]
4. High-Level Petrinetze [Jen91, Rei91, Rei10]
Obwohl BPMN [Gro14] der meist akzeptierte Formalismus zur Modellie-
rung von Gescha¨ftsprozessen ist, ist er weder gut fu¨r verteilte Systeme noch
fu¨r die Beschreibung von Gera¨teverhalten, die gerade im medizinischen Bereich
wichtig ist, geeignet. Insbesondere ist es sehr schwierig, BPMN hinsichtlich un-
terschiedlicher Nachrichten mit verschiedenen Typen anzupassen. Aus diesen
Gru¨nden haben wir uns gegen die Anwendung dieses Formalismus’ entschieden.
Das pi-Kalku¨l [MPW92], als Verallgemeinerung der herko¨mmlichen Prozess-
Algebren, ist besser geeignet, um verteilte Systeme zu modellieren. Jedoch
weist dieser Formalismus einen erheblichen Nachteil auf. Mit dem pi-Kalku¨l
ko¨nnen Prozesse nur abstrakt beschrieben werden [VdA05]. Fu¨r Benutzer ohne
Wissen auf dem Gebiet der formalen Verifikation ist es oft schwierig, diese Art
von Modellen zu verstehen.
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Im Gegensatz dazu, bieten Eingabe/Ausgabe-Automaten und High-Level
Petrinetze eine grafische Darstellung, die leicht zu verstehen ist. Gleichzei-
tig sind beide Formalismen in der Lage Daten angemessen zu repra¨sentieren.
CPN [Jen91] als eine Form der High-Level Petrinetze bietet dabei nur eine spe-
zifische Instanziierung der Daten. Da wir darauf abzielen, Daten generisch zu
behandeln, sodass unser Ansatz fu¨r alle Datentypen anwendbar ist, sind CPNe
fu¨r unseren Ansatz nicht geeignet. Daru¨ber hinaus haben Eingabe/Ausgabe-
Automaten im Vergleich zu APN [Rei91], den signifikanten Nachteil, dass eine
Behandlung mehrerer Nachrichten eine Einfu¨hrung mehrerer Automaten be-
darf. Fu¨r diese muss das Produkt berechnet werden, um u¨ber das gemeinsame
Verhalten Aussagen treffen zu ko¨nnen. Diese Situation ist viel einfacher und
u¨bersichtlicher zu handhaben, wenn Petrinetze verwendet werden, da hierbei
einfach eine neue Marke fu¨r jede Nachricht erzeugt werden kann.
Zusammenfassend ko¨nnen wir sagen, dass sich algebraische Petrinetze fu¨r
unseren Ansatz und den vorgesehenen Einsatzbereich am besten eignen, um
das Verhalten der Services und deren Interaktion zu modellieren. Grund da-
fu¨r sind ihre große Ausdruckssta¨rke, die Fa¨higkeit Prozesse und Gera¨teverhal-
ten zu modellieren und die Mo¨glichkeit verteilte Systeme zu repra¨sentieren.
Gleichzeitig sind sie einfach zu verstehen, ermo¨glichen eine generische Daten-
behandlung und bieten eine (grafische) Darstellung, die kompakter ist als die
der Eingabe/Ausgabe-Automaten.
3.4 Zusammenfassung
In diesem Kapitel haben wir existierende Arbeiten diskutiert, die in Zusam-
menhang mit unserem Ansatz stehen. Dafu¨r haben wir zuna¨chst Lo¨sungen
fu¨r die automatisierte Service-Komposition vorgestellt, die sich mit dem Aus-
tausch von Daten bescha¨ftigen. Insbesondere in Abschnitt 3.1.2 haben wir
gezeigt, dass es derzeit keinen Ansatz gibt, der Daten und datenabha¨ngiges
Verhalten angemessen beru¨cksichtigt bzw. der (datenabha¨ngige) Eigenschaf-
ten ohne Model-Checking sicherstellen kann. Model-Checking ist hinsichtlich
der Berechnungszeiten sehr ineffizient, sodass der Berechnungsaufwand weit
u¨ber dem unseres Ansatzes liegen wu¨rde.
Im Anschluß daran haben wir Mo¨glichkeiten diskutiert, temporal-logische
Formeln, deren Ausdruckssta¨rke der von uns definierten Teilmenge von CTL-
Formeln entspricht, als operationale Modelle darzustellen. Insbesondere haben
wir gezeigt, dass zwar eine Reihe von Ansa¨tzen existiert, die sich mit der Syn-
these von Automaten aus LTL -Formeln bescha¨ftigen, aber nur wenige, die eine
Lo¨sung fu¨r CTL-Formeln bieten. Die Diskussion fu¨hrte zu der Schlussfolgerung,
dass es zur Zeit keinen Ansatz gibt, der die U¨bersetzung von CTL-Formeln in
(High-Level) Petrinetze ermo¨glicht.
In Abschnitt 3.3 haben wir Mo¨glichkeiten der Service-Modellierung dis-
kutiert. Wir haben erkla¨rt, warum der potentielle Formalismus die Kriterien
große Ausdruckskraft, die Eignung fu¨r verteilte Systeme, intuitive Versta¨nd-
lichkeit, Datendarstellung und Kompaktheit erfu¨llen muss. Auf dieser Basis
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haben wir BPMN, pi-Kalku¨l, Eingabe/Ausgabe-Automaten und High-Level Pe-
trinetze (CPNs und APNs) verglichen. Dies fu¨hrte zu der Beobachtung, dass
APNs der am besten geeignete Formalismus fu¨r unsere Kriterien und damit





4 Definition von RCTL-Formeln
und RCTL-Netzen
4.1 Eingeschra¨nkte CTL (RCTL)
Wie bereits in vorherigen Kapiteln erwa¨hnt, findet CTL sehr große Akzeptanz
bei der Spezifikation und Verifikation von Verhaltenseigenschaften verteilter
Systeme. Wir nutzen dies, beschra¨nken uns jedoch dabei auf eine bestimm-
te Untermenge, mit der Auswirkungen auf zuku¨nftige Zusta¨nde des Systems
spezifiziert werden, die eintreten sobald sich das System in einem gewissen Zu-
stand befindet. Diese eingeschra¨nkte Untermenge von CTL bezeichnen wir im
weiteren Verlauf als RCTL.
4.1.1 Syntax von RCTL
Fu¨r die Spezifikation datenabha¨ngiger Verhaltenseigenschaften beno¨tigen wir
zuna¨chst die Mo¨glichkeit, Beschra¨nkungen der Datenwertebereiche, den Da-
tenfluss und Datenabha¨ngigkeiten auf Ebene atomarer Propositionen auszu-
dru¨cken.
Definition 4.1 (Menge Atomarer Propositionen).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation mit Sortenmen-
ge S und Variablenmenge X. Sei AN ein algebraisches Petrinetz u¨ber SPR
mit Platzmenge P .
Sei p, q ∈ P,∼ ∈ {<,>,≤,≥,=, 6=} ⊆ R eine 2-stellige Relation. Fu¨r s ∈
S, te1, te2 ∈ TΣ,s(X), und te ∈ TΣ,s, ist die Menge atomarer Propositio-
nen AP u¨ber P, S und X definiert als
AP := p.te1 | p.te1 ∧ (te1 ∼ te) | p.te1 ∧ q.te2 ∧ (te1 ∼ te2)
Bemerkung 4.2.
p.te1 bedeutet, dass Platz p mit dem Term te1 markiert ist. te1 kann eine
Konstante, eine Variable zur Sorte s oder eine Operation zur Sorte s
sein.
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p.te1 ∧ (te1 ∼ te) bedeutet, dass p mit Term te1 markiert ist und te1 in Re-
lation zu te bzgl. des Vergleichsoperators ∼ steht. te kann eine Konstante
oder eine Operation basierend auf einer Konstanten sein. Das heißt te
entha¨lt keine Variable.
p.te1 ∧ q.te2 ∧ (te1 ∼ te2) bedeutet, dass wenn zwei Terme, te1 und te2,
miteinander verglichen werden, mu¨ssen sie an einen Platz, p bzw. q, ge-
bunden werden. Beide Terme ko¨nnen Variablen enthalten.
Mit diesen atomaren Propositionen ko¨nnen wir nun die Menge eingeschra¨nk-
ter CTL-Formeln definieren, die wir zur Spezifikation datenabha¨ngiger Verhal-
tenseigenschaften nutzen.
Definition 4.3 (RCTL-Propositionen).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation mit Sortenmen-
ge S und Variablenmenge X. Sei AN ein algebraisches Petrinetz u¨ber SPR
mit Platzmenge P .
Sei AP die Menge atomarer Propositionen u¨ber P, S und X. Die Menge von
RCTL-Propositionen PROP u¨ber AP ist wie folgt induktiv definiert.
1. Wenn a ∈ AP gilt, dann gilt a ∈ PROP.
2. Wenn A1 ∈ PROP und A2 ∈ PROP gilt, dann gilt A1 ∧ A2 ∈ PROP
Definition 4.4 (Rechte-RCTL-Formeln).
Sei PROP eine Menge von RCTL-Propositionen. Die Menge rechter-RCTL-
Formeln RIGHT u¨ber PROP ist wie folgt definiert.
1. Wenn AR ∈ PROP gilt, dann gilt
EXAR, AXAR, EFAR, AFAR, EGAR, AGAR ∈ RIGHT.
2. Wenn Ψ ∈ RIGHT gilt, dann gilt
EXΨ, AXΨ, EFΨ, AFΨ, EGΨ, AGΨ ∈ RIGHT.
3. Wenn Ψ1 ∈ RIGHT und Ψ2 ∈ RIGHT gilt, dann gilt Ψ1 ∧Ψ2 ∈ RIGHT.
Definition 4.5 (RCTL-Formeln).
Sei PROP eine Menge von RCTL-Propositionen. Sei AL ∈ PROP und sei Ψ ∈
RIGHT eine rechte-RCTL-Formel u¨ber PROP.
Die Menge von RCTL -Formeln Φ u¨ber PROP ist wie folgt definiert.
Φ := TRUE | AL → Ψ (4.1)
Die spezielle Form der RCTL-Formeln spielt in Kapitel 5.2 eine entschei-
dende Rolle und wird dort na¨her erla¨utert.
4.1.2 Semantik
Da RCTL eine Teilmenge von CTL ist, entspricht ihre Semantik die der Se-
mantik von CTL (Def. 2.68 auf Seite 47).
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Wir wollen die Definition an dieser Stelle kurz wiederholen. Die Semantik
von CTL ist durch den Operator |= u¨ber ein LTS TS = (St, s0, R, L) definiert.
Fu¨r RCTL-Formeln ϕ ∈ Φ bleibt die Definition dieses Operators noch gu¨ltig.
Da wir jedoch keine Negation und Disjunktion unterstu¨tzen, ko¨nnen wir nicht
auf die in Notation 2.70 eingefu¨hrte Abku¨rzung AL → Ψ ≡ ¬AL ∨ Ψ zuru¨ck-
greifen. Aus diesem Grund definieren wir im Folgenden zusa¨tzlich die Semantik
der Implikation.
∀s ∈ St.(TS, s |= AL → Ψ iff TS, s |= AL impliziert TS, s |= Ψ)
4.2 RCTL-Netz
Unser vorrangiges Ziel ist es, RCTL-Formeln und APNs derart anzupassen,
dass die beiden Formalismen zusammengefu¨hrt werden ko¨nnen.
4.2.1 Aufbau eines RCTL-Netzes
Wie im vorherigen Abschnitt erla¨utert, sollte die Ausdruckssta¨rke von CTL so
weit wie mo¨glich beibehalten werden, ohne komplexe A¨nderungen an den APNs
vorzunehmen. Aus diesem Grund haben wir RCTL definiert. RCTL umfasst
jedoch temporale-Pfad Operatoren, die nicht direkt durch Elemente der APNs
dargestellt werden ko¨nnen. Daher erweitern wir APNs durch eine Funktion,
die jeder Transition einen CTL-Operator (oder τ) zuordnet. Ein solches Label
beschreibt, wann (im na¨chsten Zustand, irgendwo in der Zukunft, in jedem
zuku¨nftigen Zustand, ..) und wo (immer oder irgendwann) das System einen
Zustand erreicht. Ein solches mit einem Label versehenes Netz bezeichnen wir
als RCTL-Netz.
Definition 4.6 (RCTL-Netz).
Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation. Sei AN ein
algebraisches Petrinetz u¨ber SPR mit Transitionsmenge T ,
K := {AX,EX,AF,EF,AG,EG} und L : T → K ∪ {τ} eine Labeling-Funktion.
Das Tupel
EN := (AN,L)
wird RCTL-Netz u¨ber SPR genannt.
Die Semantik eines RCTL-Netzes ist in der selben Weise definiert wie die
Semantik eines APNs (Abschnitt 2.2.3).
Einzig die Definition des Erreichbarkeitsgraphen a¨ndert sich.
Definition 4.7 (Symbolischer Erreichbarkeitsgraph (SRG ) eines RCTL-Net-
zes).
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Sei SPR = (Σ, E,R) eine relationale algebraische Spezifikation mit Variablen-
menge X. Sei EN := (AN,L) ein RCTL-Netz u¨ber SPR mit Platzmenge P ,
Transitionsmenge T und initialer Markierung M0. Sei REN(M0) := {M(p)|p ∈
P ∧M(p) ∈ T+Σ (X)∧M ist erreichbar von M0} die Erreichbarkeitsmenge bzgl.
M0 und sei G die Menge der SPR-Guards. Der symbolische Erreichbar-
keitsgraph des Netzes EN bzgl. der initialen Markierung M0 ist ein kanten-
beschrifteter gerichteter Graph u¨ber T × L×G mit initialem Knoten M0.
Er ist wie folgt definiert.
SRGEN(M0) = {REN(M0), Ed,M0, l} mit
∀M ∈ REN(M0). (M t,L(t),guard(t)−−−−−−−−→M ′ =⇒
((M,M ′) ∈ Ed ∧ l((M,M ′)) = (t, L(t), guard(t)))
4.2.2 Komposition von RCTL-Netzen
Nachdem wir das Konzept der RCTL-Netze eingefu¨hrt haben, bescha¨ftigen
wir uns in diesem Abschnitt mit deren Komposition. Dabei betrachten wir zwei
mo¨gliche Konstellationen.
(A) Sequentielle Komposition
Sollten die betrachteten Netze die spezielle Struktur aufweisen, dass mindes-
tens ein Finalplatz des einen Netzes mit einem Initialplatz, so erfolgt die Kom-
position nachfolgendem Schema.
Abbildung 4.1: Sequentielle Komposition
(B) Verzweigende Komposition
Fu¨r alle Fa¨lle, bei denen die sequentielle Komposition nicht anwendbar ist,
erfolgt die Komposition, wie im folgenden Verlauf beschrieben wird. Wir be-
trachten dazu das folgende Beispiel.
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Beispiel 4.1. Die folgenden Netze sollen mit Hilfe unseres Algorithmus’
komponiert werden.
(B.1.) Links-Komposition
Wir betrachten zuna¨chst die Komposition der Initialpla¨tze. Dabei wollen wir
fu¨r jeden mehrfach auftauchenden Platz eine Marke duplizieren. Um das zu
realisieren, replizieren wir einen Platz entsprechend der Anzahl seiner Vor-
kommen in der Menge der RCTL-Netze. Dazu werden die Initilapla¨tze der
betrachteten Netze kopiert und mit einem sie eindeutig identifizierenden In-
dex versehen. Die Initialpla¨tze und die so konstruierten Pla¨tze werden durch
eine Transition verbunden. Das so entstehende Netz nennen wir im Folgenden
Netzausschnitt. Dies wird im folgenden Beispiel veranschaulicht.
Beispiel 4.2. (Fortsetzung von Beispiel 4.1)
Im Folgenden werden die zu den Netzen N1, N2 und N3 geho¨rigen
Netzausschnitte dargestellt.
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Schritt 1: Bestimmung der zu komponierenden Netzausschnitte
Aus theoretischer Sicht mu¨ssten wir alle Permutationen potentieller Platz-
replikationen betrachten. Jedoch entstehen dadurch unno¨tige Redundanzen.
Wir nutzen daher nur die Permutationen, die nicht von einer anderen abge-
deckt werden.
Dies wird in folgendem Beispiel veranschaulicht.
Beispiel 4.3. (Fortsetzung von Beispiel 4.2)











Die nicht-umrandeten Netzausschnitte sind redundant und ko¨nnen da-
her vernachla¨ssigt werden.
Definition 4.8 (Redundanter Netzausschnitt).
Seien NA1 und NA2 zwei Netzausschnitte mit den gleichen Initialpla¨tzen. Ist
die Menge der Finalpla¨tze in NA1 eine Teilmenge der Finalpla¨tze von NA2,
so wird NA1 redundanter Netzausschnitt genannt.
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Schritt 2: Zusammenfu¨hrung notwendiger Netzausschnitte
Definition 4.9 (Notwendiger Netzausschnitt).
Sei NA := {NA1, NA2, ..} eine Menge von Netzausschnitten. Ist NAi fu¨r
kein NAj mit i, j ∈ N ∧ i 6= j ein redundanter Netzausschnitt, so wird NAi
notwendiger Netzausschnitt genannt.
Die Menge der notwendigen Netzausschnitte bezeichnen wir mit NA+.
Die notwendigen Netzausschnitte werden nun komponiert, indem Pla¨tze
mit gleicher ID verschmolzen werden. Dies ist in folgendem Beispiel veran-
schaulicht.
Beispiel 4.4. (Fortsetzung von Beispiel 4.3)
Bei den in Beispiel 4.3 rot umrandeten Netzabschnitten handelt es sich
um notwendige Netzanschnitte. Diese werden nun komponiert, indem die
entsprechenden Pla¨tze verschmolzen werden. Dies resultiert in folgendem
Netz.
Zusammenfassung der Links-Komposition
Mit Hilfe der Links-Komposition wie wir sie beschrieben haben, erhalten
wir einen Netzausschnitt, der alle Netzausschnitte abdeckt, die sich aus den
betrachteten Netzen ergeben. Dieser Schritt dient der Replikation von Pla¨tzen
und damit verbunden dem Duplizieren von Marken. Dies stellt sicher, dass
jede Permutation von Anfangsmarkierungen fu¨r die zu komponierenden Netze
abgedeckt wird.
Darauf basierend wird nun die Komposition der Finalpla¨tze betrachtet.
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(B.2.) Rechts-Komposition
In Analogie zu Beispiel 4.2 konstruieren wir zuna¨chst die notwendigen rech-
ten Netzausschnitte fu¨r die Finalpla¨tze. Dazu replizieren wir diese und verse-
hen sie mit einem eindeutigen Index. Die Replikate werden durch eine Tran-
sition mit den entsprechenden Finalpla¨tzen verbunden. Die notwendigen rech-
ten Netzausschnitte werden dabei durch die notwendigen Netzausschnitte der
Links-Komposition bestimmt.
Beispiel 4.5. (Notwendige Rechte Netzausschnitte)
Basierend auf den Netzen aus Beispiel 4.1 und den notwendigen
Netzausschnitten der Links-Komposition (Rot-umrandete Netzausschnit-
te in Beispiel 4.3), ergeben sich die folgenden fu¨r die Rechts-Komposition
notwendigen Netzausschnitte.
Im zweiten Schritt werden die Netzausschnitte komponiert, indem Pla¨tze
mit gleichem Identifizierer verschmolzen werden.
Beispiel 4.6. (Fortsetzung von Beispiel 4.5)




Im letzten Schritt der verzweigenden Komposition werden die Netzausschnitte
komponiert, indem die original Netze mit den entsprechenden Pla¨tzen verbun-
den werden.
Beispiel 4.7. (Resultat der Komposition der Netze aus Beispiel 4.1)
Die Komposition der Netzausschnitte mit den originalen Netzen fu¨hrt
in unserem Beispiel zu folgendem Netz.
Um sicher zu stellen, dass die richtigen Transitionen schalten und der Zeit-
punkt der Ankunft der Marken auf den Pla¨tzen keine Rolle spielt, nutzen wir
das Konzept der Runden.
Eine Runde bestimmt dabei den Zeitpunkt an dem eine der Transitionen
schalten kann, die mit mindestens einem der Initialpla¨tze verbunden ist. Sie
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endet, wenn mindestens einer der Finalpla¨tze markiert wird. Zu diesem Mo-
ment befinden sich Marken ho¨chstens auf den Initial- oder Finalpla¨tzen. Alle
anderen Pla¨tze sind unmarkiert. Runden werden durch die Einfu¨hrung eines
neuen Platzes realisiert. Dies wird in folgendem Beispiel veranschaulicht.
Beispiel 4.8. (Fortsetzung von Beispiel 4.7 )
Die Realisierung des Rundenkonzeptes fu¨hrt zu folgendem Netz.
Die gestrichelten Pla¨tze stellen sicher, dass die richtigen Transitionen
schalten und somit sich nach Abschluss einer Runde keine Marken mehr
auf internen Pla¨tzen (nicht-initlal und nicht-final) befinden.
5 Operationen auf
RCTL-Formeln und RCTL-Netzen
In diesem Kapitel stellen wir die von uns entwickelten Algorithmen vor, mit
denen es mo¨glich ist, RCTL-Formeln und APNs zusammen zu bringen.
Unsere Algorithmen ermo¨glichen eine Abbildung
1. von einem APN N in eine Menge Ψ von RCTL-Formeln (Abschnitt 5.1),
sodass durch Ψ das beobachtbare Verhalten von N vollsta¨ndig spezifiziert
wird.
2. von einer RCTL-Formel ϕ in ein RCTL-Netz Nϕ (Abschnitt 5.2), sodass
ϕ in Nϕ gilt.
3. von einem RCTL-Netz C in ein APN C ′ (Abschnitt 5.3), sodass C ′ das
Verhalten von C simuliert.
5.1 Extraktion von RCTL-Formeln aus einem APN
In diesem Kapitel stellen wir einen Algorithmus zur Extraktion einer Menge Ψ
von RCTL-Formeln aus einem gegebenen RCTL-Netz N vor (Abschnitt 5.1.1).
Dieser arbeitet in zwei Schritten. Im ersten Schritt wird sa¨mtliches Verhalten
aus N eliminiert, welches keinen Einfluss auf die Kommunikation, also kei-
ne Verbindung zu dem Interface von N hat. Im zweiten Schritt ermitteln wir
Beschra¨nkungen der Daten-Wertebereiche an dem Interface und extrahieren
davon ausgehend RCTL-Formeln, die das beobachtbare Verhalten von N spe-
zifizieren. Abschließend diskutieren wir die Korrektheit unseres Algorithmus’
(Abschnitt 5.1.2).
5.1.1 Extraktion Beobachtbaren Verhaltens
Verschiedene Services weisen auch verschiedene Komplexita¨ten auf. Besonders
fu¨r aufwendige Aufgaben ko¨nnen die APNs, die das Service-Verhalten model-
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lieren, sehr viele Pla¨tze und Transitionen beinhalten. In Kombination mit Da-
ten mit potentiell unendlichen Wertebereichen laufen wir bei der Analyse der
Services direkt in das Zustandsraum-Explosions-Problem. Fu¨r unsere Zwecke
spielt das vollsta¨ndige Verhalten der Services nur eine Nebenrolle. Wir sind
vorrangig an dem Verhalten der Services an den Interfaces interessiert. Das
bedeutet, wir beschra¨nken uns auf jenes Verhalten, das einen Einfluss auf die
ausgetauschten Daten an den Interface-Ports hat. Um dies auszunutzen, ha-
ben wir einen Algorithmus entwickelt, der automatisiert das an den Interfaces
beobachtbare Verhalten in Form von RCTL-Formeln extrahiert.
Um eine Intuition dafu¨r zu bekommen, nutzen wir in diesem Abschnitt das
folgende Beispiel (Abb. 5.1).
Abbildung 5.1: Auszug aus dem laufenden Beispiel
U¨berblick
Der Algorithmus fu¨r die Extraktion beobachtbaren Verhaltens ist in Alg. 1
dargestellt. Als Eingabe erfordert er ein azyklisches APN, das das Verhalten
eines Services modelliert. Aus diesem Netz wird das Verhalten entfernt, das
keinen Einfluss auf die Kommunikation (Zeile 2) hat. Danach wird ein Vorbe-
reitungsschritt durchgefu¨hrt (Zeile 4), bei dem Abha¨ngigkeiten zwischen Varia-
blen bestimmt und Guards zu den Transitionen hin verschoben werden, die mit
den Interface-Pla¨tzen verbunden sind. Aus diesem so reduzierten Netz werden
RCTL-Formeln extrahiert, die das Verhalten zwischen Initial- und Interface-
Platz, sowie zwischen Interface- und Final-Platz spezifizieren (Zeile 6). Die im
Vorbereitungsschritt berechneten Resultate werden beim Aufbau der RCTL-
Formeln genutzt, die die Menge der Eigenschaften Ψ bilden. Diese Menge wird
als Ausgabe des Algorithmus’ zuru¨ckgegeben.
Im Folgenden erla¨utern wir die einzelnen Schritte detaillierter.
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Algorithmus 1 : APN2RCTL(ANS)
Eingabe : ANS - das APN des Service S
Ausgabe : Ψ - Menge der RCTL-Formeln
1 % Phase Eins
2 AN ′S = Lo¨scheUnno¨tigePfade(ANS) % Alg. 2
3 % Vorbereitungsschritt
4 AN ′S = Vorbereitung(AN
′
S) % Alg. 3
5 % Phase Zwei
6 Ψ = ExtrahiereFormeln(AN ′S) % Alg. 4
7 return Ψ
Phase 1 - Lo¨sche unno¨tige Pfade
Basierend auf dem Service-APN wird ein Analyseprozess durchgefu¨hrt.
Durch diesen werden kausale Zusammenha¨nge zwischen den Interface-Pla¨tzen
oder zwischen je einem Initial-Platz und einem Interface-Platz ermittelt. Dazu
wird die mengentheoretische Darstellung des APNs genutzt um Pla¨tze, Transi-
tionen und Kanten zu ermitteln, die in einer Verbindung zu mindestens einem
der Interface-Pla¨tze stehen. Diese Elemente bilden das reduzierte Netz.
Wie in Algorithmus 2 auf Seite 78 dargestellt ist, beginnt die Ermittlung
der Elemente mit den Interface- und Final-Pla¨tzen (Zeile 1). Dabei werden nur
Final-Pla¨tze betrachtet, die in einem kausalen Zusammenhang mit mindestens
einem Interface-Platz stehen. Diese werden einem leeren Netz AN ′ hinzugefu¨gt.
AN ′ wird nun nach und nach um die in die Kommunikation involvierten
Elemente erweitert. Dieser Prozess wird solange durchgefu¨hrt, wie neue Ele-
mente zu dem Netz hinzukommen. Dafu¨r wird das Flag a¨nderung genutzt
(Zeile 4).
Im ersten Schritt dieses sich wiederholenden Prozesses werden alle Tran-
sitionen zu AN ′ hinzugefu¨gt, die durch eine Kante mit den Pla¨tzen aus AN ′
verbunden sind (Zeilen 5-6). Hierbei bestimmt die Art des Platzes die Rich-
tung der betrachteten Kante. Falls Platz p ein Interface-Eingangsplatz ist,
suchen wir die Transitionen t, fu¨r die eine Kante (p, t) Teil des originalen Net-
zes ist (Zeilen 7-11). Mo¨glicherweise ist eine Transition bereits Teil von AN ′,
die entsprechende Kante jedoch nicht. Daher suchen wir speziell nach solchen
Situationen und fu¨gen diese Kante hinzu (Zeilen 12-13). Obwohl dadurch AN ′
vera¨ndert wird, hat dies keine Auswirkung auf weitere Iterationen. Somit bleibt
das Flag a¨nderung auf FALSE.
Im Falle, dass der betrachtete Platz p kein Interface-Eingangsplatz ist, su-
chen wir Transitionen t, fu¨r die (t, p) eine Kante im original Netz ist (Zeilen
14-20). Diese Transitionen und die entsprechenden Kanten werden zu AN ′
hinzugefu¨gt.
Fu¨r die in AN ′ befindlichen Transitionen t fu¨gen wir nun alle Pla¨tze p
hinzu, fu¨r die (p, t) eine Kante im Originalnetz ist (Zeilen 21-28).
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Danach startet eine neue Iteration bis keine Pla¨tze und keine Transitionen
mehr zu AN ′ hinzugefu¨gt werden.
Der Algorithmus terminiert schlussendlich durch die Ru¨ckgabe des redu-
zierten Netzes (Zeile 29).
Wa¨hrend dieses Extraktionsschrittes werden die Kantenbeschriftungen und
die algebraische Spezifikation bei dem Aufbau des reduzierten Netzes mit u¨ber-
nommen werden, auch wenn das nicht explizit im Algorithmus aufgefu¨hrt ist.
Algorithmus 2 : Lo¨scheUnno¨tigePfade(AN)
Eingabe : ANS - das APN des Service S.
Ausgabe : AN ′S - das reduzierte apn! (apn! )
1 fu¨ge Interface- und Final-Pla¨tze von ANS zu AN
′
S hinzu
2 a¨nderung = TRUE
3 while a¨nderung do
4 a¨nderung = FALSE
5 for alle Pla¨tze p in PAN
′
S do
6 for alle Transitionen t in TANS do
7 if p ist ein Interface-Eingangsplatz then
8 if (t /∈ TAN ′S) ∧ ((p, t) ∈ FANS) then
9 fu¨ge t zu TAN
′
S hinzu
10 fu¨ge Kante (p, t) zu FAN
′
S hinzu
11 a¨nderung = TRUE
12 if (t ∈ TAN ′S) ∧ ((p, t) ∈ FANS) ∧ ((p, t) /∈ FAN ′S) then




15 if (t /∈ TAN ′S) ∧ ((t, p) ∈ FANS) then
16 fu¨ge t zu TAN
′
S hinzu
17 fu¨ge Kante (t, p) zu FAN
′
S hinzu
18 a¨nderung = TRUE
19 if (t ∈ TAN ′S) ∧ ((t, p) ∈ FANS) ∧ ((t, p) /∈ FAN ′S) then
20 fu¨ge Kante (t, p) zu FAN
′
S hinzu
21 for alle Transitionen t in TAN
′
S do
22 for alle Pla¨tze p in PANS do
23 if (p /∈ PAN ′S) ∧ ((p, t) ∈ FANS) then
24 fu¨ge p zu PAN
′
S hinzu
25 fu¨ge Kante (p, t) zu FAN
′
S
26 a¨nderung = TRUE
27 if (p ∈ PAN ′S) ∧ ((p, t) ∈ FANS) ∧ ((p, t) /∈ FAN ′S) then
28 add arc (p, t) to FAN
′
S
29 return AN ′S
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Um eine bessere Intuition dafu¨r zu bekommen, betrachten wir das folgende
Beispiel.
Beispiel 5.1. (Phase 1 - Fortfu¨hrung des Beispiels aus Abb. 5.1)
Angenommen, das Netz in Abbildung 5.1 dient als Eingabe fu¨r Algo-
rithmus 2. Wie wir bereits erwa¨hnt haben, nutzen wir im Folgenden die
mengentheoretische Darstellung. Um die U¨bersichtlichkeit zu wahren, lis-
ten wir nur die Mengen der Pla¨tze, der Transitionen und die Flussrelation
auf.
ANS = (P, T, F, ..)
P = {p2, p3, p4, p5, p6, p7}
Pin = {p3}, Pout = {p5}, Pfinal = {p6}
T = {t2, t3, t4}
F = {(p2, t2), (p3, t2), (t2, p7), (t2, p4)
(p7, t3), (p4, t4), (t4, p5), (t4, p6)}
Die Initialisierung fu¨hrt zu folgendem Netz.
AN ′S = (P
′, T ′, F ′, ..)
P ′ = {p3,p5,p6}, T ′ = ∅, F ′ = ∅
Das Durchlaufen der while-Schleife resultiert in:
AN ′S = (P
′, T ′, F ′, ..)
P ′ = {p2, p3,p4, p5, p6, }, T ′ = {t2, t4}
F ′ = {(p3, t2), (t4,p5), (t4,p6), (p2, t2), (p4, t4)}
Da Pla¨tze und Transitionen zu dem reduzierten Netz hinzu gefu¨gt wur-
den, wurde das Flag a¨nderung auf TRUE gesetzt. Somit findet ein zweiter
Durchlauf der while-Schleife statt. Wa¨hrend dieses zweiten Durchlaufs a¨n-
dert sich nur F ′, wodurch das Flag FALSE bleibt. Der Algorithmus termi-
niert mit dem Zuru¨ckgeben des folgenden Netzes.
AN ′S = (P
′, T ′, F ′, ..)
P ′ = {p2, p3, p4, p5, p6, }, T ′ = {t2, t4}
F ′ = {(p3, t2), (t4, p5), (t4, p6), (p2, t2), (p4, t4), (t2,p4)}
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Dies kann graphisch wie folgt dargestellt werden.
AN ′S
Korrektheit und Terminierung der ersten Phase
Theorem 5.1.
Algorithmus 2 auf Seite 78 terminiert.
Beweis.
Der Algorithmus 2 terminiert spa¨testens dann, wenn alle Elemente des original
Netzes AN zum neuen Netz hinzugefu¨gt wurden. Sowohl die Menge der Pla¨tze
als auch die Menge der Transitionen von AN sind endlich. Somit terminiert
der Algorithmus.
Um die Korrektheit zu beweisen beno¨tigen wir die folgende Definition.
Definition 5.2. (Weg in einem APN)
Sei ANS ein algebraisches Petrinetz. Ein Weg W in ANS ist eine Sequenz
von Kanten (x, y) ∈ P × T ∪ T × P mit der folgenden Struktur WANS =
(p0, t0)(t0, p1)...(ti, pj), i, j ∈ N.
Theorem 5.3.
Sei ANS ein algebraisches Petrinetz und sei AN
′
S das reduzierte APN, das
aus der Anwendung von Algorithmus 2 resultiert. Fu¨r alle Wege W in ANS,
die von einem Initalplatz zu einem Interface-Platz oder von einem Interface-
Eingangsplatz zu einem Final-Platz fu¨hren, gilt:
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Fu¨r den Beweis des ersten Falles sei WANS = (p0, t0)(t0, p1)...(ti, pj), i, j ∈ N
ein Weg in ANS. Angenommen es sei mindestens ein Interface-Platz Teil eines
Tupels auf dem Weg. Wir zeigen, dass fu¨r ein beliebiges Element f = (p, t)
oder f = (t, p) des Weges WANS folgendes gilt:
f ∈ WANS =⇒ f ∈ FAN ′S
Der Beweis erfolgt durch Widerspruch.
Sei f = (p, t) ∈ WANS . Es sei angemerkt, dass aufgrund der Definition
algebraischer Petrinetze in diesem Fall p weder ein Interface-Ausgangs- noch
ein Final-Platz sein kann.
Annahme: f /∈ FAN ′S .
Wenn p ein Interface-Eingangsplatz ist, dann muss p nach Algorithmus 2
Zeile 1 auch Teil von AN ′S sein. Da p in AN
′
S ist, mu¨ssen durch die Zeilen 7-13
in Algorithmus 2 auch t und (p, t) Teil von AN ′S sein.
Sei p ein anderer beliebiger Platz ist, der in einer kausalen Abha¨ngigkeit mit
einem Interface-Platz steht. In diesem Fall ist die Transition, die direkt mit eine
Interface-Platz verbunden ist, Teil von AN ′S. Beginnend von dieser Transition
sucht der Algorithmus in umgekehrter Reihenfolge und fu¨gt alle Pla¨tze hinzu,
die mit dieser Transition verbunden sind. Fu¨r diese Pla¨tze werden die mit
ihnen verbundenen Transitionen hinzugefu¨gt, usw. Das bedeutet, an einem
bestimmten Punkt wird t zu AN ′S hinzugefu¨gt, da sie in kausaler Abha¨ngigkeit
mit einem Interface-Platz steht, da laut Annahme f = (p, t) ∈ WANS gilt. Da t
Teil von AN ′S ist, werden auch p und (p, t) zu AN
′
S hinzugefu¨gt (Alg. 2 Zeilen
21-28).
Somit ist es fu¨r eine Kante (p, t) ∈ WANS nicht mo¨glich, nicht Teil von AN ′S
zu sein. Dies ist ein Widerspruch zur Annahme, daher muss
(p, t) ∈ WANS =⇒ (p, t) ∈ FAN ′S
gelten.
Die Argumentation des Beweises der Aussage
(t, p) ∈ WANS =⇒ (t, p) ∈ FAN ′S
ist dem obigen Beweis sehr a¨hnlich. Wir verzichten daher darauf diesen Fall
hier direkt anzugeben.
Mit diesen Resultaten gilt:
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f ∈ WANS ⇒ f ∈ FAN ′S
”
⇐“
Fu¨r den zweiten Teil des Beweises sei f ∈ FAN ′S .
Annahme: Es existiert kein Weg WANS = (p0, t0)(t0, p1)...(ti, pj), i, j ∈ N,
sodass f ∈ WANS .
Wenn f ∈ FAN ′S , dann muss Algorithmus 2 entsprechend ein Weg WANS
in ANS existieren, der f entha¨lt, denn nur dadurch kann f Teil von AN
′
S sein.
Dies ist ein Widerspruch zur Annahme.
Somit muss gelten:
f ∈ σANS ⇐ f ∈ FAN ′S
Vorbereitungsschritt
Nach dem wir das Verhalten des Services soweit reduziert haben, dass nur
noch die fu¨r die Kommunikation wichtigen Elemente enthalten sind, fu¨hren
wir nun einen weiteren Analyseschritt aus, der als Vorbereitung fu¨r die zweite
Phase dient. Die grundlegende Idee dabei ist, die Informationen zusammenzu-
tragen, die die Datenbereiche der ausgetauschten Nachrichten einschra¨nken.
Um genauer zu sein: Der Vorbereitungsschritt basiert auf dem durch die ers-
te Phase reduzierten Netz (Alg. 2). Dieses Netz besteht nur noch aus den Kom-
ponenten, die in die Kommunikation verwickelt sind. In diesem Netz ko¨nnen
jedoch noch verschiedene Guards und indirekte Abha¨ngigkeiten von Variablen
auftreten. Um diese zu behandeln, haben wir einen Vorbereitungsschritt defi-
niert, der solche Informationen identifizieren und benutzen kann. Dabei wer-
den Variablen ersetzt und Guards zu den Transitionen verschoben, die direkt
mit Interface-Pla¨tzen verbunden sind. Eine Vorversion dessen wurde bereits in
[Hap15] vorgestellt.
Wie in Algorithmus 3 auf Seite 83 skizziert ist, erfolgt der Vorbereitungs-
schritt auf zwei Ebenen fu¨r alle Wege in dem betrachteten Netz.
Auf der ersten Ebene wird die erste Kantenbeschriftung, die aus einer Va-
riablen besteht als Referenz-Variable genutzt. Alle anderen Kanten werden
hinsichtlich der Abha¨ngigkeiten von dieser Referenzvariablen untersucht. Dazu
wird die Menge der Gleichungen in der algebraischen Spezifikation mit einbe-
zogen (Zeile 3). Sollte eine Abha¨ngigkeit gefunden werden, werden die Vorkom-
men der abha¨bgigen Variable durch die Referenzvariable ersetzt (Zeile 4). Dies
wird solange durchgefu¨hrt, bis auf dem Weg keine A¨nderung mehr auftritt.
Der zweite Schritt erfolgt auf dem selben Weg. In diesem Schritt werden
Guards und ihre Zugeho¨rigkeit analysiert. Wenn der Guard von einer einge-
henden Nachricht abha¨ngt, so wird er an die Transition verschoben, die mit
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dem Interface-Platz verbunden ist, u¨ber den die Nachricht ankommt. Das selbe
passiert, wenn der Guard keinen Einfluss auf eine ausgehende Nachricht hat
(Zeilen 6-7). In dem Fall, dass der Guard eine ausgehende Nachricht beeinflusst,
wird er an die Transition verschoben, die mit dem Interface-Ausgangsplatz ver-
bunden ist, u¨ber den die Nachricht gesendet werden soll (Zeilen 8-9).
Der Vorbereitungsschritt erleichtert die Extraktion von RCTL-Formeln, die
in der zweiten Phase stattfindet.
Algorithmus 3 : Vorbereitung(ANS)
Eingabe : ANS: das reduzierte APN des Service S
Ausgabe : AN ′S: das APN des Service S mit verschobenen Guards und
ausgenutzten Abha¨ngigkeiten
1 for alle Wege WANS in ANS do
2 for alle Kantenbeschriftungen λ und Guards do
3 auf Abha¨ngigkeiten pru¨fen unter Beru¨cksichtigung der
Gleichungsmenge
4 substituiere abha¨ngige Variable oder Term durch die
Referenzvariable oder -term
5 for alle Guards do
6 if Guard ist anha¨ngig von einer Variable eines
Interface-Eingangsplatzes auf dem Weg oder hat keine
Verbindung zu einem Interface-Ausgangsplatz then
7 verschiebe Guard zur Transition, die mit dem
Interface-Eingangsplatz verbunden ist, von dem der Guard
abha¨ngig ist
8 else
9 verschiebe Guard zur Transition, die mit einem
Interface-Ausgangsplatz verbunden ist.
10 return AN ′S
Um eine bessere Intuition fu¨r diesen Schritt zu bekommen betrachten wir
das folgende Beispiel, das eine Fortsetzung von Beispiel 5.1 ist.
Beispiel 5.2. (Vorbereitungsschritt)
Basierend auf dem aus Beispiel 5.1 resultierenden Netz wird in diesem
Beispiel der Vorbereitungsschritt durchgefu¨hrt.
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Wie in der oberen Abbildung dargestellt ist, beginnt der Algorithmus
mit dem in der ersten Phase reduzierten Netz. Wir nutzen die Informatio-
nen aus der algebraischen Spezifikation. Fu¨r dieses Beispiel ist dies insbe-
sondere die Gleichung z = f(x, x′). Damit wird die Kantenbeschriftung z
zu f(x, x′) gea¨ndert. Da der Guard direkt von der Eingabevariable abha¨ngt
und er sich bereits an der richtigen Transition befindet, ist ein Verschieben
des Guards nicht mehr no¨tig. Wir speichern jedoch die Information des
Guards in der algebraischen Spezifikation (x ≥ x′).
Phase 2 - Extraktion von RCTL-Formeln
Nachdem wir das Service-Verhalten auf das fu¨r die Kommunikation verant-
wortliche Verhalten reduziert und in dem Vorbereitungsschritt Informationen
bzgl. der ausgetauschten Daten zusammengetragen haben, ko¨nnen wir nun
RCTL-Formeln extrahieren, die dies spezifizieren.
Unser Algorithmus (Alg. 4) nutzt das aus Algorithmus 3 resultierende, re-
duzierte Netz AN ′S als Eingabe. Darauf basierend, wird der SRG von AN
′
S be-
ginnend mit der Start-Markierung berechnet (Zeile 1). Die Start-Markierung
ist dabei die initiale Markierung zusammen mit einer Markierung der Interface-
Eingangspla¨tze (Zeile 2).
Fu¨r jeden Interface-Ausgangsplatz pout wird eine RCTL-Formel konstruiert.
Dazu betrachten wir alle Pfade, auf denen der jeweilige Interface-Ausgangsplatz
erreichbar ist (Zeilen 3-4).
Bei der Konstruktion der Formel wird die initiale Markierung (der Form
pinit.variable) mit den Markierungen der Interface-Eingangspla¨tze konjugiert,
die in einer kausalen Relation zu pout stehen (Zeilen 5-7). Um die Vorbedin-
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Algorithmus 4 : ExtrahiereFormeln(AN ′S)
Eingabe : AN ′S: das aus Algorithmus 3 resultierende APN
Ausgabe : R: Menge von RCTL-Formeln
1 Konstruiere den symbolischen Erreichbarkeitsgraphen
SRGAN ′(Start-Markierung) von AN
′
S
2 Start-Markierung = Initiale Markierung ∪ Markierung der
Interface-Eingangspla¨tze
3 for alle Interface-Ausgangspla¨tze pout do
4 finde Pfade σ, die von der Start-Markierung zu einer Markierung von
pout fu¨hren
5 r = Initial-Markierung
6 for alle Interface-Eingangspla¨tze pin, die in der Start-Markierung
von σ markiert sind und wo von pout abha¨ngig ist do
7 r++ = ∧pin.λ((pin, t))
8 for alle Guards auf dem Pfad σ do
9 r++ = ∧ Guard
10 r ++ = →
11 if pout auf allen Pfaden im original Netz ANS erreichbar ist then
12 r ++= AF
13 else
14 r ++ = EF
15 r ++ = pout.λ((t, pout))
16 fu¨ge req zu R hinzu
17 for alle Pfade σ auf denen kein Interface-Ausgangsplatz erreichbar ist
oder auf dem ein Interface-Eingangsplatz noch markiert ist, nachdem
ein Interface-Ausgangsplatz erreicht wurde do
18 r = Initial-Markierung
19 for alle Interface-Eingangspla¨tze, die in der Start-Markierung von σ
markiert sind do
20 r++ = ∧pin.λ((pin, t))
21 for alle Guards auf dem Pfad σ do
22 r++ = ∧ Guard
23 r ++ = →
24 if pfinal auf allen Pfaden des originalen Netzen ANS erreichbar ist
then
25 r ++= AF
26 else
27 r ++ = EF
28 r ++ = pfinal
29 fu¨ge req zu R hinzu
30 return R
gung, also die linke Seite der Formel, zur Erreichung von pout zu vervollsta¨n-
digen, werden zudem alle Guards verundet, die sich an den Transitionen der
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Interface-Pla¨tze befinden (Zeilen 8-9). Die linke Seite der Formel wird mit einer
Implikation (→) abgeschlossen (Zeile 10).
Abha¨ngig davon, ob pout im originalen Netz auf allen Pfaden im SRG oder
auf mindestens einem Pfad erreichbar ist, wird der temporale-Pfad Operator
AF oder EF der Formel hinzugefu¨gt (Zeilen 11-14).
Die so entstandene Formel wird nun einer Menge R hinzugefu¨gt (Zeilen
15-16).
Nachdem wir alle Formeln fu¨r die Interface-Ausgangspla¨tze extrahiert ha-
ben, analysieren wir jene Interface-Eingangspla¨tze, die unabha¨ngig von allen
Interface-Ausgangspla¨tzen sind. In diesem Fall berechnen wir eine Formel fu¨r
einen Final-Platz (Zeilen 17-29). Dies geschieht analog zum vorher betrachte-
ten Fall.
Der Algorithmus terminiert anschließend mit der Ru¨ckgabe der Formel-
menge Ψ.
Um eine bessere Intuition dafu¨r zu bekommen, betrachten wir das folgende
Beispiel.
Beispiel 5.3. (Phase 2 )
Basierend auf dem aus dem Vorbereitungsschritt resultierenden Netz
(Beispiel 5.2), wird die zweite Phase ausgefu¨hrt. Dazu wird der SRG be-
rechnet, was in der folgenden Abbildung dargestellt ist.
Die Anwendung unseres Algorithmus’ (Alg. 4) fu¨hrt zu der folgenden
Formel.
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p2.x ∧ p3.x′ ∧ [x ≥ x′]→ AFp5.f(x, x′) (5.1)
Wir erhalten hierbei nur eine Formel, da der SRG nur einen Pfad
aufweist. Des weiteren sei darauf hingewiesen, dass der temporale Pfad-
Operator (AF ) aus der Tatsache resultiert, dass der Final-Platz p6 im ori-
ginalen Netz ANS auf allen Pfaden irgendwann erreicht wird.
Beispiel 5.4. (Laufendes Beispiel - Extraktion beobachtbaren
Verhaltens)
Wir haben den oben beschriebenen Algorithmus zur Extraktion beob-
achtbaren Verhaltens implementiert. Das Resultat der automatischen Be-
rechnung ist unten zu sehen.
Als Eingabe werden die folgenden Nezte betrachtet, die mit Hilfe von
Dot(Graphviz) [GKN15] visualisiert sind. Diese Netze wurden automatisch
aus Textdateien erstellt, die die mengentheoretischen Darstellungen bein-
halten. In dieser Repra¨sentation werden initial Pla¨tze als Ovale, Interfache-
Pla¨tze gestrichelt und Final-Pla¨tze mit Doppelkreisen dargestellt. Auf-
grund der eingeschra¨nkten Mo¨glichkeiten von Dot (Graphviz) ko¨nnen nicht
alle Elemente der Netze visualisiert werden. Die fehlenden Elemente, wie
die algebraischen Spezifikationen und die Beschriftung der Pla¨tze mit Sor-
tensymbolen, sind dennoch Teil der internen Repra¨sentation.
Pumpe:
Schalter:
Basierend auf diesen Netzen wird Algorithmus 1 ausgefu¨hrt. Dies resul-
tiert in den folgenden, automatisch berechneten zwei RCTL-Formeln.
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p1.n ∧ p3.x2 ∧ (n ≥ x2)→ AF (p5.f(n, x2))
s1.xa → AF (s4.xa)
5.1.2 Korrektheit der Extraktion Beobachtbaren Verhaltens
Im vorangegangen Abschnitt haben wir unseren Algorithmus zur Extraktion
von RCTL-Formeln aus einem APN vorgestellt. In diesem Abschnitt diskutie-
ren wir dessen Korrektheit. Dafu¨r betrachten wir zuna¨chst die Terminierung.
Anschließend u¨berpru¨fen wir die Korrektheit hinsichtlich der Vollsta¨ndigkeit
des Algorithmus’. Vollsta¨ndigkeit bedeutet in unserem Fall, dass wir weder
falsche Formeln extrahieren, noch dass fu¨r die Kommunikation wichtiges Ver-
halten nicht durch eine Formel abgebildet wird.
Terminierung
Um Aussagen u¨ber die Terminierung von Algorithmus 1 zu treffen, u¨ber-
pru¨fen wir die Terminierung der drei Phasen.
Die Terminierung von Phase 1 wurde bereits im vorherigen Abschnitt dis-
kutiert (Theorem 5.1 ).
Wa¨hrend des Vorbereitungsschrittes, der nach der ersten Phase ausgefu¨hrt
wird, werden alle Wege in dem betrachteten Netz durchlaufen (siehe Alg. 3).
Da es nur eine endliche Anzahl von Wegen in dem Netz gibt, terminiert der
Algorithmus.
In der zweiten Phase des Extraktionsprozesses forciert Algorithmus 4 die
Konstruktion des SRG. Da die Datenwerte nicht direkt betrachtet sondern als
Variablen repra¨sentiert werden und die Netze maximal eine Marke pro Platz
aufweisen, beno¨tigt die Konstruktion des SRGs fu¨r ein endliches Netz endliche
Zeit. Dies wird auch durch den anschließenden Analyseschritt nicht gea¨ndert,
da jeder der Pfad maximal n-mal betrachtet wird, wobei n die Anzahl der
Interface-Ausgangspla¨tze und per Definition endlich ist.
Da alle Phasen der Extraktion beobachtbaren Verhaltens in endlicher Zeit
zu einem Resultat kommen, terminiert Algorithmus 1 ebenfalls.
Korrektheit
Im Folgenden diskutieren wir die Korrektheit von Algorithmus 1. Dafu¨r
zeigen wir, dass wir weder falsche Formeln extrahieren, noch dass fu¨r die Kom-
munikation wichtiges Verhalten nicht durch eine Formel abgebildet wird.
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Annahme: Alle Extrahierten Formeln sind Korrekt
Um zu beweisen, dass wir nur korrekte Formeln extrahieren, zeigen wir, dass
jede der extrahierten Formeln in dem als Eingabe genutzten Netz gilt. Dies
wird durch folgendes Theorem zusammengefasst.
Theorem 5.4.
Sei ANS ein APN. Sei r ∈ Ψ eine Eigenschaft, die aus der Anwendung von
Algorithmus 1 (APN2RCTL(ANS)) resultiert. Dann gilt:
ANS |= r
Beweis.
Der Beweis erfolgt durch Widerspruch.
Da nur die Phase zwei (Alg. 4) einen direkten Einfluss auf die Extraktion
der RCTL-Formeln hat, betrachten wir auch nur diese in diesem Beweis. Sei
im folgenden ANS ein APN und Ψ = APN2RCTL(ANS).
Annahme: Es existiert eine Formel r ∈ Ψ, sodass ANS 6|= r.
Wa¨hrend des Beweises hat r die folgende Struktur
Start-Markierung (∧ Guards)→ AF (oder EF ) End-Markierung.
Um zu zeigen, dass ANS 6|= r gilt, nehmen wir an, dass die Vorbedingung
(Start-Markierung (∧ Guards)) in ANS gilt. Wenn ANS 6|= r gelten soll, darf
die Nachbedingung von r in ANS nicht gelten. Da die Final-Markierung ent-
weder ein Interface-Ausgangsplatz oder ein Final-Platz ist, der sich auch so in
ANS wiederfindet, ha¨ngt der Wahrheitswert von r von der richtigen Wahl des
temporalen-Pfad Operators ab.
Da wir jedoch im Ausgangsnetz ANS u¨berpru¨fen, ob die End-Markierung
auf allen Pfaden (im Falle von AF ) oder auf mindestens einem Pfad (EF ) er-
reicht wird, wa¨hlen wir immer den richtigen temporalen-Pfad Operator. Somit
gilt die extrahierte Nachbedingung von r im Netz ANS ebenfalls.
Das ist ein Widerspruch zu der Annahme, dass ANS 6|= r gilt. Da wir eine
beliebige Anforderung gewa¨hlt haben, muss die Annahme fu¨r alle r ∈ Ψ falsch
sein.
Daher muss Theorem 5.4 wahr sein.
Annahme: Kein Verlust von Informationen
Im Folgenden diskutieren wir, dass durch unseren Algorithmus alle fu¨r die
Kommunikation wichtigen Informationen durch die extrahierten Formeln spe-
zifiziert werden.
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Der Beweis besteht aus drei Teilen.
1. Zuna¨chst argumentieren wir, dass alle Elemente des Netzes ANS extra-
hiert werden, die in die Kommunikation involviert sind.
2. Danach zeigen wir, dass die Substitution von Variablen und Termen auf
den extrahierten Pfaden keine Informationen zersto¨rt.
3. Abschließend zeigen wir, dass die Guards auf den extrahierten Pfaden
nicht verloren gehen oder signifikant vera¨ndert werden.
Teil 1
Nach Theorem 5.3 gilt, dass alle Wege in ANS, die in die Kommunikation in-
volviert sind im reduzierten Netz AN ′S erhalten bleiben. Da wir in Algorithmus
4 u¨ber alle Pfade in AN ′S iterieren und je eine Formel extrahieren, gehen keine
fu¨r die Kommunikation wichtigen Informationen verloren.
Teil 2
Im Teil 1 haben wir argumentiert, dass keine wichtigen Informationen verloren
gehen. Wir zeigen jetzt, dass wa¨hrend der Substitution von Variablen und
Termen auf den extrahierten Pfaden, keine Informationen verloren gehen. Dies
ist in folgendem Theorem zusammengefasst.
Theorem 5.5.
Sei ANS ein reduziertes Service-APN mit Kantenmenge F
AN , Kanten-Be-
schriftungsfunktion λAN und Gleichungsmenge EQAN .
Sei AN ′S = Vorbereitung(ANS) das Service-APN nach der Substitution von Va-
riablen oder Termen. Seien X bzw. Y die Variablenmengen die in ANS bzw.
in AN ′S auftauchen, wobei Y ⊆ X gilt. Seien tX ∈ TΣ(X) bzw. tY ∈ TΣ(Y )
Terme, die von Variablen aus X bzw. Y abha¨ngig sind. Sei δ : X → Y eine
Substitutionsfunktion.
Dann gilt:
∀tX in ANS. ∀tY in AN ′S.
∃f ∈ FANS ∨ e ∈ EQANS .(tY = δ(tX) ∈ λANS(f) ∨ e ≡ tY = δ(tX))
Beweis.
Entsprechend Algorithmus 3 werden alle Kantenbeschriftungen und Guards
hinsichtlich ihrer Abha¨ngigkeit von Termen untersucht. Nur in dem Fall, dass
eine Abha¨ngigkeit vorliegt, werden die Gleichungen der algebraischen Spezifi-
kation zur Substitution genutzt. Das bedeutet, ein Term tX wird durch einen
Term tY substituiert, wenn in ANS eine Kantenbeschriftung λ
ANS(f) oder ei-
ne Gleichung e existiert, sodass tX = tY gilt. Somit muss Theorem 5.5 richtig
sein.
Teil 3
Im letzten Teil zeigen wir, dass alle auftretenden Guards weder entfernt noch
5.1 Extraktion von RCTL-Formeln aus einem APN 91
signifikant vera¨ndert werden.
”
Nicht signifikant vera¨ndert“bedeutet in diesem
Kontext, dass die Terme, die in den Guards auftreten, nur durch andere Terme
substituiert werden. Dass die Substitution keinen negativen Einfluss hat, haben
wir bereits in Teil 2 argumentiert. Wir argumentieren daher im Folgenden nur,
dass alle Guards aus dem original Netz erhalten bleiben. Das ist im folgenden
Theorem zusammengefasst.
Theorem 5.6. Sei ANS das reduzierte Service-APN nach der Substitution
von Variablen oder Termen mit Platzmenge P und Transitionsmenge T . Sei
AN ′S das APN nach dem Verschieben der Guards.
Sei WANS = ((p0, t0), (t0, p1), ..., (ti, pj)), mit pk ∈ P, tl ∈ T fu¨r k, l ∈ [0, i], i ∈
N ein Weg, der von einem Initial-Platz zu mindestens einem Interface-Platz
in ANS fu¨hrt. Dann gilt:
∀WANS .∀ Guards gX in ANS.
gX ist ein Guard auf dem Weg WANS =⇒ gX in AN ′S.
Beweis.
Entsprechend Algorithmus 3 Zeilen 5-9 iterieren wir u¨ber alle WegeWANS und
alle Guards auf jedem solcher Wege. Die entdeckten Guards werden nur zu
den Interface-Eingangs- oder Interface-Ausgangspla¨tzen hin verschoben. Das
bedeutet alle Guards bleiben erhalten. Daher muss Theorem 5.6 wahr sein.
5.1.3 Zusammenfassung
In diesem Kapitel haben wir einen Algorithmus zur Extraktion beobachtbaren
Verhaltens definiert und dessen Korrektheit bewiesen. Der Algorithmus besteht
aus zwei Phasen und einem Vorbereitungsschritt. Sein Ziel ist die Extraktion
einer Menge von RCTL-Formeln aus einem APN, welches das Verhalten eines
Services modelliert.
In der ersten Phase werden aus einem gegebenen APN die Elemente ge-
lo¨scht, die keinen Einfluss auf die Kommunikation haben. In dem daraus re-
sultierenden Netz werden in einem Vorbereitungsschritt Variablen und Ter-
me soweit wie mo¨glich ersetzt, um deren Anzahl zu reduzieren. Dazu werden
Gleichungen aus der algebraischen Spezifikation genutzt. Zusa¨tzlich werden in
diesem Schritt auch Guards an Transitionen verschoben, die mit den Interface-
Pla¨tzen verbunden sind. Das resultierende Netz wird als Eingabe fu¨r die zweite
Phase genutzt. In dieser Phase werden die Formeln extrahiert, die das Kom-
munikationsverhalten des Services spezifizieren.
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5.2 U¨bersetzung einer RCTL-Formel in ein RCTL-
Netz
Im letzten Abschnitt haben wir einen Algorithmus vorgestellt, mit dessen Hilfe
eine Menge R von RCTL-Formeln aus einem gegebenen APN N ermittelt
werden kann, sodass R das beobachtbare Verhalten von N beschreibt.
In diesem Abschnitt stellen wir nun einen Algorithmus zur U¨bersetzung
von RCTL-Formeln in RCTL-Netze vor und ebnen damit den Weg zur Zusam-
menfu¨hrung der beiden Formalismen.
Basierend auf der Syntax und Semantik von RCTL (siehe Abschnitt 4.1)
und RCTL-Netzen (siehe Abschnitt 4.2), definieren wir dazu U¨bersetzungsre-
geln, diskutieren deren Korrektheit und zeigen potentielle Optimierungsmo¨g-
lichkeiten.
Die U¨bersetzung einer RCTL-Formel ϕ in ein RCTL-Netz Nϕ ist dabei so
definiert, dass ϕ in Nϕ gu¨ltig ist.
Notation 5.7.
Sei EN := (AN,L) ein RCTL-Netz. Sei Φ eine Menge von RCTL-Formeln
und sei ϕ ∈ Φ eine RCTL-Formel. Sei M eine Markierung in EN .
Dann wird die Aussage
”
ϕ ist gu¨ltig in M“ mit (EN,M) |= ϕ bezeichnet.
Notation 5.8.
Sei EN := (AN,L) ein RCTL-Netz und sei ϕ ∈ Φ eine RCTL-Formel.
Dann ist ϕ in EN gu¨ltig, geschrieben als EN |= ϕ, genau dann, wenn
fu¨r alle erreichbaren Markierungen M ∈ REN(M0) gilt: (EN,M) |= ϕ.
Wie in Definition 4.5 auf Seite 66 deutlich wird, ist eine RCTL-Formel
ϕ ∈ Φ entweder TRUE oder folgt dem Aufbau ϕ = AL → Ψ. Fu¨r ϕ = TRUE
erzeugen wir ein leeres Netz, was fu¨r die U¨bersetzungsregeln uninteressant
ist und somit hier keine weitere Beachtung findet. Wir betrachten daher im
Folgenden nur Formeln der Form ϕ = AL → Ψ. Durch die Implikation auf
oberster Ebene wird die Formel in zwei Teilformeln unterteilt. Die linke Seite
der Formel beschreibt dabei den Zustand, in dem sich das System aktuell
befindet. Die rechte Seite beschreibt zuku¨nftige Zusta¨nde, in denen sich das




Sei AP die Menge atomarer Propositionen von RCTL. Sei PROP die Menge von
RCTL-Propositionen u¨ber AP . Die Links-U¨bersetzung ist eine Funktion
TransL : PROP → RCTL − Netze. Ihre Definition folgt den in den Tabellen
5.1 und 5.2 angegebenenx Regeln.
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U¨bersetzungsregeln der Linken Seite
Tabelle 5.1 veranschaulicht unsere U¨bersetzungsregeln fu¨r die atomaren Pro-
positionen (aL ∈ AP ). Sei im Folgenden ∼∈ {<,>,≤,≥,=, 6=}.
Tabelle 5.1: TransL(aL)
Atomare Proposition RCTL-Netz
1 aL = p1.te1
2 aL = p1.te1 ∧ (te1 ∼ te)
3 aL = p1.te1∧p2.te2∧(te1 ∼ te2)
Tabelle 5.2 veranschaulicht unsere U¨bersetzungsregeln fu¨r die RCTL-Pro-
positionen (AL ∈ PROP ).
Tabelle 5.2: TransL(AL)
AL RCTL-Netz
4 AL = aL
Fortsetzung auf der na¨chsten Seite
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Tabelle 5.2 – Fortsetzung der vorherigen Seite
AL RCTL-
Netz




Um die Korrektheit unserer U¨bersetzungsregeln zu beweisen, beno¨tigen wir die
folgenden Definitionen.
Definition 5.10 (Links-Initiale Markierung).
Sei AL ∈ PROP eine RCTL-Proposition und sei TransL(AL) das aus der Links-
U¨bersetzung von AL resultierende RCTL-Netz.
Eine links-initiale Markierung von TransL(AL), die mit M
TransL(AL)
0
bezeichnet wird, ist wie folgt definiert.
1. Jeder Platz mit einem leeren Vorbereich ist mit exakt einem Term mar-
kiert.
2. Alle anderen Pla¨tze sind unmarkiert.
Lemma 5.11.
Sei AL ∈ PROP eine RCTL-Proposition und sei TransL(AL) das aus der Links-
U¨bersetzung von AL resultierende RCTL-Netz.
Dann besitzt TransL(AL) genau einen Platz mit einem leeren Nachbereich
Im Folgenden nennen wir diesen Platz Finalplatz von TransL(AL).
Beweis.
Trivialer Weise folgt die Beobachtung, dass TransL(AL) genau einen Finalplatz
besitzt, direkt aus den U¨bersetzungsregeln (Regeln 1-5 in Tab. 5.1 und Tab.
5.2).
Definition 5.12 (Links-Finale Markierung).
Sei AL ∈ PROP eine RCTL-Proposition und sei TransL(AL) das aus der Links-
U¨bersetzung von AL resultierende RCTL-Netz.
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Eine links-finale Markierung von TransL(AL) M
TransL(AL)
Ω ist wie folgt
definiert.
1. Der Finalplatz ist mit genau einem Term markiert.
2. Alle anderen Pla¨tze sind unmarkiert.
Theorem 5.13.
Sei AL ∈ PROP eine RCTL-Proposition. Sei TransL(AL) das aus der Links-





AL ist gu¨ltig in M
TransL(AL)
0 genau dann, wenn
eine links-finale Markierung M
TransL(AL)





Die Aussage, dass eine Markierung MΩ von einer Markierung M0 aus immer
erreichbar ist, bedeutet, dass MΩ fu¨r jede denkbare Belegung in M0 und jeden
potentiellen Ausfu¨hrungsverlauf erreichbar ist.
Beweis.
Sei AP die Menge atomarer Propositionen von RCTL. Sei AL ∈ PROP eine
RCTL-Proposition u¨berAP und sei TransL(AL) das aus der Links-U¨bersetzung




Der Beweis erfolgt mittels struktureller Induktion u¨ber den Aufbau der
Formeln AL. Dies beinhaltet:




0 ) |= aL ⇔ eine links-finale MarkierungMTransL(aL)Ω
von TransL(aL) ist immer erreichbar.
Induktionsvoraussetzung: Fu¨r alle AL gilt:
(TransL(AL),M
TransL(AL)
0 ) |= AL ⇔ eine links-finale MarkierungMTransL(AL)Ω
von TransL(AL) ist immer erreichbar.
Induktionsschritt:
Fu¨r AL = A
1






0 ) |= A1L ∧ A2L ⇔ eine links-finale Mar-
kierung M
TransL(A1L∧A2L)
Ω von TransL(AL) ist immer erreichbar.
Induktionsanfang
Fall 1: aL = p1.te1
Sei M
TransL(aL)
0 = (te1, ϑ). Entsprechend der U¨bersetzungsregel 1 (Tab.
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5.1) und der Definition 4.7, hat der symbolische Erreichbarkeitsgraph von
TransL(aL) die folgende Struktur:
SRGTransL(aL)(M
TransL(aL)
0 ) = {
{(te1, ϑ), (ϑ, te1)},
{((te1, ϑ), (ϑ, te1))},
(te1, ϑ),
l((te1, ϑ), (ϑ, te1)) = (t, τ, TRUE)}
⇒: Angenommen, dass (TransL(aL),MTransL(aL)0 ) |= aL gilt. Dann kann
die τ -Transition schalten. Dies fu¨hrt zu einer links-finalen Markierung
M
TransL(aL)
Ω = (ϑ, te1). Da der SRG nur einen Pfad aufweist, ist eine
linke-finale Markierung immer erreichbar.
⇐: Angenommen, die links-finale Markierung ist immer erreichbar. Da-
zu muss die τ−Transition geschaltet haben. Das kann nur der Fall sein,
wenn TransL(aL) initial mit M
TransL(aL)
0 = (te1, ϑ) markiert ist.




Fall 2: aL = p1.te1 ∧ (te1 ∼ te)
Sei M
TransL(aL)
0 = (te1, ϑ).
Entsprechend der U¨bersetzungsregel 2 (Tab. 5.1) und der Definition 4.7,




0 ) = {
{(te1, ϑ), (ϑ, te1)},
{((te1, ϑ), (ϑ, te1))},
(te1, ϑ),
l((te1, ϑ), (ϑ, te1)) = (t, τ, {(te1 ∼ te)})}
⇒: Angenommen, (TransL(aL),MTransL(aL)0 ) |= aL gilt, was auch bein-
haltet, dass der Guard (te1 ∼ te) zu TRUE ausgewertet wird. In die-
sem Fall schaltet die τ -Transition, was zu einer links-finalen Markierung
M
TransL(aL)
Ω = (ϑ, te1) fu¨hrt. Da der SRG nur einen Pfad aufweist, ist
eine links-finale Markierung immer erreichbar ist.
⇐: Angenommen, die links-finale Markierung ist immer erreichbar. Das
bedeutet, die τ−Transition hat geschaltet. Dies kann nur der Fall sein,
wenn der Guard zu TRUE ausgewertet wird und TransL(aL) initial mit
M
TransL(aL)
0 = (te1, ϑ). markiert ist.
Somit ist aL in TransL(aL) gu¨ltig fu¨r die links-initiale MarkierungM
TransL(aL)
0 .
Fall 3: aL = p1.te1 ∧ p2.te2 ∧ (te1 ∼ te2)
Entsprechend der U¨bersetzungsregel 3 (Tab. 5.1) und der Definition 4.7,
hat der symbolische Erreichbarkeitsgraph von TransL(aL) die folgende
Struktur:
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SRGTransL(aL)(M
TransL(aL)
0 ) = {
{(te1, te2, ϑ), (ϑ, ϑ, (te1, te2))},
{((te1, te2, ϑ), (ϑ, ϑ, (te1, te2)))},
(te1, te2, ϑ),
l((te1, te2, ϑ), (ϑ, ϑ, (te1, te2))) = (t, τ, {(te1 ∼ te2)})}
⇒: Angenommen (TransL(aL),MTransL(aL)0 ) |= aL gilt was auch bein-
haltet, dass der Guard (te1 ∼ te2) zu TRUE ausgewertet wird. In die-
sem Fall schaltet die τ -Transition, was zu einer links-finalen Markierung
M
TransL(aL)
Ω = (ϑ, ϑ, (te1, te2)) fu¨hrt. Da der SRG nur einen Pfad aufweist,
ist eine links-finale Markierung immer erreichbar ist.
⇐: Angenommen, die links-finale Markierung ist immer erreichbar. Das
bedeutet, die τ−Transition hat geschaltet. Dies kann nur der Fall sein,
wenn der Guard zu TRUE ausgewertet wird und TransL(aL) initial mit
M
TransL(aL)
0 = (te1, te2, ϑ). markiert ist.
Somit ist aL in TransL(aL) gu¨ltig fu¨r die links-initiale MarkierungM
TransL(aL)
0 .
Resultat: Fu¨r die Basis-Fa¨lle gilt:
(TransL(aL),M
TransL(aL)
0 ) |= aL ⇔ eine links-finale Markierung
M
TransL(aL)





⇒: Angenommen, (TransL(A1L ∧ A2L),MTransL(A
1
L∧A2L)
0 ) |= A1L ∧ A2L gilt.
Entsprechend der U¨bersetzungsregel 10 (Tab. 5.2) und der Induktions-
voraussetzung, sind die beiden internen Pla¨tze mit genau einem Term
markiert. In diesem Zustand kann die τ−Transition schalten und somit






⇐: Angenommen, die links-finale Markierung ist immer erreichbar. Ent-
sprechend der U¨bersetzungsregel 10 (Tab. 5.2), bedeutet das, die τ−Tran-
sition hat geschaltet. Dies kann nur der Fall sein, wenn die zwei internen






0 ) |= A1L und (TransL(A2L),MTransL(A
2
L)







0 ) |= A1L ∧ A2L.
Resultat: Fu¨r AL = A
1
L ∧ A2L gilt:
(TransL(AL),M
TransL(AL)
0 ) |= AL ⇔ eine links-finale Markierung
M
TransL(AL)
Ω von TransL(AL) ist immer erreichbar.
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5.2.2 Rechts-U¨bersetzung
Definition 5.15 (Rechts-U¨bersetzung).
Sei AP die Menge atomarer Propositionen von RCTL. Sei PROP die Menge
von RCTL-Propositionen u¨ber AP und sei RIGHT die Menge rechter-RCTL-
Formeln u¨ber PROP. Die Rechts-U¨bersetzung ist eine Funktion TransR :
PROP ∪ RIGHT → RCTL − Netze. Ihre Definition folgt den, in den Tabellen
5.3, 5.4 und 5.5 angegebenen, Regeln.
U¨bersetzungsregeln der Rechten Seite
Tabelle 5.3 definiert die U¨bersetzung atomarer Propositionen der rechten Seite
(aR ∈ AP ). Sei im Folgenden ∼∈ {<,>,≤,≥,=, 6=}.
Tabelle 5.3: TransR(aR)
Atomare Proposition RCTL-Netz
6 aR = p1.te1
7 aR = p1.te1 ∧ (te1 ∼ te)
8 aR = p1.te1∧p2.te2∧(te1 ∼ te2)
Tabelle 5.5 definiert die U¨bersetzung von RCTL-Propositionen der rechten
Seite (AR ∈ PROP).
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Tabelle 5.4: TransR(AR)
AR RCTL-Netz
9 AR = aR
10 AR = A
1
R ∧ A2R
Tabelle 5.4 definiert die U¨bersetzung rechter-RCTL-Formeln u¨ber PROP
der rechten Seite (Ψ ∈ RIGHT). Sei im folgenden k ∈K := {AX,EX,AF,EF,AG,EG}.
Tabelle 5.5: TransR(Ψ)
Ψ RCTL-Netz
11 Ψ = k AR
12 Ψ = k Ψ′
Fortsetzung auf der na¨chsten Seite
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Tabelle 5.5 – Fortsetzung der vorherigen Seite
Ψ RCTL-
Netz
13 Ψ = Ψ1 ∧Ψ2
Korrektheit
Um die Korrektheit unserer Transformation zu beweisen, beno¨tigen wir die
folgenden Definitionen.
Lemma 5.16.
Sei Ψ ∈ RIGHT eine rechte-RCTL-Formel und sei TransR(Ψ) das aus der
Rechts-U¨bersetzung von Ψ resultierende RCTL-Netz.
Dann besitzt TransR(Ψ) genau einen Platz mit leerem Vorbereich. Diesen
bezeichnen wir im Folgenden als Initialplatz von TransR(Ψ).
Beweis.
Trivialer Weise folgt die Beobachtung, dass TransR(Ψ) genau einen Initialplatz
besitzt, aus den U¨bersetzungsregeln (Regeln 6-13, die in den Tabellen 5.3, 5.4
und 5.5 definiert sind).
Definition 5.17 (Rechts-Initiale Markierung).
Sei Ψ ∈ RIGHT eine rechte-RCTL-Formel und sei TransR(Ψ) das aus der
Rechts-U¨bersetzung von Ψ resultierende RCTL-Netz.




1. Der Initialplatz ist mit genau einem Term markiert.
2. Alle anderen Pla¨tze sind unmarkiert.
Definition 5.18 (Rechts-Finale Markierung).
Sei Ψ ∈ RIGHT eine rechte-RCTL-Formel und sei TransR(Ψ) das aus der
Rechts-U¨bersetzung von Ψ resultierende RCTL-Netz.
Eine rechts-finale Markierung von TransR(Ψ) M
TransR(Ψ)
Ω ist wie folgt
definiert.
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1. Jeder Platz mit einem leeren Nachbereich ist mit genau einem Term mar-
kiert.
2. Alle anderen Pla¨tze sind unmarkiert.
Theorem 5.19.
Sei AP die Menge atomarer Propositionen von RCTL und sei AR ∈ PROP eine
RCTL-Proposition u¨ber AP . Sei TransR(AR) das aus der Rechts-U¨bersetzung
von AR resultierende RCTL-Netz.
Dann gilt:
AR ist gu¨ltig in M
TransR(AR)
Ω genau dann, wenn





Sei AP die Menge atomarer Propositionen von RCTL und sei AR ∈ PROP eine
RCTL-Proposition u¨ber AP . Sei TransR(AR) das aus der Rechts-U¨bersetzung
von AR resultierende RCTL-Netz.
Der Beweis erfolgt durch strukturelle Induktion u¨ber den Aufbau der For-
meln AR. Dies beinhaltet:
Induktionsanfang:
Wenn AR eine atomare Proposition ist, also AR = aR, dann gilt:
(TransR(aR),M
TransR(aR)
Ω ) |= aR ⇔





Fu¨r alle AR gilt:
(TransR(AR),M
TransR(AR)
Ω ) |= AR ⇔





Fu¨r AR = A
1






Ω ) |= A1R ∧ A2R ⇔
TransR(A
1






Fall 1: aR = p1.te1
⇒: Gelte (TransR(aR),MTransR(aR)Ω ) |= aR. Entsprechend der U¨berset-
zungsregel 6 (Tab. 5.3), bedeutet dies, dass die τ -Transition geschaltet
hat. Das kann nur der Fall sein, wenn der Platz Intern initial mit genau
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einem Term markiert war. Das bedeutet, TransR(aR) ist zu diesem Zeit-
punkt initial mit einer rechts-initialen Markierung M
TransR(aR)
0 markiert.
⇐: Angenommen TransR(aR) ist initial mit einer rechts-initialen Mar-
kierung M
TransR(aR)
0 markiert. In diesem Fall schaltet die τ− Transiti-
on und Platz p1 ist mit genau einem Term te1 markiert. Das bedeutet,






Ω ) |= aR.
Fall 2: aR = p1.te1 ∧ (te1 ∼ te)
⇒: Gelte (TransR(aR),MTransR(aR)Ω ) |= aR. Entsprechend der U¨berset-
zungsregel 7 (Tab. 5.3), bedeutet dies, dass die τ -Transition geschaltet
hat und eine Relation te1 ∼ te gespeichert wurde. Das kann nur der
Fall sein, wenn der Platz Intern initial mit genau einem Term markiert




⇐: Angenommen TransR(aR) ist initial mit einer rechts-initialen Mar-
kierung M
TransR(aR)
0 markiert. In diesem Fall schaltet die τ− Transition
und Platz p1 ist mit genau einem Term te1 markiert. Dabei wird eine
Relation {te1 ∼ te} gespeichert, die die Menge der mo¨glichen Interpre-
tationen einschra¨nkt, denn es sind nur solche Interpretationen erlaubt,
die die Relation erfu¨llen. Das bedeutet, TransR(aR) ist mit einer rechts-
finalen Markierung M
TransR(aR)
Ω markiert und es gilt:
(TransR(aR),M
TransR(aR)
Ω ) |= aR.
Fall 3: aR = p1.te1 ∧ p2.te2 ∧ (te1 ∼ te2)
⇒: Gelte TransR(aR) |=MTransR(aR)Ω aR. Entsprechend der U¨bersetzungsre-
gel 8 (Tab. 5.3), bedeutet dies, dass die τ -Transition geschaltet hat und
eine Relation te1 ∼ te2 gespeichert wurde. Das kann nur der Fall sein,
wenn der Platz Intern initial mit genau einem Term markiert war. Das




⇐: Angenommen TransR(aR) ist initial mit einer rechts-initialen Mar-
kierung M
TransR(aR)
0 markiert. In diesem Fall schaltet die τ− Transition
und die Pla¨tze p1 und p2 sind mit genau einem Term te1 und te2 mar-
kiert. Dabei wird eine Relation {te1 ∼ te2} gespeichert, die die Menge der
mo¨glichen Interpretationen einschra¨nkt, denn es sind nur solche Interpre-
tationen erlaubt, die die Relation erfu¨llen. Das bedeutet, TransR(aR) ist
mit einer rechts-finalen Markierung M
TransR(aR)
Ω markiert und es gilt:
(TransR(aR),M
TransR(aR)
Ω ) |= aR.
Resultat: Fu¨r die Basis-Fa¨lle gilt:
(TransR(aR),M
TransR(aR)
Ω ) |= aR ⇔









⇒: Gelte (TransR(A1R ∧A2R),MTransR(A
1
R∧A2R)
Ω ) |= A1R ∧A2R. Entsprechend
















A2R. Aus der Induktionsvoraussetzung folgt,
dass beide internen Pla¨tze irgendwann mit genau einem Term markiert
sind. Dies kann nur der Fall sein, wenn die τ−Transition geschaltet hat.
Dazu muss Trans(A1R ∧A2R) initial mit einer rechts-initialen Markierung
markiert sein.
⇐: Angenommen, TransR(A1R ∧ A2R) ist initial mit einer rechts-initialen
Markierung M
TransR(A1R∧A2R)
0 markiert. Entsprechend der U¨bersetzungsre-
gel 10 (Tab. 5.4), schaltet die τ−Transition und jeder interne Platz ist
mit genau einem Term markiert. Diese Markierung ist eine rechts-initiale
Markierung fu¨r Trans(A1R) und Trans(A
2
R). Aus der Induktionsvoraus-

























Ω ) |= A1R ∧ A2R
Resultat: Fu¨r AR = A
1






Ω ) |= A1R ∧ A2R ⇔
TransR(A
1





Sei AP die Menge atomarer Propositionen von RCTL und sei PROP die Menge
von RCTL-Propositionen u¨ber AP . Sei Ψ ∈ RIGHT eine rechte-RCTL-Formel
u¨ber PROP. Sei TransR(Ψ) das aus der Rechts-U¨bersetzung von Ψ resultierende
RCTL-Netz.
Dann gilt:
Ψ ist in M
TransR(Ψ)
Ω gu¨ltig genau dann, wenn





Sei AP die Menge atomarer Propositionen von RCTL und sei PROP die Menge
von RCTL-Propositionen u¨ber AP . Sei Ψ ∈ RIGHT eine rechte-RCTL-Formel
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u¨ber PROP. Sei TransR(Ψ) das aus der Rechts-U¨bersetzung von Ψ resultierende
RCTL-Netz. Sei k ∈ K := {AX,EX,AF,EF,AG,EG} ein temporaler-Pfad
Operator.
Der Beweis erfolgt mittels struktureller Induktion u¨ber den Aufbau der
Formeln Ψ. Die beinhaltet:
Induktionsvoraussetzung: Fu¨r Ψ = k AR gilt:
(TransR(k AR),M
TransR(k AR)
Ω ) |= k AR ⇔ TransR(k AR) ist initial mit
einer rechts-initialen Markierung M
TransR(k AR)
0 markiert
Induktionsvoraussetzung: Fu¨r alle Ψ gilt:
(TransR(Ψ),M
TransR(Ψ)









Ω ) |= k Ψ′ ⇔
TransR(k Ψ
′) ist initial mit einer rechts-initialen MarkierungMTransR(k Ψ
′)
0
ii) Fu¨r Ψ = Ψ1 ∧Ψ2 gilt:
(TransR(Ψ
1 ∧Ψ2),MTransR(Ψ1∧Ψ2)Ω ) |= Ψ1 ∧Ψ2 ⇔
TransR(Ψ





⇒: Gelte (TransR(k AR),MTransR(k A
′
R)
Ω ) |= k AR. Entsprechend der U¨ber-
setzungsregel 11 (Tab. 5.5), ist M
TransR(k AR)
Ω eine rechts-finale Markierung von
TransR(AR). In diesem Fall folgt aus Theorem 5.19, dass der interne Platz
irgendwann mit genau einem Term markiert ist. Dies ist eine rechts-initiale
Markierung von TransR(AR). Damit dies eintreten kann, muss die k- Transiti-
on geschaltet haben. Dazu muss der Initialplatz initial mit genau einem Term




⇐: Angenommen, TransR(k AR) ist initial mit einer rechts-initialen Mar-
kierung M
TransR(k AR)
0 markiert. Entsprechend der U¨bersetzungsregel 11 (Tab.
5.5) schaltet die k−Transition und der interne Platz wird mit genau einem
Term belegt. Da diese Markierung eine rechts-initiale Markierung von TransR(AR)
ist, folgt aus Theorem 5.19, dass eine rechts-finale Markierung M
TransR(AR)
Ω im-
mer erreicht wird und (TransR(AR),M
TransR(AR)
Ω ) |= AR gilt.
Konsequenter Weise ist TransR(k AR) mit einer rechts-finalen Markierung
M
TransR(k AR)
Ω markiert und es gilt:
(TransR(k AR),M
TransR(k AR)
Ω ) |= k AR.
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Induktionsschritt
i) Ψ = k Ψ′
⇒: Gelte (TransR(k Ψ′),MTransR(k Ψ
′)
Ω ) |= k Ψ′. Entsprechend der U¨ber-
setzungsregel 12 (Tab. 5.5), ist M
TransR(k Ψ′)
Ω eine rechts-finale Markierung
von TransR(Ψ
′). In diesem Fall folgt aus Induktionsvoraussetzung, dass
der interne Platz irgendwann mit genau einem Term markiert ist. Dies
ist eine rechts-initiale Markierung von TransR(Ψ
′). Damit dies eintreten
kann, muss die k- Transition geschaltet haben. Dazu muss der Initialplatz
initial mit genau einem Term markiert sein. Somit gilt: TransR(k Ψ
′) ist
initial mit einer rechts-initialen Markierung M
TransR(k Ψ′)
0 markiert.
⇐: Angenommen, TransR(k Ψ′) ist initial mit einer rechts-initialen Mar-
kierung M
TransR(k Ψ′)
0 markiert. Entsprechend der U¨bersetzungsregel 12
(Tab. 5.5) schaltet die k−Transition und der interne Platz wird mit ge-
nau einem Term belegt. Da diese Markierung eine rechts-initiale Mar-
kierung von TransR(Ψ
′) ist, folgt aus der Induktionsvoraussetzung, dass
eine rechts-finale Markierung M
TransR(Ψ′)




Ω ) |= Ψ′ gilt.
Konsequenter Weise ist TransR(k Ψ
′) mit einer rechts-finalen Markierung
M
TransR(k Ψ′)




Ω ) |= k Ψ′.
ii) Ψ = Ψ1 ∧Ψ2





Ψ1 ∧ Ψ2. Entsprechend der
U¨bersetzungsregel 13 (Tab. 5.5), ist M
TransR(Ψ1∧Ψ2)
Ω eine Kombination





2) je mit einer rechts-finalen Markierung mar-
kiert sind, so folgt aus der Induktionsvoraussetzung, dass die beiden in-
ternen Pla¨tze irgendwann mit exakt einem Term markiert waren. Das
bedeutet, die τ -Transition hat im Vorfeld geschaltet. Dies kann nur der
Fall sein, wenn der Initialplatz initial mit genau einem Term markiert
war. Somit ist TransR(Ψ




⇐: Angenommen TransR(Ψ1 ∧ Ψ2) ist initial mit einer rechts-initialen
Markierung M
TransR(Ψ1∧Ψ2)
0 markiert. Nach U¨bersetzungsregel 13 (Tab.
5.5) schaltet die τ−Transition und beide internen Pla¨tze sind daraufhin
mit genau einem Term markiert. Da diese Markierung je eine rechts-
initiale Markierung von TransR(Ψ
1) und von TransR(Ψ
2) ist, folgt aus
der Induktionsvoraussetzung, dass jeweils eine rechts-finale Markierung
erreichbar ist und dass gilt:








Ω ) |= Ψ2.
Das bedeutet, TransR(Ψ
1 ∧ Ψ2) ist mit einer rechts-finalen Markierung
M
TransR(Ψ1∧Ψ2)
Ω markiert und es gilt:
(TransR(Ψ
1 ∧Ψ2),MTransR(Ψ1∧Ψ2)Ω ) |= Ψ1 ∧Ψ2.
Resultat: Fu¨r Ψ = k Ψ′ und Ψ = Ψ1 ∧Ψ2 gilt:
(TransR(Ψ),M
TransR(Ψ)
Ω ) |= Ψ⇔




5.2.3 U¨bersetzung von RCTL - Formeln
Definition 5.21 (RCTL-U¨bersetzung).
Sei AP die Menge atomarer Propositionen von RCTL und sei Φ die Menge von
RCTL-Formeln u¨ber AP . Die RCTL-U¨bersetzung ist eine Funktion Trans :





14 ϕ = TRUE leeres RCTL-Netz
15 ϕ = AL → Ψ
Korrektheit
Theorem 5.22.
Sei ϕ ∈ Φ eine RCTL-Formel und sei Trans(ϕ) das aus der RCTL-U¨bersetzung
von ϕ resultierende RCTL-Netz.
Es gilt:
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Trans(ϕ) |= ϕ.
Beweis.
ϕ = TRUE :
Entsprechend der U¨bersetzungsregel 14 (Tab. 5.6), wird ein leeres RCTL-
Netz produziert, wenn ϕ = TRUE .
In diesem trivialen Fall ist offensichtlich, dass
Trans(ϕ) |= ϕ
gilt, da die Menge erreichbarer Markierungen von Trans(ϕ) leer ist.
ϕ = AL → Ψ:
Um zu beweisen, dass
Trans(AL → Ψ) |= AL → Ψ
gilt, mu¨ssen wir zeigen, dass folgendes gilt.
Trans(AL) |= AL impliziert Trans(Ψ) |= Ψ.
Das bedeutet, immer wenn Trans(AL) |= AL gilt, dann gilt auch Trans(Ψ) |=
Ψ.
Entsprechend der U¨bersetzungsregel 15 (Tab. 5.6) gilt:
Trans(ϕ) = TransL(AL) ⊗ˆ TransR(Ψ),
Hierbei verschmilzt der Operator ⊗ˆ den Finalplatz von TransL(AL) mit
dem Initialplatz von TransR(Ψ).
Angenommen TransL(AL) |= AL gilt. Dann folgt aus Theorem 5.13, dass
der Finalplatz von TransL(AL) irgendwann mit genau einem Term mar-
kiert ist. Da dieser Platz gleichzeitig der Initialplatz von TransR(Ψ) ist
und es sich hierbei um eine rechts-initiale Markierung von TransR(Ψ)
handelt, folgt aus Theorem 5.20, dass TransR(Ψ) |= Ψ gilt.
Somit gilt fu¨r ϕ = AL → Ψ:
Trans(ϕ) |= ϕ
Terminierung
Die U¨bersetzung erfolgt rekursiv. Der Algorithmus terminiert, wenn die
atomaren Propositionen u¨bersetzt werden. Fu¨r jedes Element der Formel wird
genau eine Regel genutzt. Somit ist der Aufwand des U¨bersetzungsprozesses
linear in der Anzahl der Elemente der Formel. Das bedeutet, fu¨r eine Formel
mit einer endlichen Menge an Elementen terminiert der U¨bersetzungsprozess .
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Beispiel
Um eine Intuition fu¨r den U¨bersetzungsprozess zu bekommen, betrachten
wir Beispiel 5.5.
Beispiel 5.5. (U¨bersetzung)
Angenommen wir wollen die folgende RCTL-Formel u¨bersetzen:
ϕ = s4.xa ∧ (p2.x ∧ p1.y)→ AF (AXp3.x′ ∧ AF (p5.z ∧ (z ≥ zero)))
Schritt 1:
Wende Regel 15 (Tab. 5.6) fu¨r :
AL = s4.xa ∧ (p2.x ∧ p1.y) und
Ψ = AF (AXp3.x
′ ∧ AF (p5.z ∧ (z ≥ zero))
Nϕ :
Schritt 2:
Wende Regel 5 (Tab. 5.2) an auf:
AL = A
1
L ∧ A2L mit
A1L = s4.xa und A
2
L = (p2.x ∧ p1.y)
Wende Regel 12 (Tab. 5.5) an auf:
Ψ = k Ψ′ mit
k = AF und Ψ′ = (AXp3.x′ ∧ AF (p5.z ∧ (z ≥ zero))
Nϕ :
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Schritt 3:
Wende Regel 4 (Tab. 5.2) an auf:
A1L = aL = s4.xa
Wende Regel 5 (Tab. 5.2) an auf
A2L = A
2,1
L ∧ A2,2L mit





Wende Regel 1 (Tab. 5.1) an auf:
aL = s4.xa
Wende Regel 13 (Tab. 5.5) an auf :
Ψ′ = Ψ′1 ∧Ψ′2 mit
Ψ′1 = AXp3.x
′ und Ψ′2 = AF (p5.z ∧ (z ≥ zero))
Nϕ :
...




Bei der Definition der U¨bersetzungsregeln haben wir uns auf eine breite und
allgemein gu¨ltige Anwendbarkeit konzentriert. Aus diesem Grund werden an
einigen Stellen gro¨ßere Netze als notwendig erzeugt. Es existieren daher Opti-
mierungsmo¨glichkeiten, die die Komplexita¨t einiger Netze verringern ko¨nnen.
Die Optimierungen ko¨nnen dabei zum einen wa¨hrend der U¨bersetzung und
zum anderen im Nachhinein durchgefu¨hrt werden.
Optimierung wa¨hrend der U¨bersetzung
Das Ziel der Optimierung wa¨hrend der U¨bersetzung ist es, die Konstruktion
unno¨tiger τ -Transitionen und interner Pla¨tze soweit wie mo¨glich zu vermeiden.
Dafu¨r nutzen wir Zusammenha¨nge zwischen den temporalen-Pfad Operatoren.
Denn fu¨r k1, k2 ∈ {AG,AX} gilt basierend auf Definition 2.68:
k1 = k2 =⇒ k1(Ψ1 ∧Ψ2) = k1Ψ1 ∧ k2Ψ2.
Dies kann genutzt werden, um k1(Ψ1∧Ψ2) durch (k1Ψ1∧k1Ψ2) zu ersetzen
und damit die Anzahl der konstruierten Pla¨tze zu reduzieren. Das erho¨ht die
U¨bersichtlichkeit.
Optimierung nach der U¨bersetzung
Das Ziel bei der Optimierung nach durchgefu¨hrter U¨bersetzung besteht darin,
unno¨tige τ -Transitionen zu entfernen. Eine τ -Transition ist unno¨tig, wenn sie
direkt vor oder nach einer Transition auftritt, die mit einem temporalen Pfad-
Operator gelabelt ist, und diese Transition genau einen Platz im Vor- oder
Nachbereich aufweist. In diesem Fall kann die τ -Transition entfernt werden.
Dies wird mit Hilfe von Algorithmus 5 auf Seite 111 realisiert.
Die Hauptidee dieses Algorithmus’ ist die Entfernung von τ -Transitionen
durch Umbiegen von Kanten, die mit internen Pla¨tzen verbunden sind. Da-
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Algorithmus 5 : Optimierung - Entfernung von τ -Transitionen
Eingabe : Das zu optimierende RCTL-Netz N
Ausgabe : Optimiertes RCTL-Netz
1 for alle τ -Transitionen t, die mit genau einem internen Platz p
verbunden, also fu¨r die (t, p) ∈ FN gilt, und p nur eine eingehende
Kante besitzt do
2 % umbiegen von Kanten und lo¨schen der unno¨tigen
τ-Transitionen
3 for alle p′ ∈ •t do
4 % bei Verzweigungen, die in dem internen Platz
beginnen
5 for alle t′ mit (p, t′) ∈ FN do
6 fu¨ge (p′, t′) mit der Kantenbeschriftung von (p′, t) zu FN
hinzu
7 fu¨ge den Guard von t zu t′ hinzu
8 entferne (p′, t) und (p, t′) aus N
9 entferne t, p und (p, t) aus N
10 for alle internen Pla¨tze p, die mit genau einer τ -Transition t verbunden
sind, also fu¨r die (p, t) ∈ FN gilt, und fu¨r die t nur einen eingehende
Kante besitzt do
11 %umbiegen von Kanten und lo¨schen der unno¨tigen
τ-Transitionen
12 for alle t′ mit (t′, p) ∈ FN do
13 % bei Verzweigungen, die in der τ-Transition beginnen
14 for alle p′ mit (t, p′) ∈ FN do
15 fu¨ge (t′, p′) mit Kantenbeschriftung von (t, p′) zu FN hinzu
16 fu¨ge Guard von t zu t′ hinzu
17 entferne (t′, p) und (t, p′) aus N
18 entferne t, p und (p, t) aus N
19 return N
bei betrachten wir zwei Fa¨lle. Im ersten Fall (Zeile 1-9 in Alg. 5) werden
alle auftretenden Verbindungen von τ -Transitionen mit einem internen Platz
behandelt. Hierbei werden die Input-Pla¨tze p′ einer τ -Transition t mit allen
Output-Transitionen t′ des internen Platzes p verbunden.
Der zweite Fall ist ab Zeile 9 in Alg. 5 dargestellt. Im zweiten Fall (Zeile
10-18 in Alg. 5) betrachten wir jeden internen Platz p i der mit genau einer
τ -Transition verbunden ist. Fu¨r diesen werden alle Input-Transitionen t′ des
internen Platzes mit den Output-Pla¨tzen der τ -Transition verbunden.
In beiden Fa¨llen werden die behandelten τ -Transitionen und internen Pla¨t-
ze aus dem RCTL-Netz N entfernt, bevor es zuru¨ckgegeben wird.
Dieses Vorgehen veranschaulicht das folgenden Beispiel.
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Beispiel 5.6. (Fortsetzung von Beispiel 5.5 von Seite 108)
Als kurze Erinnerung zeigen wir im folgenden noch einmal das RCTL-
Netz, das aus der U¨bersetzung in Beispiel 5.5 von Seite 108 resultierte.
Nϕ :
Auf dieses Netz ko¨nnen wir die Optimierung nach der U¨bersetzung (Alg.
5) anwenden. Die fu¨hrt zu dem folgenden, verkleinerten Netz.
N ′ϕ :
Wir haben die U¨bersetzung und die Optimierung implementiert und auf un-
ser laufendes Beispiel angewandt. Das folgende Beispiel zeigt die automatisch
erzeugten RCTL-Netze zweier Formeln.
Beispiel 5.7. (Laufendes Beispiel)
Gegeben seien die beiden Formeln:
ϕ1 = p1.n ∧ p3.x2 ∧ (n ≥ x2)→ AF (p5.f(n, x2))
ϕ2 = s1.xa → AF (s4.xa)
Die Anwendung unserer U¨bersetzungsfunktion fu¨hrt zu den folgen-
den zwei RCTL-Netzen. Die Grafiken wurden hierbei mit Dot(Graphviz)
[GKN15] erzeugt.
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Trans(ϕ1) :
Trans(ϕ2) :
5.3 Zuru¨ckfu¨hrung auf ein APN
Da das Hauptziel unseres Ansatzes die automatische Synthese eines Controllers
ist, der die korrekte Interoperabilita¨t zwei gegebener Services gewa¨hrleistet,
sollten der Controller und die Services mit dem selben Formalismus dargestellt
werden. Aus diesem Grund stellen wir in Abschnitt 5.3.1 einen Algorithmus
vor, mit dessen Hilfe wir ein gegebenes RCTL-Netz auf ein APN zuru¨ckfu¨hren
ko¨nnen. Anschließend diskutieren wir dessen Korrektheit.
5.3.1 Zuru¨ckfu¨hrung eines RCTL-Netzes auf ein APN
Bei der Zuru¨ckfu¨hrung eines RCTL-Netzes C auf ein APN C ′ mu¨ssen wir sicher
stellen, dass das Verhalten von C durch C ′ simuliert werden kann. Da in den
Labels der Transitionen ein spezielles Verhalten kodiert ist, genu¨gt es hierbei
nicht, nur die Label zu streichen.
Algorithmus 6 : RCTLN2APN(C)
Eingabe : RCTL-Netz C
Ausgabe : APN C ′, das das Verhalten von C simuliert
1 C ′ = C
2 for alle Transitionen t ∈ C mit Label L(t) = AG oder L(t) = EG do
3 C ′ = EntferneLabelAGundEG(C) %Alg.7
4 for alle Transitionen t ∈ C mit Label L(t) = AX oder L(t) = EX do
5 C ′ = EntferneLabelAXundEX(C ′) %Alg.9
6 for alle Transitionen t ∈ C mit Label L(t) = AF oder L(t) = EF do
7 C ′ = EntferneLabelAFundEF(C ′) %Alg.10
8 return C ′
Unterschiedliche Arten von Labels werden auf unterschiedliche Weise ent-
fernt. Wie in Algorithmus 6 dargestellt ist, beginnen wir den Prozess mit der
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Entfernung der Label AG und EG, da diese die restriktivsten sind. Anschlie-
ßend werden die Label AX und EX behandelt. Zum Schluss entfernen wir
noch die Label AF und EF . In den folgenden Unterabschnitten stellen wir die
einzelnen Algorithmen detaillierter vor.
Entfernung der Labels AG und EG
Bevor wir unseren Algorithmus zur Entfernung der Labels AG und EG vorstel-
len, geben wir eine Intuition fu¨r die zu Grunde liegende Idee mittels folgenden
Beispiels.
Beispiel 5.8.
Gegeben sei des folgende RCTL-Netz.
C :
Die Entfernung der Labels AG bzw. EG ist eher eine Substitution der
temporalen Pfad-Operatoren. Diese Labels werden in den Transitionen zu-
na¨chst durch AX bzw. EX ersetzt. Danach werden alle Labels der Tran-
sitionen aktualisiert, die in unserem Beispiel mit p2 verbunden sind. Wenn
es sich bei dem originalen Label um AG handelt, so werden alle Pfad-
Operatoren in den verbundenen Transitionen durch A substituiert. Somit
wird aus dem Label EX das Label AX. Zusa¨tzlich werden die Vorkommen
der temporalen Operatoren F durch X ersetzt. Dadurch wird aus dem
Label AF das Label AX. Abschließend werden neue Kanten von den ange-
passten Transitionen zu p2 erzeugt. Dies fu¨hrt zu dem folgenden Netz C
′,
das das Verhalten von C simuliert.
C ′ :
Der folgende Algorithmus fasst dieses Vorgehen zusammen.
Die Labels werden wie folgt angepasst.
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Algorithmus 7 : EntferneLabelsAGundEG
Eingabe : RCTL-Netz C
Ausgabe : RCTL-Netz C ′, das das Verhalten von C simuliert ohne
Labels AG und EG .
1 C ′ = kopiere(C)
2 for alle Transitionen t mit Label (L) AG oder EG do
3 if L(t) = AG then
4 substituiere Label von t durch AX
5 else
6 substituiere Label von t durch EX
7 for alle p ∈ t• do
8 for alle Transitionen t′ mit (p, t′) ∈ FC do
9 anpassenDerLabels(t′, L(t)) % wende Algorithm 8 an
10 fu¨ge (t′, p) zu FC
′
hinzu % falls (t′, p) /∈ FC′
11 fu¨ge entsprechende Kantenbeschriftung hinzu
12 return C ′
Algorithmus 8 : anpassenDerLabels(t,l)
Eingabe : Transition t′, dessen Label angepasst werden soll,
Label l, das als Referenz-Label dient.
Ausgabe : RCTL-Netz C ′ mit angepassten Labels.
1 C ′ ← globaler Zugriff auf das Netz
2 if l = AG then
3 if L(t) = Ek mit k ∈ {X,F,G} then
4 L(t) = Ak
5 if L(t) = oF mit o ∈ {A,E} then
6 L(t) = oX
7 for all p′ ∈ t• do
8 for alle t′′ mit (p′, t′′) ∈ FC′ do
9 anpassenDerLabels(t′′, l)
10 return C ′
Der Algorithmus 7 u¨berpru¨ft alle Transitionen hinsichtlich eines Labels AG
bzw. EG. Ein solches Label wird durch das Label AX (wenn das Originallabel
AG ist) bzw. EX (sonst) (Zeilen 3-6). Anschließend werden die Labels aller
nachfolgenden Transitionen durch die Anwendung von Algorithmus 8 ange-
passt.
Zusa¨tzlich werden neue Kanten mit Beschriftungen erzeugt und dem Netz
hinzugefu¨gt (Zeilen 8-13).
Das Basiskonzept des Label-Anpassunsalgorithmus’ (Alg. 8) ist eine Tie-
fensuche, bei der die Anpassungen stets stattfinden, bevor weiter in die Tiefe
gegangen wird. Der Algorithmus passt zuna¨chst die Pfad-Operatoren an, falls
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das Referenz-Label einen Allquantor aufweist (Zeilen 2-4). Im Anschluss daran
werden Transitionen hinsichtlich des temporalen Operators F analysiert. Wird
ein solcher gefunden, a¨ndert der Algorithmus ihn in den Operator X (Zeilen
5-6). Abschließend wird fu¨r alle Ausgangspla¨tze der betrachteten Transition
der Algorithmus (Alg. 8) rekursiv aufgerufen (Zeilen 10-12).
Da wir die Labels AG bzw. EG nur mit AX bzw. EX substituieren, sind
wir an diesem Punkt noch nicht fertig, sondern mu¨ssen die Behandlung dieser
Labels ebenfalls durchfu¨hren.
Entfernung der Labels AX und EX
Wenn wir die Labels AX und EX entfernen wollen, mu¨ssen wir sicher stellen,
dass alle mit X gelabelten, aktiven Transitionen zur selben Zeit schalten. Aus
diesem Grund markieren wir diese Transitionen und lo¨schen die Label. Dies
wird in Algorithmus 9 veranschaulicht.
Algorithmus 9 : EntferneLabelsAXundEX
Eingabe : RCTL-Netz C
Ausgabe : RCTL-Netz C ′, ohne AX und EX Labels
1 for alle Transitionen t mit Label (l) AX oder EX do
2 markiere Transition
3 lo¨sche Label aus t
4 return C ′
An dieser Stelle verzichten wir darauf einen expliziten Algorithmus zur
gleichzeitigen Ausfu¨hrung der markierten Transitionen zu pra¨sentieren. Die
Grundidee unserer Implementierung beruht darauf, dass wir fu¨r jede mo¨gli-
che Kombination der markierten Transitionen eine neue Transition erzeugen
und entsprechende Kanten erzeugen. Diese Idee wird in folgendem Beispiel
veranschaulicht.
Beispiel 5.9. (Entfernung der Labels AX und EX )
Angenommen das folgende Netz ist das Resultat von Algorithmus 9. Der
Algorithmus entfernt die Labels AX und EX und markiert die entspre-
chenden Transitionen (im Beispielnetz gru¨n dargestellt).
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C :
Im na¨chsten Schritt fu¨gen wir fu¨r jede Permutation der gru¨nen Tran-
sitionen eine neue Transition und die entsprechenden Kanten hinzu. Im
Beispiel wird demnach eine neue Transition t23 fu¨r die Kombination der
Transitionen t2 und t3 sowie eine neue Transition t24 fu¨r die Kombination
der Transitionen t2 und t4 erstellt und mit den entsprechenden Pla¨tzen
u¨ber Kanten verbunden. Es werden dabei auch Inhibitor-Kanten erzeugt
(beispielsweise von p1 zu t3 sowie p2 zu t2) um die Ausfu¨hrung der richtigen
Transition zu forcieren. Diese Kanten werden aber aufgrund der U¨bersicht-
lichkeit nicht mit dargestellt.
C ′ :
Die auf diese Weise konstruierten Transitionen repra¨sentieren die ge-
meinsame Ausfu¨hrung der markierten Transitionen.
Nachdem wir die Labels AG,EG,AX und EX entfernt haben, betrachten
wir nun die Labels AF und EF .
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Entfernung der Labels AF und EF
Um die Label AF und EF zu entfernen, mu¨ssen wir sicherstellen, dass die mar-
kierten Transitionen immer zuerst schalten, da diese eine ho¨here Priorita¨t auf-
weisen. Wie in Algorithmus 10 dargestellt ist, lo¨sen wir dieses Problem durch
die Hinzunahme von Inhibitor-Kanten ausgehend von allen Eingangspla¨tzen
der ho¨her priorisierten Transition. Eine solche Kante wird nicht erzeugt, wenn
der Eingangsplatz der ho¨her priorisierten Transition auch ein Eingangsplatz
von der AF/EF - Transition (t) ist. Zusa¨tzlich stellen wir sicher, dass t irgend-
wann schaltet. Dafu¨r analysieren wir die markierten Transitionen hinsichtlich
existierender Schleifen. Falls wir eine solche Schleife finden, forcieren wir eine
gemeinsame Ausfu¨hrung von t und der in die Schleife involvierten Transitionen
durch die Hinzunahme einer gemeinsamen Transition. Dies geschieht analog zu
dem in Beispiel 5.9 beschriebenen Vorgehen.
Algorithmus 10 : EntferneLabelsAFundEF
Eingabe : RCTL-Netz C, das aus Algorithmus 9 resultiert
Ausgabe : RCTL-Netz C ′ mit entfernten Labels.
1 for alle Transitionen t mit Label (l) AF oder EF do
2 for alle markierten Transitionen tgreen do
3 suche Schleifen
4 if Schleifen gefunden then
5 for alle in die Schleife involvierten Transitionen tloop do
6 behandle t als markierte Transition
7 fu¨ge neue Transition ttloop hinzu, die eine gemeinsame
Ausfu¨hrung von t und tloop forciert
8 else
9 for alle p ∈ •tgreen∧!p ∈ •t do
10 fu¨ge Inhibitor-Kanten von tgreen zu t hinzu
11 entferne Label von t
12 return C ′
Das Ergebnis dieses Algorithmus’ ist in folgendem Beispiel dargestellt.
Beispiel 5.10. (Entfernung der Labels AF und EF )
Auf das in Beispiel 5.9 resultierende Netz C wenden wir nun Algorith-
mus 10 an und entfernen damit das Label AF .
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Die Transition t2 wurde ausgegraut , da ihr einziger Eingangsplatz auch
ein Eingangsplatz von t1 ist und somit dafu¨r keine Inhibitor-Kante hinzu-
gefu¨gt werden muss.
Zusammenfassung des Entfernungsschrittes
In diesem Abschnitt haben wir einen Algorithmus vorgestellt, der die Entfer-
nung der CTL-Label und somit die Zuru¨ckfu¨hrung eines RCTL-Netzes auf ein
APN erlaubt. Das bietet den großen Vorteil, dass wir existierende Tools zur
Repra¨sentation und Analyse der APNs nutzen ko¨nnen.
Der Algorithmus selbst differenziert zwischen der Art der Labels, da das
Verhalten erhalten bleiben muss, das in den Labels kodiert ist. Fu¨r jeden mo¨g-
lichen CTL-Operator haben wir einen eigenen Teilalgorithmus vorgestellt, der
die entsprechenden Charakteristiken behandelt.
Zu dem Zeitpunkt an dem wir die Labels lo¨schen, unterscheiden wir nicht
mehr zwischen den einzelnen Pfad-Operatoren, sondern behandeln alle als All-
quantoren. Dies ist zula¨ssig, da Allquantoren eine U¨berapproximation der Exis-
tenzquantoren sind.
Zusa¨tzlich dazu nutzen wir Inhibitor-Kanten um eine Art Ordnung auf den
Schaltsequenzen zu definieren. Damit ko¨nnen wir sicherstellen, dass zuna¨chst
die Transitionen schalten, die im RCTL-Netz nicht mit AF/EF gelabelt sind.
Weitere Mo¨glichkeiten, Transitionen zu priorisieren ohne den Formalismus zu
signifikant zu a¨ndern, sind derzeit nicht bekannt.
5.3.2 Korrektheit
Im Folgenden diskutieren wir die Korrektheit unseres Algorithmus’. Korrekt
bedeutet in unserem Sinne, dass eine Formel, die im RCTL-Netz gilt, auch in
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dem APN gilt, das aus unserem Algorithmus resultiert. Wir zeigen, dass das
folgende Theorem gilt.
Theorem 5.23.
Sei C ein RCTL-Netz und sei C ′ das APN, das aus der Anwendung von Al-
gorithmus 6 auf C resultiert. Sei ϕ ∈ Φ eine RCTL-Formel. Dann gilt:
(C |= ϕ) =⇒ (C ′ |= ϕ)
Beweis.
Angenommen ϕ ist gu¨ltig in C. Wenn wir zeigen wollen, dass in diesem Fall ϕ
auch gu¨ltig in C ′ ist, mu¨ssen wir zeigen, dass das Verhalten von C durch C ′
simuliert wird. Das bedeutet wir ko¨nnen fu¨r alle Transitionen t, die mit einem
temporalen Pfad-Operator in C gelabelt sind, zeigen, dass deren Semantik in
C ′ erhalten bleibt.
Im Folgenden diskutieren wir die verschiedenen Arten der Labels, die eine
Transition t aufweisen kann und zeigen damit, dass unser Algorithmus (Alg.
6) korrekt ist.
Labels AG/EG
Angenommen C besitzt ein Subnetz, in dem Pla¨tze pi, i ∈ {1, .., n} Eingangs-
Pla¨tze von t und qj, j ∈ {1, .., r} Ausgangs-Pla¨tze von t sind. Zudem sei L(t) =
AG. Wenn alle pi markiert sind, ist t aktiviert und muss im na¨chsten Schritt
schalten, da die Semantik von AG das erfordert. Nachdem t geschaltet hat,
mu¨ssen auf allen Pfaden alle qj markiert bleiben.
Wenn wir das Label von t entfernen, ko¨nnen drei Fehler auftauchen. Erstens
wa¨re es mo¨glich, dass ein Pfad existiert, auf dem nicht alle qj markiert sind.
Zweiten wa¨re es mo¨glich, dass es eine Transition gibt, die Marken von einem der
Ausgangs-Pla¨tze qj konsumiert ohne sie diesen erneut zu markieren. Drittens
ko¨nnte es passieren, dass t nicht im na¨chsten Schritt schaltet, da eine andere
Transition ebenfalls aktiviert ist und zuerst schaltet.
Der erste Fall kann nur dann eintreten, wenn eine der auf t folgenden Tran-
sitionen nicht sicherstellt, dass alle Pfade involviert sind. Wir behandeln diesen
Fall durch die Anpassung der Labels aller nachfolgenden Transitionen. Dies ge-
schieht durch unseren Algorithmus 8, der eine Tiefensuche darstellt und alle
Existenzquantoren durch Allquantoren ersetzt. Somit gilt, dass die Labels der
nachfolgenden Transitionen sicherstellen, dass die Markierung der qj auf allen
Pfaden gilt, da die Substitution mit dem Allquantor eine U¨berapproximation
darstellt.
Der zweite Fall kann eintreten, wenn eine Transition eine Marke von einem
Platz qj konsumiert, die eigentlich erhalten bleiben muss. Um dies zu handha-
ben, fu¨gen wir eine Ru¨ckwa¨rtskante von jeder Transition t′ fu¨r die (qj, t′) ∈ FC
zuru¨ck zu qj hinzu. Dadurch wird eine erneute Markierung von qj forciert,
sobald t′ schaltet.
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Da unser Algorithmus 7 das Label AG durch AX und EG durch EX
ersetzt, kann es nicht passieren, dass die Transition t nicht im na¨chsten Schritt
schaltet. Dies wird durch den Algorithmus 9 sichergestellt.
Labels AX/EX
Im Falle, dass eine aktive Transition mit AX oder EX gelabelt ist, mu¨ssen wir
sicherstellen, dass diese im na¨chsten Schritt schaltet und somit alle Ausgangs-
Pla¨tze der Transition markiert werden. Durch unseren Algorithmus werden die
Labels entfernt und die entsprechenden Transitionen markiert. Danach wird
fu¨r jede Permutation der markierten Transitionen eine neue produziert, die
eine gleichzeitige Ausfu¨hrung der in der Permutation involvierten Transitionen
ermo¨glicht. Somit stellen wir sicher, dass alle Ausgangs-Pla¨tze aller aktiven,
markierten Transitionen durch einen Schaltschritt markiert werden.
Es ist jedoch mo¨glich, dass es zusa¨tzlich eine aktive Transition gibt, die mit
AF oder EF gelabelt ist. Wenn eine dieser Transitionen vor einer AX/EX-
Transition schaltet, wu¨rde dies einen Widerspruch zur Semantik der AX/EX-
Label darstellen. Im Folgenden diskutieren wir, dass diese Situation nicht ein-
treten kann, da dieser Fall in Algorithmus 10 behandelt wird.
Labels AF/EF
Bis zu diesem Punkt haben wir die Korrektheit unseres Algorithmus’ hinsicht-
lich der Behandlung der Label AG/EG und AX/EX diskutiert. Es gibt jedoch
zwei Mo¨glichkeiten, die eintreten und dabei unseren Algorithmus inkorrekt
werden lassen ko¨nnen. Erstens ko¨nnte eine AF/EF -Transition schalten bevor
eine aktive Transition (die zuvor mal eine AX/EX-Transition war) schaltet.
Zweitens ko¨nnte es sein, dass eine AF/EF -Transition niemals schaltet.
Da wir Inhibitor-Kanten ausgehend von den Eingangs-Pla¨tzen der mar-
kierten Transitionen zu den AF/EF -Transitionen hinzufu¨gen, ko¨nnen die bei-
den Transitionsarten nicht gleichzeitig aktiviert sein. Genauer gesagt kann eine
AF/EF -Transition nicht schalten sobald eine AX/EX-Transition aktiviert ist.
Somit kann es nicht passieren, dass eine AF/EF -Transition schaltet, bevor es
eine aktivierte AX/EX-Transition tut.
Fu¨r den zweiten Fall sei angemerkt, dass eine AF/EF -Transition niemals
schalten kann, falls eine Schleife um eine markierte Transition existiert. Diese
Schleife wird durch unseren Algorithmus entdeckt und forciert dabei die Be-
handlung einer AF/EF -Transition als markierte (AX/EX-) Transition. Ent-
sprechend des AX/EX-Falles wird eine neue Transition erzeugt und hinzuge-
fu¨gt, die die gemeinsame Ausfu¨hrung der in die Schleife involvierten Transitio-
nen und der AF/EF -Transition sicherstellt. Dadurch kann es nicht passieren,
dass eine AF/EF -Transition niemals schaltet.
Zusammenfassung
Da bei den Teilalgorithmen die Semantik der Label des RCTL-Netzes C im









Um automatisiert einen Controller fu¨r Services mit Daten zu synthetisieren
und dabei spezifizierte Verhaltenseigenschaften sicherzustellen, haben wir einen
fu¨nfstufigen Ansatz entwickelt [BTGGB14, BTGB14, BTG14, BT14], der in
Abbildung 6.1 visualisiert ist.
Dieser Ansatz kombiniert das durch ein APN modellierte Service-Verhalten
mit den durch RCTL spezifizierten Verhaltenseigenschaften. Basierend auf die-
sen Eingaben, fu¨hren wir zuna¨chst die Extraktion beobachtbaren Verhaltens
durch. Dabei extrahieren wir eine Menge von RCTL-Formeln aus jedem der
Service-Netze. Diese Formeln spezifizieren das Kommunikationsverhalten des
jeweiligen Services. Sie werden zusammen mit den Verhaltenseigenschaften
als Eingabe fu¨r den U¨bersetzungsschritt genutzt. In diesem wird jede RCTL-
Formel in ein RCTL-Netz u¨bersetzt. Diese einzelnen Netze werden im Kom-
positionsschritt derart kombiniert, dass in dem resultierenden Netz alle Ver-
haltenseigenschaften gelten. Das resultierende Netz wird als Eingabe des Ex-
traktionsschrittes genutzt. Dabei werden alle Elemente, die fu¨r den Controller
notwendig sind, aus dem Netz extrahiert und anschließend das resultierende
RCTL-Netz auf ein APN zuru¨ckgefu¨hrt. Das so entstehende APN ist per Kon-
struktion korrekt. Es ist somit mo¨glich, den Controller mit den Services zu
komponieren und ihre Interoperabilita¨t zu gewa¨hrleisten.
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Abbildung 6.1: Grundlegende Idee des Controller-Synthese Prozesses
6.2 Phasen des Synthese Prozesses
Um ein besseres Versta¨ndis fu¨r unseren Ansatz zu erhalten, gehen wir im Fol-
genden auf die einzelnen Phasen etwas genauer ein und wenden sie auf unser
laufendes Beispiel an.
Beispiel 6.1. (Laufendes Beispiel - Eingaben)
Nehmen wir an, dies sind die Eingaben fu¨r unseren Controller-Synthese
Prozess:
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Service Verhalten:
Wir nutzen die APN-Repra¨sentation aus dem in Abschnitt 2.4 vor-
gestellten laufenden Beispiel (siehe Abbildung 2.2 auf Seite 49).
Eigenschaften: Wir wollen einen Controller so synthetisieren, dass die
folgenden Eigenschaften gelten:
ϕ1 = s4.x→ AF (p3.x′)
Wann immer der Schalter einen Wert an die Umgebung sendet
(s4.x), soll dieser Wert immer irgendwann (AF ) als Eingabewert
fu¨r die Pumpe genutzt werden (p3.x
′).
ϕ2 = p5.z ∧ z ≤ Constlimit → AX(Cintern.err)
Sollte die noch im Reservoir vorhandene Menge (z) des Medi-
kamentes kleiner oder gleich einer vordefinierten Reservemenge
(Constlimit) sein, muss der Controller unverzu¨glich eine Fehler-
nachricht erzeugen (AX(Cintern.err)).
ϕ3 = (Cintern.err)→ AF (AX(p1.znew) ∧AF (s1.znew))
Wann immer eine Fehlernachricht vom Controller erzeugt
wurde (Cintern.err), soll das Reservoir der Pumpe aufgefu¨llt
(AX(p1.znew)) und der Schalter irgendwann zuru¨ckgesetzt wer-
den (AF (s1.znew)).
6.2.1 Extraktion Beobachtbaren Verhaltens
Im ersten Schritt unseres Prozesses extrahieren wir fu¨r jeden Service das be-
obachtbare Verhalten, also das Verhalten an den Interface-Ports. Dabei wird
fu¨r jedes algebraische Petrinetz, das das Verhalten eines Services modelliert,
eine Menge von RCTL-Formeln extrahiert. Dies haben wir bereits in Abschnitt
5.1.1 erla¨utert und die Ergebnisse der Anwendung auf unser laufendes Beispiel
gezeigt (siehe Beispiel 4 auf Seite 87).
In unserem Beispiel nutzen wir exemplarisch das APN (N), das das Ver-
halten er Pumpe unseres laufenden Beispiels (Abbildung 2.2a auf Seite 49)
modelliert. Dieses Netz ist ganz links in Abbildung 6.2 dargestellt.
Fu¨r ein solches Netz folgen nun zwei Reduktionsphasen um die entspre-
chenden RCTL-Formeln zu extrahieren.
Phase1 : In der ersten Phase wird nur das in die Kommunikation involvierte
Verhalten u¨bernommen. Fu¨r unser Beispiel bedeutet das, dass Teile des
Netzes entfernt werden. Pra¨ziser gesagt, werden der Platz p7 und die
Transition t5 sowie die entsprechenden Kanten entfernt. Zusa¨tzlich dazu
werden in einem Vorbereitungsschritt die Gleichungen der algebraischen
Spezifikation dazu genutzt, Variablen und Terme zu substituieren. Zudem
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Abbildung 6.2: Extraktion beobachtbaren Verhaltens
werden Guards an die mit Interface-Pla¨tzen verbundenen Transitionen
verschoben. Das Resultat dieser Phase wird in Abbildung 6.2 durch das
Netz N ′ dargestellt.
Phase 2: In der zweiten Phase der Extraktion beobachtbaren Verhaltens, ana-
lysieren wir das aus Phase 1 resultierende Netz hinsichtlich Einschra¨n-
kungen der Datenwertbereiche an den Interface-Ports. Dazu fu¨hren wir
gedanklich einen weiteren Abstraktionsschritt durch, in dem interne Pla¨t-
ze und Transitionen zu einer einzigen Transition zusammengefu¨gt wer-
den. Diese Transition kann als eine hierarchische Transition angesehen
werden, wie sie fu¨r gefa¨rbte Petrinetze durch Jensen [Jen97] eingefu¨hrt
wurden. Das bedeutet die hierarchische Transition kann verborgenes Ver-
halten aufweisen, was dazu fu¨hrt, dass interne Schritte zwischen dem
Konsum der Marken auf den Eingangspla¨tzen und dem Produzieren von
Marken auf den Ausgangspla¨tzen vollzogen werden. Datenabha¨ngigkei-
ten, die wa¨hrend des Abstraktionsschrittes auftreten, mu¨ssen extrahiert
und gespeichert werden.
Um eine Intutition fu¨r die zweite Phase zu geben, betrachten wir erneut
unser Beispiel. In dem Netz N’ aus Abbildung 6.2 werden alle internen
Zusta¨nde und Transitionen zu einer (hierarchischen) Transition zusam-
mengefasst. Dabei werden Datenabha¨ngigkeiten wie der Guard an Tran-
sition t2 sowie die Definitionen von z und n intern gespeichert. Diese
Informationen finden sich spa¨ter in der extrahierten Formel wieder und
schra¨nken die Wertebereiche der u¨ber p5 ausgetauschten Daten ein. Um
das in der hierarchischen Transition verborgene Verhalten dennoch zu
repra¨sentieren, wird die Transition mit einem temporalen Pfad-Operator
gelabelt. Dabei ist das Label abha¨ngig davon, ob die gespeicherten Da-
tenabha¨ngigkeiten immer (AF) einen Einfluss auf die gesendeten Nach-
richten haben oder nur in mindestens einem Fall (EF). Das Resultat der
zweiten Phase angewendet auf unser Beispiel ist in dem Netz N ′′′ in Ab-
bildung 6.2 repra¨sentiert. Daraus ergibt sich die folgende RCTL-Formel
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APN2RCTL(N ′′′) := (p1.n ∧ p3.x′ ∧ n ≥ x′)→ AFp5.f(n, x′) (6.1)
Diese Gleichung beschreibt die folgenden Zusammenha¨nge.
Wann immer die Menge (n) des Medikamentes im Reservoir (p1) der
Pumpe gro¨ßer ist als die gefragte Menge (x′), injiziert die Pumpe diese
und sendet eine Nachricht (p5.f(n, x
′)) an die Umgebung, die u¨ber die
Restmenge im Reservoir informiert.
6.2.2 U¨bersetzung
Die aus dem vorherigen Schritt resultierenden RCTL-Formeln werden zusam-
men mit den Eigenschaften als Eingabe fu¨r die U¨bersetzung genutzt. In diesem
Schritt wird jede RCTL-Formel ϕ in ein RCTL-Netz Nϕ u¨bersetzt, so dass ϕ
in Nϕ erfu¨llt ist.
Die Anwendung unserer in Kapitel 5.2 vorgestellten A˜IJbersetzungs- und
Optimierungsregeln liefert fu¨r die Formel ϕ2 aus unserem laufenden Beispiel
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Abbildung 6.3: U¨bersetzung einer RCTL-Formel in ein RCTL-Netz
Dabei werden atomare Elemente der Formel in Elemente des RCTL-Netzes
u¨bersetzt. Fu¨r das Beispiel bedeutet das: p5.z wird in einen Platz mit Identifi-
kator p5 und eine Kante mit der Beschriftung z u¨bersetzt. Propositionen auf der
linken Seite der Implikation, die einen Vergleichsoperator beinhalten, werden in
Guards u¨bersetzt, wie man am Beispiel z ≤ Constlimit sehen kannst. Variablen
(wie z.B. z) und Konstanten (wie err und Constlimit) werden in der algebrai-
schen Spezifikation als Variablen (vars) und Operationen (op) gespeichert.
Zusa¨tzlich werden CTL-spezifische Operatoren, wie AX, als Transitionslabel
in das RCTL-Netz u¨bernommen.
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Beispiel 6.2. (Laufendes Beispiel)
Aus der Extraktion beobachtbaren Verhaltens ergeben sich fu¨r die Pum-
pe und den Schalter die folgenden RCTL-Formeln (siehe Beispiel 4 auf Seite
87).
ϕPumpe = p1.n ∧ p3.x2 ∧ (n ≥ x2)→ AF (p5.f(n, x2))
ϕSchalter = s1.xa → AF (s4.xa)




Zusa¨tzlich haben wir zu Beginn dieses Kapitels in Beispiel 6.1 die fol-
genden Eigenschaften spezifiziert.
1. ϕ1 = s4.x→ AF (p3.x′)
2. ϕ2 = p5.z ∧ z ≤ Constlimit → AX(Cintern.err)
3. ϕ3 = (Cintern.err)→ AF (AX(p1.znew) ∧ AF (s1.znew))
Wendet man unsere U¨bersetzung auf diese Eigenschaften an, so erha¨lt
man die folgenden RCTL-Netze.
Trans(ϕ1):
Trans(ϕ2):
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Trans(ϕ3):
6.2.3 Komposition
Nach der U¨bersetzung aller Eigenschaften werden die resultierenden Netze
(Trans(ϕPumpe), T rans(ϕSchalter), T rans(ϕ1), T rans(ϕ2), T rans(ϕ3)) komponiert.
Die Komposition ist dabei so gestaltet, dass alle Eigenschaften (ϕPumpe, ϕSchalter, ϕ1,
ϕ2, ϕ3) in dem komponierten Netz gelten.
Um dies umzusetzen, nutzen wir die in Kapitel 4.2.2 eingefu¨hrte Komposi-
tion von RCTL-Netzen. Fu¨r diese Komposition gilt das folgende Theorem:
Theorem 6.1.
Seien ϕ1, ϕ2 ∈ Φ zwei RCTL-Formeln und seien N1, N2 zwei RCTL-Netze,
sodass Ni = Trans(ϕi), i ∈ {1, 2}. Dann gilt:
N1 ⊗N2 |= ϕ1 ∧ ϕ2
Beweis. Seien ϕ1, ϕ2 ∈ Φ zwei RCTL-Formeln und seien N1, N2 zwei RCTL-
Netze, sodass Ni = Trans(ϕi), i ∈ {1, 2}.
Dann gilt bei Verwendung unseres Kompositionsalgorithmus (siehe Kapitel
4.2.2, Seite 68 ff.) :
N1 ⊗N2 |= ϕ1 ∧ ϕ2 .
Fall 1: Keine gemeinsamen Pla¨tze
Wenn N1 und N2 keine gemeinsamen Pla¨tze haben, wird mit unserem Kompo-
sitionsalgorithmus ein neues Netz N ′ erzeugt, dass N1 und N2 als nebenla¨ufige
Netze beinhaltet. Da nach Theorem 5.22 Ni |= ϕi, i ∈ {1, 2} gilt und N1 und
N2 in N
′ unvera¨ndert enthalten sind, gilt:
N1 ⊗N2 |= ϕ1 ∧ ϕ2
Fall 2: Sequentielle Komposition
Im Falle der sequentiellen Komposition wird ein neues Netz N ′ erzeugt, in
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dem die Finalpla¨tze aus N1 mit den Initialpla¨tzen aus N2 (oder andersherum)
miteinander verschmolzen sind.
Da nach Voraussetzung N1 |= ϕ1 und N2 |= ϕ2 gilt, sind die Finalpla¨t-
ze von N1 irgendwann markiert. Durch das Verschmelzen der Pla¨tze werden
darauffolgend auch die Finalpla¨tze von N2 in N
′ belegt sein.
Daher gilt
N1 ⊗N2 |= ϕ1 ∧ ϕ2
Fall 3: Verzweigende Komposition
Die Argumentation erfolgt mittels Widerspruch. Dazu nehmen wir an, dass
N1 |= ϕ1 und N2 |= ϕ2, jedoch N1 ⊗N2 6|= ϕ1 ∧ ϕ2 gilt.
Das bedeutet, dass
N1 ⊗N2 6|= ϕ1
oder
N1 ⊗N2 6|= ϕ2.
gelten muss.
Dies kann nur eintreten, wenn die Ausfu¨hrung eines der Netze die Ausfu¨h-
rung des anderen Netzes verhindert.
Wir wissen, dass N1 |= ϕ1 und N2 |= ϕ2 gilt. In dem von uns definierten
Kompositionsalgorithmus bleiben die Netze strukturell erhalten. Die gemein-
samen Pla¨tze werden dupliziert, sodass eine Markierung vervielfa¨ltigt werden
kann. Das fu¨hrt dazu, dass keine um Token konkurrierende Situation eintritt.
Unter den gegebenen Voraussetzungen kann die Annahme nicht eintreten.
Somit muss gelten:
N1 ⊗N2 |= ϕ1 ∧ ϕ2.
Um eine Intuition fu¨r diesen Schritt zu bekommen, betrachten wir unser
laufendes Beispiel.
Beispiel 6.3. (Laufendes Beispiel - Komposition)
Die aus dem U¨bersetzungschritt resultierenden RCTL-Netze (siehe Bei-
spiel 6.2 auf Seite 130) werden als Eingaben fu¨r den Kompositionsschritt
genutzt. Dieser folgt den Regeln, die in Kapitel 4.2.2 eingefu¨hrt wurden.
In unserem Beispiel resultiert dieser Schritt in folgendem RCTL-Netz, das
mittels Dot(Graphviz) visualisiert ist.
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Die algebraische Spezifikation ist nicht Teil der graphischen Repra¨sen-
tation, wird jedoch in einer Zwischendarstellung gespeichert und kann als
Shell-Ausgabe betrachtet werden. Dies ist in der folgenden Abbildung dar-
gestellt.
6.2.4 Extraktion
Das aus der Komposition resultierende RCTL-Netz wird zusammen mit den
original Service-Netzen in diesem Schritt genutzt um das RCTL-Netz zu ex-
trahieren, das das Verhalten des gewu¨nschten Controllers modelliert.
Die Notwendigkeit fu¨r diesen Schritt begru¨ndet sich in der Mo¨glichkeit, dass
das komponierte Netz Elemente aus den originalen Service-Netzen aufweist,
was nicht Teil des Controllers sein darf. Daher extrahieren wir die Elemente
aus dem komponierten Netz, die nicht in den Service-Netzen enthalten sind.
Hierbei bilden die Interface-Pla¨tze die einzige Ausnahme. Diese werden initial
in das Controller-Netz u¨bernommen, da sie die Schnittstellen fu¨r den Controller
zu den Services darstellen. Ausgehend von diesen extrahiert Algorithmus 11
die Elemente des gewu¨nschten Controllers.
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Algorithmus 11 : Extract(ENComp, ANS1 , ANS2)
Eingabe :
EN comp = (P comp, T comp, F comp, hcomp,M comp0 , λ
comp, Ecomp, Lcomp) das
aus der Komposition resultierende RCTL-Netz
ANS1 = (P
S1 , T S1 , F S1 , hS1 ,MS10 , λ
S1 , ES1) das APN von Service S1
ANS2 = (P
S2 , T S2 , F S2 , hS2 ,MS20 , λ
S2 , ES2) das APN von Service S2
Ausgabe : Controller C als RCTL-Netz
1 % Intitialisierung
2 C ← leeres RCTL-Netz
3 PCo ← P s1i ∪ P s2i
4 PCi ← P s1o ∪ P s2o
5 PC ← PCo ∪ PCi
6 repeat← TRUE
7 while repeat do
8 repeat← FALSE
9 for f = (p, t) ∨ f = (t, p) ∈ F comp do
10 if (p ∈ PC ∧ t /∈ (TC ∪ T S1 ∪ T S2) then
11 TC ← TC ∪ {t}
12 FC ← FC ∪ {f}
13 repeat = TRUE
14 if t ∈ TC ∧ p /∈ (PC ∪ P S1 ∪ P S2) then
15 PC ← PC ∪ {p}
16 FC ← FC ∪ {f}
17 repeat = TRUE
18 if p ∈ PC ∧ t ∈ TC ∧ f /∈ FC then
19 FC ← FC ∪ {f}
20 repeat = TRUE
21 if p /∈ (PC ∪ P S1 ∪ P S2) ∧ t /∈ (TC ∪ T S1 ∪ T S2) ∧ f /∈ FC then
22 PC ← PC ∪ {p}
23 TC ← TC ∪ {t}
24 FC ← FC ∪ {f}
25 repeat = TRUE
26 return C
Algorithmus
Ausgehend von dem Netz EN comp, das aus der Komposition resultiert, wird
durch den Algorithmus ein RCTL-Netz erzeugt, dass das Verhalten des Con-
trollers simuliert.
Der Algorithmus beginnt mit einer Initialisierungsphase. In dieser Phase
wird ein leeres RCTL-Netz C erzeugt (Zeile 2). Hierbei bedeutet leer, dass
alle Mengen sowie die algebraische Spezifikation leer sind. Im na¨chsten Schritt
werden die Interface-Pla¨tze der Services C hinzugefu¨gt (Zeilen 3 - 5).
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Nach der Initialisierung iterieren wir u¨ber die Kanten des Ausgangsnetzes
und identifizieren die Pla¨tze, Transitionen und Kanten, die zum Controller
geho¨ren sollen.
Solange eine Erweiterung des Controller-RCTL-Netzes stattfindet (zu er-
kennen an dem Flag repeat), durchlaufen wir alle Elemente aus F comp (Zeile
9). Fu¨r jede Kante f ∈ F comp mit f = (p, t) or f = (t, p) u¨berpru¨fen wir ob
folgendes gilt:
1. Platz p ist bereits Teil von C und die mit ihm verbundenen Transitionen
sind weder bereits in C noch in einem der Services vorhanden (Zeile 10).
In diesem Fall fu¨gen wir die entsprechende Transition t zu der Menge der
Transitionen des Controllers (TC) und die Kante f zur Flussrelation FC
von C hinzu (Zeilen 10-13).
2. Transition t ist bereits in C enthalten und einer der mit ihr verbundenen
Pla¨tze p ist weder ein Element eines der Services noch ist p in der Menge
der Pla¨tze von C (Zeile 14). In diesem Fall fu¨gen wir p zur Menge der
der Pla¨tze des Controllers (PC) hinzu und erweitern FC um die Kante
f (Zeile 14-17).
3. Platz p und Transition t sind bereits in C enthalten, die Kante zwischen
ihnen jedoch nicht. In diesem Fall fu¨gen wir die Kante f zur Flussrelation
FC von C hinzu (Zeile 18-20).
4. Weder Platz p noch Transition t noch die Kante f zwischen p und t sind
bisher Teil von C, und keins davon ist Teil eines Services. In diesem Fall
werden p,t und f zu C hinzugefu¨gt (Zeilen 21-24)
Wenn C keine A¨nderungen mehr aufweist, wird es zuru¨ckgegeben und der
Algorithmus terminiert (Zeile 26).
Es gelten die folgenden Definitionen:
1. Die Funktion hC , die jedem Platz aus C ein Sortensymbol zuweist, ist
definiert als hC = hcomp|p∈PC .
2. Fu¨r die initiale Markierung gilt: MC0 (p) = ∅ fu¨r alle p ∈ PC .
3. Die Funktion λC , die jeder Kante aus C eine Beschriftung zuweist, ist
definiert als λC = λcomp|p∈PC ,t∈TC .
4. Die Menge der Gleichungen aus C ist definiert als EC = Ecomp. Das
bedeutet alle Gleichungen bleiben bei der Extraktion erhalten.
5. Die Funktion, die jeder Transition aus C einen temporalen Pfad-Operator
oder τ zuweist ist definiert als LC = Lcomp|t∈TC .
Hierbei bedeutet A|B, dass die Definition von A auf die Elemente von B
eingeschra¨nkt wird.
Beispiel 6.4. (Laufendes Beispiel)
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Sei EN comp das komponierte RCTL-Netz aus Beispiel 6.3 von Seite




Seien S1 und S2 zwei Service-APNs und sei EN
comp das aus dem Kompositi-
onsschritt resultierende RCTL-Netz. Dann beinhaltet das aus Algortithmus 11
resultierende Netz C = Extract(EN comp, S1, S2) die Interface-Pla¨tze von S1
und S2 sowie alle anderen Elemente aus EN
comp, die weder Teil von S1 noch
von S2 sind.
Beweis.
Sei im Folgenden Si, i ∈ {1, 2} ein APN mit Transitionsmenge T Si , Platzmen-
ge P Si und Flussrelation F Si . Sei EN comp das aus dem Kompositionsschritt
resultierende RCTL-Netz mit Transitionsmenge T comp, Platzmenge P comp und
Flussrelation F comp. Sei C = Extract(EN comp, S1, S2) ein RCTL-Netz mit
Transitionsmenge TC , Platzmenge PC und Flussrelation FC .
Der Beweis erfolgt durch Widerspruch.
Dafu¨r nehmen wir an, dass es Elemente in EN comp gibt, die weder in S1
noch in S2 noch in C enthalten sind.
∃f = (p, t) ∈ F comp ∨ f = (t, p) ∈ F comp, sodass nach der Ru¨ckgabe von C gilt:
((p ∈ P comp \ (P S1 ∪ P S2)) ∧ p /∈ PC)∨
((t ∈ T comp \ (T S1 ∪ T S2)) ∧ t /∈ TC)∨
((f ∈ F comp \ (F S1 ∪ F S2)) ∧ f /∈ FC)
(6.2)
Durch die Definition der RCTL-Formeln und des U¨bersetzungsschrittes ist
ein Auftreten von unverbundenen Pla¨tzen oder Transitionen nicht mo¨glich.
Daher ist es ausreichend hier nur u¨ber Kanten zu argumentieren.
Um unser Annahme zu u¨berpru¨fen, betrachten wir die folgenden Fa¨lle fu¨r
eine beliebige Kante f = (p, t) ∈ F comp ∨ f = (t, p) ∈ F comp.
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1. Sei (p ∈ P comp \ (P S1 ∪P S2))∧ p /∈ PC . Dann ko¨nnen die folgenden Fa¨lle
eintreten.
1.1. t ∈ TC : An diesem Punkt wu¨rde der zweite Fall im Algorithmus
(Zeile 14) angewendet und p wu¨rde zu PC hinzugefu¨gt werden. Dies
ist ein Widerspruch zu unserer Annahme.
1.2. t /∈ TC : In diesem Fall gibt es zwei weitere Mo¨glichkeiten.
1.2.1. f /∈ FC : An diesem Punkt wu¨rde der vierte Fall im Algo-
rithmus (Zeile 21) angewendet und p wu¨rde zu PC hinzugefu¨gt
werden. Dies ist ein Widerspruch zu unserer Annahme.
1.2.2. f ∈ FC : Dieser Fall kann nicht eintreten da die Definition
von F erfordert, dass falls f = (p, t) ∨ f = (t, p) ∈ FC gilt, so
muss auch p ∈ PC und t ∈ TC gelten. Dies ist ein Widerspruch
zu unserer Annahme.
Das bedeutet, immer wenn p ∈ P comp \ (P S1 ∪ P S2) gilt, so ist p ∈ PC .
Dies ist ein Widerspruch zur Annahme 6.2.
2. Gelte (t ∈ T comp \ (T S1 ∪ T S2)) ∧ t /∈ TC .
Dann ko¨nnten die folgenden Fa¨lle eintreten.
2.1. p ∈ PC : An diesem Punkt wu¨rde der erste Fall im Algorithmus
(Zeile 10) angewendet und t wu¨rde zu TC hinzugefu¨gt werden. Dies
ist ein Widerspruch zu unserer Annahme.
2.2. p /∈ PC : In diesem Fall gibt es zwei weitere Mo¨glichkeiten.
2.2.1. f /∈ FC :An diesem Punkt wu¨rde der vierte Fall im Algo-
rithmus (Zeile 21) angewendet und t wu¨rde zu TC hinzugefu¨gt
werden. Dies ist ein Widerspruch zu unserer Annahme.
2.2.2. f ∈ FC : Dieser Fall kann nicht eintreten da die Definition
von F erfordert, dass falls f = (p, t) ∨ f = (t, p) ∈ FC gilt, so
muss auch p ∈ PC und t ∈ TC gelten. Dies ist ein Widerspruch
zu unserer Annahme.
Das bedeutet, immer wenn (t ∈ T comp \ (T S1 ∪ T S2)) gilt, so ist t ∈ TC .
Dies ist ein Widerspruch zur Annahme 6.2.
3. Gelte (f ∈ F comp \ (F S1 ∪ F S2)) ∧ f /∈ FC .
Dann ko¨nnten die folgenden Fa¨lle eintreten.
3.1. p ∈ PC ∧ t ∈ TC : An diesem Punkt wu¨rde der dritte Fall im Al-
gorithmus (Zeile 18) angewendet und f wu¨rde zu FC hinzugefu¨gt
werden. Dies ist ein Widerspruch zu unserer Annahme.
3.2. p ∈ PC ∧ t /∈ TC : In diesem Fall gibt es zwei weitere Mo¨glichkeiten.
3.2.1. t ∈ (T S1 ∪ T S2) : In diesem Fall, mu¨sste p ein Interface-
Platz sein, d.h. es mu¨sste p ∈ (P S1 ∪ P S2) gelten. Damit wa¨re
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f ∈ (F S1∪F S2), was bedeutet, dass f nicht Teil des Controllers
sein darf.
3.2.2. t /∈ (T S1 ∪ T S2) : An diesem Punkt wu¨rde der erste Fall
im Algorithmus (Zeile 10) angewendet und t und f wu¨rden zu
TC und FC hinzugefu¨gt werden. Dies ist ein Widerspruch zu
unserer Annahme.
3.3. p /∈ PC ∧ t ∈ TC : In diesem Fall gibt es zwei weitere Mo¨glichkeiten.
3.3.1. p ∈ (P S1 ∪P S2) : Wenn p und t mit einander verbunden sind,
muss t ∈ (T S1 ∪ T S2) und, daher auch f ∈ (F S1 ∪ F S2) gelten.
Somit darf f nicht Teil des Controllers sein.
3.3.2. p /∈ (P S1 ∪P S2) : An diesem Punkt wu¨rde der zweite Fall im
Algorithmus (Zeile 14) angewendet und f wu¨rde zu FC hinzu-
gefu¨gt werden. Dies ist ein Widerspruch zu unserer Annahme.
3.4. p /∈ PC ∧ t /∈ TC : An diesem Punkt wu¨rde der vierte Fall im Al-
gorithmus (Zeile 21) angewendet und p, t und f wu¨rden zu PC , TC
und FC hinzugefu¨gt werden. Dies ist ein Widerspruch zu unserer
Annahme.
Das bedeutet, immer wenn f ∈ F comp \ (F S1 ∪ F S2) gilt, so ist
f ∈ FC . Dies ist ein Widerspruch zur Annahme 6.2.
Da wir u¨ber eine beliebige Kante f ∈ F comp argumentiert haben, gilt der
Widerspruch fu¨r alle f . Somit kann Annahme 6.2 nicht stimmen. Unser Algo-
rithmus extrahiert demnach das Verhalten aus dem komponierten Netz, das in
keinem der Service-Netze auftritt und somit den Controller modelliert.
6.2.5 Zuru¨ckfu¨hrung eines RCTL-Netzes auf ein APN
Der Controller liegt nach dem Extraktionsschritt als RCTL-Netz C vor. Um ihn
jedoch ada¨quat mit den Service-Netzen komponieren zu ko¨nnen, u¨berfu¨hren
wir im letzten Schritt unseres Ansatzes C noch in ein APN. Den Algorithmus
dafu¨r haben wir bereits in Kapitel 5.3 vorgestellt. Wir gehen daher an dieser
Stelle nicht in Detail, sondern geben nur eine Intuition durch die Betrachtung
unseres laufenden Beispiels.
Beispiel 6.5. (Laufendes Beispiel)
Auf das aus dem Extraktionsschritt resultierte RCTL-Netz (siehe Bei-
spiel 6.4 auf Seite 135) wird der Zuru¨ckfu¨hrungsschritt angewendet. Dies
fu¨hrt zu folgendem APN, das das Verhalten des gewu¨nschten Controllers
repra¨sentiert.
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Dieser Controller ist hinsichtlich der spezifizierten Eigenschaften kor-
rekt und kann u¨ber die Interface-Pla¨tze (in der Abbildung gestrichelt dar-
gestellt) mit den Services komponiert werden.
6.3 Korrektheit
In diesem Kapitel haben wir unseren Ansatz zur Controller-Synthese fu¨r Ser-
vices mit Daten vorgestellt. Dieser Ansatz ist so definiert, dass das folgende
Theorem gilt.
Theorem 6.3.
Seien S1, S2 zwei APNs und sei Φ = {ϕ1, . . . , ϕn}, n ∈ N eine Menge von An-
forderungen als RCTL-Formeln. Wenn unser Synthese-Prozess Synth(S1 , S2 ,Φ)
in einem APN C resultiert, dann gilt:
S1 ⊗ C ⊗ S2 |= ϕ1 ∧ · · · ∧ ϕn
Beweis.
Angenommen es gilt Φ = {ϕ1, . . . , ϕn}, n ∈ N und Synth(S1 , S2 ,Φ) = C.
Unserem Ansatz folgend gilt:
Synth(S1 , S2 ,Φ) = C =
RCTLN2APN(Extract(⊗(Trans(APN2RCTL({S1, S2}) ∪ Φ))))
mit APN2RCTL({S1, S2}) = APN2RCTL(S1) ∪ APN2RCTL(S2)
und Trans({φ1, . . . , φk}) := {Trans(φ1), . . . , T rans(φk)}
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1. Aus den Theoremen 5.4 (Seite 89), 5.5 (Seite 90) und 5.6 (Seite 91) ergibt
sich, dass das Verhalten der beiden Services an den Interfaces vollsta¨ndig
spezifiziert ist und dass:
1.1. fu¨r alle q ∈ APN2RCTL(S1) gilt S1 |= q und
1.2. fu¨r alle r ∈ APN2RCTL(S2) gilt S2 |= r.
2. Nach Theorem 5.22 (Seite 106) gilt fu¨r alle RCTL-Formeln ϕ: Trans(ϕ) |=
ϕ. Somit gilt :
2.1. fu¨r alle ϕ ∈ Φ gilt Trans(ϕ) |= ϕ,
2.2. fu¨r alle q ∈ APN2RCTL(S1) gilt Trans(q) |= q und
2.3. fu¨r alle r ∈ APN2RCTL(S2) gilt Trans(r) |= r.
3. Nach Theorem 6.1 (Seite 131) gilt fu¨r RCTL-NetzeNi und RCTL-Formeln
ϕi mit Ni |= ϕi, i ∈ [1, n]:⊗{Ni|i ∈ [1, n]} |= ∧{ϕi|i ∈ [1, n]}.
Somit gilt fu¨r Φ = {ϕ1, . . . , ϕn} gilt APN2RCTL(S1) = {q1, . . . , qk} und
fu¨r APN2RCTL(S2) = {r1, . . . , rl}:
⊗(Trans(APN2RCTL(S1) ∪ APN2RCTL(S2) ∪ Φ)) |=
q1 ∧ · · · ∧ qk ∧ r1 ∧ · · · ∧ rl ∧ ϕ1 ∧ · · · ∧ ϕn.
4. Aus Theorem 6.2 ergibt sich fu¨r
C ′ = Extract(⊗(Trans(APN2RCTL(S1)∪APN2RCTL(S2)∪Φ)), S1, S2),
dass sa¨mtliches fu¨r den Controller wichtiges und nicht in S1 und S2 vor-
handenes Verhalten durch C ′ abgedeckt ist.
5. Abschließend folgt aus Theorem 5.23 (Seite 120), dass fu¨r alle RCTL-
Formeln ϕ, RCTL-Netze C ′ und fu¨r C = RCTLN2APN(C ′) gilt:
(C ′ |= ϕ) =⇒ (C |= ϕ).
Da nach der Argumentation in 1.) das gesamte Interface-Verhalten der Services
in dem Synthese-Prozess beachtet wird und das in den Services vorkommende
Verhalten nach 4.) aus dem Controller entfernt wird, kann durch die Zuru¨ck-
fu¨hrung eines RCTL-Netzes in ein APN das resultierende Netz mit den Services
komponiert werden. Dabei gehen nach 5.) keine Informationen verloren und es
gilt fu¨r
C = RCTLN2APN(Extract(⊗(Trans(APN2RCTL({S1, S2}) ∪ Φ)))):
S1 ⊗ C ⊗ S2 |= ϕ1 ∧ · · · ∧ ϕn
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Somit arbeitet der synthetisierte Controller hinsichtlich der Verhaltensei-
genschaften fu¨r jede Interpretation korrekt, die die algebraische Spezifikation
erfu¨llt.
Bemerkung 6.4.
Wir haben in Theorem 6.3 die Klammerung weggelassen, da fu¨r unseren syn-
thetisierten Controller das folgende Theorem gilt.
Theorem 6.5.
Seien S1, S2 zwei APNs und sei Φ = {ϕ1, . . . , ϕn}, n ∈ N eine Menge von
Anforderungen als RCTL-Formeln. Sei C = Synth(S1 , S2 ,Φ). Dann gilt:
(S1 ⊗ C)⊗ S2 = S1 ⊗ (C ⊗ S2)
Beweis. Seien S1 und S2 zwei APNs mit den Interface-Eingangspla¨tzen P
S1
i




o . Sei Φ = {ϕ1, . . . , ϕn}
eine Menge von Anforderungen als RCTL-Formeln und C = Synth(S1 , S2 ,Φ)
der aus unserem Synthese Prozess resultierende Controller mit den Interface-
Eingangspla¨tzen PCi und den Interface-Ausgangspla¨tzen P
C
o . Im folgenden neh-
men wir an, dass S1, S2 und C paarweise komponierbar sind (vgl. Definition
2.12 auf Seite 24)).









o gilt. Dies genu¨gt, da
die Komposition der anderen Netzelemente bereits als assoziativ bekannt sind.
Durch Anwendung von Algorithmus 11 (Seite 134) gilt PCi = P
S1
o ∪ P S2o
und PCo = P
S1
i ∪ P S2i .




= (P S1i ∪ PCi ) \ ((P S1i ∩ PCo ) ∪ (PCi ∩ P S1o )) (nach Def. 2.12, S.24)
= (P S1i ∪ (P S1o ∪ P S2o )) \ ((P S1i ∩ (P S1i ∪ P S2i )) ∪ ((P S1o ∪ P S2o ) ∩ P S1o ))





o ∪ PCo ) \ ((P S1o ∩ PCi ) ∪ (PCo ∩ P S1i ))
= (P S1o ∪ (P S1i ∪ P S2i )) \ ((P S1o ∩ (P S1o ∪ P S2o )) ∪ ((P S1i ∪ P S2i ) ∩ P S1o ))






i ∪ P S2i ) \ ((PNi ∩ P S2o ) ∪ (P S2i ∩ PNo ))







o ∪ P S2o ) \ ((PNo ∩ P S2i ) ∪ (P S2o ∩ PNi ))
= (P S2i ∪ P S2o ) \ ((P S2i ∩ P S2i ) ∪ (P S2o ∩ P S2o )) = ∅





i ∪ P S2i ) \ ((PCi ∩ P S2o ) ∪ (P S2i ∩ PCo ))
= ((P S1o ∪ P S2o ) ∪ P S2i ) \ (((P S1o ∪ P S2o ) ∩ P S2o ) ∪ (P S2i ∩ (P S1i ∪ P S2i )))





o ∪ P S2o ) \ ((PCo ∩ P S2i ) ∪ (P S2o ∩ PCi ))
= ((P S1i ∪ P S2i ) ∪ P S2o ) \ (((P S1i ∪ P S2i ) ∩ P S2i ) ∪ (P S2o ∩ (P S1o ∪ P S2o )))
= ((P S1i ∪ P S2i ) ∪ P S2o ) \ (P S2i ∪ P S2o ) = P S1i
Damit gilt :




i ∪ PNi ) \ ((P S1i ∩ PNo ) ∪ (PNi ∩ P S1o ))
= (P S1i ∪ P S1o ) \ ((P S1i ∩ P S1i ) ∪ (P S1o ∩ P S1o )) = ∅




o ∪ PNo ) \ ((P S1o ∩ PNi ) ∪ (PNo ∩ P S1i ))












(S1 ⊗ C)⊗ S2 = S1 ⊗ (C ⊗ S2)
7 Implementierung und
Fallstudien
In den vorherigen Abschnitten haben wir die theoretischen Aspekte unseres
Controller-Synthese Prozesses vorgestellt. In diesem Kapitel betrachten wir
nun dessen praktische Anwendung. Dies umfasst eine Pra¨sentation der Haupt-
aspekte unserer Implementierung (Abschnitt 7.1) und die Evaluierung unseres
Ansatzes (Abschnitte 7.2, 7.3 und 7.4).
7.1 Implementierung
In diesem Abschnitt stellen wir die Grundstruktur unserer Implementierung
vor (siehe Abbildung 7.1).
Als Eingabe werden zwei Arten von Textdateien verlangt. Zum einen ist
dies jeweils eine Textdatei, die eine mengentheoretische Beschreibung eines
Petrinetzes entha¨lt. Zum anderen handelt es sich um eine Textdatei, die aus
allen sicherzustellenden Verhaltenseigenschaften als Formeln besteht.
Diese Eingaben werden mittels unseres Petrinetz-Parsers und unseres Formel-
Parsers, der auf [Kol14] aufbaut, zuna¨chst in eine Zwischendarstellung u¨ber-
fu¨hrt. Auf die in der Zwischenrepra¨sentation gespeicherten Petrinetze wird
unser Algorithmus zur Extraktion beobachtbaren Verhaltens (Abschnitt 5.1)
angewendet. Dies resultiert in der Zwischenrepra¨sentation einer RCTL-Formel.
Diese Zwischenrepra¨sentation ist komponentenbasiert. Das bedeutet fu¨r jeden
Teil der Formel existiert ein eigenes Objekt. Die Gesamtformel ist eine Kombi-
nation aus solchen Objekten. Um eine Intuition dafu¨r zu bekommen, betrach-
ten wir das folgende Beispiel (Beispiel 7.1).
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Abbildung 7.1: Struktur der Implementierung
Beispiel 7.1. (Zwischendarstellung einer RCTL-Formel)
Sei ϕ = p1.x → AX(p2.y ∧ p3.z) eine RCTL-Formel. Dann hat ihre





Die RCTL-Formeln in der Zwischendarstellung werden als Eingabe fu¨r den
U¨bersetzungsschritt aus dem Paket translation genutzt. Dessen Implementie-
rung folgt den Regeln, die in Abschnitt 6.2.2 vorgestellt wurden. Dies resultiert
in einer Menge von RCTL-Netzen, die als Eingabe fu¨r den Kompositionsschritt
genutzt wird. Dieser ist in dem Paket PetriNetComposer realisiert. Das Paket
beinhaltet unter anderem eine Priorita¨ten-Warteschlange fu¨r die zu komponie-
renden RCTL-Netze. In dieser Warteschlange werden die RCTL-Netz in auf-
steigender Reihenfolge hinsichtlich der Anzahl ihrer Pla¨tze sortiert. Aus dieser
wird jeweils das kleinste Netz entfernt und mit dem aktuell komponierten Netz
verschmolzen. Sollten zwei oder mehr Netze die gleiche (kleinste) Anzahl an
Pla¨tzen haben, wird das erste Netz aus der Warteschlange entnommen. Da-
durch ist der Kompositionsschritt nicht-deterministisch sondern ha¨ngt von der
Reihenfolge der hinzugefu¨gten Netze (gleicher Gro¨ße) ab.
Das aus dem PetriNetComposer resultierende RCTL-Netz wird an den Pe-
triNetzExtractor als Eingabe weiter gegeben. Dieser extrahiert unter Hinzu-
nahme der Informationen aus den originalen Service-Netzen die Elemente des
Controllers und fu¨hrt das RCTL-Netz zuru¨ck auf ein APN. Die Implementie-
rung folgt dabei den Beschreibungen, die in Kapitel 6.2.4 und Kapitel 6.2.5
gegeben wurden.
Zur Repra¨sentation des synthetisierten Controllers wird dieser in eine Text-
datei geschrieben, die mittels dot (Graphviz) [GKN15] interpretiert und visua-
lisiert werden kann.
Wir haben unsere Implementierung anhand von drei Fallstudien evaluiert,
um Aussagen u¨ber die praktische Anwendbarkeit unseres Ansatzes treffen zu
ko¨nnen. In allen Fa¨llen haben wir unsere Tests auf einem MacBook Air mit ei-
nem 1,6 Ghz Intel R© Core TM i5-Prozessor und 4GB RAM unter Mac OS X El
Capitan durchgefu¨hrt. Wir haben zur Bestimmung der Laufzeiten jedes Schrit-
tes unseres Prozesses die Java-eigene Funktion ’System.currentTimeMillis();’
genutzt. Um den Fehler zu minimieren, der aus a¨ußeren Umsta¨nden, wie z.B.
CPU Auslastung resultiert, haben wir jeden Test 10 mal durchgefu¨hrt und
die Ergebnisse gemittelt. Das Programm sowie Nutzungshinweise sind unter
[BT17] zu finden.
In den folgenden Abschnitten stellen wir die drei Fallstudien, die Berech-
nungszeiten und den jeweils konstruierten Controller vor. Als erste Fallstudie
nutzen wir unser laufendes Beispiel, das wir bereits in Abschnitt 2.4 eingefu¨hrt
haben. Zusa¨tzlich nutzen wir zur Evaluierung unsere Ansatzes zwei weitere
Fallstudien aus dem medizinischen Bereich. Grob gesagt sind dies die ku¨nstli-
che Bauchspeicheldru¨se und ein Apnoe-Erkennungssystem. Auch wenn wir die
Anwendbarkeit unseres Controller-Synthese Prozesses nur an der Sicherstellung
einer zuverla¨ssigen Interoperabilita¨t medizinischer Gera¨te demonstrieren, sind
andere Einsatzbereiche durchaus auch denkbar. Dies umfasst alle Doma¨nen,
in denen Komponenten mittels eines Controllers kombiniert werden sollen.
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7.2 Fallstudie 1: Generische Pumpe (Laufendes Bei-
spiel)
Das laufende Beispiel, das uns als erste Fallstudie dient, haben wir bereits in
Abschnitt 2.4 (Abbildung 2.3 auf Seite 49) eingefu¨hrt. Daher fassen wir hier
nur die Hauptaspekte noch einmal kurz zusammen und zeigen die APNs an
dieser Stelle erneut.
(a) Pumpe (b) Schalter
Abbildung 7.2: Laufendes Beispiel - Verhalten als APN
Bei dem betrachteten System handelt es sich um eine Pumpe und einen
Schalter. Die Pumpe stellt zwei Eingangskana¨le zur Verfu¨gung. Einer davon
dient dazu, Informationen u¨ber den aktuellen Fu¨llstand der Pumpe zu erhalten.
U¨ber den anderen Eingangskanal kann der Pumpe mitgeteilt werden, wie viel
des Medikamentes injiziert werden soll. Zusa¨tzlich dazu bietet die Pumpe einen
Ausgangskanal u¨ber den der aktualisierte Fu¨llstand an die Umgebung gesendet
wird. Der Schalter sendet nur ein konstanten Wert u¨ber seinen Ausgangskanal
und kann durch eine Nachricht u¨ber den Eingangskanal zuru¨ckgesetzt werden.
Ziel Der gewu¨nschte Controller sollte in der Lage sein, den Schalter zuru¨ck-
zusetzen, Nachrichten von dem Schalter an die Pumpe weiterzuleiten und die
Pumpe u¨ber ihren aktuellen Fu¨llstand zu informieren.
Eingaben
Um die praktische Anwendbarkeit unseres Prozesses zu evaluieren, haben
wir verschiedene Situationen fu¨r unser laufendes Beispiel analysiert. Zum einen
reduzieren wir die Komplexita¨t der betrachteten Services, wa¨hrend die Anzahl
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der Eigenschaften konstant bleibt. Dazu nutzen wir das in Abschnitt 5.1 vorge-
stellte, reduzierte Service-Netz der Pumpe, das wir an dieser Stelle noch einmal
wiederholen.
Abbildung 7.3: Auszug aus dem laufenden Beispiel
Zum anderen nutzen wir die originalen Services und verdoppeln die Anzahl
der Eigenschaften. Fu¨r alle Szenarien dokumentieren wir den Zeitverbrauch
fu¨r alle Schritte unseres Prozesses. Dadurch lassen sich die zeitintensivsten
Teilprozesse identifizieren.
Zur Evaluation haben wir die folgenden Eigenschaften genutzt.
Zum einen betrachten wir die Eigenschaften, die wir in Abschnitt 2.4 for-
dern und die wie folgt dargestellt werden.
1. ϕ1 = s4.x→ AF (p3.x′)
2. ϕ2 = p5.z ∧ z ≤ Constlimit → AX(Cintern.err)
3. ϕ3 = (Cintern.err)→ AF (AX(p1.znew) ∧ AF (s1.znew))
Zusa¨tzlich haben wir die folgenden Eigenschaften zur Auswertung genutzt.
4. ϕ4 = p5.z ∧ z ≥ Constlimit → AX(s1.z)
Das bedeutet, wenn sich genu¨gend Medizin im Reservoir der Pumpe be-
findet, soll der Schalter direkt zuru¨ckgesetzt werden.
5. p1.n ∧ p3.x2 ∧ n ≥ x2→ AF (s4.x3)
Das bedeutet, wenn beide Interface-Eingangskana¨le der Pumpe mit n
und x2 markiert sind und n ≥ x2 gilt, so erreicht der Schalter einen
Zustand, in dem er eine Nachricht u¨ber seinen Interface Ausgangskanal
sendet.
6. s1.x3 → AF (s4.x3 ∧ p3.x4)
Dies bedeutet, wann immer der Schalter ein Signal u¨ber den Eingangs-
kanal erha¨lt, wird er irgendwann diesen Wert u¨ber den Ausgangsport
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senden und die Pumpe eine Information erhalten, wieviel des Medika-
mentes injiziert werden soll.
Resultat
Um die Skalierbarkeit unseres Prozesses auswerten zu ko¨nnen, analysieren
wir die folgenden Kombinationen.
A originale Service-Netze (Abb. 7.2 ) und Eigenschaften 1.-3.
B originales Netz des Schalters (Abb. 7.2b), reduziertes Netz der Pumpe
(Abb. 7.4 ) und (leicht angepasste) Eigenschaften 1.-3.
C originale Service-Netze (Abb. 7.2 ) und Eigenschaften 1.-6.
Fu¨r diese Kombinationen ergaben sich die folgenden (gemittelten) Messun-
gen.
Schritt 1 Schritt 2 Schritt 3 Schritt 4 Schritt 5 Gesamt
A 35 ms 44 ms 15 ms 9 ms 12 ms 229 ms
B 30 ms 51 ms 13 ms 9 ms 25 ms 236 ms
C 34 ms 78 ms 20 ms 13 ms 84 ms 348 ms
Tabelle 7.1: Zeitverbrauch des Laufenden Beispiels
Der Synthese-Prozess fu¨r die Kombination A resultiert in folgendem Con-
troller. Diesen haben wir bereits in Abschnitt 6.2.5 dargestellt. Der U¨bersicht-
lichkeit halber verzichten wir an dieser Stelle auf die Visualisierung der Con-
troller fu¨r die Kombinationen B und C.
Abbildung 7.4: Synthetisierter Controller fu¨r Fallstudie 1 (A)
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Diskussion
Wie aus Tabelle 7.1 hervorgeht, ha¨ngt der Berechnungsaufwand dieser Fall-
studie eher von der Anzahl der Anforderungen als von der Komplexita¨t der
Service-Netze ab. Das begru¨ndet sich in der Tatsache, dass die Service-Netze
keinen Einfluss auf den Zuru¨ckfu¨hrungsschritt haben, der den zeitintensivs-
ten Schritt unseres Prozesses darstellt. Denn bereits wa¨hrend der Extraktion
(Schritt 4 unseres Synthese Prozesses) werden alle Elemente der Service-Netze
aus dem Controller-RCTL-Netz entfernt. Somit haben sie bei der Zuru¨ckfu¨h-
rung des RCTL-Netzes auf ein APN keinen Einfluss mehr. Im Gegensatz dazu
werden bei der Komposition umso mehr Transitionen erzeugt, je mehr Eigen-
schaften sicherzustellen sind. Basierend darauf wird anna¨hernd die Potenzmen-
ge der Transitionen erzeugt und somit wa¨chst die Komplexita¨t des Controller-
APNs exponentiell. Fu¨r alle betrachteten Kombinationen konnte je ein Con-
troller in akzeptabler Zeit erzeugt werden.
7.3 Fallstudie 2: Ku¨nstliche Bauchspeicheldru¨se
Copyright Notice: We have published the content of this section in [BTGB14]
c©2014 ICST DOI:10.4108/icst.pervasivehealth.2014.254949
Heutzutage wa¨chst die Zahl an Menschen mit chronischen Krankheiten
weltweit. Ein Beispiel dafu¨r ist Typ-1-Diabetes [EDH11]. Dabei handelt es sich
um eine unheilbare Erkrankung, die hauptsa¨chlich durch das Zusammenspiel
von Gendefekten, autoimmun Erkrankungen und Virusinfektionen hervorgeru-
fen wird. Betroffene Menschen ko¨nnen Insulin nicht selbst produzieren, sondern
mu¨ssen es sich ihr Leben lang injizieren. Das Risiko einer falschen Medikation
ist besonders fu¨r Kinder und behinderte Menschen sehr hoch, was schnell sehr
kritisch fu¨r die Gesundheit werden kann. Da dieses Problem bereits bekannt ist,
haben einige Unternehmen, wie z.B. MiniMed R© ein neues, geschlossenes Sys-
tem entwickelt, das ku¨nstliche Bauchspeicheldru¨se genannt wird. Dieses System
erho¨ht die Lebensqualita¨t der Betroffenen durch die U¨bernahme der Insulin-
Dosierung. Es besteht aus einem Glukose-Sensor und einer Insulin-Pumpe.
Fu¨r das kontinuierliche Messen ko¨nnen verschiedene Arten von Sensoren ge-
nutzt werden. In der Charite´ und somit in unserem Fallbeispiel betrachten
wir elektro-chemische Sensoren, deren Funktionalita¨t [Wan08] im Folgenden
erkla¨rt wird.
Glukose-Sensor Abbildung 7.5 zeigt ein algebraisches Petrinetz, das das Ver-
halten eines Glukose-Sensors modelliert. Die enzymatische Komponente des
Sensors reagiert mit dem Blutzucker. Abha¨ngig von der Blutzucker-Konzen-
tration wird dabei ein geringer Stromfluss (x) freigesetzt. Dieser Stromfluss
wird dann mittels eines Analog-Digital-Konvertierers digitalisiert (f(x)). Das
digitale Signal (y) wird zum einen intern gespeichert und zum anderen u¨ber
das Interface an die Umgebung gesendet. Dies kann dann auf einem Display
betrachtet werden. Der Nutzer muss darauf aufbauend entscheiden, ob eine In-
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jektion notwendig ist oder nicht. Der Hauptnachteil eines solchen Sensors ist,



















(a) Petrinetz (b) Algebraische Spezifikation
Abbildung 7.5: Algebraisches Petrinetz eines Glukose-Sensors c©2014 ICST
Insulin-Pumpe Zusa¨tzlich zum Glukose-Sensor haben wir basierend auf tex-
tuellen Beschreibungen [Bor15, Inc] das Verhalten einer Insulin-Pumpe mo-
delliert. Dieses ist in Abbildung 7.6 dargestellt. Im Allgemeinen besteht eine
Insulin-Pumpe aus einem Reservoir, einem Katheter, einem Fu¨llstandsmesser
und der Pumpe selbst.
Das Reservoir kann 150-300 Einheiten Insulin beinhalten. Die Menge an
Insulin, die noch im Reservoir enthalten ist (y) wird durch den Fu¨llstands-
messer bestimmt. Aktuell reagiert eine Insulin-Pumpe nicht auf die Signale
des Glukose-Sensors. Sie kann nur periodisch eine feste Menge an Insulin u¨ber
den Katheter injizieren. Die Insulin-Menge (y′) kann u¨ber den Eingangskanal
kommuniziert werden. Innerhalb der Insulin-Pumpe wird y mit der noch ver-
fu¨gbaren Menge (y) verglichen. Falls nicht mehr genug Insulin verfu¨gbar sein
sollte, so sendet die Insulin-Pumpe eine Warnung (z) an die Umgebung. An-
sonsten injiziert die Pumpe die gewu¨nschte Insulin-Menge (K2(x)) u¨ber den
Katheter.
Ziel Durch die Entwicklung als geschlossenes System existiert eine signifi-
kante Herstellerabha¨ngigkeit. Somit ist es unser Ziel, unseren Ansatz zur auto-
matisierten Synthese eines Controllers basierend auf gegebenen Eigenschaften
zu nutzen, um die Interoperabilita¨t eines Glukose-Sensors und einer Insulin-
Pumpe sicherzustellen. Dadurch kann die Herstellerabha¨ngigkeit reduziert wer-
den.


















[K1(x )  K2(x )][K1(x )< K2(x )]
K2(x)·
x
(a) Petrinetz (b) Algebraische Spezifikation
Abbildung 7.6: Algebraisches Petrinetz einer Insulin-Pumpe c©2014 ICST
Eingaben
Fu¨r die ku¨nstliche Bauchspeicheldru¨se (Services in Abbildungen 7.5a) und
7.6a) betrachten wir die folgenden Eigenschaften.
1. ϕ1 = p3.x→ AF (s2.y)
Diese Formel besagt, dass die Glukose-Konzentration, die durch den
Glukose-Sensor gemessen wurde, als Eingabe fu¨r die Insulin-Pumpe ge-
nutzt wird.
2. ϕ2 = p3.x ∧ (x > gmax)→ AF (s2.g(x))
Diese Formel besagt, dass falls die Glukose-Konzentration x zu hoch ist
(die Schranke gmax u¨berschritten wird), die Insulin-Pumpe eine gewisse
Menge an Insulin (g(x)) irgendwann injizieren muss.
3. ϕ3 = s4.z → AX(c3.err)
Diese Eigenschaft stellt im Falle einer Fehlerbenachrichtigung sicher, dass
der Controller diese durch bspw. das Senden eines Alarms weiterleitet.
Resultat
Der Zeitverbrauch fu¨r diese Fallstudie ist in Tabelle 7.2 aufgefu¨hrt.
Der Berechnungsaufwand dieser Fallstudie ist vergleichbar zu dem Zeitver-
brauch des laufenden Beispiels, da beide anna¨hernd die gleiche Komplexita¨t
aufweisen. Unser Prozess resultiert in folgendem, automatisch synthetisierten
Controller (Abb. 7.7).
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Schritt 1 Schritt 2 Schritt 3 Schritt 4 Schritt 5 Gesamt
45 ms 49 ms 21 ms 10 ms 17 ms 259 ms
Tabelle 7.2: Zeitverbrauch der Ku¨nstlichen Bauchspeicheldru¨se
Abbildung 7.7: Synthetisierter Controller fu¨r die Ku¨nstliche Bauchspeicheldru¨se
(bestehend aus Glukose Sensor und Insulin-Pumpe)
7.4 Fallstudie 3: Apnoe-Erkennungssystem
Copyright Notice: We have published the textual content of this section in
[BTGGB14] c©2014 IEEE
Plo¨tzlicher Kindstod ist einer der ha¨ufigsten Todesursachen im Kleinkin-
dalter. Das Risiko dafu¨r ist bei Fru¨hgeborenen und wa¨hrend des Schlafes am
ho¨chsten. Obwohl die tatsa¨chlichen Ursachen bisher noch unbekannt sind,
versterben die Kinder schlussendlich an einer Sauerstoffunterversorgung her-
vorgerufen durch Atemunregelma¨ßigkeiten, wie z.B. Apnoes [ASM08].
Um Apnoes und deren Ursachen zu erkennen, ko¨nnen verschiedene Sensoren
genutzt werden. Jeder dieser Sensoren hat eine hohe Fehlalarmrate. Um das Ri-
siko von Fehlalarmen zu reduzieren und zu behandeln, nutzen wir eine Kombi-
nation partiell redundanter Sensoren. Das von uns modellierte System besteht
aus einem Bewegungssensor, der die Atemfrequenz bestimmt, einem Lichtsen-
sor, um die Sauerstoffsa¨ttigung im Blut zu bestimmen und einem EKG-Sensor,
zur Feststellung der Herzrate. Da der Pulsmesser aufgrund seines Aufbaus auch
dazu in der Lage ist die Herzrate zu bestimmen, weisen die Sensoren eine ge-
wisse Redundanz auf und reduzieren so die (bedingte) Wahrscheinlichkeit von
Fehlalarmen [MBC12]. Ein Auszug aus diesem U¨berwachungssystem, beste-
hend aus einem Bewegungs- und einem EKG-Sensor wurde im Rahmen einer
Masterarbeit als Andorid Applikation fu¨r Shimmer Sensoren [Shi] in Koopera-
tion mit dem Master Studenten Marcus Pannwitz [Pan14] implementiert.
Unser System zeichnet dabei nicht nur Vital-Parameter von Kleinkindern
auf, sondern reagiert mit Alarmen auf drastische A¨nderungen der Werte. Wir
unterscheiden zwischen zwei verschiedenen Alarmarten: einem akustischen Alarm
und einen Notruf. Der Ton soll dabei Pfleger oder Eltern warnen und die Klein-
kinder zum weiteratmen animieren. Der Notruf hingegen soll automatisch pro-
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fessionelle Hilfe versta¨ndigen. Im restlichen Teil dieses Abschnittes fu¨hren wir
die wichtigsten Teile unseres Assistenzsystems ein.
Bewegungs-Sensor Der Bewegungs-Sensor, dessen Verhalten in Abbildung
7.8 dargestellt ist, wird zur Bestimmung der Atemfrequenz genutzt. Er wird
durch einen Gurt an der Brust angebracht und misst den Ausschlag des Sen-
sors, der durch die Bewegung des Brustkorbes beim Ein- und Ausatmen forciert
wird. Durch diese Messungen erhalten wir Informationen u¨ber die Tiefe und
Frequenz der Atmung. Sie werden periodisch hervorgerufen durch ein Signal
der Umgebung (u¨ber den Kanal p1). Die Transition t2 zwingt den Sensor zu
einer Messung des aktuellen Deltas, d.h. des Ausschlags, der auf der X-Achse
sichtbar ist. Falls das Delta nicht zu klein ist, also gro¨ßer als ein Epsilon (Guard
an der Transition t3), erkennt der Sensor dies als Ausschlag und sendet es als
Signal an die Umgebung (durch den Interface-Kanal p4).
Wu¨rde man nur den Bewegungs-Sensor als einzigen Anhaltspunkt fu¨r Atem-
unregelma¨ßigkeiten nutzen, wu¨rden viele Fehlalarme entstehen. Gru¨nde dafu¨r
ko¨nnen zum Beispiel ein verrutschter Brustgurt oder ein sich stark bewegen-
der Patient sein. Wegen diesen Ungenauigkeiten, nutzen wir zusa¨tzlich einen
zweiten Sensor, der die Zuverla¨ssigkeit steigert: der Lichtsensor.
X
y
(a) Funktionalita¨t (b) Algebraisches Petrinetz
Abbildung 7.8: Bewegungssensor
Lichtsensor Eine Reduktion der Atemfrequenz fu¨hrt zu einem Absinken der
Sauerstoffkonzentration im Blut. Außerdem existiert ein Zusammenhang mit
der Ha¨moglobin- und der Sauerstoffkonzentration des Blutes. Dies wird sich
bei Lichtsensoren [SH87] zu Nutze gemacht, um die Sauerstoffsa¨ttigung (SpO2)
des Patienten zu bestimmen.
Dazu wird der Lichtsensor, dessen Funktionalita¨t in Abbildung 7.9 dar-
gestellt ist, an die Fingerspitze, das Ohrla¨ppchen oder bei Neugeborenen an
154 Implementierung und Fallstudien
den Fuß angebracht. Der eine Teil des Sensors besteht aus zwei Lichtquel-
len, deren ausgesendetes Licht teilweise vom Ha¨moglobin im Blut absorbiert
wird. Dies wird durch den zweiten Teil des Lichtsensors wahrgenommen, indem
die Intensita¨t des nicht absorbierten Lichtes bestimmt wird. Die Ha¨moglobin-
Konzentration wird aus den gemessenen Parametern unter Beachtung der fol-
genden Faktoren berechnet.
Zum einen existiert ein signifikanter Unterschied zwischen der Ha¨moglobin-
Konzentration des arteriellen und des veno¨sen Blutes. Zum anderen bewegt sich
das Blut durch die Gefa¨ße in Wellen. Um dennoch einen genauen Messwert zu
erhalten, wird Licht in kurzen Absta¨nden mit zwei verschiedenen Wellenla¨n-
gen (900nm und 630nm) mit einer gewissen Intensita¨t ausgestrahlt. Das Infra-
rotlicht (900 nm) wird dabei hauptsa¨chlich durch das arterielle und das rote
Licht durch das veno¨se Blut absorbiert. Die Ha¨moglobin-Konzentration und
somit die Sauerstoffsa¨ttigung wird dann durch den Mittelwert der auftreten-
den Amplituden (in Abb. 7.9 x und y), die Berechnung der Absorbtionsraten
























(a) Funktionalita¨t (b) Algebraisches Petrinetz
Abbildung 7.9: Lichtsensor
EKG-Sensor Neben der Sauerstoffunterversorgung ist eine sinkende Herzra-
te ein weiterer Indikator fu¨r Apnoen. Um diesen Effekt zu erkennen ist eine
zuverla¨ssige Messung der Herzrate notwendig. Obwohl es an diesem Punkt
schon mo¨glich ist, die Herzrate mittels der Messergebnisse der beiden oben be-
schriebenen Sensoren zu berechnen, wa¨re dies bestenfalls eine gute Scha¨tzung.
Daher und um Fehlalarme zu vermeiden, nutzen wir in unserem System zu-
sa¨tzlich ein Elektrokardiogramm (EKG). Dieses bestimmt die Herzrate durch
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die Messung und Auswertung elektrischer Aktivita¨t, die durch die Kontraktion
des Herzmuskels entsteht.
Das Verhalten eines EKG-Sensors wird in Abbildung 7.10 dargestellt. Die
Messungen erfolgen durch drei Elektroden, die an der Brust des Patienten an-
gebracht werden. Jede dieser Elektroden misst ein Signal. In Abbildung 7.10b
wird dies durch die Variablen x, y, z dargestellt, denen Werte beim Schalten
der Transitionen t3, t4, t5 zugewiesen werden. Diese drei Signale werden dann
durch die Operation t kombiniert und das Ergebnis der Umgebung durch den
Ausgangskanal p9 mitgeteilt. Die Periodizita¨t der Messungen wurde durch die
Hinzunahme eines Eingangskanals p1 modelliert, durch den der Sensor neu
gestartet werden kann.
(a) U¨berblick (b) Algebraisches Petrinetz
Abbildung 7.10: EKG-Sensor
Durch die Nutzung der drei Sensoren haben wir ein Apnoe-Erkennungssys-
tem modelliert, das eine geringe Anzahl an Fehlalarmen aufweist. Dies wird
insbesondere dadurch erreicht, dass wir Probleme mit den Sensoren mit be-
ru¨cksichtigen.
Dazu haben wir ein farbkodiertes Alarm-System definiert, welches wir im
Folgenden vorstellen.
Farbkodiertes Alarm-System In vielen Fa¨llen ruft die Auswertung, der durch
die Sensoren gemessenen Daten, Fehlalarme hervor. Dies kann beispielsweise
durch defekte Sensoren oder Ausreißer geschehen. Inspiriert durch die Triage,
einem Priorisierungskonzept bei Notfallszenarien, haben wir eine Einstufung
unterschiedlicher Alarmebenen fu¨r unser Apnoe-Erkennungssystem entwickelt.
Dabei werden drei Ebenen unterschieden.
156 Implementierung und Fallstudien
Ebene 1 - Gru¨ner Alarm Wenn die Auswertung der Daten fu¨r maximal
einen Sensor ergibt, dass eine gegebene Grenze u¨berschritten wird, ohne dabei
die anderen Sensoren zu beeinflussen, interpretieren wir dies als einen Feh-
ler im Sensor. Diese Annahme ist durch die Redundanz und die vorliegende
Korrelation der Sensoren in unserem Beispiel legitim. Es ist jedoch auch mo¨g-
lich, dass eine Verzo¨gerung zwischen Anomalien von verschiedenen Sensoren
auftritt. Somit betrachten wir zusa¨tzlich die Resultate der darauf folgenden
Messungen. Falls die Werte des entsprechenden Sensors in der zweiten Mes-
sung sich wieder im Normalbereich befinden, nehmen wir an, dass es sich um
einen Ausreißer handelte. Sollte die Grenze erneut u¨berschritten werden und
keine anderen Sensoren auf Fehler hinweisende Werte anzeigen, senden wir ein
visuelles Signal. Dies soll Betreuer, Eltern des Patienten oder andere Verant-
wortliche dazu veranlassen, den auffa¨lligen Sensor zu u¨berpru¨fen.
Ebene 2 - Orangener Alarm Wenn zwei der Sensoren unerwartete Wer-
te aufweisen, senden wir einen orangenen Alarm in Form eines akustischen
Signals. Dadurch sollen Betreuer oder Eltern unmittelbar informiert werden.
Zudem kann ein Kind dazu angeregt werden, die Atmung wieder aufzunehmen.
Zusa¨tzlich u¨berpru¨fen wir welche der Sensoren involviert sind. Der Grund da-
fu¨r ist, dass die Atmung und Herzfrequenz einer schlafenden Person natu¨rlicher
Weise geringer ist als die einer wachen Person. Sollte sich die Sauerstoffversor-
gung in den erwarteten Grenzen befinden, wird kein Alarm ausgelo¨st.
Ebene 3 - Roter Alarm Auf der dritten Ebene senden wir einen roten
Alarm, wenn alle drei Sensoren unu¨bliche Werte in kurzen Absta¨nden aufwei-
sen. Dieser Alarm beinhaltet ein akustisches Signal um Betreuer oder Eltern
zu informieren, sowie die Absetzung eines Notrufes um professionelle Hilfe her-
beizurufen.
Ziel In diesem Fallbeispiel wollen wir unseren Controller-Synthese Prozess
nutzen, sodass fu¨r das oben beschriebenen Apnoe-Erkennungssystem folgende
Anforderungen erfu¨llt sind.
1. Alle Sensoren mu¨ssen mit einer gemeinsamen Komponente kommunizie-
ren.
2. Die gemeinsame Komponente muss Nachrichten erzeugen ko¨nnen.
3. Der Typ der erzeugten Nachricht muss von den Messwerten aller drei
Sensoren abha¨ngen und dem farbkodierten Alarm-System entsprechen.
Eingaben
Fu¨r unser Apnoe-Erkennungssystem (Services der Abbildungen 7.8b, 7.9b
und 7.10b) stellen wir die folgenden Eigenschaften sicher. Wir geben zuna¨chst
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die formale Darstellung und im spa¨teren Verlauf die dazugeho¨rige textuelle
Beschreibung an.
1a. (pAcc4 .x∧x > AccMax∧pPO7 .y∧y <= POMax∧pECG9 .z∧z <= ECGMax)→
(AX(c1.green) ∧ AF (pAcc1 .x2 ∧ pPO1 .y2 ∧ pECG1 .z2))
1b. (pAcc4 .x∧x <= AccMax∧pPO7 .y∧y > POMax∧pECG9 .z∧z <= ECGMax)→
(AX(c1.green) ∧ AF (pAcc1 .x2 ∧ pPO1 .y2 ∧ pECG1 .z2))
1c. (pAcc4 .x∧x <= AccMax∧pPO7 .y∧y <= POMax∧pECG9 .z∧z > ECGMax)→
(AX(c1.green) ∧ AF (pAcc1 .x2 ∧ pPO1 .y2 ∧ pECG1 .z2))
2a. (pAcc4 .x∧x > AccMax∧pPO7 .y∧y > POMax∧pECG9 .z∧z <= ECGMax)→
(AX(c1.orange) ∧ AF (pAcc1 .x2 ∧ pPO1 .y2 ∧ pECG1 .z2))
2b. (pAcc4 .x∧x > AccMax∧pPO7 .y∧y <= POMax∧pECG9 .z∧z > ECGMax)→
AF (pAcc1 .x2 ∧ pPO1 .y2 ∧ pECG1 .z2)
2c. (pAcc4 .x∧x <= AccMax∧pPO7 .y∧y > POMax∧pECG9 .z∧z > ECGMax)→
(AX(c1.orange) ∧ AF (pAcc1 .x2 ∧ pPO1 .y2 ∧ pECG1 .z2))
3 (pAcc4 .x∧ x > AccMax ∧ pPO7 .y ∧ y > POMax ∧ pECG9 .z ∧ z > ECGMax)→
(AX(c1.red) ∧ AF (pAcc1 .x2 ∧ pPO1 .y2 ∧ pECG1 .z2))
Diese Eigenschaften repra¨sentieren das von den gesendeten Daten abha¨n-
gige, farbkodierte Alarm-System.
Die Eigenschaften 1a.-1c. definieren hierbei die erste Ebene. Wenn die Aus-
wertung der Sensordaten zeigt, dass nur ein Schwellwert u¨berschritten wird,
produziert der Controller einen gru¨nen Alarm.
Die Eigenschaften 2a.-2c. spezifizieren die zweite Ebene des farbkodierten
Alarm-Systems. Sollten zwei Schwellwerte u¨berschritten werden, so erzeugt der
Controller einen orangenen Alarm. Eigenschaft 2b. sorgt fu¨r die Einhaltung
der oben beschriebenen Zusammenha¨nge zwischen Atmung, Herzfrequenz und
Sauerstoffsa¨ttigung.
Eigenschaft 3 beschreibt die dritte Ebene und spezifiziert, dass ein roter
Alarm gesendet wird, wenn alle drei Sensoren auffa¨llige Werte anzeigen.
Die Sensoren werden nach dem mo¨glichen Senden eines Alarms durch Nach-
richten auf den Eingangspla¨tzen neu gestartet.
Resultat
Um unseren Controller-Synthese Prozess auf die drei gegebenen Services
anwenden zu ko¨nnen, fassen wir den Bewegungssensor und den Lichtsensor als
einen Service auf. Die Anwendung unseres Prozesses auf die Services (Bewegungs-
Licht-sensor und EKG-Sensor) und den beschriebenen Eigenschaften resultiert
in folgenden Berechnungszeiten.
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Schritt 1 Schritt 2 Schritt 3 Schritt 4 Schritt 5 Gesamt
41 ms 95 ms 1104 ms 294 ms 2155333 ms 2156985 ms
Tabelle 7.3: Zeitverbrauch des Apnoe-Erkennungs-System
Wie in Tabelle 7.3 deutlich wird, ist auch hier die Zuru¨ckfu¨hrung eines
RCTL-Netzes auf ein APN der berechnungsintensivste Part unseres Ansat-
zes. Grund dafu¨r ist die Berechnung der Transitions-Potenzmenge. Daher wird
auch deutlich, dass der Prozess mit steigender Anzahl an Eigenschaften immer
komplexer wird.
Der synthetisierte Controller dieser Fallstudie besteht aus 32.951 Transi-
tionen, 17 Pla¨tzen und 737.794 Kanten. Er ist somit zu komplex um ihn hier
abzubilden.
Um dennoch einen groben U¨berblick zu liefern, stellen wir im Folgenden
das synthetisierte RCTL-Netz (komplexitttsbedingt nur schematisch) dar.
Abbildung 7.11: Schematische Darstellung des synthetisierten Controllers
(RCTL-Netz) fu¨r das Apnoe-Erkennungssystem
Bei der Eingabe von acht Verhaltenseigenschaften war auch nach 48 Stun-
den die Berechnung des Controllers noch nicht abgeschlossen, sodass wir den
Prozess manuell abbrachen.
7.5 Zusammenfassung
In diesem Kapitel haben wir die Hauptbestandteile unserer Implementierung
vorgestellt. Anschließend haben wir unser laufendes Beispiel noch einmal kurz
zusammengefasst und unsere zwei medizinischen Fallstudien eingefu¨hrt. Diese
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haben wir zur Evaluierung unseres Prozesses genutzt und dessen Zeitverbrauch
angegeben. In der Diskussion haben wir den Zuru¨ckfu¨hrungsschritt als den
aufwa¨ndigsten Schritt identifiziert. Um die Skalierbarkeit unseres Prozesses
einscha¨tzen zu ko¨nnen, haben wir sowohl die Anzahl der Eigenschaften als
auch die Komplexita¨t der Services vera¨ndert.
Im Allgemeinen wa¨chst der Berechnungsaufwand exponentiell mit steigen-
der Anzahl und Komplexita¨t von Eigenschaften und Services. Die hauptver-
antwortlichen Schritte unseres Synthese Prozesses sind dabei die Komposition
und die Zuru¨ckfu¨hrung eines RCTL-Netzes auf ein APN. Die Komplexita¨t des
Zuru¨ckfu¨hrungsschrittes steigt mit steigender Zahl an Transition innerhalb des
extrahierten Controllers. Der Grund dafu¨r besteht darin, dass im schlimmsten
Fall fu¨r jede Permutation von Transitionen eine neue erzeugt wird.
Fu¨r unsere Fallstudien konnten wir jedoch jeweils einen Controller in ak-





In diesem finalen Kapitel fassen wir die Resultate dieser Arbeit noch einmal
zusammen (Abschnitt 8.1) und diskutieren sie hinsichtlich der Beantwortung
der Forschungsfragen, die zu Beginn eingefu¨hrt wurden (Abschnitt 8.2). Ab-
schließend geben wir noch einen Ausblick auf zuku¨nftige Arbeiten (Abschnitt
8.3).
8.1 Resultate
Durch die steigende Nachfrage nach computergestu¨tzten Systemen wachsen-
der Komplexita¨t, gewinnen Strategien immer mehr an Bedeutung, die Wieder-
verwendbarkeit und Wartbarkeit zunehmend unterstu¨tzen. Aus diesem Trend
entwickelte sich das Paradigma der serviceorientierten Architekturen, bei dem
Funktionalita¨ten als Services gekapselt und bereitgestellt werden, die dann
wiederverwendet und neu kombiniert werden ko¨nnen. Damit einhergehend
entstanden verschiedene neue Forschungsfelder. Eines der gro¨ßten ist dabei
das Gebiet der Service-Komposition. Dazu werden sogenannte Controller kon-
struiert, die mit den zu komponierenden Services interagieren und den Nach-
richtenaustausch zwischen ihnen koordinieren. Aktuell existierende Controller-
Synthese-Verfahren bieten jedoch weder eine formale Datenbehandlung noch
eine Beru¨cksichtigung datenabha¨ngigen Verhaltens, wodurch hoher manueller
Aufwand notwendig wird und den Prozess damit fehleranfa¨llig und zeitaufwa¨n-
dig macht. Gerade in sicherheitskritischen Bereichen, wie der Medizintechnik,
ist Fehleranfa¨lligkeit jedoch nicht tolerierbar.
Wir haben daher in dieser Arbeit einen Ansatz zur automatisierten Con-
troller-Synthese fu¨r Services mit Daten vorgestellt. Dessen Ziel ist es, fu¨r zwei
gegebene Services mit Daten S1, S2 und einer Menge datenabha¨ngiger Verhal-
tenseigenschaften Φ = {ϕ1, ϕ2, . . . }, einen Controller C derart zu synthetisie-
ren, dass ϕ1 ∧ ϕ2 ∧ . . . in dem komponierten System S1 ⊗ C ⊗ S2 gilt und die
Komposition somit korrekt ist. Dabei synthetisieren wir C direkt aus S1, S2
und Φ.
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Um in diesen Prozess eine formale Datenbehandlung zu integrieren, ha-
ben wir angenommen, dass die Verhaltenseigenschaften als RCTL-Formeln
ϕ1, ϕ2, . . . und das Verhalten der Services als APNs S1, S2 gegeben sind.
Auf diesen Annahmen aufbauend fu¨hren wir unseren fu¨nfschrittigen Prozess
durch.
Im ersten Schritt verkleinern wir zuna¨chst die Service-Modelle, sodass nur
noch das fu¨r die Kommunikation wichtige Verhalten erhalten bleibt. Diesen
Schritt bezeichnen wir als Extraktion beobachtbaren Verhaltens. Wir haben da-
fu¨r einen Algorithmus definiert, der aus einem APN S ein Menge von RCTL-
Formeln ΨS = {ψ1S, ψ2S, . . . } extrahiert, die das Verhalten von S an den Interface-
Ports spezifizieren.
Im zweiten Schritt u¨bersetzen wir diese RCTL-Formeln ( ψ1S1 , ψ
2
S1




, . . . ) sowie die Verhaltenseigenschaften (ϕ1, ϕ2, . . . ) in algebraische Pe-
trinetze (Nψ1S1
, Nψ2S1
, . . . , Nψ1S2
, Nψ2S2
, . . . , Nϕ1 , Nϕ2 , . . . ). Um die Semantik der
Formeln erhalten zu ko¨nnen, haben wir die originalen algebraischen Petrinet-
ze um eine Funktion erweitert, die jeder Transition einen temporalen-Pfad
Operator (oder im Falle, dass dieser nicht notwendig ist τ) zuweist. Die so
konstruierten Netze bezeichnen wir als RCTL-Netze.
Im dritten Schritt komponieren wir die aus der U¨bersetzung resultierenden
RCTL-Netze (Nψ1S1
, Nψ2S1
, . . . , Nψ1S2
, Nψ2S2
, . . . , Nϕ1 , Nϕ2 , . . . ). Unser Komposi-
tionsalgorithmus ist dabei so definiert, dass
∧{ψ1S1 , ψ2S1 , . . . , ψ1S2 , ψ2S2 , . . . ,
ϕ1, ϕ2, . . . } in
⊗{Nψ1S1 , Nψ2S1 , . . . , Nψ1S2 , Nψ2S2 , . . . , Nϕ1 , Nϕ2 , . . . } gilt. Als Re-
sultat erhalten wir ein RCTL-Netz, das Service-spezifisches Verhalten aufwei-
sen kann. Dies ist fu¨r den gesuchten Controller nachteilig, da dieser nur das
Kommunikationsverhalten zwischen den Services abbilden soll. Um dies zu
behandeln, haben wir fu¨r den vierten Schritt unseres Prozesses einen Extrak-
tionsalgorithmus entwickelt, der das Controller-Verhalten separiert.
Im fu¨nften und letzten Schritt nutzen wir das aus der Extraktion resultie-
rende RCTL-Netz und u¨berfu¨hren dies zuru¨ck in ein APN. Bei diesem APN
handelt es sich um den gesuchten Controller, der mit den originalen Service-
Modellen komponiert werden kann.
Da alle Stufen automatisiert und korrekt arbeiten, erfu¨llt das komponier-
te System (bestehend aus den Services und dem Controller) alle spezifizier-
ten Eigenschaften per Konstruktion. Darauf aufbauend arbeitet der Controller
korrekt fu¨r jede Instantiierung, die eine SPR-Algebra der algebraischen Spezi-
fikation des komponierten Systems darstellt.
Um unseren Prozess beispielhaft zu demonstrieren, haben wir diesen in
Form eines Prototypen implementiert und anhand von drei Fallbeispielen aus
dem medizinischen Bereich (Interoperabilita¨t einer Pumpe und eines Schalters,
einer ku¨nstlichen Bauchspeicheldru¨se und eines Apnoe-Erkennungssystem) eva-
luiert. Die Ergebnisse zeigen, dass die Berechnungszeiten abha¨ngig von der
Anzahl und Struktur der Verhaltenseigenschaften sind, wir fu¨r die Fallstudien
jedoch akzeptable Zeiten erhalten. Diese Zeiten sind besser als die zu erwar-
tenden Berechnungszeiten beim Model-Checking.
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8.2 Diskussion
In Abschnitt 1.2.2 haben wir mittels Forschungsfragen Kriterien aufgestellt, die
unser Ansatz zur automatischen Controller-Synthese fu¨r Services mit Daten
erfu¨llen soll. In diesem Abschnitt diskutieren wir die Resultate dieser Arbeit
und erla¨utern inwiefern wir diese Kriterien erfu¨llt haben.
1. Asynchrone Kommunikation
Generell sollten Ansa¨tze zur Controller-Synthese mit asynchroner Kom-
munikation umgehen ko¨nnen um bei praktischen Problemen anwendbar
zu sein. In unserem Ansatz stellen wir dies durch die Nutzung von alge-
braischen Petrinetzen (APNs) sicher. Sie stellen die Mo¨glichkeit bereit,
Nachrichten auf den Interface-Ports eines Services zu speichern, die je-
derzeit von einem anderen Service empfangen werden ko¨nnen.
2. Spezifikation komplexer, datenabha¨ngiger Eigenschaften
Durch unsere Definition einer speziellen Menge von atomaren Proposi-
tionen, sind wir in der Lage auch datenabha¨ngige Eigenschaften zu spe-
zifizieren. Die von uns definierte und auf den eben genannten atomaren
Propositionen aufbauende Logik RCTL ermo¨glicht daru¨ber hinaus tem-
porale Pfad-Operatoren beliebig zu schachteln. Somit ko¨nnen wir auch
komplexere, datenabha¨ngige Verhaltenseigenschaften spezifizieren.
3. Handhabung datenabha¨ngigen Verhaltens
In allen Schritten unseres Synthese-Prozesses werden Datenabha¨ngigkei-
ten beachtet.
Genauer gesagt werden zuna¨chst wa¨hrend der Extraktion beobachtbaren
Verhaltens alle fu¨r die Kommunikation wichtigen Pfade und Datenabha¨n-
gigkeiten mit Hilfe von RCTL-Formeln spezifiziert. Diese bleiben auch
bei der U¨bersetzung von RCTL-Formeln in RCTL-Netze erhalten. Bei
der Komposition der entstandenen RCTL-Netze werden sie zudem dazu
genutzt, sich widersprechende Eigenschaften zu erkennen. Sollten diese
nicht existieren, so entsteht der Controller durch den Extraktionsschritt
und die anschließende Zuru¨ckfu¨hrung eines RCTL-Netzes auf ein APN.
In beiden Schritten bleiben die vorhandenen Datenabha¨ngigkeiten eben-
falls erhalten.
Somit ist unser Synthese-Prozess in der Lage datenabha¨ngiges Verhalten
zu Erkennen und ada¨quat zu handhaben.
4. Korrektheit-per-Konstruktion
Unser Synthese-Prozess ist eine Hintereinanderausfu¨hrung von fu¨nf Schrit-
ten. Diese sind: Extraktion beobachtbaren Verhaltens, U¨bersetzung von
RCTL-Formeln in RCTL-Netze, Komposition von RCTL-Netzen, Ex-
traktion des Controllers und Zuru¨ckfu¨hrung eines RCTL-Netzes auf ein
APN. Jeder dieser Schritte nutzt das Resultat des vorangegangenen Schrit-
tes als Eingabe. Da alle dieser einzelnen Schritte korrekt arbeiten, re-
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sultiert der gesamte Prozess in einem Controller, der per Konstruktion
korrekt ist.
5. Automatisierte Synthese
Alle Schritte in unserem Controller-Synthese Prozess haben wir in Form
eines Prototypen implementiert, so dass sie voll-automatisch arbeiten.
Um ein Indiz fu¨r die Anwendbarkeit zu liefern, haben wir unseren Pro-
totypen auf drei medizinische Fallstudien angewendet und die Berech-
nungszeiten gemessen.
8.3 Ausblick
Mit unserem Ansatz ist es mo¨glich einen Controller zu synthetisieren, der ga-
rantiert, dass das komponierte System (bestehend aus Services und Control-
ler) die gewu¨nschten Verhaltenseigenschaften erfu¨llt. Aktuell nehmen wir an,
dass diese Eigenschaften als RCTL-Formeln und das Verhalten der Services als
APNs gegeben sind. Diese und andere von uns getroffenen Einschra¨nkungen
bieten großes Potential unseren Ansatz weiter zu verbessern und seine Prakti-
kabilita¨t zu erho¨hen. In diesem Abschnitt diskutieren wir zum einen wie man
die Wahrscheinlichkeit erho¨ht, dass ein Controller mit vertretbarem Aufwand
synthetisiert werden kann, zum anderen, wie die Ausdruckssta¨rke der Formel
verbessert werden kann und wie existierende Ansa¨tze mit unserem kombiniert
werden ko¨nnen.
8.3.1 Priorisierung der Eigenschaften
Es ist mo¨glich, dass sich Eigenschaften durch eine fehlerhafte Spezifikation
widersprechen. Dies kann beispielsweise bei der Sicherstellung von Quality of
Service (QoS )-Kriterien wie z.B. maximale Anzahl von Zusta¨nden, Antwort-
zeiten, etc. der Fall sein. Durch Modifikationen ko¨nnte unser Ansatz dazu ge-
nutzt werden, zu erkennen, dass ein QoS-Kriterium nicht erfu¨llbar ist, wenn
die notwendigen Eigenschaften kombiniert werden. Eine Vorarbeit dazu wur-
de bereits in [Kab15] Unser Synthese-Prozess ko¨nnte dahingehend erweitert
werden, Gegenbeispiele automatisiert zu ermitteln, die zu widerspru¨chlichen
Eigenschaften zu erkennen und in geeigneter Weise dem Nutzer fu¨r eine ma-
nuelle Unterstu¨tzung zur Verfu¨gung zu stellen.
Die Wahrscheinlichkeit fu¨r ein solch
”
negatives“ Ergebnis ko¨nnte in diesem
Fall durch die Einfu¨hrung von Priorita¨ten hinsichtlich der Verhaltenseigen-
schaften verringert werden. Dies wu¨rde eine Unterscheidung zwischen notwen-
digen und optionalen Eigenschaften ermo¨glichen. Damit ko¨nnte zuna¨chst ein
Controller synthetisiert werden, der zumindest die wichtigsten Eigenschaften
gewa¨hrleistet. Dazu ko¨nnten vorrangig die notwendigsten Eigenschaften kom-
poniert und so ein erster Entwurf eines Controllers bereit gestellt werden. Der
Nutzer kann diesen Schritt fu¨r Schritt um weniger wichtige Eigenschaften er-
weitern und widerspru¨chliche Eigenschaften ausschließen.
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8.3.2 Verbesserung der Ausdruckssta¨rke von RCTL
Es gibt einige Mo¨glichkeiten die Spezifikation der Eigenschaften zu verbessern.
In diesem Abschnitt betrachten wir die beiden erfolgversprechendsten.
Spezifikation kapizita¨tsgebundener Eigenschaften
Aktuell erlauben wir die Definition von Kapazita¨ten nur in den Service-
Modellen. Diese Informationen werden wa¨hrend der Extraktion beobachtbaren
Verhaltens vernachla¨ssigt, da derzeit keine Kapazita¨tseinschra¨nkungen durch
Formeln spezifiziert werden ko¨nnen. Es wa¨re daher sehr vorteilhaft, die De-
finition von RCTL durch neue atomare Propositionen zu erweitern und die
einzelnen Schritte unseres Synthese Prozesses darauf anzupassen.
Erweiterung auf CTL
Wenn wir die Ausdruckssta¨rke der RCTL-Formeln erho¨hen wollen, so ist die
Integration der Negation am erfolgversprechendsten. Damit wa¨re es mo¨glich,
das Erreichen eines spezifischen Zustandes zu verhindern, sobald ein anderer
eingetreten ist. Nehmen wir beispielsweise an, dass zwei Pumpen koordiniert
werden mu¨ssen, wobei nur eine davon injizieren darf. Das bedeutet, sobald
eine der beiden aktiv ist, muss die andere inaktiv bleiben. Dies wird in der
folgenden Eigenschaft spezifiziert.
Pump1inject.x→ AG(¬Pump2inject.y). (8.1)
Fu¨r die folgenden Erkla¨rungen nehmen wir an, dass die generelle Struk-
tur der RCTL-Formeln erhalten bleibt. Das bedeutet, auf der ho¨chsten Ebene
der Formel befindet sich eine Implikation. Die Integration der Negation auf
der linken Seite der Implikation kann durch Transformation jeder Formel in
eine (disjunktive oder konjunktive) Normalform und durch die Nutzung von
Inhibitorkanten realisiert werden. Wesentlich schwerer ist die Integration der
Negation auf der rechten Seite der Implikation. Mit den vorhandenen Mitteln
ist es nicht mo¨glich sicherzustellen, dass ein bestimmter Platz nicht markiert
werden darf. Daher muss man die Syntax und Semantik der RCTL-Netze bspw.
durch eine neue Kanten- und Transitionsart erweitern, wobei existierende Ana-
lysemethoden gu¨ltig bleiben sollten.
Eine weitere Verbesserung wu¨rde die Integration des temporalen Pfad-
Operators E(ϕUψ) (EU) bringen. Damit wa¨re es mo¨glich sicherzustellen, dass
ein Zustand so lange gilt, bis ein anderer Zustand erreicht wird. Auch dies
wu¨rde sich insbesondere im medizinischen Bereich als vorteilhaft erweisen. Als
Beispiel dafu¨r nehmen wir an, dass eine Pumpe mit einem synthetisierten Con-
troller verbunden ist. Mo¨glicherweise ist es notwendig sicherzustellen, dass so-
bald die Pumpe leer ist, der Controller so lange periodisch wiederkehrend eine
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Alarmnachricht sendet, bis die Pumpe wieder aufgefu¨llt ist. Dies kann durch
die folgende Formel spezifiziert werden.
(fillLevelPump.x ∧ (x == 0))→
AG(cSendAlarm.y U (fillLevelPump.x ∧ (x > 0))) (8.2)
Fu¨r diesen Fall sollte die Menge mo¨glicher Transitionslabel um den Ope-
rator EU erweitert werden. Dies mu¨sste dann auch im Kompositionsschritt
beachtet werden.
Wenn die Negation und der Until-Operator (EU) integriert sind, bilden
die zugelassen Operatoren (a ∈ AP,∧,¬, EF,EX,EG,EU) eine Junktorbasis
und somit wu¨rde CTL als Ganzes unterstu¨tzt werden.
8.3.3 Kombination mit existierenden Arbeiten
Da unser Controller-Synthese Prozess APNs und CTL-Formeln als Eingabe
erfordert und in einem APN resultiert, ist dessen industrielle Anwendbarkeit
und die Kombination mit existierenden Frameworks eine ho¨chst interessante
Frage. In diesem Abschnitt pra¨sentieren wir existierende Ansa¨tze, die mit un-
serem Prozess kombiniert werden ko¨nnen. Dadurch werden die Anforderungen
an die Eingaben unseres Prozesses gelockert und somit dessen Nutzbarkeit und
Akzeptanz erho¨ht.
Bevor wir jedoch ins Detail gehen, wollen wir noch einmal darauf hinweisen,
dass wir insbesondere jene Anforderungen betrachten, die in der sicherheitskri-
tischen Doma¨ne der medizinischen Gera¨te auftreten. Dadurch ko¨nnen wir die
Vorteile nutzen, die die Medizinprodukte-Richtlinien [Eur07] aufweisen. Diese
wurden vom europa¨ischen Parlament verabschiedet, um eine korrekte und si-
chere Funktionalita¨t von medizinischen Gera¨ten sicherzustellen. Ihre deutsche
Umsetzung, das Medizinprodukte-Gesetz [Ger11], fordert von den Herstellern
solcher Gera¨te eine vollsta¨ndige Qualita¨tssicherung. Dies umfasst eine Doku-
mentation der gesamten Funktionalita¨t jedes Gera¨tes und eine Beschreibung
des Kommunikationsverhaltens. Daher ist es legitim anzunehmen, dass eine
textuelle Beschreibung fu¨r jedes Gera¨t verfu¨gbar ist.
Um von dieser Situation zu profitieren und die Annahmen an die Einga-
ben unseres Prozesses zu lockern, ko¨nnen wir eine Kette von Ansa¨tzen nutzen,
die eine strukturierte, textuelle Beschreibung in eine sehr spezielle Form der
Unified Modeling Language (UML ) [DB09] u¨bersetzt. Das Ergebnis wird an-
schließend in ein high-level Petrinetz [BP01] u¨berfu¨hrt. Desweiteren wa¨re es mit
einer Reihe von Anpassungen mo¨glich, die geforderten RCTL-Formeln durch
die U¨bersetzung natu¨rlicher Sprache in temporale Logik [NF96] automatisch zu
erhalten. Die angegebenen Ansa¨tze ko¨nnen zwar einzelne Worte erkennen und
in Verbindung setzen, jedoch ko¨nnen sie bisher nicht ada¨quat mit der semanti-
schen Bedeutung der Worte sowie mit dem sie umgebenen Kontext umgehen.
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Dieses Problem mu¨sste bei einer gewu¨nschten Anwendung im Vorfeld behoben
werden.
Um unsere Resultate von der Modell- hin zur Code-Ebene zu transformie-
ren und somit industrielle Anwendbarkeit zu erreichen, ko¨nnen wir mit Hil-
fe komplexerer Anpassungen einen Ansatz nutzen, der eine spezielle Art von
high-level Petrinetzen in Web Service - Business Process Execution Langua-
ge (WS-BPEL )-Code u¨bersetzt [LVdA06].
WS-BPEL ist eine XML-basierte, oft genutzte Sprache zur Modellierung
von Gescha¨ftsprozessen, deren Aktivita¨ten als Web-Services bereitgestellt wer-
den. Mit WS-BPEL-Engines wird eine Ausfu¨hrung von Instanzen solcher Ge-
scha¨ftsprozesse ermo¨glicht. Damit hat dieser Ansatz das Potential die Ausfu¨h-
rung unseres synthetisierten Controllers sicherzustellen und somit ein lauffa¨-
higes System, bestehend aus dem Controller und den medizinischen Gera¨ten,
zur Verfu¨gung zu stellen.
Zusammenfassend kann gesagt werden, dass eine angemessene Anpassung
dieser und a¨hnlicher Ansa¨tze in Kombination mit unserem Synthese-Prozess
das Potential hat, voll-automatisch Controller zu synthetisieren, die hinsicht-
lich datenabha¨ngiger Verhaltenseigenschaften korrekt sind. Damit wird eine
sichere und zuverla¨ssige Interoperabilita¨t medizinischer Gera¨te nicht nur auf
der Modell- sondern auch auf der Anwendungsebene erreicht.
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