Abstract-This research proposes an automated method for planning a team of mobile robots such that a Boolean-based mission is accomplished. The specification consists of logical requirements over some regions of interest for the agents' trajectories and for their final states. A Petri net (PN) with outputs models the movement capabilities of the team and the active regions of interest. The imposed specification is translated to a set of linear restrictions for some binary variables, the robot movement capabilities are formulated as linear constraints on PN markings, and the evaluations of the binary variables are linked with PN markings via linear inequalities. This allows us to solve a Mixed Integer Linear Programming problem whose solution yields robotic trajectories satisfying the task. In this paper we propose the problem of planning a team of cooperating robots such that a Boolean-based specification over some regions of interest is accomplished. To this goal, we model the team movement and the satisfaction of regions with a discrete event system in the form of a Petri net (PN) with outputs. Then, we convert the mission into a set of linear inequalities, we link the binary variables from these inequalities with PN markings and we obtain a Mixed Integer Linear Programming (MILP) formulation for the initial problem. The solution yields individual robot trajectories optimal from the point of view of the number of discrete transitions. The main contributions of this work consist in the defined PN system that easily handles a whole team of agents and in the MILP formulation that includes the targeted specification together with the constructed model.
I. INTRODUCTION
A fair amount of research proposes planning algorithms for mobile robots. The motion tasks range from classical single-robot target reachability and obstacle avoidance [1] to high-level missions for a whole team [2] . Many approaches reduce the robot interaction with the environment into finite representations, and then reason on the obtained discrete event systems [3] , [4] , [2] , [5] .
In this paper we propose the problem of planning a team of cooperating robots such that a Boolean-based specification over some regions of interest is accomplished. To this goal, we model the team movement and the satisfaction of regions with a discrete event system in the form of a Petri net (PN) with outputs. Then, we convert the mission into a set of linear inequalities, we link the binary variables from these inequalities with PN markings and we obtain a Mixed Integer Linear Programming (MILP) formulation for the initial problem. The solution yields individual robot trajectories optimal from the point of view of the number of discrete transitions. The main contributions of this work consist in the defined PN system that easily handles a whole team of agents and in the MILP formulation that includes the targeted specification together with the constructed model.
Related problems to the one we consider are reported in works as [2] , [4] , [6] . Although the specifications we consider here are less expressive than Linear Temporal Logic (LTL) or regular expressions (as in [2] ), our solution is completely different and has several advantages. Thus, instead of combining individual robot abstractions and specification automaton into a complex model, the PN model we construct has fixed topology and only the number of tokens varies with the number of robots (similar to models from [7] , where simpler reachability tasks were solved). Due to the C. Mahulea is with the Aragón Institute of Engineering Research (I3A), University of Zaragoza, Maria de Luna 1, 50018 Zaragoza, Spain {cmahulea@unizar.es}.
M. Kloetzer is with the Dept. of Automatic Control and Applied Informatics, Technical University "Gheorghe Asachi" of Iasi, Romania {kmarius@ac.tuiasi.ro}. assumed specification, the robots can individually follow their trajectories, without having to synchronize as it was necessary in the case of more complex tasks [2] , [5] . The discrete path planning problem from [4] considers a single mobile robot instead of a team, and a task combining Boolean variables on the graph nodes. The solution translates the specification to a Traveling Salesman Problem (TSP) and uses the corresponding algorithms. Work [6] presents a receding horizon framework for a single system, with specification given as LTL formulae expressed on some regions of interest. The proposed control structure uses a state space discretization of the system and a MILP problem, but the number of discrete steps necessary to ensure the satisfaction of the formula can be arbitrary large. Our method deals with a team of robots, the PN model allows the usage of some structural properties, and the number of transitions is upper-bounded. Various MILP techniques were proposed for solving different planning or allocation problems [8] , while this work targets a specific task and MILP. PN models have been used for modeling and controlling mobile robots in the recent literature [9] , [10] . However, the modeling methodology is different and the models have different significance, in our case the environment being partitioned depending on the regions of interest. Recently, abstractions characteristic to Resource Allocation Systems were used based on finite automata [11] , [12] or PNs [13] and the methods available for deadlock avoidance have been adapted. The paper is structured as follows. Sec. II includes preliminaries and team model construction. The problem formulation and an optimal solution minimizing the total number of discrete transitions are given in Sec. III. Sec. IV includes concluding remarks and future extensions.
II. PRELIMINARIES AND TEAM MODEL
Sec. II-A defines the discrete event model that we will use for a team of identical robots. Sec. II-B introduces the formalism for expressing mission requirements for a team of cooperating robots.
A. Petri nets
This subsection introduces the basic notions of PN (see [14] for a gentle introduction).
Definition 2.1: A Petri net (PN) is a tuple N = P, T, F with P and T two finite, non-empty and disjoint sets of places and transitions; F ⊆ (P × T ) ∪ (T × P ) is the set of direct arcs from places to transitions or transitions to places.
The PN structure can be represented by two matrices: P re, P ost ∈ {0, 1} |P |×|T | , with P re[p i , t j ] = 1 if ∃(p i , t j ) ∈ F , and P re[p i , t j ] = 0 otherwise;
1 For x ∈ P ∪ T , the sets of its input and output nodes (places or transitions) are denoted as • x and x • , respectively. Let p i , i = 1, . . . , |P | and t j , j = 1, . . . , |T | denote the places and transitions. Each place can contain a non-negative integer number of tokens, and this number represents the marking of the place. The distribution of tokens in places is denoted by m, where m[p i ] is the marking of place p i . The initial token distribution, denoted by m 0 ∈ N |P | ≥0 , is called the initial marking of the net system. A PN with an initial marking is a PN system N , m 0 .
A transition t j ∈ T is enabled at m if all its input places contain at least one token, i.e., ∀p i ∈
• t j , m[p i ] ≥ 1. An enabled transition t j can fire leading to a new statem = m + C[·, t j ], where C = P ost − P re is the token flow matrix and C[·, t j ] is the column corresponding to t j . It will be said thatm is a reachable marking that has been reached from m by firing t j and it is written as m[t j m.
Ifm is reachable from m through a finite sequence of transitions σ = t i1 t i2 . . . t i k , the following state (or fundamental) equation is satisfied:
where σ ∈ N |T | ≥0 is the firing count vector, i.e., its j th element is the cumulative amount of firings of t j in the sequence σ. Notice that Eq. (1) is only a necessary condition for the reachability of a marking. The marking solutions of (1) It is well known that for state machine PNs, liveness is equivalent to strongly connectedness and non-emptiness of (initial) marking. Moreover, in a live state machine, there exist no spurious markings [15] , i.e., the solutions of the fundamental Eq. (1) give the set of reachable markings.
We will use the PN to model a team of identical robots evolving in an environment where some convex polygonal regions of interest exist. The regions of interest are labeled with elements from set Π = {Π 1 , Π 2 , . . . , Π |Π| }. For this reason, we define a class of Petri nets with outputs, which is a restrictive class of Interpreted Petri nets [16] , without inputs associated to transitions. Definition 2.2: A Petri net Q with outputs is a 4-tuple Q = N , m 0 , Π, h), where:
• N , m 0 is a Petri net system; • Π ∪ {∅} is the output alphabet (set containing the possible output symbols (observations)), where ∅ denotes the empty observation;
.
A PN with outputs considered in Ex. 2.3.
• h : P → 2 Π is an observation map, where h(p i ) yields the output of place p i ∈ P . If p i has at least one token, then observations from h(p i ) are active. Let v Πi ∈ {0, 1} 1×|P | be the characteristic row vector of the observation 
T , the output alphabet is Π = {Π 1 , Π 2 } and the observation map:
The 
. . . t j |r| m |r| that induces an output word denoted by h(r), which is the observed sequence of elements from 2 Π , i.e., h(r) = ||V ·m 0 ||, ||V ·m 1 ||, . . . , ||V · m |r| ||, h(r) ∈ 2 Π * , where 2 Π * is the Kleene closure of set 2 Π . The above PN with outputs can model the movement capabilities of a team of identical mobile robots in a partitioned environment cluttered with overlapping and static regions of interest denoted by elements of set Π. Such finite abstractions can be constructed based on partitions yielded by cell decompositions [17] and control laws for specific robot dynamics [18] , [19] . The main idea is that the environment is partitioned based on regions of interest, every place of N corresponds to a partition cell, while transitions of PN correspond to robot's movement capabilities between adjacent cells. The satisfaction map h shows the regions from Π that are satisfied (visited) when the robots are inside particular cells, with empty observation corresponding to partition cells that are not included in any region from Π. The number of tokens of the PN model is equal with the number of robots, and the initial marking is given by the cells initially occupied by the team. Thus, adding a robot in the team implies adding a token to a place, without changing the PN structure.
Remark 2.4: Similar modeling methodologies are used in many works dealing with robot motion planning [1] , [3] , [2] , but transition systems (or automata) are used instead on PNs. When using transition systems, one system generally corresponds to each robot, and the model of the team can be obtained by a synchronous product of all transition systems [2] , fact that may imply a state explosion issue.
We further assume that the model Q for robots evolving in an environment is already available. The informal steps that lead to its construction are captured in Alg. 1. For polygonal regions of interest, multiple cell decomposition techniques can be used in line 1 [17] , our approach not being tailored for a specific one. The transitions added on lines 4-7 assume fully-actuated point robots, which can move from the current cell to any adjacent cell. For different robot dynamics, the condition from line 5 can be replaced with the existence of control laws steering the robot from cell p i to adjacent cell p j in finite time, e.g., works as [18] , [19] describe the case of affine or multi-affine dynamics in polytopal or rectangular environments. Line 9 adds the tokens, based on robots' initial positions. The observation map from line 10 is well-defined, since the referred cell decomposition techniques preserve boundaries and intersections of regions from Π, and therefore all points inside a cell satisfy the same set of regions.
Algorithm 1: Construct the PN system Q 1 Construct a cell decomposition of the environment based on the polygonal regions of interest from Π; 2 Associate each cell from decomposition to a place from
if cells p i and p j are adjacent then 7 Add transitions t i,j and t j,i to T ;
Property 2.5: The construction from Alg. 1 ensures that the obtained PN is a state machine.
B. Boolean-based specifications
Assume the finite set of atomic propositions Π = {Π 1 , Π 2 , . . . , Π |Π| }, where in a robot-inspired scenario Π i labels a specific region of interest from the environment.
Syntactically, we assume requirements expressed as Boolean logic formulae defined over the set of variables P = P t ∪ P f , where P t = Π and P f = {π 1 , π 2 , . . . , π |Π| }, by using the standard logical connectors ¬ (negation), ∧ (conjunction), ∨ (disjunction). The sets P t and P f refer to the same regions of interest, but the elements of P t suggest regions that should be visited along a trajectory, while P f suggests regions that should be visited in the last state of a run, as explained in the below semantics.
The specifications are interpreted over finite words over the set 2 Π , as are those generated by the PN system with outputs Q from Def. 2.2. Semantically, the lower-and uppercase notations from the above set P have the following meaning when interpreted over the word generated by run
• Π i ∈ P t evaluates to True over word h(r) if and only if ∃j ∈ {0, 1, . . . , |r|} such that Π i ∈ ||V · m j ||;
In other words, an upper-case variable refers to a proposition that is evaluated along the whole run, while a lower-case one refers only to the final (terminal) marking. Under this explanations, the formal definitions of syntax and semantics of used specifications is not included, and it can be found in any study including Boolean formulae [20] . From now on, we will assume that any Boolean-based requirement ϕ is expressed into a Conjunctive Normal Form (CNF), the conversion into such a form being possible for any logical expression [20] .
For example, a specification for mobile robots as ϕ = (Π 1 ∨ Π 2 ) ∧ ¬π 1 ∧ ¬Π 3 requires that either region Π 1 or Π 2 is visited along the run, Π 3 is always avoided, and region Π 1 is not true (no robot occupies it) in the final state, i.e., when all robots stop. This paper is concerned with developing supervisory control algorithms for discrete event systems (PNs) such that a Boolean-based specification is satisfied, with applications in planning a team of mobile robots. Future research will handle the expressivity of the assumed specifications when compared with other formal specifications as regular expressions or tasks capturing nonterminating behaviors. For now, we can mention that the proposed formulae are more expressive than classical reachability (navigation) tasks for mobile robots and less expressive (but easier to formally write) than regular expressions.
III. PROBLEM DEFINITION AND SOLUTION
The problem we solve is formulated as follows: Problem: Consider a team of N identical mobile robots evolving in an environment where regions of interest labeled with elements from set Π are defined. Given a Boolean-based specification ϕ as in Sec. II-B, plan the motion of the robotic team such that the resulting trajectories satisfy ϕ.
We emphasize that specification ϕ imposes the requirement for the whole team of robots, instead of explicitly assigning a logical formula for each agent.
Assumptions: As stated in Sec. II-A, the team is abstracted into a PN system with outputs Q having the form from Def. 2.2. Under the natural assumption of a connected environment, the PN model Q is strongly connected (i.e. ∀x i , x j ∈ P ∪ T there exists a path starting in x i and ending in x j ). Thus, the PN has no spurious markings and the set of reachable markings of the net system can be characterized by the state equation (1) .
Let us assume that the requirement ϕ (expressed in CNF) consists of a conjunction of n terms, denoted by: ϕ = ϕ 1 ∧ ϕ 2 ∧. . .∧ϕ n . Each term ϕ i , i = 1, . . . , n is a disjunction of n i variables (negated or not) from set P from Sec. II-B, having the form 
A. Linear restrictions for ϕ
Any Boolean CNF can be converted into a set of linear inequalities by using various techniques [21] . This subsection describes the formalism that we use in solution from Sec. III-B.
Definition 3.1: Define a binary vector x with 2 · |Π| variables, denoted by
T ∈ {0, 1} 2·|Π| , as follows:
to True (i.e., region labeled with Π i is visited along the team trajectory), and
to True (i.e., a robot stops inside the region labeled with Π i ), and x πi = 0 (or x[π i ] = 0) otherwise, ∀i = 1, . . . , |Π|. Under these evaluations, the satisfaction of the imposed specification ϕ is equivalent with a set of n linear inequalities, each such restriction corresponding to a disjunctive term ϕ i , i = 1, . . . , n. To formally construct these inequalities, for each ϕ i , i = 1, . . . , n, we define a function α i : P → {−1, 0, 1} showing what variables from P appear in disjunction ϕ i and which of them are negated:
The linear inequality corresponding to disjunction ϕ i is given by:
where min (α i (γ), 0) is the minimum value between α i (γ) and 0. Informally, (2) and (3) come from the following ideas: if the region corresponding to symbol γ ∈ P is not captured in ϕ i , then its corresponding binary variable is unconstrained (it has coefficient α i (γ) equal to zero). From all regions that appear non-negated in disjunction ϕ i , at least one should be visited and thus the sum of all their corresponding binary variables should be greater or equal than 1. In (3), the nonnegated symbols have coefficient 1 and they do not alter the right-hand term, since (2) evaluates to 1 for these symbols. A negated symbol γ means the avoidance of a region (either along trajectory or in final state), which implies that its corresponding binary variable x γ should be 0. Equivalently, 1−x γ = 1 and because x γ is binary we can write 1−x γ ≥ 1. The first term "1" from here is placed in the right-hand term of (3) via function min (α i (γ), 0).
For a better understanding we include here several examples of applying expression (3) to some disjunctions:
• the inequality corresponding to π is x π ≥ 1, which can be satisfied if and only if the binary x π has value 1, • the inequality corresponding to ¬π is −x π ≥ 0, which can be satisfied if and only if the binary x π has value 0, • the inequality corresponding to Π 1 ∨ π 1 ∨ ¬Π 2 is x Π1 + x π1 − x Π2 ≥ 0, which holds only for those binary values of x Π1 , x π1 , x Π2 for which the disjunction is True.
We conclude this subsection by saying that the CNF specification ϕ = ϕ 1 ∧ ϕ 2 ∧ . . . ∧ ϕ n is algorithmically converted (by using (3)) into a system of n linear inequalities, one for each disjunctive term. For example, the specification mentioned in Sec. II-B, ϕ = (Π 1 ∨Π 2 )∧¬π 1 ∧¬Π 3 , translates to the following system:
The obtained inequalities simultaneously hold only for binary values of x for which ϕ evaluates to True, under the links given in Def. 3.1. In the remainder of this section we enforce these links between binary variables and proposition satisfactions by using markings of the PN model Q.
B. Optimal solution
Sec. III-A shows how the specification ϕ is transformed to linear inequalities using Boolean variables x. In this section we show that these Boolean variables can be defined by using linear inequalities based on the PN markings. For simplicity, we first handle final state requirements (formulae over P f ), and then we present the case of trajectory requirements.
Constraints on the final state. For each observation Π i , in Sec. III-A a binary variable x πi is introduced such that x πi = 1 if π i evaluates to True at the final state. The following set of linear inequalities can be used to define the value of the variable x πi at a final reachable marking m:
where N is the number of robots and v Πi is the characteristic row vector of observation Π i defined in Sec. II-A. Notice that, if Π i is True at final marking m, then v Πi · m ≥ 1 and the first equation of (5) is satisfied only if x πi = 1. On the other hand, if Π i is False, then v Πi · m = 0 and the second equation of (5) is satisfied only if x πi = 0. Example 3.2: For the model of Ex. 2.3 we impose the specification ϕ = π 2 , i.e., the final marking should have at least one token in p 4 because only h(p 4 ) includes Π 2 . A binary variable x π2 is introduced and, based on (3), the formula is satisfied if the following constraint is true:
The final marking m at which ϕ should be satisfied, is (a) a solution of the state equation (1), i.e., m = m 0 +C ·σ, (b) a solution of (5), and (c) a solution of (3). Therefore, in order to obtain a final marking at which the formula is satisfied, a feasible solution of the following constraints should be obtained:
where
Notice that any reachable marking m having at least one token in p 4 is a solution of the previous system of inequalities.
When finding a solution for the proposed problem, we aim to minimize the number of transitions (robot movements) along the team trajectory. Therefore, we choose the cost function 1
T · σ and we formulate the following MILP for obtaining a final marking at which the formula is satisfied:
where v γ is the characteristic vector of γ ∈ P. Based on the optimal solution σ of (7), the robot (token) trajectories are obtained by firing the enabled transitions and by storing the sequence of places visited by each token (for more details, see [7] ).
Constraints on the trajectory. In order to include constraints on the trajectory we will consider a sequence of k markings m 1 , m 2 , . . . , m k such that:
. . . Informally, these constraints enforce that between PN states m i−1 and m i each token moves at most through one transition (i.e., each robot advances maximum one cell). This avoids the firing of empty cycles.
In Sec. III-A, for each proposition Π i belonging to the specification of the trajectory, a binary variable x Πi is introduced such that x Πi = 1 if Π i evaluates to True along trajectory. Because the trajectory is given by the sequence of the k intermediate markings, the set of linear inequalities used to defined the value of x Πi should consider all these intermediate markings and not only the final one as in previous case. Therefore, restrictions regarding x Πi are:
Solution. Putting together the number of firing transitions that has to be minimized and the constraints given by the state equation and by the specification, the following optimization problem is obtained:
The convex optimization problem (9) is a standard MILP problem [22] , for which there exist complete (in general NP-hard) algorithms for obtaining the optimal solution, e.g., [23] . Therefore, its solution (σ 1 , σ 2 , . . . , σ k ) constitutes a sequence of firing count vectors for PN model Q and thus a solution for the problem formulated at the beginning of this section. Summing up the above details, the cost function minimizes the total number of robot transitions between cells from the partitioned environment. The constraints ensure the following: • the correct functioning of model Q (first two lines with constraints), • the satisfaction of formula ϕ through its disjunctive terms and binary variables (third constraint), • the link between binary variables corresponding to the formula and PN markings for the final requirements (constraints 4 and 5) and for the trajectory requirements (constraints 6 and 7), • feasible restrictions for unknown variables (last two constraints).
Remark 3.3: The constant k in MILP (9) is a design parameter giving the maximum number of intermediate discrete states (places) of each robot. The theoretical upper-bound of k is |T |, because in the worst case scenario, a robot has to once follow each transition from PN (e.g., imagine a stringlike PN where the "first" and "last" places have different outputs, a robot starts from the "first" place, and the formula requires to satisfy along trajectory the output of the "last" place and to satisfy in the final state the output of the "first" one). However, in practice, much lower values of k suffice. Whenever problem (9) returns a solution, that solution is optimal (no matter the value of k), and when k is chosen too small, the problem (9) becomes unfeasible. If k is larger than needed, some intermediate firing vectors σ i will result zero in solution of (9) .
Remark 3.4: The sequence of firing count vectors for model Q obtained by solving MILP (9) can be transformed to transition firing sequences since the PN is a live state machine. Thus, one obtains a finite trajectory (sequence of places or partition cells) for each team member. The trajectory of each robot basically satisfies a part of formula ϕ, such that the whole team accomplishes task ϕ. Because ϕ is a Boolean-based formula as in Sec. II-B, it cannot impose any specific order for visiting regions. Therefore, each robot can individually follow its trajectory, without synchronizing with other team members. In a real scenario, local avoidance routines can be implemented on each agent such that interrobot collisions do not occur.
Remark 3.5: One strategy to reduce the complexity of the MILP (9) is to reduce the abstraction of the robots. One can group places of the PN model with the same observation in one place. Due to space constraints, we prefer to not include this strategy in this paper.
The described solution was implemented in Matlab as a user-friendly package available at [24] . Our implementation includes the external MILP solver from [23] . Due to space constraints, simulation examples are not included here, but can be found in the package [24] .
IV. CONCLUSIONS
We presented an approach that automatically plans a team of cooperating mobile robots based on a Boolean-based task given over a set of regions in the environment. The solution relies on solving a MILP optimization problem that is formulated over a discrete event system. Based on a partition of the environment, the robotic team is abstracted to a PN with outputs, which has the advantage that the topology remains fixed and only the number of tokens varies with the team size. The Boolean formula is represented through a set of linear inequalities in some binary variables, the evaluations of these variables are linked with a finite sequence of PN markings and the PN's fundamental equation is used for making sure that any obtained marking is reachable through a firing sequence. Thus, we obtain a MILP formulation for the proposed problem, and its solution provides a set of firing PN transitions which are converted to individual robotic trajectories. The solution is optimal with respect to the number of discrete transitions followed by team members. The robots can follow their trajectories without synchronizing with other team members. We implemented our procedure as a freelydownloadable software which includes simulation results.
Future extensions of this method will include a method for reducing the computational burden can be reduced by using a suboptimal adaptation that solves the problem on a reduced PN system. Also, future research will be conducted towards relating and extending the assumed tasks to other specification formalisms that may be of interest. At the same time, we aim to study complexity issues, advantages and limitations of our solution, in relation with other techniques as LTL or TSP planning.
