Consider the MLEs (maximum likelihood estimators) of the parameters of the Gumbel distribution using SRS (simple random sample) and RSS (ranked set sample) and the MOMEs (method of moment estimators) and REGs (regression estimators) based on SRS. A comparison between these estimators using bias and MSE (mean square error) was performed using simulation. It appears that the MLE based on RSS can be a robust competitor to the MLE based on SRS.
Introduction
There are many areas of application of the Gumbel distribution including environmental sciences, system reliability, and hydrology. In hydrology, for example, the Gumbel distribution may be used to represent the distribution of the minimum level of a river in a particular year based on minimum values for the past few years. It is useful for predicting the occurrence of extreme earthquakes, floods, and other natural disasters. The potential applicability of the Gumbel distribution to represent the distribution of minima relates to extreme value theory, which indicates that it is likely to be useful if the distribution of the underlying sample data is of the normal or exponential type.
The problem of estimation of the unknown parameters of the Gumbel distribution is considered by many authors under simple random sampling. Maciunas et al. (1979) considered the estimates of the parameters of the Gumbel distribution by the methods of probability weighted moments, moments, and 433 maximum likelihood. They used both independent and serially correlated Gumbel numbers to derive the results from Monte Carlo experiments. They found the method of probability weighted moments estimator is more efficient than the estimators. Leese (1973) , derived the MLE (maximum likelihood estimator) of Gumbel distribution parameters in case of censored samples and he gave expressions for their large-sample standard errors. Fiorentino and Gabriele (1984) , given some modifications of the MLE the Gumbel distribution parameters to reduce the bias of the estimators. Phien (1987) estimated the parameters of the Gumbel distribution by moments, MLE, maximum entropy and probability weighted moments. He derived the asymptotic variance-covariance matrix of the MLEs and used simulation to compare between the various estimators. He found that the MLE is best in terms of the root MSE (mean square error). Corsini et al. (1995) , discussed the MLE and Cramer-Rao (CR) bounds for the location and scale parameters of the Gumbel distribution. Mousa et al. (2002) , found the Bayesian estimation for the two parameters of the Gumbel distribution based on record values. RSS as introduced by McIntyre (1952) is an ingenious sampling technique for selecting a sample which is more informative than a SRS to estimate the population mean. He used of RSS technique to estimate the mean pasture and forage yields. RSS technique is very useful when visual ranking of population units is less expensive than their actual quantifications. Therefore, selecting a sample based on RSS can reduce the cost and increase the efficiency of estimation.
The basic idea behind selecting a sample under RSS can be described as follows: Select m random samples each of size m, using a visual inspection or any cheap method to rank the units within each sample with respect to the variable of interest. Then select, for actual measurement, the i th smallest unit from the i th sample, i = 1, …, m. In this way, a total of m measured units are obtained, one from each sample. The procedure could be repeated r times until a sample of n = mr measurements are obtained. These mr measurements form RSS. Takahasi and Wakimoto (1968) gave the theoretical background for RSS. They showed that the mean of an RSS is an unbiased estimator of the population mean with variance smaller than that of the mean of a SRS. Dell and Clutter (1972) showed that the RSS mean remains unbiased and more efficient than the SRS mean for estimating the population even if ranking is not perfect. A comprehensive survey about developments in RSS can be found in Chen (2000) and Muttlak and Al-Saleh (2000) .
Because there are many attractive applications of Gumbel distribution, it is of interest to conduct a statistical inference for the Gumbel distribution. The statistical inference includes the study of some properties of Gumbel distribution, 434 emphasizing on estimation of Gumbel parameters. The estimation of the location and scale parameters, denoted as α and β respectively, of the Gumbel distribution under SRS and RSS is studied. The Gumbel parameters were estimated by using several methods of estimation in both cases of SRS and RSS such as maximum likelihood, moments and regression. Furthermore, the performance of these estimators is investigated and compared through simulation. Bias, mean square error (MSE) and efficiency of these estimators were used for comparison.
Parameter Estimation Using SRS
The cdf and pdf of the random variable X which has a Gumbel distribution with parameters α and β are given respectively by
where α is the location parameter and β is the scale parameter, β > 0, x and α  (−∞, ∞).
Let X1, X2, …, Xn be a random sample from X. The MLEs, MOMEs (method of moment estimators) and REGs (regression estimators) will be examined in case of both parameters are unknown based on X1, X2, …, Xn.
MLEs
Let X1, X2, …, Xn be a random sample from (2). The log-likelihood function is given by
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After taking the derivatives with respect to α and β equating to 0, the MLEs are obtained as where s, x are the sample standard deviation and mean, respectively, and γ = 0.57721566 is Euler's constant.
REGs
Let y ( ; , ) exp exp ln y= exp xx Fx
The regression estimators of the two parameters are
Parameter Estimation Under RSS MLEs
Let X(i:m)j, i = 1, …, m and j = 1, …, r denote the i th order statistics from the i th set of size m of the j th cycle be the RSS data for X with sample size n = mr.
Using (1) and (2), the pdf of X(i:m)j is given by (Arnold et al.,1992) 
The log-likelihood function is given by
Taking the derivatives of (8) with respect to α and β respectively, and equating the resulting quantities to zero. Because there is no explicit solution for (8), the equations need to be solved numerically to find ,, and MLE R MLE R  .
Ad-hoc Estimators
These are the same as the estimators in (6) and (7) with SRS replaced by RSS
Estimator Comparison
A comparison between all above estimators for both parameters of the Gumbel distribution was carried out under SRS and RSS using simulation. The package R has been used to conduct the simulation. The following values of the parameters and sample sizes have been considered: α = 0.5, β = 1; α = 1, β = 0.5; α = 1, β = 1; α = 1, β = 2; α = 2, β = 1, n = 12 and n = 24. For each n, a set (m;r) is decided such that n = mr. The bias and the MSE are computed for all the estimators under consideration. The efficiency between all estimators with respect to the MLE based on SRS are calculated where the efficiency of the estimator is defined as
The bias of the estimators is reported in Tables 1 and 3 and the efficiencies of the estimators is reported in Tables 2 and 4. From Tables 1 to 4, the following conclusions are put forth i) In general, the bias is large for all estimators. Therefore, all the estimators are considered as biased estimators for α. ii)
From Table 1 , it can be noticed that the REG under SRS has the smallest bias as compared to the other estimators considered in most cases. In general, for all estimators of α under RSS, the bias is less than the case under SRS. iii)
For fixed α, the MSE of  decreases as the sample size increases. iv)
It is noticed that from Table 2 that MLE under RSS is the most efficient than the MLE based on SRS.
v) The efficiency of the other estimators (MOMEs and REGs based on SRS and RSS) are not consistent, sometimes less one and other times greater than 1.
Similar remarks can be noticed for the case of β.
Conclusion
Based on this study, it may be concluded that all estimators are biased. Because the MLEs under RSS are more efficient than the MLE under SRS, RSS is recommended in case ordering can be done visually or by an inexpensive method. The other estimators are not recommended because they are not consistent.
