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SOME RESULTS ON CONTRACTION RATES FOR BAYESIAN INVERSE
PROBLEMS
MADHURESH
Abstract. We prove a general lemma for deriving contraction rates for linear inverse problems
with non parametric nonconjugate priors. We then apply it to get contraction rates for both mildly
and severely ill posed linear inverse problems with Gaussian priors in non conjugate cases. In the
severely illposed case, our rates match the minimax rates using scalable priors with scales which do
not depend upon the smoothness of true solution. In the mildly illposed case, our rates match the
minimax rates using scalable priors when the true solution is not too smooth.
Further, using the lemma, we find contraction rates for inversion of a semilinear operator with
Gaussian priors. We find the contraction rates for a compactly supported prior. We also discuss
the minimax rates applicable to our examples when the Sobolev balls in which the true solution
lies, are different from the usual Sobolev balls defined via the basis of forward operator.
1. Introduction
Inverse problems can always be formulated as solutions of equations of the type y = G(u) where y
is known (typically some measurement or data from an experiment) and one is interested in solving
the equation to find u [16, Chapter 1]. The model which we shall investigate here is the statistical
version of infinite dimensional linear inverse problems of this type. Specifically, we assume that G is
a linear, injective operator from Hilbert space H1 to Hilbert space H2 (both infinite dimensional).
We treat u as a random variable on H1 and define y by the following equation:
(1) y = G(u) +
1√
n
η ,
where η is a Gaussian noise on H2: η ∼ N (0, ζ).1 In a Bayesian formulation of the problem, also
known as nonparametric (parametric) Bayesian framework when H1 is infinite (finite) dimensional,
we assume that u is distributed according to a measure µn (we assume that the choice of prior may
depend on level of noise) on H1, to be considered as the prior measure. We further assume that u
and η are independent. Given the above assumptions, Bayes’ theorem gives the distribution of the
conditional random variable u given y, called the posterior distribution, to be denoted henceforth
by µyn. We are interested in the properties of the posterior in the small-noise limit as n→∞.
In many practical applications, the inverse problem is ill-posed, in the sense that u may not exist
for given y, or it may not be unique, or u may not depend continuously on y. In such cases, many
methods of regularization are well developed for linear ill-posed inverse problems but are still being
developed for many nonlinear problems, see, e.g. the book by Kirsch [16] and references therein. A
related approach in dealing with ill-posed inverse problems is the statistical approach similar to the
one introduced in the first paragraph. The statistical approach may turn a deterministic ill-posed
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inverse problem into a well-posed problem in the sense that, under certain assumptions on G, µn
and η, the posterior distribution µyn for the conditional random variable u given y is continuous
with respect to y even when G−1 is not continuous (see for e.g., the papers [24, 8] for details, further
discussions and references).
Thus the main object of interest in the statistical version is the posterior distribution µyn. De-
pending on the context, various properties and quantities related to the posterior distribution are
of interest. A far from exhaustive list of recent studies includes credible sets of the posterior [18];
computational methods and finite dimensional approximations of equation (1) and of the posterior
µyn [15]; convergence of MAP (maximum a posteriori) and CM (conditional mean) estimators. For
an extensive bibliography, one may refer to [13].
Another major question in the statistical version is that of consistency of the posterior measure.
Depending on the formulation of the problem, one expects the posterior measure to approach
Dirac delta supported on the true value of the unknown either as the number of observations goes
to infinity (large data limit), or as the observations become more accurate (small noise limit). The
first result in large data limit is due to Doob [21], and this limit has been investigated in many
different contexts since then. There has been a recent interest in the small noise limit [22, 18, 3, 19].
In the case when G is identity operator, then the asymptotics of large data and small noise limits
are known to be equivalent [6, 7]. Consistency can be proved for all linear, injective G when the
prior is Gaussian using elementary methods, however we have not been able to locate a proof in
literature. Methods from the former (large data limit) are exploited in the work of Ray [22] to deal
with small noise limits and will be used explicitly by us in this work as well.
We shall focus on the small noise limit. In particular, we will assume that the data is obtained
from a “true” unknown element u0 ∈ H1 in equation (1). We will be concerned with the rate of
contraction of the Bayesian posterior distribution to the true solution u0 in an appropriate way to
be described later. Essentially we look for the posterior measure µyn of the complements of small
balls around u0, that is, µ
y
n{u : ‖u−u0‖ > ξn}. Note that this is a random variable in y. We then
study the convergence of this random variable to 0 as n→∞. In case we are able to prove such a
convergence, ξn is called a contraction rate.
The novelty of this work, compared to the previous studies [22, 18, 3, 19, 2], is to extend the
class of models, mainly priors, but also the class of distributions of noise η for which we can obtain
contraction rates. The details of the technical assumptions needed for our results are given in
Section 3. We also give necessary and sufficient conditions for well-posedness of linear Bayesian
models in Banach spaces (That is, model 1 with Hi being Banach spaces).
In Section 2.1, we shall begin by presenting the basic set-up, followed in Section 2.2 by the precise
definitions for consistency and contraction rates. We discuss our main contributions and relations
to previous work in detail in Section 2.4. Our main results on contraction rates, Lemma 3.9, as well
as Lemma 3.17 and 3.14, which are extensions of, and use the methods from the work of Ray [22],
are stated and proved in Section 3. Finally, in Section 4, we discuss different classes of examples,
one of which is semilinear, where we can apply our results.
2. Consistency and contraction rates
In this section, we first introduce the basic setup and the Bayes’ theorem in the context of our
problem, followed by the definitions of consistency and contraction rates Section 2.2. Heuristically,
consistency implies that the random posterior measure concentrates around the true solution as the
observations get more precise by way of the observational noise converging to zero in an appropriate
way. In a similar fashion, Contraction rates measure how quickly the above said concentration
happens.
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2.1. Basic setup. As discussed in Section 1, we will consider statistical versions of linear inverse
problem, as given in model (1). We will treat u and y as random variables defined on an abstract
probability space (Ω,F ,P), taking values in Hilbert spaces H1 and H2, equipped with the inner
products 〈·, ·〉1, and 〈·, ·〉2 and corresponding norms ‖ · ‖1 and ‖ · ‖2, respectively. Here recall that
y is referred to as the observed data and u as the unknown, or the parameter to be determined.
We will consider the operator G : H1 →H2 to be linear and injective. Our first lemma will require
that G have a singular value decomposition, i.e., the eigenvectors of GTG form a basis of H1 which
we denote by {ek} with corresponding eigenvalues {ρ2k}, i.e., GTGek = ρ2kek for k = 1, 2, . . .. We
will consider ill-posed inverse problems in the sense that the inverse of G is discontinuous, i.e., 0 is
a limit point of the eigenvalues ρ2k. Thus in this case, for any y ∈ G(H1), there is a unique u ∈ H1
satisfying y = G(u), but the dependence of u on y is not continuous. Also note that y may not
even belong to H2 or G(H1) due to the white noise component. Two important cases of ill-posed
inverse problems are as follows [22, 7].
• The inverse problem is called severely ill-posed if
(2) C1(1 + k
2)−α1e−C0k
−β ≤ ρk ≤ C2(1 + k2)−α2e−C0k−β as k →∞.
for some constants α1, α2 ∈ R and C0, C1, C2, β > 0. Essentially in this case, the eigenvalues
of GTG decay exponentially. An example is the classical inverse problem of determination
of initial condition of the heat equation given the solution at a fixed later time.
• The problem is called mildly ill-posed if
(3) C1(1 + k
2)−α/2 ≤ ρk ≤ C2(1 + k2)−α/2 as k →∞.
for some constants C1, C2, α > 0.
We will consider the case of observational noise to be Gaussian, i.e., η ∼ N (0, ζ), on H2 and also
assume that G(H1) is a subset of Hζ , the Cameron-Martin space of the noise.
Remark 2.1. Note that N (0, ζ) is supported on H2 if and only if ζ is trace class, see [20]. However,
covariance operators which are not trace class are also commonly used. For instance, the covariance
of white noise is the identity which is clearly not trace class. In such a case, the noise is not actually
supported on H2 but on a much larger space Ĥ2 which we define below. Let {bi} be any orthonormal
basis of H2 and let Ri be the one dimensional span of bi. Let νi be the standard Gaussian N (0, 1) on
Ri and define the white noise W on H2 to be the product measure of νi on Ĥ2 :=
∏
Ri. Even though
the above definition uses the basis {bi}, it is easy to check2 that the measure W is independent of
the choice of the basis {bi}.
Denote by Q0,n the measure of the noise η/
√
n and by Qu,n the measure of y given u, i.e.,
measure of the scaled noise η/
√
n shifted by G(u) for any fixed u ∈ H1. The above assumption
that G(u) belongs to the Cameron-Martin space of Q0,n implies that Qu,n ≪ Q0,n. Indeed, the
Radon-Nikodym derivative is given by the Cameron-Martin theorem [20]:
dQu,n
dQ0,n
= exp (−Φ(y, u)) ,(4)
where
(5) Φ(y, u) :=
n
2
〈G(u), G(u)〉ζ − n〈y,G(u)〉ζ ,
where 〈x, y〉ζ = 〈ζ−1/2x, ζ−1/2y〉2 is the Cameron-Martin inner product. Note that existence of
Φ(y, u) assumes that the map ζ−1/2G(u) ∈ H2 for u almost surely in prior measure.
2If W is a random variable distributed as W, we can check that cov(〈W,x〉2, 〈W, y〉2) = 〈x, y〉2 (see [20]).
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Following the Bayesian philosophy, we will assume u to be H1 valued random variable indepen-
dent of η. The distribution for u will be interpreted as the prior for u, and will be denoted by
µn. We will be interested in the properties of conditional distribution of u given y, as given by the
Bayes’ theorem.
We will now describe the posterior measure and show that it is well defined. The following
proposition is a generalization of Theorem 4.1 in [24] as it does not depend on any assumptions on
the likelihood Φ(y, u) other than its existence.
Claim 2.2. Assume that the random variable u is independent of the noise η. Further, assume
that ζ−1/2G(u) ∈ H2 for almost all u with respect to the prior measure. Then, the conditional dis-
tribution, denoted by µyn, for the random variable u|y is well-defined and also absolutely continuous
with respect to the prior µn for Q0,n-a.e. y. Indeed, the posterior measure of any Borel set B ⊆ H1
is given by
µyn(B) =
1
Zyn
∫
B
exp (−Φ(y, u)) dµn(u) ,(6)
where Φ(y, u) is defined in equation (5) and the constant
Zyn :=
∫
H1
exp (−Φ(y, u)) dµn(u)(7)
is finite:
0 < Zyn <∞ .(8)
Proof. Due to the independence of u and η, the joint distribution of (u, η) is given by µn⊗Q0,n. Us-
ing equation (1) and the definition of Qu,n above, we see that the distribution of the random variable
(u, y) is µn ⊗Qu,n which is absolutely continuous w.r.t. µn ⊗ Q0,n with the same Radon-Nikodym
derivative as the RHS of equation (4). Thus by Bayes’ theorem, the conditional distribution of u
given y, denoted by µyn, is absolutely continuous with respect to µn with the same Radon-Nikodym
derivative, which proves equation (6), as long as the constant Zyn is finite but non-zero.
We now show 0 < Zyn < ∞ for Q0,n-a.e. y. It would suffice to show 0 <
∫
S Z
y
ndQ0,n < ∞ for all
sets of positive measure S (under Q0,n).∫
S
ZyndQ0,n =
∫
S
(∫
H1
exp (−Φ(y, u)) dµn
)
dQ0,n
=
∫
H1
(∫
S
exp (−Φ(y, u)) dQ0,n
)
dµn
=
∫
H1
Qu,n(S)dµn
We have used Tonelli theorem and the change of variable formula for translation of Gaussian
measures in the above. Since Q0,n and Qu,n are absolutely continuous with respect to each other
for almost all u, we have 0 <
∫
Qu,n(S)dµn < ∞ and hence 0 <
∫
S Z
y
ndQ0,n < ∞. Therefore the
posterior distribution exists and has the density given by equation (6). 
The above computation proves that the posterior µyn is well defined for Q0,n a.e. y. We also
note here that the proof solely relies on the existence of Φ(y, u), which is a consequence of the
assumption that ζ−1/2G(u) ∈ H2 for almost all u with respect to the prior measure.
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2.2. Definition of contraction rates. Posterior distribution, as seen above, can indeed be con-
sidered as a solution to a statistical inverse problem. However, such proposed solution needs to be
tested for some obvious flaws. Heuristically, assuming that the observation y corresponds a specific
true solution u0 ∈ H1, the posterior distribution should concentrate around the true solution u0 as
the intensity of noise decreases to zero.
The main idea is to estimate the posterior measure of complements of neighborhoods of the true
solution, and show that they converge to zero.
In particular, we will define f yn,ξ := µ
y
n{u | ‖u− u0‖ > ξ } which is a random variable that is
defined for each y in the support of Quo,n. The consistency of the statistical inverse problem is
then defined by convergence in probability of random variables f yn,ξ.
Definition 2.3. The sequence of posteriors µyn is said to be consistent if Qu0,n{ y | f yn,ξ > δ } → 0
as n→∞ for every δ > 0.
In fact, the above convergence may be true even when we replace ξ with a sequence ξn → 0,
which essentially defines the contraction rate as follows.
Definition 2.4. A sequence ξn → 0 is said to be a rate of contraction for the sequence of posterior
measures µyn if Qu0,n{ y | f yn,ξn > δ } → 0 as n→∞ for every δ > 0.
As mentioned earlier in the introduction, we prove a general lemma for deriving contraction
rates for linear inverse problems. We also compare our rates with minimax rates. A description of
minimax rates can be found in [5, 7]. Before we state and prove the lemma in Section 3, we discuss
relation of our results to previous work.
2.3. Definition of well-posedness. The concept of well-posedness captures the fact that the pos-
terior varies continuously with observation. In order to formalise the concept, we need appropriate
metrics on the space of posteriors as well as observations. It is standard to use Hellinger distance
as a metric on the space of posteriors. We use the definition given in [24].
Definition 2.5. Given two probability measures µ, µ′ and a measure ν such that µ and µ′ have
densities with respect to ν, the Hellinger distance dH(µ, µ
′) is defined as
dH(µ, µ
′) ≡
√√√√√
1
2
∫ (√
dµ
dν
−
√
dµ′
dν
)2
dν

Definition 2.6. The posterior model y → µy is said to be well posed if there exists a Banach space
(Y, ‖.‖Y ) such that y ∈ Y almost surely(note that y is the sum of random variables G(u) and 1√nη)
and µy is a continuous function of y with respect to the corresponding metrics
2.4. Our contribution and relation to previous work. Well-posedness of the posterior for
inverse problems on Banach spaces has been discussed in [24] in a very general setting. It provides
certain technical assumptions which are sufficient to show well-posedness. However, it can be
cumbersome to show that the assumptions hold even in simple cases as can be seen in [2].
We give necessary and sufficient conditions for the posterior to be well-posed when the model 1
is defined on Banach spaces 3.1.
In the finite dimensional setup, a nondegenerate linear G ensures well-posedness of the inverse
problem and makes the problem of finding contraction rates easy. The same clearly does not hold
for infinite dimensional case, which has received considerable attention only recently. We shall now
outline some of these studies of contraction rates in infinite dimensions, pointing out the relations
to our main result.
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In the papers [18] and [3, 19], the authors deal with mildly ill-posed (3) and severely ill-posed
(2) inverse problems, respectively. Both these studies use scalable Gaussian priors and white
noise. They first calculate the mean and covariance operator of the posterior distribution (which
is Gaussian as well) and find a bound for f yn,ξ defined above, using Markov inequality and then
take the expectation of the resulting random variable. At this point, they use the assumption that
ϕk = ek where {ϕk} is the basis of H1 with respect to which the covariance of prior is diagonalizable
(recall that {ek} is the eigenbasis of GTG). Using this assumption, they show that the expectation
of f yn,ξ equals the sum of a series and the estimate for the value of the sum provides the contraction
rate. In [17], the authors provide adaptive priors to get contraction rates which match the minimax
rates (except for a logarithmic term) when using priors which are diagonalizable in the basis of
GTG.
In the paper [2], the authors again work with Gaussian priors, but where ϕk = ek may not hold.
Further, observational noise may not be white, generalizing some recent results [9, 10, 18, 19].
They work with the explicit expressions for the mean and covariance of the Gaussian posterior,
obtaining contraction rates for mildly ill-posed problems. The paper makes use of certain technical
assumptions comparing the covariance operators of noise and prior measures to the linear operator
G. The paper gets contraction rates only when the true solution u0 lies in the Cameron-martin
space of the prior, in particular when u0 ∈ Hγ for γ ≥ 1, where Hγ is the Hilbert scale of order γ
defined in Section 3 of [2].
Finally in [22], the author discusses cases where the prior may not be Gaussian and we shall be
using methods used in that paper. The main idea in [22] is to use test functions as introduced in
some earlier works [11]. Similar test functions are defined later in our paper in Proposition 3.11.
A key result, Theorem 2.1 in [22], is along the lines of similar results in [12], and is proved under
the assumption that
(9) |{l | 〈ϕk, el〉1 6= 0}| <∞
for all k, where {ϕk} is an arbitrary basis of H1. However, when considering Gaussian priors, the
conditions required for the main Theorem 2.1 in [22] are verified only for case when ϕk = ek, which
is also the case discussed in [18, 3, 19, 17]. In conclusion, we would like to say that there is a paucity
of results on contraction rates in non-conjugate (non-conjugate is used to mean that φi 6= ei) cases
with Gaussian priors. The available contraction rates hold only when the true solution is in the
Cameron-Martin space of the prior. Also, there are no results for severely ill posed problems in non
conjugate cases with Gaussian priors. The main contribution of this paper is in the aspect which
we summarise below.
2.4.1. Our contribution.
1) Theorem 3.1: We show that the posterior for model (1) is well-posed for Gaussian priors
if and only if G(u) lies in the Cameron-Martin space of the noise almost surely with respect
to the prior measure.
2) Lemma 3.14: We weaken condition (9) of [22] by demanding only that
(10) (G−1)Tφk ∈ H2
for all k.
3) Subsection 4.1.1: We then verify the conditions imposed by the lemma to examples of
mildly illposed problems where ϕk 6= ek for scalable Gaussian priors and achieve minimax
rates when true solution does not lie in the cameron martin space of the prior. The rates
however, are suboptimal when the true solution lies in the Cameron-Martin space of the
prior. Our examples strictly contain the class of examples discussed in the paper [2] (in the
sense that we allow for a much larger class of perturbations) and we get contraction rates
for true solutions belonging to all Hilbert scales/Sobolev classes (Subsection 4.1.2). We also
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get contraction rates for the deconvolution problem using Gaussian priors on Meyer wavelet
basis.
4) Subsection 4.1.3: We obtain the minimax rates for severely ill posed problem in non
conjugate cases using scalable priors (with scales independent of the smoothness of true
solution) for all Sobolev classes of true solutions.
5) Subsection 4.1.4: Finally, under appropriate assumptions, we also obtain the contraction
rates for the posterior when the operator G is a semilinear.
3. Well-posedness and Contraction Lemmas
In this section, we shall present our main results concerning wellposedness of the posterior, and
contraction rates for various choices of model parameters.
3.1. Well-posedness. We shall begin with stating our result on wellposedness of the posterior on
separable Hilbert spaces and then use it to show the result on Banach spaces.
Theorem 3.1. Consider the model (1) with Gaussian prior µ ≡ N(0, C) and noise η ∼ ν ≡ N(0, ζ).
Then, the posterior measure is well-posed and is locally Lipshitz in the observation with respect to
the appropriate norm, if and only if G(u) lies almost surely in the Cameron-Martin space of ν.
Proof. Following the proof of Proposition 3.1 in [18], we write the posterior explicitly as a Gaussian
measure N(Ay,Q) with
A = CGT (ζ +GCGT )−1
= CGT ζ− 12
(
I + ζ−
1
2GCGT ζ− 12
)−1
ζ−
1
2
and
Q = C −A (ζ +GCGT )−1AT
= C − CGT (ζ +GCGT )−1GC
= C
(
I − (G−1ζ(GT )−1 + C)−1 C)
= C (I +GT ζGC)−1 .
Note that Q is independent of the observation y. Using Fernique’s theorem ([20]) and bounded
convergence theorem, it is easy to see that dH(µ
y, µy
′
) is locally Lipshitz with respect to ‖A(y)‖Q =
‖Q− 12A(y)‖1 where ‖ · ‖1 is the usual norm on H1. If G(u) lies in the Cameron-Martin space of
noise almost surely with respect to the prior, then we have∫
‖G(u)‖2ζdµ =
∫
‖ζ− 12G(u)‖2dµ <∞,
where the norm ‖z‖2ζ = ‖ζ−
1
2 z‖2 is the Cameron-Martin norm of noise. This implies that the
covariance of the pushforward of µ under ζ−
1
2G is trace class. This implies that ζ−
1
2GCGT ζ− 12 is
trace class. Similar calculations show that if Ay lies in the Cameron-Martin space of the posterior
almost surely with respect to the distribution of y (distributed as G(u) + η, that is, Gaussian with
mean 0 and covariance ζ + GCGT ), then Q− 12A(ζ + GCGT )ATQ− 12 is trace class. Since both the
summands are positive, both Q−
1
2AζATQ−
1
2 and Q−
1
2AGCGTATQ− 12 need to be trace class. With
these facts in hand, we prove the theorem.
The if part
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We assume that ζ−
1
2GCGT ζ− 12 is trace class. Well-posedness of posterior will follow if we show
that Q−
1
2A is continuous on a space Y with appropriate norm ‖ · ‖Y and y ∈ Y almost surely.
Note that G(u) lies in Cameron-Martin space of ν almost surely with respect to µ. Hence, y|u is
absolutely continuous with respect to ν for almost all u with respect to µ. Thus, it is sufficient to
show that η ∈ Y almost surely.
We choose Y = ζ(GT )−1C− 12H1, with the norm ‖y‖Y = ‖C 12GT ζ−1y‖1. The random variable η
belongs to Y almost surely, if ‖η‖Y <∞ almost surely. This holds if
E‖η‖2Y =
∫
‖C 12GT ζ−1y‖21dν <∞,
which, in turn is true whenever the covariance operator of pushforward of ν under C 12GT ζ−1, given
by
(
C
1
2GT ζ−
1
2
)
ζ−
1
2GC 12 is trace class.
Noting that AB is trace class if and only if BA is trace class, the above is equivalent to showing
that
ζ−
1
2GC 12
(
C
1
2GT ζ−
1
2
)
= ζ−
1
2GCGT ζ− 12
is trace class. We have seen that this follows by the fact that G(u) lies in the Cameron-Martin
space of the noise almost surely with respect to the prior measure. Hence, η ∈ Y almost surely.
Next, we show that Q−
1
2A is continuous on Y . For, each y ∈ Y , we have some u ∈ H1 such
that y = ζ(GT )−1C− 12u and ‖y‖Y = ‖u‖1. Thus, Q− 12A is continuous on Y if Q− 12Aζ(GT )−1C− 12
is continuous on H1. Setting C 12GT ζ− 12 = B and GT ζG = K, we have
Aζ(GT )−1C− 12 = CGT ζ− 12
(
I + ζ−
1
2GCGT ζ− 12
)−1
ζ
1
2 (GT )−1C− 12
= C 12B (I +BTB)−1B−1
and
Q−1 = C−1 +GT ζG = C−1 +K.
Next, we note that B is compact (since BTB is trace class) and the eigenbasis {gi} of BTB is also
the eigenbasis of T ≡ B (I +BTB)−1B−1. Assuming that {b2i } are the eigenvalues of BTB, the
eigenvalues of T are
(
1 + b2i
)−1
, hence T is continuous. Finally, we estimate ‖Q− 12Aζ(GT )−1C− 12u‖2
Noting that K is continuous, we have
〈Q−1Aζ(GT )−1C− 12u,Aζ(GT )−1C− 12u〉 = 〈Tu, Tu〉+ 〈KC 12Tu, C 12Tu〉
≤ a‖u‖2
for some a > 0. Hence, ‖Q− 12Ay‖1 ≤ a‖y‖2Y , proving the statement of theorem.
The only if part
We need to show that ζ−
1
2GCGT ζ− 12 is trace class, or equivalently, ζ− 12GC 12 = BT is Hilbert-
Schmidt. Well-posedness of the posterior implies that Ay lies in the Cameron-Martin space of the
posterior almost surely with respect to the distribution of y. This implies that Q−
1
2AζATQ−
1
2
and Q−
1
2AGCGTATQ− 12 are trace class. In particular, this implies that Q− 12AGC 12 and fillin are
Hilbert-Schmidt. Further, note that Q−1 is bounded below since C−1 is bounded below and C−1
and GT ζG are positive operators. Thus, Q−
1
2 is bounded below making AGC 12 Hilbert-Schmidt.
Next, recalling that Q−1 = C−1 +GT ζG, we have∑
〈Q− 12AGC 12 ei, Q−
1
2AGC 12 ei〉 =
∑
〈(C−1 +GT ζG)AGC 12 ei, AGC
1
2 ei〉 <∞.
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Since ζ
1
2GAGC 12 is Hilbert-Schmidt (AGC 12 is Hilbert-Schmidt and ζ 12G is continuous), we have
after explicitly writing out A,∑
〈C−1AGC 12 ei, AGC
1
2 ei〉 =
∑
‖C 12GT ζ− 12
(
I + ζ−
1
2GCGT ζ− 12
)−1
ζ−
1
2GC 12 ei‖2 <∞.
Hence, B(I + BTB)−1BT is Hilbert-Schmidt. Let B(I + BTB)−1BT have eigenbasis {fi}. It is
easy to see that BTB is Hilbert-Schmidt and has eigenbasis {fi} as well.
Now, we use the fact that Q−
1
2Aζ
1
2 is Hilbert-Schmidt to show that ζ−
1
2GC 12 is Hilbert-Schmidt.
By arguments used before, it follows that Aζ
1
2 is also Hilbert-Schmidt. After opening up Q−1, we
have ∑
〈Q− 12Aζ 12 ei, Q−
1
2Aζ
1
2 ei〉 =
∑
〈(C−1 +GT ζG)Aζ 12 ei, Aζ
1
2 ei〉 <∞.
As before, noting that ζ
1
2GAζ
1
2 is Hilbert-Schmidt and opening up A, we have
〈C−1Aζ 12 ei, Aζ
1
2 ei〉 = ‖C
1
2GT ζ−
1
2
(
I + ζ−
1
2GCGT ζ− 12
)−1
ei‖2 <∞.
Hence, B(I +BTB)−1 is Hilbert-Schmidt. Assuming eigenvalues of BTB are {s2i }, we have∑
‖B(I +BTB)−1fi‖2 =
∑( si
1 + s2i
)2
<∞.
∑( si
1+s2i
)2
< ∞ along with s2i → 0 (since BTB is compact) imply that
∑
s2i < ∞ making BTB
trace class and hence BT Hilbert-Schmidt. 
Now, to show the result for Banach spaces, we shall embed the Banach spaces into appro-
priate Hilbert spaces and show that the well-posedness result on the Hilbert spaces imply the
well-posedness result on the Banach spaces. We rewrite model 1 in Banach space.
(11) y = G(u) +
1√
n
η ,
where η is a Gaussian noise on H2: η ∼ N (0, ζ). G : W1 → W2 where Wi are Banach spaces. µ is
the prior on W . If there exists a Hilbert space H1 such that W1 ⊂ H1, then we can push forward
the prior µ via the inclusion map to get a measure N(0, C′) on H1. Similarly, if there exists a
Hilbert space H2 such that W2 ⊂ H2 then we can rewrite model 11 as model 1 with minor changes.
G is a linear map on H1 which is defined almost everywhere with respect to the measure N(0, C′).
The noise stays the same as before. If we now write the posterior for this model prior, we get the
same expression N(Ay,Q) for the posterior and hence the well-posedness of model 1 implies the
well-posedness of 11. The only thing left to show is that given any Banach space W , we can find a
Hilbert space H such that W ⊂ H.
Lemma 3.2. Given a Banach space W , we can construct a separable Hilbert space H such that
W ⊂ H.
Proof. Since W is separable, we can find a countable collection of linear functionals fi ∈ W ∗ with
norm 1 such that ‖x‖W = supi|fi(x)| for all x ∈W . Define
〈x, y〉H =
∑
i
fi(x)fi(y)
i2
.
Also, the ‖‖H norm is smaller than the ‖‖W norm since∑
i
fi(x)fi(x)
i2
≤ supi|fi(x)|2(
∑ 1
n2
) ≤ K‖x‖W .
Completing W under the ‖‖H norm gives us the desired Hilbert space H. 
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This achieves the first part in Section 2.4.1. As an application, we shall discuss the well-posedness
of posteriors for a certain class of examples which strictly contains the examples discussed in [2].
Example 3.3. Consider the model (1), with the prior µ ≡ N(0, C). Let the operator G = (C−l +
K1)
−1 and noise η ∼ (C−β2 + K2)−2 for some K1,K2 continuous, self adjoint, positive operators
such that Cs0 is trace class for some 0 < s0 < 1 and 2l − β + 1 > s0. Assume further that Cl−
β
2K1
is continuous.
Claim 3.4. The posterior for the above example is well-posed.
Proof. We need to show that ζ−
1
2G(u) ∈ H2 for almost all u with respect to the prior measure.
Following the previous proof, we can show that the above holds if ζ−
1
2GCs is continuous for some
s < 1−s02 . Hence, it is sufficient to show that ζ
− 1
2GC β2−l is continuous. Noting that (I + K2C
β
2 )
and
(
I + Cl−β2K1C
β
2
)−1
are continuous (by first part of theorem ?? by putting G1 = Cl−β and
K = C β2K1C
β
2 ), we have that
ζ−
1
2GC β2−l = (I +K2C
β
2 )
(
I + Cl−β2K1C
β
2
)−1
is continuous. Hence, we have proved the claim. 
We note here that in the context of Example 8.3 in [2], we allow for a larger class of perturbations
(class of K1 and K2 we can choose) both in noise measure and operator to be inverted.
3.2. Contraction lemmas. In this section, we shall focus on providing tight conditions which
enable us in computing (almost) optimal contraction rates. Each lemma in this section demands
different conditions, which are closely related to one another. Depending on the kind of prior, one
may find it easier or difficult to verify some of these conditions and this may dictate which form of
the lemma to use. We shall present the proof only for the first contraction lemma, and outline the
proofs for the other two.
It has been noted by Knapik etal. [18] that it is possible to improve the contraction rates by
choosing different priors µn for different noise levels n. We shall also adopt the same method in
our quest for better contraction rates in our setting. All the priors µn however, shall be defined
using the same basis {φi}. As described in Section 2.2, contraction rate for a posterior measure is
a way of quantifying concentration of the posterior measure around the true value. However, such
concentration phenomenon is not exhibited by the posterior if the prior distribution does not put
enough probability mass around the true value. This can be avoided with the following assumption:
Assumption 3.5. Assume that there exist a sequence of real numbers {ǫn}n≥1 such that ǫn → 0
and nǫ2n →∞, such that
(12) µn{u : ‖G(u)−G(u0)‖ζ ≤ ǫn} ≥ e−Cnǫ
2
n for some C > 0,
where ‖ · ‖ζ is the Cameron-Martin norm of the noise as defined in (5), and u0 is the true value.
Additionally, we also need to ensure that, with high probability (under the prior measure),
elements in H1 are well approximated by the finite dimensional projections. This is made precise
in the following.
Assumption 3.6. Assume that G admits a singular value decomposition, and that GTG has the
eigenpair {ek, ρ2k}. Further, assume that there exists a sequence of real constants ξn > 0, sequences
of positive integers kn, rn and a basis {ϕk}k≥1 of H1 satisfying
• rn →∞ as n→∞;
• kn < Rnǫ2n for some R > 0, where ǫn are as defined in the previous assumption;
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• max{ξn, k−1n } → 0 as n→∞, and
• writing Pϕkn and P ern as the projections onto the subspace spanned by {ϕ1, . . . , ϕkn} and{e1, . . . , ern} respectively, we need
(13) µn{u :
∥∥PϕknP ern(u)− u∥∥1 > C2ξn} ≤ e−(C+4)nǫ2n
for some C2 > 0, and the same C as in Assumption 3.5.
Remark 3.7. Note that a sufficient condition to check the inequality in (13) is
(14) µn
{
u :
∥∥Pϕkn(u)− u∥∥1 > C22 ξn
}
≤ 1
2
e−(C+4)nǫ
2
n
and
(15) µn
{
u :
∥∥Pϕkn [P ern(u)− u]∥∥1 > C22 ξn
}
≤ 1
2
e−(C+4)nǫ
2
n .
Next is a technical assumption which underlines relationship between the eigenbasis of GTG and
the basis {ϕk}.
Assumption 3.8. Let S ≡ (G−1)T , then define
(16) gk,r := max‖h‖1≤1
h∈span{ϕ1,...,ϕk}
‖ζ1/2SP er h‖22.
We assume that
√
gkn,rn ≤ C1 ξnǫn . Note that gk,r is finite whenever k and r are finite.
In short, the choice of a priors µn and the operator G will determine the sequence {ǫn} in
Assumption 3.5. Thereafter, {ǫn} along with G and µn will dictate the existence of {kn}, {rn} and
{ξn} appearing in Assumptions 3.6 and 3.8. Finally, equipped with the above sequences, we shall
see in the following lemma that ξn is the rate of contraction of the posterior measure µ
y
n defined in
equation (6).
Lemma 3.9 (Contraction Lemma). Consider the model given by equation (1), together with As-
sumptions 3.5-3.8 stated above. Also, let u0 be such that
∥∥PϕknP ern(u0)− u0∥∥1 = O(ξn). Then, for
some M > 0,
(17) µyn(u : ‖u− u0‖1 > Mξn)→ 0 in probability Qu0,n,
where, recall that, ξn is called the rate of contraction of the posterior measure µ
y
n around the true
value u0.
Remark 3.10. Clearly, Assumption 3.8 does not place any a priori restrictions on the basis of
the prior as in previous works (see [22]). We also note here that, at this stage we do not know if
Assumption 3.6 can be verified for a given problem when rn is finite. However, in our next lemma
we shall weaken Assumption 3.6 by setting rn =∞.
We shall prove the above lemma in an indirect way which follows the work of Ghosal et. al. [11],
where the authors established a close relation between contraction rates and existence of sequence
of tests, which are real valued functions {ψn}n≥1 defined on Ĥ2 and satisfying certain regularity
conditions, which in turn translate into contraction rates. More precisely, we shall use the following
proposition.
Proposition 3.11. Let there exist tests ψn : Ĥ2 → R for n ≥ 1, satisfying
sup
{u∈H1:‖Pkn,rn (u)−u‖1≤C2ξn,‖u−u0‖1≥Mξn}
Qu,n(1− ψn) ≤ e−(C+4)nǫ2n(18)
Qu0,n(ψn) → 0,(19)
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where all the constants appearing above are as defined in Assumptions 3.5-3.8. Then ξn is the
contraction rate of the posterior measure µyn around the true value u0. Here Pkn,rn is the composition
of Pϕkn and P
e
rn .
In view of the above proposition, which will be proved later, the proof of Lemma 3.9 proceeds
as follows: under Assumptions 3.5-3.8, we shall show that the same tests ψn as were used in the
work of Ray [22] satisfy conditions (18) and (19) above.
Proof of Lemma 3.9. Recall the model y = G(u) + 1√
n
η. We will define
ϕ˜k,r =
r∑
i=1
〈ϕk, ei〉
ρ2i
Gei
∆
= SP er ϕk.
Then, setting y˜k,r as the projection of y onto ϕ˜k,r, we can write
y˜k,r = 〈ϕ˜k,r, G(u)〉 + 1√
n
η˜k,r = 〈u, P er ϕk〉+
1√
n
η˜k,r,
where η˜k,r = 〈η, ϕ˜k,r〉. Thereafter, we define
(20) uˆn =
kn∑
k=1
y˜k,rnϕk
Clearly, uˆn = P
ϕ
kn
P ernu+
∑kn
k=1
1√
n
η˜k,rn . Then we define the tests as
(21) ψn(y) = 1{‖uˆn−u0‖1≥M0ξn},
where M0 is some non-negative constant to be identified later.
In order to prove that the proposed tests satisfy conditions (18) and (19) we shall begin by
estimating the distribution of uˆn around its mean. To this end, using the separability of H1 and
the Hahn-Banach theorem, there exists a dense subset B1 of a unit ball in H1 such that for every
element v ∈ H1,
‖v‖1 = sup
w∈B1
|〈v,w〉1|
Interpreting the norm as the supremum over a dense set as above, and using the Borell-TIS in-
equality [1, Theorem 2.1.1] we get,
(22) Qu,n
[‖uˆn −Qu,n (uˆn)‖1 −Qu,n (‖uˆn −Qu,n (uˆn)‖1) ≥ x] ≤ e− x22σ20 , ∀x > 0
where σ0 is given as
(23) σ20 = sup
h∈B1
Qu,n
(
1√
n
kn∑
k=1
η˜k,rn 〈h, ϕk〉1
)2
.
In order to get appropriate estimates on uˆn, we need to now estimate σ0 andQu,n
(‖uˆn −Qu,n (uˆn)‖1).
Notice that by Jensen’s inequality, we get
[
Qu,n
(‖uˆn −Qu,n (uˆn)‖1)]2 ≤ 1n
kn∑
k=1
Qu,n
(
η˜2k,rn
)
=
1
n
kn∑
k=1
∥∥∥ζ1/2ϕ˜k,rn∥∥∥2
2
=
1
n
kn∑
k=1
∥∥∥ζ1/2SP ernϕk∥∥∥22
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Then, recalling the definition of gn from Assumption 3.8, we have
[
Qu,n
(‖uˆn −Qu,n (uˆn)‖1)]2 ≤ knn
 max
‖h‖1=1
h∈span{ϕ1,...,ϕkn}
∥∥∥ζ1/2SP ernh∥∥∥22
 ≤ kn
n
gkn,rn(24)
Thereafter, to estimate σ20 , we start with the following
Qu,n
(
1√
n
kn∑
k=1
η˜k,rn 〈h, ϕk〉1
)2
=
1
n
Qu,n
〈
η,
kn∑
k=1
〈h, ϕk〉 ϕ˜k,rn
〉2
2
=
1
n
∥∥∥∥∥ζ1/2
(
kn∑
k=1
〈h, ϕk〉 ϕ˜k,rn
)∥∥∥∥∥
2
2
=
1
n
∥∥∥ζ1/2SP ernPϕkn(h)∥∥∥22 .
Therefore, equation (23) can be restated as
(25) σ20 = sup
h∈B0
1
n
∥∥∥ζ1/2SP ernPϕkn(h)∥∥∥22 = gkn,rnn
Substituting the conclusions of equations (24) and (25) in the inequality (22) and choosing x2 =
2Lǫ2ngkn,rn , for some L > 0. we have for large enough M (depending on L),
(26) Qu,n
(‖uˆn −Qu,n (uˆn)‖1 ≥Mǫn√gkn,rn) ≤ exp(−Lnǫ2n),
which is analogous to equation 4.2 in [22] with
√
gkn,rn replacing 1/δkn . Notice that the above
estimate does not depend on u, which is not coincidental but a simple consequence of Gaussian
computation.
Using the above estimate and following the Proof of Theorem 2.1 in [22], almost line by line, we
can prove that the proposed tests satisfy conditions (18) and (19), which together with Proposition
3.11 proves the contraction lemma. 
Next, we shall prove Proposition 3.11. It is easy to see that both the numerator as well as the
denominator in equation (6) for the posterior measure of a set converge to 0 as n→∞. Therefore,
in order to extract the exact rate, we shall analyse the numerator and denominator separately.
Proof of Proposition 3.11. As before, writingQu0,n as expectation with respect to the noise measure
shifted by G(u0), notice that for any Borel subset B of H1, we have
Qu0,n (µ
y
n(B)ψn) ≤ Qu0,nψn → 0 by condition (19).
Multiplying the numerator and denominator of equation (6) with a constant
exp
(
n‖G(u0)‖2ζ
2 − n 〈G(u0), y〉ζ
)
that depends on u0 but is independent of u, allows us to write the
posterior measure as
µyn(B) =
1
Zu0
∫
B
exp
(
−n‖G(u)‖
2
ζ
2
+
n‖G(u0)‖2ζ
2
+ n 〈G(u − u0), y〉ζ
)
dµn(u) .
Note that the above algebraic manipulation can be done for a.e.-y (under the noise measure).
Next, denoting W yn(B) as the numerator of µ
y
n(B) above, we now estimate Qu0,n [(1− ψn)W yn (B)].
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Applying Fubini theorem we observe that
Qu0,n
(∫
B
(1− ψn) exp
(
−n‖G(u)‖
2
ζ
2
+
n‖G(u0)‖2ζ
2
+ n 〈G(u− u0), y〉ζ
)
dµn
)
=
∫
B
Qu0,n
(
(1− ψn) exp
(
−n‖G(u)‖
2
ζ
2
+
n‖G(u0)‖2ζ
2
+ n 〈G(u− u0), y〉ζ
))
dµn
=
∫
B
Qu,n (1− ψn) dµn ,
where we have used the Gaussian change of measure formula relating Qu0,n and Qu,n to get the
last equality. Then setting B = {u ∈ H1 :
∥∥Pϕkn(u)− u∥∥1 ≤ C2ξn, ‖u− u0‖1 ≥ Mξn}, and using
inequality (18), we get
Qu0,n [(1− ψn)W yn (B)] ≤ exp
(−(C + 4)nǫ2n) .
Hence,
Qu0,n ((1− ψn)W yn ({u : ‖u− u0‖1 ≥Mξn}))
≤ exp (−(C + 4)nǫ2n)+ µn{‖Pkn(u)− u‖1 > C2ξn}
Next, we analyse the denominator of equation (6). Let D = {u : ‖G(u)−G(u0)‖ζ ≤ ǫn}, and ν be
a probability measure on D. We shall try to estimate the integrand (in the denominator) on this
set D. To start with, we see that
−‖G(u)‖
2
ζ
2
+
‖G(u0)‖2ζ
2
+ 〈G(u− u0), y〉ζ = −
‖G(u− u0)‖2ζ
2
+ 〈G(u− u0), y −G(u0)〉ζ
Then,
Qu0,n
(∫
D
(−‖G(u− u0)‖
2
ζ
2
+ 〈G(u− u0), y −G(u0)〉ζ)dν ≤ −(1 + C)ǫ2n
)
≤ Qu0,n
(∫
D
(〈G(u− u0), y −G(u0)〉ζ)dν ≤ −(1/2 + C)ǫ2n
)
= Qu0,n
(∫
D
(〈G(u− u0), Z〉ζ)dν ≤ −(1/2 + C)ǫ2n
)
Now, using Chebyshev’s and Jensen’s inequalities successively, we get
Qu0,n
(∫
D
(〈G(u− u0), Z〉)dν ≤ −(1/2 + C)ǫ2n
)
≤
∫
D Qu0,n 〈Z,G(u − u0)〉2ζ dν
(−(1/2 + C)ǫ2n)2
≤ ǫ
2
n
n(−(1/2 + C)ǫ2n)2
≤ K (nǫ2n)−1
for some K > 0. Next, let us define
Sn =
{
y :
∫
D
(
−‖G(u− u0)‖
2
ζ
2
+ 〈G(u− u0), y〉ζ
)
dν ≥ −(1 + C)ǫ2n
}
,
and note that Qu0,n(Sn)→ 1.
It is easy to see that the numerator and the denominator of µyn({u : ‖u− u0‖1 ≥Mξn})(1−ψn)
converge in probability (w.r.t. Qu0,n) to 0 at rates exp
(−(C + 4)nǫ2n) and exp (−(C + 2)nǫ2n),
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respectively. This implies that µyn({u : ‖u− u0‖1 ≥ Mξn}) converges in probability (w.r.t. Qu0,n)
to 0. 
3.3. Contraction lemma for a restricted model. In Lemma 3.9, we needed to get estimates
for prior measure along {ek} only on kn dimensional subspaces along the prior oriented axes. In
case it is difficult to obtain estimates as in equation (13), we need certain conditions on {ϕk} with
respect to G to help us get rid of estimating any tail cylinder sets along axes other than what the
prior is oriented along. It is not difficult to check that this can be achieved by setting rn =∞. We
now state the new set of assumptions.
Assumption 3.5 stays the same, and in lieu of Assumption 3.6, we have the following assumption.
Assumption 3.12. Assume that there exist constants ξn, sequences of positive integers kn, and a
basis {ϕn}n≥1 of H1 satisfying
• kn < Rnǫ2n for some R > 0 and ǫn as in the previous assumption;
• max{ξn, k−1n } → 0 as n→∞, and
• writing Pkn as the projection onto the subspace spanned by {ϕ1, . . . , ϕkn}, we need
(27) µn{u : ‖Pkn(u)− u‖1 > C2ξn} ≤ e−(C+4)nǫ
2
n
Further, instead of assumption 3.8, we have
Assumption 3.13. Define gk by
(28) gk := max‖h‖1≤1
h∈span{ϕ1,...,ϕk}
‖ζ1/2Sh‖22 = max‖h‖1=1
h∈span{ϕ1,...,ϕk}
‖ζ1/2Sh‖22
Finiteness of gk can be guaranteed by imposing the condition that Sϕj ∈ H2 for all j. We assume
that
√
gkn ≤ C1 ξnǫn .
Note that as a benefit of setting rn = ∞, we do not need to explicitly know the singular value
decomposition of G to obtain contraction rates. This brings us to the following result on contraction
rates in the aforementioned setup.
Lemma 3.14. Consider the model given by (1), together with assumptions 3.5,3.12,3.13 stated
above. Also, let u0 be such that
(29)
∥∥Pϕkn(u0)− u0∥∥1 = O(ξn)
then,
(30) µyn(u : ‖u− u0‖1 > Mξn)→ 0 in probability,
We omit the proof of this version of the lemma as it proceeds along the lines as in the proof of
Lemma 3.9 using the same test functions. This achieves the second part in subsection 2.4.1. We
note that it is this lemma that we shall be using in the examples below.
3.4. A version of the Lemma 3.9. We shall now discuss a lemma which applies to certain
semilinear cases. The proof is very similar to that of previous lemma.
The model here is
(31) y = G(u∗) +
1√
n
η.
For simplicity, we take ϕk = ek and replace u by u
∗ in this lemma where u∗ is a bijective continuous
transform of u with a continuous inverse. We shall follow the same proof and will take ei = φi. We
shall adopt assumptions wherever necessary. Further, the equivalent of true solution shall be taken
as u∗0 instead of u0.
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As in (20), we construct an estimator for u∗ given by
uˆn(y) = Pknu
∗ +
1√
n
kn∑
k=1
η˜k.
Pn is the projection operator on the basis {ϕk} = {ek}. We define the test function as
ψn(y) = 1{‖uˆn−u∗0‖1≥Mξn}.
Proceeding as we would have in the proof of Lemma 3.9, we get
Qu,n(‖uˆn −Qu,n(uˆn)‖1 ≥Mǫngkn) ≤ exp (−Lnǫ2n),
where Qu,n is the noise shifted by G
∗(u) ≡ G(u∗). Since we assume that {ei} and {φi} are the
same, assumption 3.8 is trivially satisfied. Using the above equation and proceeding as in [22], the
following properties are easily verified:
Qu0,nψn → 0
sup
{u∈H1:‖Pkn (u∗)−u∗‖≤C2ξn,‖u−u0‖1≥Mξn}
Qu,n(1− ψn) ≤ exp(−(C + 4)nǫ2n)
where we have assumed that ‖Pkn(u∗0)− u∗0‖ ≤ ξn.
Note that by continuity (and continuous inverse) of the transform u∗, we are able to keep the
condition ‖u− u0‖1 ≥Mξn instead of changing it to ‖u∗ − u∗0‖1 ≥Mξn.
Proceeding further in the proof, we first look at the denominator of the expression for posterior
measure. In the proof, we constructed a set Sn with Qu0,n(Sn) → 1 and find a uniform (w.r.t.
y) lower bound on the denominator. For this, we restricted the integration (wrt to the prior
µn) to the set {u : ‖G(u) − G(u0)‖ ≤ ǫn}. In the present case, we replace the above set by
{u : ‖G(u∗) − G(u∗0)‖ ≤ ǫn} and the denominator has the same uniform lower bound on Sn as in
proposition 3.7. Thus, we need to modify assumption 3.5 to the following.
Assumption 3.15. Assume that there exist a sequence of real numbers {ǫn}n≥1 such that ǫn → 0
and nǫ2n →∞, such that
(32) µn{u : ‖G(u∗)−G(u∗0)‖ζ ≤ ǫn} ≥ e−Cnǫ
2
n for some C > 0.
We can follow the steps for estimating the numerator of the posterior as in the proof of Lemma
3.9 to get the exact same estimates for the numerator if we replace assumption 3.6 by the following
assumption
Assumption 3.16. Assume that GTG has the eigenpair {ek, ρ2k}. Further, assume that there exist
constants ξn, sequences of positive integers kn
• kn < Rnǫ2n for some R > 0 and ǫn as in the previous assumption;
• max{ξn, k−1n } → 0 as n→∞, such that the following holds.
(33) µn{u : ‖Pkn(u∗)− u∗‖1 > C2ξn} ≤ e−(C+4)nǫ
2
n
Having estimated the numerator and denominator in the expression for posterior, the following
lemma is readily proved.
Lemma 3.17. Consider the model given by (1), together with Assumptions 3.5,3.16 stated above.
Also, let u0 be such that ‖Pkn(u∗0)− u∗0‖1 = O(ξn) then,
(34) µyn(u : ‖u− u0‖1 > Mξn)→ 0 in probability,
We will use this lemma to get contraction rates for a semilinear example.
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4. Examples
The examples we shall be discussing in this section fit in the setup of Lemma 3.14. Notice
that the requirement ǫn
√
gkn < C1ξn is one of the main constraints in proving this lemma. This
condition dictates the kind of leeway we can get with the basis on which the prior is defined.
Further, the conditions that we need to verify may also demand certain further relations between
various bases. The first two examples involve inversion of a mildly ill-posed linear operator (3)
with Gaussian priors. The third example deals with inversion of a severely-ill posed problem with
Gaussian priors. The fourth example involves the inversion of a semilinear operator with Gaussian
priors. The final example is an inversion of a linear operator with compactly supported prior.
Recall that the recipe to obtain the contraction rates involves following steps: first, we shall
provide a method to find appropriate {ǫn} which satisfy Assumption 3.5; then, we find appropriate
kn and ξn satisfying Assumption 3.12; thereafter, we check if we have appropriate gn which satisfy
Assumption 3.13; lastly, we check if the true solution u0 satisfies the assumption 29 stated in Lemma
3.14.
4.1. Gaussian priors. We shall begin by estimating a lower bound for µn{u : ‖G(u)−G(u0)‖ζ ≤
ǫ} and hence getting appropriate {ǫn}. Estimating this quantity can be a difficult task whenever
the operators involved (G, covariance of the prior and covariance of the noise) in the computation
have different eigenbases. We may choose to consider a smaller set to get this estimate, if it is
convenient. The general procedure is as follows. First, we push µn via the map ζ
−1/2G to get the
Gaussian measure νn. We need to evaluate
(35) φ(νn, G(u0), ǫ) ≡ − log (νn{z ∈ H2 : ‖z −G(u0)‖ ≤ ǫ}) .
Using Cameron Martin theorem, followed by Jensen’s inequality, we get
(36) φ(νn, G(u0), ǫ) ≤ φ(νn, 0, ǫ/2) +K(νn, G(u0), ǫ)
where
K(νn, G(u0), ǫ) = inf
y∈H2‖y−G(u0)‖≤ǫ/2
‖y‖2νn
where ‖ · ‖νn is the Cameron Martin norm with respect to the measure νn. Note that the first term
on right hand side of (36) depends only on the eigenvalues of νn, while the second term depends
on expansion of G(u0) in the eigenbasis of νn as well as eigenvalues of νn. We shall be dealing with
these calculations in the appendix.
We now outline the general steps to be followed to calculate contraction rates using Lemma 3.14
1) We calculate φ(νn, G(u0), ǫ) using (36), and find ǫn such that
φ(νn, G(u0), ǫn) ≥ nǫ2n.
Such ǫn will satisfy Assumption 3.5. Equation (36) has two summands to be estimated:
a) φ(νn, 0, ǫ) is estimated using Corollary A.2, for which we need estimates for eigenvalues
of νn.
b) The bias term K(νn, G(u0), ǫ) is calculated using Theorems A.4, A.5 or A.6 depending
on the examples to be discussed.
2) We then calculate appropriate kn and ξn which satisfy Assumption 3.12.
3) We calculate gn and check if ǫn and ξn satisfy the Assumption 3.13.
4) We check that ξn satisfies Assumption 29.
We note here that all the above quantities except gn depend on the scale parameter Rn which
we shall choose so as to improve the contraction rate ξn.
Before we start with explicit examples, we state a form of min-max theorem ([23], Theorem
XIII) which we shall be using in the examples.
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Theorem 4.1 (Min-max Theorem). Assume L is a compact, self adjoint and positive definite
operator on some Hilbert space H. Let its eigenvalues be αj and αj ≥ αj+1. Then the following
equalities hold
• αj = max{S:dim(S)=j} min{x:‖x‖=1,x∈S}〈Lx, x〉H
• αj = min{S:codim(S)=j−1} max{x:‖x‖=1,x∈S}〈Lx, x〉H
• 1αj = max{S:codim(S)=j−1} min{x:‖x‖=1,x∈S}〈L
−1x, x〉H
• 1αj = min{S:dim(S)=j} max{x:‖x‖=1,x∈S}〈L
−1x, x〉H
4.1.1. Example 1: Deconvolution with Meyer wavelet priors. The details of deconvolution problem
with Meyer wavelet prior can be found in[22] and the references therein. We use Gaussian priors
instead of uniform priors as in [22]. The specifics of model we use here are as follows.
• The noise η is white.
• The model (3) is mildly illposed. We assume that the exponent of ill posedness is α, and
the eigenbasis of G is the standard fourier basis (denoted by {ei}).
• The Meyer wavelet basis (denoted by φi) satisfies the property
〈ϕj , ek〉1 = 0
if k /∈ [j/3 − 1, 2j].
We further assume that the prior µn is Gaussian with covariance operator Cn and eigenpair {ϕj , λjR2n },
where λj = j
−1−2δ, and Rn > 0, for n ≥ 1, is a scale parameter.
Theorem 4.2. The model described above is well-posed. Further, the contraction rates ξn for true
solutions u0 ∈ Hγ1(Cn) are given by the following expressions.
ξn =
n
− γ
1+2α+2γ 2γ ≤ 1 + 2δ,Rn = n
γ−δ
1+2α+2γ
n
− 2δ+1
4(1+α+δ) 2γ > 1 + 2δ,Rn =
1
4(1+α+δ)
Proof. since ζ = I and G is continuous, the posterior is well-posed by Theorem 3.1. It also follows
that
(37) gn ≤ (2n)2α.
This makes νn a centered Gaussian measure on H2 whose covariance operator is GCnGT with
eigenvalues {αj,n}. For the sake of brevity, let us define D1j and D2j to be the span of {e1, e2.....ej}
and {Ge1, Ge2.....Gej} respectively. Next, to obtain the eigenvalues {αj,n}j≥1 of GCnGT , we apply
the Min-max Theorem 4.1
αj,n = sup
C:C⊂H2,dimC=j
inf
x:x∈C
〈
GCnGTx, x
〉
2
〈x, x〉2
≥ inf
x∈D2j
〈CnGTx,GTx〉1
〈GTx,GTx〉1
〈
GGTx, x
〉
2
〈x, x〉2
≥ ρ2j inf
x∈D2j
〈CnGTx,GTx〉1
〈GTx,GTx〉1
= ρ2j inf
x∈D1j ,||x||=1
〈Cnx, x〉1
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For x ∈ D1j , let x =
∑
xkϕk. Then, we have xk = 0 for k > 2j, since 〈ϕj , ek〉1 = 0 if k /∈ [j/3−1, 2j].
This implies
inf
x∈D1j ,||x||=1
〈Cnx, x〉1 =
2j∑
k=1
λk
R2n
x2k ≥
λ2j
R2n
.
Hence, we have αj,n ≥ ρ2j λ2jR2n ≥ C1ρ
2
j
λj
R2n
. In an exactly similar fashion, by using the other half of
Min-max theorem, we can show that αj,n ≤ C2ρ2j λjR2n . Then as a simple application of Corollary
A.2, we have
(38) φ(νn, 0, ǫ) ≤ C(Rnǫ)−
1
α+δ
for some C > 0.
Moving onto estimating the bias term, assume u0 ∈ Hγ1(Cn) and let
∑
i
( 〈u0,ϕi〉
iγ
)2
= R. The
Hilbert scale Hγ1(Cn) of order γ is defined with respect to the eigenbasis of the operator Cn. Then,
by Corollary A.4, we have
(39) K(νn, G(u0), ǫ) ≤ CR2n
(
ǫ
− 1+2δ−2γ
α+γ ∨ 1
)
.
Next, to get the optimum ǫn, we first minimise φ(νn, G(u0), ǫ) by fixing the value of Rn. However,
we also need to take care of the fact that nǫ2n →∞ as n→∞. Note that φ(νn, 0, ǫ) decreases with
increasing Rn while K(νn, G(u0), ǫ) increases with increasing Rn. We choose Rn so that both the
terms are of the same order. Setting Rn = ǫ
β
n, and for 2γ ≤ 1 + 2δ, and comparing the right hand
sides of (38) and (39), we must have
β =
δ − γ
α+ γ
Making the substitution we see that
φ(νn, G(u0), ǫn) ≈ ǫ
− 1
α+γ
n .
Then, to get ǫn, we set
φ(νn, G(u0), ǫn) = nǫ
2
n
=⇒ ǫn = n−
α+γ
1+2α+2γ .
Similarly, for γ > 1 + 2δ, we have ǫn = n
− 1+2α+2δ
4(1+α+δ) .
We next aim to estimate kn and ξn. Following the proof of equation 5.5 in [22], we obtain the
expression
P
‖u− Pknu‖ ≥ k−δn (1 +
√
2Lnǫ2nk
−1
n )
Rn
 ≤ exp−Lnǫ2n .
Substituting kn = nǫ
2
n, we have
P
(
‖u− Pknu‖ ≥
L′k−δn
Rn
)
≤ exp−Lnǫ2n
for some L′ > 0. Hence, ξn = k
−δ
n
Rn
satisfies the Assumption 3.12, and we have ξn = n
− γ
1+2γ+2α for
γ ≤ 1 + 2δ and ξn = n−
2δ+1
4(1+α+δ) for γ > 1 + 2δ.
Given (37) and expressions for ξn, kn and ǫn, it is straightforward to check that Assumption 3.13
is satisfied. Hence, ξn are the contraction rates. 
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Remark 4.3. Note that minimax rates for this problem are known to be ξn = n
− γ
1+2γ+2α (see [5]),
and our contraction rates match this rate only when γ ≤ 1 + 2δ.
4.1.2. Inversion with linear perturbations. Continuing withe same theme of model (3), we discuss
our next class of examples which is based around examples discussed in [2] and strictly contains
them.
We allow the noise to be colored with covariance ζ. Before we begin the analysis, we shall note
two results from functional analysis.
Theorem 4.4. Let K and G1 be bounded linear operators defined on a separable Hilbert space,
such that they are positive and positive definite, respectively. In addition, if G1K is assumed to be
compact, then (I +G1K)−1 is continuous.
Proof follows by applying Theorem 7, Section 27 of [14], and observing that G1K cannot have
(−1) as an eigenavlue.
Theorem 4.5. Let G1 or G
−1
1 be positive definite, compact and self adjoint. Then, ‖Gp1(x)‖q ≥
‖Gq1(x)‖p for p ≥ q > 0 and ‖x‖ = 1.
The result can be readily proved by applying Jensen’s inequality.
For the examples to be discussed in this section, we set H1 = H2 = H. Let G be compact,
self adjoint and positive definite. Let the covariance operator of noise be ζ ≡ (G−r +K1)−2 for
r ∈ (0, 1), and K1 be a continuous, self-adjoint and positive operator on H. In case where r = 0,
we take K1 = 0, which corresponds to the case of white noise. We shall pick Gaussian priors with
covariance operators Cn ≡ (G
−t+K2)
−l
R2n
for t > (1− r) and l ≤ 2. We choose l and t such that Glt is
trace class. We will show below that Cn is a viable covariance operator.
Lemma 4.6. Cn, defined above, is a self adjoint, positive definite and trace class operator.
Proof. Since G−t is positive definite and K2 is positive, it then follows that Cn is positive definite.
Further, Cn is self adjoint since G−t and K2 are self adjoint. We now need to show that Cn or
equivalently
(
G−t +K2
)−l
is trace class. We have,(
G−t +K2
)−l
=
(
(I +GtK2)−1Gt
)l
.
Since
(I +GtK2)−1 is continuous by Theorem 4.4, ((I +GtK2)−1Gt)l is compact.
Let {xi} be the eigenvectors of G. It will suffice to show that∑〈(
(I +GtK2)−1Gt
)l
xi, xi
〉
<∞.
Since
(
(I +GtK2)−1Gt
)l
is compact, self adjoint and positive definite, we have∑〈(
(I +GtK2)−1Gt
)l
xi, xi
〉
=
∑
‖ ((I +GtK2)−1Gt) l2 xi‖2.
Further, by Theorem 4.5, we have∑
‖ ((I +GtK2)−1Gt) l2 xi‖2 ≤∑ ‖ ((I +GtK2)−1Gt)xi‖l.
Let ρi be the eigenvalues of G and ‖(I +GtK2)−1‖ = R3. Then we have∑
‖ ((I +GtK2)−1Gt)xi‖l ≤ Rl3∑ ρlti <∞
which follows as consequence of our assumption of Glt being trace class. 
This makes Cn a viable covariance operator for a Gaussian prior supported on H Further, assume
that there exist positive constants α and δ such that ρ1−rj = j
−α and ρltj = j
−1−2δ .
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Theorem 4.7. The model described above is well-posed. Further, the contraction rates ξn for
u0 ∈ Hγ1(Cn) are given by the following expressions.
(40) ξn =
 n−
γ′
1+2α+2γ′ 2γ′ ≤ 1 + 2δ,Rn = n
γ−δ
1+2α+2γ
n
− 2δ+1
4(1+α+δ) 2γ′ > 1 + 2δ,Rn = 14(1+α+δ)
where γ′ = γ(1−r)t .
Proof. We shall begin with estimating µn{u : ‖G(u) −G(u0)‖ζ ≤ ǫ}. Note that ζ−1/2G = (I +
K1G
r)G−r+1. Since r < 1, this implies that ζ−
1
2G is continuous, then well-posedness of the
posterior follows by theorem 3.1.
Next, writing ‖(I +K1Gr)‖ = R1 observe that
‖G−r+1(u− u0)‖ ≤ ǫ =⇒ ‖ (I +K1Gr)G−r+1(u− u0)‖ ≤ R1ǫ
=⇒ {u : ‖G−r+1(u− u0)‖ ≤ ǫ} ⊂ {u : ‖ (I +K1Gr)G−r+1(u− u0)‖ ≤ R1ǫ}.
Hence a lower bound for µn{u :
∥∥G−r+1(u− u0)∥∥ ≤ Kǫ} will also be a lower bound for µn{u :
‖G(u) −G(u0)‖ζ ≤ ǫ}. Therefore, it suffices to find a sequence ǫn for the operator G−r+1 instead
of the operator ζ−1/2G. The computations involved in finding such {ǫn} will depend on the choice
of our prior µn. Assume that Cn has eigenbasis {ϕj} with { λ
2
j
R2n
} the corresponding eigenvalues.
As before, let νn be the push forward of the prior µn with respect to the operator G
−r+1. Let the
eigenvalues of the covariance operator of νn, given by G
−r+1CnG−r+1, be {αj,n}. Let the eigenpair
of G be {ej , ρj}. Further, let D∗j be the span of {ej , ej+1......}. Then, by the second part of Theorem
4.1, we have
αj,n =
1
R2n
min
{S:codim(S)=j−1}
max
{x∈S:‖x‖=1}
〈G−r+1 (G−t +K2)−lG−r+1x, x〉
≤ 1
R2n
max
{x:‖x‖=1,x∈D∗j }
〈(
G−t +K2
)−l
G−r+1x,G−r+1x
〉
〈G−r+1x,G−r+1x〉 max{x:‖x‖=1,x∈D∗j }
〈G−2r+2x, x〉
=
ρ2−2rj
R2n
max
{x:‖x‖=1,x∈D∗j }
〈((
G−t +K2
)−1)l
x, x
〉
=
ρ2−2rj
R2n
max
{x:‖x‖=1,x∈D∗j }
∥∥∥∥((G−t +K2)−1)l/2 x∥∥∥∥2
≤ ρ
2−2r
j
R2n
max
{x:‖x‖=1,x∈D∗j }
∥∥∥((G−t +K2)−1) x∥∥∥l (by Theorem 4.5 and l ≤ 2)
=
ρ2−2rj
R2n
max
{x:‖x‖=1,x∈D∗j }
∥∥∥(I +GtK2)−1Gtx∥∥∥l
≤ ρ
2−2r
j
R2n
∥∥∥(I +GtK2)−1∥∥∥l ∥∥∥Gt∣∣D∗j ∥∥∥l
≤ C1
ρ2−2r+ltj
R2n
.
Similarly, applying the fourth part of Theorem 4.1, we see that αj,n ≥ C2ρ2−2r+ltj . Then we have
αj,n ≈ j−(1+2α+2δ)R2n .
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Applying Corollary A.2, we have
φ(νn, 0, ǫ) ≥ exp(−(C3Rnǫ)−
1
α+δ ).
Let us take u0 ∈ Hγ(Cn) and let
∑
i
( 〈u0,ϕi〉
iγ
)2
= R. Setting γ′ = γ(1−r)t , by Theorem A.5,
K(νn, u0, ǫ) ≤ KR2n
(
ǫ
− 1+2δ−2γ′
α+γ′ ∨ 1
)
.
From here on, we can repeat the calculations of the last example and obtain ξn and kn corresponding
to γ′ instead of γ. Next, we need to check if the sequences ξn, kn and ǫn satisfy Assumption 3.13,
ensuring that the sequence ξn indeed is the rate of contraction, though a suboptimal one due to
the smaller exponent γ′.
We need to show that gkn ≤ C1( ξnǫn )2. For this, we estimate gn. Defining S1 = ‖(I+GrK1)−1‖ and
S2 = ‖(I−C
1
l
nK2)‖, using Theorem 4.5, for h ∈ span{ϕ1, .., ϕn} with ‖h‖ = 1, we have the following
Observe, first that we can write
‖ζ1/2G−1h‖ = ‖(I +GrK1)−1Gr−1h‖ = ‖(I +GrK1)−1(C−1/ln −K2)
1−r
t h‖
Then, setting S1 = ‖(I + GrK1)−1‖ and S2 = ‖(I − C
1
l
nK2)‖ and using Theorem 4.5, for h ∈
span{ϕ1, .., ϕn} with ‖h‖ = 1 we have
‖ζ1/2G−1h‖ ≤ S1S
1−r
t
2 ‖C−1/ln h‖
1−r
t ≤ S1S
1−r
t
2 ρ
r−1
n .
Now recalling the definition of gn from (28), it follows that Assumption 3.13 is indeed satisfied.
Lastly, the assumption stated in (29) can easily be checked making ξn the contraction rates. 
Remark 4.8. Note that we can execute the above computations for Example 3.3 as well. Also
notice that in this case, we shall get γ′ = γ and hence will get the same rate of contraction as in
the conjugate case with prior C and linear operator G = Cl−r. We skip the details here since we
will be doing very similar calcuations in the subsection below on severely ill posed problems. We
also note here that the above examples achieve the third part in Subsection 2.4.1.
4.1.3. Contraction rate for severely ill posed problems. In this subsection, we shall discuss well-
posedness and contraction rates for severely ill posed problems. We now describe the class of
examples we deal with here.
We have H1 = H2 = H. We define the relevant operators in terms of the covariance of the
prior µn, denoted by Cn = CR2n with eigenpair {φj ,
λj
R2n
}. Let the covariance operator of noise be
ζ ≡ (C−r +K1)−2 for r ≥ 0, and K1 be a continuous, self-adjoint and positive operator on H. In
case where r = 0, we take K1 = 0. Let the operator to be inverted be G ≡ (exp(C−β′) + K2)−1
for β′ > 0 and K2 a continuous, self-adjoint and positive operator on H. We know that exp(C−β′)
is well defined with eigenpair {φj , exp(λ−β
′
j )}. We set β, δ > 0 such that λj = j−1−2δ and also
λ−β
′
j = j
β.
Theorem 4.9. The model described above is well-posed. Further, the contraction rate ξn for
u0 ∈ Hγ(Cn) is given by
ξn = (log n)
− γ
β
with Rn = n
1
2
−σ for any 0 < σ < 12 .
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Proof. We see that G and ζ are positive definite, compact and self adjoint, hence G has an eigenbasis
and ζ is a viable covariance operator for a noise measure. We prove the statement for G, the result
for ζ can be proved in a similar fashion. G is clearly positive and self adjoint. Further, we have
G = (I + exp(−C−β′)K2)−1 exp(−C−β′).
From Theorem 4.4, it follows that G is compact.
We shall begin by estimating µn{u : ‖G(u) −G(u0)‖ζ ≤ ǫ}. We have
ζ−1/2G = (I +K1Cr)(I + C−r exp(−C−β′)K2Cr)−1C−r exp(−C−β′).
Note that T ≡ (I+C−r exp(−C−β′)K2Cr)−1 is continuous by Theorem 4.4. Writing ‖(I+K1Cr)T‖ =
R1, we have
‖C−r exp(−C−β′)(u− u0)‖ ≤ ǫ =⇒ ‖(I +K1Cr)TC−r exp(−C−β′)(u− u0)‖ ≤ R1ǫ
=⇒ {u : ‖C−r exp(−C−β′)(u− u0)‖ ≤ ǫ} ⊂ {u : ‖ζ−1/2G(u− u0)‖ ≤ R1ǫ}.
Hence a lower bound for µn{u :
∥∥∥C−r exp(−C−β′)(u− u0)∥∥∥ ≤ Kǫ} will also be a lower bound for
µn{u : ‖G(u) −G(u0)‖ζ ≤ ǫ}. The calculations also imply that ζ−
1
2G is continuous and hence
the posterior is well-posed by Theorem 3.1. It will thus suffice to calculate ǫn for the opera-
tor C−r exp(−C−β′). The pushforward νn of µn under the operator C−r exp(−C−β′) has eigenpair
{φj , λ1−2rj exp(−2λ−β
′
j )}.
Applying Corollary A.3, we have
φ(νn, 0, ǫ) ≤ C5(− log(ǫRn))
β+1
β .
By Theorem A.6, we have
K(νn, G(u0), ǫ) ≤ RR2n
(
(− log(ǫ))−2γ+1+2δβ ∨ 1
)
.
By setting Rn = n
1
2
−σ for 0 < σ < 12 , we notice that the bias term K(νn, G(u0), ǫ) dominates the
expression for φ(νn, G(u0), ǫ), implying that we need ǫn such that
knǫ2n ≤ n1−2σ
(
(− log(ǫn))
−2γ+1+2δ
β
)
for some k > 0.
It is not difficult to see that ǫn =
(logn)
−2γ+1+2δ
2β
nσ satisfies the above inequality. Next, we choose
kn ≤ k2(log n)
1
β < nǫ2n for some k2 to be chosen later. As in the example discussed in Section 4.1.1,
we have
P
‖u− Pknu‖ ≥ k−δn (1 +
√
2Lnǫ2nk
−1
n )
Rn
 ≤ exp−Lnǫ2n .
Putting in the expressions for kn and ǫn, we have
P
(
‖u− Pknu‖ ≥ C(log n)
−γ
β
)
≤ exp−Lnǫ2n
for some C > 0. Hence, ξn = (log n)
−γ
β is our candidate for rate of contraction. Given the
expressions of ξn, ǫn, kn, we need to estimate gk to check if condition 3.13 is satisfied.
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Noting that ζ
1
2 is continuous, we have for h ∈ span{φ1, ....φk} and some k, k1 > 0,
‖ζ 12G−1h‖ ≤ k‖
(
exp(C−β′) +K2
)
h‖
≤ k1 exp(kβ).
Thus, gkn = n
kβ2 . Hence, condition 3.13 is satisfied for k2 < σ
1
β . Further, it is easy to check
that the true solution u0 satisfies the condition stated in (29) implying that ξn = (log n)
−γ
β is the
contraction rate. 
Remark 4.10. The rate can be reproduced in the case when the prior and operator basis are related
as in the first example using similar calculations. Note that this is also the minimax rate and has
been achieved using scalable priors which do not depend on the true solution. Similar results have
been obtained by [19] and [3] for conjugate case. This achieves the fourth part in Subsection 2.4.1.
4.1.4. Inverting Semilinear operator. The model here is
(41) y = G∗(u) +
1√
n
η.
Here, G∗ is a one-one semilinear and continuous map G∗ : H1 →H2. We rewrite the above as
y = G(u∗) +
1√
n
η,
where u∗ = G−1G∗(u) where G is an injective, compact and linear map. We assume that u∗ is an
bijective continuous transform with continuous inverse. We are now in a position to use Lemma
3.17.
To restate, we need following conditions to be satisfied to get contraction rate for the model (41)
µn{u : ‖Pkn(u∗)− u∗‖ ≥ C2ξn} ≤ exp(−(C + 4)nǫ2n)
µn{u : ‖G(u∗)−G(u∗0)‖ ≤ kǫn} ≥ exp(−Cnǫ2n)
‖Pkn(u∗0)− u∗0‖ ≤ ξn.
Since by the continuity properties of the transformation, we have {u : ‖u − u0‖ ≤ k1ǫ} ⊂ {u :
‖u∗ − u∗0‖ ≤ ǫ} ⊂ {u : ‖u− u0‖ ≤ k2ǫ}, we can replace the second condition by
µn{u : ‖G(u) −G(u0)‖ ≤ kǫn} ≥ exp(−Cnǫ2n).
We now consider a specific example of G∗ and prior for which we can verify the above conditions.
Let ∆ be the Laplacian and G∗ = (∆ + k sin)−1 with k < 18 . Note that G
∗ is the sine-Gordon
equation for k = 1. Next, writing {ei} for eigenvectors of the Laplacian (on an appropriate bounded
interval) we define H as
H = {u : u =
∑
aiei :
∑
(iai)
2 <∞}.
We take the covariance of the prior to be C = ∆−δ′ with δ′ > 32 so as to ensure that the prior is
well supported on H. We set G = ∆−1, and observe that under the norm of H, the smoothness of
G is α = 1 and that of C is 2δ′ − 2 ≡ 1 + 2δ.
Finally, it is not difficult to notice that the map G−1G∗ = (I + k sin(∆−1))−1, is a continuous
bijection with continuous inverse.
Theorem 4.11. The contraction rate ξn for the above model and true solution u0 ∈ Hγ(C)is given
by
ξn = n
− γ∧δ
2α+2δ+1 .
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We will now use Theorem 3.2.1 of [25] to check the first condition. In this example, we have
u = k sin(∆−1). Due to conflict of notation, we will rather use w = k sin(∆−1). It is easy to
check that ∇w(u) = k cos u(∆−1) and that it satisfies ‖∇w‖ ≤ k < 1. Further, since the operator
(k cos) is bounded on H and the inverse of Laplacian has bounded Hilbert-schmidt norm, w satisfies
conditions in Theorem 3.2.1 of [25], thus
µn{u : ‖Pkn(u∗)− u∗‖ ≥ C2ξn}
=
∫
H
I{u:‖Pkn(u)−u‖≥C2ξn}
∣∣∣det
2
(Icm +∇w)
∣∣∣ exp(−δ(w) − |w|2cm
2
)
dµ(u).
det2 is the Carleman-Fredholm determinant and the subscript cm denotes the Cameron martin
space/norm. Hence det2(Icm +∇w) is the Carleman-Fredholm determinant of the operator Icm +
∇w on the Cameron-Martin space of the measure µn. The determinant exists and is uniformly
bounded for all u since ∆−1 is Hilbert-Schmidt and cosu is uniformly bounded on u. By Cauchy-
Schwartz inequality, we have∫
H
I{u:‖Pkn(u)−u‖≥C2ξn}
∣∣∣det
2
(Icm +∇w)
∣∣∣ exp(−δ(w) − |w|2cm
2
)
du
≤
(∫
H
I{u:‖Pkn(u)−u‖≥C2ξn}
∣∣∣det
2
(Icm +∇w)
∣∣∣2 du) 12 (∫
H
exp
(−2δ(w) − |w|2cm) du) 12
≤ R (µn{u : ‖Pkn(u)− u‖ ≥ C2ξn})
1
2
(∫
H
exp
(−2δ(w) − |w|2cm) du) 12
≤ R (µn{u : ‖Pkn(u)− u‖ ≥ C2ξn})
1
2
(∫
H
exp (2|δ(w)|) du
) 1
2
.
where R is upper bound on the CarlemanFredholm determinant. We can estimate the first half of
last expression as before. For the second half, we use Proposition B.8.1 from [25]. Since Hilbert-
Schmidt norm of ∇w is uniformly bounded, the condition in Proposition B.8.1 is satisfied. Thus,
we have
µn{u : ‖Pkn(u∗)− u∗‖ ≥ C2ξn} ≤ R′R (µn{u : ‖Pkn(u)− u‖ ≥ C2ξn})
1
2 .
Now, with the replaced second condition, the conditions are reduced to the conjugate case and we
can get the appropriate contraction rates.
4.2. Compactly supported prior. Our model in this example will be similar to previous ones.
Let {ei} be the basis of the prior and let G′ be a linear operator such that {(ρi, ei)} be its eigenpair.
We assume our linear operator to be G = (G′−1 +W )−1 = (I + G′W )−1G′ = KG′. Under the
compactly supported prior µ, u ∈ H1 is given by
u =
∑
k
k−(δ+
1
2
)ukek.
Where uk are random variables supported on the interval [−B,B]. Further, we define Sobolev balls
Hγ on the basis {ei}.
Theorem 4.12. The contraction rate ξn for the above model and true solution u0 ∈ Hγis given by
ξn = n
−δ
2α+2δ+1
when δ < γ.
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As in the last example, it can be shown that the model satisfies Assumption 3.13. We need to
now verify the Assumptions 3.5 and 3.12. Note that
µ {‖G(u− u0)‖ ≤ ǫ} ≥ µ
{∥∥G′(u− u0)∥∥ ≤ ǫ‖K‖
}
.
Since ‖K‖ is a finite quantity, we can as well focus on µ{‖G′(u− u0)‖ ≤ ǫ}. Assume u0 =∑
k−(γ+
1
2
)bkek with γ ≥ δ. Note that bk → 0.
µ{∥∥G′(u− u0)∥∥ ≤ ǫ} = µ{∑ k−2(α+γ+ 12 )(k−(δ−γ)uk − bk)2 ≤ ǫ2} .
Pick J such that B2J−2(α+δ) ≈ ǫ2. Then we have
µ
{∑
k−2(α+γ+
1
2
)(k−(δ−γ)uk − bk)2 ≤ ǫ2
}
= µ
{
J∑
1
k−2(α+γ+
1
2
)(k−(δ−γ)uk − bk)2 ≤ ǫ2 −
∞∑
J+1
k−2(α+γ+
1
2
)(k−(δ−γ)uk − bk)2
}
≥ µ
{
J∑
1
k−2(α+γ+
1
2
)(k−(δ−γ)uk − bk)2 ≤ c1ǫ2
}
≥ µ
{
max
1≤k≤J
k−2(α+γ+
1
2
)(k−(δ−γ)uk − bk)2 ≤ c1 ǫ
2
J
}
≥
J∏
1
µ
{
(k−(δ−γ)uk − bk)2 ≤ c1 ǫ
2
J
}
.
We can see that
µ{(k−(δ−γ)uk − bk)2 ≤ c1ǫ2} ≥ c2ǫ
BJkγ−δ
.
Hence, we have
µ{‖G(u− u0)‖ ≤ ǫ} ≥
J∏
1
µ{(k−(δ−γ)uk − bk)2 ≤ c1ǫ2}
≥
( c2ǫ
BJ
)J
(J !)δ−γ
≈ exp(−c3J ln J) ≈ exp(−c4ǫ
−1
α+δ ln ǫ).
Thus, Assumption 3.5 is satisfied with ǫn = (
lnn
n )
α+δ
2α+2δ+1 . Also, note that we have no convergence
for γ < δ since the prior does not assign any mass to sufficiently small balls around the true solution.
Next, we check Assumption 3.12. Let kn ≈ nǫ2n, then for ξn = n
−δ
2α+2δ+1
‖u− Pknu‖2 =
∞∑
kn
k−(2δ+1)u2k ≤ c4B2k−2δn ≤ c5ξ2.
Thus, Assumption 3.12 is satisfied. This gives the contraction rate to be ξn = n
−δ
2α+2δ+1 . This
achieves the fifth part in Subsection 2.4.1.
5. minimax rates
We will now discuss the appropriate minimax rates for inverse problems with non conjugate
priors. The usual minimax rates are calculated for true solutions lying in Sobolev balls (ellipsoids)
corresponding to the eigenbasis of the operator. Hence, in the conjugate case, it makes sense to
compare the convergence rates on Sobolev balls to minimax rates since the Sobolev balls in both
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cases are the same. In our case, however, we get rates for true solutions lying in Sobolev balls
corresponding to the prior basis which is different from the operator basis. The Sobolev balls
corresponding to the prior basis may be different as well. We show below that for Example 3.3,
arbitrarily smooth Sobolev balls in prior basis may not belong to Sobolev ball of a fixed order in
operator basis.
Let H be L2per[0, 1], i.e the set of periodic square integrable functions on [0, 1]. Let operator
G in our model be defined on H by G = (∆ +W )−1 where ∆ is the Laplace operator (acts on
the elements via Fourier series) and W is the operator denoting multiplication by a continuous
positive function w. Further, let the covariance operator K of the prior be ∆−1. Note that for
h ∈ H, we have G−1Kh ∈ H. If the Sobolev spaces of second order smoothness corresponding
to the respective operators are the same, we must have G−2K2h ∈ H. Simplifying, we get the
equivalent condition ∆w∆−2h ∈ H. It is clearly false for h = sinx and w = 10 +∑ sin 3kx
k2
. Hence,
the Sobolev spaces of the true solutions in our case is clearly different from the standard Sobolev
spaces of the minimax rates. It is easy to apply the same argument to show that Sobolev balls of
arbitrarily hgh smoothness in prior basis will not belong to second order Sobolev balls of Operator
basis. Fortunately, it is elementary to calculate the minimax rates for the Sobolev balls in the
examples we have used by the method of Belitser et. al. [5]. We outline the idea below. Define
yk =
〈
y, φ˜k
〉
= 〈u, φk〉+ 1√n
〈
z, φ˜k
〉
. Note that φ˜k is just G
−1φ and
〈
z, φ˜k
〉
are not independent.
We follow Theorem 1 of Belitser et.al. [5] and let our estimator for uk = 〈u, φk〉 be xkyk for some
xk to be decided. The minimax risk is
rn =
∑
(1− xk)2u20,k +
x2k‖φ˜k‖2
n
In the example we have used, ‖φ˜k‖2 serves the role of σ2 in [5]. The rest of the proof is exactly the
same giving us the same minimax rates.
We also note below that we cannot obtain a uniform rate of convergence for priors of fixed
smoothness (decay rate of eigenvalues) but varying eigenbasis and hence, it needs to be dealt on a
case by case basis.
Assume the model is
y = G(u) +
1√
n
η
where u ∈ H1 and G : H1 → H2 is a compact operator such that GTG has eigenpair {ei, ρ2i }. η is
the white noise on H2. The prior on H1 is a centered Gaussian measure µφ supported on H1 with
covariance operator given by Cφ. φ denotes the eigenbasis {φi} of Cφ. Assume that the eigenvalue
of Cφ corresponding to φi is λi.
Claim 5.1. Given any sequence ξn → 0, we can find a {φi} such that the contraction rate of the
above model is slower than ξn.
Proof. Consider a sequence θi such that θi → 0 with θi > 0 and θi 6= θj when i 6= j. We shall
now construct {φi} as a permutation of the basis {ei}, that is φi = eσ(i) for some permutation
σ : N→ N. For i = 2r−1, we put σ(i) = 2k−1 where k is the smallest integer such that ρ2k−1 ≤ θi
and 2k − 1 6= σ(j) for all j < i. We have thus injectively mapped all the odd integers into the
odd integers . We can now map the even integers on the remaining natural numbers bijectively.
Rewriting the original model in {φi} basis, we have the model
y = G1(u) +
1√
n
η
u ∈ H1 and G1 : H1 →H2 is a compact operator with eigenpair {φi, ρσi}. The prior has covariance
operator Cφ with eigenvalues {λi}.
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Assume the posterior is denoted by µyn. βn is a rate of contraction if Qu0,nµ
y
n{u : ‖u − u0‖2 ≥
β2n} → 0 as n→ 0. Opening the expression in {φi}, we now have
Qu0,nµ
y
n{u : ‖u− u0‖2 ≥ β2n} = Qu0,nµyn{u :
∑
i
(ui − u0,i)2 ≥ β2n}
≥ Qu0,nµyn{u :
∑
i
(u2i−1 − u0,2i−1)2 ≥ β2n}
Now consider the restricted model
y = G2(u) +
1√
n
η
with u ∈ H′1. G2 : H′1 → H2 is a compact operator with eigenpair {φ2i−1, ρσ(2i−1)}. H′1 is the
closed subspace of H1 spanned by {φ2i−1}. The prior has covariance operator C with eigenpair
{φ2i−1, λ2i−1}. From the previous calculation, it is clear that if {βn} is a contraction rate for the
model, it is also a contraction rate for the restricted model. Thus {βn} is slower than the minimax
rate for the restricted model. We now note that θi > ρσ(2i−1). It is intuitively clear that the
minimax rate can be made arbitrarily slow by making θi → 0 at a fast enough rate. Hence, the
proof is complete. 
Appendix A. Appendix
Theorem A.1. Assume we have a centered Gaussian measure νn on a Hilbert space H with eigen-
values of the covariance operator given by
kip
2
i
R2n
with p2i > p
2
i+1 > 0 and 0 < C1 < ki < C2. Then we
have,
φ(νn, 0, ǫ) ≤ −
N∑
i+1
(log pN − log pi)
whenever N is such that
∞∑
i=N+1
p2i <
R2nǫ
2
2C2
, and N < K1
(
ǫRn
pN
)2
for some K1 > 0.
Proof. We start with
φ(νn, 0, ǫ) = − log
(
P
(∑
v2i ≤ ǫ2
))
where vi are independent Gaussian random variables with mean 0 and variance
kip
2
i
R2n
. Using inde-
pendence, we have,
P
(∑
v2i ≤ ǫ2
)
≥ P
(
N∑
i=1
v2i ≤
ǫ2
2
)
P
( ∞∑
i=N+1
v2i ≤
ǫ2
2
)
(42)
For the second term on the right hand side, we apply Chebyshev’s inequality to obtain
P
( ∞∑
i=N+1
v2i ≤
ǫ2
2
)
≥ 1− 2
∑∞
i=N+1 Ev
2
i
ǫ2
≥ 1− 2C2
∑∞
i=N+1 p
2
i
R2nǫ
2
Thus the tail term is bounded away from 0 by the assumption on N . For the first term right hand
side, we proceed as in Lemma 6.2 in Belitser and Ghosal [4] with centered Gaussian with variance
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{kip2i
R2n
} to get
P
(
N∑
i=1
v2i ≤
ǫ2
2
)
≥
(
N∏
i=1
pN
pi
)
P
(
N∑
i=1
u2i ≤
(Rnǫ)
2
2p2N
)
Where ui are i.i.d standard normals. Applying Chebyshev’s inequality again, and the second
condition on N , we can show that P
(∑N
i=1 u
2
i ≤ (Rnǫ)
2
2p2N
)
is bounded away from 0, hence the theorem
follows. 
Note that we did not directly use the non-centered version in Lemma 6.2 [4] because we do not
know how the bias term G(u0) expands in term of the basis of νn.
Corollary A.2. If pi = i
−d, then we have
φ(νn, 0, ǫ) ≤ C3(ǫRn)−
2
2d−1 .
Proof. The choice of N can be taken to be such that N ≥ C4(ǫRn)−
2
2d−1 . This gives
φ(νn, 0, ǫ) ≤ C3(ǫRn)−
2
2d−1 .

Corollary A.3. If pi = i
s exp(−id), then we have
φ(νn, 0, ǫ) ≤ C5(− log(ǫRn))
d+1
d .
Proof. The choice of N can be taken to be such that N ≥ C6(− log(ǫRn)) 1d . This gives
φ(νn, 0, ǫ) ≤ C5(− log(ǫRn))
d+1
d .

Theorem A.4. Let G, Cn and νn be defined as in example discussed in Section 4.1.1. Assume
u0 ∈ Hγ1(Cn) and let
∑
i
( 〈u0,ϕi〉
i−γ
)2
= R. Then we have,
K(νn, G(u0), ǫ) ≤ KR2n
(
ǫ−
1+2δ−2γ
α+γ ∨ 1
)
for some K > 0.
Proof. Assume u0 ∈ Hγ1 (Cn) and let
∑
i
( 〈u0,ϕi〉
i−γ
)2
= R. Let u0 =
∑
i u0,iϕi, and h =
∑j0
i=1 u0,iG(ϕi)
for some j0.
For such an h, notice that
‖h‖2νn =
〈
(GCnGT )−1/2h, (GCnGT )−1/2h
〉
2
=
〈
(GCnGT )−1h, h
〉
2
=
〈C−1n G−1h,G−1h〉2 ,
implying
‖h‖2νn =
〈
C−1n
j0∑
i=1
u0,iϕi,
j0∑
i=1
u0,iϕi
〉
1
=
j0∑
i=1
(R2nλ
−1
i i
−2γ)u20,ii
2γ ≤ RR2n
(
λ−1j0 j
−2γ
0 ∨ 1
)
.
The last inequality is true since we know that the sequence {λjj2γ} is either increasing or decreasing
monotonically. Next, for any operatorK let us define K|S as the operatorK restricted to the subset
S. Writing Cj1 as the linear span of {ϕj+1, ϕj+2....}, note that Cj1 ⊂ (Dj/41 )⊥, therefore,
‖G(u0)− h‖22 =
∥∥∥∥∥∥G
∑
i>j0
u0,iϕi
∥∥∥∥∥∥
2
2
≤
∥∥∥G|
C
j0
1
∥∥∥2
∥∥∥∥∥∥
∑
i>j0
u0,iϕi
∥∥∥∥∥∥
2
1
≤
∥∥∥G|
(D
j0/4
1 )
⊥
∥∥∥2 j−2γ0
∑
i>j0
u20,ii
2γ
 .
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Hence, we have
‖G(u0)− h‖22 ≤ Rρ2j0/4j
−2γ
0 .
We need Rρ2j0/4j
−2γ
0 ≤ ǫ
2
2 . Hence, j0 ≥ Cǫ−
1
α+γ . Given that λi = i
−1−2δ . This implies ‖h‖2νn ≤
KR2n
(
ǫ−
1+2δ−2γ
α+γ ∨ 1
)
for some K > 0. Since K(νn, G(u0), ǫ) ≤ ‖h‖2νn , the result follows. 
Theorem A.5. Let G, Cn and νn be defined as in the example discussed in Section 4.1.2. Assume
u0 ∈ Hγ1(Cn) and let
∑
i
( 〈u0,ϕi〉
i−γ
)2
= R. Further, let γ′ ≡ γ(1−r)t . Then we have,
K(νn, G(u0), ǫ) ≤ KR2n
(
ǫ
− 1+2δ−2γ′
α+γ′ ∨ 1
)
for some K > 0.
Proof. Take h =
∑j0
i=1 u0,iG
1−r(ϕi) for some j0 > 0. Like in the previous theorem, we then estimate
the Cameron-Martin norm of h under the measure νn and ensure that h is close enough to G(u0).
We also know that j2γ0 ρ
lt
j0
is either increasing, or decreasing monotonically. Then, for some K > 0
‖h‖2νn =
∥∥∥(G−r+1CnG−r+1)−1/2 h∥∥∥2
= ‖C−1/2n Gr−1h‖2
=
j0∑
j=1
u20,j
ρltj
≤ KRR2n
(
j−2γ+1+2δ0 ∨ 1
)
≤ KRR2n
(
j−2γ
′+1+2δ
0 ∨ 1
)
We now estimate ‖h−G1−ru0‖. Note that ‖G1−rx‖ =
∥∥∥∥∥
((
C−1/ln −K2
)−1) 1−rt
x
∥∥∥∥∥ ≤
∥∥∥∥(C−1/ln −K2)−1 x∥∥∥∥ 1−rt .
The last inequality is true because of Theorem 4.5, and the fact that t ≥ (1 − r). Next, writing
M = ‖I +GtK2‖ = ‖(I − C 1lK2)−1‖, we have
‖h−G1−ru0‖ =
∥∥∥∥∥∥G1−r
∞∑
j=j0
u0,jϕj
∥∥∥∥∥∥
≤
∥∥∥∥∥∥
(
C−1/ln −K2
)−1 ∞∑
j=j0
u0,jϕj
∥∥∥∥∥∥
1−r
t
≤ (MR) 1−rt j−
γ(1−r)
t
0 ρ
1−r
j0
= Lj−γ
′−α
0
We need Lj−γ
′−α
0 ≤ ǫ2 . This implies j0 ≥ Cǫ
−1
α+γ′ . Hence, ‖h‖2νn ≤ K1R2n
(
ǫ
− 1+2δ−2γ′
α+γ′ ∨ 1
)
. We
thus have the same bound as in the previous theorem with γ relaced by γ′. 
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Theorem A.6. Let G, Cn and νn be defined as in the example discussed in Section 4.1.3. Assume
u0 ∈ Hγ1(Cn) and let
∑
i
( 〈u0,ϕi〉
i−γ
)2
= R. Then we have,
K(νn, G(u0), ǫ) ≤ KR2n
(
(− log(ǫ)) 1+2δ−2γβ ∨ 1
)
for some K > 0.
Proof. Take h =
∑j0
i=1 u0,iC−r exp(−C−β
′
)(ϕi) for some j0 > 0. Again, we estimate the Cameron-
Martin norm of h under the measure νn and ensure that h is close enough to G(u0).
‖h‖2νn =
j0∑
j=1
R2nj
1+2δu2j
≤ RR2n
(
j−2γ+1+2δ0 ∨ 1
)
We now estimate ‖h− C−r exp(−C−β′)u0‖. Borrowing notations from Section 4.1.1, we have
‖h − C−r exp(−C−β′)u0‖ =
∥∥∥∥∥∥C−r exp(−C−β′)
∞∑
j=j0
u0,jϕj
∥∥∥∥∥∥
≤
∥∥∥C−r exp(−C−β′)|
C
j0
1
∥∥∥ ‖ ∞∑
j=j0
u0,jϕj‖
≤ j(1+2δ)r−2γ0 exp(−jβ0 )
Thus, for j0 = (− log(ǫ))
1
β , ‖h− C−r exp(−C−β′)u0‖ ≤ ǫ/2. This gives
K(νn, G(u0), ǫ) ≤ RR2n
(
(− log(ǫ))−2γ+1+2δβ ∨ 1
)

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