Here I introduce package cmvnorm, a complex generalization of the mvtnorm package. A complex generalization of the Gaussian process is suggested and numerical results presented using the package. An application in the context of approximating the Weierstrass σ-function using a complex Gaussian process is given.
Introduction
Complex-valued random variables find applications in many areas of science such as signal processing (Kay, 1989) , radio engineering (Ozarow, 1994) , and atmospheric physics (Mandic et al., 2009 ). In this short paper I introduce cmvnorm (Hankin, 2015) , a package for investigating one commonly encountered complex-valued probability distribution, the complex Gaussian.
The real multivariate Gaussian distribution is well supported in R by package mvtnorm (Genz et al., 2014) , having density function
where |M| denotes the determinant of matrix M. Here, m = E [X] ∈ R n is the mean vector and Σ = E (X − m) (X − m) T the covariance of random vector X; we write X ∼ N n (m, Σ). One natural generalization would be to consider Z ∼ N C n (m, Γ), the complex multivariate Gaussian, with density function
where z * denotes the Hermitian transpose of complex vector z. Now m ∈ C n is the complex mean and Γ = E (Z − m) (Z − m) * is the complex variance; Γ is a Hermitian positive definite matrix. Note the simpler form of (2), essentially due to Gauss's integral operating more cleanly over the complex plane than the real line: C e −z * z dz = x∈R y∈R e −(x 2 +y 2 ) dx dy = 2π θ=0 ∞ r=0 e −r 2 r dr dθ = π.
A zero mean complex random vector Z is said to be circularly symmetric (Goodman, 1963) if E ZZ T = 0, or equivalently Z and e iα Z have identical distributions for any α ∈ R. Equation (2) clearly has this property.
Most results from real multivariate analysis have a direct generalization to the complex case, as long as "transpose" is replaced by "Hermitian transpose". For example, X ∼ N n (0, Σ) implies BX ∼ N n 0, B T ΣB for any constant matrix B ∈ R m×n , and analogously Z ∼ N C n (0, Γ) implies BZ ∼ N C n (0, B * ΓB), B ∈ C m×n . Similar generalizations operate for Schur complement methods on partitioned matrices. Also, linear regression generalizes similarly. Specifically, consider y ∈ R n . If y = Xβ + where X is a n × p design matrix, β ∈ R p a vector of regression coefficients and ∼ N n (0, Σ) is a vector of errors, thenβ = X T Σ −1 X −1 X T Σ −1 y is the maximum likelihood estimator for β.
The complex generalization is to write
Such considerations suggest a natural complex generalization of the Gaussian process.
This short vignette introduces the cmvnorm package which furnishes some functionality for the complex multivariate Gaussian distribution, and applies it in the context of a complex generalization of the emulator package (Hankin, 2005) , which implements functionality for investigating (real) Gaussian processes. > dcmvnorm(z, cm, cv)
[1] 5.103754e-04 1.809636e-05 2.981718e-03 1.172242e-03 4.466836e-03 6.803356e-07
So it is possible to determine a maximum likelihood estimate for the mean using direct numerical optimization 
The Gaussian process
In the context of the emulator, a (real) Gaussian process is usually defined as a random function η : R p −→ R which, for any set of points {x 1 , . . . , x n } in its domain D the random vector {η (x 1 ),
but one is in principle free to choose any function of x. One writes H T = (h (x 1 ) , . . . , h (x n )) when considering the entire design matrix X; the R idiom is regressor.multi().
The covariance is typically given by
where V : R n −→ R must be chosen so that the variance matrix of any finite set of observations is always positive-definite. Bochner's theorem (Feller, 1971, chapter XIX) shows that V (·) must be proportional to the characteristic function (CF) of a symmetric probability Borel measure.
Oakley (1999) uses techniques which have clear complex analogues to show that the posterior mean of η (x) is given by
Here A is an n × n matrix of correlations between the observations,
where σ 2 is an overall variance term; andβ = X T A −1 X −1 X T A −1 y is the maximum likelihood estimator for β.
Equation (3) furnishes a cheap approximation to η (x) and is known as the 'emulator'.
Complex Gaussian processes
The complex case is directly analogous, with η :
we may relax the requirement that Ω be symmetric positive definite to requiring only Hermitian positive definiteness. This allows one to use the characteristic function of any, possibly non-symmetric, random variable Ψ with density function f : R p −→ R and characteristic function φ:
That Ω remains Hermitian positive definite may be shown by evaluating a quadratic form with it and arbitrary w ∈ C n and establishing that it is real and non-negative:
integral of sum of real positive functions (This motivates the definition of the characteristic function of a complex multivariate random variable Z as E e i Re(t * Z) ). Thus the covariance matrix is Hermitian positive definite: although its entries are not necessarily real, its eigenvalues are all nonnegative.
In the real case one typically chooses Ψ to be a zero-mean Gaussian distribution; in the complex case one can use the complex multivariate distribution given in equation (2) which has characteristic function
and following Hankin (2012) in writing B = Γ/4, we can write the variance matrix as a product of a (real) scalar σ 2 term and
Thus the covariance matrix Ω is given by
In (6), B has the same meaning as in conventional emulator techniques and controls the modulus of the covariance between η (z) and η (z ); m governs the phase.
Given the above, it seems to be reasonable to follow Oakley (1999) 
Functions of several complex variables
Analytic functions of several complex variables are an important and interesting class of objects; Krantz (1987) motivates and discusses the discipline. Formally, consider f : C n −→ C, n 2 and write f (z 1 , . . . , z n ). Function f is analytic if it satisfies the Cauchy-Riemann conditions in each variable separately, that is ∂ f /∂z j = 0, 1 j n.
Such an f is continuous (due to a "non-trivial theorem of Hartogs") and continuously differentiable to arbitrarily high order. Krantz goes on to state some results which are startling if one's exposure to complex analysis is restricted to functions of a single variable: for example, any isolated singularity is removable.
Numerical illustration of these ideas
The natural definition of complex Gaussian processes above, together with the features of analytic functions of several complex variables, suggests that a complex emulation of analytic functions of several complex variables might be a useful technique.
The ideas presented above, and the cmvnorm package, can now be used to sample directly from an appropriate complex Gaussian distribution and estimate the roughness parameters: Thus the posterior distribution for the process is complex Gaussian at this point with a mean of about 1.71 − 1.01i and a variance of about 0.2.
Analytic functions
These techniques are now used to emulate an analytic function of several complex variables. A complex function's being analytic is a very strong restriction; Needham (2004) uses 'rigidity' to describe the severe constraint that analyticity represents.
Here the Weierstrass σ-function (Chandrasekharan, 1985) is chosen as an example, on the grounds that Littlewood and Offord (1948) consider it to be a typical entire function in a well-defined sense. The elliptic package (Hankin, 2006) is used for numerical evaluation.
The σ-function takes a primary argument z and two invariants g 1 , g 2 , so a three-column complex design matrix is required: > library("elliptic") > valsigma <-2 + 1i + round(latin.hypercube(30, 3, + names = c("z", "g1", "g2"), complex = TRUE)/4, 2) > head(valsigma) (an offset is needed because σ (z, g 1 , g 2 ) = z + O z 5 ). The σ-function can now be evaluated at the points of the design matrix:
> dsigma <-apply (valsigma, 1, function(u) sigma(u[1] , g = u[2:3])) One way of estimating the roughness parameters is to use maximum likelihood. The likelihood for any set of roughness parameters is given by Oakley (1999) as σ 2 − n−q 2 |A| −1/2 H T A −1 H −1/2 with complex generalization σ 2 −(n−q) |A| −1 H * A −1 H −1 which is calculated in the package by function scales.likelihood.complex(); this can be used to return the log-likelihood for a specific set of roughness parameters: Because the diagonal elements of B are strictly positive, their logarithms are optimized, following Hankin (2005); it is implicitly assumed that the scales and means associated with g 1 and g 2 are equal.
> objective <-function(x, valsigma, dsigma) + -scales.likelihood.complex(scales = scales(x), means = means(x), + zold = valsigma, z = dsigma) > start <-c(-0.538, -5.668, 0.6633, -0.0084, -1.73, -0.028) > jj <-optim(start, objective, valsigma = valsigma, dsigma = dsigma, + method = "SANN", control = list(maxit = 100)) > (u <-jj$par)
[1] -0.5380 -5.6680 0.6633 -0.0084 -1.7300 -0.0280 [1] 3.078956+1.259993i > sigma(2 + 1i, g = c(2 + 1i, 2 + 1i))
[1] 3.078255+1.257819i
showing reasonable agreement. It is also possible to test the hypothesis H R : m ∈ R 2 (that is, the variance matrix A is real), by calculating the likelihood ratio of the unconstrained model (6) to that obtained by H R . This may be achieved by constraining the optimization to satisfy m ∈ R 2 :
> ob2 <-function(x, valsigma, dsigma) + -scales.likelihood.complex(scales = scales(x), means = c(0, 0, 0), + zold = valsigma, z = dsigma) > jjr <-optim(u[1:2], ob2, method = "SANN", control = list(maxit = 1000), + valsigma = valsigma, dsigma = dsigma) > (ur <-jjr$par)
[1] 0.2136577 -4.2640825 so the test statistic D is given by > LR <-scales.likelihood.complex(scales = scales(ur), means = c(0, 0, 0), + zold = valsigma, z = dsigma) > LC <-scales.likelihood.complex(scales = scales(u), means = means(u), + zold = valsigma, z = dsigma) > (D <-2 * (LC -LR))
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