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Abstrakt
Cílem této práce je podat přehled základních pojmů a výsledků tenzorového počtu. Ten-
sory zavedeme jako multilineární zobrazení a ukážeme základní tensorové operace. V další
části uvedeme příklady tensorů, zejména z oblasti diferenciální geometrie.
Summary
The goal of this thesis is to provide an overview of basic terms and results of tensor
calculus. We introduce tensors as multilinear mappings and introduce basic tensor ope-
rations. In the next section, we give some examples of tensors, especially from the ﬁeld of
diﬀerential geometry.
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1. Úvod
Ve své nejstarší podobě představovaly tensory jen určité množiny čísel označených více
indexy. Za jejich předchůdce tak můžeme považovat vektory, tedy množiny čísel s jedním
indexem. První pokusy o zavedení takových systémů se datují až do starověku, ale vekto-
rový počet jak jej chápeme dnes se objevuje až v pracích holandského inženýra S. Selvina
(1548-1620). Pojem vektor použil jako první irský matematik W. Hamilton (1805-1865),
který se zasloužil o další rozvoj vektorového počtu, přišel mimo jiné s geometrickou před-
stavou vektoru jako orientované úsečky. Za další krok ve vývoji tensorů pak můžeme
považovat matice. Na jejich vývoji se nejvíce podílel Angličan A. Cayley (1821-1895).
Systémy čísel s více indexy se začaly během 18. století objevovat v oblasti mechaniky
pružných těles a v 19. století v algebře a geometrii. Problémům spojeným s pružností a
napětím se věnovali např. L. Euler (1707-1783), P. Laplace (1749-1827) nebo O. Cauchy
(1789-1857), z geometrie připomeňme K. F. Gausse (1777-1855), B. Riemanna (1826-1866)
a E. B. Christoﬀela (1829-1900). V této době ale matematikům chyběl nástroj, jak s tako-
vými systémy pracovat a matematické zápisy tak působily poněkud těžkopádně. S vhod-
ným nástrojem pro práci s vektory přišel koncem 19. století americký matematik J. W.
Gibbs (1839-1903), který položil základy vektorového počtu (za zakladatele vektorového
počtu může být považován i britský matematik Oliver Heaviside (1850-1925), který přišel
nezávisle na Gibbsovi s podobnými závěry). Zobecnění vektorového počtu na systémy čísel
s více indexy vymyslel italský matematik G. Ricci (1853-1925), který je považován za za-
kladatele tenzorového počtu (ve své práci používal pojmenování absolutní diferenciální
počet). Ricciho student T. Levi-Civita (1873-1942) pak absolutní diferenciální počet dále
rozvíjel. Pojem „tensorÿ zavedl až na přelomu 19. a 20. století německý fyzik W. Voigt
(1850-1919).
Velmi důležitým krokem ve vývoji tenzorového počtu pak byla jeho aplikace na te-
orii relativity v roce 1913, za kterou stáli A. Einstein (1879-1955) a M. Grossmann
(1878-1936). Einsteinovým cílem bylo v první řadě použít tensory jako nástroj pro práci
na teorii relativity, ale jeho práce zároveň přinesla další rozvoj tenzorového počtu. Ein-
steinovým nejznámějším přínosem v oblasti tensorů je zavedení sumační konvence v roce
1916. Algebraický přístup k deﬁnici tensoru představili H. Weyl (1885-1955) a O. Veblen
(1880-1960) a bezindexová podoba tensorů, která umožnila zapisovat fyzikální zákony
nezávisle na souřadnicích se objevila v 50. letech 20. století v publikacích zaměřených
na mechaniku kontinua.
První kapitola této práce je zaměřena na uvedení algebraických pojmů, které jsou
nutné pro zavedení tensorů a tensorových operací. Jedním z nejdůležitějších je pojem
lineární a bilineární formy. Zobecněním bilineární formy v následující kapitole předsta-
víme deﬁnici tensoru. K tensoru tedy přistupujeme jako k multilineárnímu zobrazení.
Dále deﬁnujeme souřadnice tensoru a s jejich pomocí představíme alternativní, méně abs-
traktní, deﬁnici tensoru. V práci je uveden důkaz, že obě zmíněné deﬁnice tensoru vedou
ke stejnému geometrickému objektu a jsou tedy ekvivalentní. Druhá část druhé kapitoly
je věnována přehledu operací s tensory.
Cílem třetí kapitoly je ukázat příklady nejznámějších tensorů. V případě tensoru se-
trvačnosti a prvního základního tensoru plochy uvedeme i jejich odvození. Závěrečná
kapitola pojednává o příkladu z moderní diferenciální geometrie, konkrétně o tensorech
na diferencovatelných varietách. Nejprve připomeneme pojem křivky a plochy a varietu
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1. ÚVOD
pak uvedeme jako jejich zobecnění. Ukážeme, jak se zavede tečný prostor diferencovatelné
variety a podobně jako ve druhé kapitole zavedeme tensor a jeho souřadnice.
.
3
2. Algebraický základ
V této kapitole připomeneme některé základní pojmy a výsledky lineární algebry.
Jedná se zejména o zavedení vektorového prostoru, duálního vektorového prostoru a bi-
lineárního zobrazení. Pro zjednodušení některých algebraických výrazů je vhodné zavést
Einsteinovu sumační konvenci, podle které se automaticky sčítá podle každého indexu,
který se v daném vzorci vyskytuje u jednoho výrazu nahoře a u jiného výrazu dole. Místo∑n
i=1 xiy
i tedy píšeme xiyi apod.
Deﬁnice 2.1. Komutativní grupa V se nazývá vektorový prostor (nad R ), jestliže pro ka-
ždý prvek v ∈ V a každé reálné číslo r ∈ R je deﬁnován prvek r · v = rv z množiny V a
přitom platí pro každé u ∈ V, v ∈ V, r ∈ R, s ∈ R :
r · (u+ v) = r · u+ r · v,
(r + s) · u = r · u+ s · u,
(r · s) · u = r · (s · u),
1 · u = u.
Prvky množiny V nazýváme vektory.
Deﬁnice 2.2. Buďte V vektorový prostor a v1, . . . ,vn ∈ V (n ∈ N). Řekneme, že vektor
v ∈ V je lineární kombinací vektorů v1, . . . ,vn, jestliže existují čísla r1, . . . , rn ∈ R tak,
že platí
v = r1v1 + · · ·+ r
nvn = r
ivi.
Vektory v1, . . . ,vn se nazývají lineárně závislé, jestliže existují čísla r1, . . . , rn ∈ R, z nichž
alespoň jedno je různé od nuly tak, že platí
rivi = 0.
V opačném případě nazýváme vektory v1, . . . ,vn lineárně nezávislé.
Deﬁnice 2.3. Nechť V je vektorový prostor a b1, ...,bn ∈ V (n ∈ N). Soustava vektorů
{b1, ...,bn} se nazývá báze vektorového prostoru V , jestliže vektory b1, ...,bn jsou lineárně
nezávislé a každý vektor v ∈ V je lineární kombinací vektorů b1, ...,bn.
Věta 2.1. Buď V vektorový prostor s bází {b1, ...,bn}. Pak každý vektor v ∈ V lze
jednoznačně psát ve tvaru
v = vibi,
kde vi jsou reálná čísla.
[10, str. 51]
Čísla vi nazýváme souřadnice vektoru v vzledem k bázi {b1, ...,bn}.
Deﬁnice 2.4. Jestliže vektory {b1, ...,bn} tvoří bázi vektorového prostoru V , nazveme
číslo n dimenzí vektorového prostoru V a píšeme
dimV = n.
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Deﬁnice 2.5. Buďte V vektorový prostor s bází B = {b1, . . . ,bn} a v ∈ V vektor
se souřadnicemi vi. Sloupcový vektor
CB(v) =

v
1
...
vn


se nazývá souřadnicový vektor vektoru v vzhledem k bázi B. Je-li {d1, . . . ,dn} = D další
báze vektorového prostoru V, položíme
A =
[
CD(b1), . . . , CD(bn)
]
.
A je čtvercová matice řádu n, která se nazývá matice přechodu od báze B k bázi D. Každý
vektor di druhé báze pak lze jednoznačně vyjádřit jako lineární kombinaci prvků první
báze:
di = A
k
i bk. (2.1)
Věta 2.2. Nechť (u1, ..., un) jsou souřadnice vektoru u ∈ V v bázi {b1, ...,bn} a (u¯1, ..., u¯n)
jsou souřadnice téhož vektoru v jiné bázi {d1, ...,dn}. Nechť dále A = (Aij) je matice
přechodu od první báze ke druhé a nechť A˜ = A−1 je matice k ní inverzní. Pak platí
následující transformační vztahy:
ui = Aiju¯
j, u¯i = A˜iju
j, i = 1, . . . , n. (2.2)
[7, str. 6]
Poznámka 2.1. Z předchozí věty vyplývá, že je-li A matice přechodu od báze B k bázi
D, maticí přechodu od D do B je matice A˜ = A−1.
Deﬁnice 2.6. Nechť V a W jsou vektorové prostory nad R. Řekneme, že zobrazení
f : V → W je lineární, pokud pro každé v1,v2 ∈ V a každé a ∈ R platí:
(i) f(v1 + v2) = f(v1) + f(v2)
(ii) f(av1) = af(v1).
Příklad 2.1. (a) Deﬁnujme zobrazení ψ : R3 → R2 vztahem
ψ(

v1v2
v3

) = (v1
v2
)
.
Pro libovolné v1, v2, v3, u1, u2, u3, c ∈ R platí:
ψ(

v1v2
v3

+

u1u2
u3

) = ψ(

v1 + u1v2 + u2
v3 + u3

) = (v1 + u1
v2 + u2
)
= ψ(

v1v2
v3

) + ψ(

u1u2
u3

)
ψ(c

v1v2
v3

) = ψ(

cv1cv2
cv3

) = (cv1
cv2
)
= c
(
v1
v2
)
= cψ(

v1v2
v3

).
Tedy zobrazení ψ je lineární.
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(b) Pro libovolné vektorové prostory V a W můžeme deﬁnovat nulové lineární zobrazení
ϕ : V → W vztahem ϕ(v) = 0 pro každé v ∈ V .
Lineární zobrazení f : V → W nazveme izomorﬁsmus vektorových prostorů V aW pokud
je bijektivní. Potom píšeme V ∼= W .
Věta 2.3. Nechť dimV = n. Pak V ∼= Rn.
[7, str. 6]
Množinu všech lineárních zobrazení f, g, . . . : V → W označme L(V ;W ). Součet
lineárních zobrazení f a g pro každé v ∈ V deﬁnujeme vztahem
(f + g)(v) = f(v) + g(v)
a násobení zobrazení f skalárem a ∈ R vztahem
(af)(v) = af(v).
Je zřejmé, že f + g a af jsou opět lineární zobrazení, a že L(V ;W ) s těmito operacemi
tvoří vektorový prostor.
Deﬁnice 2.7. Vektorový prostor L(V ;R) nazýváme vektorovým prostorem duálním k V .
Značíme ho V ∗. Jeho prvky nazýváme lineární formy.
Příklad 2.2. Příkladem lineární formy může být zobrazení ̺ : R2 → R určené předpisem
̺(
(
v1
v2
)
) = v1 + v2.
Je zřejmé, že pro všechna v1, v2, u1, u2, c ∈ R platí
̺(
(
v1
v2
)
+
(
u1
u2
)
) = ̺(
(
v1 + u1
v2 + u2
)
) = v1 + u1 + v2 + u2 = ̺(
(
v1
v2
)
) + ̺(
(
u1
u2
)
)
̺(c
(
v1
v2
)
) = ̺(
(
cv1
cv2
)
) = cv1 + cv2 = c̺(
(
v1
v2
)
)
a zobrazení ̺ je skutečně lineární.
Deﬁnice 2.8. Nechť {b1, . . . ,bn} je báze V . Pak lineární formy {f 1, . . . , fn} deﬁnované
vztahy f i(bj) = δij =
{
1, pro i = j
0, pro i 6= j
tvoří bázi V ∗. Nazýváme ji duální báze. Symbol δij
se nazývá Kroneckerovo delta.
Deﬁnice 2.9. Buďte V vektorový prostor s bází {b1, . . . ,bn} a V ∗ prostor duální k V .
Pro každé v = vibi ∈ V a každé f ∈ V ∗ platí f(v) = f(vibi) = vifi, kde fi = f(bi).
Čísla fi nazýváme souřadnice lineární formy f vzhledem k bázi {b1, . . . ,bn}.
Věta 2.4. Nechť (f1, ..., fn) jsou souřadnice lineární formy f : V → R vzhledem k bázi
{b1, ...,bn} prostoru V a (f¯1, ..., f¯n) jsou souřadnice téže lineární formy vzhledem k jiné
bázi {d1, ...,dn}. Nechť dále A = (Aij) je matice přechodu od první báze ke druhé. Pak
platí následující transformační vztahy:
f¯i = A
j
ifj, i = 1, . . . , n. (2.3)
[7, str. 7]
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Deﬁnice 2.10. Řekneme, že zobrazení f : V ×V → R je bilineární forma, pokud pro ka-
ždé x,y, z ∈ V a c ∈ R splňuje tyto vlastnosti:
(i) f(x,y + z) = f(x,y) + f(x, z)
(ii) f(x, c · y) = c · f(x,y)
(iii) f(x+ y, z) = f(x, z) + f(y, z)
(iv) f(c · x,y) = c · f(x,y).
Deﬁnice 2.11. Buď g bilineární forma na vektorovém prostoru V a {b1, . . . ,bn} báze
V . Pak pro x,y ∈ V platí g(x,y) = g(xibi, yjbj) = xiyjg(bi,bj) = gijxiyj. Čísla
gij = g(bi,bj)
nazýváme souřadnice bilineární formy g vzhledem k bázi {b1, . . . ,bn}. Matice G = (gij)
se nazývá matice bilineární formy g.
Deﬁnice 2.12. Řekneme, že bilineární forma f : V × V → R je
(I) symetrická, jestliže: f(x,y) = f(y,x) pro všechna x,y ∈ V ;
(II) pozitivně deﬁnitní, jestliže: f(x,x) > 0 pro každý nenulový vektor x ∈ V .
Pozitivně deﬁnitní a symetrickou bilineární formu na vektorovém prostoru V nazýváme
skalární součin na V .
Nechť g je skalární součin na V . Číslo ‖x‖ =
√
g(x,x) se nazývá velikost vektoru x.
Pro každý vektor a ∈ V je funkce g˜a : V → R deﬁnovaná předpisem:
g˜a(x) = g(a,x)
lineární forma na V . Pomocí skalárního součinu tedy můžeme každému vektoru a ∈
V přiřadit lineární formu g˜a ∈ V ∗. V následující větě ukážeme, že toto zobrazení je
izomorﬁsmus vektorových prostorů.
Věta 2.5. Skalární součin g na vektorovém prostoru konečné dimenze V určuje izomor-
ﬁsmus F : V → V ∗, F (a) = g˜a.
[7, str.8]
Důkaz. Je zřejmé, že zobrazení F je lineární. Je-li g˜a = g˜b, pro každé x ∈ V platí
g(a,x) = g(b,x) ⇒ g(a− b,x) = 0.
Pro x = a− b dostaneme ‖a− b‖ = 0, a proto a = b. Zobrazení F je tedy prosté. Zbývá
ověřit, že libovolná lineární forma f : V → R je tvaru f = g˜a pro nějaké a ∈ V . Položme
L = {w ∈ V, f(w) = 0}. Je-li L = V , tak stačí položit a = 0 a důkaz je ukončen.
Předpokládejme tedy, že L 6= V a označme L¯ = {v ∈ V ; g(w,v) = 0, w ∈ L}. Pak
existuje 0 6= v ∈ L¯. Z linearity f dále plyne, že f(x − f(x)
f(v)
v) = f(x) − f(x) = 0, neboli
w = x− f(x)
f(v)
v ∈ L pro libovolné x ∈ V . Položme nakonec a = f(v)
g(v,v)
v. Pak platí g(x, a) =
g(w + f(x)
f(v)
v,
f(v)
g(v,v)
v) = f(v)
g(v,v)
g(w,v) + f(x)
f(v)
f(v)
g(v,v)
g(v,v) = f(v)
g(v,v)
· 0 + f(x) = f(x).
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3. Tensory
3.1. Deﬁnice tensoru
Deﬁnice 3.1. Nechť V je vektorový prostor konečné dimenze a F multilineární forma
F : V × · · · × V︸ ︷︷ ︸
k krát
→ R,
tedy pro libovolné vi, v¯i ∈ V, c ∈ R platí
(i) F (v1, . . . ,vi−1,vi + v¯i,vi+1, . . . ,vk) = F (v1, . . . ,vi−1,vi,vi+1, . . . ,vk) +
+ F (v1, . . . ,vi−1, v¯i,vi+1, . . . ,vk)
(ii) F (v1, . . . ,vi−1, c · vi,vi+1, . . . ,vk) = c · F (v1, . . . ,vi−1,vi,vi+1, . . . ,vk).
Pak F se nazývá k-krát kovariantním tensorem na V .
Množinu multilineárních forem F : V ×· · ·×V → R značíme L(V, . . . , V ;R). V deﬁnici
duálního prostoru (2.7) jsme uvedli, že V ∗ = L(V ;R), takže každá lineární forma z V ∗ je
1-krát kovariantním tensorem na V .
Duální prostor V ∗ je rovněž vektorový prostor. Proto můžeme v deﬁnici 3.1 nahradit
vektorový prostor V duálním prostorem V ∗. Dostaneme tak k-lineární formu
F : V ∗ × · · · × V ∗︸ ︷︷ ︸
k krát
→ R,
kterou nazýváme k-krát kontravariantní tensor. Je zřejmé, že platí L(V ∗;R) = V , takže
každý vektor z V je lineární formou na V ∗ a je tedy 1-krát kontravariantním tensorem
na V . Z výše uvedeného je dále patrné, že platí identita
V ∗∗ = V.
Tensory k-krát kovariantní nebo kontravariantní nazýváme souhrnně čisté, jejich zobec-
něním je tensor smíšený.
Deﬁnice 3.2. Buď V vektorový prostor konečné dimenze. Smíšeným tensorem typu (s, r)
na V rozumíme multilineární formu
F : V × · · · × V︸ ︷︷ ︸
r krát
×V ∗ × · · · × V ∗︸ ︷︷ ︸
s krát
→ R. (3.1)
F nazýváme také r-krát kovariantní a s-krát kontravariantní tensor na V . Množinu
všech takových tensorů značíme T rs V . Číslo r + s nazýváme stupněm tensoru.
Příkladem smíšeného tensoru typu (1, 1) je zobrazení, které každému vektoru v ∈ V a
každé lineární formě f ∈ V ∗ přiřadí číslo f(v) ∈ R. Tensorem typu (0, 0) rozumíme reálné
číslo, platí tedy T 00 V = R.
Poznámka 3.1. Snadno se ukáže, že množina T rs V všech tensorů typu (s, r) tvoří vekto-
rový prostor. Vektorový prostor T 0s V = L(V
∗, . . . , V ∗;R) rovněž značíme symbolem ⊗sV
a nazýváme ho s-tou tensorovou mocninou vektorového prostoru V. Analogicky značíme
vektorový prostor
T rs V = L(V, . . . , V︸ ︷︷ ︸
r krát
, V ∗, . . . , V ∗︸ ︷︷ ︸
s krát
;R)
symbolem ⊗sV ⊗⊗rV ∗.
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Vzhledem k výše uvedenému označení tedy máme následující zřejmé identity
T 0s V = L(V
∗, . . . , V ∗︸ ︷︷ ︸
s krát
;R) = ⊗sV
T 01 V = L(V
∗;R) = ⊗1V = V
T rs V = L(V, . . . , V︸ ︷︷ ︸
r krát
, V ∗, . . . , V ∗︸ ︷︷ ︸
s krát
;R) = ⊗sV ⊗⊗rV ∗
T 20 V = L(V, V ;R) = ⊗
2V ∗ = V ∗ ⊗ V ∗.
Příklad 3.1.
(a) Tensorem typu (0, 2) je libovolná bilineární forma, tedy např. skalární součin. Již
jsme uvedli, že pomocí skalárního součinu se deﬁnuje norma vektoru, proto se ska-
lární součin někdy nazývá metrický tensor.
(b) Z vlastností determinantu (viz např. [9]) plyne, že determinant matice řádu n, jejíž
řádky jsou souřadnice vektorů v1, . . . ,vn ∈ V je multilineární zobrazení z V n do R
a tedy tensor typu (0, n) na V .
Poznámka 3.2. Tensory a tensorový součin ⊗ vektorových prostorů je možné zavést i
jiným způsobem. Například v [1] se zavádí tensorový součin dvou vektorových prostorů
pomocí tzv. univerzálního prvku.
Poznámka 3.3. Vektorový prostor T r1V můžeme ztotožnit s vektorovým prostorem všech
multilineárních zobrazení
K : V × · · · × V︸ ︷︷ ︸
r krát
→ V.
Každému tensoru
F : V × · · · × V︸ ︷︷ ︸
r krát
×V ∗ → R
z prostoru T r1V lze totiž přiřadit multilineární zobrazení K vztahem
〈K(v1, . . . ,vr), f〉 = F (v1, . . . ,vr, f), v1, . . . ,vr ∈ V, f ∈ V
∗,
kde 〈v, f〉 = f(v) ∈ R, tedy 〈v, f〉 značí hodnotu lineární formy f ∈ V ∗ na vektoru v ∈ V .
Například prostor T 11 V tak můžeme pomocí výše uvedeného ztotožnit s prostorem všech
lineárních zobrazení z V do V , tj. T 11 V = V ⊗ V
∗ = L(V ;V ).
Obdobným způsobem můžeme každému tensoru typu (s, r) přiřadit multilineární zob-
razení K : V r × (V ∗)s−1 → V a K¯ : V r−1 × (V ∗)s → V ∗ (viz např. [3, str. 30]). Obvykle
pak nerozlišujeme mezi tensorem F a zobrazeními K a K¯.
Nyní nechť {b1, . . . ,bn} je báze vektorového prostoru V a {f 1, . . . , fn} je báze du-
álního prostoru V ∗. Pak r vektorů v1, . . . ,vr ∈ V a s lineárních forem h1, . . . , hs ∈ V ∗
můžeme v těchto bázích vyjádřit ve tvaru
vi = v
p
i bp (i = 1, . . . , r), h
j = ξjqf
q (j = 1, . . . , s)
a pro tensor F ∈ T rs V platí:
F (v1, . . . ,vr, h
1, . . . , hs) = F (vp11 bp1 , . . . , v
pr
r bpr , ξ
1
q1
f q1 , . . . , ξsqsf
qs) =
= vp11 v
p2
2 . . . v
pr
r ξ
1
q1
ξ2q2 . . . ξ
s
qs
F (bp1 , . . . ,bpr , f
q1 , . . . , f qs).
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Deﬁnice 3.3. Čísla
aq1...qsp1...pr = F (bp1 , . . . ,bpr , f
q1 , . . . , f qs),
kde indexy q1, . . . , qr, p1, . . . , ps nabývají hodnot 1, . . . , n, se nazývají souřadnice tensoru
F vzhledem k bázi {b1, . . . ,bn}.
Pomocí souřadnic aq1...qsp1...pr dovedeme spočítat hodnotu tensoru pro libovolné vektory
v1, . . . ,vr ∈ V a lineární formy h1, . . . , hs ∈ V ∗. Můžeme tedy říci, že tensor F je svými
souřadnicemi jednoznačně určen a stručněji o něm mluvit jako o tensoru aq1...qsp1...pr . Horní
indexy nazýváme kontravariantní indexy a dolní kovariantní indexy. Následující věta po-
pisuje chování souřadnic tensoru při změně báze.
Věta 3.1. Nechť aj1...jsi1...ir jsou souřadnice tensoru F ∈ T
r
s V vůči bázi {b1, . . . ,bn}, a¯
q1,...,qs
p1,...,pr
jsou souřadnice téhož tensoru vzledem k bázi {d1, . . . ,dn}, A je matice přechodu od první
báze ke druhé a A˜ = A−1. Pak platí vztah
a¯q1...qsp1...pr = A
i1
p1
. . . AirprA˜
q1
j1
. . . A˜
qs
js
a
j1...js
i1...ir
.
[7, str. 10]
Důkaz. Buď {f 1, . . . , fn} duální báze k bázi {b1, . . . ,bn} a {ϕ1, . . . , ϕn} duální báze
k {d1, . . . ,dn}. Pak platí
a¯q1...qsp1...pr = F (dp1 , . . . ,dpr , ϕ
q1 , . . . , ϕqs) = F (Ai1p1bi1 , . . . , A
ir
prbir , A˜
q1
j1
f j1 , . . . , A˜
qs
js
f js) =
= Ai1p1 . . . A
ir
pr
A˜
q1
j1
. . . A˜
qs
js
a
j1...js
i1...ir
.
Většina literatury zabývající se tensorovým počtem zavádí tensory pomocí následující
deﬁnice, která využívá vztahy z věty 3.1. K tensoru se tak nepřistupuje jako k multilineár-
nímu zobrazení, ale jako k nějakému objektu, jehož souřadnice se při změně báze chovají
předepsaným způsobem. Tento přístup k tensorům nevyžaduje znalost pojmů jako duální
vektorový prostor nebo multilineární forma a pro použití v inženýrských aplikacích je tedy
jednodušší.
Deﬁnice 3.4. Řekneme, že množina nr+s čísel aj1...jsi1...ir udává souřadnice tensoru řádu r+s,
pokud se tato čísla při změně báze vektorového prostoru V transformují vztahy
a¯q1...qsp1...pr = A
i1
p1
. . . AirprA˜
q1
j1
. . . A˜
qs
js
a
j1...js
i1...ir
, (3.2)
kde A je matice přechodu od první báze ke druhé a A˜ = A−1.
Dokažme nyní, že takto zadaná čísla aj1...jsi1...ir skutečně představují souřadnice nějakého
tensoru F zavedeného deﬁnicí 3.2.
Nechť {b1, . . . ,bn} je báze vektorového prostoru V odpovídající číslům a
j1...js
i1...ir
a {d1, . . . ,dn}
jiná báze téhož prostoru odpovídající číslům a¯j1...jsi1...ir , která jsou dána vztahem 3.2. Zave-
deme zobrazení F , které r vektorům v1, . . . ,vr ∈ V (vk = v
ik
k bik pro k = 1, 2, . . . , r) a s li-
neárním formám h1, . . . , hs ∈ V ∗ (hl = ξljlf
jl (l = 1, . . . , s)) přířadí čísla vi11 . . . v
ir
r ξ
1
j1
. . . ξsjsa
j1...js
i1...ir
.
Zobrazení F : V×· · ·×V×V ∗×· · ·×V ∗ → R je zřejmě multilineární. Zbývá ukázat jeho ne-
závislost na volbě báze prostoru V . Pro jinou bázi {d1, . . . ,dn} platí vk = v¯
ik
k dik pro k =
1, 2, . . . , r a hl = ξ¯ljlϕ
jl (l = 1, . . . , s) a musíme ukázat, že vi11 . . . v
ir
r ξ
1
j1
. . . ξsjsa
j1...js
i1...ir
=
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v¯i11 . . . v¯
ir
r ξ¯
1
j1
. . . ξ¯sjs a¯
j1...js
i1...ir
. Ze vztahu 3.2 a vztahů pro transformaci souřadnic vektorů (2.1)
a lineárních forem (2.3) dostaneme
v¯i11 . . . v¯
ir
r ξ¯
1
j1
. . . ξ¯sjs a¯
j1...js
i1...ir
= v¯i11 . . . v¯
ir
r ξ¯
1
j1
. . . ξ¯sjsA
c1
i1
. . . Acrir A˜
j1
d1
. . . A˜
js
ds
ad1...dsc1...cr =
= vc11 . . . v
cr
r ξ
1
d1
. . . ξsdsA˜
i1
c1
. . . A˜ircrA
d1
j1
. . . AdsjsA
c1
i1
. . . Acrir A˜
j1
d1
. . . A˜
js
ds
ad1...dsc1...cr =
= vc11 . . . v
cr
r ξ
1
d1
. . . ξsdsa
d1...ds
c1...cr
.
Tento důkaz je převzat z [7, str. 10].
3.2. Operace s tensory
Deﬁnice 3.5. Mějme dva tensory S, T ∈ T rs V . Součet H = S + T tensorů S a T deﬁnu-
jeme jako tensor H ∈ T rs V :
H(v1, . . . ,vr, h
1, . . . , hs) = S(v1, . . . ,vr, h
1, . . . , hs) + T (v1, . . . ,vr, h
1, . . . , hs).
.
Poznámka 3.4. Jsou-li čísla sq1...qsp1...pr souřadnice tensoru S vzhledem k nějaké bázi B a čísla
tq1...qsp1...pr souřadnice tensoru T v téže bázi, tak pro souřadnice h
q1...qs
p1...pr
tensoru H = S + T
vzhledem k bázi B platí:
hq1...qsp1...pr = H(bp1 , . . . ,bpr , f
q1 , . . . , f qs) = S(bp1 , . . . ,bpr , f
q1 , . . . , f qs)+
+ T (bp1 , . . . ,bpr , f
q1 , . . . , f qs) = sq1...qsp1...pr + t
q1...qs
p1...pr
.
Součin čísla c ∈ R a tensoru F je tensor cF ∈ T rs V deﬁnovaný vztahem
(cF )(v1, . . . ,vr, h
1, . . . , hs) = c · F (v1, . . . ,vr, h
1, . . . , hs).
Poznámka 3.5. Operace sčítání tensorů a násobení tensoru skalárem jsou asociativní,
proto můžeme mluvit o lineární kombinaci tensorů téhož typu.
Deﬁnice 3.6. Pro libovolné tensory S ∈ T rs V , T ∈ T
o
pV deﬁnujeme tensorový součin
S ⊗ T ∈ T r+os+p V předpisem
(S ⊗ T )(v1, . . . ,vr+o, h
1, . . . , hs+p) =
= S(v1, . . . ,vr, h
1, . . . , hs) · T (vr+1, . . . ,vr+o, h
s+1, . . . , hs+p).
V souřadnicích vzhledem k nějaké bázi B máme
(s⊗ t)
i1,...,is+p
j1,...,jr+o
= (S ⊗ T )(bj1 , . . . ,bjr+o , f
i1 , . . . , f is+p) = S(bj1 , . . . ,bjr , f
i1 , . . . , f is)·
· T (bjr+1 , . . . ,bjr+o , f
is+1 , . . . , f is+p) = si1,...,isj1,...,jr · t
i+s1,...,is+p
jr+1,...,jr+o
.
Poznámka 3.6. Tensor (T ⊗ S) deﬁnovaný vztahem
(T ⊗ S)(v1, . . . ,vr+o, h
1, . . . , hs+p) =
= T (v1, . . . ,vo, h
1, . . . , hp) · S(vo+1, . . . ,vo+r, h
p+1, . . . , hp+s)
je obecně různý od tensoru (S ⊗ T ). Tensorový součin tedy není komutativní.
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Deﬁnice 3.7. Nechť S je tensor typu (s, r), s ≥ 1, r ≥ 1, {b1, . . . ,bn} je báze vekto-
rového prostoru V a {f 1, . . . , fn} je báze k ní duální. Zúžení neboli kontrakce tensoru
S podle indexů iα (α ∈ 1, . . . , r) a jβ (β ∈ 1, . . . , s) deﬁnujeme jako tensor T typu
(s− 1, r − 1):
T (v1, . . . ,vr−1, h
1, . . . , hs−1) =
= S(v1, . . . ,vα−1,bk,vα+1, . . . ,vr, h
1, . . . , hβ−1, fk, hβ+1, . . . , hs)
(na pravé straně se sčítá přes k).
Pro takto deﬁnovanou operaci je nutné dokázat, že T nezávisí na zvolené bázi vekto-
rového prostoru V . Zvolíme jinou bázi {d1, . . . ,dn}. Báze k ní duální je {g1, . . . , gn}, A je
matice přechodu od původní báze k nové a A˜ = A−1 je matice k ní inverzní. Potom platí:
S(v1, . . . ,vα−1,dk,vα+1, . . . ,vr, h
1, . . . , hβ−1, gk, hβ+1, . . . , hs) =
= S(v1, . . . ,vα−1,A
r
kbr,vα+1, . . . ,vr, h
1, . . . , hβ−1, A˜kt f
t, hβ+1, . . . , hs) =
= ArkA˜
k
tS(v1, . . . ,vα−1,br,vα+1, . . . ,vr, h
1, . . . , hβ−1, f t, hβ+1, . . . , hs) =
= δrtS(v1, . . . ,vα−1,br,vα+1, . . . ,vr, h
1, . . . , hβ−1, f t, hβ+1, . . . , hs) =
= S(v1, . . . ,vα−1,br,vα+1, . . . ,vr, h
1, . . . , hβ−1, f r, hβ+1, . . . , hs).
Úžení tensoru tedy na zvolené bázi nezávisí.
Jak vypadá úžení tensoru v souřadnicích ukážeme na příkladě.
Příklad 3.2. Buď A = (amnst ) tensor typu (2, 2). Provedeme jeho zúžení podle druhého
horního a druhého dolního indexu. Dostaneme tensor H = (hms ) daný vztahem
H(v1, h
1) = A(v1,bi, h
1, f i).
V souřadnicích vůči bázi B platí:
hms = H(bs, f
m) = A(bs,bi, f
m, f i) = amisi .
Dalším úžením tensoru H = (hms ) dostaneme tensor typu (0, 0), tedy reálné číslo h
j
j =
h11 + · · ·+ h
n
n.
Pro tensory na vektorovém prostoru V se skalárním součinem g můžeme deﬁnovat
operace spouštění a zvedání indexů: Jak jsme ukázali ve větě 2.5, skalární součin nám
dává izomorﬁsmus mezi V a V ∗, který každému a ∈ V přiřazuje lineární formu g˜a ∈ V ∗.
Operaci spouštění indexu na tensoru S typu (s, r) pak deﬁnujeme následujícím způsobem.
Deﬁnice 3.8. Řekneme, že tensor T typu (s− 1, r + 1) deﬁnovaný vztahem
T (v1, . . . ,vr+1, h
1, . . . , hi−1, hi+1, . . . , hs) = S(v1, . . . ,vr, h
1, . . . , hi−1, g˜vr+1 , h
i+1, . . . , hs)
(3.3)
vznikl z tensoru S typu (s, r) spuštěním indexu.
Je třeba speciﬁkovat, že i-tý horní index přešel v r + 1. dolní. Z toho, že přiřazení
z→ gz je izomorﬁsmus vyplývá, že T je skutečně tensor. V souřadnicích vzhledem k bázi
12
3. TENSORY
{b1, . . . ,bn} prostoru V a k ní duální bázi {f 1, . . . , fn} vypadá spouštění indexu tensoru
S takto:
tq1,...,qs−1p1,...,pr+1 = T (bp1 , . . . ,bpr ,bo, f
q1 , . . . , f qs−1) =
= S(bp1 , . . . ,bpr , f
q1 , . . . , f qi−1 , g˜bo , f
qi+1 , . . . , f qs) =
= S(bp1 , . . . ,bpr , f
q1 , . . . , f qi−1 , gokf
k, f qi+1 , . . . , f qs) = sq1,...,qk,...,qsp1,...,pr gok.
Operaci zvedání indexu můžeme deﬁnovat pomocí vztahu 3.3. Ze zadaného tensoru T
typu (s− 1, r + 1) vznikne zvednutím indexu tensor S typu (s, r).
Deﬁnice 3.9. Řekneme, že dva tensory R, S ∈ T rs V se sobě rovnají, právě když se
sobě rovnají všechny odpovídající si souřadnice těchto tensorů, tedy pro všechny hodnoty
1, . . . , n indexů q1, . . . , qr, p1, . . . , ps platí
sq1...qsp1...pr = r
q1...qs
p1...pr
.
Při ověřování rovnosti dvou tensorů, které mají souřadnice s různě umístěnými in-
dexy, musíme nejdříve provést vhodná zvedání a spouštění indexů a teprve pak můžeme
porovnat souřadnice. Například dva tensory cil a c
j
k se sobě rovnají pokud platí rovnice
cil = g
ikgljc
j
k.
3.3. Symetrické a antisymetrické tensory
Pro zjednodušení budeme symetrii a antisymetrii deﬁnovat jen na kovariantních tensorech.
Pro tensory kontravariantní se následující pojmy deﬁnují stejným způsobem.
Deﬁnice 3.10. Kovariantní tensor S ∈ T r0V nazveme symetrický, jestliže vztah
S(v1, . . . ,vi−1,vi,vi+1,vi+2, . . . ,vr) = S(v1, . . . ,vi−1,vi+1,vi,vi+2, . . . ,vr)
platí pro každé i ∈ (1, . . . , r − 1) a libovolné vektory v1, . . . ,vr ∈ V .
Souřadnicově deﬁnice 3.10 znamená
si1...ir = siσ(1)...iσ(r) ,
pro libovolnou permutaci σ z grupy Pr všech permutací r prvků. Hodnota symetrického
tensoru se tedy nemění, když libovolně změníme pořadí vektorů v1, . . . ,vr. Příkladem
takového tensoru je skalární součin.
Deﬁnice 3.11. Kovariantní tensor S ∈ T r0V nazveme antisymetrický, jestliže vztah
S(v1, . . . ,vi−1,vi,vi+1,vi+2, . . . ,vr) = −S(v1, . . . ,vi−1,vi+1,vi,vi+2, . . . ,vr)
platí pro každé i ∈ (1, . . . , r − 1) a libovolné vektory v1, . . . ,vr ∈ V .
V souřadnicích máme
si1...ir = sgn(σ)siσ(1)...iσ(r) ,
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pro každé σ ∈ Pr. Při sudé permutaci vektorů v1, . . . ,vr se tedy hodnota antisymetrického
tensoru nemění, zatímco při liché permutaci změní hodnota znaménko. Již jsme zmínili, že
vezmeme-li matici B řádu n takovou, že každý její řádek je tvořen souřadnicemi nějakého
vektoru z V , tak determinant |B| matice B představuje tensor typu (0, n) na V . Další
vlastností determinantu je, že při záměně dvou řádků matice změní hodnota jejího deter-
minantu znaménko [9, str. 320]. Z toho plyne, že determinant matice je antisymetrický
tensor.
Poznámka 3.7. Množina všech symetrických tensorů tvoří vektorový podprostor SrV ⊆
T r0V , množina všech antisymetrických tensorů tvoří podprostor Λ
rV ⊆ T r0V .
Každému kovariantnímu tensoru S ∈ T r0V můžeme přiřadit symetrický tensor
Sym(S) ∈ SrV deﬁnovaný vztahem
Sym(S)(v1, . . . ,vr) =
1
r!
∑
σ∈Pr
S(vσ(1), . . . ,vσ(r))
a antisymetrický tensor Alt(S) ∈ ΛrV deﬁnovaný vztahem
Alt(S)(v1, . . . ,vr) =
1
r!
∑
σ∈Pr
sgn(σ)S(vσ(1), . . . ,vσ(r)).
Deﬁnice 3.12. Zobrazení Sym : T r0V → S
rV nazýváme symetrizace tensorů. Zobrazení
Alt : T r0V → Λ
rV nazýváme alternace tensorů.
Příklad 3.3. Pro tensor F ∈ T 30 V je
Sym(F )(x,y, z) =
1
6
[F (x,y, z) + F (x, z,y) + F (y,x, z)+
+ F (y, z,x) + F (z,y,x) + F (z,x,y)].
Alt(F )(x,y, z) =
1
6
[F (x,y, z)− F (x, z,y)− F (y,x, z)+
+ F (y, z,x)− F (z,y,x) + F (z,x,y)].
Je zřejmé, že pro F ∈ SrV je Sym(F ) = F a pro F ∈ ΛrV je Alt(F ) = F .
Poznámka 3.8. Pro každý kovariantní tensor 2. stupně F platí
Sym(F )(x,y) + Alt(F )(x,y) =
1
2
[F (x,y) + F (y,x)] +
1
2
[F (x,y)− F (y,x)] = F (x,y).
Tedy jsme dokázali následující větu.
Věta 3.2. Každý tensor F typu (0, 2) se dá rozložit na součet symetrického a antisymet-
rického tensoru, tedy platí F = Sym(F ) + Alt(F ).
Poznamenejme, že pro tensory vyšších stupňů předchozí věta neplatí.
Zatímco sčítání tensorů zachovává vlastnosti symetrie a antisymetrie, tensorový součin
tyto vlastnosti obecně zachovat nemusí. Zavedeme proto nové operace.
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Deﬁnice 3.13. Vnější součin S ∧ T antisymetrických tensorů S typu (0, p) a T typu
(0, q) deﬁnujeme předpisem
S ∧ T =
(p+ q)!
p! q!
Alt(S ⊗ T ) ∈ Λ(p+q)V.
Deﬁnice 3.14. Pro symetrické tensoryK typu (0, p) a L typu (0, q) deﬁnujeme symetrický
součin K ⊙ L vztahem
K ⊙ L =
(p+ q)!
p! q!
Sym(K ⊗ L) ∈ S(p+q)V.
Příklad 3.4. Pro tensory R ∈ S2V, S ∈ Λ2V a T ∈ T 10 V bude
(R⊙ T )(x,y, z) =
1
2
[R(x,y)T (z) +R(y,x)T (z) +R(x, z)T (y) +R(z,x)T (y)+
+R(y, z)T (x) +R(z,y)T (x)] = R(x,y)T (z) +R(x, z)T (y) +R(y, z)T (x)
(S ∧R)(x,y, z) =
1
2
[R(x,y)T (z)−R(y,x)T (z)−R(x, z)T (y) +R(z,x)T (y)+
+R(y, z)T (x)−R(z,y)T (x)] = R(x,y)T (z)−R(x, z)T (y) +R(y, z)T (x).
Věta 3.3. Pro libovolné tensory S ∈ T p0 V a T ∈ T
q
0V platí S ∧ T = (−1)
pq T ∧ S.
[12, str. 45]
3.4. Příklady tensorů
Již jsme uvedli, že příkladem tensoru je vektor nebo lineární forma. V této podkapitole
ukážeme odvození dvou významných tensorů z mechaniky a diferenciální geometrie a
bez odvození uvedeme některé další typické příklady tensorů.
Příklad 3.5. Napjatost je v každém bodě A nějakého tělesa L deﬁnována jako množina
obecných napětí působících ve všech řezech vedených bodem A. Dá se ukázat, že napjatost
je jednoznačně určena symetrickým tensorem druhého řádu, který nazýváme tensorem
napětí a značíme Tσ. Tento tensor má 9 souřadnic, které zapisujeme do matice takto:
Tσ =

σx τyx τzxτxy σy τzy
τxz τyz σz

 .
Symboly σ značí normálové složky napětí a symboly τ složky smykové. Podrobné odvození
souřadnicového vyjádření tohoto tensoru je možné najít v [14], jako multilineární zobrazení
je odvozen v [3].
Příklad 3.6. Smíšený neboli vnější součin vektorů u,v,w ∈ R3 představuje tensor E
typu (0, 3) na R3, který je deﬁnován vztahem E(u,v,w) = u · (v × w), kde symbol ·
značí skalární součin a symbol × značí vektorový součin. Souřadnicemi tohoto tensoru
jsou čísla εijk deﬁnovaná vztahy
εijk =


1 jestliže (i, j, k) je sudá permutace čísel (1, 2, 3),
−1 jestliže (i, j, k) je lichá permutace čísel (1, 2, 3),
0 jinak.
(3.4)
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Tensor (εijk) se nazývá Levi-Civitův nebo také permutační tensor a má široké uplatnění
v matematice a fyzice. Například vektorový součin dvou vektorů u,v ∈ V = R3, u =
uib
i,v = vib
i, kde {b1,b2,b3} je báze V můžeme zapsat jako
(u× v) = εijkb
iujvk.
Analogicky můžeme deﬁnovat Levi-Civitův tensor ve vyšších dimenzích. Například tensor
(εµνρσ), typu (0, 4), se souřadnicemi určenými vztahy
εµνρσ =


1 když µνρσ je sudá permutace 0, 1, 2, 3,
−1 když µνρσ je lichá permutace 0, 1, 2, 3,
0 jinak,
má uplatnění v obecné teorii relativity (viz [5]).
Odvození následujícího příkladu je převzato z [4].
3.4.1. První základní tensor plochy
Buď κ nějaká plocha a f = f(u, v) : D ⊆ R2 → E3 její parametrické vyjádření. Tečny
všech křivek na ploše κ v bodě X ∈ κ tvoří tečnou rovinu plochy κ v bodě X, kterou
značíme τXκ. Množinu TXκ = {
−→
AB;A,B ∈ τXκ} nazveme tečným prostorem plochy κ
v bodě X. TXκ je vektorový prostor. Požadavkem v deﬁnici plochy je lineární nezávislost
vektorů f ′u a f
′
v (viz např. [7, str. 44]). Za bázi prostoru TXκ tak můžeme vzít vektory
b1 = f
′
u, b2 = f
′
v. Každý vektor u ležící v TXκ pak můžeme vyjádřit jako lineární
kombinaci těchto bázových tečných vektorů, tedy platí u = uibi, i = 1, 2.
Obrázek 3.1: Tečná rovina plochy
Pro skalární součin g libovolných vektorů u,v ∈ TXκ tak platí
g(u,v) = g(uibi, v
jbj) = u
ivjg(bi,bj).
Použijeme označení
gij = g(bi,bj) (3.5)
a deﬁnujeme číslo G vztahem
G =
∣∣∣∣g11 g12g21 g22
∣∣∣∣ . (3.6)
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Označíme-li
g11 =
g22
G
, g22 =
g11
G
,
g12 = g21 = −
g12
G
= −
g21
G
,
(3.7)
můžeme zavést pojem prvního základního tensoru plochy.
Věta 3.4. Čísla gkl deﬁnovaná vztahy 3.5 a čísla gij deﬁnovaná vztahy 3.7 jsou kovari-
antní, resp. kontravariantní souřadnice téhož tensoru druhého řádu. Nazýváme ho první
základní tensor plochy nebo též metrický tensor plochy.
[4, str. 176]
Důkaz. Nejprve ukážeme, že čísla gkl skutečně představují souřadnice nějakého tensoru.
Vyjdeme z rovnic
gkl = g(bk,bl), g¯pq = g(dp,dq),
kde vektory d1,d2 tvoří jinou bází TXκ. Buď A matice přechodu od první báze ke druhé
a A˜ matice k ní inverzní. Pak zřejmě platí
g¯pq = g(dp,dq) = g(A
k
pbk, A
l
qbl) = A
k
pA
l
qg(bk,bl) = A
k
pA
l
qgkl,
což je vztah pro transformaci souřadnic 2-krát kovariantního tensoru a první část věty
je tak dokázána. Dále musíme ověřit tensorový charakter čísel gij. Pro libovolný tensor
prvního řádu A jehož souřadnice vůči druhé bázi jsou a¯n platí
g¯mna¯n = a¯
m = A˜mi a
i = A˜mi g
ijaj = A˜
m
i A˜
n
j g
ij a¯n.
Platí tedy vztah
g¯mn = A˜mi A˜
n
j g
ij,
což je vztah pro transformaci souřadnic 2-krát kontravariantního tensoru. Druhá část věty
je tedy dokázána. Zbývá ukázat, že gij a gkl jsou souřadnice stejného tensoru. Vyjdeme
z rovnic
gijgik = δ
i
j. (3.8)
Správnost těchto rovnic ověříme jejich rozepsáním a dosazením ze vztahu 3.6:
gijgik = g
1jg1k + g
2jg2k =
=


g11g11 + g
21g21 =
g22
G
g11 −
g12
G
g21 =
g22g11−g12g21
G
= g22g11−g12g21
g22g11−g12g21
= 1, j = k = 1
g11g12 + g
21g22 =
g22
G
g12 −
g12
G
g22 =
g22g12−g22g12
G
= 0, j = 1, k = 2
g12g11 + g
22g21 = −
g12
G
g11 +
g11
G
g21 =
g11g12−g11g12
G
= 0, j = 2, k = 1
g12g12 + g
22g22 = −
g21
G
g12 +
g11
G
g22 =
g11g22−g12g21
G
= g11g22−g12g21
g11g22−g12g21
= 1, j = k = 2.
Pomocí rovnic 3.8 se snadno dokáže, že platí
gijgikgjl = δ
i
kgjl = gkl.
Z tohoto vztahu a z deﬁnice rovnosti tensorů plyne rovnost tensorů gij a gkl a věta je tím
dokázána.
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Skalární součin jsme deﬁnovali jako symetrickou bilineární formu, platí tedy gij = gji
a z rovnic 3.7 víme, že gij = gji. První základní tensor plochy je tedy symetrický.
Mějme nyní plochu κ zadanou vektorovou rovnicí x = x(u1, u2) a křivku c ležící
na ploše κ zadanou v oblasti parametrů D ⊆ R2 plochy κ rovnicemi
ui = ui(t).
Obrázek 3.2: Křivka na ploše
Označíme-li y = x(u1(t), u2(t)) vektorovou rovnici křivky k, můžeme dosadit do vzorce
pro délku křivky známého z integrálního počtu:
s =
∫ t
t0
√
y˙(t) · y˙(t)dt,
kde y˙(t)·y˙(t) značí skalární součin g(y˙(t), y˙(t)). Když skalární součin rozepíšeme vztahem
g(y˙(t), y˙(t)) = g(xiu˙
i,xju˙
j) = giju˙
iu˙j,
získáme vzorec pro délku s křivky k na ploše κ
s =
∫ t
t0
√
gij dui duj, (3.9)
kde dui = u˙i dt značí diferenciál funkce ui(t). Ukázali jsme tak, že pokud v každém bodě
křivky k známe souřadnice prvního základního tensoru plochy, můžeme délku s křivky k
na intervalu 〈t0, t〉 spočítat pomocí vzorce 3.9.
Výraz
ϕ1 = gij du
i duj (3.10)
nazýváme první základní forma plochy. Pokud známe první základní formu plochy, umíme
vždy vyjádřit první základní tensor plochy a obráceně. Kromě délky křivky na ploše
existují další vlastnosti, které můžeme určit ze znalosti prvního základního tensoru plochy.
Říkáme o nich, že patří do vnitřní geometrie plochy (viz [7, str. 73]).
3.4.2. Tensor setrvačnosti
Než přistoupíme k odvození tensoru setrvačnosti, připomeňme, že zobrazení g : V → R,
kde V je vektorový prostor, nazýváme kvadratická forma, jestliže existuje symetrická
bilineární forma f : V × V → R taková, že pro každé v ∈ V platí
g(v) = f(v,v).
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Nechť {P,b1,b2,b3} je kartézská soustava souřadnic na euklidovském prostoru E3. Uva-
žujeme rotaci tělesa L upevněného v bodě P kolem nějaké osy, která prochází bodem P .
Předokládáme, že těleso L je absolutně tuhé. Označíme-li ω = ωibi vektor úhlové rychlosti
a x = xibi průvodič bodu M ∈ L, platí pro vektor rychlosti v v bodě M vztah v = ω × x
známý z mechaniky (symbol × značí vektorový součin). Kinetická energie dT elementu
tělesa L v okolí bodu M se pak spočítá vztahem dT = 1
2
v2dm, kde dm značí hmotnost
elementu a v2 je skalární součin v · v. Vztah pro kinetickou energii celého tělesa L pak
má tvar
T =
1
2
∫
L
(ω × x)2dm. (3.11)
Z vlastností vektorového součinu pak přímo plyne
(ω × x)2 = (ω2x3 − ω3x2)
2 + (ω3x1 − ω1x3)
2 + (ω1x2 − ω2x1)
2 = (ω2x3)
2 + (ω3x2)
2+
+ (ω3x1)
2 + (ω1x3)
2 + (ω1x2)
2 + (ω2x1)
2 − 2(ω2x3ω3x2)− 2(ω3x1ω1x3)−
− 2(ω1x2ω2x1) = (ω
2
1 + ω
2
2 + ω
2
3)(x
2
1 + x
2
2 + x
2
3)− (ω1x1 + ω2x2 + ω3x3)
2 =
= ω2x2 − (ω · x)2.
(3.12)
Za použití souřadnicového vyjádření vektorů ω a x pak můžeme psát ω2 = δijωiωj,
x2 = δlkx
lxk, ω · x = δikω
ixk = δjlω
jxl. Dosazením do 3.12 dostaneme (ω × x)2 ve tvaru
(ω × x)2 = (δijω
iωj)(δklx
kxl)− (δikω
ixk)(δjlω
jxl) = (δijδkl − δikδjl)ω
iωjxkxl.
Dosadíme do 3.11, souřadnice vektoru ω, které považujeme za konstanty, vytkneme před
integrál a dostaneme výraz
T =
1
2
(δijδkl − δikδjl)ω
iωj
∫
L
xkxldm.
Tento výraz není závislý na souřadnicích xi vektoru x, protože se vzhledem k nim inte-
gruje. Výraz pro kinetickou energii je tedy kvadratickou formou vzhledem k souřadnicím
ωi vektoru ω a koeﬁcienty této formy představují 2-krát kovariantní symetrický tensor.
Tensorem setrvačnosti tělesa L pak rozumíme dvojnásobek tohoto tensoru.
Toto odvození tensoru setrvačnosti je převzato z [7].
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varietě
Pojem diferencovatelné variety představuje zobecnění křivek a ploch do vyšších di-
menzí a do prostorů, které jsou obecnější než Rn. Proto před uvedením deﬁnice dife-
rencovatelné variety připomeneme deﬁnice křivky a plochy. Zjednodušeně se dá říct, že
diferencovatelná varieta je topologický prostor, v němž každý bod může sloužit jako počá-
tek lokálního souřadnicového systému pro otevřené okolí tohoto bodu. K diferencovatelné
varietě můžeme deﬁnovat tečný vektorový prostor, na kterém pak již známým způsobem
zavedeme tensory.
Deﬁnice 4.1. Množina C ⊂ En se nazývá jednoduchá křivka, jestliže existuje otevřený
interval I ⊂ R a zobrazení f : I → En takové, že f(I) = C a f ′(t) 6= 0 pro každé t ∈ I.
Zobrazení f pak nazýváme parametrizací křivky C.
Věta 4.1. Nechť I a J jsou intervaly z R. Zobrazení f(t) : I → En a g(τ) : J → En jsou
dvě parametrizace téže jednoduché křivky právě tehdy, když existuje bijektivní zobrazení
ϕ : J → I, t = ϕ(τ) takové, že ϕ′(τ) 6= 0 a g = f ◦ ϕ pro každé τ ∈ J .
[7, str. 25]
Deﬁnice 4.2. Zobrazení ϕ : J → I z věty 4.1 nazýváme reparametrizací křivky C.
Deﬁnice 4.3. Řekneme, že množina k ⊂ En je křivka, jestliže pro každý bod p ∈ k
existuje jeho okolí Up v En takové, že k∩Up je jednoduchá křivka. Parametrizace průniků
k ∩ Up nazýváme lokálními parametrizacemi křivky k.
Deﬁnice 4.4. Množina S ⊂ E3 se nazývá jednoduchá plocha, jestliže existuje otevřená
množina D ⊂ R2 a prosté zobrazení f(u, v) : D → E3 takové, že f(D) = S a vek-
tory f ′u a f
′
v jsou lineárně nezávislé ve všech bodech množiny D. Zobrazení f nazýváme
parametrizace plochy S.
Věta 4.2. Nechť D, D¯ ⊂ R2 jsou otevřené množiny. Zobrazení f : D → E3 a f¯ : D¯ →
E3 jsou dvě parametrizace téže jednoduché plochy právě tehdy, když existuje bijektivní
zobrazení ψ : D¯ → D takové, že pro každý bod x ∈ D¯ platí J(ψ) 6= 0 a f¯ = f ◦ ψ.
[7, str. 72]
Deﬁnice 4.5. Zobrazení ψ : D¯ → D z věty 4.2 nazýváme reparametrizací plochy S.
Obrázek 4.1: Reparametrizace křivky a plochy
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Deﬁnice 4.6. Řekneme, že množina κ ⊂ E3 je plocha, jestliže pro každý bod p ∈ κ
existuje jeho okolí Up v E3 takové, že κ∩Up je jednoduchá plocha. Parametrizace průniků
κ ∩ Up nazýváme lokálními parametrizacemi plochy κ.
Obrázek 4.2: Lokální parametrizace křivky a plochy
Přirozeným zobecněním předchozích deﬁnic je zavedení diferencovatelné variety.
4.1. Diferencovatelná varieta
Deﬁnice 4.7. Buďte V1, V2 topologické prostory. Zobrazení f : V1 → V2 nazveme homeo-
morﬁsmus, pokud je spojité, bijektivní a jeho inverze je rovněž spojité zobrazení.
Deﬁnice 4.8. Topologický prostor M nazýváme Hausdorﬀův prostor, pokud pro každé
dva body K, L ∈M existují otevřené množiny U, V ⊂M tak, že platí K ∈ U, L ∈ V,
U∩V = ∅. Každé dva body Hausdorﬀova prostoru lze tedy oddělit otevřenými množinami.
Deﬁnice 4.9. Řekneme, že Hausdorﬀův prostor M je topologická varieta, jestliže má
spočetnou bázi a pro všechna x ∈ M existuje otevřené okolí U ⊂ M a homeomorﬁsmus
ϕ : U → Rn. Dvojici (U, ϕ) pak nazveme n-dimenzionální mapa na M .
Deﬁnice 4.10. Jsou-li (Uα, ϕα) a (Uβ, ϕβ) dvě mapy naM , zobrazení ϕβ ◦ϕ−1α deﬁnované
na ϕα(Uα ∩ Uβ) nazýváme přechodová funkce mezi těmito mapami (viz obrázek 4.3).
Deﬁnice 4.11. Zobrazení ψ : U → Rn, kde U ⊂ Rn, nazveme difeomorﬁsmus, pokud je
prosté na ψ(U) a zobrazení ψ a ψ−1 jsou hladká, tedy třídy C∞.
Deﬁnice 4.12. Řekneme, že mapy (Uα, ϕα), (Uβ, ϕβ) jsou kompatibilní, jsou-li množiny
ϕα(Uα ∩ Uβ) a ϕβ(Uα ∩ Uβ) otevřené a přechodová funkce je difeomorﬁsmus mezi nimi.
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Obrázek 4.3: Přechodová funkce
Deﬁnice 4.13. Řekneme, že množina map {(Uα, ϕα)}α∈A tvoří atlas na M , jestliže platí:
(i) každé dvě mapy atlasu jsou kompatibilní
(ii) M =
⋃
α∈A Uα.
Deﬁnice 4.14. Řekneme, že mapa (U, ϕ) je kompatibilní s atlasem A na množině M ,
pokud je kompatibilní s každou mapou atlasu A, tedy pokud A∪{(U, ϕ)} je atlas na M .
Úplným atlasem rozumíme atlas, který obsahuje všechny mapy s ním kompatibilní.
Deﬁnice 4.15. Diferencovatelná varieta je topologická varieta M spolu s úplným atlasem.
Dimenzí variety M rozumíme dimenzi map z atlasu na M . Zobrazení ϕ : U → Rn je
určeno n-ticí funkcí (x1, . . . , xn), které nazýváme lokální souřadnice variety M .
Příklad 4.1. Kleinova lahev je varieta dimenze 2 určená parametrizací
w = r sin(t) sin( s
2
)
x = (R + r cos(t)) cos(s)
y = r sin(t) cos( s
2
)
z = (R + r cos(t)) sin(s),
s, t ∈ (0, 2π) [13, str. 46]. Na obrázku je její projekce do třírozměrného prostoru.
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4.2. Tensory na varietě
Deﬁnice 4.16. Nechť M a M ′ jsou dvě variety. Řekneme, že zobrazení f : M → M ′
je hladké, jestliže pro každé x ∈ M a každou mapu (V, ψ) na M ′ takovou, že f(x) ∈ V ,
existuje mapa (U, ϕ) na M taková, že x ∈ U a zobrazení ψ ◦f ◦ϕ−1 je hladké (viz obrázek
4.4). Funkce f : M → R je hladká, pokud je to hladké zobrazení mezi varietami M a
R. Prostor všech hladkých funkcí na varietě M označujeme C∞(M). Hladké zobrazení
f : I → M , kde I ⊂ R, nazýváme dráhou na varietě M . Budeme předpokládat, že
interval I vždy obsahuje nulu.
Obrázek 4.4: Hladká funkce
Deﬁnice 4.17. Řekneme, že dvě dráhy f, g : I → M splňující f(0) = g(0) = m se
dotýkají v bodě m variety M , jestliže existuje souřadnicové okolí U bodu m s lokálními
souřadnicemi (xi), pro které platí:
d(xi ◦ f)(0)
dt
=
d(xi ◦ g)(0)
dt
.
Dá se ukázat, že předchozí deﬁnice nezávisí na volbě lokálních souřadnic.
Třídu ekvivalence drah f(t) na varietěM , které splňují f(0) = m a dotýkají se v bodě
m ∈M nazýváme tečný vektor variety M v bodě m a značíme um =
df(0)
dt
. Čísla ξi určená
vztahem
ξi :=
d(xi ◦ f)(0)
dt
(4.1)
nazýváme souřadnice vektoru um v lokálních souřadnicích (xi).
Pro libovolnou hladkou funkci γ : M → R platí
um(γ) :=
d(γ ◦ f)(0)
dt
=
n∑
i=1
∂γ(m)
∂xi
d(xi ◦ f)(0)
dt
=
n∑
i=1
∂γ(m)
∂xi
ξi. (4.2)
Hodnotu um(γ) z rovnice 4.2 nazýváme derivace funkce γ podle vektoru um a můžeme
s ní zavést tečný vektor variety tímto ekvivalentním způsobem:
23
4.2. TENSORY NA VARIETĚ
Deﬁnice 4.18. NechťM je varieta a f je dráha naM taková, že f(0) = m, kde m ∈M je
pevně zvolený bod. Lineární zobrazení um : C∞(M) → R nazveme tečný vektor ke křivce
f v bodě m, pokud pro všechny funkce γ ∈ C∞(M) platí
um(γ) =
d(γ ◦ f)
dt
(0).
Všechny tečné vektory um v boděm ∈M ke všem křivkám f vM splňujícím f(0) = m
tvoří prostor, který značíme TmM a nazýváme tečný prostor k M v bodě m.
Příklad 4.2. Příkladem tečného vektoru variety jsou operátory ( ∂
∂xi
)m(γ) =
∂γ
∂xi
, které
funkci γ ∈ C∞(M) přiřadí její derivaci v bodě m podle xi.
Věta 4.3. Tečný prostor TmM je vektorový prostor. Je-li (U, ϕ) mapa na M taková, že
m ∈ U , pak bázi TmM tvoří vektory {( ∂∂x1 )m, . . . , (
∂
∂xn
)m}.
[13, str. 48]
Deﬁnice 4.19. Nechť f ∈ C∞(M), m ∈ M . Diferenciál funkce f v bodě m je lineární
zobrazení (df)m : TmM →M deﬁnované rovností
(df)m(um) = um(f), um ∈ TmM.
Prostor T ∗mM := (TmM)
∗ je duálním vektorovým prostorem k TmM a nazýváme ho
kotečný prostor variety M v bodě m. Jeho bázi tvoří prvky (dxi)m, což jsou diferenciály
lokálních souřadnic (xi) na M.
Deﬁnice 4.20. Buď M diferencovatelná varieta. Vektorovým polem na M rozumíme
zobrazení, které každému bodu m ∈M přiřadí tečný vektor um ∈ TmM .
Kovektorovým polem na M rozumíme zobrazení, které každému m ∈ M přiřadí lineární
formu hm na TmM .
Deﬁnice 4.21. Zobrazení F , které každému bodu m variety M přiřadí tensor typu (s, r)
na TmM nazveme tensorem typu (s, r) na varietě M.
Zřejmě tensorem typu (1, 0) na varietě M je vektorové pole, tensorem typu (0, 1) je
kovektorové pole a tensorem typu (0, 0) je reálná funkce na M .
Deﬁnice 4.22. Nechť F je tensor typu (s, r) na varietě M a (x1, . . . , xn) jsou lokální
souřadnice na M . Funkce aj1...jsi1...ir deﬁnované vztahy
a
j1...js
i1...ir
= F (
∂
∂xi1
, . . . ,
∂
∂xir
, dxj1 , . . . , dxjs)
se nazývají souřadnice tensoru F v souřadnicích (x1, . . . , xn).
Podobně jako v případě tensorů na vektorovém prostoru můžeme na varietách tensory
násobit, tensory stejného typu sčítat a smíšené tensory úžit. V souřadnicích tyto operace
vypadají na varietě stejně jako na vektorovém prostoru.
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5. Závěr
Tato bakalářská práce je rozdělena do tří kapitol. V první kapitole jsme deﬁnovali
nejdůležitější pojmy nezbytné pro zavedení tensorů, například vektorový a duální prostor
a jejich báze. Na vektorových prostorech jsme poté zavedli bilineární formy. Zobecněním
bilineárních forem na libovolný počet vektorových prostorů jsme ve druhé kapitole do-
spěli ke kovariantním tensorům. Obdobným způsobem jsme dále zavedli kontravariantní
a smíšené tensory a s využitím tensorových souřadnic jsme ukázali jinou, „inženýrskouÿ,
deﬁnici tensoru.
V části věnované tensorovým operacím jsme kromě základních operací (např. sčítání
tensorů nebo tensorový součin) zavedli symetrické a antisymetrické tensory. Symetrické
tensory se často vyskytují v inženýrských aplikacích, ve třetí kapitole jsou uvedeny pří-
klady tensorů a většina z nich jsou právě tensory symetrické.
V poslední kapitole jsme představili diferencovatelné variety a tensory na nich. V úvodu
této kapitoly jsme deﬁnovali křivky a plochy a s pomocí několika obrázků nastínili jejich
souvislost s varietami. Poté jsme zavedli tečný vektor variety jako lineární zobrazení splňu-
jící určité vztahy a tečný prostor k varietě, což je prostor všech tečných vektorů. S využi-
tím pojmu tečného prostoru k varietě jsme nakonec deﬁnovali tensor na diferencovatelné
varietě.
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