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Introduction
Ceci est le deuxie`me d’une se´rie d’articles, en collaboration avec C. Moeglin, visant
a` e´tablir la stabilisation de la formule des traces tordue. On y donne les de´finitions des
termes locaux intervenant dans la partie ge´ome´trique de cette formule, sous la restriction
que le corps local de base F est suppose´ non-archime´dien. On e´nonce les principaux
re´sultats concernant ces objets. Les deux plus importants, a` savoir les the´ore`mes 1.10
et 1.16, ainsi que quelques autres, ne seront pas de´montre´s ici mais seulement e´nonce´s
comme assertions a` prouver. Le the´ore`me 1.10 sera de´duit dans l’article suivant des
re´sultats d’Arthur. La preuve du the´ore`me 1.16 ne´cessite un argument global, elle ne
sera donne´e que beaucoup plus tard.
On utilise les notations introduites dans le premier article [I]. Conside´rons un triplet
(G, G˜, a) comme dans celui-ci. Le terme G est un groupe re´ductif connexe sur F , G˜
est un espace tordu sous G et a est un e´le´ment de H1(ΓF ;Z(Gˆ)), qui de´termine un
caracte`re ω de G(F ). Dans la premie`re section, on commence par de´finir les objets
de base, a` savoir, pour un espace de Levi M˜ de G˜, les inte´grales orbitales ponde´re´es
J G˜
M˜
(γ, ω, f) et leurs avatars ω-e´quivariants IG˜
M˜
(γ, ω, f). Pour cela, nous suivons bien suˆr
Arthur mais nous modifions un peu ses de´finitions. Expliquons cela en conside´rons le
cas G˜ = G = SO(7), a = 1, M˜ = M = GL(2) × SO(3). Nous ne changeons rien aux
de´finitions d’Arthur pour un e´le´ment γ ∈ M(F ) qui est G-e´quisingulier, c’est-a`-dire tel
que Gγ = Mγ (on note par exemple Gγ la composante neutre du centralisateur de γ
dans G). Le changement concerne les e´le´ments non-e´quisinguliers, par exemple l’e´le´ment
γ = 1. Soit (B, T ) une paire de Borel de G de´finie sur F , telle que M soit standard pour
cette paire. Notons g et t les alge`bres de Lie de G et T et notons Σ(T ) l’ensemble des
racines de T dans g. On identifie t(F ) a` F 3 de sorte que Σ(T ) s’identifie a` l’ensemble
{±αi,±j; 1 ≤ i < j ≤ 3} ∪ {±αi; 1 ≤ i ≤ 3} de formes line´aires sur t(F ), ou`
• αi,j(x1, x2, x3) = xi − xj ;
• αi,−j(x1, x2, x3) = xi + xj ;
• αi(x1, x2, x3) = xi.
Les racines dans M sont ±α1,2 et ±α3. Introduisons l’alge`bre de Lie aM du centre
de M . Alors aM(F ) = {H(x); x ∈ F}, ou` H(x) = (x, x, 0). Les racines ci-dessus se
restreignent a` ce sous-espace en 0, ±β ou ±2β, ou` β(H(x)) = x. On pose
lβ(x) = |e
β(H(x)) − e−β(H(x))|F , l2β(x) = |e
2β(H(x)) − e−2β(H(x))|F .
Pour x 6= 0 mais assez voisin de 0, l’e´le´ment exp(H(x)) ∈ M(F ) est G-e´quisingulier.
Pour f ∈ C∞c (G(F )), l’inte´grale orbitale ponde´re´e J
G
M(exp(H(x)), f) est bien de´finie,
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ainsi que JGG (exp(H(x)), f) = I
G(exp(H(x)), f). Arthur montre qu’il existe un re´el kGM ,
ne´cessairement unique, de sorte que, pour tout f , l’expression
JGM(exp(H(x)), f) + k
G
M lβ(x)I
G(exp(H(x)), f)
ait une limite quand x tend vers 0. Il de´finit JGM(1, f) comme e´tant cette limite. Pour
des raisons de compatibilite´ a` l’induction, il nous semble pre´fe´rable de ne pas privile´gier
la racine indivisible β mais de re´partir plutoˆt le coefficient kGM sur les deux racines β
et 2β. Pour cela, conside´rons l’ensemble des e´le´ments de Σ(T ) qui se restreignent en un
multiple entier de 2β. Ce sont ±α1,2, ±α1,−2 et ±α3. C’est le syste`me de racines d’un
sous-groupe G2β = SO(4)× SO(3) de G qui contient M . On a de meˆme un nombre re´el
k
G2β
M . Conside´rons l’expression
JGM(exp(H(x)), f) +
(
(kGM − k
G2β
M )lβ(x) + k
G2β
M l2β(x)
)
IG(exp(H(x)), f).
Elle a encore une limite quand x tend vers 0, qui est e´gale a` la pre´ce´dente, plus k
G2β
M log(|2|F )I
G(1, f).
C’est cette limite que nous notons JGM(1, f).
On s’aperc¸oit que le proce´de´ admet diverses variantes. Par exemple, fixons un ra-
tionnel b > 0. On peut remplacer dans la formule ci-dessus lβ(x) et l2β(x) par lβ(bx)
et l2β(bx). Il y a encore une limite, e´gale a` la pre´ce´dente plus k
G
M log(|b|F )I
G(1, f). On
la note JGM(1, B, f), B de´signant la fonction constante sur Σ(T ) de valeur b. Plus sub-
tilement, conside´rons la fonction B sur Σ(T ) de´finie par B(±αi,j) = 1, B(±αi,−j) = 1,
B(±αi) = 1/2. Cette fonction est proportionnelle au carre´ de la longueur usuelle. Pour
α ∈ Σ(T ), α
B(α)
est encore une forme line´aire sur t(F ). Les restrictions de ces formes a`
aM(F ) sont encore 0, ±β, ±2β. Conside´rons l’ensemble des α telles que la restriction
de α
B(α)
soit un multiple entier de 2β. Il est forme´ de ±α1,2, ±α1,−2, α1, α2, α3. C’est le
syste`me de racines d’un groupe G2β,B = SO(5)× SO(3). Ce n’est plus un sous-groupe
de G, mais il contient encore M . L’expression
JGM(exp(H(x)), f) +
(
(kGM − k
G2β,B
M )lβ(x) + k
G2β,B
M l2β(x)
)
IG(exp(H(x)), f)
a encore une limite quand x tend vers 0. On la note JGM(1, B, f).
Ainsi, pour certaines fonctions B sur Σ(T ), on peut de´finir JGM(1, B, f), ainsi que son
avatar invariant IGM(1, B, f). La conside´ration de ces diverses de´finitions est utile pour
notre propos. Expliquons pourquoi en revenant au cas ge´ne´ral. Conside´rons une donne´e
endoscopique G′ = (G′,G ′, s˜) de (G, G˜, a). Soient η un e´le´ment semi-simple de G˜(F ), ǫ
un e´le´ment semi-simple de G˜′(F ), supposons que ces deux e´le´ments se correspondent par
la correspondance endoscopique usuelle. Fixons des formes quasi-de´ploye´es G∗η et G
′∗
ǫ de
Gη et G
′
ǫ et des paires de Borel de´finies sur F dans ces deux groupes, dont on note les
tores Tη et T
′
ǫ . On note Σ(Tη) et Σ(T
′
ǫ) les ensembles de racines de Tη dans G
∗
η et de
T ′ǫ dans G
′∗
ǫ . Il y a un isomorphisme naturel tη ≃ t
′
ǫ. Mais il n’identifie pas Σ(T
′
ǫ) a` un
sous-ensemble de Σ(Tη). Par contre, il existe une fonction B
G˜
ǫ : Σ(T
′
ǫ) → Q>0 telle que
l’ensemble { α
BG˜ǫ (α)
;α ∈ Σ(T ′ǫ)} s’identifie a` un sous-ensemble de Σ(Tη). Soient M˜ et M˜
′
des espaces de Levi de G˜ et G˜′ qui se correspondent, supposons η ∈ M˜(F ) et ǫ ∈ M˜ ′(F ).
Soit enfin γ ∈ M˜(F ) de partie semi-simple η. ”Stabiliser” la distribution f 7→ IG˜
M˜
(γ, ω, f)
revient a` e´tablir une relation entre celle-ci et d’autres distributions vivant sur des espaces
endoscopiques. Parmi ces dernie`res, il y a en premie`re approximation les distributions
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f ′ 7→ IG˜
′
M˜ ′
(δ, f ′), ou` δ est un e´le´ment de M˜ ′(F ) de partie semi-simple ǫ. Il s’ave`re qu’il est
plus pertinent d’utiliser la distribution f ′ 7→ IG˜
′
M˜ ′
(δ, BG˜ǫ , f
′).
Dans la suite de la premie`re section, on de´finit les avatars stables et endoscopiques
des inte´grales orbitales ponde´re´es ω-e´quivariantes. Le the´ore`me 1.10, qui ne concerne
que le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure, affirme que les avatars
stables sont bel et bien stables. Le the´ore`me 1.16 affirme l’e´galite´ des inte´grales orbi-
tales ponde´re´es ω-e´quivariantes avec leurs avatars endoscopiques, c’est-a`-dire une e´galite´
IG˜
M˜
(γ, f) = IG˜,E
M˜
(γ, f) avec des notations proches de celles d’Arthur. Encore une fois, ces
the´ore`mes ne sont ici qu’e´nonce´s comme des assertions a` prouver.
Dans la deuxie`me section, on de´veloppe pour nos inte´grales la the´orie des germes
de Shalika. On pourrait espe´rer que ceux-ci permettent de ramener les the´ore`mes 1.10
et 1.16 aux meˆmes the´ore`mes restreints aux distributions a` support fortement re´gulier
dans G˜(F ) (c’est-a`-dire de prouver que, si ces the´ore`mes sont ve´rifie´s pour de telles
distributions, ils sont vrais pour toute distribution). Cet espoir est vain, pour autant que
je le sache, car on n’a pas assez de renseignements sur les germes. Ceux-ci permettent
toutefois de prouver que les the´ore`mes, restreints aux distributions a` support fortement
re´gulier dans G˜(F ), entraˆınent les meˆmes the´ore`mes pour les distributions a` support
seulement G˜-e´quisingulier.
Dans la troisie`me section, on e´tudie plus finement la de´finition des inte´grales orbitales
ponde´re´es ω-e´quivariante. Par de´finition, une inte´grale IG˜
M˜
(γ, f) est limite de combinai-
sons line´aires d’inte´grales IG˜
L˜
(aγ, f), ou` a ∈ AM˜ (F ) est en position ge´ne´rale et tend vers
1 et L˜ est un espace de Levi contenant M˜ . On change le´ge`rement de point de vue et on
e´tudie plutoˆt le germe en 1 de la fonction a 7→ IG˜
M˜
(aγ, f). On obtient un de´veloppement
de cette fonction en termes de fonctions assez e´le´mentaires de a. C’est ce de´veloppement
qui, dans l’article suivant, nous permettra de ramener les the´ore`mes 1.10 et 1.16 aux
meˆmes the´ore`mes restreints aux distributions a` support fortement re´gulier dans G˜(F ).
Dans la dernie`re section, on traite le cas non ramifie´, ou` on e´tudie seulement les
inte´grales orbitales ponde´re´es non ω-e´quivariantes de la fonction caracte´ristique d’un
espace hyperspe´cial. Le principal re´sultat est que le lemme fondamental ponde´re´, qui est
connu graˆce a` Ngo Bao Chau pour les distributions a` support fortement re´gulier dans
G˜(F ), est ve´rifie´ pour toute distribution. Cela utilise les re´sultats des sections 2 et 3.
Pour conclure cette introduction, il faut dire que cet article doit tout aux travaux
ante´rieurs d’Arthur sur ce sujet et que, si on ne le cite pas a` chaque ligne, c’est seulement
pour ne pas lasser le lecteur.
1 Inte´grales orbitales ponde´re´es
1.1 Les hypothe`ses
Dans tout l’article, le corps de base F est local, de caracte´ristique nulle et non-
archime´dien. On note p la caracte´ristique re´siduelle de F . On conside`re des triplets
(G, G˜, a) comme dans [I]. Le terme G est un groupe re´ductif connexe de´fini sur F , G˜ est
un espace tordu sur G, a est un e´le´ment de H1(WF , Z(Gˆ)) qui de´termine un caracte`re
ω de G(F ). On suppose
• G˜(F ) 6= ∅ ;
• l’automorphisme θ de Z(G) est d’ordre fini ;
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• le caracte`re ω est unitaire.
On aura a` prouver des assertions concernant un tel triplet. On raisonne par re´currence
sur l’entier dim(GSC).
Pour de´montrer une assertion concernant un triplet (G, G˜, a) quasi-de´ploye´ et a` tor-
sion inte´rieure, on suppose connues toutes les assertions concernant des triplets (G′, G˜′, a′)
quasi-de´ploye´s et a` torsion inte´rieure tels que dim(G′SC) < dim(GSC).
Pour de´montrer une assertion concernant un triplet (G, G˜, a) qui n’est pas quasi-
de´ploye´ et a` torsion inte´rieure, on suppose connues toutes les assertions concernant des
triplets (G′, G˜′, a′) quasi-de´ploye´s et a` torsion inte´rieure tels que dim(G′SC) ≤ dim(GSC).
On suppose connues toutes les assertions concernant des triplets (G′, G˜′, a′) quelconques
tels que dim(G′SC) < dim(GSC).
Beaucoup d’assertions concernant un triplet (G, G˜, a) sont relatives a` un espace de
Levi M˜ de G˜. On supposera connues toutes les assertions concernant ce meˆme triplet
(G, G˜, a), relatives a` un espace de Levi L˜ ∈ L(M˜) tel que L˜ 6= M˜ .
1.2 De´finition des inte´grales ponde´re´es d’apre`s Arthur
Soit (G, G˜, a) un triplet comme en 1.1. Soit M˜ un espace de Levi de G˜. On doit
fixer une mesure sur AG˜
M˜
. Pour ce faire, introduisons la paire de Borel e´pingle´e E∗ =
(B∗, T ∗, (E∗α)α∈∆) de G, cf. [I] 1.2. Elle est munie d’une action σ 7→ σG∗ du groupe de
Galois ΓF et d’un automorphisme θ
∗. Le groupe de Weyl W agit sur T ∗. On fixe une
forme quadratique de´finie positive sur X∗(T
∗) ⊗ R, invariante par les actions de W et
de ΓF et par θ
∗. En fixant P˜ ∈ P(M˜ ) et en identifiant E∗ a` une paire de Borel e´pingle´e
contenue dans P˜ et dont le tore est contenu dans M˜ , AG˜
M˜
s’identifie a` un sous-espace de
X∗(T
∗)⊗ R. Par restriction, on obtient une forme quadratique de´finie positive sur AG˜
M˜
.
Elle ne de´pend pas des choix. De cette forme se de´duit la mesure cherche´e. On fixe un
sous-groupe compact maximal spe´cial K de G(F ) en bonne position relativement a` M .
On fixe aussi une mesure de Haar sur G(F ).
Introduisons la notion d’e´le´ment G˜-e´quisingulier de M˜ . Soit γ ∈ M˜ , notons η sa
partie semi-simple. On a
(1) les e´galite´s Mγ = Gγ et Mη = Gη sont e´quivalentes.
Preuve. Ces e´galite´s sont e´quivalentes aux inclusions Gγ ⊂ M , resp. Gη ⊂ M . Ecri-
vons γ = uη, ou` u est un e´le´ment unipotent de Mη. On a les e´galite´s Gγ = (Gη)u et
Mγ = (Mη)u. Si Gη ⊂ M , on a Gγ ⊂ Gη ⊂ M , donc Gγ = Mγ. Inversement, supposons
Mγ = Gγ . Posons H = Gη et L = Mη. Alors L est un Levi de H et u est un e´le´ment
unipotent de L tel que Hu ⊂ L. On veut en de´duire que L = H . Mais soit Q ∈ P(L).
Si L 6= H , le radical unipotent UQ est non trivial. L’automorphisme adu agit de fac¸on
unipotente sur ce radical, ce qui implique que son ensemble de points fixes dans UQ est
non trivial. Cet ensemble est inclus dans Hu, ce qui contredit l’inclusion Hu ⊂ L. 
On appelle e´le´ment G˜-e´quisingulier de M˜ un e´le´ment γ ve´rifiant les e´galite´s (1).
Soit γ ∈ M˜(F ). Fixons une mesure de Haar sur le groupeMγ(F ). Arthur de´finit dans
[A1] une distribution f 7→ J G˜
M˜
(γ, ω, f) sur C∞c (G˜(F )). On va rappeler sa de´finition. Nous
la modifierons dans le paragraphe suivant, c’est pourquoi nous affecterons des exposants
Art a` certains objets de´finis par Arthur.
Si ω n’est pas trivial sur Mγ(F ), on pose J
G˜
M˜
(γ, ω, f) = 0 pour tout f . On suppose
de´sormais ω trivial sur Mγ(F ).
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Premier cas : on suppose que γ est G˜-e´quisingulier. Arthur de´finit pour tout g ∈ G(F )
une (G˜, M˜)-famille (vP˜ (g;λ))P˜∈P(M˜) (λ est une variable dans iA
∗
M˜
). Comme de toute
(G˜, M˜)-famille, il s’en de´duit une fonction vG˜
M˜
(g;λ). On pose vG˜
M˜
(g) = vG˜
M˜
(g; 0). La
fonction g 7→ vG˜
M˜
(g) est la fonction ”poids”. Pour f ∈ C∞c (G˜(F )), on pose
J G˜
M˜
(γ, ω, f) = DG˜(γ)1/2
∫
Mγ(F )\G(F )
ω(g)f(g−1γg)vG˜
M˜
(g) dg.
Cas ge´ne´ral. On e´crit γ = uη, ou` η est la partie semi-simple de γ et u est un unipotent
dans Mη(F ). Notons Σ(AM˜ ) l’ensemble des racines de AM˜ dans G (toutes les racines,
pas seulement les indivisibles). Notons Σind(AMη) l’ensemble des racines indivisibles de
AMη dans Gη. La restriction de´finit une application naturelle β 7→ βM˜ de Σind(AMη)
dans Σ(AM˜ ) ∪ {0}. Pour tout β ∈ Σind(AMη), Arthur de´finit un re´el ρ
Art(β, u) et une
”coracine” βˇ ∈ AMη . Pour α ∈ Σ(AM˜), pour a ∈ AM˜(F ) en position ge´ne´rale et pour
λ ∈ iAM˜,C, posons
rArtα (γ, a;λ) =
∏
β∈Σind(AMη );βM˜=α
|α(a)− α(a)−1|
<λ,ρArt(β,u)βˇM˜>
F .
On de´finit ensuite une (G˜, M˜)-famille (rArt
P˜
(γ, a;λ))P˜∈P(M˜) par
rArt
P˜
(γ, a;λ) =
∏
α>P 0
rArtα (γ, a;λ/2)
pour λ ∈ iA∗
M˜
, ou` α parcourt les e´le´ments de Σ(AM˜ ) qui sont ”positifs” pour P . On de´duit
de cette (G˜, M˜)-famille une fonction rG˜,Art
M˜
(γ, a;λ) et on pose rG˜,Art
M˜
(γ, a) = rG˜,Art
M˜
(γ, a; 0).
Pour f ∈ C∞c (G˜(F )), conside´rons la fonction
(2) a 7→
∑
L˜∈L(M˜)
rL˜,Art
M˜
(γ, a)J G˜
L˜
(aγ, ω, f).
Pour a en position ge´ne´rale, elle est bien de´finie : on a Gaγ =Maγ = Mγ et les inte´grales
orbitales ponde´re´es J G˜
L˜
(aγ, ω, f) sont de´finies d’apre`s le premier cas ci-dessus. Arthur
montre que la fonction (2) a une limite quand a tend vers 1 (Arthur traite le cas ω = 1
mais sa preuve s’e´tend sans changement au cas ge´ne´ral). Notons J G˜,Art
M˜
(γ, ω, f) la limite
de la fonction (2). C’est l’inte´grale orbitale ponde´re´e telle que de´finie par Arthur. Notons
que, dans le cas ou` Mγ = Gγ , on retrouve celle donne´e plus haut.
Remarque. On ve´rifie que J G˜,Art
M˜
(γ, ω, f) = 0 si ω n’est pas trivial sur ZM(γ;F )
tout entier.
On aura besoin d’un re´sultat un peu plus pre´cis. On de´finit une distance d au voisinage
de 1 dans AM˜(F ) de la fac¸on suivante. On fixe une norme |.| sur l’alge`bre de Lie aM˜(F ).
On fixe des voisinages U de 1 dans AM˜ (F ) et u de 0 dans aM˜(F ) tels que l’exponentielle
soit bijective de u dans U . Pour a ∈ U , on e´crit a = exp(H), avec h ∈ u, et on pose
d(a) = |H|. On a alors
(3) il existe r > 0 tel que, pour tout γ ∈ M˜(F ), tout f ∈ C∞c (G˜(F )), il existe C > 0
de sorte que
|J G˜,Art
M˜
(γ, ω, f)−
∑
L˜∈L(M˜)
rL˜,Art
M˜
(γ, a)J G˜
L˜
(aγ, ω, f)| ≤ Cd(a)r
5
pour tout a ∈ AM˜(F ) en position ge´ne´rale et assez proche de 1.
Preuve. Un examen attentif de la preuve d’Arthur montre qu’il suffit d’ame´liorer son
lemme 6.1 de [A1]. Reprenons les notations de ce lemme dans la situation simplifie´e
qui nous concerne : l’ensemble de places S est re´duit a` un e´le´ment, on a FS = F et
les v disparaissent. On conside`re une famille d’e´le´ments de l’espace P+(Ω) de´pendant
d’un parame`tre a parcourant un voisinage de 1 dans AM˜(F ). On note p[a] = ⊕ω∈Ωp[a]ω
l’e´le´ment de cette famille parame´tre´ par a. Le terme p[a]ω est un polynoˆme sur F
d a` va-
leurs dans un espace Vω de dimension finie sur F , muni d’une norme ||.||. On suppose que
l’application (a, x) → p[a]ω(x) est la restriction (au voisinage de a = 1) d’un polynoˆme
de´fini sur AM˜(F )× F
d. Pour x ∈ F d, on pose
λp[a](x) =
∏
ω∈Ω
|log(||p[a]ω(x)||)|.
Arthur montre que, pour tout φ ∈ C∞c (F
d), l’application
a 7→ λp[a](φ) =
∫
O
φ(x)λp[a](x) dx
est continue. Pour obtenir (3), on doit montrer qu’il existe r > 0 et C > 0 de sorte que
|λp[a](φ)− λp[1](φ)| ≤ Cd(a)
r.
On veut de plus que r ne de´pende pas de φ et, si on fixe un entier D et que l’on impose
que tous les p[a]ω sont de degre´ au plus D, que r ne de´pende pas non plus de la famille
de polynoˆmes. Il suffit pour cela de reprendre la fin de la preuve du lemme 6.1. On pose
p0 = p[1]. En choisissant un parame`tre auxiliaire ǫ, Arthur montre que |λp[a](φ)−λp0(φ)|
est majore´ par la somme de trois expressions (7.2), (7.3) et (7.4). La relation (7.1)
nous dit que le terme (7.3) est majore´ par C1ǫ
r1 , ou` C1 et r1 ve´rifient les conditions
requises. Le terme (7.2) ve´rifie une majoration analogue pourvu que l’on ait l’inclusion
Γ(p0, ǫ) ⊂ Γ(p[a], 2ǫ). Rappelons que Ω est un ensemble fini, que Γ est un sous-ensemble
compact de F d et que Γ(p[a], ǫ) est la re´union sur les ω ∈ Ω des ensembles des x ∈ Γ tels
que ||p[a]ω(x)|| < ǫ. Puisque les p[a]ω sont polynomiaux en a, il existe C2 tel que
|||p[a]ω(x)|| − ||p
0
ω(x)||| < C2d(a)
pour tout a voisin de 1, tout x ∈ Γ et tout ω ∈ Ω. L’inclusion Γ(p0, ǫ) ⊂ Γ(p[a], 2ǫ) est
ve´rifie´e pourvu que C2d(a) < ǫ. Imposons plutoˆt 2C2d(a) < ǫ. Le meˆme calcul montre
que l’on a l’inclusion en sens inverse Γ(p[a], ǫ/2) ⊂ Γ(p0, ǫ). Le terme (7.4) est de la forme
C3
∫
Γ−Γ(p0,ǫ)
|λp[a](x)− λp0(x)| dx.
Sur le domaine d’inte´gration, on a ||p0ω(x)|| > ǫ pour tout ω et, d’apre`s l’inclusion ci-
dessus, on a aussi ||p[a]ω(x)|| > ǫ/2. Ecrivons Ω = {ω1, ..., ωℓ}. On peut e´crire
λp[a](x)− λp0(x) =
∑
k=1,...,ℓ
( ∏
i=1,...,k−1
|log(||p[a]ωi(x)||)|
)
(|log(||p[a]ωi(x)||)| − |log(||p[a]ωi(x)||)|)
( ∏
j=k+1,...,ℓ
|log(||p0ωi(x)||)|
)
.
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On de´duit des ine´galite´s pre´ce´dentes que |λp[a](x)−λp0(x)| est essentiellement borne´ par
la somme sur les ω de
|log(ǫ/2)||Ω|−1|log(||p[a]ω(x)||)− log(||p
0
ω(x)||)|.
Le dernier terme est e´gal a` la valeur absolue de
log(
||p[a]ω(x)||
||p0ω(x)||
).
On peut e´crire p[a]ω(x) = p
0
ω(x) + q(a, x), ou` q(a, x) est un polynoˆme en a et x qui
est nul en a = 1. On a une majoration ||q(a, x)|| ≤ C4d(a) pour tout x ∈ Γ. Puisque
||p0ω(x)|| > ǫ, on obtient
|
||p[a]ω(x)||
||p0ω(x)||
− 1| ≤ C4d(a)ǫ
−1.
Renforc¸ons la minoration impose´e a` ǫ en supposant d(a)1/2 ≤ ǫ (c’est plus fort que
2C2d(a) < ǫ pour a proche de 1). Alors
|
||p[a]ω(x)||
||p0ω(x)||
− 1| ≤ C4d(a)
1/2
d’ou`
|log(
||p[a]ω(x)||
||p0ω(x)||
)| ≤ C5d(a)
1/2
pour une constante C5 convenable. Alors le terme (7.4) est essentiellement majore´ par
C3C5|Ω||log(ǫ/2)|
|Ω|−1d(a)1/2.
On fixe maintenant ǫ = d(a)1/2. Le terme ci-dessus est majore´ par
C6d(a)
r2
pour tout re´el r2 < 1/2 et pour une constante C6 convenable. Les majorations des termes
(7.2) et (7.3) deviennent de la forme C1d(a)
r1/2. En prenant pour r l’inf de r2 et r1/2,
on a obtenu la majoration cherche´e. 
1.3 Proprie´te´s des termes ρArt(β, u)βˇ
On suppose dans ce paragraphe et le suivant qu’il n’y a pas de torsion, c’est-a`-dire
G˜ = G. On conside`re un Levi M de G et un e´le´ment unipotent u ∈ M(F ). Comme
on l’a rappele´, Arthur de´finit pour toute racine β ∈ Σind(AM) un re´el ρ
Art(β, u) et
une coracine βˇ. Fixons une paire de Borel (B, T ) de G telle que M soit standard pour
cette paire. Fixons une extension finie F ′ de F telle que (B, T ) soit de´finie sur F ′ et
que G soit de´ploye´ sur F ′. Plac¸ons-nous sur le corps de base F ′. Le tore Z(M)0 est
alors l’analogue de AM . Pour tout β
′ ∈ Σind(Z(M)
0), on de´finit le re´el ρArt(β ′, u) et une
coracine βˇ ′ ∈ X∗(Z(M)
0)⊗ZR. De l’inclusion AM ⊂ Z(M)
0 se de´duisent des applications
de restriction
Σind(Z(M)
0) → Σ(AM )
β ′ 7→ β ′AM
,
X∗(Z(M)
0)⊗Z R → AM
H 7→ HAM
.
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Remarquons qu’une racine indivisible de Z(M)0 ne se restreint pas force´ment en une
racine indivisible.
Pour β ∈ Σind(AM), on a l’e´galite´
(1) ρArt(β, u)βˇ =
∑
n≥1
∑
β′;β′AM
=nβ ρ
Art(β ′, u)βˇ ′AM .
Preuve. Soit P ∈ P(M) et soit ω un poids de AM qui est dominant pour P (c’est la
notation d’Arthur ; il ne s’agit pas de notre caracte`re ω que nous oublions pour un temps).
Notons U l’orbite ge´ome´trique de u dans M . Arthur de´finit une fonction Wω(a, π) sur
AM ×UUP , a` valeurs dans un espace de dimension finie sur F¯ (cf. [A1] 3.8 ; on conside`re
ici le cas P = P¯1 avec les notations de cette re´fe´rence). Le groupeM agit sur cet espace et
la fonction est e´quivariante pour l’action de M par conjugaison sur UUP et cette action
sur l’espace d’arrive´e. Arthur montre que cette fonction est polynomiale et n’est pas
identiquement nulle en a = 1 ([A1] corollaire 4.3). Elle est donc non nulle sur {1} × O,
ou` O est un ouvert de Zariski de UUP , qui est dense et invariant par conjugaison par M .
En se plac¸ant sur F ′, on a de meˆme une fonction W ′ω(a
′, π) sur Z(M)0 × UUP , qui est
polynomiale et est non nulle sur {1} × O′, ou` O′ est un ouvert de Zariski de UUP , qui
est dense et invariant par conjugaison par M . Sa restriction a` AM ×UUP ve´rifie donc la
meˆme proprie´te´. Or il re´sulte de la de´finition (3.8) de [A1] que, pour (a, π) ∈ AM ×UUP ,
on a l’e´galite´
Wω(a, π) =W
′
ω(a, π)
Q(a)
Q′(a)
,
ou`
Q(a) =
∏
β∈Σind(AM ),β>P 0
(β(a)− β(a)−1)ρ
Art(β,u)<ω,βˇ>,
Q′(a) =
∏
β′∈Σind(Z(M)0),β′>P 0
(β ′(a)− β ′(a)−1)ρ
Art(β′,u)<ω,βˇ′>.
Les proprie´te´s des deux fonctions Wω et W
′
ω entraˆınent que la fraction rationnelle
Q(a)
Q′(a)
n’a ni ze´ro, ni poˆle en a = 1. Remarquons que l’on peut re´crire
Q′(a) =
∏
β∈Σind(AM ),β>P 0
∏
n≥1
∏
β′;β′AM
=nβ
(β ′(a)− β ′(a)−1)ρ
Art(β′,u)<ω,βˇ′>.
Si β ′AM = nβ, la fonction
β ′(a)− β ′(a)−1
β(a)− β(a)−1
n’a ni ze´ro, ni poˆle en a = 1. Posons
Q′′(a) =
∏
β∈Σind(AM ),β>P 0
(β(a)− β(a)−1)<ω,X(β)>,
ou` X(β) est le membre de droite de (1). Alors Q
′(a)
Q′′(a)
n’a ni ze´ro, ni poˆle en a = 1. Donc
Q(a)
Q′′(a)
a la meˆme proprie´te´. Cela e´quivaut a` ρArt(β, u) < ω, βˇ >=< ω,X(β) > pour tout
β. Cela e´tant vrai pour tout poids dominant ω, cela entraˆıne l’e´galite´ (1) cherche´e. 
Soit L ∈ L(M). On sait de´finir la classe de conjugaison (ge´ome´trique) induite de M
a` L de la classe de conjugaison de u. Soit R = MUR ∈ P
L(M). Alors l’intersection de
cette classe de conjugaison et de uUR est Zariski-dense dans cet ensemble. Soit u
′ dans
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cette classe. On peut de´finir des termes ρArt(β ′, u′) et βˇ ′ ∈ AL pour β
′ ∈ Σind(AL). On a
des applications de restriction
Σind(AM) → Σ(AL) ∪ {0}
β 7→ βL
,
AM → AL
H 7→ HL
.
Remarquons que la restriction d’une racine indivisible de AM peut eˆtre nulle ou divisible.
Pour β ′ ∈ Σind(AL), on a l’e´galite´
(2) ρArt(β ′, u′)βˇ ′ =
∑
n≥1
∑
β∈Σind(AM );βL=nβ′
ρArt(β, u)βˇL.
Preuve. On fixe un sous-groupe parabolique P ′ ∈ P(L) et un poids ω de AL qui est
dominant pour P ′. On fixe un sous-groupe parabolique P ∈ P(M) contenu dans P ′. On
de´finit comme ci-dessus des fonctions Wω sur AM × UUP et W
′
ω sur AL × U
′UP ′, ou` U
′
est l’orbite ge´ome´trique de u′. Comme plus haut, elles sont polynomiales et non nulles
sur {1}×O, respectivement sur {1}×O′, ou` O est un ouvert de Zariski de UUP qui est
dense et invariant par conjugaison par M et O′ est un ouvert de Zariski de U ′UP ′, qui est
dense et invariant par conjugaison par L. Il re´sulte de la de´finition de u′ que O∩O′ 6= ∅.
Donc les deux fonctions sont toutes deux non nulles sur {1} × (O ∩ O′). Pour a ∈ AM ,
de´finissons Q(a) comme ci-dessus et, pour a′ ∈ AL, posons
Q′(a′) =
∏
β′∈Σind(AL),β′>P ′0
(β ′(a′)− β ′(a′)−1)ρ
Art(β′,u′)<ω,βˇ′>.
Le meˆme argument que plus haut montre que la fraction rationnelle Q(a
′)
Q′(a′)
sur AL n’a ni
ze´ro, ni poˆle en a′ = 1. Remarquons que l’on peut supprimer de la de´finition de Q les β
dont la restriction a` AL est nulle : pour ceux-la`, on a < ω, βˇ >= 0. Comme plus haut, si
β se restreint en nβ ′, la fonction
β(a′)− β(a′)−1
β ′(a′)− β ′(a′)−1
n’a ni ze´ro, ni poˆle en a′ = 1. En notant Y (β ′) la diffe´rence entre le membre de gauche
de (2) et celui de droite, on obtient alors que la fonction Q(a
′)
Q′(a′)
a la meˆme singularite´ en
a = 1 que la fonction ∏
β′∈Σind(AL),β′>P 0
(β ′(a′)− β ′(a′)−1)<ω,Y (β
′)>.
Donc ce produit n’a lui-meˆme ni ze´ro, ni poˆle en a′ = 1. Cela entraˆıne Y (β ′) = 0 pour
tout β ′. 
1.4 De´finition d’un nouveau terme ρ(β, u)
On conserve la situation du de´but du paragraphe pre´ce´dent et on fixe une paire
de Borel (B, T ) et une extension F ′ comme alors. On va de´finir un e´le´ment ρ(β, u) ∈
X∗(Z(M)
0) ⊗Z R, ou plus pre´cise´ment ρ
G(β, u), pour toute racine β ∈ Σ(Z(M)0) et
non plus seulement pour les racines indivisibles. La de´finition se fait par re´currence
sur la dimension de GSC. Soit β ∈ Σ(Z(M)
0). On introduit le sous-groupe Gβ de G
engendre´ par M et les sous-groupes radiciels associe´s aux racines nβ pour n ∈ Z. Si
dim(Gβ,SC) < dim(GSC), le terme ρ
Gβ(β, u) relatif a` Gβ est de´ja` de´fini et on pose
9
ρG(β, u) = ρGβ(β, u). Supposons dim(Gβ,SC) = dim(GSC). Dans ce cas, M est un Levi
maximal de G et β est une racine indivisible (une telle racine est unique au signe pre`s).
On pose
ρG(β, u) = ρArt(β, u)βˇ −
∑
n>1
ρG(nβ, u),
avec la convention ρG(nβ, u) = 0 si nβ n’est pas une racine.
On redescend a` la situation de´finie sur F de la fac¸on suivante. On a encore des
applications de restriction
Σ(Z(M)0) → Σ(AM)
β ′ 7→ β ′AM
,
X∗(Z(M)
0)⊗Z R → AM
H 7→ HAM
.
Pour β ∈ Σ(AM ), on pose
(1) ρG(β, u) =
∑
β′;β′AM
=β
ρG(β ′, u)AM .
On a, avec la meˆme convention que ci-dessus,
(2) pour tout β ∈ Σind(AM),
ρArt(β, u)βˇ =
∑
n≥1
ρG(nβ, u).
Preuve. D’apre`s 1.3(1), le membre de gauche est∑
n≥1
∑
β′∈Σind(Z(M)0),β
′
AM
=nβ
ρArt(β ′, u)βˇ ′AM .
D’apre`s (1) ci-dessus, le membre de droite est∑
n≥1
∑
β′∈Σ(Z(M)0),β′AM
=nβ
ρG(β ′, u)AM .
Les racines β ′ qui interviennent dans la deuxie`me expression sont exactement les mul-
tiples positifs de racines indivisibles intervenant dans la premie`re. Cela nous rame`ne a`
prouver l’analogue suivant de l’assertion (2) : pour β ′ ∈ Σind(Z(M)
0), on a l’e´galite´
ρArt(β ′, u)βˇ ′ =
∑
n≥1
ρG(nβ ′, u).
Introduisons le groupe Gβ′ comme plus haut. D’apre`s les de´finitions, le membre de droite
est l’analogue de ρArt(β ′, u)βˇ ′ quand on remplace le groupe ambiant G par Gβ′. Mais,
β ′ e´tant indivisible, le groupe Gβ′ est un Levi (c’est un Levi minimal parmi ceux qui
contiennent M). Il re´sulte de la de´finition d’Arthur ([A1] paragraphe 3) que le terme
ρArt(β ′, u)βˇ ′ est le meˆme, que le groupe ambiant soit G ou Gβ′ . Cela prouve (2). 
Pour β ∈ Σ(AM), notons Gβ le sous-groupe de G engendre´ par M et les sous-groupes
radiciels associe´s aux racines nβ pour n ∈ Z. On a
(3) ρG(β, u) = ρGβ(β, u).
Cela re´sulte comme (2) d’un de´vissage facile.
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Soit L ∈ L(M). Comme en 1.3(2), soit u′ un e´le´ment de l’orbite induite de M a` L
par l’orbite de u. Pour tout β ′ ∈ Σ(AL), on a l’e´galite´
(4) ρG(β ′, u′) =
∑
β∈Σ(AM ),βL=β′
ρG(β, u)L.
Preuve. On note Gβ′ le sous-groupe de G engendre´ par L et les sous-groupes radiciels
associe´s aux racines nβ ′ pour n ∈ Z. Pour β ∈ Σ(AM ), on de´finit Gβ comme ci-dessus. Les
racines β ∈ Σ(AM ) qui se restreignent en β
′ sont exactement les racines β ∈ ΣGβ′ (AM)
qui se restreignent en β ′. Pour celles-ci, le groupe Gβ est contenu dans Gβ′. La relation
(3) applique´e pour G et pour Gβ′ entraˆıne que ρ
G(β, u) = ρGβ′ (β, u). Il en re´sulte que
le membre de droite de (4) ne change pas quand on remplace le groupe ambiant G par
Gβ′. D’apre`s (3), il en est de meˆme du membre de gauche. Si dim(Gβ′,SC) < dim(GSC),
on conclut en raisonnant par re´currence sur cette dimension. Reste le cas ou` Gβ′ = G.
Alors L est un Levi propre maximal et β ′ est une racine indivisible. Dans ce cas, on a
d’apre`s (2)
(5) ρG(β ′, u′) = ρArt(β ′, u′)βˇ ′ −
∑
n≥2
ρG(nβ ′, u′).
On applique 1.3(2) :
ρArt(β ′, u′)βˇ ′ =
∑
m≥1
∑
β∈Σind(AM ),βL=mβ′
ρArt(β, u)βˇL.
En utilisant (2), c’est aussi∑
m≥1
∑
β∈Σind(AM ),βL=mβ′
∑
k≥1
ρG(kβ, u)L.
La triple somme se simplifie : les racines kβ intervenant ici sont exactement les e´le´ments
de Σ(AM ) qui se restreignent en un multiple positif de β
′. On obtient∑
n≥1
∑
β∈Σ(AM ),βL=nβ′
ρG(β, u)L.
Pour n ≥ 2, on applique la relation (4) de´ja` de´montre´e pour nβ ′. La somme ci-dessus
devient
(
∑
β∈Σ(AM ),βL=β′
ρG(β, u)L) +
∑
n≥2
ρG(nβ ′, u).
En glissant cette expression de ρArt(β ′, u′)βˇ ′ dans l’expression (5), on obtient (4). 
1.5 Modification de la de´finition des inte´grales orbitales ponde´re´es
On revient a` la situation ge´ne´rale de 1.2 dont on reprend les notations. Si ω n’est pas
trivial sur Mγ(F ), on pose encore J
G˜
M˜
(γ, ω, f) = 0 pour tout f .
On suppose maintenant que ω est trivial surMγ(F ). On ne change rien dans le cas ou`
γ est G˜-e´quisingulier. Dans le cas ge´ne´ral, on de´finit pour tout α ∈ Σ(AM˜ ) un e´le´ment
ρ(α, γ) ∈ AM˜ , ou plus pre´cise´ment ρ
G˜(α, γ), par la formule
ρG˜(α, γ) =
∑
β∈Σ(AMη ),βM˜=α
ρGη(β, u)M˜ .
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Pour α ∈ Σ(AM˜), pour a ∈ AM˜(F ) en position ge´ne´rale et pour λ ∈ iAM˜,C, posons
rα(γ, a;λ) = |α(a)− α(a)
−1|<λ,ρ(α,γ)>F .
On de´finit ensuite une (G˜, M˜)-famille (rP˜ (γ, a;λ))P˜∈P(M˜) par
rP˜ (γ, a;λ) =
∏
α>P 0
rα(γ, a;λ/2)
pour λ ∈ iA∗
M˜
. Comme pre´ce´demment, on de´duit de cette (G˜, M˜)-famille une fonction
rG˜
M˜
(γ, a;λ) et on pose rG˜
M˜
(γ, a) = rG˜
M˜
(γ, a; 0).
Pour f ∈ C∞c (G˜(F )), conside´rons la fonction
(1) a 7→
∑
L˜∈L(M˜)
rL˜
M˜
(γ, a)J G˜
L˜
(aγ, ω, f).
Lemme. La fonction (1) a une limite quand a tend vers 1 parmi les e´le´ments en position
ge´ne´rale de AM˜ (F ).
Preuve. Notons ϕArt(a, f) et ϕ(a, f) les fonctions de´finies par les formules (2) du
paragraphe 1.2 et (1) ci-dessus. On peut re´crire
ϕArt(a, f) = DG˜(aγ)1/2
∫
Mγ(F )\G(F )
ω(g)f(g−1aγg)(rArtv)M˜(γ, a, g) dg,
ou`
(rArtv)M˜(γ, a, g) =
∑
L˜∈L(M˜)
rL˜,Art
M˜
(γ, a)vL˜(g).
On reconnaˆıt cette expression : c’est la fonction associe´e comme toujours a` la (G˜, M˜)-
famille produit (rArt
P˜
(γ, a;λ)vP˜ (g;λ))P˜∈P(M˜) ([A2] corollaire 6.5). On a une expression
analogue pour la fonction ϕ(a, f) : il suffit de supprimer les exposants Art. Soit (cP˜ (γ, a;λ))P˜∈P(M˜ )
la (G˜, M˜)-famille telle que rP˜ (γ, a;λ) = cP˜ (γ, a;λ)r
Art
P˜
(γ, a;λ). D’apre`s [A2] lemme 6.3,
on a une e´galite´
(rv)M˜(γ, a, g) =
∑
Q˜∈F(M˜ )
c′
Q˜
(γ, a)(rArtv)Q˜
M˜
(γ, a, g),
ou` c′
Q˜
(γ, a) est de´finie par [A2] 6.3. Un calcul habituel de descente des inte´grales orbitales
ponde´re´es conduit alors a` l’expression
ϕ(a, f) =
∑
Q˜=L˜UQ∈F(M˜ )
c′
Q˜
(γ, a)DL˜(aγ)1/2
∫
Mγ(F )\L(F )
ω(g)fQ˜,ω(l
−1aγl)(rArtv)L˜
M˜
(γ, a, l) dl.
Ou encore
(2) ϕ(a, f) =
∑
Q˜=L˜UQ∈F(M˜ )
c′
Q˜
(γ, a)ϕL˜,Art(a, fQ˜,ω).
Il suffit de voir que toutes les fonctions apparaissant ont une limite quand a tend vers
1. C’est le re´sultat d’Arthur pour les fonctions ϕL˜,Art(a, fQ˜,ω). Soit P˜ ∈ P(M˜). Notons
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Σind(AM˜) l’ensemble des racines indivisibles de AM˜ dans G. Le terme rP˜ (γ, a;λ) est
produit sur les racines α ∈ Σind(AM˜) qui sont positives pour P des expressions∏
n≥1
|α(a)n − α(a)−n|
<λ,ρ(nα,γ)>
F .
La singularite´ en a de cette expression est la meˆme que celle de
|α(a)− α(a)−1|
<λ,
∑
n≥1 ρ(nα,γ)>
F .
Un calcul analogue vaut pour rArt
P˜
(γ, a;λ). La somme
∑
n≥1 ρ(nα, γ) y est remplace´e par∑
n≥1
∑
β∈Σind(AMη );βM˜=nα
ρArt(β, u)βˇM˜ .
Il re´sulte de 1.4(2) que cette expression est e´gale a`∑
n≥1
∑
β∈Σind(AMη );βM˜=nα
∑
k≥1
ρGη(kβ, u)M˜ .
Cette expression se simplifie : les racines kβ y intervenant de´crivent tous les e´le´ments de
Σ(AMη) dont la restriction est un multiple positif de α. Elle est donc e´gale a`∑
n≥1
∑
β∈Σ(AMη );βM˜=nα
ρGη(β, u)M˜ .
D’apre`s nos de´finitions, cela est e´gal a`
∑
n≥1 ρ(nα, γ). Cela montre que les fonctions
rP˜ (γ, a;λ) et r
Art
P˜
(γ, a;λ) ont meˆme singularite´ en a = 1, donc que le rapport cP˜ (γ, a;λ)
est re´gulier en ce point. Le terme c′
Q˜
(γ, 1) est donc de´fini et il est facile de montrer que
c′
Q˜
(γ, a) tend vers c′
Q˜
(γ, 1) quand a tend vers 1. 
On de´finit J G˜
M˜
(γ, ω, f) comme la limite de la fonction (1) quand a tend vers 1. De
nouveau, si γ est G˜-e´quisingulier, on retrouve la de´finition simple donne´e plus haut.
La preuve ci-dessus, plus pre´cise´ment l’e´galite´ (2), montre que la pre´cision (3) du
paragraphe 1.2 vaut aussi pour nos inte´grales orbitales ponde´re´es. A savoir
(3) il existe r > 0 tel que, pour tout γ ∈ M˜(F ), tout f ∈ C∞c (G˜(F )), il existe C > 0
de sorte que
|J G˜
M˜
(γ, ω, f)−
∑
L˜∈L(M˜)
rL˜
M˜
(γ, a)J G˜
L˜
(aγ, ω, f)| ≤ Cd(a)r
pour tout a ∈ AM˜(F ) en position ge´ne´rale et assez proche de 1.
Rappelons que les donne´es de γ et d’une mesure de Haar sur Mγ(F ) de´finissent un
e´le´ment γ ∈ Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗ : pour ϕ ∈ C∞c (M˜(F )) et pour une mesure
de Haar dm sur M(F ), on a IM˜(γ, ϕ⊗ dm) = IM˜(γ, ω, ϕ), ou` le membre de droite est
calcule´ a` l’aide de la mesure dm et de celle fixe´e sur Mγ(F ). L’application qui, a` γ et
a` une mesure de Haar sur Mγ(F ), associe la forme line´aire f 7→ J
G˜
M˜
(γ, ω, f) ve´rifie les
proprie´te´s requises pour se factoriser puis s’e´tendre par line´arite´ en une application de´finie
sur Dge´om(M˜(F ), ω) ⊗Mes(M(F ))
∗. C’est-a`-dire que l’on peut de´finir une application
line´aire qui, a` γ ∈ Dge´om(M˜, ω)⊗Mes(M(F ))
∗, associe une forme line´aire f 7→ J G˜
M˜
(γ, f),
de sorte que si γ provient comme ci-dessus d’un e´le´ment γ et d’une mesure de Haar sur
Mγ(F ), on ait l’e´galite´ J
G˜
M˜
(γ, f) = J G˜
M˜
(γ, ω, f).
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On aura besoin plus tard de la proprie´te´ suivante. Soit α ∈ Σ(AM˜ ). Introduisons le
sous-groupe Gα de G engendre´ par M et les sous-espaces radiciels associe´s aux racines
de la forme kα pour k ∈ Z. Il est normalise´ par M˜ , c’est-a`-dire que l’on a l’e´galite´
GαM˜ = M˜Gα. On note G˜α cet espace tordu. Alors
(4) on a l’e´galite´ ρG˜(α, γ) = ρG˜α(α, γ).
Cela re´sulte de 1.4(3) et d’un de´vissage des de´finitions.
1.6 De´finition des inte´grales orbitales ponde´re´es ω-e´quivariantes
On fixe toujours M˜ , la mesure sur AM˜ et le sous-groupe compact K. Pour simpli-
fier, fixons des mesures de Haar sur G(F ) et M(F ). On de´finit comme d’habitude des
homomorphismes
HG : G(F )→ AG et HG˜ : G(F )→ AG˜
par
exp(< x∗, HG(g) >) = |x
∗(g)|F , resp exp(< x
∗, HG˜(g) >) = |x
∗(g)|F
pour tout x∗ ∈ X∗(G)ΓF , resp. x∗ ∈ X∗(G)ΓF ,θ. Le terme HG˜(g) n’est autre que la
projection naturelle de HG(g) sur AG˜. Notons AG˜,F l’image de l’application HG˜. C’est
un re´seau de l’espace AG˜. Notons G(F )
1 le noyau de HG˜ et posons
A˜G˜,F = G(F )
1\G˜(F ).
C’est un espace principal homoge`ne sous AG˜,F . On note
H˜G˜ : G˜(F )→ A˜G˜,F
l’application naturelle. Introduisons l’espace C∞ac (G˜(F )) forme´ des fonctions f sur G˜(F )
telles que :
(i) il existe un sous-groupe ouvert compact K ′ de G(F ) tel que f soit biinvariante
par K ′ ;
(ii) pour tout e´le´ment ϕ ∈ C∞c (A˜G˜,F ) (c’est-a`-dire que ϕ est une fonction sur A˜G˜,F a`
support fini), le produit f(ϕ ◦ H˜G˜) appartient a` C
∞
c (G˜(F )).
Les de´finitions des inte´grales orbitales ou des inte´grales orbitales ponde´re´es se ge´ne´ralisent
aux e´le´ments de C∞ac (G˜(F )). En effet, soient γ ∈ M˜(F ) et f ∈ C
∞
ac (G˜(F )). La projec-
tion dans A˜G˜,F de la classe de conjugaison de γ est re´duite a` un point. Choisissons
ϕ ∈ C∞c (A˜G˜,F ) valant 1 en ce point. On pose J
G˜
M˜
(γ, ω, f) = J G˜
M˜
(γ, ω, f(ϕ ◦ H˜G˜)). Cela
ne de´pend pas du choix de ϕ. On note Iac(G˜(F ), ω) le quotient de C
∞
ac (G˜(F )) par le
sous-espace des e´le´ments f tels que IG˜(γ, ω, f) = 0 pour tout γ ∈ G˜reg(F ).
A l’aide des caracte`res ponde´re´s, Arthur de´finit une application line´aire
φM˜ : C
∞
c (G˜(F ))→ Iac(M˜(F ), ω).
(Arthur traite le cas ou` ω = 1, le cas ge´ne´ral est similaire, cf. [W1] 6.4). Pour γ ∈ M˜(F ),
pour une mesure fixe´e sur Mγ(F ) et pour f ∈ C
∞
c (G˜(F )), on de´finit I
G˜
M˜
(γ, ω, f) par la
formule de re´currence
IG˜
M˜
(γ, ω, f) = J G˜
M˜
(γ, ω, f)−
∑
L˜∈L(M˜),L˜ 6=G˜
I L˜
M˜
(γ, ω, φL˜(f)).
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Quand ω = 1, Arthur montre que cette distribution f 7→ IG˜
M˜
(γ, f) est invariante par
conjugaison. Le cas ge´ne´ral est similaire : la distribution f 7→ IG˜
M˜
(γ, ω, f) est ω-e´quivariante,
c’est-a`-dire qu’elle se factorise en une application de´finie sur I(G˜(F ), ω). Remarquons que
l’on a besoin de connaˆıtre cette proprie´te´ par re´currence pour que la de´finition ci-dessus
ait un sens. Plus exactement, on a besoin de savoir par re´currence que cette distribution
s’e´tend en une application line´aire de´finie sur C∞ac (G˜(F )) et que celle-ci se factorise en une
application line´aire de´finie sur Iac(G˜(F ), ω). Cela re´sulte des proprie´te´s de l’application
φM˜ . Par ailleurs, Arthur montre que la distribution f 7→ I
G˜
M˜
(γ, ω, f) est inde´pendante
du sous-groupe K choisi, lequel peut donc disparaˆıtre des donne´es.
Attention : cette distribution n’est pas, en ge´ne´ral, supporte´e par la classe de conju-
gaison de γ. Elle n’appartient meˆme pas a` Dge´om(G˜(F ), ω).
Encore une fois, on se de´barrasse des mesures en de´finissant IG˜
M˜
(γ, f) pour γ ∈
Dge´om(M˜(F )) ⊗ Mes(M(F ))
∗ et f ∈ C∞c (G˜(F )) ⊗ Mes(G(F )), ou f ∈ I(G˜(F )) ⊗
Mes(G(F )).
1.7 Proprie´te´s des inte´grales orbitales ponde´re´es ω-e´quivariantes
Soit toujours M˜ un espace de Levi de G˜. Pour e´noncer les quatre premie`res proprie´te´s,
il est plus commode de fixer des mesures de Haar sur M(F ) et G(F ), ainsi que sur les
groupes Mγ(F ) qui apparaissent.
Soient γ ∈ M˜(F ) et f ∈ C∞c (G˜(F )). Pour ϕ ∈ C
∞
c (A˜G˜,F ), on a l’e´galite´
(1) IG˜
M˜
(γ, ω, f(ϕ ◦ H˜G˜)) = ϕ ◦ H˜G˜(γ)I
G˜
M˜
(γ, ω, f).
A fortiori, la distribution f 7→ IG˜
M˜
(γ, ω, f) est supporte´e par l’ensemble des γ′ ∈ G˜(F )
tels que H˜G˜(γ
′) = H˜G˜(γ).
On a aussi l’e´galite´
(2) IG˜
M˜
(γ, ω, f) = lima→1
∑
L˜∈L(M˜)
rL˜
M˜
(γ, a)IG˜
L˜
(aγ, ω, f),
la limite e´tant prise au meˆme sens qu’en 1.2. Plus pre´cise´ment
(3) il existe r > 0 tel que, pour tout γ ∈ M˜(F ), tout f ∈ C∞c (G˜(F )), il existe C > 0
de sorte que
|IG˜
M˜
(γ, ω, f)−
∑
L˜∈L(M˜)
rL˜
M˜
(γ, a)IG˜
L˜
(aγ, ω, f)| ≤ Cd(a)r
pour tout a ∈ AM˜(F ) en position ge´ne´rale et assez proche de 1.
Supposons que γ est G˜-e´quisingulier. Alors
(4) il existe f ′ ∈ C∞c (M˜(F )) et un voisinage de γ dans M˜(F ) tels que, pour γ
′ dans
ce voisinage, on ait l’e´galite´ IG˜
M˜
(γ′, ω, f) = IM˜(γ′, ω, f ′).
Pour la cinquie`me proprie´te´, il est plus simple de se de´barrasser des mesures. Rappe-
lons que pour tout L˜ ∈ L(M˜), on dispose d’applications line´aires en dualite´
I(L˜(F ), ω)⊗Mes(L(F )) → I(M˜(F ), ω)⊗Mes(M(F ))
f 7→ fM˜
et
Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗ → Dge´om(L˜(F ), ω)⊗Mes(L(F ))
∗
γ 7→ γL˜.
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Remarquons que si γ est l’inte´grale orbitale dans M˜(F ) associe´e a` un e´le´ment G˜-
e´quisingulier de M˜(F ), γL˜ est l’inte´grale orbitale dans L˜(F ) associe´e au meˆme e´le´ment.
Remarque. Meˆme si on impose que ω est trivial sur Z(G;F )θ, ω peut ne pas eˆtre
trivial sur Z(M ;F )θ pour un espace de Levi M˜ . Dans ce cas, les espaces I(M˜(F ), ω) et
Dge´om(M˜(F ), ω) sont nuls.
Pour deux e´le´ments L˜, L˜′ ∈ P(M˜), on de´finit le re´el dG˜
M˜
(L˜, L˜′) : il est nul sauf si
AG˜
M˜
= AL˜
M˜
⊕ AL˜
′
M˜
; si cette e´galite´ est ve´rifie´e, c’est le rapport entre la mesure sur le
premier espace et le produit des mesures sur les deux espaces du second membre.
Lemme. Soient L˜ ∈ L(M˜), γ ∈ Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗ et f ∈ I(G˜(F ), ω)⊗
Mes(G(F )). On a l’e´galite´
IG˜
L˜
(γL˜, f) =
∑
L˜′∈L(M˜)
dG˜
M˜
(L˜, L˜′)I L˜
′
M˜
(γ, fL˜′).
Preuve. On peut fixer des mesures et supposer que γ est l’inte´grale orbitale associe´e
a` un e´le´ment γ ∈ M˜(F ). Supposons que γ est G˜-e´quisingulier. Alors la preuve de la
formule est essentiellement formelle a` partir de la formule de descente des poids, cf. [A3]
preuve du the´ore`me 8.1. Traitons le cas ge´ne´ral. Pour a ∈ AM˜ (F ) en position ge´ne´rale,
posons
ϕ(a) =
∑
R˜∈L(L˜)
rR˜
L˜
(γ, a)IG˜
R˜
(aγ, ω, f).
Par une formule de descente, on a pour tout R˜ l’e´galite´
rR˜
L˜
(γ, a) =
∑
R˜′∈L(M˜);R˜′⊂R˜
dR˜
M˜
(L˜, R˜′)rR˜
′
M˜
(γ, a).
D’ou`
ϕ(a) =
∑
R˜′∈L(M˜)
rR˜
′
M˜
(γ, a)
∑
R˜∈L(L˜);R˜′⊂R˜
dR˜
M˜
(L˜, R˜′)IG˜
R˜
(aγ, ω, f).
Fixons R˜′ et R˜. Puisque R′aγ = Gaγ , on peut utiliser la formule de l’e´nonce´ pour cet
e´le´ment. D’ou`
IG˜
R˜
(aγ, ω, f) =
∑
L˜′∈L(R˜′)
dG˜
R˜′
(R˜, L˜′)I L˜
′
R˜′
(aγ, ω, fL˜′,ω).
Puis
ϕ(a) =
∑
L˜′∈L(M˜)
∑
R˜′∈LL˜′(M˜)
x(R˜′, L˜′)rR˜
′
M˜
(γ, a)I L˜
′
R˜′
(aγ, ω, fL˜′,ω),
ou` x(R˜′, L˜′) est la somme sur les R˜ ∈ L(L˜) tels que R˜′ ⊂ R˜ des produits
dR˜
M˜
(L˜, R˜′)dG˜
R˜′
(R˜, L˜′).
Conside´rons l’ensemble A des couples d’espace de Levi (L˜′, R˜′) tels que M˜ ⊂ R˜′ ⊂ L˜′ et
dG˜
M˜
(L˜, L˜′) 6= 0. Conside´rons l’ensemble B des triplets (L˜′, R˜′, R˜) tels que M˜ ⊂ R˜′ ⊂ L˜′,
L˜ ⊂ R˜, R˜′ ⊂ R˜ et dR˜
M˜
(L˜, R˜′)dG˜
R˜′
(R˜, L˜′) 6= 0. Montrons que l’on a
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(5) l’application (L˜′, R˜′, R˜) 7→ (L˜′, R˜′) est une bijection de B sur A ; pour (L˜′, R˜′, R˜) ∈
B, on a l’e´galite´
dR˜
M˜
(L˜, R˜′)dG˜
R˜′
(R˜, L˜′) = dG˜
M˜
(L˜, L˜′).
Soit (L˜′, R˜′, R˜) ∈ B. La non-nullite´ de dR˜
M˜
(L˜, R˜′)dG˜
R˜′
(R˜, L˜′) e´quivaut aux relations
(6) AR˜
M˜
= AL˜
M˜
⊕AR˜
′
M˜
et
(7) AG˜
R˜′
= AR˜
R˜′
⊕AL˜
′
R˜′
.
D’ou`
AG˜
M˜
= AR˜
′
M˜
⊕AG˜
R˜′
= AR˜
′
M˜
⊕AR˜
R˜′
⊕AL˜
′
R˜′
= AR˜
M˜
⊕AL˜
′
R˜′
= AL˜
M˜
⊕AR˜
′
M˜
⊕AL˜
′
R˜′
= AL˜
M˜
⊕AL˜
′
M˜
.
D’ou` l’e´galite´
(8) AG˜
M˜
= AL˜
M˜
⊕AL˜
′
M˜
des termes extreˆmes, qui e´quivaut a` la non-nullite´ de dG˜
M˜
(L˜, L˜′). Cela prouve que (L˜′, R˜′) ∈
A. Inversement, soit (L˜′, R˜′) ∈ A. On doit prouver qu’il existe exactement un espace de
Levi R˜ tel que (L˜′, R˜′, R˜) ∈ B. Il y en a au plus un : il est de´termine´ par la relation (6).
Montrons que ce R˜ existe. On le de´finit comme le commutant dans G˜ du tore (AL˜∩AR˜′)
0.
D’apre`s [I] 3.1(11), cet ensemble est un espace de Levi pourvu qu’il ne soit pas vide. Or
il n’est pas vide puisque sa de´finition implique qu’il contient L˜ et R˜′. Ces deux inclusions
impliquent AR˜ ⊂ AL˜ et AR˜ ⊂ AR˜′ . On a aussi par de´finition (AL˜ ∩ AR˜′)
0 ⊂ AR˜. On
obtient donc
(AL˜ ∩ AR˜′)
0 ⊂ AR˜ ⊂ AL˜ ∩ AR˜′
d’ou` l’e´galite´ (AL˜∩AR˜′)
0 = AR˜ puisque ce dernier ensemble est connexe. Cette e´galite´ est
e´quivalente a` AR˜ = AL˜∩AR˜′ . Par passage aux orthogonaux dans AM˜ , on obtient A
R˜
M˜
=
AL˜
M˜
+AR˜
′
M˜
. Mais ces deux derniers espaces sont en somme directe d’apre`s l’inclusion R˜′ ⊂
L˜′ et d’apre`s (8). Donc (6) est ve´rifie´. On a montre´ ci-dessus que (6) et (7) impliquaient
(8). Le calcul est re´versible : (6) et (8) impliquent (7). Puisque R˜ ve´rifie (6) et (7), on
a (L˜′, R˜′, R˜) ∈ B. La dernie`re assertion de (5) s’obtient facilement en pre´cisant le calcul
qui a conduit ci-dessus a` l’e´galite´ (8). Cela prouve (5).
Cette proprie´te´ entraˆıne que, pour L˜′ et R˜′ intervenant dans l’expression de ϕ(a)
ci-dessus, on a x(R˜′, L˜′) = dG˜
M˜
(L˜, L˜′). Alors
ϕ(a) =
∑
L˜′∈L(M˜)
dG˜
M˜
(L˜, L˜′)
∑
R˜′∈LL˜′(M˜ )
rR˜
′
M˜
(γ, a)I L˜
′
R˜′
(aγ, ω, fL˜′,ω).
Pour tout L˜′, la relation (2) nous dit que la somme en R˜′ tend vers I L˜
′
M˜
(γ, ω, fL˜′,ω) quand
a tend vers 1. Donc, quand a tend vers 1, ϕ(a) tend vers le membre de droite de l’e´galite´
de l’e´nonce´.
Fixons b ∈ AL˜(F ) en position ge´ne´rale et faisons tendre a vers b. Pour R˜ ∈ L(L˜),
on applique (4) : il existe f ′ ∈ C∞c (R˜(F )) tel que I
G˜
R˜
(γ′, ω, f) = I R˜(γ′, ω, f ′) pour tout
γ′ ∈ R˜(F ) assez proche de bγ. Le deuxie`me terme est une inte´grale orbitale ordinaire.
En appliquant la formule de descente usuelle pour ces inte´grales, on a
I R˜(aγ, ω, f ′) = IM˜(aγ, ω, (f ′)M˜,ω).
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La limite de cette expression quand a tend vers b est IM˜(bγ, ω, (f ′)M˜,ω). Par de´finition de
l’induction, c’est I L˜(bγ L˜, (f ′)L˜,ω). Ecrivons la distribution γ
L˜ comme une combinaison
line´aire d’inte´grales orbitales associe´es a` des e´le´ments γi de l’orbite induite de γ :
I L˜(γL˜, ψ) =
∑
i=1,...,n
ciI
L˜(γi, ω, ψ)
pour tout ψ ∈ C∞c (L˜(F )). Puisque b ∈ AL˜(F ), on a la meˆme e´galite´ si l’on remplace γ
L˜
par bγ L˜ et les γi par bγi. Donc
lima→bI
G˜
R˜
(aγ, ω, f) =
∑
i=1,...,n
ciI
L˜(bγi, ω, (f
′)L˜,ω).
Puisque b est en position ge´ne´rale, le membre de droite n’est autre que∑
i=1,...,n
ciI
R˜(bγi, ω, f
′).
En revenant a` la de´finition de f ′, on obtient
lima→bI
G˜
R˜
(aγ, ω, f) =
∑
i=1,...,n
ciI
G˜
R˜
(bγi, ω, f).
On montrera plus loin que, pour tout i = 1, ..., n, on a l’e´galite´
(9) lima→br
R˜
L˜
(γ, a) = rR˜
L˜
(γi, b).
Admettant cela, on obtient
lima→bϕ(a) =
∑
i=1,...,n
ci
∑
R˜∈L(L˜)
rR˜
L˜
(γi, b)I
G˜
R˜
(bγi, ω, f).
En utilisant la relation (2), on voit que cette expression a une limite quand b tend vers
1. Plus pre´cise´ment,
limb→1lima→bϕ(a) =
∑
i=1,...,n
ciI
G˜
L˜
(γi, ω, f).
La limite de gauche est e´gale a` lima→1ϕ(a), puisque cette dernie`re limite existe. Par
de´finition, la somme de droite ci-dessus n’est autre que le membre de gauche de l’e´galite´
de l’e´nonce´. Donc lima→1ϕ(a) est e´gale au membre de gauche de cette e´galite´. On a de´ja`
prouve´ qu’elle e´tait e´gale au membre de droite. Cela conclut.
Il reste a` prouver l’e´galite´ (9). On se rame`ne aise´ment a` prouver que, pour Q˜ ∈ P(L˜)
et λ ∈ iA∗
L˜
, on a l’e´galite´ similaire
(10) lima→brQ˜(γ, a;λ) = rQ˜(γi, b;λ).
Fixons P˜ ∈ P(M˜) avec P˜ ⊂ Q˜. Le terme rQ˜(γ, a;λ) est produit sur les α
′ ∈ Σ(AM˜) qui
sont positifs pour P de
|α′(a)− α′(a)−1|<λ,ρ(α
′,γ)>/2
F .
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Parce que λ ∈ iA∗
L˜
, ce terme vaut 1 si la restriction de α′ a` AL˜ est nulle. Soit α
′ de
restriction non nulle a` AL˜. Alors cette restriction α appartient a` Σ(AL˜). Que α
′ soit
positive pour P e´quivaut a` ce que α soit positive pour Q. D’autre part,
lima→b|α
′(a)− α′(a)−1|F = |α(b)− α(b)
−1|F .
Donc
lima→brQ˜(γ, a;λ) =
∏
α∈Σ(AL˜);α>Q0
|α(b)− α(b)−1|
<λ,ρ(α,γ)>/2
F ,
ou` on a pose´
ρ(α, γ) =
∑
α′∈Σ(AM˜ );α
′
L˜
=α
ρ(α′, γ)L˜.
En comparant avec la de´finition de rQ˜(γi, b;λ), on voit que (10) re´sulte de l’e´galite´
(11) ρ(α, γ) = ρ(α, γi)
pour tout α ∈ Σ(AL˜). Ecrivons γ = uη comme en 1.2. Alors on peut supposer que
γi = uiη, ou` ui appartient a` la classe de conjugaison dans Lη induite par la classe de
conjugaison de u dans Mη. Par de´finition,
ρ(α, γi) =
∑
β∈Σ(ALη );βL˜=α
ρGη(β, ui)L˜,
ρ(α, γ) =
∑
α′∈Σ(AM˜ );α
′
L˜
=α
∑
β′∈Σ(AMη ),β
′
M˜
=α′
ρGη(β ′, u)L˜.
On peut re´crire
ρ(α, γ) =
∑
β′∈Σ(AMη );β
′
L˜
=α
ρGη(β ′, u)L˜ =
∑
β∈Σ(ALη );βL˜=α
∑
β′∈Σ(AMη );β
′
Lη
=β
ρGη(β ′, ui)L˜.
Mais alors l’e´galite´ (11) re´sulte de 1.4(4). Cela ache`ve la de´monstration. 
On peut pre´ciser la preuve ci-dessus : pour montrer que ϕ(a) tend vers le membre
de droite de l’e´galite´ de l’e´nonce´, utilisons la relation (3) au lieu de (2). On obtient (en
notant γL˜ la distribution induite de l’inte´grale orbitale associe´e a` γ) :
(12) existe r > 0 tel que, pour tout γ ∈ M˜(F ) et tout f ∈ C∞c (G˜(F )), il existe C > 0
de sorte que
|IG˜
L˜
(γL˜, f)−
∑
R˜∈L(L˜)
rR˜
L˜
(γ, a)IG˜
R˜
(aγ, ω, f)| ≤ Cd(a)r
pour tout a ∈ AM˜(F ) en position ge´ne´rale et assez proche de 1.
1.8 Variantes des termes ρ(β, u)
On suppose dans ce paragraphe G = G˜ et ω = 1. On conside`re un Levi M de G et un
e´le´ment unipotent u ∈ M(F ). On fixe une paire de Borel e´pingle´e E = (B, T, (Eα)α∈∆)
de G de´finie sur F¯ de sorte que M soit standard relativement a` E . On introduit une
extension finie F ′ de F telle que E soit de´finie sur F ′ et G soit de´ploye´ sur F ′. On
introduit aussi l’action galoisienne quasi-de´ploye´e σ 7→ σG∗ qui conserve E , cf. [I] 1.2.
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Notons Σ(T ) l’ensemble des racines de T dans G. On a fixe´ en 1.2 une forme quadratique
de´finie positive sur X∗(T )⊗R, d’ou`, par dualite´, une telle forme sur X
∗(T )⊗R, que l’on
note (., .).
On fixe une fonction B sur Σ(T ) a` valeurs dans l’ensemble Q>0 des rationnels stric-
tement positifs. On lui impose les conditions suivantes :
• B(−β) = B(β), B(σG∗(β)) = B(β) et B(wβ) = B(β) pour tout β ∈ Σ(T ), tout
σ ∈ ΓF et tout w ∈ W ;
• pour toute composante irre´ductible Σ′ du syste`me de racines Σ(T ), ou bien B est
constante sur Σ′, ou bien la fonction β 7→ B(β)
(β,β)
est constante sur Σ′.
On pose V ∗ = X∗(T )⊗R, V∗ = X∗(T )⊗R. De´finissons les sous-ensembles Σ(T,B) =
{B(β)−1β; β ∈ Σ(T )} de V ∗ et Σˇ(T,B) = {B(β)βˇ; β ∈ Σ(T )} de V∗. On va voir que
Σ(T,B) est un syste`me de racines dont Σˇ(T,B) est l’ensemble associe´ de coracines.
On note Z∗ l’annulateur dans V ∗ de l’ensemble de coracines Σˇ(T ) et Z∗ l’annulateur
dans V∗ de l’ensemble Σ(T ). Pour tout sous-syste`me irre´ductible Σ
′ de Σ(T ), on note
V ∗(Σ′), resp. V∗(Σˇ
′), le sous-espace de V ∗, resp. V∗, engendre´ par Σ
′, resp. par l’ensemble
correspondant Σˇ′ de coracines. On a
V ∗ = Z∗ ⊕ (⊕Σ′∈IrrV
∗(Σ′)), V∗ = Z∗ ⊕ (⊕Σ′∈IrrV∗(Σˇ
′)),
ou` Irr est l’ensemble des composantes irre´ductibles. Notons Irr+ l’ensemble des compo-
santes sur lesquelles B est constante et notons Irr− le comple´mentaire. Posons
V (B)∗ = Z∗ ⊕ (⊕Σ′∈Irr+V
∗(Σ′))⊕ (⊕Σ′∈Irr−V∗(Σˇ
′)),
V (B)∗ = Z∗ ⊕ (⊕Σ′∈Irr+V∗(Σˇ
′))⊕ (⊕Σ′∈Irr−V
∗(Σ′)).
Notons ι∗Z∗ l’identite´ de Z
∗. Pour Σ′ ∈ Irr+, notons ι
∗
Σ′ l’homothe´tie de V
∗(Σ′) de
rapport la valeur constante de B sur Σ′. Pour Σ′ ∈ Irr−, notons ι
∗
Σ′ : V
∗(Σ′) → V∗(Σˇ
′)
la compose´e de l’isomorphisme de´duit de la forme quadratique fixe´e (cet isomorphisme
envoie une racine β sur (β, β)βˇ/2) et de l’homothe´tie de rapport la valeur constante sur
Σ′ de la fonction β 7→ 2B(β)(β, β)−1. On note ι∗ : V ∗ → V (B)∗ la somme directe de ι∗Z∗
et des ι∗Σ′ . On note ι∗ : V∗ → V (B)∗ l’inverse du transpose´ de ι
∗. On ve´rifie que ι∗ envoie
Σ(T,B) sur
(1) (⊔Σ′∈Irr+Σ
′) ⊔ (⊔Σ′∈Irr−Σˇ
′),
tandis que ι∗ envoie Σˇ(T,B) sur
(2) (⊔Σ′∈Irr+Σˇ
′) ⊔ (⊔Σ′∈Irr−Σ
′).
Il est clair que l’ensemble (1) est un ensemble de racines dont l’ensemble (2) est l’ensemble
associe´ de coracines.
Notons j : Σ(T )→ Σ(T,B) l’application β 7→ B(β)−1β. L’application compose´e ι∗◦j
est la somme, composante par composante, soit de l’identite´, soit de l’e´change β 7→ βˇ.
Il en re´sulte que, pour un sous-ensemble Σ0 ⊂ Σ(T ), Σ0 est un sous-syste`me de racines,
resp. un sous-ensemble de Levi, de Σ(T ) si et seulement si j(Σ0) est un sous-syste`me de
racines, resp. un sous-ensemble de Levi, de Σ(T,B). Notons que j est e´quivariante pous
l’action de W et pour l’action galoisienne quasi-de´ploye´e.
On note Σ(Z(M)0, B) l’ensemble des restrictions non nulles a` X∗(Z(M)
0) × R des
B(β ′)−1β pour β ′ ∈ Σ(T ), ou encore des β ′ pour β ′ ∈ Σ(T,B). L’interpre´tation ci-dessus
montre que cet ensemble a beaucoup de proprie´te´s communes avec celui des racines
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Σ(Z(M)0). D’abord, pour β ∈ Σ(Z(M)0, B), on peut de´finir le groupe de Levi Mβ (sur
F ′) tel que X∗(Z(Mβ)
0)⊗ R soit l’annulateur de β dans X∗(Z(M)
0)× R. On a aussi
(3) supposons que M soit maximal parmi les Levi propres de G ; alors il existe il
unique entier n ≥ 1 et, au signe pre`s, un unique β ∈ Σ(Z(M)0, B) tel que Σ(Z(M)0, B) =
{±kβ; k = 1, ..., n} ;
(4) pour β ∈ Σ(Z(M)0, B), l’ensemble des β ′ ∈ Σ(T ) tels que la restriction de
B(β ′)−1β ′ a` X∗(Z(M)
0) × R soit de la forme kβ avec k ∈ Z (y compris k = 0) est un
sous-syste`me de racines de Σ(T ) qui contient ΣM(T ) ;
plus ge´ne´ralement
(5) soient β1, ..., βn des e´le´ments line´airement inde´pendants de Σ(Z(M)
0, B) ; alors
l’ensemble des β ′ ∈ Σ(T ) tels que la restriction de B(β ′)−1β ′ a` X∗(Z(M)
0) × R ap-
partienne au Z-module engendre´ par les βi est un sous-syste`me de racines de Σ(T ) qui
contient ΣM(T ).
Dans la situation (4), il existe a` isomorphisme pre`s un unique groupe re´ductif connexe
de´fini et de´ploye´ sur F ′ qui posse`de un tore maximal isomorphe a` T et dont le syste`me de
racines est l’ensemble de´crit de β ′. On le note Gβ . Il posse`de un groupe de Levi isomorphe
a`M et on identifie ce sous-groupe a`M . On note encore B la restriction de B a` l’ensemble
de racines de Gβ ; cette restriction ve´rifie les meˆmes conditions que la fonction de de´part.
Attention. Le groupe Gβ n’est pas, en ge´ne´ral, un sous-groupe de G. Par exemple,
conside´rons G = SO(5), M = GL(1) × SO(3) et une fonction B proportionnelle au
carre´ de la longueur. L’ensemble Σ(Z(M)0, B) a deux e´le´ments α et 2α. On ve´rifie que
G2α = SO(3)× SO(3).
Soit u un e´le´ment unipotent de M(F ′). Pour β ∈ Σ(Z(M)0, B), on de´finit un terme
ρG(β, u, B) ∈ X∗(Z(M)
0)⊗R par re´currence sur dim(GSC). Si dim(Gβ,SC) < dim(GSC),
on suppose de´fini ρGβ(β, u, B) et on pose ρG(β, u, B) = ρGβ(β, u, B). Si dim(Gβ,SC) =
dim(GSC), on a G = Gβ et on est dans la situation (3). On note β
′ l’unique e´le´ment de
Σind(Z(M)
0) qui est de la forme qβ avec q ∈ Q>0. Les termes ρ
G(kβ, u, B) pour k ≥ 2
ont de´ja` e´te´ de´finis et on pose
(6) ρG(β, u, B) = (
∑
k≥1
ρG(kβ ′, u))− (
∑
k≥2
ρG(kβ, u, B)),
ou` ρG(kβ ′, u) est le terme de´fini en 1.4.
On redescend maintenant a` la situation de´finie sur F . On note Σ(AM , B) l’ensemble
des restrictions non nulles a` aM d’e´le´ments de Σ(Z(M)
0, B). On note cette restriction
β 7→ βAM . Soit u un e´le´ment unipotent de M(F ). Pour α ∈ Σ(AM , B), on pose
ρG(α, u, B) =
∑
β∈Σ(Z(M)0,B);βAM=α
ρG(β, u, B)AM .
Pour α ∈ Σ(AM , B), introduisons l’ensemble des β
′ ∈ Σ(T ) tels que la restriction de
B(β ′)−1β ′ a` AM est de la forme kα avec k ∈ Z. Comme pre´ce´demment, c’est le syste`me
de racines d’un groupe connexe Gα et M s’identifie a` un groupe de Levi de Gα. On
peut munir ce groupe d’une structure sur F de la fac¸on suivante. Tout d’abord, parce
que l’action galoisienne quasi-de´ploye´e (comme l’action naturelle) est triviale sur AM ,
la proprie´te´ d’invariance de B implique que le syste`me de racines de Gα est conserve´
par cette action. On peut munir conforme´ment le groupe Gα d’une action galoisienne
σ 7→ σG∗α quasi-de´ploye´e sur F . On peut imposer que cette action co¨ıncide sur M avec
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l’action σ 7→ σG∗ . On a une e´galite´ σG = aduE (σ)−1 ◦ σG∗ ou` σG est l’action naturelle,
cf. [I]1.2. Puisque M est un Levi standard, on a uE(σ) ∈ M et u
−1
E est un cocycle a`
valeurs dans M/Z(G) (muni de l’action quasi-de´ploye´e). Il est clair que Z(G) ⊂ Z(Gα),
donc uE se pousse en un cocycle a` valeurs dans M/Z(Gα). On voit alors que la formule
σGα = ad
−1
uE (σ)
◦ σG∗α munit Gα d’une action galoisienne qui co¨ıncide sur M avec l’action
naturelle. En de´vissant les de´finitions, on ve´rifie l’e´galite´
(7) ρG(α, u, B) = ρGα(α, u, B).
Il y a une bijection entre les sous-ensembles d’e´le´ments indivisibles Σind(AM) et
Σind(AM , B). A un e´le´ment α
′ ∈ Σind(AM), on associe l’unique e´le´ment α de Σind(AM , B)
tel que α = qα′ avec q ∈ Q>0. Pour α
′ et α se correspondant ainsi, on a
(8)
∑
n≥1
ρG(nα′, u) =
∑
n≥1
ρG(nα, u, B).
Preuve. Le membre de gauche est la somme des ρG(β ′, u)AM pour β
′ ∈ Σ(Z(M)0) se
restreignant en un multiple positif de α′. Ou encore∑
β′∈Σind(Z(M)0);β
′
AM
∈N>0α′
∑
n≥1
ρG(nβ ′, u)AM .
De meˆme, le membre de droite est∑
β∈Σind(Z(M)0,B);βAM∈N>0α
∑
n≥1
ρG(nβ, u, B)AM .
Il y a une bijection similaire a` la pre´ce´dente entre Σind(Z(M)
0) et Σind(Z(M)
0, B). Il est
clair que si β ′ 7→ β par cette bijection, β ′ se restreint en un multiple positif de α′ si et
seulement si β se restreint en un multiple positif de α. Il suffit de fixer β ′ et β indivibles
et se correspondant et de prouver l’e´galite´∑
n≥1
ρG(nβ ′, u) =
∑
n≥1
ρG(nβ, u, B).
On introduit le Levi M ′ engendre´ par M et les espaces radiciels associe´s aux nβ ′ pour
n ∈ Z. Il re´sulte des de´finitions que les termes ci-dessus ne changent pas si l’on remplace
G par M ′. Cela nous rame`ne au cas ou` M est propre maximal. Mais alors, la relation
cherche´e re´sulte de la de´finition (6). 
Nos termes ρG(α, u, B) ve´rifient une proprie´te´ analogue a` 1.4(4). Pre´cise´ment, dans
la situation de cette relation, pour α′ ∈ Σ(AL, B), on a l’e´galite´
(9) ρG(α′, u′, B) =
∑
α∈Σ(AM ,B);αL=α′
ρG(α, u, B)L.
Preuve. On introduit le groupe Gα′ comme ci-dessus, relatif au Levi L. On voit
facilement, en utilisant la relation (7) ci-dessus que les deux membres de (9) ne changent
pas si l’on remplace G par Gα′ . Cela nous rame`ne par re´currence au cas ou` Gα′ = G.
Dans ce cas, L est un Levi propre maximal et α′ ∈ Σind(AL, B). Pour n ≥ 2, on a de´ja`
de´montre´ la relation (9) relative a` nα′. La relation a` de´montrer est donc e´quivalente a`
(10)
∑
n≥1
ρG(nα′, u′, B) =
∑
n≥1
∑
α∈Σ(AM ,B);αL=nα′
ρG(α, u, B)L.
On peut e´crire le membre de droite comme∑
α∈Σind(AM ,B);αL∈N>0α′
∑
n≥1
ρG(nα, u, B)L.
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Notons ici β ′ l’e´le´ment de Σind(AL) qui correspond a` α
′. En utilisant (8), c’est e´gal a`∑
β∈Σind(AM );βL∈N>0β′
∑
n≥1
ρG(nβ, u)L.
Ou encore a` ∑
n≥1
∑
β∈Σ(AM );βL=nβ′
ρG(β, u)L.
D’apre`s 1.4(4), c’est aussi ∑
n≥1
ρG(nβ ′, u).
Toujours d’apre`s (8), c’est aussi le membre de gauche de (10). Cela prouve (9). 
A l’aide des constructions ci-dessus, on peut de´finir des variantes JGM(u,B, f) et
IGM(u,B, f) des inte´grales orbitales de 1.5 et 1.6. Nous ne donnons pas les preuves
ne´cessaires car elles sont identiques a` celles que nous ferons dans le paragraphe suivant.
Un e´le´ment α ∈ Σ(AM , B) est une forme line´aire sur aM et n’appartient pas force´ment
a` X∗(AM). Toutefois, il existe un entier n ≥ 1 tel que nα ∈ X
∗(AM). Pour a ∈ AM(F )
assez proche de 1, on peut de´finir α(a) de la fac¸on suivante. On choisit un entier n ≥ 1
tel que nα ∈ X∗(AM), on e´crit a = exp(H) avec H ∈ aM(F ) proche de 0 et on pose
α(a) = exp( (nα)(H)
n
). Pour un e´le´ment unipotent u ∈M(F ), pour a ∈ AM(F ) en position
ge´ne´rale et proche de 1, pour P ∈ P(M) et pour λ ∈ iAM , posons
rP (u, a, B;λ) =
∏
α∈Σ(AM ,B);α>P 0
|α(a)− α(a)−1|
<λ,ρG(α,u,B)>/2
F .
La collection (rP (u, a, B;λ))P∈P(M) est une (G,M)-famille dont on de´duit un terme
rGM(u, a, B) comme en 1.5. Supposons fixe´ un sous-groupe compact spe´cial en bonne
position relativement a` M . Pour f ∈ C∞c (G(F )), la fonction
a 7→
∑
L∈L(M)
rLM(u, a, B)J
G
L (au, f)
a une limite quand a tend vers 1 parmi les e´le´ments de AM(F ) en position ge´ne´rale.
On note JGM(u,B, f) cette limite. L’inte´grale invariante I
G
M(u,B, f) s’en de´duit comme
en 1.6. Ces termes ve´rifient des proprie´te´s analogues aux termes JGM(u, f) et I
G
M(u, f).
Plus canoniquement, on de´finit IGM(γ, B, f) pour γ ∈ Dunip(M(F ))⊗Mes(M(F ))
∗ et f ∈
I(G(F ))⊗Mes(G(F ))∗, ou`Dunip(M(F )) est le sous-espace des e´le´ments deDge´om(M(F ))
a` support unipotent.
1.9 Variantes des inte´grales orbitales ponde´re´es dans le cas
quasi-de´ploye´ a` torsion inte´rieure
On suppose dans ce paragraphe (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Rap-
pelons que l’on note G˜ss l’ensemble des e´le´ments semi-simples de G˜. On appelle syste`me
de fonctions B la donne´e pour tout η ∈ G˜ss(F ) d’une fonction Bη sur le syste`me de
racines de Gη de sorte que les conditions (1) et (2) suivantes soient ve´rifie´es.
(1) Pour tout η ∈ G˜ss(F ), Bη ve´rifie les conditions de 1.8.
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Soient η ∈ G˜ss(F ) et x ∈ G tel que xσ(x)
−1 ∈ Gη pour tout σ ∈ ΓF . Posons
η′ = adx−1(η). Alors η
′ ∈ G˜ss(F ) et adx est un torseur inte´rieur de Gη′ sur Gη qui
permet d’identifier les syste`mes de racines de ces deux groupes, munis de leurs actions
quasi-de´ploye´es. On demande
(2) par cette identification, Bη′ s’identifie a` Bη.
Fixons un tel syste`me de fonctions. Soit M˜ un espace de Levi de G˜. On fixe des
mesures de Haar sur tous les groupes intervenant. Pour γ ∈ M˜(F ), on va de´finir
une distribution f 7→ IG˜
M˜
(γ, B, f) sur C∞c (G˜(F )). Si γ est G˜-e´quisingulier, on pose
IG˜
M˜
(γ, B, f) = IG˜
M˜
(γ, f). Passons au cas ge´ne´ral. On e´crit γ = uη, avec η ∈ M˜ss(F ) et
u ∈ Mη(F ). On note Σ(AM , Bη) l’ensemble des restrictions non nulles a` aM d’e´le´ments
de Σ(AMη , Bη). Pour α ∈ Σ(AM , Bη), on pose
(3) ρ(α, γ, B) =
∑
β∈Σ(AMη ,Bη);βAM=α
ρGη(β, u, Bη)M .
On de´finit comme a` la fin de 1.8 une fonction a 7→ α(a) sur un voisinage assez petit
de 1 dans AM˜(F ). Pour a en position ge´ne´rale et assez proche de 1, on de´finit ensuite
une (G˜, M˜)-famille (rP˜ (γ, a, B;λ))P˜∈P(M˜ ) par
rP˜ (γ, a, B;λ) =
∏
α∈Σ(AM˜ ,Bη);α>P 0
|α(a)− α(a)−1|
<λ,ρ(α,γ,B)>/2
F .
On en de´duit comme toujours un nombre rG˜
M˜
(γ, a, B). On a
(4) la fonction
a 7→
∑
L˜∈L(M˜)
rL˜
M˜
(γ, a, B)IG˜
L˜
(aγ, B, f)
a une limite quand a tend vers 1 parmi les e´le´ments de AM˜(F ) en position ge´ne´rale.
Preuve. On introduit la (G˜, M˜)-famille (cP˜ (γ, a, B;λ))P˜∈P(M˜) telle que rP˜ (γ, a, B;λ) =
cP˜ (γ, a, B;λ)rP˜ (γ, a;λ). Pour tout L˜ ∈ L(M˜), on a l’e´galite´
rL˜
M˜
(γ, a, B) =
∑
R˜∈LL˜(M˜ )
cR˜
M˜
(γ, a, B)rL˜
R˜
(γ, a).
La fonction que l’on conside`re est donc
a 7→
∑
R˜∈L(M˜)
cR˜
M˜
(γ, a, B)
∑
L˜∈L(R˜)
rL˜
R˜
(γ, a)IG˜
L˜
(aγ, f).
La relation 1.7(12) montre que, pour tout R˜, la somme inte´rieure a une limite quand a
tend vers 1. Il suffit de prouver que cR˜
M˜
(γ, a, B) a aussi une limite et il suffit encore de
prouver que, pour tout P˜ ∈ P(M˜), cP˜ (γ, a, B;λ) a une limite. D’apre`s les de´finitions, on
a
rP˜ (γ, a;λ) =
∏
β′∈ΣGη (AMη );β
′
AM
>P 0
|β ′(a)− β ′(a)−1|
<λ,ρGη (β′,u)>/2
F
et
rP˜ (γ, a, B;λ) =
∏
β∈ΣGη (AMη ,Bη);βAM>P 0
|β(a)− β(a)−1|
<λ,ρGη (β,u,Bη)>/2
F .
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On peut re´crire ces formules
rP˜ (γ, a;λ) =
∏
β′∈Σ
Gη
ind(AMη );β
′
AM
>P 0
∏
n≥1
|β ′(a)n − β ′(a)−n|
<λ,ρGη (nβ′,u)>/2
F
et
rP˜ (γ, a, B;λ) =
∏
β∈Σ
Gη
ind(AMη ,Bη);βAM>P 0
∏
n≥1
|β(a)n − β(a)−n|
<λ,ρGη (nβ,u,Bη)>/2
F .
Ces fonctions ont les meˆmes singularite´s en a = 1 que les fonctions
∏
β′∈Σ
Gη
ind(AMη );β
′
AM
>P 0
|β ′(a)− β ′(a)−1|
<λ,
∑
n≥1 ρ
Gη (nβ′,u)>/2
F
et ∏
β∈Σ
Gη
ind(AMη ,Bη);βAM>P 0
|β(a)− β(a)−1|
<λ,
∑
n≥1 ρ
Gη (nβ,u,Bη)>/2
F .
Il y a une bijection entre les ensembles d’e´le´ments indivisibles Σ
Gη
ind(AMη) et Σ
Gη
ind(AMη , Bη) :
a` un e´le´ment β ′ ∈ Σ
Gη
ind(AMη), on associe l’unique e´le´ment indivisible β de Σ
Gη(AMη , Bη)
qui soit de la forme qβ ′ avec q ∈ Q, q > 0. Cette bijection pre´serve la positivite´ pour
P . Si β correspond a` β ′ par la bijection ci-dessus, les fonctions |β ′(a) − β ′(a)−1|F et
|β(a)− β(a)−1|F ont meˆme singularite´. De plus, d’apre`s 1.8(8), on a l’e´galite´∑
k≥1
ρ(kβ ′, u) =
∑
k≥1
ρ(kβ, u, Bη).
On conclut que le rapport cP˜ (γ, a, B, λ) est re´gulier en a = 1. 
On de´finit IG˜
M˜
(γ, B, f) comme la limite de la fonction (4).
En reprenant la preuve ci-dessus et en utilisant le lemme 1.7, on obtient l’e´galite´
(5) IG˜
M˜
(γ, B, f) =
∑
R˜∈L(M˜)
cR˜
M˜
(γ, 1, B)IG˜
R˜
(γR˜, f),
ou` γR˜ est la distribution induite par l’inte´grale orbitale dans M˜ associe´e a` γ.
En utilisant davantage 1.7(12), on obtient aussi
(6) il existe r > 0 tel que, pour tout γ ∈ M˜(F ) et tout f ∈ C∞c (G˜(F )), il existe
C > 0 de sorte que
|IG˜
M˜
(γ, B, f)−
∑
L˜∈L(M˜)
rL˜
M˜
(γ, a, B)IG˜
L˜
(aγ, B, f)| ≤ Cd(a)r
pour tout a ∈ AM˜(F ) en position ge´ne´rale et assez proche de 1.
Comme en 1.4, on se de´barrasse des mesures en de´finissant IG˜
M˜
(γ, B, f) pour γ ∈
Dge´om(M˜(F )) ⊗ Mes(M(F ))
∗ et f ∈ C∞c (G˜(F )) ⊗ Mes(G(F )), ou f ∈ I(G˜(F )) ⊗
Mes(G(F )).
Les distributions IG˜
M˜
(γ, B, f) ont les meˆmes proprie´te´s (1), (2), (3) et (4) de 1.7. Elles
ve´rifient e´galement le lemme 1.7 et le raffinement 1.7(12). La preuve est la meˆme, en
remplac¸ant l’utilisation de 1.4(4) par celle de 1.8(9).
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Remarque. Si Bη est la fonction constante de valeur 1 pour tout η ∈ M˜ss(F ), on a
e´videmment IG˜
M˜
(γ, B, f) = IG˜
M˜
(γ, f).
En fait, ces deux distributions sont souvent e´gales, graˆce au lemme suivant. On rap-
pelle que l’on note p la caracte´ristique re´siduelle de F .
Lemme. Supposons p diffe´rent de 2, 3 et 5 et supposons que, pour tout η ∈ M˜ss(F ),
les valeurs de la fonction Bη soient premie`res a` p. Alors on a l’e´galite´
IG˜
M˜
(γ, B, f) = IG˜
M˜
(γ, f)
pour tout γ ∈ Dge´om(M˜(F ))⊗Mes(M(F ))
∗ et tout f ∈ I(G˜(F ))⊗Mes(G(F )).
Preuve. Il suffit de prouver que, pour tout γ = uη ∈ M˜(F ), tout P˜ ∈ P(M˜), tout
a ∈ AM˜(F ) en position ge´ne´rale et pour tout λ ∈ iAM˜ , on a l’e´galite´
rP˜ (γ, a, B;λ) = rP˜ (γ, a;λ)
pourvu que a soit assez proche de 1. On reprend la preuve de (4) ci-dessus. On y a utilise´
les trois proprie´te´s suivantes :
(7) pour β ′ ∈ ΣGη(AMη) et n ≥ 1 tel que nβ
′ ∈ ΣGη(AMη), la fonction
|β′(a)n−β′(a)−n|F
|β′(a)−β′(a)−1|F
est re´gulie`re et non nulle en a = 1 ;
(8) pour β ∈ ΣGη(AMη , Bη) et n ≥ 1 tel que nβ ∈ Σ
Gη(AMη , Bη), la fonction
|β(a)n−β(a)−n|F
|β(a)−β(a)−1 |F
est re´gulie`re et non nulle en a = 1 ;
(9) pour β ′ ∈ Σ
Gη
ind(AMη) et β = qβ
′ ∈ Σ
Gη
ind(AMη , Bη) se correspondant, le fonction
|β′(a)−β′(a)−1|F
|β(a)−β(a)−1 |F
est re´gulie`re et non nulle en a = 1.
Pour de´montrer l’e´galite´ cherche´e, il suffit de prouver que les valeurs en 1 de ces
fonctions sont e´gales a` 1. Il suffit pour cela que les entiers n et les rationnels q intervenant
soient premiers a` p. En conside´rant tous les syste`mes de racines possibles, on ve´rifie qu’un
entier n intervenant dans (7) est force´ment infe´rieur ou e´gal a` 6. Il est donc premier a`
p d’apre`s l’hypothe`se. Conside´rons un entier n intervenant dans (8). Introduisons un
sous-tore maximal T ∗ de Mη comme en 1.8. D’apre`s les de´finitions, il y a deux e´le´ments
α1 et α2 de Σ
Gη(T ∗) de sorte que β, resp. nβ, soit la restriction a` AMη de Bη(α1)
−1α1,
resp. Bη(α2)
−1α2. Les e´le´ments α1 et α2 se restreignent a` AMη en des multiples n1β
′ et
n2β
′ d’un meˆme e´le´ment indivisible de ΣGη(AMη). On obtient
nn1Bη(α1)
−1 = n2Bη(α2)
−1.
Comme on vient de le dire, les entiers n1 et n2 sont premiers a` p. Par hypothe`se, les
valeurs Bη(α1) et Bη(α2) aussi. Donc n est premier a` p. Une preuve analogue montre
qu’un rationnel q intervenant dans (9) est premier a` p. 
1.10 Inte´grales orbitales ponde´re´es invariantes stables
On suppose ici que (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure. On fixe toujours
un espace de Levi M˜ de G˜ et on fixe un syste`me de fonctions B comme en 1.9 . On
a de´fini l’espace Dstge´om(M˜(F )) des distributions ge´ome´triques stables sur M˜(F ). Pour
δ ∈ Dstge´om(M˜(F ))⊗Mes(M(F ))
∗, on va de´finir une forme line´aire f 7→ SG˜
M˜
(δ, B, f) sur
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C∞c (G˜(F ))⊗Mes(G(F )). Conforme´ment a` ce que l’on a dit en 1.1, la de´finition se fait
par re´currence sur dim(GSC). Pour poser cette de´finition, il est ne´cessaire de connaˆıtre
par re´currence certaines proprie´te´s de cette forme line´aire.
La proprie´te´ difficile est
(1) la forme line´aire f 7→ SG˜
M˜
(δ, B, f) est stable, c’est-a`-dire se factorise en une forme
line´aire sur SI(G˜(F ))⊗Mes(G(F )).
Les autres proprie´te´s sont formelles et faciles. Pour b ∈ C∞c (A˜G˜,F ), on a
(2) SG˜
M˜
(δ, B, f(b ◦ H˜G˜)) = S
G˜
M˜
(δ, B, f) pourvu que b vaille 1 sur l’image par H˜G˜ du
support de δ.
Pour simplifier, fixons des mesures de Haar sur tous les groupes intervenant. Conside´rons
des extensions compatibles
1→ C♮ → G♮ → G→ 1 et G˜♮ → G˜
ou` C♮ est un tore central induit et ou` G˜♮ est encore a` torsion inte´rieure. Soit λ♮ un
caracte`re de C♮(F ). On de´finit les espaces C
∞
c,λ♮
(G˜♮(F )) et Dge´om,λ♮(G˜♮(F )). Il y a un
homomorphisme naturel
(3)
Dge´om(G˜♮(F )) → Dge´om,λ♮(G˜♮(F ))
γ˙ 7→ γ
que l’on peut de´finir par la formule suivante. Pour γ˙ ∈ Dge´om(G˜♮(F )) et f ∈ C
∞
c,λ♮
(G˜♮(F )),
on pose IG˜♮(γ, f) = IG˜♮(γ˙, f(b ◦ H˜G˜♮)) ou` b est n’importe quel e´le´ment de C
∞
c (A˜G˜♮,F )
valant 1 sur la projection du support de γ˙. Remarquons que f(b ◦ H˜G˜) est a` support
compact dans G˜♮(F ). La de´finition ci-dessus ne de´pend pas du choix de b. Il est utile de
donner une autre de´finition. L’inte´gration de´finit un homomorphisme
(4)
C∞c (G˜♮(F )) → C
∞
c,λ♮
(G˜♮(F ))
f˙ 7→ f
Pre´cise´ment, f(γ′) =
∫
C♮(F )
f˙ c(γ′)λ♮(c)dc pour tout γ
′ ∈ G˜♮(F ), ou` f˙
c(γ′) = f˙(cγ′). On
remarque que l’ensemble des c pour lesquels f˙ c(b ◦ H˜G˜♮) n’est pas nulle est compact. Il
en re´sulte que
IG˜♮(γ˙, f(b ◦ H˜G˜♮)) = IG˜♮(γ˙,
∫
C♮(F )
f˙ c(b ◦ H˜G˜♮)λ♮(c)dc) =
∫
C♮(F )
IG˜♮(γ˙, f˙
c(b ◦ H˜G˜♮))λ♮(c)dc
=
∫
C♮(F )
IG˜♮(γ˙, f˙
c)λ♮(c)dc.
Autrement dit,
IG˜♮(γ, f) =
∫
C♮(F )
IG˜♮(γ˙, f˙
c)λ♮(c)dc.
L’homomorphisme (3) est surjectif (les inte´grales orbitales qui engendrent l’espace d’ar-
rive´e sont clairement dans l’image). Le groupe C♮(F ) agit sur C
∞
c (G˜♮(F )) par (c, f˙) 7→ f˙
c.
On en de´duit une action duale sur Dge´om(G˜♮(F )) de sorte que IG˜♮(γ˙
c, f˙ c) = IG˜♮(γ˙, f˙). On
ve´rifie en utilisant la deuxie`me forme de la de´finition que le noyau de l’homomorphisme
(3) est engendre´ par les γ˙c−λ♮(c)γ˙ pour γ˙ ∈ Dge´om(G˜♮(F )) et c ∈ C♮(F ). Il est peut-eˆtre
moins clair que
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(5) Dstge´om,λ♮(G˜♮(F )) est l’image de D
st
ge´om(G˜♮(F )) par l’homomorphisme (3).
Preuve. Soient δ˙ ∈ Dstge´om(G˜♮(F )) et f ∈ C
∞
c,λ♮
(G˜♮(F )) dont toutes les inte´grales or-
bitales re´gulie`res stables sont nulles. On a IG˜♮(δ, f) = IG˜♮(δ˙, f(b ◦ H˜G˜)) ou` b est comme
ci-dessus. Il est clair que toutes les inte´grales orbitales re´gulie`res stables de f(b◦H˜G˜) sont
elles-aussi nulles. Donc IG˜♮(δ˙, f(b◦ H˜G˜)) = 0, donc IG˜♮(δ, f) = 0 donc δ est stable. Inver-
sement, soit δ˙ ∈ Dge´om(G˜♮(F )) tel que δ soit stable. Introduisons le groupe de´rive´ G♮,der.
Le groupe C♮(F ) agit sur G♮,der(F )\G˜♮(F ). En ajoutant a` δ˙ un e´le´ment du noyau de l’ho-
momorphisme (3), on peut supposer que l’image du support de δ˙ dans G♮,der(F )\G˜♮(F )
est de la forme {x1, ..., xn} ou`, pour i 6= j, xi et xj ne sont pas dans la meˆme orbite pour
l’action de C♮(F ). L’intersection ∆ = C♮(F ) ∩G♮,der(F ) est finie. Quitte a` moyenner sur
ce groupe, ce qui ne change pas δ, on peut supposer δ˙
c
= λ♮(c)δ˙ pour c ∈ ∆. On va
montrer qu’alors, δ˙ est stable. Soit f˙ ∈ C∞c (G˜♮(F )) dont toutes les inte´grales orbitales
re´gulie`res stables sont nulles. Introduisons sa moyenne f˙0 sur le groupe ∆ de sorte que
f˙ c0 = λ♮(c)
−1f˙0 pour c ∈ ∆. Ses inte´grales orbitales re´gulie`res stables sont nulles elles-
aussi. Fixons un supple´mentaire s de c♮(F ) dans zG♮(F ) et un voisinage ouvert U de 0
dans s. Posons U = exp(U). Pour tout i = 1, ..., n, choisissons δi ∈ G˜♮(F ) se projetant
sur xi et conside´rons l’application
pi : U × C♮(F )×G♮,der(F ) → G˜♮(F )
(u, c, g) 7→ ucgδi.
Elle est continue et ouverte. En choisissant U assez petit, on peut supposer que pi se
quotiente en un isomorphisme de ∆\(U × C♮(F ) × G♮,der(F )) sur son image, ou` ∆ agit
sur U × C♮(F )×G♮,der(F ) via son plongement antidiagonal dans C♮(F )×G♮,der(F ). On
peut aussi supposer que, pour i 6= j, les images de pi et pj sont d’adhe´rences disjointes.
Fixons une fonction ϕ ∈ C∞c (U) telle ϕ(1) = 1. De´finissons une fonction fi sur U ×
C♮(F )×G♮,der(F ) par
fi(u, c, g) = λ♮(c)
−1ϕ(u)f˙0(gδi).
A cause de la proprie´te´ de transformation de f˙0 par ∆, fi se factorise par l’application pi.
On peut donc de´finir une fonction f sur G˜♮(F ) qui est nulle hors de la re´union des images
des pi et qui ve´rifie f ◦ pi = fi pour tout i. Cette fonction appartient a` C
∞
c,λ♮
(G˜♮(F )). Les
inte´grales orbitales re´gulie`res stables de f sont nulles. En effet, cette condition se lit sur
les fibres de l’application
G˜♮(F )→ G♮,der(F )\G˜♮(F ).
Or, sur une telle fibre, f co¨ıncide a` une translation pre`s avec un multiple de la restriction
de f˙0 a` une fibre au-dessus de l’un des xi. Par ailleurs, sur une telle fibre au-dessus de
l’un des xi, f co¨ıncide exactement avec f˙0. En appliquant la de´finition, on en de´duit
que IG˜♮(δ, f) = I
G˜(δ˙, f˙0). Puisque δ est stable, le premier membre de cette e´galite´
est nul, donc aussi le deuxie`me. Puisque l’on a pris soin de moyenner δ˙, on a aussi
IG˜(δ˙, f˙0) = I
G˜(δ˙, f˙). Donc IG˜(δ˙, f˙) = 0, ce qu’il fallait de´montrer. 
Soient η˙ ∈ G˜♮,ss(F ) et η son image dans G˜♮(F ). Les groupes G♮,η˙ et Gη ont le meˆme
syste`me de racines. On peut identifier la fonction Bη a` une fonction sur le syste`me de
racines du premier groupe. Cela munit G˜♮ d’un syste`me de fonctions que nous notons
encore B.
Soit M˜♮ l’espace de Levi de G˜♮ associe´ a` M˜ . Pour δ˙ ∈ D
st
ge´om(M˜♮(F )) et f ∈
C∞c,λ♮(G˜♮(F )), posons
S
G˜♮
M˜♮
(δ˙, B, f) = S
G˜♮
M˜♮
(δ˙, B, f(b ◦ H˜G˜♮)),
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ou` b ∈ C∞c (A˜G˜♮,F ) vaut 1 sur la projection du support de δ. Cette de´finition est loisible
d’apre`s la proprie´te´ (2). Remarquons que le meˆme raisonnement conduisant a` la deuxie`me
de´finition de l’homomorphisme (3) conduit a` une deuxie`me forme de la de´finition ci-
dessus :
S
G˜♮
M˜♮
(δ˙, B, f) =
∫
C♮(F )
S
G˜♮
M˜♮
(δ˙, B, f˙ c)λ♮(c)dc,
ou` f˙ est relie´ a` f par (4). L’une des proprie´te´s requises est :
(6) S
G˜♮
M˜♮
(δ˙, B, f) ne de´pend que de l’image δ de δ˙ dans Dstge´om,λ♮(M˜♮(F )).
En utilisant (5) et (6), on peut de´finir S
G˜♮
M˜♮,λ♮
(δ, B, f) pour δ ∈ Dstge´om,λ♮(M˜♮(F )) et
f ∈ C∞c,λ♮(G˜♮(F )), par
S
G˜♮
M˜♮,λ♮
(δ, B, f) = S
G˜♮
M˜♮
(δ˙, B, f)
ou` δ˙ est n’importe quel e´le´ment de Dstge´om(M˜♮(F )) d’image δ. La proprie´te´ (1) reste
ve´rifie´e dans cette situation plus ge´ne´rale.
Conside´rons maintenant deux couples d’extensions
1→ C♮ → G♮ → G→ 1 et G˜♮ → G˜
1→ C♭ → G♭ → G→ 1 et G˜♭ → G˜
et deux caracte`res λ♮ et λ♭ ve´rifiant les hypothe`ses pre´ce´dentes. Introduisons le produit
fibre´ G♮,♭ de G♮ et G♭ au-dessus de G et le produit fibre´ G˜♮,♭ de G˜♮ et G˜♭ au-dessus de G˜.
Supposons donne´ un caracte`re λ♮,♭ de G♮,♭(F ) dont la restriction a` C♮(F ) × C♭(F ) soit
λ♮ × λ
−1
♭ . Supposons donne´e une fonction non nulle λ˜♮,♭ sur G˜♮,♭(F ) qui se transforme
selon le caracte`re λ♮,♭, cf. [I] 2.5(i). On de´finit un isomorphisme
C∞c,λ♮(G˜♮(F )) → C
∞
c,λ♭
(G˜♭(F ))
f♮ 7→ f♭
par f♭(γ♭) = λ˜♮,♭(γ♮, γ♭)f♮(γ♮), ou` γ♮ est n’importe quel e´le´ment de G˜♮(F ) tel que (γ♮, γ♭) ∈
G˜♮,♭(F ). Par restriction a` M˜ puis dualite´, on a aussi un isomorphisme de Dge´om,λ♮(M˜♮(F ))
sur Dge´om,λ♭(M˜♭(F )), qui se restreint en un isomorphisme entre espace de distributions
stables. Pour f♮ et f♭, resp. δ♮ et δ♭, se correspondant par ces isomorphismes, on veut
que
(7) S
G♮
M♮,λ♮
(δ♮, B, f♮) = S
G♭
M♭,λ♭
(δ♭, B, f♭).
SoientG′ = (G′, G˜′, s) une donne´e endoscopique de (G, G˜) (on oublie a qui est trivial)
et un Levi de G′ associe´ a` M˜ et a` sa donne´e endoscopique maximale M (cf. [I] 1.7). On
note encore M ce Levi. Soit ǫ ∈ G˜′(F ) un e´le´ment semi-simple. Alors il lui correspond un
e´le´ment semi-simple η ∈ G˜(F ) (la preuve est la meˆme que celle du lemme 1.10 de [I]). Le
syste`me de racines de G′ǫ est un sous-syste`me de celui de Gη. On le munit de la restriction
de la fonction Bη. On obtient ainsi un syste`me de fonctions sur G
′(F ) ve´rifiant encore
les hypothe`ses de 1.9. On note encore B ce syste`me de fonctions. Dans la de´finition des
inte´grales orbitales ponde´re´es pour G˜ intervient une mesure que l’on a de´duite en 1.2
d’une forme quadratique sur X∗(T
∗)⊗R. Il convient de faire un choix analogue pour G˜′.
Si G′ n’est pas elliptique, ce choix n’importe pas. Si G′ est elliptique, on remarque que,
sur F¯ , on peut identifier un tore maximal de G′ a` T ∗. On choisit alors les mesures qui
se de´duisent de la meˆme forme quadratique sur X∗(T
∗) ⊗ R. Soient δ ∈ Dstge´om(M) et
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f ∈ SI(G′). Fixons des donne´es auxiliaires G′1, ...,∆1. Alors δ s’identifie a` un e´le´ment de
Dge´om,λ1(G˜
′
1(F )) et f s’identifie a` un e´le´ment de SIλ1(G˜
′
1(F )). En vertu de (1) et (6), le
terme S
G˜′1
M˜1,λ1
(δ, B, f) est de´fini. En vertu de (7), il ne de´pend pas du choix des donne´es
auxiliaires. On pose
SG
M
(δ, B, f) = S
G˜′1
M˜1,λ1
(δ, B, f).
On re´tablit maintenant les espaces de mesures pour donner des de´finitions plus cano-
niques. Conside´rons une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ. Comme on l’a
dit en [I] 1.4, on peut modifier l’action galoisienne de ΓF sur Gˆ de sorte qu’elle pre´serve
cette paire et on peut introduire l’e´le´ment θˆ ∈ Gˆθˆ tel que adθˆ conserve cette paire. En
choisissant convenablement celle-ci, on peut supposer que Mˆ est un Levi standard et que
le L-espace LM˜ est e´gal a` (Mˆ ⋉WF )θˆ. Pour s ∈ Z(Mˆ)
ΓF /Z(Gˆ)ΓF , on a de´fini en [I] 3.3
la donne´e endoscopique G′(s) qui ve´rifie les hypothe`ses ci-dessus. On pose
iM˜(G˜, G˜
′(s)) =
{
[Z(Gˆ′(s))ΓF : Z(Gˆ)ΓF ]−1, si G′(s) est elliptique,
0, sinon.
Une de´finition plus ge´ne´rale sera donne´e en 1.12.
Apre`s tous ces pre´liminaires, on peut de´finir SG˜
M˜
(δ, B, f) pour δ ∈ Dstge´om(M˜(F )) ⊗
Mes(M(F ))∗ et f ∈ C∞c (G˜(F ))⊗Mes(G(F )) par l’e´galite´
(8) SG˜
M˜
(δ, B, f) = IG˜
M˜
(δ, B, f)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ;s 6=1
iM˜ (G˜, G˜
′(s))S
G′(s)
M
(δ, B, fG
′(s)).
Tous les termes du membre de droite ont e´te´ de´finis graˆce aux hypothe`ses de re´currence.
On doit montrer que le terme ainsi de´fini ve´rifie lui-meˆme ces hypothe`ses. On va le
faire ci-dessous en ce qui concerne les proprie´te´s formelles. La proprie´te´ (1) est e´videmment
plus difficile. Formulons-la provisoirement sous la forme d’un the´ore`me a` prouver.
The´ore`me (a` prouver). Pour δ ∈ Dstge´om(M˜(F ))⊗Mes(M(F ))
∗, la distribution f 7→
SG˜
M˜
(δ, B, f) est stable.
Remarques. (i) Si M˜ = G˜, on a simplement SG˜
G˜
(δ, B, f) = IG˜(δ, f) et l’assertion du
the´ore`me est tautologique.
(ii) S’il n’y a pas du tout de torsion, c’est-a`-dire si G˜ = G, et si de plus Bη est
constante de valeur 1 pour tout η ∈ G˜ss(F ), le the´ore`me a e´te´ prouve´ par Arthur pour
les e´le´ments δ dont le support est forme´ d’e´le´ments fortement G˜-re´guliers ([A6] local
theorem 1(b)). Nous prouverons dans l’article suivant que le the´ore`me ci-dessus se de´duit
de celui d’Arthur.
La ve´rification des proprie´te´s formelles est fastidieuse mais il est peut-eˆtre bon de la
faire tout-de-meˆme. Dans la suite, on ne fera plus de telles ve´rifications.
Ve´rifions (2). Soit G′ une donne´e endoscopique relevante et elliptique de (G, G˜).
Appliquons [I] 1.12 en se rappelant que le groupe G0 de ce paragraphe est e´gal a`
G puisque (G, G˜, a) est quasi-de´ploye´ et sans torsion. On obtient un homomorphisme
NG
′,G : G′ab(F )→ Gab(F ) et une application N
G˜′,G˜ : G˜′ab(F )→ G˜ab(F ) compatible a` cet
homomorphisme. Les applications HG˜ et H˜G˜ de´finies sur G(F ) et G˜(F ) se factorisent
par Gab(F ) et G˜ab(F ) et il y a bien suˆr une assertion analogue pour les applications HG˜′
30
et H˜G˜′. Par ailleurs, il y a un isomorphisme AG˜′ ≃ AG˜ puisque G
′ est elliptique. En
reprenant les de´finitions, on voit qu’il y a un diagramme commutatif
G′ab(F )
NG
′,G
→ Gab(F )
HG˜′ ↓ ↓ HG˜
AG˜′,F → AG˜,F
ou` l’homomorphisme horizontal du bas est la restriction de l’isomorphisme AG˜′ ≃ AG˜.
On en de´duit qu’il y a un diagramme commutatif similaire
G˜′ab(F )
NG˜
′,G˜
→ G˜ab(F )
H˜G˜′ ↓ ↓ H˜G˜
A˜G˜′,F → A˜G˜,F
ou` la fle`che horizontale du bas est compatible a` l’homomorphisme du diagramme pre´ce´dent.
En particulier, elle est injective. Soient δ, f et b comme dans la relation (2). Pour
s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF , on ve´rifie que le transfert (f(b◦H˜G˜))
G′(s) est e´gal a` fG
′(s)(b◦H˜G˜′(s)).
Pour s 6= 1, les hypothe`ses de re´currence assurent que
S
G′(s)
M
(δ, B, fG
′(s)(b ◦ H˜G˜′(s))) = S
G′(s)
M
(δ, B, fG
′(s)).
D’apre`s 1.7(1), on a aussi
IG˜
M˜
(δ, B, f(b ◦ H˜G˜)) = I
G˜
M˜
(δ, B, f).
Il suffit d’appliquer la relation (8) a` f et f(b ◦HG˜) pour obtenir la relation (2).
Ve´rifions (6). Soient δ˙ et δ˙
′
deux e´le´ments de Dstge´om(M˜♮(F )) ayant meˆme image
dans Dstge´om,λ♮(M˜♮(F )). Soit f ∈ C
∞
c,λ♮
(G˜♮(F )). On veut montrer que S
G˜♮
M˜♮
(δ˙, B, f) =
S
G˜♮
M˜♮
(δ˙
′
, B, f). On choisit f˙ relie´ a` f par (4). Montrons que
(9)
∫
C♮(F )
I
G˜♮
M˜♮
(δ˙, B, f˙ c)λ♮(c)dc =
∫
C♮(F )
I
G˜♮
M˜♮
(δ˙
′
, B, f˙ c)λ♮(c)dc.
D’apre`s la description du noyau de l’homomorphisme (3), δ˙−δ˙
′
est une somme de termes
γ˙c − λ♮(c)γ˙, avec γ˙ ∈ Dge´om(M˜♮(F )) et c ∈ C♮(F ). Alors (9) re´sulte de l’e´galite´
I
G˜♮
M˜♮
(γ˙c, B, f˙ c) = I
G˜♮
M˜♮
(γ˙, B, f˙)
pour γ˙ et c comme ci-dessus. On peut supposer que γ˙ est une inte´grale orbitale. La
relation 1.9(5) nous rame`ne alors a` prouver l’e´galite´ ci-dessus pour le syste`me de fonctions
B dont toutes les valeurs sont e´gales a` 1. Dans ce cas, l’e´galite´ re´sulte de la meˆme e´galite´
pour les inte´grales orbitales ponde´re´es non invariantes (qui est triviale) et de la relation
φL˜♮(f˙
c) = (φL˜♮(f˙))
c pour tout L˜♮ ∈ L(M˜♮). Cette proprie´te´ re´sulte imme´diatement de la
de´finition de l’application φL˜♮.
On a la suite exacte
1→ Z(Gˆ)→ Z(Gˆ♮)→ Z(Cˆ♮)→ 1
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ΓF est connexe puisque C♮ est induit. La suite d’invariants
1→ Z(Gˆ)ΓF → Z(Gˆ♮)
ΓF → Z(Cˆ♮)
ΓF → 1
est donc encore exacte. On a une suite analogue en remplac¸ant Gˆ par Mˆ et Gˆ♮ par Mˆ♮.
Puisque Z(Gˆ♮)
ΓF se projette surjectivement sur Z(Cˆ♮)
ΓF , on en de´duit l’e´galite´
Z(Mˆ♮)
ΓF = Z(Mˆ)ΓFZ(Gˆ♮)
ΓF .
Autrement dit, l’homomorphisme
Z(Mˆ)ΓF /Z(Gˆ)ΓF → Z(Mˆ♮)
ΓF /Z(Gˆ♮)
ΓF
est surjectif. Il est aussi injectif, donc bijectif. Un e´le´ment s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF de´finit
donc a` la fois une donne´e endoscopique G′(s) de (G, G˜) et une donne´e endoscopique
G′♮(s) de (G♮, G˜♮). On a une suite exacte
1→ C♮ → G
′
♮(s)→ G
′(s)→ 1
et une application compatible
G˜′♮(s)→ G˜
′(s).
Par un calcul similaire a` celui ci-dessus, on montre que iM˜♮(G˜♮, G˜
′
♮(s)) = iM˜(G˜, G˜
′(s)).
On simplifie les calculs ulte´rieurs en remarquant que, pour la donne´e G′(s), on peut
choisir des donne´es auxiliaires G′(s)1, ...,∆(s)1 telles que G
′(s)1 = G
′(s), G˜′(s)1 = G˜
′(s),
C(s)1 = {1}. Pour le prouver, il suffit de montrer que
(10) G ′(s) est isomorphe a` LG′(s).
Remarque. A premie`re vue, cela paraˆıt e´vident puisque G ′(s) est e´gal au sous-groupe
Gˆ′(s)⋊WF de
LG. Mais l’action de WF sur Gˆ
′(s) est ici la restriction de l’action sur Gˆ.
Elle n’est pas e´quivalente, en ge´ne´ral, a` l’action sur Gˆ′(s) conside´re´ comme L-groupe de
G′(s). Plus exactement, elle ne conserve pas, en ge´ne´ral, un e´pinglage de Gˆ′(s) (contre-
exemple : G = U(3), s tel que G′(s) = U(2)× U(1)).
Preuve de (10). Soit Pˆ le sous-groupe parabolique standard de Levi Mˆ . Alors Pˆ∩Gˆ′(s)
est un sous-groupe parabolique de Gˆ′(s), de Levi Mˆ , et il est conserve´ par l’action deWF
(la restriction de celle sur Gˆ). On prend pour Bˆ′ l’unique Borel contenu dans Pˆ ∩ Gˆ′(s)
qui a meˆme intersection avec Mˆ que Bˆ. On prend Tˆ ′ = Tˆ . On prend pour e´pinglage
(Eˆ ′α)α∈∆ˆ′(s) un e´pinglage quelconque contenant (Eˆα)α∈∆ˆM , ou` ∆ˆ
M est le sous-ensemble
de ∆ˆ associe´ a` Mˆ . L’action de WF conserve Bˆ
′, Tˆ ′ et le sous-ensemble (Eˆ ′α)α∈∆ˆM . Elle
ne conserve pas, en ge´ne´ral, le comple´mentaire (Eˆ ′α)α∈∆ˆ′(s)−∆ˆM . Mais il existe un unique
cocycle χad : WF → Z(Mˆ)/Z(Gˆ
′(s)) tel que l’action w 7→ adχad(w)wG conserve cet
e´pinglage. On peut supposer que l’action de WF sur Gˆ
′(s) conside´re´ comme le L-groupe
de G′(s) est w 7→ wG′(s) = adχad(w)wG. Supposons prouve´ que χad se rele`ve en un cocycle
χ : WF → Z(Mˆ). On de´finit alors une application
ξˆ(s) : G ′(s) ≃ Gˆ′(s)⋊WF →
LG
′
(s) ≃ Gˆ′(s)⋊WF
(x, w) 7→ (xχ(w)−1, w)
(les deux produits semi-directs sont relatifs aux deux actions de WF ). C’est un isomor-
phisme, ce qui prouve (10). Il reste a` prouver l’assertion de rele`vement. On va en fait
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prouver que χad se rele`ve en un cocycle χsc : WF → Z(Mˆsc). Supposons que la condition
suivante soit satisfaite :
(11) pour toute racine α de Tˆ dans Gˆ et pour tout w ∈ WF fixant α, l’action wG sur
l’espace radiciel associe´ a` α soit l’identite´.
Dans ce cas, on modifie l’ensemble (Eˆ ′α)α∈∆ˆ′(s)−∆ˆM de la fac¸on suivante. On fixe un
ensemble de repre´sentants ∆ˆ′1 des orbites deWF dans ∆ˆ
′(s)−∆ˆM . On fixe arbitrairement
Eˆ ′α pour α ∈ ∆ˆ
′
1. Pour α ∈ ∆ˆ
′(s) − ∆ˆM quelconque, on e´crit α = wGα1 avec w ∈ WF
et α1 ∈ ∆ˆ
′
1 et on pose Eˆ
′
α = wG(Eˆ
′
α1). L’hypothe`se (11) assure que cette de´finition
est loisible. L’e´pinglage obtenu est conserve´ par WF . Notons que changer d’e´pinglage
ne change pas la classe du cocycle χad. Donc cette classe est triviale. Cela entraˆıne
que χad se rele`ve bien en un cocycle χsc. Revenons maintenant au cas ge´ne´ral. L’action
galoisienne permute les composantes simples du groupe GˆAD et notre proble`me se rame`ne
imme´diatement au cas ou` cette action est transitive, donc toutes les composantes simples
sont du meˆme type. L’action galoisienne se fait par automorphismes pre´servant une
paire de Borel e´pingle´e. On sait qu’a` une exception pre`s, l’hypothe`se (11) est satisfaite
(auquel cas le proble`me est re´solu), cf. [KS] 1.3. De´crivons l’exception. On conside`re
une tour d’extensions F2/F1/F , avec F2/F1 quadratique, et un groupe line´aire adjoint
Gˆ1,AD = PGL(2n+ 1,C) muni de l’action de ΓF1 pour laquelle un e´le´ment de ΓF1 − ΓF2
agit par un automorphisme exte´rieur non trivial. Le groupe GˆAD est de´duit de Gˆ1,AD
par changement de base de F1 a` F . Dans ce cas, il y a des couples (α,w) ve´rifiant
les hypothe`ses de (11) tels que l’action wG sur l’espace radiciel associe´ a` α soit moins
l’identite´. En tout cas, la classe de χad est d’ordre au plus 2. Puisque Gˆ n’intervient
pre´sentement que via GˆAD et GˆSC, on peut supposer que Gˆ est de´duit par changement
de base d’un groupe Gˆ = GL(2n + 1,C) muni de l’action similaire a` celle ci-dessus. Le
groupe Gˆ′(s) est alors aussi un produit de groupes GL(k,C) et son centre est connexe.
De cette connexite´ re´sulte que l’homorphisme
H1(WF , Z(Mˆ))→ H
1(WF , Z(Mˆ)/Z(Gˆ
′(s)))
est surjectif ([Lan] p. 719 (1)). Relevons χad en un cocycle χ : WF → Z(Mˆ). De l’homo-
morphisme
GL(2n+ 1,C)
det
→ GL(1,C) ≃ Z(GL(2n+ 1,C))
se de´duit un homomorphisme
Gˆ
det
→ Z(Gˆ).
Posons χsc = (det ◦ χ)
−1χ2n+1. Parce que χad est au plus d’ordre 2, ce cocycle χsc rele`ve
encore la classe de χad. Mais χsc prend ses valeurs dans Z(Mˆsc). Cela ache`ve la preuve
de (10). 
Choisissons donc des donne´es auxiliaires simples G′(s)1 = G
′(s), G˜′(s)1 = G˜
′(s),
C(s)1 = {1}, ξˆ(s)1, ∆(s)1. La preuve ci-dessus montre qu’il y a vraiment un choix,
ξˆ(s)1 n’est pas canonique. Parce qu’on a duˆ tordre l’action galoisienne par un cocycle a`
valeurs dans Z(Mˆ), on ne peut pas en ge´ne´ral choisir ∆(s)1 e´gal a` 1 sur la diagonale dans
M˜(F ) × M˜(F ). Le cocycle de´finit un caracte`re χF de M(F ). En fixant un point base
γ ∈ M˜(F ), on a une relation ∆(s)1(xγ, xγ) = χF (x)∆(s)1(γ, γ) pour tout x ∈ M(F ).
Quoi qu’il en soit, toute distribution δ sur M˜(F ), vu comme sous-groupe de G˜(F ), est
le transfert d’une distribution δ(s) sur M˜(F ), vu comme sous-groupe de G˜′(s)(F ).
Pour donne´es auxiliaires de G′♮(s), on choisit G
′
♮(s)1 = G
′
♮(s), G˜
′
♮(s)1 = G˜
′
♮(s),
C♮(s)1 = {1}. L’homomorphisme ξˆ(s)1 s’e´tend en un isomorphisme ξˆ(s)♮,1 : G
′
♮(s) →
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LG
′
♮(s). Pour simplifier, abandonnons les indices 1 superflus. NotonsD ⊂ G
′(s)(F )×G(F )
et D♮ ⊂ G
′
♮(s)(F ) × G♮(F ) les ensembles de couples d’e´le´ments re´guliers se correspon-
dant. Le groupe C♮(F ) se plonge diagonalement dans G
′
♮(s)(F ) × G♮(F ). On voit que
l’action de ce groupe diagonal pre´serve D♮ et que le quotient D♮/diag(C♮(F )) s’identifie
par projection a` D. Notons ∆♮(s) l’image re´ciproque de ∆(s) par cette projection. On
ve´rifie que c’est un facteur de transfert pour les donne´es auxiliaires de´finies ci-dessus. Ce
sont ces donne´es que l’on utilise pour re´aliser explicitement les termes S
G′♮(s)
M♮
(., .).
Pour c ∈ C♮(F ), on a l’e´galite´ (f˙
c)G˜
′
♮(s) = (f˙ G˜
′
♮(s))c : cela re´sulte de la de´finition du
facteur de transfert. Posons
f G˜
′
♮(s) =
∫
C♮(F )
(f˙ G˜
′
♮(s))cλ♮(c)dc.
Cette fonction appartient a` C∞c,λ♮(G˜
′
♮(s)(F )). Alors∫
C♮(F )
S
G˜′♮(s)
M˜♮
(δ˙(s), B, (f˙ c)G˜
′
♮(s))λ♮(c)dc = S
G˜′♮(s)
M˜♮
(δ˙, B, f G˜
′
♮(s)).
Si s 6= 1, on en de´duit l’e´galite´
(12)
∫
C♮(F )
S
G˜′♮(s)
M˜♮
(δ˙(s), B, (f˙ c)G˜
′
♮(s))λ♮(c)dc =
∫
C♮(F )
S
G˜′♮(s)
M˜♮
(δ˙
′
(s), B, (f˙ c)G˜
′
♮(s))λ♮(c)dc.
En effet, c’est l’e´galite´ (6) ou` l’on remplace G˜♮ par G˜
′
♮(s) et f par f
G˜′♮(s) (puisque s 6= 1,
on peut appliquer (6) par hypothe`se de re´currence).
La relation (6) re´sulte de (9), (12) et des de´finitions.
Remarquons que l’on peut de´finir I
G˜♮
M˜♮,λ♮
(γ, B, f) pour γ ∈ Dge´om,λ♮(M˜♮(F )) et f ∈
C∞c,λ♮(G˜♮(F )), de meˆme que l’on a de´fini S
G˜♮
M˜♮,λ♮
(γ, B, f). La relation (9) affirme que
cette de´finition est loisible. On a aussi de´fini ci-dessus un transfert entre C∞c,λ♮(G˜♮(F )) et
C∞c,λ♮(G˜
′
♮(s;F )). Avec ces de´finitions, l’e´galite´ (8) se ge´ne´ralise a` δ ∈ Dge´om,λ♮(M˜♮(F )) et
f ∈ C∞c,λ♮(G˜♮(F )). Conside´rons le cas particulier ou` λ♮ est le caracte`re trivial 1. Dans ce
cas, on a des isomorphismes C∞c,1(G˜♮(F )) ≃ C
∞
c (G˜(F )), Dge´om,1(M˜♮(F )) ≃ Dge´om(M˜(F ))
et Dstge´om,1(M˜♮(F )) ≃ D
st
ge´om(M˜(F )). Notons ici f♮ 7→ f et γ♮ 7→ γ ces isomorphismes.
Alors :
(13) soient δ♮ ∈ D
st
ge´om,1(M˜♮(F )) et f♮ ∈ C
∞
c,1(G˜♮(F )) ; on a l’e´galite´
S
G˜♮
M˜♮,1
(δ♮, B, f♮) = S
G˜
M˜
(δ, B, f).
Cette assertion se de´compose en deux :
(14) pour s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF , s 6= 1,
S
G˜′♮(s)
M˜♮,1
(δ♮(s), B, (f♮)
G˜′♮(s)) = S
G˜′(s)
M˜
(δ(s), B, f G˜
′(s));
(15) pour γ♮ ∈ Dge´om,1(M˜♮(F )),
I
G˜♮
M˜♮,1
(γ♮, B, f♮) = I
G˜
M˜
(γ, B, f).
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On ve´rifie sur la de´finition ci-dessus du transfert que (f♮)
G˜′♮(s) = (f G˜
′(s))♮. Donc (14)
est la meˆme assertion que (13) avec G˜ remplace´ par G˜′(s). On peut l’admettre par
re´currence. Pour (15), on peut supposer que γ est une inte´grale orbitale associe´e a` un
e´le´ment γ ∈ M˜(F ). La relation 1.9(5) nous rame`ne au cas ou` le syste`me de fonctions B a
toutes ses valeurs e´gales a` 1. Fixons γ˙♮ ∈ M˜♮(F ) se projetant sur γ. On ve´rifie que γ♮ est
l’image par l’homomorphisme Dge´om(M˜♮(F )) → Dge´om,1(M˜♮(F )) de l’inte´grale orbitale
associe´e a` γ˙. Donc
I
G˜♮
M˜♮,1
(γ♮, f♮) = I
G˜♮
M˜♮
(γ˙♮, f♮).
Chosissons f˙♮ ∈ C
∞
c (G˜♮(F )) tel que
f♮(γ
′) =
∫
C♮(F )
f˙ c♮ (γ
′)dc
pour tout γ′ ∈ G˜♮(F ). Alors
I
G˜♮
M˜♮
(γ˙♮, f♮) =
∫
C♮(F )
I
G˜♮
M˜♮
(γ˙♮, f˙
c
♮ )dc.
On fixe un sous-groupe compact spe´cial K de G(F ) en bonne position relativement
a` M . Il lui correspond un tel sous-groupe K♮ de G♮(F ) (par la bijection entre facettes
spe´ciales des immeubles deG et G♮). On utilise ces sous-groupes pour de´finir les inte´grales
ponde´re´es suivantes. On montre d’abord que
(16)
∫
C♮(F )
J
G˜♮
M˜♮
(γ˙♮, f˙
c
♮ )dc = J
G˜
M˜
(γ, f).
Si Mγ = Gγ, il suffit d’appliquer les de´finitions : pour x♮ ∈ G♮(F ) se projetant sur
x ∈ G(F ), on a ∫
C♮(F )
f˙ c♮ (x
−1
♮ γ˙♮x♮)dc = f(x
−1γx)
et v
G˜♮
M˜♮
(x♮) = v
G˜
M˜
(x). Pour γ quelconque, on ve´rifie que pour P˜ ∈ P(M˜), a♮ ∈ AM˜♮(F )
se projetant en a ∈ AM˜(F ) et pour λ ∈ A
G˜♮,∗
M˜♮,C
≃ AG˜,∗
M˜,C
, on a r
G˜♮
P˜♮
(γ˙♮, a;λ) = r
G˜
P˜
(γ, a;λ).
L’e´galite´ (16) se de´duit alors pour γ par passage a` la limite a` partir du cas ou` Mγ = Gγ.
Il faut ensuite montrer que pour tout L˜ ∈ L(M˜) avec L˜ 6= G˜, on a
(17)
∫
C♮(F )
I
L˜♮
M˜♮
(γ˙♮, φL˜♮(f˙
c
♮ ))dc = I
L˜
M˜
(γ, φL˜(f)).
On a besoin pour cela de proprie´te´s des applications φL˜ et φL˜♮, qui sont essentiellement
formelles. A savoir que φL˜♮(f˙
c
♮ ) = (φL˜♮(f˙♮))
c comme on l’a de´ja` dit et que φL˜♮(f˙♮) et
φL˜(f) sont relie´es de la meˆme fac¸on que f˙♮ et f (a` ceci pre`s qu’elles ne sont pas a` support
compact mais appartiennent a` des espaces C∞ac ; le passage a` ces espaces ne pose pas de
proble`me). Alors l’e´galite´ (17) n’est autre que (15) ou` l’on change G˜ en L˜ et f en φL˜(f).
On peut l’admettre par re´curence. L’assertion (15) re´sulte de (16), (17) et des de´finitions.
Cela ache`ve la preuve de (13).
Il nous reste a` prouver la relation (7). Conside´rons les extensions
1→ C♮ × C♭ → G♮,♭ → G→ 1 et G˜♮,♭ → G˜
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ainsi que le caracte`re λ♮×1♭ de C♮(F )×C♭(F ), ou` 1♭ est le caracte`re trivial de C♭(F ). On
a de nouveau des isomorphismes C∞c,λ♮×1♭(G˜♮,♭(F )) ≃ C
∞
c,λ♮
(G˜♮), D
st
ge´om,λ♮×1♭
(M˜♮,♭(F )) ≃
Dge´om,λ♮(M˜♮). Notons f♮,♭ ∈ C
∞
c,λ♮×1♭
(G˜♮,♭(F )) et δ♮,♭ ∈ D
st
ge´om,λ♮×1♭
(M˜♮,♭(F )) les e´le´ments
auxquels s’identifient f♮ et δ♮. La relation (13) se ge´ne´ralise en
(18) S
G˜♮,♭
M˜♮,♭,λ♮×1♭
(δ♮,♭, B, f♮,♭) = S
G˜♮
M˜♮,λ♮
(δ♮, B, f♮).
Pour le prouver, on choisit δ˙♮ ∈ Dge´om(M˜♮(F )) se projetant sur γ♮ par l’homomor-
phisme (3) et f˙♮ ∈ C
∞
c (G˜♮(F )) relie´e a` f♮ par (4). Alors
S
G˜♮
M˜♮,λ♮
(δ♮, B, f♮) =
∫
C♮(F )
S
G˜♮
M˜♮
(δ˙♮, B, f˙♮)λ♮(c)dc.
On identifie f˙♮ a` un e´le´ment de C
∞
c,1♭
(G˜♮,♭(F )) et on choisit f˙♮,♭ ∈ C
∞
c (G˜♮,♭(F )) tel que cet
e´le´ment soit
∫
C♭(F )
f˙ c
′
♮,♭ dc
′. On identifie δ˙♮ a` un e´le´ment de D
st
ge´om,1♭
(M˜♮,♭(F )) et on choisit
δ˙♮,♭ ∈ D
st
ge´om(M˜♮,♭(F )) se projetant sur cet e´le´ment. Pour c ∈ C♮(F ), (13) implique que
S
G˜♮
M˜♮
(δ˙♮, B, f˙♮) =
∫
C♭(F )
S
G˜♮,♭
M˜♮,♭
(δ˙♮,♭, B, f˙
c′
♮,♭)dc
′.
Donc
S
G˜♮
M˜♮,λ♮
(δ♮, B, f♮) =
∫
C♮(F )×C♭(F )
S
G˜♮,♭
M˜♮,♭
(δ˙♮,♭, B, f˙
cc′
♮,♭ )λ♮(c) dc
′ dc.
Mais δ˙♮,♭ se projette sur δ♮,♭ par (3) et f˙♮,♭ est relie´ a` f♮,♭ par (4). Le membre de droite
ci-dessus est donc e´gal a` S
G˜♮
M˜♮,λ♮×1♭
(δ♮, B, f♮), ce qui prouve (18).
On effectue la meˆme construction a` partir de f♭ et δ♭. On obtient des e´le´ments disons
f♭,♮ ∈ C
∞
c,1♮×λ♭
(G˜♮,♭(F )) et δ♭,♮ ∈ D
st
ge´om,1♮×λ♭
(M˜♮,♭(F )) et l’e´galite´
(19) S
G˜♮,♭
M˜♮,♭,1♮×λ♭
(δ♭,♮, B, f♭,♮) = S
G˜♭
M˜♭,λ♭
(δ♭, B, f♭).
La multiplication par λ˜♮,♭ de´finit un isomorphisme de C
∞
c,λ♮×1♭
(G˜♮,♭(F )) sur C
∞
c,1♮×λ♭
(G˜♮,♭(F )).
Par restriction puis dualite´, on obtient un isomorphisme de Dstge´om,λ♮×1♭(M˜♮,♭(F )) sur
Dstge´om,1♮×λ♭(M˜♮,♭(F )). Les e´le´ments f♮,♭ et f♭,♮, resp. δ♮,♭ et δ♭,♮, se correspondent par ces
isomorphismes. En e´crivant les de´finitions des membres de gauche de (18) et (19), on est
ramene´ au proble`me suivant, ou` les extensions ont disparu. On conside`re un caracte`re
λ de G(F ) et une fonction non nulle λ˜ sur G˜(F ) se transformant selon λ. On conside`re
δ ∈ Dge´om(M˜(F )) et f ∈ C
∞
c (G˜(F )). On veut prouver
(20) SG˜
M˜
(λ˜δ, B, λ˜f) = SG˜
M˜
(δ, B, f),
ou` δ 7→ λ˜δ est l’analogue de l’isomorphisme ci-dessus. Cette assertion se de´compose en
deux :
(21) IG˜
M˜
(λ˜δ, B, λ˜f) = IG˜
M˜
(δ, B, f) ;
(22) pour s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF , s 6= 1, S
G˜′(s)
M˜
((λ˜δ)(s), B, (λ˜f)G˜
′(s)) = S
G˜′(s)
M˜
(δ(s), B, f G˜
′(s)).
Pour (21), on se rame`ne encore une fois au cas ou` le syste`me de fonctions B a
toutes ses valeurs e´gales a` 1. Dans ce cas, l’assertion similaire pour les inte´grales or-
bitales ponde´re´es non invariantes est imme´diate. On doit encore utiliser une proprie´te´
formelle des applications φL˜, a` savoir que φL˜(λ˜f) = λ˜φL˜(f). Pour (22), on utilise l’ho-
momorphisme G′(s)ab(F ) → Gab(F ) et l’application compatible G˜
′(s)ab(F ) → G˜ab(F ).
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Graˆce a` ces applications, λ se restreint en un caracte`re de G′(s)(F ) et λ˜ se restreint
en une fonction sur G˜′(s)(F ). On ve´rifie que (λ˜f)G˜
′(s) = λ˜(f G˜
′(s)) et, dualement, que
(λ˜δ)(s) = λ˜δ(s). Alors (22) n’est autre que (20) ou` l’on a remplace´ G˜ par G˜′(s) et f
par f G˜
′(s). Par re´currence, on peut admettre (22). Cela ache`ve la preuve de (20) et la
ve´rification des proprie´te´s formelles. 
Dans le cas ou` le syste`me de fonctions B a toutes ses valeurs e´gales a` 1, on note
simplement SG˜
M˜
(δ, f) = SG˜
M˜
(δ, B, f).
Pour B quelconque, on a
(23) supposons que le support de δ soit forme´ d’e´le´ments de M˜(F ) qui sont G˜-
e´quisinguliers ; alors on a l’e´galite´ SG˜
M˜
(δ, B, f) = SG˜
M˜
(δ, f).
En effet, on a encore Mγ = G
′(s)γ pour tout e´le´ment γ du support et pour tout
s ∈ Z(Mˆ)ΓF . En raisonnant par re´currence, l’assertion re´sulte de la relation IG˜
M˜
(δ, B, f) =
IG˜
M˜
(δ, f), laquelle re´sulte des de´finitions.
1.11 De´finition d’un syste`me de fonctions BG˜
On revient au cas ou` (G, G˜, a) est quelconque. Soit G′ = (G′,G ′, s˜) une donne´e
endoscopique de (G, G˜, a). On peut fixer une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆαˆ)αˆ∈∆ˆ)
de Gˆ de sorte que s˜ = sθˆ avec s ∈ Tˆ . Introduisons ”les” paires de Borel e´pingle´es E =
(B, T, (Eα)α∈∆) et E
′
= (B
′
, T
′
, (E
′
α)α∈∆′) de G et G
′. Le choix de Eˆ permet d’identifier
T
′
a` T/(1− θ)(T ), cf. [I] 1.5. On fixe e ∈ Z(G˜) et on note e′ son image dans Z(G˜′). Soit
ǫ ∈ G˜′ss(F ). On peut identifier (B
′
, T
′
) a` une paire de Borel conserve´e par adǫ. Alors ǫ
s’e´crit µe′, avec µ ∈ T
′
et on rele`ve µ en un e´le´ment ν ∈ T . On utilise les notations de
[I] 1.6. En particulier, on note Σ(T ) l’ensemble des racines de T dans G et ΣG
′
ǫ(T
′
) celui
des racines de T ′ dans G′ǫ. D’apre`s [W2] 3.3, l’ensemble Σ
G′ǫ(T
′
) est alors la re´union des
ensembles suivants
(a) les Nα, pour α ∈ Σ(T ) de type 1 tels que Nα(ν) = 1 et Nαˆ(s) = 1 ;
(b) les 2Nα pour α ∈ Σ(T ) de type 2 tels que Nα(ν) = 1 et Nαˆ(s) = 1
(c) les 2Nα pour α ∈ Σ(T ) de type 2 tels que Nα(ν) = −1 et Nαˆ(s) = 1 ;
(d) les Nα pour α ∈ Σ(T ) de type 3 tels que Nα(ν) = 1 et Nαˆ(s) = −1.
On de´finit une fonction BG˜ǫ sur cet ensemble de la fac¸on suivante. Dans le cas (a),
BG˜ǫ (Nα) = nα (rappelons que nα est le plus petit entier n ≥ 1 tel que θ
n(α) = α).
Dans le cas (b), BG˜ǫ (2Nα) = 2nα. Dans le cas (c), B
G˜
ǫ (2Nα) = nα. Dans le cas (d),
BG˜ǫ (Nα) = 2nα.
Lemme. La fonction BG˜ǫ ne de´pend pas des choix faits dans sa construction. Elle ve´rifie
les conditions de 1.8.
Preuve. La fonction BG˜ǫ ve´rifie B
G˜
ǫ (−β) = B
G˜
ǫ (β) pour tout β ∈ Σ
G′ǫ(T
′
). Introduisons
les groupes de Weyl WG
′
ǫ de G′ǫ et W
G′ de G′ tous deux relatifs a` T
′
et le groupe de
Weyl W de G relatif a` T . On a
(1) WG
′
ǫ ⊂ {w ∈ WG
′
;w(µ) = µ}.
En effet, puisque e′ commute a` tout e´le´ment de G′, un e´le´ment x ∈ G′ ve´rifie adx(ǫ) =
ǫ si et seulement s’il ve´rifie adx(µ) = µ.
(2) WG
′
s’identifie a` un sous-groupe de l’ensemble des w ∈ W θ qui fixent l’image de
s dans Tˆ /(1− θˆ)(Tˆ ).
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Le groupe WG
′
s’identifie au groupe de Weyl de Gˆ′ relatif a` Tˆ θˆ,0. Un e´le´ment x ∈ Gˆ′
qui normalise ce tore normalise aussi Tˆ . Il ve´rifie en outre sθˆ(x)s−1 = x. Cela entraˆıne
que son image w dans W est fixe par θˆ. On peut alors l’e´crire x = tn, ou` t ∈ Tˆ et n est
fixe par θˆ. Alors on a l’e´galite´ nsn−1 = t−1sθˆ(t), d’ou` w(s) ∈ s(1− θˆ)(Tˆ ). 
Il re´sulte de (1) et (2) que l’action sur T ′ d’un e´le´ment de WG
′
ǫ co¨ıncide avec celle
d’un e´le´ment de W θ qui conserve l’image de ν dans T/(1 − θ)(T ) et celle de s dans
Tˆ /(1− θˆ)(Tˆ ). L’action d’un tel e´le´ment ne change ni le type d’une racine α ∈ Σ(T ), ni
le nombre nα, ni les valeurs Nα(ν) et Nαˆ(s). D’ou` l’e´galite´ B
G˜
ǫ (wβ) = B
G˜
ǫ (β) pour tout
β ∈ ΣG
′
ǫ(T
′
) et tout w ∈ WG
′
ǫ.
On comple`te la paire de Borel (B′∩G′ǫ, T
′) de G′ǫ en une paire de Borel e´pingle´e E
′
ǫ. On
introduit les actions galoisiennes quasi-de´ploye´es σ 7→ σG′∗ǫ , resp. σ 7→ σG′∗ , σ 7→ σG∗ , de
ΓF sur G
′
ǫ, resp. G
′, G, relatives aux paires de Borel e´pingle´es E ′ǫ, resp. E
′, E . En notant
σ 7→ σG′ et σ 7→ σG les actions naturelles sur G
′ et G, ou G˜′ et G˜, on a des e´galite´s
σG′∗ǫ = adu′ǫ(σ) ◦σG′ , σG′∗ = adu′(σ) ◦σG′ et σG∗ = adu(σ) ◦σG, ou` u
′
ǫ(σ) ∈ G
′
ǫ, u
′(σ) ∈ G′ et
u(σ) ∈ G. On introduit le cocycle z : ΓF → Z(G) tel que adu(σ) ◦ σG(e) = z(σ)
−1e pour
tout σ ∈ ΓF . On a
(3) σG′∗ǫ (µ) = z(σ)µ pour tout σ ∈ ΓF .
Comme on l’a dit dans la preuve de (1), u′ǫ(σ) commute a` µ puisqu’il commute a` ǫ.
Donc σG′∗ǫ (µ) = σG′(µ). Par de´finition de l’action galoisienne sur Z(G˜
′), on a σG′(e
′) =
z(σ)−1e′. Puisque ǫ ∈ G′(F ), on a σG′(ǫ) = ǫ, c’est-a`-dire σG′(µe
′) = µe′. D’ou` σG′(µ) =
z(σ)µ. 
On a
(4) pour tout σ ∈ ΓF , il existe w
′(σ) ∈ WG
′
tel que l’on ait l’e´galite´ σG′∗ǫ = w
′(σ)◦σG′∗
sur T ′.
En effet, σG′∗ǫ = adu′ǫ(σ)u′(σ)−1 ◦σG′∗ . Puisque ces deux actions conservent T
′, l’e´le´ment
u′ǫ(σ)u
′(σ)−1 normalise ce tore et de´finit l’e´le´ment w′(σ) cherche´.
Pour simplifier, on conserve la notation σ 7→ σG∗ pour l’action galoisienne sur Gˆ. On
a
(5) pour tout σ ∈ ΓF , il existe w(σ) ∈ W
θ tel que l’on ait l’e´galite´ σG′∗ = w(σ) ◦ σG∗
et que, sur Tˆ , w(σ) ◦ σG∗ conserve l’image de s dans Tˆ /Z(Gˆ)(1− θˆ)(Tˆ ).
Pour σ ∈ ΓF , on rele`ve σ en u ∈ WF et on choisit gu = (g(u), u) ∈ G
′ tel que adgu
co¨ıncide avec uG′∗ sur Gˆ
′. L’e´le´ment g(u) normalise Tˆ θˆ,0 donc aussi Tˆ . On a sθˆ(g(u))σG∗(s)
−1 =
a(u)g(u). Cela entraˆıne que l’image w(σ) de g(u) dans W est fixe par θˆ. On peut
e´crire g(u) = tn avec t ∈ Tˆ et n fixe par θˆ. Alors nσG∗(s)n
−1 = a(u)−1t−1sθˆ(t), d’ou`
w(σ) ◦ σG∗(s) ∈ sZ(Gˆ)(1− θˆ)(Tˆ ). L’assertion (5) en re´sulte. 
Il re´sulte de (4) et (5) que, pour σ ∈ ΓF , σG′∗ǫ co¨ıncide sur T
′ avec w′(σ)w(σ)σG∗. Il
re´sulte de (2), (3) et (5) que cette action conserve l’image de ν dans T/Z(G)(1−θ)(T ) et
l’image de s dans Tˆ /Z(Gˆ)(1− θˆ)(Tˆ ). Une telle action ne change ni le type d’une racine
α ∈ Σ(T ), ni le nombre nα, ni les valeurs Nα(ν) et Nαˆ(s). D’ou` l’e´galite´ B
G˜
ǫ (σG′∗ǫ (β)) =
BG˜ǫ (β) pour tout β ∈ Σ
G′ǫ(T
′
) et tout σ ∈ ΓF .
On a ainsi ve´rifie´ la premie`re condition de 1.8. Ve´rifions la seconde. Posons Σ1 =
ΣG
′
ǫ(T ′) et notons Σˇ1 l’ensemble associe´ de coracines. On conside`re Σ1, resp. Σˇ1, comme
un sous-ensemble de X∗(T ′ǫ,SC)⊗ R, resp. X∗(T
′
ǫ,SC)⊗ R, ou` T
′
ǫ,sc est l’image re´ciproque
de T ′ dans G′ǫ,SC. Posons b = B
G˜
ǫ ,
Σ2 = {α/b(α);α ∈ Σ1},
Σˇ2 = {b(α)αˇ;α ∈ Σ1},
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ou` αˇ est la coracine associe´e a` α. On a
(6) Σ2 est un syste`me de racines dont Σˇ2 est l’ensemble associe´ de coracines.
En effet, posons η = νe ∈ G˜. Si on oublie les actions galoisiennes qui ne comptent
pas pour ce que l’on veut prouver, on a construit en [W2] 3.5 un groupe H¯ qui est un
groupe endoscopique de Gη,SC et tel que G
′
ǫ,SC et H¯SC sont en situation d’endoscopie
non standard (cf. [W2] 1.7). Alors Σ2 est l’ensemble de racines de ce groupe H¯ et Σˇ2 est
l’ensemble de coracines associe´ ([W2] 3.3(2)).
Remarque. La fonction BG˜ǫ a e´videmment e´te´ de´finie pour que (6) soit ve´rifie´e.
Il est facile de classifier les triplets (Σ1,Σ2, b) ve´rifiant la condition (6), cf. [W2]
1.7. Il sont produits de triplets analogues tels que Σ1 et Σ2 sont irre´ductibles. Dans le
cas irre´ductible, a` homothe´tie pre`s (c’est-a`-dire quitte a` multiplier b par un rationnel
strictement positif), les possibilite´s sont les suivantes :
- Σ1 et Σ2 sont de meˆme type et b est constante ;
- Σ1 est de type Bn, Cn, F4 ou G2, Σ2 est respectivement de type Cn, Bn, F4 ou G2
et b est le carre´ de la fonction longueur.
Cela ve´rifie exactement la seconde condition de 1.8.
On doit montrer que la de´finition ne de´pend pas des choix. On peut voir que changer
de choix revient a` remplacer composer l’identification de T ′ a` T/(1− θ)(T ) par l’action
d’un e´le´ment w de W θ, remplacer ν par un e´le´ment de w(ν)Z(G)(1− θ)(T ) et s par un
e´le´ment de w(s)Z(Gˆ)(1− θˆ)(Tˆ ). On laisse la ve´rification fastidieuse de ce fait au lecteur.
Il est clair qu’une telle modification laisse BG˜ǫ inchange´e. 
Pour tout ǫ ∈ G˜′ss(F ), on vient de de´finir une fonction B
G˜
ǫ sur l’ensemble de racines
de G′ǫ. Il re´sulte de la de´finition que ces fonctions ve´rifient la condition (2) de 1.9. Elles
se regroupent donc en un syste`me de fonctions BG˜ sur G˜′(F ) au sens de ce paragraphe.
Soit G′0 = (G
′
0,G
′
0, s˜0) une donne´e endoscopique e´quivalente a` G
′. Il y a alors un iso-
morphisme α˜ : G˜′ → G˜′0 de´fini sur F , unique modulo composition avec un automorphisme
inte´rieur (cf. [I] 1.5). Les de´finitions entraˆınent que cet isomorphisme est compatible aux
syste`mes de fonctions BG˜ de´finis sur G˜′(F ) et G˜′0(F ).
1.12 Inte´grales orbitales ponde´re´es ω-e´quivariantes et endosco-
pie
Soit (G, G˜, a) un triplet quelconque. Soient M˜ un espace de Levi de G˜ et M′ =
(M ′,M′, ζ˜) une donne´e endoscopique elliptique et relevante de M˜ . Comme en [I] 3.2, on
re´alise LM comme espace de Levi standard de LG et on impose que le cocycle aM associe´
a` cette donne´e prend ses valeurs dans Z(Gˆ) et que sa classe dans H1(WF ;Z(Gˆ)) est a.
Soit s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ. On construit la donne´e endoscopique G′(s˜) = (G′(s˜),G ′(s˜), s˜), cf.
[I] 3.3. On introduit le syste`me de fonctions BG˜ sur G˜′(s)(F ).
Pour δ ∈ Dstge´om(M
′)⊗Mes(M ′(F ))∗ et f ∈ C∞c (G˜(F ))⊗Mes(G(F )), on pose
IG˜,E
M˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))S
G′(s˜)
M′
(δ, BG˜, fG
′(s˜)).
Expliquons cette formule. Le coefficient iM ′(G,G
′(s˜)) ge´ne´ralise celui du paragraphe 1.10.
Il est nul si G′(s˜) n’est pas elliptique. Si G′(s˜) est elliptique, on pose
iM˜ ′(G˜, G˜
′(s˜)) = [Z(Mˆ ′)ΓF : (Z(Mˆ ′)ΓF ∩ Z(Mˆ))][Z(Gˆ′(s˜))ΓF : (Z(Gˆ′(s˜))ΓF ∩ Z(Gˆ))]−1.
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Pour de´finir les termes du membre de droite, on a besoin de choisir des mesures sur des
espaces analogues a` AG˜
M˜
, cf. 1.1. Pour cela, on a fixe´ une forme quadratique sur X∗(T
∗)⊗
R. On remarque que pour chaque groupe G′(s˜) intervenant ci-dessus, un tore maximal
T ′(s˜) de ce groupe s’identifie sur F¯ a` T ∗/(1 − θ∗)(T ∗). Il s’en de´duit un isomorphisme
X∗(T
′(s˜))⊗R ≃ (X∗(T
∗)⊗R)θ
∗
On choisit pour forme quadratique sur le premier espace
la restriction au second de la forme que l’on a fixe´e. Si (G, G˜, a) n’est pas quasi-de´ploye´
et a` torsion inte´rieure ou si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure etM′ 6=M,
tous les termes S
G′(s˜)
M′
(δ, BG˜, fG
′(s˜)) sont bien de´finis graˆce aux hypothe`ses de re´currence
pose´es en 1.1. Si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et si M′ = M, un
seul terme ne l’est pas, a` savoir le terme SG
M
(δ, BG˜, fG) associe´ a` s˜ = ζ˜ = 1. On le
remplace dans ce cas par SG˜
M˜
(δ, BG˜, f) qui est bien de´fini. On a dans ce cas la simple
e´galite´ IG˜,E
M˜
(M, δ, f) = IG˜
M˜
(δ, f).
L’application f → IG˜,E
M˜
(M′, δ, f) se factorise en une application de´finie sur I(G˜(F ), ω)⊗
Mes(G(F )).
Remarque. Conforme´ment a` [I] 3.3(2), en supposant Mˆ standard, on pourrait aussi
sommer sur
s˜ ∈ ζ˜Z(Mˆ)ΓF /(Z(Gˆ)ΓF (1− θˆ)(Z(Mˆ)ΓF )),
(ou plus canoniquement sur ζ˜Z(Mˆ)ΓF /Z(Gˆ)ΓF a` conjugaison pre`s par Z(Mˆ)ΓF ) a` condi-
tion de multiplier les coefficients par |det((1− θM˜ )AM/(AM˜+AG)|.
Donnons une autre de´finition du coefficient iM˜ ′(G˜, G˜
′(s˜)). On suppose G′(s˜) ellip-
tique. Parce que
Z(Mˆ)ΓF ,θˆ = Z(Mˆ)ΓF ,θˆ,0Z(Gˆ)ΓF ,θˆ
et
Z(Mˆ)ΓF ,θˆ,0 ⊂ Z(Mˆ)ΓF ∩ Tˆ θˆ,0 ⊂ Z(Mˆ)ΓF ,θˆ,
on voit que l’homomorphisme naturel
(Z(Mˆ)ΓF ∩ Tˆ θˆ,0)/(Z(Gˆ)ΓF ∩ Tˆ θˆ,0)→ Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
est un isomorphisme. D’autre part, on a un homomorphisme naturel
(Z(Mˆ)ΓF ∩ Tˆ θˆ,0)/(Z(Gˆ)ΓF ∩ Tˆ θˆ,0)→ Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF .
On peut donc l’interpre´ter comme un homomorphisme
(1) Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF .
Le groupe d’arrive´e n’est autre que Z(Mˆ ′ad)
ΓF , ou` Mˆ ′ad est ’image de Mˆ
′ dans Gˆ′(s˜)AD.
Donc ce groupe est connexe et l’homomorphisme (1) est surjectif. On a
(2) iM˜ ′(G˜, G˜
′(s˜)) est l’inverse du nombre d’e´le´ments du noyau de (1).
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Preuve. On a un diagramme commutatif
1
↓
1 1 A
↓ ↓ ↓
1 → Z(Gˆ)ΓF ∩ Tˆ θˆ,0 → Z(Mˆ)ΓF ∩ Tˆ θˆ,0 → Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → 1
↓ ↓ ↓
1 → Z(Gˆ′(s˜)ΓF → Z(Mˆ ′)ΓF → Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF → 1
↓ ↓ ↓
B C 1
↓ ↓
1 1
Les groupes A, B, C sont de´finis de sorte que les colonnes soient exactes. Par un raison-
nement d’alge`bre e´le´mentaire, on en de´duit une suite exacte
1→ A→ B → C → 1
On a Z(Mˆ)ΓF ∩ Tˆ θˆ,0 = Z(Mˆ) ∩ Z(Mˆ ′)ΓF et Z(Gˆ)ΓF ∩ Tˆ θˆ,0 = Z(Gˆ) ∩ Z(Gˆ′(s˜))ΓF . Donc
iM˜ ′(G˜, G˜
′(s˜)) = |B|−1|C| = |A|−1.
Mais A est le noyau de (1). 
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure (auquel cas on
note simplement ζ = ζ˜). Fixons un syste`me de fonctions B comme en 1.9. Comme
en 1.10, pour tout s ∈ ζZ(Mˆ)ΓF /Z(Gˆ)ΓF , ce syste`me de fonctions en de´termine un
sur G˜′(s)(F ), que l’on note encore B. Pour δ ∈ Dstge´om(M
′) ⊗ Mes(M ′(F ))∗ et f ∈
C∞c (G˜(F ))⊗Mes(G(F )), on pose
IG˜,E
M˜
(M′, δ, B, f) =
∑
s∈ζZ(Mˆ)ΓF /Z(Gˆ)ΓF
iM˜ ′(G˜, G˜
′(s))S
G′(s)
M′
(δ, B, fG
′(s)).
Variante. Supposons G = G˜ et a = 1. Fixons une fonction B comme en 1.8. Comme
dans la variante pre´ce´dente, pour tout s ∈ ζZ(Mˆ)ΓF /Z(Gˆ)ΓF , cette fonction se restreint
en une fonction pour G′(s)(F ), a fortiori comme un syste`me de fonctions comme en 1.9
(pour tout ǫ ∈ G′(s)ss(F ), Bǫ est la restriction de B au syste`me de racines de G
′(s)ǫ).
Pour δ ∈ Dstunip(M
′)⊗Mes(M ′(F ))∗ et f ∈ C∞c (G(F ))⊗Mes(G(F )), on pose
IG,EM (M
′, δ, B, f) =
∑
s∈ζZ(Mˆ)ΓF /Z(Gˆ)ΓF
iM ′(G,G
′(s))S
G′(s)
M′
(δ, B, fG
′(s)).
1.13 Action d’un groupe d’automorphismes
Les donne´es sont les meˆmes que dans le paragraphe pre´ce´dent. On a introduit en
[I] 3.2 le groupe d’automorphismes Aut(M˜,M′). Il agit sur Dstge´om(M
′) ou Dstge´om(M
′)⊗
Mes(M ′(F ))∗. On note cette action (x, δ) 7→ x(δ).
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Lemme. Soient x ∈ Aut(M˜,M′) et δ ∈ Dstge´om(M
′) ⊗Mes(M ′(F ))∗. Pour tout f ∈
I(G˜(F ), ω)⊗Mes(G(F )), on a l’e´galite´
IG˜,E
M˜
(M′, x(δ), f) = IG˜,E
M˜
(M′, δ, f).
Preuve. On re´alise LM comme espace de Levi standard de LG. D’apre`s la de´finition de
[I] 3.2, x est un e´le´ment de Gˆ tel que adx(Mˆ) = Mˆ , adx(M
′) =M′ et adx(ζ˜) ∈ Z(Mˆ)ζ˜.
Montrons que
(1) adx(ζ˜) ∈ Z(Mˆ)
ΓF ζ˜.
Rappelons que ζ˜m′ = a(w)m′w(ζ˜) pour tout (m′, w) ∈ M′, ou` a est a` valeurs
dans Z(Gˆ). Ecrivons adx(ζ˜) = zζ˜ , avec z ∈ Z(Mˆ). Pour (m
′, w) ∈ M′, posons m′′ =
x−1m′w(x). Alors (m′′, w) ∈M′, donc ζ˜m′′ = a(w)m′′w(ζ˜), c’est-a`-dire
ζ˜x−1m′w(x) = a(w)x−1m′w(x)w(ζ˜).
Cela e´quivaut a` adx(ζ˜)m
′ = a(w)m′w(adx(ζ˜)), ou encore a` zζ˜m
′ = a(w)m′w(z)w(ζ˜). En
comparant avec la premie`re e´galite´ de la preuve, on obtient w(z) = z. D’ou` (1).
D’autre part, x normalise Mˆ et la classe xMˆ est conserve´e par l’action galoisienne
et par θˆ (parce que adx normalise
LMθˆ, cf. [I] 3.2). Il en re´sulte que la restriction de
adx a` Z(Mˆ) conserve aussi ces actions. Alors l’application s˜ 7→ xs˜x
−1 de´finit une bijec-
tion de ζ˜Z(Mˆ)ΓF /(Z(Gˆ)ΓF (1 − θˆ)(Z(Mˆ)ΓF )) sur lui-meˆme. Les donne´es endoscopiques
G′(s˜) et G′(xs˜x−1) sont e´quivalentes, l’e´quivalence e´tant de´finie par x. Cette e´quivalence
e´change les syste`mes de fonctions BG˜ relatives aux deux groupes, ainsi qu’il re´sulte de
leur de´finition. L’e´quivalence de´finit un isomorphisme de SI(G′(s˜)) sur SI(G′(xs˜x−1)).
Cet isomorphisme envoie fG
′(s˜) sur fG
′(xs˜x−1). Par restriction a` M′ puis par dualite´, il
s’en de´duit un automorphisme de Dstge´om(M
′) qui n’est autre que celui introduit avant
l’e´nonce´. Il en re´sulte que
S
G′(xs˜x−1)
M′
(xδ, BG˜, fG
′(xs˜x−1)) = S
G′(s˜)
M′
(δ, BG˜, fG
′(s˜)).
On a aussi e´videmment l’e´galite´ iM˜ ′(G˜, G˜
′(xs˜x−1)) = iM˜ ′(G˜, G˜
′(s˜)). L’e´nonce´ re´sulte alors
du simple changement de variables s˜ 7→ xs˜x−1 dans la de´finition de IG˜,E
M˜
(M′, x(δ), f). 
Corollaire. Soit δ ∈ Dstge´om(M
′)⊗Mes(M ′(F ))∗. Supposons que l’une des conditions
suivantes soit ve´rifie´e :
(i) la projection de δ sur le sous-espace des e´le´ments de Dstge´om(M
′)⊗Mes(M ′(F ))∗
invariants par l’action de Aut(M˜,M′) est nulle ;
(ii) le support de δ ne coupe pas l’ensemble des δ ∈ M˜ ′(F ) tels que NM˜
′,M˜(δ) ∈
NM˜ (M˜ab(F )).
Alors on a l’e´galite´ IG˜,E
M˜
(M′, δ, f) = 0 pour tout f ∈ I(G˜(F ))⊗Mes(G(F )).
Preuve. D’apre`s le lemme, on peut remplacer δ par sa projection sur le sous-espace
des e´le´ments de Dstge´om(M
′) ⊗Mes(M ′(F ))∗ invariants par l’action de Aut(M˜,M′). La
conclusion s’ensuit sous l’hypothe`se (i). Par ailleurs, graˆce a` [I] lemme 2.6, on voit que
(ii) entraˆıne (i). 
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonctions B comme en 1.9. Les re´sultats ci-dessus valent aussi pour les distributions
IG˜,E
M˜
(M′, δ, B, f).
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Variante. Supposons G = G˜ et a = 1. Fixons une fonction B comme en 1.8. Les
re´sultats ci-dessus valent aussi pour les distributions IG,EM (M
′, δ, B, f).
1.14 Formules de descente
Les donne´es sont les meˆmes qu’en 1.12. On va conside´rer trois situations dans les-
quelles on a des formules de descente pour les distributions introduites en 1.10 et 1.12.
(a) Soit R′ un groupe de Levi de M ′ qui est relevant. Modulo certains choix, on
construit comme en [I] 3.4 un sous-espace de Levi R˜ de M˜ et une donne´e endoscopique
elliptique et relevante R′ de R˜. On dispose d’un homomorphisme
I(M′)⊗Mes(M ′(F )) → I(R′)⊗Mes(R′(F ))
ϕ 7→ ϕ
R′
et d’un homomorphisme dual
Dge´om(R
′)⊗Mes(R′(F ))∗ → Dge´om(M
′)⊗Mes(M ′(F ))∗
δ 7→ δM
′
qui pre´serve la stabilite´.
(b) On suppose que (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et on fixe un
syste`me de fonctions B comme en 1.9. Soit R un groupe de Levi de M . On a les meˆmes
homomorphismes que ci-dessus pour M′ =M et R′ = R. On re´alise Rˆ et Mˆ comme des
groupes de Levi standard de Gˆ. Posons dans ce cas la de´finition suivante. Soit L˜ ∈ L(R˜).
Il lui correspond un e´le´ment Lˆ ∈ L(Rˆ). Alors
eG˜
R˜
(M˜, L˜) =
{
dG˜
R˜
(M˜, L˜)[(Z(Mˆ)ΓF ∩ Z(Lˆ)ΓF ) : Z(Gˆ)ΓF ]−1, si AGM ⊕A
G
L = A
G
R,
0, sinon.
Remarquons que l’hypothe`se AGM ⊕ A
G
L = A
G
R entraˆıne que le quotient (Z(Mˆ)
ΓF ∩
Z(Lˆ)ΓF )/Z(Gˆ)ΓF est fini. Remarquons aussi que le terme [(Z(Mˆ)ΓF∩Z(Lˆ)ΓF ) : Z(Gˆ)ΓF ]−1
peut s’interpre´ter comme l’inverse du nombre d’e´le´ments du noyau de l’homomorphisme
naturel
Z(Mˆ)ΓF /Z(Gˆ)ΓF → Z(Rˆ)ΓF /Z(Lˆ)ΓF .
(c) Soit R′ un groupe de Levi de M ′ qui n’est pas relevant. L’espace Dge´om(R
′) n’est
pas de´fini. Ne´anmoins, fixons des donne´es supple´mentaires M ′1, ...,∆1 pour M
′. On a
alors un homomorphisme d’induction
Dge´om,λ1(R˜
′
1(F ))⊗Mes(R
′(F ))∗ → Dge´om,λ1(M˜
′
1(F ))⊗Mes(M
′(F ))∗
‖
Dge´om(M
′)⊗Mes(M ′(F ))∗
δ 7→ δM
′
Proposition. (i) Dans la situation (a), soient δ ∈ Dstge´om(R
′) ⊗Mes(R′(F ))∗ et f ∈
I(G˜(F ), ω)⊗Mes(G(F )). On a l’e´galite´
IG˜,E
M˜
(M′, δM
′
, f) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜,E
R˜
(R′, δ, fL˜,ω).
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(ii) Dans la situation (b), soient δ ∈ Dstge´om(R) ⊗ Mes(R(F ))
∗ et f ∈ I(G˜(F )) ⊗
Mes(G(F )). On a l’e´galite´
SG˜
M˜
(δM , B, f) =
∑
L˜∈L(R˜)
eG˜
R˜
(M˜, L˜)SL˜
R˜
(δ, B, fL˜).
(iii) Dans la situation (c), soient δ ∈ Dge´om,λ1(R˜
′
1(F ))⊗Mes(R
′(F ))∗ et f ∈ I(G˜(F ), ω)⊗
Mes(G(F )). On a l’e´galite´ IG˜,E
M˜
(M′, δM
′
, f) = 0.
Preuve. On choisit une paire de Borel e´pingle´e Eˆ = (Bˆ, Tˆ , (Eˆα)α∈∆) de Gˆ comme en [I]
1.5. Si (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure et siM′ =M, la formule (i) n’est
autre que celle du lemme 1.7. On exclut ce cas. On peut supposer que Rˆ ⊂ Mˆ sont des
Levi standard de Mˆ . On e´crit R′ = (R′,R′, ζ˜). On peut supposer que M′ = (M ′,M′, ζ˜),
avec M′ = Mˆ ′R′, cf. [I] 3.4. Rappelons la de´finition
(1) IG˜,E
M˜
(M′, δM
′
, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))S
G
′(s˜)
M′
(δM
′
, BG˜, fG
′(s˜)).
Pour chaque s˜, on fixe des donne´es auxiliaires G′(s˜)1, ...,∆(s˜)1. On note λ(s˜)1 le caracte`re
associe´ de C(s˜)1(F ) et M˜
′(s˜)1 l’image re´ciproque de M˜
′ dans G˜′(s˜)1. On peut remplacer
S
G′(s˜)
M′
(δM
′
, fG
′(s˜)) par S
G˜′(s˜)1
M˜ ′(s˜)1,λ(s˜)1
(δ(s˜)
M ′(s˜)1
1 , f
G˜′(s˜)1). L’assertion (ii) se ge´ne´ralise au cas
ou` les fonctions et distributions se transforment selon un caracte`re d’un tore central. La
preuve est formelle. On applique cette assertion par re´currence a` chacun des termes du
second membre. On obtient
(2) IG˜,E
M˜
(M′, δM
′
, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
L˜′s˜∈L
G˜′(s˜)(R˜′)
e
G˜′(s˜)1
R˜′(s˜)1
(M˜ ′(s˜)1, L˜
′
s˜,1)S
L˜′s˜,1
R˜′(s˜)1,λ(s˜)1
(δ(s˜)1, B
G˜, (f G˜
′(s˜)1)L˜′s˜,1
)
(L˜′s˜,1 est l’image re´ciproque de L˜
′
s˜ dans G˜
′(s˜)1). Rappelons que l’on peut identifier L(R˜)
a` un sous-ensemble de L(Rˆ) et de meˆme, pour tout s˜, LG˜
′(s˜)(R˜′) a` un sous-ensemble de
LGˆ
′(s˜)(Rˆ′). Soient s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ et L˜′s˜ ∈ L
G˜′(s˜)(R˜′). L’espace AL′ est inclus
dans AR′ qui s’identifie a` AR˜ puisque R
′ est une donne´e elliptique de (R, R˜, a). Un rai-
sonnement standard montre qu’il existe un unique L˜ ∈ L(R˜) de sorte que AL′ s’identifie
a` AL˜. Alors Lˆ
′
s˜ est e´gal a` l’intersection de Gˆ
′(s˜) avec Lˆ et aussi a` la composante neutre
du commutant de s˜ dans Mˆ . On introduit le groupe L′(s˜) = Lˆ′s˜R
′. Alors (L′s˜,L
′(s˜), s˜)
n’est autre que la donne´e endoscopique L′(s˜) de (L, L˜, a). Cette donne´e est elliptique
par construction et est relevante puisqu’elle ”contient” R′ qui l’est par hypothe`se. Les
donne´es L′s˜,1, ... obtenues par restriction de celles fixe´es pour G
′(s˜) sont des donne´es
auxiliaires pour L′(s˜). Enfin on a l’e´galite´ (f G˜
′(s˜)1)L˜′s˜,1
= (fL˜,ω)
L˜′s˜,1. Tout cela montre que
l’on a
S
L˜′s˜,1
R˜′(s˜)1,λ(s˜)1
(δ(s˜)1, B
G˜, (f G˜
′(s˜)1)L˜′s˜,1) = S
L
′(s˜)
R′
(δ, BG˜, (fL˜,ω)
L′(s˜)).
Il est clair que d
G˜′(s˜)1
R˜′(s˜)1
(M˜ ′(s˜)1, L˜
′
s˜,1) = d
G˜′(s˜)
R˜′
(M˜ ′, L˜′(s˜)) (par exemple, A
G′(s˜)1
R′(s˜)1
= A
G′(s˜)
R′ ).
On ve´rifie que l’homomorphisme naturel
(Z(Mˆ ′)ΓF ∩ Z(Lˆ′(s˜))ΓF )/Z(Gˆ′(s˜))ΓF → (Z(Mˆ ′(s˜)1)
ΓF ∩ Z(Lˆ′s˜,1)
ΓF )/Z(Gˆ′(s˜)1)
ΓF
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est bijectif (cf. la preuve de la relation (6) de 1.10). On en de´duit que e
G˜′(s˜)1
R˜′(s˜)1
(M˜ ′(s˜)1, L˜
′
s˜,1) =
e
G˜′(s˜)
R˜′
(M˜ ′, L˜′(s˜)).
On est parti d’un couple (s˜, L˜′s˜) et on lui a associe´ L˜ ∈ L(R˜). A fortiori, on peut
lui associer le couple (s˜, L˜). On voit que l’on obtient une bijection de notre ensemble de
couples (s˜, L˜′s˜) sur celui des couples (s˜, L˜) pour lequel la donne´e endoscopique L
′(s˜) est
elliptique.
Utilisons les relations ci-dessus et regroupons les L˜′s˜ qui interviennent dans la formule
(2) selon l’espace de Levi L˜ que l’on vient de leur associer. On obtient
(3) IG˜,E
M˜
(M′, δM
′
, f) =
∑
L˜∈L(R˜)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ ;L′(s˜) elliptique
iM˜ ′(G˜, G˜
′(s˜))
e
G˜′(s˜)
R˜′
(M˜ ′, L˜′(s˜))S
L′(s˜)
R′
(δ, BG˜, (fL˜,ω)
L′(s˜)).
Fixons L˜ ∈ L(R˜).Pour chaque espace L˜′(s˜) apparaissant ci-dessus, les syste`mes de fonc-
tions BG˜ et BL˜ sont les meˆmes, ce qui nous autorise a` remplacer le premier par le second.
Un e´le´ment s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ n’intervient effectivement dans la formule ci-dessus
que si L′(s˜) est elliptique, G′(s˜) l’est aussi (d’apre`s la de´finition de iM˜ ′(G˜, G˜
′(s˜))) et
A
G′(s˜)
R′ = A
M ′
R′ ⊕ A
L′(s˜)
R′ (d’apre`s la de´finition de e
G˜′(s˜)
R˜′
(M˜ ′, L˜′(s˜))). Les deux premie`res
conditions plus les hypothe`ses que M′ et R′ sont elliptiques entraˆınent les e´galite´s
A
G′(s˜)
R′ = A
G˜
R˜
, AM
′
R′ = A
M˜
R˜
, A
L′(s˜)
R′ = A
L˜
R˜
. L’e´galite´ pre´ce´dente devient AG˜
R˜
= AM˜
R˜
⊕AL˜
R˜
. Plus
pre´cise´ment les rapports de mesures sont les meˆmes, c’est-a`-dire que d
G˜′(s˜)
R˜′
(M˜ ′, L˜′(s˜)) =
dG˜
R˜
(M˜, L˜). Inversement, si ce dernier nombre n’est pas nul et si L′(s˜) est elliptique, G′(s˜)
l’est aussi. En effet, l’espace A
G′(s˜)
R′ contient A
M ′
R′ et A
L′(s˜)
R′ puisque M
′ et L′(s˜) sont des
Levi de G′(s˜). Il contient donc leur somme, laquelle est AG˜
R˜
, ce qui assure l’ellipticite´.
On suppose de´sormais dG˜
R˜
(M˜, L˜) 6= 0. En se rappelant la de´finition des diffe´rents
coefficients, on peut donc re´crire la sous-somme de (3) indexe´e par L˜ sous la forme
(4) dG˜
R˜
(M˜, L˜)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ;L′(s˜) elliptique
X(s˜)S
L
′(s˜)
R′
(δ, BL˜, (fL˜,ω)
L
′(s˜)),
ou`
X(s˜) = iM˜ ′(G˜, G˜
′(s˜))[(Z(Mˆ ′)ΓF ∩ Z(Lˆ′(s˜))ΓF ) : Z(Gˆ′(s˜))ΓF ]−1.
Les deux facteurs composant X(s˜) sont les inverses des nombres d’e´le´ments des noyaux
des homomorphismes
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF
et
Z(Mˆ ′)ΓF /Z(Gˆ′(s˜))ΓF → Z(Rˆ′)ΓF /Z(Lˆ′(s˜))ΓF .
Ces deux homomorphismes e´tant surjectifs, X(s˜) est l’inverse du nombre d’e´le´ments du
noyau de l’homomorphisme compose´
p1(s˜) : Z(Mˆ)
ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z(Rˆ′)ΓF /Z(Lˆ′(s˜))ΓF .
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La donne´e G′(s˜) a maintenant disparu et tous les termes ne de´pendent que de la classe
s˜Z(Lˆ)ΓF ,θˆ. Rappelons que l’hypothe`se AG˜
R˜
= AM˜
R˜
⊕AL˜
R˜
entraˆıne dualement que l’homo-
morphisme
(Z(Mˆ)ΓF ,θˆ,0 × Z(Lˆ)ΓF ,θˆ,0)/diag−(Z(Gˆ)
ΓF ,θˆ,0)→ Z(Rˆ)ΓF ,θˆ,0
est surjectif de noyau fini (diag− est le plongement antidiagonal). Rappelons aussi que
Z(Rˆ)ΓF ,θˆ = Z(Rˆ)ΓF ,θˆ,0Z(Lˆ)ΓF ,θˆ.
On en de´duit que l’homomorphisme naturel.
p2 : Z(Mˆ)
ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ → Z(Rˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ
est aussi surjectif de noyau fini. On peut re´crire la formule (4) en sommant sur l’espace
d’arrive´e de cet homomorphisme plutoˆt que sur son espace de de´part. On obtient
(5) dG˜
R˜
(M˜, L˜)
∑
s˜∈ζ˜Z(Rˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ;L′(s˜) elliptique
|Ker(p2)|X(s˜)S
L′(s˜)
R′
(δ, BL˜, (fL˜,ω)
L′(s˜)).
On a l’e´galite´
(6) |Ker(p2)|X(s˜) = iR˜′(L˜, L˜
′(s˜)).
En effet, l’homomorphisme p1(s˜) se factorise en
Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
p2
→ Z(Rˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ → Z(Rˆ′)ΓF /Z(Lˆ′(s˜))ΓF .
Ces deux homomorphismes e´tant surjectifs et X(s˜) e´tant l’inverse du nombre d’e´le´ments
de leur compose´, le produit |Ker(p2)|X(s˜) est l’inverse du nombre d’e´le´ments du noyau
du second homomorphisme. C’est iR˜′(L˜, L˜
′(s˜)) par de´finition de ce terme.
Remplac¸ons |Ker(p2)|X(s˜) par iR˜′(L˜, L˜
′(s˜)) dans la formule (5). Cela nous permet de
supprimer la condition L′(s˜) elliptique puisque ce terme est nul si cette condition n’est
pas ve´rifie´e. Alors (5) co¨ıncide avec le produit de dG˜
R˜
(M˜, L˜) avec la formule qui de´finit
I L˜,E
R˜
(R′, δ, fL˜,ω). Reportons ensuite (5) dans l’e´galite´ (3). On obtient
IG˜,E
M˜
(M′, δM
′
, f) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜,E
R˜
(R′, δ, fL˜,ω).
C’est l’e´galite´ du (i) de l’e´nonce´.
La preuve de (ii) est similaire, a` ceci pre`s que l’on raisonne par re´currence. On part
de l’e´galite´ analogue a` (1)
IG˜
M˜
(δM , B, f) = SG˜
M˜
(δM , B, f) +
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜(G˜, G˜
′(s))S
G′(s)
M
(δM , B, fG
′(s)).
Pour le terme associe´ a` s 6= 1, on peut appliquer par re´currence la relation (ii) au terme
indexe´ par s. Pour le premier terme du membre de droite, on l’applique aussi mais,
puisqu’on ne sait pas encore qu’elle est vraie, on doit ajouter la diffe´rence X entre le
membre de gauche et celui de droite de l’e´galite´ du (ii). Le calcul se poursuit (c’en est
un cas particulier) et on obtient finalement
IG˜
M˜
(δM , B, f) = X +
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜
R˜
(δ, B, fL˜).
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Il reste a` appliquer le lemme 1.7 (dont on a dit qu’il se ge´ne´ralisait aux distributions
relatives au syste`me de fonctions B) pour conclure X = 0, ce que l’on voulait prouver.
La preuve de (iii) est plus de´licate. Montrons d’abord que l’on peut imposer des
hypothe`ses supple´mentaires aux donne´es R′ et δ. Du coˆte´ des groupes duaux, la situation
est la meˆme que dans le cas (i). On peut de´finir Rˆ comme la composante neutre du
commutant de Z(Rˆ′)ΓF ,0 dans Gˆ. On a de´ja` suppose´ Mˆ standard et, par un proce´de´
analogue, on peut supposer que Rˆ est lui-aussi standard. Les deux Levi Mˆ et Rˆ sont
invariants par ΓF et par θˆ. On pose R
′ = M′ ∩ (Rˆ ⋊WF ). On a encore M
′ = Mˆ ′R′.
Deux cas sont possibles. Le premier est
(7) Rˆ ne correspond a` aucun Levi de G.
Supposons au contraire que Rˆ corresponde a` un Levi R de G. Dans ce cas, R s’e´tend
naturellement en un espace de Levi R˜ de G˜ et (R′,R′, ζ˜) est une donne´e endoscopique
de (R, R˜, a). Alors l’hypothe`se que R′ n’est pas relevant signifie que cette donne´e endo-
scopique n’est pas relevante. On dispose des applications
R˜(F )
ց N R˜
R˜0,ab(F )
ր N R˜
′,R˜
R˜′(F )
.
Notons R˜′(F )in, resp. R˜′(F )out, l’ensemble des γ ∈ R˜′(F ) tels que N R˜
′,R˜(γ) appartient
a` l’image de N R˜, resp. n’appartient pas a` cette image. L’ensemble R˜′(F ) est union dis-
jointe de R˜′(F )in et R˜′(F )out. Ces deux ensembles sont ouverts, ferme´s et invariants par
conjugaison stable. Parce que R′ n’est pas relevant, R˜′(F )in ne contient aucun e´le´ment
elliptique et fortement R˜-re´gulier ([I] proposition 1.14). Par line´arite, on peut suppo-
ser que le support de δ est forme´ d’e´le´ments dont la partie semi-simple appartient a`
une classe de conjugaison stable fixe´e. Supposons que cette classe soit contenue dans
R˜′(F )in. Fixons ǫ dans cette classe. Parce que ǫ n’appartient pas a` un sous-tore tordu
elliptique de R˜, l’inclusion AR′ ⊂ AR′ǫ est stricte. On introduit le Levi S
′ de R′ tel
que AS′ = AR′ǫ . C’est un Levi propre. D’apre`s [I] lemme 5.12, il existe un e´le´ment
σ ∈ Dstge´om,λ1(S˜
′
1(F ))⊗Mes(S
′(F ))∗ tels que δ = σR
′
. Evidemment, le Levi S ′ est encore
moins relevant que R′. En raisonnant par re´currence sur la dimension de R′, on peut
supposer IG˜,E
M˜
(M′,σM
′
, f) = 0. Mais IG˜,E
M˜
(M′, δM
′
, f) = IG˜,E
M˜
(M′,σM
′
, f) et la conclusion
cherche´e s’ensuit. On est donc ramene´ au cas
(8) Rˆ correspond a` un espace de Levi R˜ de G˜ et le support de δ est contenu dans
l’ensemble R˜′(F )out ci-dessus.
Partons de la formule (1) et introduisons pour chaque s˜ des donne´es auxiliaires
G′(s˜)1, ...,∆(s˜)1. On dispose de l’isomorphisme de transition
C∞c,λ1(M˜
′
1(F ))→ C
∞
c,λ(s˜)1
(M˜ ′(s)1),
qui se restreint en un isomorphisme
C∞c,λ1(R˜
′
1(F ))→ C
∞
c,λ(s˜)1(R˜
′(s)1(F )).
Par dualite´, on a aussi un isomorphisme
Dstge´om,λ1(R˜
′
1(F ))→ D
st
ge´om,λ(s˜)1(R˜
′(s)1(F )).
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Par cet isomorphisme, δ s’identifie a` un e´le´ment δ(s˜)1 de l’espace d’arrive´e. Alors δ
M
′
s’identifie a` (δ(s˜)1)
M ′(s˜)1 . Avec cette de´finition, la formule (2) reste valable. Soient s˜ et
L˜′s˜ intervenant dans cette formule. La de´finition de L˜ n’a plus de sens puisque R˜ n’existe
plus. Mais on peut de´finir Lˆ ∈ L(Rˆ) comme le commutant de Z(Lˆ′(s˜))ΓF ,0 dans Gˆ.
C’est un Levi de Gˆ et il existe un sous-groupe parabolique Qˆ ∈ P(Lˆ) qui est invariant
par ΓF et θˆ. Si G e´tait quasi-de´ploye´, il correspondrait a` Lˆ un espace de Levi de G˜.
Mais G n’est pas suppose´ quasi-de´ploye´. On construit comme pre´ce´demment le triplet
L′(s˜) = (L′(s˜) = L′s˜,L
′(s˜), s˜). Il est elliptique pour Lˆ au sens ou` Z(Lˆ′s˜)
ΓF ,0 = Z(Lˆ)ΓF ,θˆ,0.
On regroupe les termes de (2) selon le Levi Lˆ et on obtient une formule paralle`le a` (3) :
IG˜,E
M˜
(M′, δM
′
, f) =
∑
Lˆ
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ;L′(s˜) elliptique
iM˜ ′(G˜, G˜
′(s˜))
e
G˜′(s˜)
R˜′
(M˜ ′, L˜′(s˜))S
L˜′(s˜)1
R˜′(s˜)1,λ(s˜)1
(δ(s˜)1, B
G˜, (f G˜
′(s˜)1)L˜′(s˜)1).
Ici Lˆ parcourt l’ensemble des e´le´ments de L(Rˆ) qui ve´rifient la condition ci-dessus : il
existe Qˆ ∈ P(Lˆ) qui est invariant par ΓF et θˆ. Fixons Lˆ. On va montrer que la sous-
somme indexe´e par Lˆ dans l’expression ci-dessus est nulle. Si elle est non nulle, il y a un
s˜ pour lequel (f G˜
′(s˜)1)L˜′(s˜)1 est non nulle. Cela entraˆıne que L
′(s˜) est relevant. A fortiori,
Lˆ correspond a` un espace de Levi de G˜, ou plus exactement a` une classe de conjugaison
de tels Levi. On peut donc fixer un espace de Levi L˜ de G˜ et supposer que Lˆ est le
groupe dual de L. Alors L′(s˜) est une donne´e endoscopique elliptique de (L, L˜, a) et on
a l’e´galite´ (f G˜
′(s˜)1)L˜′(s˜)1 = (fL˜,ω)
L˜′(s˜)1 . On peut aussi imposer que pour un s˜, le produit
des coefficients soit non nul. Cela impose que l’homomorphisme
(Z(Mˆ)ΓF ,θˆ,0 × Z(Lˆ)ΓF ,θˆ,0)/diag−(Z(Gˆ)
ΓF ,θˆ,0)→ Z(Rˆ′)ΓF ,0
est surjectif et de noyau fini. La condition d’ellipticite´ impose´e a` L′(s˜) entraˆıne que
l’espace A
L′(s˜)
R′ ne de´pend pas de s˜. Le coefficient d
G˜′(s˜)
R˜′
(M˜ ′, L˜′(s˜)) n’en de´pend pas non
plus. En notant d sa valeur constante, on obtient une formule paralle`le a` (4)∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ;L′(s˜) elliptique
dX(s˜)S
L˜′(s˜)1
R˜′(s˜)1,λ(s˜)1
(δ(s˜)1, B
L˜, (fL˜,ω)
L˜′(s˜)1),
ou` X(s˜) est comme pre´ce´demment. Introduisons le groupe Z(Rˆ)∗ image re´ciproque dans
Z(Rˆ) de (Z(Rˆ)/(Z(Rˆ) ∩ Tˆ θˆ,0))ΓF . L’ensemble
(Z(Mˆ)ΓF ,θˆ ∩ (Z(Lˆ)ΓF (1− θˆ)(Z(Rˆ)∗)))/Z(Gˆ)
ΓF ,θˆ
est un sous-groupe fini de Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. Il nous suffit de trouver un sous-groupe Z
de ce groupe tel que, pour tout s˜0 ∈ ζ˜Z(Mˆ)
ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ la sous-somme sur s˜ ∈ Z s˜0 de
l’expression ci-dessus soit nulle. Fixons-donc un tel sous-groupe Z que nous pre´ciserons
plus tard. Pour prouver la nullite´ ci-dessus, on ne perd pas grand’chose a` supposer que
s˜0 = ζ˜, ce que nous ferons pour simplifier. On a
(9) pour s˜ ∈ Z ζ˜, les donne´es endoscopiques L′(s˜) et L′(ζ˜) sont e´quivalentes ; si ces
donne´es sont elliptiques, on a X(s˜) = X(ζ˜).
Preuve. Soit z ∈ Z (ou plus exactement un repre´sentant dans Gˆ, les e´le´ments de
Z e´tant des classes modulo Z(Gˆ)ΓF ,θˆ). Ecrivons z = τ(1 − θˆ)(ρ), avec τ ∈ Z(Lˆ)ΓF
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et ρ ∈ Z(Rˆ)∗. L’automorphisme adρ conserve Lˆ puisque ρ ∈ Rˆ ⊂ Lˆ. On a l’e´galite´
zζ˜ = ρτ ζ˜ρ−1. Donc adρ envoie Lˆ
′(τ ζ˜) sur Lˆ′(zζ˜). Puisque τ ∈ Z(Lˆ), on a Lˆ′(τ ζ˜) = Lˆ′(ζ˜)
donc adρ envoie Lˆ
′(ζ˜) sur Lˆ′(zζ˜). Puisque ρ ∈ Z(Rˆ)∗, adρ conserve R
′. Donc adρ envoie
L′(ζ˜) sur L′(zζ˜). Autrement dit ρ de´finit une e´quivalence entre les donne´es L′(ζ˜) et
L′(zζ˜).
Les calculs conduisant a` l’e´galite´ (6) restent valables : ils se placent entie`rement dans
les groupes duaux et dans ces groupes, la situation n’a pas change´. Cette e´galite´ montre
que X(s˜) ne de´pend que de la classe d’e´quivalence de la donne´e L′(s˜). D’ou` l’assertion
(9).
Si L′(ζ˜) n’est pas elliptique, la sous-somme sur s˜ ∈ Z ζ˜ est nulle. De meˆme, si L′(ζ˜)
n’est pas relevant, les fonctions (fL˜,ω)
L˜′(s˜)1 sont nulles. Supposons L′(ζ˜) elliptique et
relevant. Graˆce a` (9), l’assertion a` prouver se re´duit a`
(10)
∑
z∈Z
S
L˜′(zζ˜)1
R˜′(zζ˜)1,λ(zζ˜)1
(δ(zζ˜)1, B
L˜, (fL˜,ω)
L˜′(zζ˜)1) = 0.
Fixons z ∈ Z. On va calculer S
L˜′(zζ˜)1
R˜′(zζ˜)1,λ(zζ˜1
(δ(zζ˜)1, B
L˜, (fL˜,ω)
L˜′(zζ˜)1). Pour cela, on a
besoin de fixer une de´composition z = τ(1−θˆ)(ρ) comme dans la preuve de (9). On a deux
donne´es auxiliaires pour M′ : les donne´es M ′(ζ˜)1,... et les donne´es M
′(zζ˜)1,... D’ou` une
fonction de recollement λ˜(z)M de´finie sur le produit fibre´ de M˜ ′(ζ˜)1(F ) et M˜
′(zζ˜)1(F )
au-dessus de M˜ ′(F ). On note un tel produit fibre´ M˜ ′(ζ˜)1(F ) ×M˜ ′(F ) M˜
′(zζ˜)1(F ). Par
restriction, cette fonction de´finit un isomorphisme
ι(z)M : C∞
c,λ(ζ˜)1
(R˜′(ζ˜)1(F )) ≃ C
∞
c,λ(zζ˜)1
(R˜′(zζ˜)1(F )).
On en de´duit un isomorphisme dual
ι(z)M,∗ : Dst
ge´om,λ(zζ˜)1
(R˜′(zζ˜)1(F )) ≃ D
st
ge´om,λ(ζ˜)1
(R˜′(ζ˜)1(F )).
Par construction, on a δ(ζ˜)1 = ι(z)
M,∗(δ(zζ˜)1).
L’action galoisienne sur Lˆ′(ζ˜) est he´rite´e de celle sur Gˆ′(ζ˜). L’intersection de (Bˆ, Tˆ )
avec Lˆ′(ζ˜) est une paire de Borel de ce groupe, invariante pour cette action et pour
laquelle Rˆ′ est standard. On peut comple´ter cette paire en une paire de Borel e´pingle´e
invariante par ΓF . On effectue la meˆme construction pour Lˆ
′(zζ˜). Il est loisible de sup-
poser que la restriction de l’e´pinglage de ce groupe a` Rˆ′ co¨ıncide avec celle de l’e´pinglage
de Lˆ′(ζ˜). Ecrivons z = τ(1 − θˆ)(ρ) comme dans la preuve de (9). L’automorphisme adρ
transporte la paire de Borel de Lˆ′(ζ˜) sur celle de Lˆ′(zζ˜). Quitte a` multiplier ρ par un
e´le´ment de Z(Rˆ)∩ Tˆ θˆ,0, ce qui ne change pas (1− θˆ)(ρ), on peut supposer que adρ trans-
porte aussi les e´pinglages. Alors adρ est e´quivariant pour les actions galoisiennes. On
peut identifier les groupes L′(ζ˜) et L′(zζ˜), ainsi que les espaces L˜′(ζ˜) et L˜′(zζ˜). Comme
en [I] 2.6, les donne´es auxiliaires L′(zζ˜)1,... pour L
′(zζ˜) se transportent en des donne´es
auxiliaires pour L′(ζ˜). C’est-a`-dire que, via les isomorphismes pre´ce´dents, on conside`re
L′(zζ˜)1 comme une extension de L
′(ζ˜) et L˜′(zζ˜)1 comme un espace au-dessus de L˜
′(ζ˜).
On comple`te ces donne´es par le plongement
L′(ζ˜)
adρ
→ L′(zζ˜)
ξˆ(zζ˜)1
→ LL
′
(zζ˜)1
et par le facteur de transfert ∆(zζ˜)1. Il y a une fonction de recollement λ˜(z, ρ)
L de´finie
sur L˜′(ζ˜)1(F ) ×L˜′(ζ˜)(F ) L˜
′(zζ˜)1(F ) qui fait passer des donne´es choisies pour L
′(ζ˜) a` ces
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nouvelles donne´es. Comme ci-dessus, il s’en de´duit un isomorphisme
ι(z, ρ)L,∗ : Dst
ge´om,λ(zζ˜)1
(R˜′(zζ˜)1(F )) ≃ D
st
ge´om,λ(ζ˜)1
(R˜′(ζ˜)1(F )).
Le transfert comute au recollement donc celui-ci envoie (fL˜,ω)
L˜′(zζ˜)1 sur (fL˜,ω)
L˜′(ζ˜)1 . Il
envoie δ(zζ˜)1 sur ι(z, ρ)
L,∗(δ(zζ˜)1) = ι(z, ρ)
L,∗ ◦ (ι(z)M,∗)−1(δ(ζ˜)1). On a donc
(11) S
L˜′(zζ˜)1
R˜′(zζ˜)1,λ(zζ˜)1
(δ(zζ˜)1, B
L˜, (fL˜,ω)
L˜′(zζ˜)1) =
S
L˜′(ζ˜)1
R˜′(ζ˜)1,λ(ζ˜)1
(ι(z, ρ)L,∗ ◦ (ι(z)M,∗)−1(δ(ζ˜)1), B
L˜, (fL˜,ω)
L˜′(ζ˜)1).
Le compose´ (ι(z)M )−1 ◦ ι(z, ρ)L est un automorphisme de C∞
c,λ(ζ˜)1
(R˜′(ζ˜)1(F )). Il est de
la forme ϕ 7→ λ˜z,ρϕ, ou` λ˜z,ρ est une certaine fonction continue sur R˜
′(ζ˜)1(F ) que nous
allons calculer. On simplifie les notations en supprimant autant que possible ζ˜ et z des
notations. On pose λ˜ = λ˜z,ρ. On conserve les indices 1 pour les termes associe´s aux
donne´es en ζ˜ et on les convertit en indices 2 pour ceux associe´s aux donne´es en zζ˜ .
Par exemple, on note ∆1 et ∆2 les termes note´s pre´cedemment ∆(ζ˜)1 et ∆(zζ˜)1. Soit
r′1 ∈ R˜
′
1(F ). Notons r
′ sa projection dans R˜′(F ) et choisissons r′2 ∈ R˜
′
2(F ) se projetant
sur r′. Par de´finition
λ˜(r′1) = λ˜
M(r′1, r
′
2)
−1λ˜L(r′1, r
′
2).
Fixons l ∈ L˜(F ) semi-simple et assez re´gulier et l′ ∈ L˜′(F ) de sorte que leurs classes
de conjugaison stable se correspondent. C’est possible puisqu’on a suppose´ L′ relevant.
Fixons des e´le´ments l′1 ∈ L˜
′
1(F ) et l
′
2 ∈ L˜
′
2(F ) se projetant sur l
′. Notons (a1, a2) l’e´le´ment
de L′1(F )×L′(F ) L
′
2(F ) tel que (r
′
1, r
′
2) = (a1l
′
1, a2l
′
2). On a l’e´galite´
λ˜L(r′1, r
′
2) = λ
L(a1, a2)λ˜
L(l′1, l
′
2) = λ
L(a1, a2)∆2(l
′
2, l)∆1(l
′
1, l)
−1.
On introduit m ∈ M˜(F ), m′1 ∈ M˜
′
1(F ) et m
′
2 ∈ M˜
′
2(F ) ve´rifiant des conditions analogues
et (b1, b2) ∈ M
′
1(F ) ×M ′(F ) M
′
2(F ) tel que (r
′
1, r
′
2) = (b1m
′
1, b2m
′
2). On a une relation
analogue a` celle ci-dessus. On se rappelle que ∆i(m
′
i, m)∆i(l
′
i, l)
−1 = ∆i(m
′
i, m
′; l′i, l
′)
pour i = 1, 2. On obtient
(12) λ˜(r′1) = λ
M(b1, b2)
−1λL(a1, a2)∆1(m
′
1, m; l
′
1, l)∆2(m
′
2, m; l
′
2, l)
−1.
On calcule les facteurs de transfert ci-dessus en utilisant les de´finitions de [I] 2.2.
Pour rendre les calculs plus clairs, on modifie les notations de cette re´fe´rence : on y avait
deux se´ries d’objets, la deuxie`me e´tant souligne´e (T , T , etc...) ; on affecte maintenant la
premie`re se´rie d’un exposant M et la deuxie`me se´rie d’un exposant L ; d’autre part, on
conserve les indices 1 pour le facteur ∆1 et on les transforme en indices 2 pour le facteur
∆2. On fixe des diagrammes (m
′, BM
′
, TM
′
, BM , TM , m) et (l′, BL
′
, TL
′
, BL, TL, l) et on
utilise ces diagrammes pour calculer les deux facteurs. De meˆme, on utilise les meˆmes
a-data et χ-data. On suppose que ces χ-data sont triviales sur les orbites galoisiennes
asyme´triques. Montrons que les facteurs ∆II sont les meˆmes pour les deux facteurs.
Conside´rons par exemple les facteurs ∆II,1(l
′, l) et ∆II,2(l
′, l). Ce sont des produits sur
les orbites pour l’action de ΓF dans Σ(T
L)res,ind. Le Levi Lˆ de´termine un sous-ensemble
ΣL(TL)res,ind ⊂ Σ(T
L)res,ind. Les contributions de ce sous-ensemble aux deux facteurs
sont les meˆmes par de´finition. Pour αres ∈ Σ(T
L)res,ind − Σ
L(TL)res,ind, l’orbite galoi-
sienne de αres est asyme´trique (un sous-groupe parabolique Pˆ ∈ P(Lˆ) invariant par ΓF
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de´termine une partition de Σ(TL)res,ind − Σ
L(TL)res,ind en deux ensembles oppose´s in-
variants par ΓF ). Puisqu’on a suppose´ les χ-data triviales sur les orbites asyme´triques,
la contribution de Σ(TL)res,ind − Σ
L(TL)res,ind est e´gale a` 1. Cela de´montre l’assertion.
Donc
(13) ∆1(m
′
1, m; l
′
1, l)∆2(m
′
2, m; l
′
2, l)
−1 = ∆1,imp(m
′
1, m; l
′
1, l)∆2,imp(m
′
2, m; l
′
2, l)
−1.
Le tore U = (TMsc × T
L
sc)/diag−(Z(GSC)) qui intervient dans les de´finitions est le meˆme
pour les deux facteurs. Le cocycle V a` valeurs dans ce tore est aussi le meˆme. Les termes
a` valeurs dans Uˆ sont ζ = (ζsc, ζsc) pour le facteur ∆1,imp et zζ = (zscζsc, zscζsc) pour le
facteur ∆2,imp, ou` on a e´crit ζ˜ = ζθˆ. Les tores S1 et S2 sont diffe´rents. Introduisons le tore
TM12 produit fibre´ de T
M
1 , T
M
2 et T
M au-dessus de TM
′
et le tore analogue TL12. Notons
Z12 le produit fibre´ de Z1 et Z2 au-dessus de Z(G). Posons S12 = (T
M
12×T
L
12)/diag−(Z12).
Il y a des homomorphismes naturels d’oubli d’une se´rie de variables
S12
ւ p1 ց p2
S1 S2
Posons νM12 = (µ
M
1 , µ
M
2 , ν
M) ∈ TM12 , de´finissons de meˆme ν
L
12, notons ν12 l’image de
(νM12 , (ν
L
12)
−1) dans S12. Alors pi(ν12) = νi pour i = 1, 2. De plus, le couple (V,ν12) de´finit
un e´le´ment de H1(ΓF ;U
1−θ
→ S12). Pour i = 1, 2, on a donc (V,νi) = pi(V,ν12) en notant
encore selon notre habitude pi : H
1(ΓF ;U
1−θ
→ S12)→ H
1(ΓF ;U
1−θ
→ Si) l’homomorphisme
de´duit fonctoriellement du pi pre´ce´dent. Par une proprie´te´ de compatibilite´, on obtient
∆i,imp(m
′
i, m; l
′
i, l) =
{
< (V,ν12), (pˆ1(Vˆ1), ζ) >
−1, si i = 1,
< (V,ν12), (pˆ2(Vˆ2), zζ) >
−1, si i = 2,
ou` pˆi : H
1(WF ; Sˆi
1−θˆ
→ Uˆ)→ H1(WF ; Sˆ12
1−θˆ
→ Uˆ) est dual de pi. Donc
(14) ∆1,imp(m
′
1, m; l
′
1, l)∆2,imp(m
′
2, m; l
′
2, l)
−1 =< (V,ν12), (Vˆ12, z) >,
ou` Vˆ12 = pˆ1(Vˆ1)
−1pˆ2(Vˆ2). Le tore dual Tˆ
M
12 est le quotient de Tˆ
M
1 × Tˆ
M
2 × Tˆ
M par le
groupe {(t1, t2, t) ∈ Tˆ
M ′; t1t2t = 1} plonge´ par (t1, t2, t) 7→ (ξˆ1(t1), ξˆ2(t2), t). Le tore Sˆ12
est le sous-tore de TˆM12 × Tˆ
L
12 × Tˆsc forme´ des (t
M , tL, tsc) tels que j(tsc) = t
M (tL)−1 (les
notations sont adapte´es de [I] 2.2 ; il faut aussi mettre sur ce tore une action galoisienne
de´finie comme dans ce paragraphe). Notons Vˆ M12 , Vˆ
L
12 et Vˆ12,sc les trois composantes de
Vˆ12.
Calculons Vˆ L12(w) pour w ∈ WF . Il convient de choisir (g(w), w) ∈ G
′(ζ˜) tel que
adg(w)◦wG = wG′(ζ˜) et (gz(w), w) ∈ G
′(zζ˜) tel que adgz(w)◦wG = wG′(zζ˜). Puisque G
′(ζ˜) =
Gˆ′(ζ˜)R′, on peut certainement supposer que (g(w), w) appartient a` R′. On pose plutoˆt
g(w) = r(w) ∈ Rˆ. Puisque Gˆ′(ζ˜) et Gˆ′(zζ˜) ont en commun le Levi standard Mˆ ′, on peut
supposer que leurs actions galoisiennes co¨ıncident sur ce Levi. Donc gz(w) = m
′(w)r(w),
avec m′(w) ∈ Z(Mˆ ′). Puisque ce groupe est produit de Z(Mˆ ′)0 et de Z(Gˆ′(zζ˜)) et que
l’on peut modifier gz(w) par un e´le´ment de ce dernier groupe, on peut meˆme supposer
m′(w) ∈ Z(Mˆ ′)0. On pose ξˆ1(r(w), w) = (ζ1(w), w), ξˆ2(m
′(w)r(w), w) = (ζ2(w), w). On
a Vˆ L12(w) = (ζ1(w)
−1, ζ2(w), tTL,1(w)
−1tTL,2(w)) (ici encore, on affecte d’un indice 1, resp.
2, le terme provenant des donne´es en ζ˜, resp. zζ˜). Dans les termes tTL,i(w) interviennent
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des termes nˆ(ωTL(w)) et rˆTL(w). Ce sont les meˆmes pour i = 1, 2 et ils disparaissent
dans le quotient ci-dessus. De meˆme, les termes r(w) disparaissent. Donc
(15) tTL,1(w)
−1tTL,2(w) = rˆTL,G′(ζ˜)(w)nˆG′(ζ˜)(ωTL,G′(ζ˜)(w))m
′(w)−1
nˆG′(zζ˜)(ωTL,G′(zζ˜)(w))
−1rˆTL,G′(zζ˜)(w)
−1.
Conside´rons les termes rˆTL,G′(ζ˜)(w) et nˆG′(ζ˜)(ωTL,G′(ζ˜)(w)). En remplac¸ant dans leurs
de´finitions Gˆ′(ζ˜) par Lˆ′(ζ˜) et en utilisant la paire de Borel e´pingle´e de ce groupe que
l’on a fixe´e plus haut, on obtient des termes rˆTL,L′(ζ˜)(w) et nˆL′(ζ˜)(ωTL,L′(ζ˜)(w)). Montrons
que :
(16) il existe x ∈ TˆL
′
sc tel que
rˆTL,G′(ζ˜)(w)nˆG′(ζ˜)(ωTL,G′(ζ˜)(w)) = xwTL(x)
−1rˆTL,L′(ζ˜)(w)nˆL′(ζ˜)(ωTL,L′(ζ˜)(w))
pour tout w ∈ WF .
On supprime les ζ˜ le temps de cette preuve. Si Lˆ′ e´tait standard dans Gˆ′, les termes
pour Gˆ′ et Lˆ′ seraient e´gaux et l’assertion serait claire. En tout cas, on a l’e´galite´
ωTL,G′(w) = ωTL,L′(w) par de´finition. Notons simplement ω(w) = ωTL,G′(w) et nˆ = nˆG′ .
La section de Springer nˆ est relative a` la paire de Borel e´pingle´e fixe´e Eˆ ′ de Gˆ′. No-
tons (Bˆ′, Tˆ ′) la paire de Borel sous-jacente a` Eˆ ′. On rappelle que Bˆ′ = Bˆ ∩ Gˆ′ et
Tˆ ′ = Tˆ θˆ,0. Fixons un sous-groupe parabolique Pˆ ′ ∈ PGˆ
′
(Lˆ′) invariant par ΓF . Notons
Bˆ′♯ le sous-groupe de Borel de Gˆ
′ contenu dans Pˆ ′ et dont l’intersection avec Lˆ′ co¨ıncide
avec celle de Bˆ′. On peut comple´ter la paire (Bˆ′♯, Tˆ
′) en une paire de Borel e´pingle´e Eˆ ′♯
conserve´e par ΓF , de sorte que sa restriction a` Lˆ
′ soit la paire de Borel e´pingle´e de Lˆ′.
De cette paire se de´duit une autre section de Springer pour Gˆ′ dont nˆL′ est la restriction
puisque Lˆ′ est standard pour cette paire. Soit gad ∈ Gˆ
′
AD tel que adgad envoie Eˆ
′ sur
Eˆ ′♯. C’est un e´le´ment de Gˆ
′ΓF
AD . D’apre`s [K] lemme 1.6, on peut le relever en un e´le´ment
g ∈ Gˆ′
ΓF
SC . Cet e´le´ment normalise Tˆ
′ donc de´finit un e´le´ment u ∈ WG
′
. Par transport
de structure, on a nˆLˆ′(ω(w)) = gnˆ(u
−1ω(w)u)g−1. Pour u1, u2 ∈ W
G′, on a l’e´galite´
nˆ(u1u2) = t(u1, u2)nˆ(u1)nˆ(u2) (cf. [LS] lemme 2.1.A) ou`
t(u1, u2) =
∏
α>0,u−11 (α)<0,u
−1
2 u
−1
1 (α)>0
αˇ(−1).
Ici les α parcourent les racines de Tˆ ′ dans Gˆ′ et la positivite´ est relative a` Bˆ′. On calcule
nˆ(u−1ω(w)u) = t(u−1, ω(w)u)nˆ(u−1)t(ω(w), u)nˆ(ω(w))nˆ(u),
nˆ(u−1) = t(u−1, u)nˆ(u)−1,
d’ou`
nˆ(u−1ω(w)u) = t(u−1, ω(w)u)t(u−1, u)u−1(t(ω(w), u))nˆ(u)−1nˆ(ω(w))nˆ(u).
On calcule
t(u−1, ω(w)u)t(u−1, u) =
∏
α>0,u(α)<0,u−1ω(w)−1u(α)<0
αˇ(−1).
Mais ce produit est vide. En effet α > 0 e´quivaut a` u(α) >♯ 0 ou` >♯ est l’ordre
de´fini par Bˆ′♯. Par de´finition de ce Borel, les conditions u(α) < 0 et u(α) >♯ 0 inter-
disent a` u(α) d’eˆtre dans Lˆ′. Pour les racines hors de ce Levi, ω(w) conserve l’ordre
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>♯. Donc ω(w)
−1u(α) >♯ 0 puis u
−1ω(w)−1u(α) > 0. Cela de´montre l’assertion. Donc
t(u−1, ω(w)u)t(u−1, u) = 1. On en de´duit
nˆLˆ′(ω(w)) = t(ω(w), u)x
−1nˆ(ω(w))x,
ou` x = gnˆ(u)−1. Cet e´le´ment x appartient a` Tˆ ′sc ≃ Tˆ
L′
sc . Puisque g est fixe par ΓF , u l’est
aussi. Puisque la section de Springer est e´quivariante par ΓF , nˆ(u) est fixe par ΓF , donc
x aussi. Alors nˆ(ω(w))x = ω(x) ◦ wG′(x)nˆ(ω(w)) = wTL(x)nˆ(ω(w)). D’ou`
nˆLˆ′(ω(w)) = t(ω(w), u)x
−1wTL(x)nˆ(ω(w)).
Les termes rˆTL,G′(w) et rˆTL,L′(w) sont des produits sur les racines α. En fait, rˆTL,L′(w)
est exactement e´gal a` la contribution a` rˆTL,G′(w) des racines dans Lˆ
′. Comme on l’a
remarque´, les racines hors de ce Levi appartiennent a` des orbites asyme´triques pour
lesquelles les χ-data sont triviales. Pour un couple (O,−O) de telles orbites, on peut
supposer que O est forme´ d’e´le´ments positifs pour l’ordre >♯. On voit alors que
rˆTL,G′(w)rˆTL,L′(w)
−1 =
∏
α hors de Lˆ′,α>0,α>♯0,w
−1
TL
(α)<0
αˇ(−1).
Puisque wTL = ω(w)wG′ et que l’action wG′ pre´serve Bˆ
′, la condition w−1
TL
(α) < 0
e´quivaut a` ω(w)−1(α) < 0. Pour α hors de Lˆ′, ω(w) pre´serve l’ordre >♯. La condi-
tion α >♯ 0 e´quivaut a` ω(w)
−1(α) >♯ 0. Le produit ci-dessus est donc sur l’ensemble des
α hors de Lˆ′ tels que α > 0, ω(w)−1(α) < 0 et ω(w)−1(α) >♯ 0. Mais alors, la condition
α hors de Lˆ′ devient superflue car les deux dernie`res relations interdisent a` α d’eˆtre
dans ce Levi. En remplac¸ant la condition ω(w)−1(α) >♯ 0 par la condition e´quivalente
u−1ω(w)−1(α) > 0, on obtient l’e´galite´
rˆTL,G′(w)rˆTL,L′(w)
−1 = t(ω(w), u).
En rassemblant ces calculs, on obtient (16).
Remarque. On n’a pas pris soin du sens des indices sc. L’e´le´ment x construit ap-
partient a` Gˆ′SC. On n’aura besoin que de son image naturelle dans GˆSC .
On effectue les meˆmes constructions pour les donne´es relatives a` zζ˜ . Cela nous fournit
deux e´le´ments x1 et x2. On a e´videmment l’e´galite´ rˆTL,L′(ζ˜)(w) = rˆTL,L′(zζ˜)(w). On a ajuste´
ρ de sorte que adρ transporte la paire de Borel e´pingle´e de Lˆ
′(ζ˜) sur celle de Lˆ′(zζ˜). Il
en re´sulte que
nˆL′(zζ˜)(ωTL,L′(zζ˜)(w)) = ρnˆL′(ζ˜)(ωTL,L′(ζ˜)(w))ρ
−1.
A ce point, la formule (15) se re´crit
tTL,1(w)
−1tTL,2(w) = xwTL(x)
−1nˆL′(ζ˜)(ωTL,L′(ζ˜)(w))m
′(w)−1ρnˆL′(ζ˜)(ωTL,L′(ζ˜)(w))
−1ρ−1,
ou` x = x1x
−1
2 . Utilisons encore que adρ : Lˆ
′(ζ˜) → Lˆ′(zζ˜) est e´quivariante pour les
actions galoisiennes. On a wL′(ζ˜) = adr(w) ◦ wG et wL′(zζ˜) = adm′(w)r(w) ◦ wG. De plus
ρ ∈ Z(Rˆ) donc commute a` r(w). Alors l’e´galite´ wL′(zζ˜) ◦ adρ = adρ ◦ wL′(ζ˜) entraˆıne que
ρ−1m′(w)wG(ρ) ∈ Z(Lˆ
′(ζ˜)). Donc cet e´le´ment commute a` nˆL′(ζ˜)(ωTL,L′(ζ˜)(w)). Alors
tTL,1(w)
−1tTL,2(w) = xwTL(x)
−1nˆL′(ζ˜)(ωTL,L′(ζ˜)(w))wG(ρ)wG(ρ)
−1
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m′(w)−1ρnˆL′(ζ˜)(ωTL,L′(ζ˜)(w))
−1ρ−1
= xwTL(x)
−1nˆL′(ζ˜)(ωTL,L′(ζ˜)(w))wG(ρ)nˆL′(ζ˜)(ωTL,L′(ζ˜)(w))
−1wG(ρ)
−1m′(w)−1
= xwTL(x)
−1wTL(ρ)wG(ρ)
−1m′(w)−1,
puisque adnˆL′(ζ˜)(ωTL,L′(ζ˜)(w)) ◦ wG = wTL. On obtient
Vˆ L12(w) = (ζ1(w)
−1, ζ2(w), xwTL(x)
−1wTL(ρ)wG(ρ)
−1m′(w)−1).
On a effectue´ les calculs dans le tore TˆL1 × Tˆ
L
2 × Tˆ
L. En fait Vˆ L12(w) appartient au tore
TˆL12 qui est un quotient du pre´ce´dent. En particulier, puisque mˆ
′(w) ∈ Z(Mˆ ′) ⊂ Tˆ θˆ,0,
on peut multiplier l’expression pre´ce´dente par (1, ξˆ2(m
′(w))−1, m′(w)) qui appartient au
noyau de la projection. On obtient finalement
Vˆ L12(w) = (ζ1(w)
−1, ζ ′2(w), xwTL(x)
−1wTL(ρ)wG(ρ)
−1),
ou` ζ ′2(w) = ξˆ2(m
′(w))−1ζ2(w). Notons que ξˆ2(r(w), w) = (ζ
′
2(w), w).
On calcule de meˆme les composantes Vˆ M12 (w) et Vˆ12,sc(w). Le calcul est beaucoup
plus simple pour Vˆ M12 (w) puisque le groupe Mˆ
′ est le meˆme pour les deux donne´es et est
standard. La conjugaison par ρ n’intervient plus. On obtient
Vˆ M12 (w) = (ζ1(w)
−1, ζ ′2(w), 1),
Vˆ12,sc(w) = x
−1wTL(x)wG(ρsc)wTL(ρsc)
−1,
ou`, comme toujours, ρsc est un e´le´ment de GˆSC qui a meˆme image que ρ dans GˆAD. A ce
point, on voit que l’on peut supprimer les x des formules ci-dessus en multipliant (Vˆ12, z)
par le cobord de l’e´le´ment (1, x−1, 1) ∈ Sˆ12.
Introduisons le tore TˆM12 quotient de Tˆ
M
1 × Tˆ
M
2 par Tˆ
M ′ plonge´ par ξˆ1 × ξˆ
−1
2 . Notons
ΣˆML le sous-groupe des (t
M , tL, tsc) ∈ Tˆ
M
12 × Tˆ
L
12 × Tˆ
L
sc tels que j(tsc) = t
M(tL)−1. On a
un diagramme commutatif
ΣˆML
1−θˆ
→ TˆLsc
↓ ↓
Sˆ12
1−θˆ
→ Uˆ
La fle`che 1 − θˆ du haut est (tM , tL, tsc) 7→ (1 − θˆ)(tsc)
−1. Le tore TˆM12 s’envoie naturel-
lement dans Tˆ M12 donc Σˆ
ML s’envoie naturellement dans Sˆ12. C’est la fle`che verticale de
gauche. La fle`che verticale de droite est tsc 7→ (1, tsc). On ve´rifie que tous ces homomor-
phismes sont e´quivariants pour les actions galoisiennes. De ce diagramme se de´duisent
des homomorphismes duaux
H1(ΓF ;U
1−θ
→ S12) × H
1(WF ; Sˆ12
1−θˆ
→ Uˆ)
↓ ↑
H1(ΓF ;T
L
ad
1−θ
→ ΣML) × H
1(WF ; ΣˆML
1−θˆ
→ TˆLsc)
ou` bien suˆr, ΣML est le tore dual de ΣˆML. Puisque z ∈ Z(Mˆ)
ΓF ,θˆ et puisque l’image de
ce groupe dans GˆAD est connexe, on peut supposer zsc ∈ Z(Mˆsc)
ΓF ,θˆ,0 ⊂ (TˆMsc )
ΓF ,0. Donc
l’e´le´ment (zsc, 1) appartient a` Uˆ
ΓF ,0. Or ce groupe est le noyau de l’accouplement avec
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H1(ΓF ;U
1−θ
→ S12) ([KS], lemme A3B). Dans la formule (14), on peut donc remplacer le
terme z par (1, zsc). Pour w ∈ WF , posons
XMML(w) = (ζ1(w)
−1, ζ ′2(w)) ∈ Tˆ
M
12 , X
L
ML(w) = Vˆ
L
12(w) ∈ Tˆ
L
12
XML,sc(w) = Vˆ12,sc(w) ∈ Tˆsc ≃ Tˆ
L
sc
les deux derniers termes e´tant de´barrasse´s des x comme on l’a dit ci-dessus. On note
XML(w) = (X
M
ML(w), X
L
ML(w), XML,sc(w)). C’est un e´le´ment de ΣˆML. On ve´rifie que le
couple (XML, zsc) est un cocycle et de´finit donc un e´le´ment de H
1(WF ; ΣˆML
1−θˆ
→ TˆLsc). Le
cocycle (Vˆ12, (1, zsc)) est l’image de cet e´le´ment par la fle`che de droite du diagramme ci-
dessus. Notons νML l’image naturelle de ν12 dans ΣML. L’image par la fle`che de gauche
de (V,ν12) est (V
−1
TL,ad
,νML). Par compatibilite´ des produits, (12) se re´crit
∆1,imp(m
′
1, m; l
′
1, l)∆2,imp(m
′
2, m; l
′
2, l)
−1 =< (V −1
TL,ad
,νML), (XML, zsc) > .
Le tore TM12 dual de Tˆ
M
12 est le produit fibre´ de T
M
1 et T
M
2 au-dessus de T
M ′. Alors ΣML
est le quotient de TM12 × T
L
12 par l’image antidiagonale de Z12 (ce groupe est un sous-
groupe de T L12 et il s’envoie naturellement dans T
M
12 ). On note abusivement ce quotient
(TM12 × T
L
12)/diag−(Z12). On a introduit des e´le´ments r
′
1 ∈ R˜
′
1(F ), r
′
2 ∈ R˜
′
2(F ) et r
′ ∈
R˜′(F ). Supposons-les assez re´guliers. On note leurs commutants TR1 ,T
R
2 et T
R′ et on
introduit leur produit fibre´ TR12 au-dessus de de T
R′ (l’exposant R est ici formel, il n’y a
pas de groupe R). On introduit les tores
ΣMRL = (T
M
12 × T
R
12 × T
L
12)/{(z
M , zR, zL) ∈ (Z12)
3; zMzRzL = 1},
ΣMR = (T
M
12 × T
R
12)/diag−(Z12),
ΣRL = (T
R
12 × T
L
12)/diag−(Z12),
avec les meˆmes abus d’e´criture que ci-dessus. Il y a des homomorphismes
(17)
ΣMR × ΣRL ΣML
ց ւ
ΣMRL
Celui de gauche est (tM , tR), (uR, tL) 7→ (tM , tRuR, tL), celui de droite est (tM , tL) 7→
(tM , 1, tL). On en de´duit aise´ment un diagramme d’homomorphismes duaux
(18)
H1(ΓF ;T
L
ad
1−θ
→ ΣML) × H
1(WF ; ΣˆML
1−θˆ
→ TˆLsc)
↓ ↑
H1(ΓF ;T
L
ad
1−θ
→ ΣMRL) × H
1(WF ; ΣˆMRL
1−θˆ
→ TˆLsc)
↑ ↓
(H0(ΓF ; ΣMR)×H
1(ΓF ;T
L
ad
1−θ
→ ΣRL)) × (H
1(WF ; ΣˆMR)×H
1(WF ; ΣˆRL
1−θˆ
→ TˆLsc))
Le tore ΣˆMRL dual de ΣMRL est le groupe des (t
M , tR, tL, tMRsc , t
RL
sc ) ∈ Tˆ
M
12 × Tˆ
R
12 × Tˆ
L
12 ×
Tˆ θˆsc× Tˆsc tels que j(t
MR
sc ) = t
M(tR)−1 et j(tRLsc ) = t
R(tL)−1, muni d’une action galoisienne
convenable. Pour w ∈ WF , posons
XMMRL(w) = X
M
ML(w) ∈ Tˆ
M
12 , X
R
MRL(w) = (ζ1(w)
−1, ζ ′2(w)) ∈ Tˆ
R
12,
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XLMRL(w) = X
L
ML(w) ∈ Tˆ
L
12, X
MR
MRL,sc(w) = 1, X
RL
MRL,sc(w) = XML,sc(w) ∈ Tˆsc.
On note XMRL(w) l’e´le´ment (X
M
MRL(w), X
R
MRL(w), X
L
MRL(w), X
MR
MRL,sc(w), X
RL
MRL,sc(w))
de ΣˆMRL. On ve´rifie que le couple (XMRL, zsc) est un cocycle et de´finit un e´le´ment
de H1(WF ; ΣˆMRL
1−θˆ
→ TˆLsc). Le cocycle (XMR, zsc) en est l’image par la fle`che de droite
supe´rieure du diagramme ci-dessus. Par compatibilite´ des produits, on en de´duit
∆1,imp(m
′
1, m; l
′
1, l)∆2,imp(m
′
2, m; l
′
2, l)
−1 =< (V −1
TL,ad
,νMRL), (XMRL, zsc) >,
ou` νMRL est l’image de νML dans ΣMRL. Notons µMR l’image naturelle de ((µ
M
1 , µ
M
2 ), (µ
R
1 , µ
R
2 )
−1)
dans ΣMR et νRL l’image naturelle de ((µ
R
1 , µ
R
2 ), (ν
L
12)
−1) dans ΣRL. On ve´rifie que νMRL
est l’image de (µMR,νRL) par la fle`che de gauche de (17). On ve´rifie aussi que µMR ∈
ΣΓFMR = H
0(ΓF ; ΣMR) et que (V
−1
TL,ad
,νRL) de´finit un e´le´ment de H
1(ΓF ;T
L
ad
1−θ
→ ΣRL)).
Donc (V −1
TL,ad
,νMRL) est l’image de (µMR, (V
−1
TL,ad
,νRL)) par la fle`che de gauche infe´rieure
de (18). Par compatibilite´ des produits,
(19) ∆1,imp(m
′
1, m; l
′
1, l)∆2,imp(m
′
2, m; l
′
2, l)
−1 =< µMR, XMR >
< (V −1
TL,ad
,νRL), (XRL, zsc) >,
ou` (XMR, XRL) est l’image de XMRL par l’homomorphisme dual de celui de gauche de
(17).
Pour w ∈ WF , XMR(w) est l’image de (X
M
MRL(w), X
R
MRL(w), X
MR
MRL,sc(w)) dans ΣˆMR.
Notons Mˆ ′12 le groupe dual du produit fibre´ M
′
1 ×M ′ M
′
2. On a l’inclusion naturelle
diagonale Z(Mˆ ′12) → ΣˆMR. On voit que XMR est l’image par cette inclusion du co-
cycle w 7→ (ζ1(w)
−1, ζ ′2(w)) ∈ Z(Mˆ
′
12). On se rappelle que ξˆ1(r(w), w) = (ζ1(w), w),
ξˆ2(r(w), w) = (ζ
′
2(w), w). Alors le cocycle pre´ce´dent est l’inverse du cocycle qui de´finit le
caracte`re λM , cf. [I] 2.5. En reprenant la preuve du lemme [I] 2.5, on calcule
(20) < µMR, XMR >= λ
M(b1, b2).
Notons Lˆ′12 le groupe dual du produit fibre´ L
′
1×L′L
′
2. On se rappelle que le recollement
est ici relatif non pas aux homomorphismes ξˆ1 et ξˆ2, mais aux homomorphismes ξˆ1 et
ξˆ2 ◦ adρ. On a ξˆ2 ◦ adρ(r(w), w) = (ξˆ2(ρwG(ρ)
−1)ζ ′2(w), w). Le caracte`re λ
L est donc
de´fini par le cocycle w 7→ (ζ1(w), ξˆ2(wG(ρ)ρ
−1)ζ ′2(w)
−1) ∈ Z(Lˆ′12). Ce groupe s’envoie
naturellement dans ΣˆRL. Notons D le cocycle de WF a` valeurs dans ΣˆRL qui est l’image
de l’inverse du pre´ce´dent. Introduisons le tore YˆRL forme´ des (t
R, tL, tsc) ∈ Tˆ
R′× TˆL× Tˆsc
tels que j(tsc) = t
R(tL)−1, muni d’une action galoisienne similaire a` celle sur ΣRL. Il y
a un homomorphisme naturel YˆRL → ΣˆRL. On se rappelle que ρ ∈ Z(Rˆ)∗. Donc, pour
w ∈ WF , wG(ρ)ρ
−1 appartient a` Z(Rˆ) ∩ Tˆ θˆ,0 ⊂ TˆR
′
. Posons
Y RRL(w) = wG(ρ)ρ
−1 ∈ TˆR
′
, Y LRL(w) = wTL(ρ)ρ
−1 ∈ TˆL, YRL,sc = wG(ρsc)wTL(ρsc)
−1 ∈ Tˆsc,
puis YRL(w) = (Y
R
RL(w), Y
L
RL(w), YRL,sc(w)) ∈ YˆRL. Il y a un homomorphisme naturel
pˆ : YˆRL → ΣRL. Pour w ∈ WF ,XRL(w) est l’image de (X
R
MRL(w), X
L
MRL(w), X
RL
MRL,sc(w))
dans ΣˆRL. On ve´rifie queXRL est le produit deD et de pˆ(YRL). Plus pre´cisement le cocycle
(XRL, zsc) est le produit de (D, 1) et de (pˆ(YRL), zsc). Le produit < (V
−1
TL,ad
,νRL), (D, 1) >
se calcule comme on a calcule´ < µMR, XMR >. Il vaut λ
L(a1, a2)
−1. Notons YRL le tore
dual de YˆRL et p : ΣRL → YRL l’homomorphisme dual de pˆ. Par compatibilite´ des
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produits, le second produit est e´gal a` < (V −1
TL,ad
, yRL), (YRL, zsc) > ou` yRL = p(νRL).
D’ou`
< (V −1
TL,ad
,νRL), (XRL, zsc) >= λ
L(a1, a2)
−1 < (V −1
TL,ad
, yRL), (YRL, zsc) > .
Revenons a` l’e´galite´ (12) ou` on re´tablit les indices z et ρ de λ˜, utilisons (19), (20) et
l’e´galite´ pre´ce´dente. On obtient
(21) λ˜z,ρ(r
′
1) =< (V
−1
TL,ad
, yRL), (YRL, zsc) > .
On se rappelle qu’au cours de la de´monstration, on a duˆ ajuster ρ de sorte que adρ
envoie l’e´pinglage fixe´ de Lˆ′(ζ˜) sur celui de Lˆ′(zζ˜). Pour cela, on a multiplie´ ρ par un
e´le´ment de Z(Rˆ) ∩ Tˆ θˆ,0. On peut maintenant oublier cette modification, car la formule
(21) y est insensible. En effet, si on multiplie ρ par ρ′ ∈ Z(Rˆ) ∩ Tˆ θˆ,0 cela ne change que
YRL, qui est multiplie´ par le cocycle Y
′
RL de´fini par
Y ′RL(w) = (wG(ρ
′)(ρ′)−1, wTL(ρ
′)(ρ′)−1, wG(ρ
′
sc)wTL(ρ
′
sc)
−1).
Or le couple (Y ′RL, 1) est le cobord de l’e´le´ment (ρ
′, ρ′, 1) ∈ YˆRL, donc disparaˆıt par
passage aux groupes de cohomologie.
Conside´rons l’ensemble des couples (z, ρ) ∈ Z × Z(Rˆ)∗ tels que z(1 − θˆ)(ρ)
−1 ∈
Z(Lˆ)ΓF . C’est un groupe qui se projette sur Z. Fixons-en un sous-ensemble fini Z tel
que la projection Z → Z soit surjective et que ses fibres aient toutes le meˆme nombre
d’e´le´ments. La formule (21) est valable pour tout (z, ρ) ∈ Z. La formule (10) a` prouver
est e´quivalente a` ∑
(z,ρ)∈Z
S
L˜′(zζ˜)1
R˜′(zζ˜)1,λ(zζ˜)1
(δ(zζ˜)1, B
L˜, (fL˜,ω)
L˜′(zζ˜)1) = 0,
ou encore ∑
(z,ρ)∈Z
S
L˜′(ζ˜)1
R˜′(ζ˜)1,λ(ζ˜)1
(ι(z, ρ)L,∗ ◦ (ι(z)M,∗)−1(δ(ζ˜)1), B
L˜, (fL˜,ω)
L˜′(zζ˜)1) = 0.
Il suffit pour cela de prouver que∑
(z,ρ)∈Z
ι(z, ρ)L,∗ ◦ (ι(z)M,∗)−1(δ(ζ˜)1) = 0
et il suffit encore de prouver
(22)
∑
(z,ρ)∈Z
λ˜z,ρ(r
′
1) = 0
pour tout r′1 dans un voisinage du support de δ(ζ˜)1 dans R
′(ζ˜)1(F ).
Supposons que l’on soit dans le cas (7), c’est-a`-dire que Rˆ ne corresponde pas a` un
Levi de G. On choisit
Z = (Z(Mˆ)ΓF ,θˆ ∩ (Z(Lˆ)ΓF (1− θˆ) ◦ π(Z(Rˆsc)
ΓF )))/Z(Gˆ)ΓF ,θˆ.
Notons Z0 l’ensemble des (z, ρ) ∈ Z×π(Z(Rˆsc)
ΓF ) tels que z(1− θˆ)(ρ)−1 ∈ Z(Lˆ)ΓF . Ap-
pliquons les calculs pre´ce´dents a` un couple (z, ρ) ∈ Z0. On peut supposer ρsc ∈ Z(Rˆsc)
ΓF
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et ρ = π(ρsc). Le terme (1, ρ, ρ
−1
sc ) appartient a` YˆRL. On peut remplacer (YRL, zsc) par
son produit avec le cobord associe´ cet e´le´ment. Ce produit n’est autre que (1, τsc),
ou` τsc = zsc(1 − θˆ)(ρsc)
−1 ∈ TˆL,ΓFsc . On a e´crit z = τ(1 − θˆ)(ρ). On voit que τsc a
meˆme image que τ dans GˆAD. Donc τsc ∈ Z(Lˆsc)
ΓF . Notons encore τsc son image dans
Z(Lˆsc)
ΓF /Z(Lˆsc)
ΓF ,0 et notons uL l’image de V −1
TL,ad
dans H1(ΓF , Lad). On obtient que
λ˜z,ρ est la fonction constante de valeur < u
L, τsc >, ou` il s’agit du produit sur
H1(ΓF ;Lad)× Z(Lˆsc)
ΓF /Z(Lˆsc)
ΓF ,0.
L’homomorphisme
Z(GˆSC)
ΓF /Z(GˆSC)
ΓF ,0 → Z(Lˆsc)
ΓF /Z(Lˆsc)
ΓF ,0
est surjectif. Choisissons v ∈ Z(GˆSC)
ΓF /Z(GˆSC)
ΓF ,0 qui s’envoie sur τsc. Notons u l’image
de uL dans H1(ΓF , GAD). Alors la valeur de λ˜z,ρ est aussi e´gale a` < u, v >, ou` il s’agit
du produit sur
H1(ΓF ;GAD)× Z(GˆSC)
ΓF /Z(GˆSC)
ΓF ,0.
Pour construire VTL , cf. [I] 2.2, on a fixe´ une paire de Borel e´pingle´e E de G et on a e´nonce´
l’e´galite´ dVTL = duE dans H
2(ΓF ;Z(GSC)). L’application σ 7→ uE(σ)ad est un cocycle
a` valeurs dans GAD dont la classe de cohomologie ne de´pend pas de E . Notons-la uG.
Parce que l’application H1(ΓF ;GAD)→ H
2(ΓF ;Z(GSC)) est injective, l’e´galite´ rappele´e
ci-dessus montre que u = uG. Par l’accouplement ci-dessus, uG de´finit un caracte`re de
Z(GˆSC)
ΓF . Notons Ann(uG) ⊂ Z(GˆSC)
ΓF le noyau de ce caracte`re et vz,ρ l’image de
v dans le quotient Z(GˆSC)
ΓF /Ann(uG). On a effectue´ divers choix pour construire cet
e´le´ment. Mais le re´sultat de notre calcul montre que celui-ci ne de´pend pas de ces choix.
On a donc une application
Z0 → Z(GˆSC)
ΓF /Ann(uG)
(z, ρ) 7→ vz,ρ.
C’est un homomorphisme a` valeurs dans un groupe fini. Notons J son image. Fixons un
sous-ensemble Z1 de l’ensemble de de´part se projetant bijectivement sur J . Fixons aussi
un sous-ensemble Z2 se projetant bijectivement sur Z. Notons Z l’ensemble des produits
(z1, ρ1)(z2, ρ2), pour (z1, ρ1) ∈ Z1 et (z2, ρ2) ∈ Z2. On ve´rifie que les deux projections
Z
ւ ց
Z J
sont surjectives et toutes leurs fibres ont meˆme nombre d’e´le´ments. La somme (22) est
donc proportionnelle a` ∑
v∈J
< u, v > .
Pour de´montrer la relation (22), il suffit de prouver que J 6= {1}. On utilise le lemme 2.1
de [A4] : puisque Rˆ ne correspond pas a` un Levi de G, l’image dans Z(GˆSC)
ΓF /Ann(uG)
du groupe Z(GˆSC)
ΓF ∩Z(Rˆsc)
ΓF ,0 n’est pas re´duite a` l’identite´ (Arthur e´nonce ce lemme
apre`s passage a` une forme quasi-de´ploye´e, mais c’est e´quivalent a` notre assertion). Il nous
suffit de prouver que, pour tout v ∈ Z(GˆSC)
ΓF ∩Z(Rˆsc)
ΓF ,0, on peut trouver (z, ρ) ∈ Z0
et effectuer les divers choix ne´cessaires de sorte que v soit l’e´le´ment associe´ ci-dessus a`
(z, ρ). Rappelons les deux e´galite´s
Z(Rˆsc)
ΓF ,0 = Z(Rˆsc)
ΓF ,θˆ,0(1− θˆ)(Z(Rˆsc)
ΓF ,0),
Z(Rˆsc)
ΓF ,θˆ,0 = Z(Mˆsc)
ΓF ,θˆ,0Z(Lˆsc)
ΓF ,θˆ,0.
Un e´le´ment v ∈ Z(GˆSC)
ΓF ∩ Z(Rˆsc)
ΓF ,0 peut donc s’e´crire v = (τ ′sc)
−1zsc(1 − θˆ)(ρ
−1
sc ),
avec τ ′sc ∈ Z(Lˆsc)
ΓF ,θˆ,0, zsc ∈ Z(Mˆsc)
ΓF ,θˆ,0 et ρsc ∈ Z(Rˆsc)
ΓF ,0. Posons z = π(zsc). On
a zsc = τsc(1 − θˆ)(ρsc), ou` τsc = τ
′
scv ∈ Z(Lˆsc)
ΓF . Donc (z, ρ) ∈ Z0. On peut choisir
les e´le´ments ρsc et zsc pour effectuer nos calculs. L’e´le´ment τsc apparaissant plus haut
est celui que l’on vient de de´finir et on peut ensuite choisir v comme rele`vement dans
Z(GˆSC)
ΓF de l’image de τsc dans Z(Lˆsc)
ΓF /Z(Lˆsc)
ΓF ,0. Cela prouve l’assertion et ache`ve
de prouver l’assertion (iii) de la proposition dans le cas ou` Rˆ ne correspond pas a` un
Levi de G.
Supposons maintenant que l’on soit dans le cas (8), c’est-a`-dire que Rˆ corresponde a`
un Levi de G donc aussi a` un espace de Levi R˜ de G˜, et que le support de δ soit contenu
dans l’ensemble note´ R˜′(F )out en (8). On prend Z maximal, c’est-a`-dire
Z = (Z(Mˆ)ΓF ,θˆ ∩ (Z(Lˆ)ΓF (1− θˆ)(Z(Rˆ)∗)))/Z(Gˆ)
ΓF ,θˆ
et on note Z0 l’ensemble des (z, ρ) ∈ Z × Z(Rˆ)∗ tels que z(1 − θˆ)(ρ)
−1 ∈ Z(Lˆ)ΓF . Soit
(z, ρ) un e´le´ment de cet ensemble. On peut supposer que R˜ est inclus dans M˜ et L˜. Le
triplet R′ = (R′,R′, ζ) est une donne´e endoscopique elliptique de R˜ mais elle n’est pas
relevante. Fixons un e´le´ment assez re´gulier r♯ ∈ R˜(F ). Bien qu’il ne corresponde a` aucun
e´le´ment de R˜′1(F ), on peut lui associer une partie des donne´es que l’on a associe´es a` l ou
m : le tore TR♯ (commutant de Rr♯), le tore T
R′
♯ = T
R
♯ /(1 − θ)(T
R
♯ ) (ou ici θ = adr♯), un
e´le´ment νR♯ ∈ T
R
♯ et son image µ
R
♯ dans T
R′
♯ , une cochaˆıne VTR♯ . Posons
YR♯L = (T
R′ × TR
′
♯ × T
L)/{(zR
′
, zR
′
♯ , z
L) ∈ Z(G)3; zR
′
zR
′
♯ z
L = 1}
(par abus d’e´criture, on ne distingue pas un e´le´ment de Z(G) de ses images naturelles
dans diffe´rents quotients) ;
YR♯ = (TR
′
× TR
′
♯ )/diag−(Z(G)),
Y ♯L = (TR
′
♯ × T
L)/diag−(Z(G)).
Leurs tores duaux se de´crivent de fac¸on similaire aux pre´ce´dents, par exemple YˆR♯L est
le groupe des (tR
′
, tR
′
♯ , t
L, tR♯sc , t
♯L
sc ) ∈ Tˆ
R′ × TˆR
′
♯ × Tˆ
θˆ
sc × Tˆsc tels que j(t
R♯
sc ) = t
R′(tR
′
♯ )
−1,
j(t♯Lsc ) = t
R′
♯ (t
L)−1. On a un diagramme similaire a` (18) :
H1(ΓF ;T
L
ad
1−θ
→ YRL) × H
1(WF ; YˆRL
1−θˆ
→ TˆLsc)
↓ ↑
H1(ΓF ;T
L
ad
1−θ
→ YR♯L) × H
1(WF ; YˆR♯L
1−θˆ
→ TˆLsc)
↑ ↓
H0(ΓF ;YR♯)×H
1(ΓF ;T
L
ad
1−θ
→ Y♯L) × H
1(WF ; YˆR♯)×H
1(WF ; Yˆ♯L
1−θˆ
→ TˆLsc)
Pour w ∈ WF , posons
YR♯L(w) = (wG(ρ)ρ
−1, wG(ρ)ρ
−1, wTL(ρ)ρ
−1, 1, wG(ρsc)wTL(ρsc)
−1) ∈ YˆR♯L.
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Le couple (YR♯L, zsc) de´finit un e´le´ment deH
1(WF ; YˆR♯L
1−θˆ
→ TˆLsc) qui s’envoie sur (YRL, zsc)
par l’homomorphisme en haut a` droite du diagramme ci-dessus. Notons yR♯L l’image de
(µR, 1, (νL)−1) dans YR♯L. Alors (V
−1
TL,ad
, yR♯L) est l’image de (V
−1
TL,ad
, yRL) par l’homo-
morphisme en haut a` gauche du diagramme. Par compatibilite´ des produits,
< (V −1
TL,ad
, yRL), (YRL, zsc) >=< (V
−1
TL,ad
, yR♯L), (YR♯L, zsc) > .
Notons yR♯ l’image de (µ
R, (µR♯ )
−1) dans YR♯ et y♯L celle de (µ
R
♯ , (ν
L)−1) dans Y♯L. Pour
w ∈ WF , posons
YR♯(w) = (wG(ρ)ρ
−1, wG(ρ)ρ
−1, 1) ∈ YˆR♯,
Y♯L(w) = (wG(ρ)ρ
−1, wTL(ρ)ρ
−1, wG(ρsc)wTL(ρsc)
−1) ∈ Yˆ♯L.
Le cocycle (V −1
TL,ad
, yR♯L) est l’image de la paire de cocycles (yR♯, (V
−1
TL,ad
, y♯L)) par la fle`che
en bas a` gauche du diagramme. La paire (YR♯, (Y♯L, zsc)) est l’image de (YR♯L, zsc) par la
fle`che en bas a` droite. Par compatibilite´ des produits, on obtient
(23) < (V −1
TL,ad
, yR♯L), (YR♯L, zsc) >=< yR♯, YR♯ >< (V
−1
TL,ad
, y♯L), (Y♯L, zsc) > .
Montrons que
(24) < (V −1
TL,ad
, y♯L), (Y♯L, zsc) >= 1.
Posons U♯,L = (T
R
♯,sc × T
L
sc)/diag−(Z(GSC)) et X♯L = (T
R
♯ × T
L)/diag−(Z(G)). Notons
x♯L l’image de (ν
R
♯ , µ
L) dans X♯L. Il y a un homomorphisme naturel
(25) H1(ΓF ;U♯L
1−θ
→ X♯L)→ H
1(ΓF ;T
L
ad
1−θ
→ Y♯L).
Le couple ((VTR♯ , V
−1
TL
), x♯L) de´finit un e´le´ment du premier groupe qui s’envoie sur l’e´le´ment
(V −1
TL,ad
, y♯L) du second. Le tore Xˆ♯L est forme´ des (t
R
♯ , t
L, tsc) ∈ Tˆ
R
♯ × Tˆ
L × Tˆsc tels que
j(tsc) = t
R
♯ (t
L)−1 tandis que Uˆ♯L = (Tˆ
R
♯ × Tˆ
L
sc)/diag(Z(GˆSC)). Pour w ∈ WF , on pose
X♯L(w) = (wG(ρ)ρ
−1, wTL(ρ)ρ
−1, wG(ρsc)wTL(ρsc)
−1) ∈ Xˆ♯L.
Alors (X♯L, (1, zsc)) de´finit un e´le´ment de H
1(WF ; Xˆ♯L
1−θˆ
→ Uˆ♯L). C’est l’image de (Y♯L, zsc)
par l’homomorphisme dual de (25). D’ou` l’e´galite´
< (V −1
TL,ad
, y♯L), (Y♯L, zsc) >=< ((VTR♯ , V
−1
TL
), x♯L), (X♯L, (1, zsc)) > .
Le triplet (ρ, ρ, 1) appartient a` Xˆ♯L. On peut multiplier (X♯L, (1, zsc)) par le cobord de
cet e´le´ment. On obtient un cocycle qui est l’image par l’homomorphisme naturel
UˆΓF♯L = H
0(WF ; Uˆ♯L)→ H
1(WF ; Xˆ♯L
1−θˆ
→ Uˆ♯L)
de l’e´le´ment u♯L = ((1− θˆ)(ρsc)
−1, zsc(1− θˆ)(ρsc)
−1) de UˆΓF♯L . Donc
< ((VTR♯ , V
−1
TL
), x♯L), (X♯L, (1, zsc)) >=< (VTR♯ , V
−1
TL
), u♯L > .
On sait que UˆΓF ,0♯L est contenu dans le noyau de l’accouplement intervenant ici. On va
montrer que u♯L appartient a` ce sous-groupe, ce qui prouvera (24). On e´crit
u♯L = (z
−1
sc , 1)(τsc, τsc)
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ou` τsc = zsc(1 − θˆ)(ρsc)
−1. On a suppose´ zsc ∈ Z(Mˆsc)
ΓF ,θˆ,0, a fortiori zsc ∈ Z(Rˆsc)
ΓF ,0.
Le couple (zsc, 1) (ou plutoˆt son image dans Uˆ♯L) appartient donc a` Uˆ
ΓF ,0
♯L . L’e´le´ment τsc
a meˆme image que τ dans GˆAD, cf. (9) pour la de´finition de τ . D’apre`s la de´finition de
Uˆ♯L (qui est un quotient par Z(GˆSC)), on peut aussi bien remplacer τsc par un e´le´ment
quelconque de GˆSC qui a meˆme image que τ dans GˆAD. Puisque τ ∈ Z(Lˆ)
ΓF , on peut
supposer τsc ∈ Z(Lˆsc)
ΓF ,0. Mais alors (τsc, τsc) ∈ Uˆ
ΓF ,0
♯L . Cela ache`ve la preuve de (24).
Introduisons le groupe R0 quasi-de´ploye´ et dual de Rˆ
θˆ,0, c’est-a`-dire l’analogue du
groupe G0 de [I] 1.12 quand on remplace G˜ par R˜. Les tores T
R′ et TR
′
♯ se re´alisent
naturellement comme sous-tores de R0. Pour ρ ∈ Z(Rˆ)∗, le cocycle w 7→ wG(ρ)ρ
−1 est
a` valeurs dans Z(Rˆ0) et de´finit un caracte`re de R0(F ), cf. [I] 1.13, que l’on note ici χρ.
Ce caracte`re se factorise par R0,ab(F ) et est alors trivial sur N
R(Rab(F )). Par un calcul
de´ja` fait plusieurs fois, on a
< yR♯, YR♯ >= χρ(µ
R(µR♯ )
−1).
Notons (R0,ab(F )/N
R(Rab(F )))
∨ le groupe dual du groupe fini R0,ab(F )/N
R(Rab(F )). On
obtient un homomorphisme
(26)
Z0 → (R0,ab(F )/N
R(Rab(F )))
∨
(z, ρ) 7→ χρ.
Notons J son image. Comme dans la preuve du cas ou` (7) est ve´rifie´e, on peut de´finir Z
de sorte que la somme (22) soit proportionnelle a`∑
χ∈J
χ(µR(µR♯ )
−1).
Il reste a` montrer que cette somme est nulle sous l’hypothe`se de (22).
Comme en [I] 1.13, on de´duit de χ ∈ (R0,ab(F )/N
R(Rab(F )))
∨ une application χ˜ sur
R˜0,ab(F ) qui vaut 1 sur l’image de R˜ab(F ) par N
R˜ et qui ve´rifie χ˜(xγ) = χ(x)χ˜(γ) pour
tous x ∈ R0,ab(F ) et γ ∈ R˜0,ab(F ). En reprenant les constructions, on ve´rifie que l’on a
l’e´galite´ N R˜
′,R˜(r′) = µR(µR♯ )
−1N R˜(r♯). Donc
χ(µR(µR♯ )
−1) = χ˜(N R˜
′,R˜(r′)).
Reportons-nous aux hypothe`ses de (22) et (8) : on peut supposer que r′ appartient a`
l’ensemble R˜′(F )out de´fini en (8). D’apre`s sa de´finition, on a∑
χ∈(R0,ab(F )/NR(Rab(F )))∨
χ˜(N R˜
′,R˜(r′)) = 0.
Pour achever de prouver (22), il suffit de prouver que J = (R0,ab(F )/N
R(Rab(F )))
∨,
autrement dit que l’homomorphisme (26) est surjectif. Puisque (R0,ab(F )/N
R(Rab(F )))
∨
est l’image par ρ 7→ χρ de Z(Rˆ)∗/(Z(Rˆ) ∩ Tˆ
θˆ,0)Z(Rˆ)ΓF , il suffit de prouver que l’homo-
morphisme
Z0 → Z(Rˆ)∗/(Z(Rˆ) ∩ Tˆ
θˆ,0)Z(Rˆ)ΓF
(z, ρ) 7→ ρ(Z(Rˆ) ∩ Tˆ θˆ,0)Z(Rˆ)ΓF
est surjectif. On a les relations
(1− θˆ)(Z(Rˆ)∗) ⊂ Z(Rˆ)
Γ = Z(Gˆ)ΓZ(Rˆ)Γ,θˆ,0(1− θˆ)(Z(Rˆ)Γ)
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= Z(Gˆ)ΓZ(Mˆ)Γ,θˆ,0Z(Lˆ)Γ,θˆ,0(1− θˆ)(Z(Rˆ)Γ) ⊂ Z(Mˆ)Γ,θˆZ(Lˆ)Γ(1− θˆ)(Z(Rˆ)Γ).
Soit ρ ∈ Z(Rˆ)∗. Ecrivons (1− θˆ)(ρ) = zτ
−1(1− θˆ)((ρ′)−1), avec z ∈ Z(Mˆ)Γ,θˆ, τ ∈ Z(Lˆ)Γ,
ρ′ ∈ Z(Rˆ)Γ. Alors z = τ(1 − θˆ)(ρρ′) appartient a` Z, (z, ρρ′) appartient a` Z0 et l’image
par l’homomorphisme ci-dessus est ρ(Z(Rˆ) ∩ Tˆ θˆ,0)Z(Rˆ)ΓF . Cela ache`ve enfin la preuve.

Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonctions B comme en 1.9. On a des assertions analogues a` (i) et (iii) pour les inte´grales
IG˜,E
M˜
(M′, δM
′
, B, f). En fait, sur notre corps F non-archime´dien, les hypothe`ses de (iii)
ne sont jamais ve´rifie´es car, dans la situation quasi-de´ploye´e et a` torsion inte´rieure, un
groupe de Levi R′ de M ′ est toujours relevant.
Variante. Supposons G = G˜ et a = 1. Fixons une fonction B comme en 1.8. On a
des assertions analogues a` (i) et (iii) pour les inte´grales IG,EM (M
′, δM
′
, B, f), en supposant
δM
′
a` support unipotent (puisque l’on n’a de´fini ces termes que sous cette hypothe`se).
1.15 Inte´grales orbitales ponde´re´es ω-e´quivariantes endoscopiques
Soient (G, G˜, a) un triplet quelconque et M˜ un espace de Levi de G˜.
Lemme. Pour tout M′ ∈ E(M˜, a), soit δM′ ∈ D
st
ge´om(M
′)⊗Mes(M ′(F ))∗. Supposons∑
M′∈E(M˜ ,a)
transfert(δM′) = 0.
Alors ∑
M′∈E(M˜ ,a)
IG˜,E
M˜
(M′, δM′ , f) = 0
pour tout f ∈ I(G˜(F ), ω)⊗Mes(G(F )).
Preuve. Par line´arite´, on peut fixer une classe de conjugaison ge´ome´trique semi-
simple O dans G˜(F ) et supposer que, pour tout M′, δM′ appartient a` D
st
ge´om(OM˜ ′) ⊗
Mes(M ′(F ))∗, ou`OM˜ ′ est la re´union des classes de conjugaison ge´ome´triques dans M˜
′(F )
correspondant a` une classe dans O∩M˜(F ). D’apre`s [I] proposition 5.7, il suffit de prouver
la conclusion de l’e´nonce´ quand la famille (δM′)M′∈E(M˜,a) appartient a` l’un des sous-
espaces de´crits par chacune des conditions (3), (4), (5) de cette re´fe´rence. Dans le cas
(3), l’assertion re´sulte du (iii) de la proposition 1.14. Dans le cas (4), elle re´sulte du
corollaire 1.13. Dans le cas (5), elle re´sulte du (i) de la proposition 1.14. 
Soit γ ∈ Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗. Graˆce a` la proposition 5.7 de [I], il existe
une famille (δM′)M′∈E(M˜ ,a), avec δM′ ∈ D
st
ge´om(M
′) ⊗ Mes(M ′(F ))∗ pour tout M′, de
sorte que
γ =
∑
M′∈E(M˜ ,a)
transfert(δM′).
Pour f ∈ I(G˜(F ), ω)⊗Mes(G(F )), on pose
IG˜,E
M˜
(γ, f) =
∑
M′∈E(M˜ ,a)
IG˜,E
M˜
(M′, δM′ , f).
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Cette de´finition est loisible puisque le lemme ci-dessus nous dit que le membre de droite
ne de´pend pas de la famille (δM′)M′∈E(M˜,a) choisie.
Soit R˜ un espace de Levi de M˜ et soit γ ∈ Dge´om(R˜(F ), ω)⊗Mes(R(F ))
∗. Alors on
a l’e´galite´
(1) IG˜,E
M˜
(γM˜ , f) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜,E
R˜
(γ, fL˜,ω).
Preuve. Par line´arite´, on peut supposer qu’il existe R′ ∈ E(R˜, a) et δ ∈ Dstge´om(R
′)⊗
Mes(R′(F ))∗ tels que γ soit le transfert de δ. Ecrivons R′ = (R′,R′, s˜). De M˜ se de´duit
une donne´e endoscopique M′ = (M ′,M′, s˜). Quitte a` multiplier s˜ par un e´le´ment de
Z(Rˆ)ΓF ,θˆ, on peut supposer M′ elliptique. Par compatibilite´ du transfert a` l’induction,
γM˜ est le transfert de δM
′
. Par de´finition, on a alors
IG˜,E
M˜
(γM˜ , f) = IG˜,E
M˜
(M′, δM
′
, f).
On applique la proposition 1.14(i) :
IG˜,E
M˜
(γM˜ , f) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)I L˜,E
R˜
(R′, δ, fL˜,ω).
Toujours par de´finition, on a pour tout L˜ l’e´galite´
I L˜,E
R˜
(R′, δ, fL˜,ω) = I
L˜,E
R˜
(γ, fL˜,ω).
L’e´galite´ (1) s’ensuit. 
Variante. Supposons que (G, G˜, a) soit quasi-de´ploye´ et a` torsion inte´rieure. Fixons
un syste`me de fonctions B comme en 1.9. Pour γ ∈ Dge´om(M˜(F )) ⊗Mes(M(F ))
∗ et
f ∈ I(G˜(F ))⊗Mes(G(F )), on de´finit IG˜,E
M˜
(γ, B, f) de la meˆme fac¸on que ci-dessus. Ce
terme ve´rifie l’analogue de la relation (1).
Variante. Supposons G = G˜ et a = 1. Soit B une fonction comme en 1.8. Pour
γ ∈ Dunip(M(F ))⊗Mes(M(F ))
∗ et f ∈ I(G(F ))⊗Mes(G(F )), on de´finit IG,EM (γ, B, f)
de la meˆme fac¸on que ci-dessus. Ce terme ve´rifie l’analogue de la relation (1).
1.16 Le the´ore`me principal
Soient (G, G˜, a) un triplet quelconque et M˜ un espace de Levi de G˜.
The´ore`me (a` prouver). (i) Soient γ ∈ Dge´om(M˜(F ), ω) ⊗ Mes(M(F ))
∗ et f ∈
I(G˜(F ), ω)⊗Mes(G(F )). Alors on a l’e´galite´
IG˜,E
M˜
(γ, f) = IG˜
M˜
(γ, f)
.
(ii) Supposons que (G, G˜, a) soit quasi-de´ploye´ et a` torsion inte´rieure. Fixons un
syste`me de fonctions B comme en 1.9.. Soient γ ∈ Dge´om(M˜(F )) ⊗ Mes(M(F ))
∗ et
f ∈ I(G˜(F ))⊗Mes(G(F )). Alors on a l’e´galite´
IG˜,E
M˜
(γ, B, f) = IG˜
M˜
(γ, B, f)
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.Remarque. Quand G est quasi-de´ploye´, G˜ = G, a = 1 et B est le syste`me de
fonctions constant de valeur 1, le (ii) a e´te´ prouve´ par Arthur pour γ a` support fortement
G˜-re´gulier. Nous prouverons dans l’article suivant que l’assertion (ii) dans notre situation
un peu plus ge´ne´rale se de´duit du re´sultat d’Arthur.
2 Germes de Shalika
2.1 Germes de Shalika ordinaires
Soit (G, G˜, a) un triplet quelconque comme en 1.1. Soit η ∈ G˜ss(F ). Fixons un en-
semble de repre´sentants {ui; i, ..., n} des classes de conjugaison par ZG(η;F ) dans l’en-
semble des e´le´ments unipotents u ∈ Gη(F ) tels que ω est trivial sur ZG(ηu;F ). On fixe
des mesures sur tous les groupes intervenant. La the´orie des germes de Shalika nous
dit que, pour tout i = 1, ..., n, il existe un unique germe gi(., ω) de fonction de´finie au
voisinage de η dans G˜(F ), de sorte que, pour tout f ∈ C∞c (G˜(F )) et tout γ ∈ G˜(F ), on
ait l’e´galite´
IG˜(γ, ω, f) =
∑
i=1,...,n
gi(γ, ω)I
G˜(ηui, ω, f)
pourvu que γ soit assez proche de η.
Comme on vient de le dire, ces germes sont de´finis au voisinage de η dans G˜(F ), mais
leurs restrictions a` G˜reg(F ) sont d’un inte´reˆt particulier. On sait que les restrictions des
gi(., ω) a` G˜reg(F ) sont homoge`nes, c’est-a`-dire qu’il existe di ∈ N tel que
gi(exp(λ
2X)η, ω) = |λ|diF gi(exp(X)η, ω)
pour tout X ∈ gη,reg(F ) assez proche de 0 et tout λ ∈ F
× de valuation positive ou
nulle. On sait aussi que les restrictions de ces germes a` G˜reg(F ) se´parent les orbites ui.
C’est-a`-dire que l’on peut trouver des familles (γi)i=1,...,n forme´es d’e´le´ments de G˜reg(F )
aussi proches de η que l’on veut, de sorte que la matrice (gi(γj, ω))i,j=1,...,n soit inversible.
On peut raffiner ce re´sultat : fixons un sous-ensemble V˜ ouvert et dense dans G˜reg(F ) ;
alors on peut imposer aux γi d’appartenir a` V˜ .
Reformulons les de´finitions de fac¸on plus abstraite. Soit O une classe de conjugaison
(par G(F )) semi-simple. Conside´rons l’ensemble U(O) des voisinages ouverts et ferme´s
U˜ de O qui sont invariants par conjugaison et tels que, pour tout γ ∈ G˜(F ), γ appartient
a` U˜ si et seulement si la partie semi-simple γss appartient a` U˜ . Pour un tel voisinage U˜ ,
on note Dge´om(U˜ , ω) le sous-espace des e´le´ments de Dge´om(G˜(F ), ω) a` support dans U˜ .
Pour une proprie´te´ de´pendant d’un e´le´ment γ ∈ Dge´om(G˜(F ), ω) nous dirons qu’elle est
ve´rifie´e ”pour γ assez proche de O” si et seulement s’il existe U˜ ∈ U(O) tel que la pro-
prie´te´ soit ve´rifie´e pour γ ∈ Dge´om(U˜ , ω). Soit E un espace vectoriel sur C. Conside´rons
l’ensemble des couples (U˜ , g), ou` U˜ ∈ U(O) et g : Dge´om(U˜) ⊗Mes(G(F ))
∗ → E est
une application line´aire. Disons que deux couples (U˜ , g) et (U˜ ′, g′) sont e´quivalents si et
seulement s’il existe U˜ ′′ ∈ U(O), avec U˜ ′′ ⊂ U˜ ∩ U˜ ′, tel que les restrictions de g et g′
a` Dge´om(U˜
′′)⊗Mes(G(F ))∗ co¨ıncident. Une classe d’e´quivalence sera appele´e un germe
d’application line´aire sur Dge´om(G˜(F ))⊗Mes(G(F ))
∗ au voisinage de O, a` valeurs dans
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E. Un tel germe sera note´ simplement g et sera conside´re´ comme une application line´aire
Dge´om(G˜(F ))⊗Mes(G(F ))
∗ → E, dont la valeur n’est bien de´finie que pour des e´le´ments
de Dge´om(G˜(F ))⊗Mes(G(F ))
∗ assez proches de O.
On peut reformuler la de´finition des germes de Shalika en disant qu’il existe un
unique germe d’application line´aire gO sur Dge´om(G˜(F ))⊗Mes(G(F ))
∗ au voisinage de
O, a` valeurs dans Dge´om(O, ω)⊗Mes(G(F ))
∗, de sorte que, pour tout f ∈ I(G˜(F ), ω)⊗
Mes(G(F )) et tout γ ∈ Dge´om(G˜(F ), ω)⊗Mes(G(F ))
∗, on ait l’e´galite´
IG˜(γ, f) = IG˜(gO(γ), f)
pourvu que γ soit assez proche de O. La proprie´te´ de se´paration des orbites se traduit
de la fac¸on suivante. Soit V˜ un sous-ensemble ouvert et dense dans G˜reg(F ), invariant
par conjugaison par G(F ). Alors
(1) pour tout τ ∈ Dge´om(O, ω) ⊗ Mes(G(F ))
∗, il existe γ ∈ Dge´om(G˜(F ), ω) ⊗
Mes(G(F ))∗, a` support dans V˜ et aussi proche que l’on veut de O, de sorte que gO(γ) =
τ .
2.2 Germes de Shalika et stabilite´
Dans le paragraphe pre´ce´dent, on a de´fini la notion de germe d’application line´aire
sur Dge´om(G˜(F ), ω)⊗Mes(G(F ))
∗ au voisinage de O, a` valeurs dans un espace vectoriel
complexe E, quand O e´tait une classe de conjugaison semi-simple par G(F ). La de´finition
se ge´ne´ralise au cas ou` O est une re´union finie de telles classes. Dans ce cas, de´composons
O en union finie ∪i=1,...,nOi de classes de conjugaison. Pour tout i = 1, ..., n conside´rons
le germe de Shalika gOi relatif a` Oi. On peut fixer pour tout i un voisinage U˜i ∈ U(Oi)
de sorte que gOi soit de´fini sur Dge´om(U˜i, ω) ⊗ Mes(G(F ))
∗. On peut supposer les U˜i
deux a` deux disjoints. Posons U˜ = ∪i=1,...,nU˜i. Alors gO = ⊕i=1,...,ngOi est une application
line´aire a` valeurs dans Dge´om(O, ω)⊗Mes(G(F ))
∗, de´finie sur
⊕i=1,...,nDge´om(U˜i, ω)⊗Mes(G(F ))
∗ = Dge´om(U˜ , ω)⊗Mes(G(F ))
∗.
Le germe de cette application est uniquement de´fini.
Supposons maintenant (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit O ⊂ G˜(F )
une classe de conjugaison stable semi-simple. Pour e´tudier les distributions stables, il
convient d’adapter les de´finitions en remplac¸ant l’ensemble de voisinages U(O) par son
sous-ensemble Ust(O) des U˜ qui ve´rifient la condition : pour γ, γ′ ∈ G˜reg(F ) stablement
conjugue´s, γ appartient a` U˜ si et seulement si γ′ ∈ U˜ . Cela ne cre´e pas de difficulte´s
car tout e´le´ment de U(O) contient un voisinage ve´rifiant cette condition ([I] 4.6). On
dispose du germe gO ci-dessus.Fixons un sous-ensemble V˜ ⊂ G˜reg(F ), ouvert et dense et
invariant par conjugaison stable.
Lemme. Pour δ ∈ Dstge´om(G˜(F ))⊗Mes(G(F ))
∗, gO(δ) appartient a`D
st
ge´om(O)⊗Mes(G(F ))
∗
pourvu que δ soit assez proche de O. Pour tout τ ∈ Dstge´om(O)⊗Mes(G(F ))
∗, il existe
δ ∈ Dstge´om(G˜(F ))⊗Mes(G(F ))
∗, a` support dans V˜ et aussi proche que l’on veut de O,
de sorte que gO(δ) = τ .
Preuve. On oublie les espaces de mesures. L’espaceDge´om(O) est le dual de I(G˜(F ))O,loc,
cf. [I] 5.1, tandis que Dstge´om(O) est le dual de son quotient SI(G˜(F ))O,loc. On peut donc
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fixer une base (τ i)i=1,...,n de Dge´om(O), un entier s ∈ {0, ..., n} et une famille (fi)i=1,...,n
d’e´le´ments de I(G˜(F )) de sorte que
- (τ i)i=1,...,s est une base deD
st
ge´om(O) et (τ i)i=s+1,...,n est une base d’un supple´mentaire
de Dstge´om(O) dans Dge´om(O) ;
- l’image de (fi)i=1,...,n dans I(G˜(F ))O,loc est une base de cet espace et l’image de
(fi)i=s+1,...,n est une base du noyau de la projection I(G˜(F ))O,loc → SI(G˜(F ))O,loc ;
- IG˜(τ i, fj) =
{
1, si i = j,
0, si i 6= j.
Pour i = s+1, ..., n, la condition que l’image de fi appartient au noyau de la projection
dans SI(G˜(F ))O,loc signifie que S
G˜(δ, fi) = 0 pour tout δ ∈ D
st
ge´om(G˜(F )) assez proche
de O. Fixons un voisinage U˜ ∈ Ust(O) de sorte que
- gO soit de´fini sur Dge´om(U˜) ;
- pour tout i = s+1, ..., n, on ait S(δ, fi) = 0 pour tout δ ∈ D
st
ge´om(U˜) (cet ensemble
e´tant bien suˆr Dstge´om(G˜(F )) ∩Dge´om(U˜)) ;
- pour tout i = 1, ..., n, on ait l’e´galite´
(1) IG˜(γ, fi) = I
G˜(gO(γ), fi)
pour γ ∈ Dge´om(U˜).
Soient δ ∈ Dstge´om(U˜) et i = s + 1, ..., n. On a I
G˜(δ, fi) = S
G˜(δ, fi) = 0. L’e´galite´
ci-dessus nous dit que IG˜(gO(δ), fi) = 0. La composante de gO(δ) sur l’e´le´ment de base
τ i est donc nulle. C’est la condition pour que gO(δ) appartienne a` D
st
ge´om(O), ce qui
prouve la premie`re assertion de l’e´nonce´.
La famille (fi)i=1,...,s est line´airement inde´pendante du noyau de la projection I(G˜(F ))→
SI(G˜(F ))O,loc. Cela entraˆıne que l’on peut trouver une famille (δi)i=1,...,s d’e´le´ments de
Dstge´om,reg(U˜) de sorte que la matrice (S
G˜(δi, fj))i,j=1,...,s soit inversible. On peut remplacer
les δi par des e´le´ments assez proches et a` support dans V˜ . En prenant des combinai-
sons line´aires convenables de ces e´le´ments, on obtient une nouvelle famille (δi)i=1,...,s
d’e´le´ments de Dstge´om,reg(U˜), a` supports dans V˜ , de sorte que, pour i, j = 1, ..., s,
SG˜(δi, fj) =
{
1, si i = j,
0, si i 6= j.
D’apre`s ce qui pre´ce`de, cette e´galite´ vaut meˆme pour i = 1, ..., s et j = 1, ..., n. Appli-
quons la relation (1) pour γ = δi. On obtient que
IG˜(gO(δi), fj) =
{
1, si i = j,
0, si i 6= j
pour j = 1, ..., n. Donc gO(δi) = τ i. Cela de´montre la seconde assertion. 
De nouveau, les de´finitions et re´sultats se ge´ne´ralisent au cas ou` O est une re´union
finie de classes de conjugaison stable semi-simples.
2.3 Inte´grales orbitales ponde´re´es ω-e´quivariantes
Soit M˜ un espace de Levi de G˜. On note Dge´om,G˜−e´qui(M˜(F ), ω) le sous-espace des
e´le´ments de Dge´om(M˜(F ), ω) dont le support est forme´ d’e´le´ments de M˜(F ) qui sont
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G˜-e´quisinguliers. Soit O ⊂ M˜(F ) une classe de conjugaison semi-simple par M(F ). On
note OG˜ ⊂ G˜(F ) l’unique classe de conjugaison par G(F ) qui contient O.
Proposition. Il existe un unique germe d’application line´aire gG˜
M˜,O
surDge´om,G˜−e´qui(M˜(F ), ω)⊗
Mes(M(F ))∗ au voisinage de O, a` valeurs dans Dge´om(O
G˜, ω) ⊗Mes(G(F ))∗, de sorte
que pour tout f ∈ I(G˜(F ), ω) ⊗ Mes(G(F )) et tout γ ∈ Dge´om,G˜−e´qui(M˜(F ), ω) ⊗
Mes(M(F ))∗, on ait l’e´galite´
IG˜
M˜
(γ, f) =
∑
L˜∈L(M˜)
IG˜
L˜
(gL˜
M˜,O
(γ), f)
pourvu que γ soit assez proche de O.
C’est une reformulation de [A3] 2.5 (voir aussi [A1] proposition 9.1). En fait, ces
germes se de´finissent aussi bien sans imposer a` γ la restriction d’e´quisingularite´ de son
support. Mais nous ne les utiliserons que pour les γ indique´s et il est plus simple de se
limiter de`s le de´but a` de tels e´le´ments.
En particulier, si M˜ = G˜, le germe gG˜
G˜,O
est le germe de Shalika ordinaire note´ gO
dans les paragraphes pre´ce´dents. On a une proprie´te´ supple´mentaire :
(1) supposons que O soit forme´ d’e´le´ments G˜-e´quisinguliers de M˜(F ) ; alors gG˜
M˜,O
= 0
si G˜ 6= M˜ .
C’est [A1] remarque page 270.
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonctions B comme en 1.9. Il y a une proposition similaire a` la pre´ce´dente, ou` l’on
remplace les inte´grales orbitales IG˜
L˜
(γ, f) par leurs variantes IG˜
L˜
(γ, B, f). Cette variante
se de´duit de la proposition pre´ce´dente en utilisant 1.9(5). On note gL˜
M˜,O
(γ, B) les germes
dans cette situation.
Variante. Supposons G = G˜ et a = 1. Fixons une fonction B comme en 1.8.
Supposons O = {1}. On a de´fini les inte´grales orbitales IGM(γ, B, f) pour γ a` sup-
port unipotent. On les de´finit aussi pour γ a` support G-e´quisingulier par la simple
e´galite´ IGM(γ, B, f) = I
G
M(γ, f). Alors ces inte´grales ve´rifient une proposition similaire a`
la pre´ce´dente. On note gLM,unip(γ, B) les germes dans cette situation.
Comme pre´ce´demment, les de´finitions et re´sultats se ge´ne´ralisent au cas ou` O est une
re´union finie de classes de conjugaison semi-simples.
2.4 De´finition des germes stables
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On fixe un syste`me de
fonctions B comme en 1.9. Soit M˜ un espace de Levi de G˜. On note Dst
ge´om,G˜−e´qui
(M˜(F ))
l’intersection de Dstge´om(M˜(F )) et de Dge´om,G˜−e´qui(M˜(F )). Soit O ⊂ M˜(F ) une classe de
conjugaison stable d’e´le´ments semi-simples dans M˜(F ). On note OG˜ ⊂ G˜(F ) l’unique
classe de conjugaison stable dans G˜(F ) contenant O. On va de´finir un germe d’appli-
cation line´aire SgG˜
M˜,O
(B) sur Dst
ge´om,G˜−e´qui
(M˜(F )) ⊗Mes(M(F ))∗ au voisinage de O, a`
valeurs dans Dge´om(O
G˜)⊗Mes(G(F ))∗. La proposition ci-dessous affirme qu’il prend en
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fait ses valeurs dans Dstge´om(O
G˜) ⊗Mes(G(F ))∗. Comme toujours, on admet cette pro-
prie´te´ par re´currence pour les triplets (G′, G˜′, a′) quasi-de´ploye´s et a` torsion inte´rieure
tels que dim(G′SC) < dim(GSC). On peut alors poser, pour δ ∈ D
st
ge´om,G˜−e´qui
(M˜(F ) ⊗
Mes(M(F ))∗,
(1) SgG˜
M˜,O
(δ, B) = gG˜
M˜,O
(δ, B)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ;s 6=1
iM˜ (G˜, G˜
′(s))transfert(Sg
G′(s)
M,O (δ, B)).
On s’est dispense´ du formalisme ne´cessaire pour attacher des germes a` des donne´es G′(s)
plutoˆt qu’a` des espaces G˜′(s). Modulo cet oubli, tous les termes Sg
G
′(s)
M,O (δ, B) sont de´finis
par re´currence et sont des distributions stables pour G′(s). Remarquons que le support
de la distribution δ est forme´ d’e´le´ments G˜′(s)-e´quisinguliers : si γ ∈ M˜(F ), le syste`me
de racines de G′(s)γ est contenu dans celui de Gγ , donc dans celui de Mγ si γ est G˜-
e´quisingulier.
Proposition (a` prouver). Pour tout δ ∈ Dst
ge´om,G˜−e´qui
(M˜(F ))⊗Mes(M(F ))∗ assez
proche de O, le terme SgG˜
M˜,O
(δ, B) appartient a` Dstge´om(O
G˜)⊗Mes(G(F ))∗.
Par re´curence, la relation 2.3(1) et la de´finition (1) ci-dessus entraˆınent
(2) si O est forme´e d’e´le´ments G˜-e´quisinguliers de M˜(F ),
SgG˜
M˜,O
(B) =
{
0, si M˜ 6= G˜,
gM˜
M˜,O
(B) = gM˜
M˜,O
, si M˜ = G˜.
2.5 Inte´grales orbitales ponde´re´es invariantes stables
On conserve les hypothe`ses du paragraphe pre´ce´dent.
Proposition. (i) Pour tout f ∈ I(G˜(F ))⊗Mes(G(F )) et tout δ ∈ Dst
ge´om,G˜−e´qui
(M˜(F ))⊗
Mes(M(F ))∗, on a l’e´galite´
SG˜
M˜
(δ, B, f) = IG˜(SgG˜
M˜,O
(δ, B), B, f) +
∑
L˜∈L(M˜),L˜ 6=G˜
SG˜
L˜
(SgL˜
M˜,O
(δ, B), B, f)
pourvu que δ soit assez proche de O.
(ii) Supposons que SgG˜
M˜,O
(δ, B) appartienne a` Dstge´om(O
G˜)⊗Mes(G(F ))∗. La formule
ci-dessus devient
SG˜
M˜
(δ, B, f) =
∑
L˜∈L(M˜)
SG˜
L˜
(SgL˜
M˜,O
(δ, B), B, f)
pourvu que δ soit assez proche de O.
Preuve. Pour simplifier les notations, on oublie les espaces de mesures. On note X
la diffe´rence entre SG˜
M˜
(δ, B, f) et le membre de droite de l’e´galite´ du (i) de l’e´nonce´. On
utilise la formule de de´finition
(1) IG˜
M˜
(δ, B, f) = SG˜
M˜
(δ, B, f) +
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ;s 6=1
iM˜ (G˜, G˜
′(s))S
G
′(s)
M
(δ, B, fG
′(s)).
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On de´veloppe le membre de gauche par la proposition 2.3. On e´crit le premier terme du
membre de droite comme X plus le membre de droite de la formule du (i) de l’e´nonce´.
On de´veloppe les autres termes en utilisant la formule du (ii) de l’e´nonce´, que l’on peut
utiliser par re´currence. Toutes ces formules sont des sommes sur des ensembles d’espaces
de Levi. Rappelons que, pour s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF , un espace de Levi L˜′s ∈ L
G˜′(s)(M˜)
de´termine un espace de Levi L˜ de G˜ par la formule AL˜ = AL′s. On a tacitement re´alise´
LM comme un sous-groupe de Levi standard de LG. En posant L′s = Lˆ
′
s ⋊WF ⊂
LG,
le triplet (L′s,L
′
s, s) est e´gal a` la donne´e endoscopique L
′(s) de (L, L˜). On isole dans
chaque formule l’espace de Levi maximal. Ainsi, pourvu que δ soit assez proche de O,
IG˜
M˜
(δ, B, f) est la somme de
(2) IG˜(gG˜
M˜,O
(δ, B), f)
et de
(3)
∑
L˜∈L(M˜),L˜ 6=G˜ I
G˜
L˜
(gL˜
M˜,O
(δ, B), B, f).
Le membre de droite de (1) est e´gal a` la somme de X , de
(4) IG˜(SgG˜
M˜,O
(δ, B), f) +
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ;s 6=1
iM˜ (G˜, G˜
′(s))SG
′(s)(Sg
G′(s)
M,O (δ, B), f
G
′(s)),
et de
(5)
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF
iM˜(G˜, G˜
′(s))
∑
L˜′s∈L
G˜′(s)(M˜ );L˜′s 6=G˜
′(s)
S
G′(s)
L′(s) (Sg
L′(s)
M,O (δ, B), B, f
G
′(s)),
e´tant entendu que, si s = 1, S
G
′(s)
L′(s) (Sg
L
′(s)
M,O (δ, B), B, f
G′(s)) = SG˜
L˜
(SgL˜
M˜,O
(δ, B), B, f).
On veut prouver que X = 0. Il suffit pour cela de prouver que (2) est e´gal a` (4) et
que (3) est e´gal a` (5). Par de´finition du transfert, on peut remplacer dans (4) les termes
SG
′(s)(Sg
G′(s)
M,O (δ, B), B, f
G′(s)) par IG˜(transfert(Sg
G′(s)
M,O (δ, B)), f). Alors l’e´galite´ de (2)
et (4) re´sulte de la de´finition (1) de 2.4.
Dans (5), on regroupant les couples (s, L˜′s) selon l’espace de Levi L˜ associe´ et l’image
de s dans Z(Mˆ)ΓF /Z(Lˆ)ΓF (le triplet L′(s) ne de´pend que de cette image). L’expression
(5) devient ∑
L˜∈L(M˜),L˜ 6=G˜
∑
s∈Z(Mˆ)ΓF /Z(Lˆ)ΓF ,L′(s) elliptique
∑
t∈sZ(Lˆ)ΓF /Z(Gˆ)ΓF
iM˜(G˜, G˜
′(t))
S
G
′(t)
L′(s) (Sg
L
′(s)
M,O (δ, B), B, f
G
′(t)).
Soient s et t intervenant dans cette formule. On ve´rifie l’e´galite´
iM˜ (G˜, G˜
′(t)) = iM˜(L˜, L˜
′(s))iL˜′(s)(G˜, G˜
′(t)).
La non nullite´ du terme de droite implique que L′(s) est elliptique. L’expression (5)
devient
(6)
∑
L˜∈L(M˜),L˜ 6=G˜
∑
s∈Z(Mˆ)ΓF /Z(Lˆ)ΓF
iM˜(L˜, L˜
′(s))
∑
t∈sZ(Lˆ)ΓF /Z(Gˆ)ΓF
iL˜′(s)(G˜, G˜
′(t))S
G
′(t)
L′(s) (Sg
L
′(s)
M,O (δ, B), B, f
G′(t)).
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Conside´rons la contribution de L˜ = M˜ (qui n’intervient que si M˜ 6= G˜). C’est simplement∑
t∈Z(Mˆ )ΓF /Z(Gˆ)ΓF
iM˜(G˜, G˜
′(t))S
G′(t)
M
(SgM
M,O(δ, B), B, f
G
′(t)),
avec la meˆme convention que plus haut si t = 1. Par de´finition de SG˜
M˜
(SgM˜
M˜,O
(δ, B), B, f),
ceci n’est autre que IG˜
M˜
(SgM˜
M˜,O
(δ, B), B, f). Conside´rons maintenant la contribution a` (6)
d’un L˜ 6= M˜ . Par de´finition, la somme inte´rieure en t n’est autre que IG˜,E
L˜
(L′(s), Sg
L′(s)
M,O (δ, B), B, f),
ou encore IG˜,E
L˜
(transfert(Sg
L′(s)
M,O (δ, B)), B, f). Parce que L˜ 6= M˜ , nos hypothe`ses de
re´currence nous autorisent a` appliquer le the´ore`me 1.16. Il nous dit que le terme ci-
dessus est aussi e´gal a` IG˜
L˜
(transfert(Sg
L′(s)
M,O (δ, B)), B, f). L’expression (6) devient∑
L˜∈L(M˜),L˜ 6=G˜
∑
s∈Z(Mˆ)ΓF /Z(Lˆ)ΓF
iM˜(L˜, L˜
′(s))IG˜
L˜
(transfert(Sg
L
′(s)
M,O (δ, B)), B, f).
En utilisant la de´finition (1) de 2.4 avec G˜ remplace´ par L˜, la somme inte´rieure en s
devient IG˜
L˜
(gL˜
M˜,O
(δ, B), B, f) et (6) est e´gal a` (3). Cela de´montre le (i) de l’e´nonce´. Le
(ii) est imme´diat.

2.6 De´veloppement en germes d’inte´grales orbitales ponde´re´es
ω-e´quivariantes endoscopiques
On revient au cas ge´ne´ral. Soient M˜ un espace de Levi de G˜ et O une classe de
conjugaison stable semi-simple dans M˜(F ).
Proposition. Il existe un unique germe d’application line´aire gG˜,E
M˜,O
surDge´om,G˜−e´qui(M˜(F ), ω)⊗
Mes(M(F ))∗ au voisinage de O, a` valeurs dans Dge´om(O
G˜, ω) ⊗Mes(G(F ))∗, de sorte
que, pour tout f ∈ I(G˜(F ), ω) ⊗ Mes(G(F )) et tout γ ∈ Dge´om,G˜−e´qui(M˜(F ), ω) ⊗
Mes(M(F ))∗, on a l’e´galite´
IG˜,E
M˜
(γ, f) =
∑
L˜∈L(M˜)
IG˜,E
L˜
(gL˜,E
M˜,O
(γ), f)
pourvu que γ soit assez proche de O.
Avant de de´montrer cette proposition, posons une de´finition. Soit M′ = (M ′,M′, ζ˜)
une donne´e endoscopique elliptique et relevante de (M, M˜, aM ) et soit δ ∈ M˜
′(F ). Notons
ǫ la partie semi-simple de δ. Il correspond a` ǫ une classe de conjugaison par M(F¯ )
dans M˜(F¯ ). On dit que δ est G˜-e´quisingulier si cette classe est forme´e d’e´le´ments G˜-
e´quisinguliers. On a
(1) si δ est G˜-e´quisingulier, δ est G˜′(s˜)-e´quisingulier pour tout s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ.
En effet, soit η ∈ M˜(F¯ ) dans la classe de conjugaison correspondant a` ǫ. On sait
de´crire les syste`mes de racines de Gη, Mη, G
′(s˜)ǫ et M
′
ǫ, cf. [W2] 3.3. Les syste`mes de
racines de Gη et G
′(s˜)ǫ, resp. Mη et M
′
ǫ ne sont pas e´gaux en ge´ne´ral, mais sont en
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bijection, les deux bijections e´tant compatibles. Il en re´sulte que, si Gη = Mη, on a aussi
G′(s˜)ǫ = M
′
ǫ. 
On note Dst
ge´om,G˜−e´qui
(M′) le sous-espace des e´le´ments de Dstge´om(M
′) dont le support
est forme´ d’e´le´ments G˜-e´quisinguliers.
Preuve de la proposition. Comme toujours, oublions les espaces de mesures. Suppo-
sons d’abord que (G, G˜, a) n’est pas quasi-de´ploye´ et a` torsion inte´rieure. Conside´rons
d’abord une donne´e endoscopique elliptique et relevanteM′ = (M ′,M′, ζ˜) de (M, M˜, aM ).
Il correspond a` O une re´union OM˜ ′ de classes de conjugaison stable semi-simple dans
M˜ ′(F ). On de´finit un germe d’application line´aire δ 7→ gG˜,E
M˜,O
(M′, δ) sur Dst
ge´om,G˜−e´qui
(M′)
au voisinage de OM˜ ′ , a` valeurs dans Dge´om(O
G˜, ω), par la formule
(2) gG˜,E
M˜,O
(M′, δ) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))transfert(Sg
G
′(s˜)
M′,OM˜′
(δ, BG˜)).
Les hypothe`ses de re´currence assurent que, pour tout s˜, la proposition 2.4 est ve´rifie´e
pour G′(s˜). Donc les termes Sg
G
′(s˜)
M′,OM˜′
(δ, BG˜) sont bien de´finis et sont stables. Avec cette
de´finition, montrons que l’on a l’e´galite´
(3) IG˜,E
M˜
(M′, δ, f) =
∑
L˜∈L(M˜)
IG˜,E
L˜
(gL˜,E
M˜,O
(M′, δ), f)
pourvu que δ soit assez proche de OM˜ ′ .
La preuve est similaire a` celle de la proposition pre´ce´dente. Faisons-la rapidement.
On a par de´finition
IG˜,E
M˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))S
G
′(s˜)
M′
(δ, BG˜, fG
′(s˜)).
En utilisant la proposition 2.5, on obtient
IG˜,E
M˜
(M′, δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
L˜′s˜∈L
G˜′(s˜)(M˜ ′)
S
G′(s˜)
L′s˜
(Sg
L
′
s˜
M′,OM˜′
(δ, BG˜), BG˜, fG
′(s˜))
pouvu que δ soit assez proche de OM˜ ′ . On regroupe les couples (s˜, L˜s˜) selon l’espace de
Levi L˜ de G˜ de´termine´ par l’e´galite´ AL˜ = AL˜′s˜. On obtient
IG˜,E
M˜
(M′, δ, f) =
∑
L˜∈L(M˜)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ,L′(s˜) elliptique∑
t˜∈s˜Z(Lˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(t˜))S
G′(t˜)
L′(s˜) (Sg
L′(s˜)
M′,OM˜′
(δ, BG˜), BG˜, fG
′(s˜)).
On a encore l’e´galite´
iM˜ ′(G˜, G˜
′(t˜)) = iM˜ ′(L˜, L˜
′(s˜))iL˜′(s˜)(G˜, G˜
′(t˜))
et l’expression ci-dessus se transforme en
(4) IG˜,E
M˜
(M′, δ, f) =
∑
L˜∈L(M˜)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ
iM˜ ′(L˜, L˜
′(s˜))
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∑
t˜∈s˜Z(Lˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iL˜′(s˜)(G˜, G˜
′(t˜))S
G
′(t˜)
L′(s˜) (Sg
L
′(s˜)
M′,OM˜′
(δ, BG˜), BG˜, fG
′(s˜)).
La somme inte´rieure en t˜ n’est autre que IG˜,E
L˜
(L′(s˜), Sg
L′(s˜)
M′,OM˜′
(δ, BG˜), f), ou encore
IG˜,E
L˜
(transfert(Sg
L′(s˜)
M′,OM˜′
(δ, BG˜)), f).
En utilisant la de´finition (2), (4) devient l’e´galite´ (3).
Soit maintenant γ ∈ Dge´om(M˜(F ), ω) assez proche de O. On peut e´crire
(5) γ =
∑
M′∈E(M˜ ,a)
transfert(δM′),
avec des δM′ ∈ D
st
ge´om(M
′), cf. [I] proposition 5.7. On peut supposer que, pour tout M′
et tout e´le´ment δ du support δM′, il existe un e´le´ment γ du support de γ de sorte que
sa partie semi-simple η appartienne a` la classe de conjugaison dans M˜(F¯ ) associe´e a` la
partie semi-simple ǫ de δ. Un tel δ est G˜-e´quisingulier et proche de OM˜
′
si γ est assez
proche de O. Cela e´tant, on pose
(6) gG˜,E
M˜,O
(γ) =
∑
M′∈E(M˜,a)
gG˜,E
M˜,O
(M′, δM′).
Pour que cette de´finition soit loisible, il faut montrer que :
(7) ce terme ne de´pend pas de la de´composition (5) choisie.
Fixons cette de´composition. Par de´finition, on a
IG˜,E
M˜
(γ, f) =
∑
M′∈E(M˜ ,a)
IG˜,E
M˜
(M′, δM′ , f).
En utilisant (3), on obtient
IG˜,E
M˜
(γ, f) =
∑
M′∈E(M˜ ,a)
∑
L˜∈L(M˜)
IG˜,E
L˜
(gL˜,E
M˜,O
(M′, δM′), f)
=
∑
L∈L(M˜)
IG˜,E
L˜
(gL˜,E
M˜,O
(γ), f).
En raisonnant par re´currence, on peut supposer que, pour L˜ 6= G˜, le germe gL˜,E
M˜,O
(γ)
ne de´pend pas de la de´composition (5). L’unique terme restant, a` savoir le terme pour
L˜ = G˜, n’en de´pend donc pas non plus. Cela de´montre l’assertion (7) et en meˆme temps
l’e´galite´ de l’e´nonce´.
Supposons maintenant que (G, G˜, a) soit quasi-de´ploye´ et a` torsion inte´rieure. Dans
le raisonnement pre´ce´dent, l’unique proble`me qui se pose est qu’on ne connaˆıt pas la sta-
bilite´ de l’un des germes que l’on manipule. Il s’agit du germe SgG
M,O. Mais il n’intervient
que dans SG(SgG
M,O(δ), f
G). Il suffit de remplacer cette expression par IG˜(SgG˜
M˜,O
(δ), f)
et la de´monstration s’applique. 
Supposons que O soit forme´ d’e´le´ments G˜-e´quisinguliers de M˜(F ). Alors, pour M′ =
(M ′,M′, ζ˜) ∈ E(M˜, a), l’ensemble OM˜ ′ est forme´ d’e´le´ments G˜-e´quisinguliers. Les de´finitions
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(2) et (6) et la relation 2.4(2) entraˆınent alors que gG˜,E
M˜,O
(γ) = 0 au voisinage de O si
M˜ 6= G˜, tandis que, si M˜ = G˜, on a l’e´galite´
gG˜,E
G˜,O
(γ) =
∑
G′∈E(G˜,a)
transfert(gG
′
G′,OG˜′
(δG′)),
avec les notations de (5) adapte´es au cas M˜ = G˜. Pour G′ apparaissant ci-dessus et pour
f ∈ C∞c (G˜(F )), on a les e´galite´s
IG˜(transfert(gG
′
G′,OG˜′
(δG′)), f) = S
G
′
(gG
′
G′,OG˜′
(δG′), f
G
′
) = SG
′
(δG′ , f
G
′
)
= IG˜(transfert(δG′), f) = I
G˜(gG˜
G˜,O
(transfert(δG′), f),
pourvu que γ soit assez proche de O. Donc
transfert(gG
′
G′,OG˜′
(δG′)) = g
G˜
G˜,O
(transfert(δG′)).
La formule plus haut devient
(8) si O est forme´ d’e´le´ments G˜-e´quisinguliers de M˜(F ),
gG˜,E
M˜,O
=
{
0, si M˜ 6= G˜,
gM˜
M˜,O
, si M˜ = G˜.
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonctions B comme en 1.9. Il y a une proposition similaire a` celle ci-dessus concernant
les distributions IG˜,E
M˜
(γ, B, f). On note gG˜,E
M˜,O
(γ, B) les germes correspondants.
Variante. Supposons G = G˜, a = 1 etO = {1}. Fixons une fonctionB comme en 1.8.
Il y a une proposition similaire a` celle ci-dessus concernant les distributions IG,EM (γ, B, f).
On note gG,EM,unip(γ, B) les germes correspondants.
2.7 Une e´galite´ de germes
On conserve les meˆmes donne´es que dans le paragraphe pre´ce´dent.
Proposition (a` prouver). Sous les hypothe`ses ci-dessus, on a l’e´galite´ gG˜
M˜,O
= gG˜,E
M˜,O
.
2.8 Relation entre la proposition 2.7 et le the´ore`me 1.16
On conserve les meˆmes donne´es. Toutes nos assertions sont tautologiques dans le cas
M˜ = G˜, on suppose donc ici M˜ 6= G˜. Soient γ ∈ Dge´om,G˜−e´qui(M˜(F ), ω)⊗Mes(M(F ))
∗
et f ∈ I(G˜(F ), ω) ⊗ Mes(G(F )). Supposons γ assez proche de O. Conside´rons les
de´veloppements des propositions 2.3(ii) et 2.6(ii) et faisons leur diffe´rence. Soit L˜ ∈
L(M˜). Si L˜ 6= G˜, nos hypothe`ses de re´currence permettent d’appliquer la proposition ci-
dessus : on a gL˜
M˜,O
= gL˜,E
M˜,O
. Si L˜ 6= M˜ , ces hypothe`ses permettent d’appliquer le the´ore`me
1.16 : on a IG˜
L˜
(γ ′, f) = IG˜,E
L˜
(γ ′, f) pour tout γ ′. On obtient
(1) IG˜
M˜
(γ, f)− IG˜,E
M˜
(γ, f) = IG˜
M˜
(gM˜
M˜,O
(γ), f)− IG˜,E
M˜
(gM˜
M˜,O
(γ), f)
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+IG˜(gG˜
M˜,O
(γ)− gG˜,E
M˜,O
(γ), f).
Soit D un sous-ensemble de Dge´om,G˜−e´qui(M˜(F ), ω)⊗Mes(M(F ))
∗ ve´rifiant la pro-
prie´te´ suivante
(2) pour tout τ ∈ Dge´om(O, ω)⊗Mes(M(F ))
∗, il existe γ ∈ D aussi proche que l’on
veut de O, de sorte que gM˜
M˜,O
(γ) = τ .
Exemple. L’ensemble D = Dge´om,G˜−reg(M˜(F ), ω) ⊗Mes(M(F ))
∗ des e´le´ments de
Dge´om(M˜(F ), ω) ⊗Mes(M(F ))
∗ a` support fortement G˜-re´gulier ve´rifie cette proprie´te´
d’apre`s 2.1(1).
Lemme. Supposons que l’on ait l’e´galite´ IG˜
M˜
(γ, f) = IG˜,E
M˜
(γ, f) pour tout γ ∈ D et pour
tout f ∈ I(G˜(F ), ω)⊗Mes(G(F )). Alors les deux proprie´te´s suivantes sont e´quivalentes :
(i) on a l’e´galite´ IG˜
M˜
(γ, f) = IG˜,E
M˜
(γ, f) pour tout γ ∈ Dge´om(O, ω)⊗Mes(M(F ))
∗ et
tout f ∈ I(G˜(F ), ω)⊗Mes(G(F )) ;
(ii) on a l’e´galite´ gG˜
M˜,O
(γ) = gG˜,E
M˜,O
(γ) pour tout γ ∈ D assez proche de O.
Preuve. L’hypothe`se implique que, pour γ ∈ D , le membre de gauche de (1) est nul
donc aussi celui de droite. Si (i) est ve´rifie´, la premie`re diffe´rence de ce membre de droite
est nulle. La deuxie`me l’est donc aussi, d’ou` la conclusion de (ii). En sens inverse, (ii)
implique de la meˆme fac¸on l’e´galite´
IG˜
M˜
(gM˜
M˜,O
(γ), f) = IG˜,E
M˜
(gM˜
M˜,O
(γ), f)
pour tout f et tout γ ∈ D. En utilisant (2), cela entraˆıne
IG˜
M˜
(τ , f) = IG˜,E
M˜
(τ , f)
pour tout τ ∈ Dge´om(O, ω)⊗Mes(M(F ))
∗. C’est l’assertion (i). 
De nouveau, il y a des variantes dans les deux situations suivantes : (G, G˜, a) est
quasi-de´ploye´ et a` torsion inte´rieure et on fixe un syste`me de fonctions B comme en 1.9 ;
ou G = G˜, a = 1 et on fixe une fonction B comme en 1.8.
2.9 Relation entre la proposition 2.4 et le the´ore`me 1.10.
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On suppose donne´ un
syste`me de fonctions B comme en 1.9. Soit M˜ un espace de Levi de G˜ et O une classe
de conjugaison stable semi-simple dans M˜(F ). Toutes nos assertions sont tautologiques
dans le cas M˜ = G˜, on suppose donc ici M˜ 6= G˜. Soient δ ∈ Dst
ge´om,G˜−e´qui
(M˜(F )) ⊗
Mes(M(F ))∗ et f ∈ I(G˜(F ))⊗Mes(G(F )). On suppose que l’image de f dans SI(G˜(F ))⊗
Mes(G(F )) est nulle, autrement dit que les inte´grales orbitales stables fortement re´gulie`res
de f sont nulles. Conside´rons le de´veloppement de la proposition 2.5(i). Pour L˜ ∈ L(M˜)
tel que L˜ 6= M˜ et L˜ 6= G˜, les hypothe`ses de re´currence impliquent que SgL˜
M˜,O
(δ, B)
est stable et que la forme line´aire f ′ 7→ SG˜
L˜
(δ′, B, f ′) est stable pour tout δ′ stable. Par
ailleurs, pour L˜ = M˜ , on a simplement SgM˜
M˜,O
(δ, B) = gM˜
M˜,O
(δ) et ce terme est stable
d’apre`s le lemme 2.2. En vertu de l’hypothe`se sur f , le de´veloppement se re´duit a`
(1) SG˜
M˜
(δ, B, f) = SG˜
M˜
(gM˜
M˜,O
(δ), B, f) + IG˜(SgG˜
M˜,O
(δ, B), B, f).
74
SoitDst un sous-ensemble deDst
ge´om,G˜−e´qui
(M˜(F ))⊗Mes(M(F ))∗ ve´rifiant la proprie´te´
suivante
(2) pour tout τ ∈ Dstge´om(O)⊗Mes(M(F ))
∗, il existe δ ∈ Dst aussi proche que l’on
veut de O, de sorte que gM˜
M˜,O
(δ) = τ .
Exemple. L’ensemble Dst = Dst
ge´om,G˜−reg
(M˜(F ), ω)⊗Mes(M(F ))∗ des e´le´ments de
Dstge´om(M˜(F ), ω) ⊗Mes(M(F ))
∗ a` support fortement G˜-re´gulier ve´rifie cette proprie´te´
d’apre`s le lemme 2.2.
Lemme. Supposons que la distribution f ′ 7→ SG˜
M˜
(δ, B, f ′) soit stable pour tout δ ∈ Dst.
Alors les proprie´te´s suivantes sont e´quivalentes :
(i) la distribution f ′ 7→ SG˜
M˜
(δ, B, f ′) est stable pour tout δ ∈ Dstge´om(O)⊗Mes(M(F ))
∗ ;
(ii) SgG˜
M˜,O
(δ, B) est stable pour tout δ ∈ Dst assez proche de O.
La preuve est similaire a` celle du lemme pre´ce´dent.
2.10 Premie`res conse´quences
Soient (G, G˜, a) un triplet quelconque et M˜ un espace de Levi de G˜.
Proposition. (i) Soit O une classe de conjugaison semi-simple dans M˜(F ) forme´e
d’e´le´ments G˜-e´quisinguliers. Supposons que l’on ait l’e´galite´ IG˜,E
M˜
(γ, f) = IG˜
M˜
(γ, f) pour
tout γ ∈ Dge´om,G˜−reg(M˜(F ), ω) ⊗Mes(M(F ))
∗ et tout f ∈ C∞c (G˜(F )) ⊗Mes(G(F )).
Alors cette e´galite´ est ve´rifie´e pour tout f et tout γ ∈ Dge´om(O, ω)⊗Mes(M(F ))
∗.
(ii) Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Soit O une classe de
conjugaison stable semi-simple dans M˜(F ) forme´e d’e´le´ments G˜-e´quisinguliers. Suppo-
sons que la distribution
f 7→ SG˜
M˜
(δ, f)
soit stable pour tout δ ∈ Dst
ge´om,G˜−reg
(M˜(F ))⊗Mes(M(F ))∗. Alors elle est stable pour
tout δ ∈ Dstge´om(O)⊗Mes(M(F ))
∗.
Preuve. Pour (i), on applique le lemme 2.8 en prenant D = Dge´om,G˜−reg(M˜(F ), ω)⊗
Mes(M(F ))∗. Graˆce a` 2.3(1) et 2.6(8), la condition (ii) de ce lemme est ve´rifie´e. Donc
aussi la condition (i) de ce lemme, qui n’est autre que la conclusion de l’e´nonce´. Pour le
(ii), on applique le lemme 2.9 en prenant Dst = Dst
ge´om,G˜−reg
(M˜(F ), ω)⊗Mes(M(F ))∗.
Graˆce au lemme 2.2 et a` 2.4(2), la condition (ii) de ce lemme est ve´rifie´e. Donc aussi la
condition (i) de ce lemme, qui n’est autre que la conclusion de l’e´nonce´. 
2.11 Une formule d’induction
Soient (G, G˜, a) un triplet quelconque, M˜ un espace de Levi de G˜ et R˜ un espace de
Levi de M˜ . On rappelle qu’il y a un homomorphisme d’induction
Dge´om(R˜(F ), ω)⊗Mes(R(F ))
∗ → Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗
γ 7→ γM˜
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Soit O une classe de conjugaison semi-simple par R(F ) dans R˜(F ). On note OM˜ la classe
engendre´e dans M˜(F ).
Lemme. Soit γ ∈ Dge´om(R˜(F ), ω) ⊗ Mes(R(F ))
∗. On suppose que les e´le´ments du
support de γM˜ sont G˜-e´quisinguliers. Si γ est assez voisin de O, on a l’e´galite´
gG˜
M˜,OM˜
(γM˜) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)(gL˜
R˜,O
(γ))G˜.
Remarque. Pour tout L˜ tel que dG˜
M˜
(M˜, L˜) 6= 0, les e´le´ments du support de γ sont
L˜-e´quisinguliers. Cela re´sulte de l’assertion suivante. Soit η ∈ R˜(F ). Supposons que η
soit G˜-e´quisingulier en tant qu’e´le´ment de M˜(F ) (c’est-a`-dire Mη = Gη). Alors η est
L˜-e´quisingulier. Puisque dG˜
M˜
(M˜, L˜) 6= 0, les tores AM˜ et AL˜ engendrent AR˜. Un e´le´ment
de M˜ ∩ L˜ commute a` AM˜ et AL˜, donc a` AR˜, donc appartient a` R˜. D’ou` M˜ ∩ L˜ = R˜. Un
e´le´ment de M ∩ L agissant par multiplication a` gauche conserve M˜ ∩ L˜, donc aussi R˜,
donc appartient a` R. D’ou` M ∩ L = R. Puisque Lη ⊂ Gη = Mη, on a Lη ⊂M ∩ L = R,
d’ou` l’e´galite´ cherche´e Lη = Rη.
Preuve. Soit f ∈ C∞c (G˜(F ))⊗Mes(G(F )). On utilise le lemme 1.7 :
IG˜
M˜
(γM˜ , f) =
∑
L˜1∈L(R˜)
dG˜
R˜
(M˜, L˜1)I
L˜1
R˜
(γ, fL˜1,ω).
On de´veloppe en germes les deux membres. A gauche, on obtient
(1)
∑
L˜′∈L(M˜)
IG˜
L˜′
(gL˜
′
M˜,OM˜
(γM˜), f).
A droite, on obtient ∑
L˜1∈L(R˜)
dG˜
R˜
(M˜, L˜1)
∑
L˜2∈L(R˜),L˜2⊂L˜1
I L˜1
L˜2
(gL˜2
R˜,O
(γ), fL˜1,ω).
Conside´rons l’ensemble A des couples d’espace de Levi (L˜1, L˜2) tels que R˜ ⊂ L˜2 ⊂ L˜1 et
dG˜
R˜
(M˜, L˜1) 6= 0. Conside´rons l’ensemble B des triplets (L˜1, L˜2, L˜
′) tels que R˜ ⊂ L˜2 ⊂ L˜1,
M˜ ⊂ L˜′, L˜2 ⊂ L˜
′ et dL˜
′
R˜
(M˜, L˜2)d
G˜
L˜2
(L˜′, L˜1) 6= 0. On a prouve´ en 1.7(5) que l’application
(L˜1, L˜2, L˜
′) 7→ (L˜1, L˜2) etait une bijection de B sur A et que, pour (L˜1, L˜2, L˜
′) ∈ B, on
avait l’e´galite´
dL˜
′
R˜
(M˜, L˜2)d
G˜
L˜2
(L˜′, L˜1) = d
G˜
R˜
(M˜, L˜1).
En utilisant cela, la somme ci-dessus se re´crit∑
L˜′∈L(M˜)
∑
L˜2∈L(R˜),L˜2⊂L˜′
dL˜
′
R˜
(M˜, L˜2)
∑
L˜1∈L(L˜2)
dG˜
L˜2
(L˜′, L˜1)I
L˜1
L˜2
(gL˜2
R˜,O
(γ), fL˜1,ω).
Par le lemme 1.7, la dernie`re somme en L˜1 devient I
G˜
L˜′
((gL˜2
R˜,O
(γ))L˜
′
, f). L’expression de-
vient
(2)
∑
L˜′∈L(M˜)
IG˜
L˜′
(X L˜
′
M˜
(γ), f),
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ou`
X L˜
′
M˜
(γ) =
∑
L˜2∈L(R˜),L˜2⊂L˜′
dL˜
′
R˜
(M˜, L˜2)(g
L˜2
R˜,O
(γ))L˜
′
.
Les deux expressions (1) et (2) sont e´gales. L’assertion du lemme est que XG˜
M˜
(γ) =
gG˜
M˜,OM˜
(γM˜). En raisonnant par re´currence, on peut supposer que cela est vrai si l’on
remplace G˜ par L˜′ 6= G˜. Par diffe´rence entre (1) et (2), on obtient
IG˜(gG˜
M˜,OM˜
(γM˜)−XG˜
M˜
(γ), f) = 0.
On en de´duit l’e´galite´ cherche´e XG˜
M˜
(γ) = gG˜
M˜,OM˜
(γM˜). 
2.12 Une formule d’induction, cas endoscopique
On conserve les meˆmes donne´es, a` ceci pre`s que O est maintenant une classe de
conjugaison stable semi-simple dans R˜(F ).
Lemme. Soit γ ∈ Dge´om(R˜(F ), ω) ⊗ Mes(R(F ))
∗. On suppose que les e´le´ments du
support de γM˜ sont G˜-e´quisinguliers. Si γ est assez voisin de O, on a l’e´galite´
gG˜,E
M˜,OM˜
(γM˜) =
∑
L˜∈L(R˜)
dG˜
R˜
(M˜, L˜)(gL˜,E
R˜,O
(γ))G˜.
La preuve est la meˆme que la pre´ce´dente, en utilisant la relation 1.15 (1) en lieu et
place du lemme 1.7.
2.13 Une formule d’induction, cas stable
On suppose (G, G˜, a) qusasi-de´ploye´ et a` torsion inte´rieure. On fixe un syste`me de
fonctions B comme en 1.9. Soient M˜ un espace de Levi de G˜, R˜ un espace de Levi de M˜
et O une classe de conjugaison stable semi-simple dans R˜(F ).
Lemme. Soit δ ∈ Dstge´om(R˜(F ), ω) ⊗ Mes(R(F ))
∗. On suppose que les e´le´ments du
support de δM˜ sont G˜-e´quisinguliers. Si δ est assez voisin de O, on a l’e´galite´
SgG˜
M˜,OM˜
(δM˜) =
∑
L˜∈L(R˜)
eG˜
R˜
(M˜, L˜)(SgL˜
R˜,O
(δ))G˜.
La preuve est la meˆme qu’en 2.11, en utilisant la proposition 1.14(ii).
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3 De´veloppements des inte´grales orbitales ponde´re´es
invariantes
3.1 Des espaces associe´s au couple (G˜, M˜)
On conside`re un triplet (G, G˜, a) ge´ne´ral. Soit M˜ un ensemble de Levi de G˜. Conside´rons
l’ensemble des ensembles {αi; i = 1, ..., n} forme´s d’e´le´ments line´airement inde´pendants
de Σ(AM˜ ) et de nombre d’e´le´ments maximal, c’est-a`-dire tels que n = aM˜ − aG˜ (on
conside`re ici les racines comme des e´le´ments de a∗
M˜
). On dit que deux tels ensembles
sont e´quivalents s’ils engendrent le meˆme Z-module dans a∗
M˜
. On note J G˜
M˜
l’ensemble
des classes d’e´quivalence. Pour J ∈ J G˜
M˜
, on note RJ de Z module engendre´ par les αi
pour n’importe quel e´le´ment {αi; i = 1, ..., n} ∈ J .
Identifions la paire de Borel de G a` une paire (B∗, T ∗) pour laquelle M est standard.
Soit J ∈ J G˜
M˜
. On conside`re l’ensemble des racines β ∈ Σ(T ∗) qui se restreignent a` AM˜
en un e´le´ment de RJ . C’est le syste`me de racines associe´ a` un sous-groupe de G, que l’on
note GJ . Il contient M . On ve´rifie qu’il est de´fini sur F et invariant par adγ pour tout
γ ∈ M˜(F ) (parce que adγ induit l’identite´ sur AM˜). Alors l’ensemble G˜J = GJM˜ est un
sous-espace tordu de G˜. On introduit aussi un sous-espace UJ de l’espace des germes au
point 1 de fonctions de´finies presque partout sur AM˜(F ). C’est le sous-espace engendre´
line´airement par les germes de fonctions
a 7→
∏
i=1,...,n
log(|αi(a)− αi(a)
−1|F )
pour les ensembles {αi; i = 1, ..., n} appartenant a` J . Si M˜ = G˜, J
G˜
G˜
posse`de un unique
e´le´ment ∅. Alors U∅ est la droite forme´e des germes de fonctions constantes.
Attention. Les fonctions ci-dessus ne sont pas line´airement inde´pendantes en ge´ne´ral.
Donnons un contre-exemple. On prend G˜ = G = SO(5) et pour M˜ =M un tore de´ploye´
maximal. On peut identifier aM˜(F ) a` F
2 de sorte qu’un ensemble de racines positives
soit forme´ des quatre applications line´aires
(x, y) 7→


α(x, y) = x− y
β(x, y) = y
(α + β)(x, y) = x
(α + 2β)(x, y) = x+ y.
Il y a six ensembles forme´s de deux racines positives line´airement inde´pendantes. Cinq
d’entre eux sont e´quivalents, le dernier, a` savoir {α, α+2β}, formant une classe d’e´quivalence
a` lui seul (si on ne tient compte que des racines positives). Prenons pour J la classe des
cinq premiers. En identifiant les germes de fonctions sur AM˜(F ) au point 1 a` des germes
de fonctions sur aM˜(F ) au point 0, l’espace UJ contient en particulier les germes des
fonctions
(x, y) 7→


log(|x− y|F )log(|y|F )
log(|x+ y|F )log(|x|F )
log(|x− y|F )log(|x|F )
log(|x+ y|F )log(|y|F )
(on suppose que la caracte´ristique re´siduelle est impaire, sinon il faudrait multiplier
toutes les racines par 2). Mais la somme des deux premie`res fonctions et des oppose´es
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des deux dernie`res est nulle. En effet, elle s’e´crit
(log(|x− y|F )− log(|x+ y|F ))(log(|y|F )− log(|x|F )).
Si x et y ont meˆme valeur absolue, le deuxie`me facteur est nul. Si x et y ont des valeurs
absolues diffe´rentes, alors x+ y et x− y ont des valeurs absolues e´gales au sup de celles
de x et de y. Alors le premier facteur est nul.
On a ne´anmoins la proprie´te´ ci-dessous. Pour l’e´noncer, on doit d’abord poser une
de´finition. Appelons domaine admissible dans AM˜(F ) l’intersection d’un voisinage ouvert
assez petit de 1 avec l’ensemble des e´le´ments a qui ve´rifient la condition |α(a)− 1|F >
cd(a) pour tout α ∈ Σ(AM˜), ou` c > 0 est un re´el fixe´. Pour un germe de fonction u
de´finie presque partout dans un voisinage de 1 dans AM˜(F ), disons que le germe u est
e´quivalent a` 0 s’il existe r > 0 et, pour tout domaine admissible, un re´el C > 0 tel que
|u(a)| ≤ Cd(a)r pour tout a dans le domaine et assez proche de 1. On dit que deux
germes sont e´quivalents si leur diffe´rence est e´quivalente a` 0. On note ≃ cette relation
d’e´quivalence. Cette de´finition de´pend de l’espace ambiant G˜ (puisqu’elle de´pend de
l’ensemble Σ(AM˜ )), mais on espe`re que cela ne cre´era pas de difficulte´. Notons que
(1) si u est un germe e´quivalent a` 0 et si {αi; i = 1, ..., n} est un ensemble fini
d’e´le´ments de Σ(AM˜ ), le germe
a 7→ u(a)
∏
i=1,...,n
log|αi(a)− αi(a)
−1|F
est lui-aussi e´quivalent a` 0.
On a
(2) soit u ∈
∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
UJ ; supposons u e´quivalent a` 0 ; alors u = 0.
Preuve. Comme plus haut, on peut descendre via l’exponentielle le germe u en un
germe de fonction sur aM˜(F ) au voisinage de 0. Pour L˜ ∈ L(M˜), J ∈ J
L˜
M˜
et α = {αi; i =
1, ..., n} ∈ J , on note uα la fonction de´finie presque partout sur aM˜(F ) par
uα(H) =
∏
i=1,...,n
log(|2αi(H)|F ).
Alors u est combinaison line´aire de telles fonctions. Soit H ∈ aM˜(F ) en position ge´ne´rale.
Fixons une uniformisante ̟F de F . Pour k ∈ Z et α ∈ Σ(AM˜), on a
log(|2α(̟kFH)|F ) = −k log(q) + log(|2α(H)|F ),
ou` q est le nombre d’e´le´ments du corps re´siduel. Il en re´sulte que u(̟kFH) est un polynoˆme
en k. Les e´le´ments ̟kFH , pour k ≥ 0, restent dans un domaine admissible. Puisque u est
e´quivalent a` 0, on a donc limk→∞u(̟
k
FH) = 0. Mais un polynoˆme en k qui tend vers 0
quand k tend vers l’infini est nul. Donc u(̟kFH) = 0 pour tout k. En particulier, pour
k = 0, u(H) = 0. L’e´le´ment H e´tant quelconque dans un ouvert dense, on a u = 0. 
On a
(3) supposons M˜ 6= G˜ ; soient J ∈ J G˜
M˜
et u ∈ UJ ; supposons que u soit e´quivalent a`
une constante ; alors u = 0 et cette constante est nulle.
Preuve. Notons c cette constante. Rappelons que C s’identifie a` l’espace U∅ associe´ a`
l’e´le´ment vide de J M˜
M˜
. On peut donc appliquer (2) a` u−c, d’ou` u−c = 0. On descend les
fonctions en des fonctions sur aM˜(F ) et on utilise les notations de la preuve de (2). On
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e´crit u =
∑
α∈J cαuα, avec des coefficients complexes cα. Fixons un point H en position
ge´ne´rale. Pour α = {αi; i = 1, ..., n}, β = {βi; i = 1, ..., n} ∈ J , les αi(H) se de´duisent
des βi(H) par une matrice a` coefficients entiers. Donc
supi=1,..,n(|αi(H)|F ) ≤ supi=1,...,n(|βi(H)|F ).
On peut e´changer les roˆles de α et β. Donc les deux sup sont e´gaux. Quitte a` multiplier
H par une puissance convenable de ̟F , on peut supposer que ces sup valent 1. Mais
alors uα(H) = 0 pour tout α ∈ J . Donc u(H) = 0. L’e´galite´ u − c = 0 entraˆıne c = 0,
puis u = 0. 
L’ensemble J G˜
M˜
contient un unique e´le´ment J tel que RJ contienne Σ(AM˜) tout entier.
C’est celui qui contient tout ensemble {αi; i = 1, ..., n} formant une base de Σ(AM˜) pour
un certain ordre. On dit que cet e´le´ment J est l’e´le´ment maximal de J G˜
M˜
.
Soit J ∈ J G˜
M˜
. On a ΣG˜J (AM˜ ) ⊂ Σ
G˜(AM˜). L’ensemble J
G˜J
M˜
s’identifie au sous-ensemble
des J ′ ∈ J G˜
M˜
qui contiennent une famille forme´e d’e´le´ments de ΣG˜J (AM˜), ou encore, ce
qui revient au meˆme, dont tous les e´le´ments sont des familles forme´es d’e´le´ments de
ΣG˜J (AM˜). Pour J
′ ∈ J G˜J
M˜
, l’espace UJ ′ ne de´pend pas de l’espace ambiant G˜ ou G˜J . Cas
particulier : J s’identifie a` l’e´le´ment maximal de J G˜J
M˜
.
Notons AnnG˜
M˜
l’annulateur de l’homomorphisme d’induction
Dge´om(M˜(F ), ω)⊗Mes(M(F ))
∗ → Dge´om(G˜(F ), ω)⊗Mes(G(F ))
∗.
Lemme. Pour tout J ∈ J G˜
M˜
, on a l’inclusion AnnG˜J
M˜
⊂ AnnG˜
M˜
.
Preuve. On fixe des mesures sur chaque groupe. Il est e´quivalent de prouver que
l’image de l’application
resG˜
M˜
: I(G˜(F ), ω) → I(M˜(F ), ω)
f 7→ fM˜,ω
est contenue dans celle de l’application resG˜J
M˜
. On fixe un espace de Levi minimal M˜0 ⊂ M˜
et un espace parabolique P˜0 ∈ P(M˜0) de sorte que M˜ soit standard. D’apre`s [I] lemme
4.3, l’image de resG˜
M˜
est forme´e des ϕ ∈ I(M˜(F ), ω) qui ve´rifient la condition suivante :
- pour deux espaces de Levi R˜, R˜′ ∈ LM˜(M˜0) et pour w ∈ W
G(M˜0) tel que w(R˜) = R˜
′,
la fonction ϕR˜′,ω est l’image de ϕR˜,ω par l’isomorphisme I(R˜(F ), ω)→ I(R˜
′(F ), ω) de´duit
de w.
En appliquant la meˆme caracte´risation pour G˜J , l’assertion re´sulte simplement de
l’inclusion WGJ (M˜0) ⊂ W
G(M˜0). Pour prouver celle-ci, identifions la paire de Borel de
G a` une paire (B∗, T ∗) telle que B∗ ⊂ P0, T
∗ ⊂M0. NotonsW
G le groupe de Weyl de T ∗
et NormWG(M0) l’ensemble des e´le´ments de W
G qui conservent M0. La paire de Borel
de´termine un automorphisme θ de WG et l’action galoisienne quasi-de´ploye´e sur cette
paire de´termine une action de ΓF sur W
G. Alors WG(M˜0) est isomorphe au sous-groupe
des invariants par ΓF et θ dans le quotient (NormWG(M0)/W
M0). L’assertion a` prouver
re´sulte alors des faits que WGJ est un sous-groupe de WG (parce que le syste`me de
racines de GJ est un sous-syste`me de celui de G) et que cette inclusion est e´quivariante
pour les actions de θ et de ΓF . 
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3.2 Un de´veloppement des inte´grales ponde´re´es ω-e´quivariantes
Soient (G, G˜, a) un triplet quelconque, M˜ un espace de Levi de G˜ et O une classe
de conjugaison semi-simple dans M˜(F ). On pose AnnG˜O = Ann
G˜
M˜
∩ (Dge´om(O, ω) ⊗
Mes(M(F ))∗.
Proposition. Pour tout J ∈ J G˜
M˜
, il existe une unique application line´aire ρG˜J : Dge´om(O, ω)⊗
Mes(M(F ))∗ → UJ ⊗ (Dge´om(O, ω) ⊗Mes(M(F ))
∗)/AnnG˜O de sorte que les proprie´te´s
suivantes soient ve´rifie´es.
(i) L’application ρG˜J est la compose´e de ρ
G˜J
J et de la projection
UJ⊗(Dge´om(O, ω)⊗Mes(M(F ))
∗)/AnnG˜JO → UJ⊗(Dge´om(O, ω)⊗Mes(M(F ))
∗)/AnnG˜O;
(ii) Pour tout γ ∈ Dge´om(O, ω) ⊗ Mes(M(F ))
∗ et pour tout f ∈ I(G˜(F ), ω) ⊗
Mes(G(F )), le germe en 1 de la fonction
a 7→ IG˜
M˜
(aγ, f),
qui est de´finie pour tout a ∈ AM˜(F ) en position ge´ne´rale, est e´quivalent a`∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
IG˜
L˜
(ρL˜J (γ, a)
L˜, f)
.
Remarques. (1) Le terme ρG˜J (γ) de´finit un germe de fonction sur AM˜(F ) a` valeurs
dans (Dge´om(O, ω)⊗Mes(M(F ))
∗)/AnnG˜O. On a note´ ρ
G˜
J (γ, a) la valeur en a de ce germe.
(2) La proposition e´quivaut a` dire que le germe de la fonction a 7→ gG˜
M˜,O
(aγ) est
e´quivalent a` ∑
J∈J G˜
M˜
ρJ(γ, a)
G˜.
Preuve de l’unicite´. On raisonne par re´currence sur la dimension de G. Pour L˜ ∈
L(M˜), L˜ 6= G˜ et J ∈ J L˜
M˜
, l’application ρL˜J est de´ja` de´termine´e. Pour J ∈ J
G˜
M˜
non maxi-
mal, l’application ρG˜J est uniquement de´termine´e par la condition (i). Il reste a` de´terminer
ρG˜J pour l’unique e´le´ment maximal de J
G˜
M˜
. Pour ce J , fixons une base (uk)k=1,...,m de UJ .
On peut e´crire ρG˜J (γ, a) =
∑
k=1,...,m uk(a)γk, avec des e´le´ments γk ∈ Dge´om(O, ω) ⊗
Mes(M(F ))∗. L’e´galite´ du (ii) de´termine a` e´quivalence pre`s le germe de la fonction
IG˜(ρG˜J (γ, a)
G˜, f) pour tout f , c’est-a`-dire de la fonction∑
k=1,...,m
uk(a)I
G˜(γG˜k , f).
D’apre`s 3.1(3), cela de´termine les distributions γG˜k , ce qui est e´quivalent a` de´terminer les
distributions γk modulo Ann
G˜
O.
Preuve de l’existence. Par line´arite´, on peut se limiter a` prouver l’existence des germes
ρJ(γ, a) quand γ est l’inte´grale orbitale associe´e a` un e´le´ment γ dont la partie semi-
simple appartient a` O. Montrons qu’alors, pour tout f , le germe en 1 de la fonction
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a 7→ IG˜
M˜
(aγ, f) est e´quivalent a` celui de la fonction qui a` a associe
(3)
∑
L˜∈L(M˜)
(−1)aM˜−aL˜rL˜
M˜
(γ, a)IG˜
L˜
(γL˜, f).
Comme on le rappellera ci-dessous, les termes rL˜
M˜
(γ, a) sont des combinaisons line´aires
de produits de termes log(|α(a)− α(a)−1|F ) pour α ∈ Σ(AM˜). En utilisant les relations
1.7(12) et 3.1(1), on voit que la fonction (3) ci-dessus est e´quivalente a`∑
L˜∈L(M˜)
(−1)aM˜−aL˜rL˜
M˜
(γ, a)
∑
R˜∈L(L˜)
rR˜
L˜
(γ, a)IG˜
R˜
(aγ, f),
ou encore a` ∑
R˜∈L(M˜)
tR˜
M˜
(γ, a)IG˜
R˜
(aγ, f),
ou`
tR˜
M˜
(γ, a) =
∑
L˜∈LR˜(M˜ )
(−1)aM˜−aL˜rL˜
M˜
(γ, a)rR˜
L˜
(γ, a).
Pour en de´duire l’assertion ci-dessus, il suffit de prouver que
(4) tR˜
M˜
(γ, a) =
{
0, si R˜ 6= M˜,
1, si R˜ = M˜.
De´finissons la (G˜, M˜)-famille (r′
P˜
(γ, a;λ))P˜∈P(M˜) par
r′
P˜
(γ, a;λ) = rP˜ (γ, a;−λ) = rP˜ (γ, a;λ)
−1.
La premie`re e´galite´ entraˆıne que r′
L˜
M˜
(γ, a) = (−1)aM˜−aL˜rL˜
M˜
(γ, a). Donc, par une formule
usuelle, tR˜
M˜
(γ, a) est la fonction associe´e a` la famille produit (r′
P˜
(γ, a;λ)rP˜ (γ, a;λ))P˜∈P(M˜).
Or celle-ci est une famille de fonctions constantes de valeur 1, d’ou` l’e´galite´ (4).
La famille (rP˜ (γ, a;λ))P˜∈P(M˜) est d’une forme particulie`re qui permet le calcul des
fonctions rL˜
M˜
(γ, a). Pre´cise´ment, pour toute base α = {αi; i = 1, ..., n} de A
L˜
M˜
forme´e
d’e´le´ments de ΣL˜(AM˜), notons m(α; γ) le volume du quotient de A
L˜
M˜
par le Z-module
engendre´ par les ρ(αi, γ) (cf. 1.5), avec la convention m(α, γ) = 0 si l’un de ces e´le´ments
est nul. Notons aussi sgn(α, γ) le produit des signes des nombres re´els < αi, ρ(αi, γ) >
(avec la meˆme convention). Et notons uα la fonction sur AM˜(F ) de´finie par
uα(a) =
∏
i=1,...,n
log(|αi(a)− αi(a)
−1|F ).
Dans le cas particulier ou` L˜ = M˜ , auquel cas α est l’ensemble vide, on admet par
convention que les trois termes que l’on vient de de´finir valent 1. Alors le lemme 7.1 de
[A5] entraˆıne l’e´galite´
rL˜
M˜
(γ, a) =
∑
α
m(α, γ)sgn(α, γ)uα(a),
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ou` on somme sur les ensembles α de´crits ci-dessus. L’ensemble de ces ensembles n’est
autre que la re´union des J ∈ J L˜
M˜
. Pour tout J ∈ J G˜
M˜
, posons
(5) ρG˜J (γ, a) =
∑
α∈J
m(α, γ)sgn(α, γ)uα(a)γ.
C’est un e´le´ment de UJ ⊗Dge´om(O, ω)⊗Mes(M(F ))
∗. Alors la somme (3) devient∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
IG˜
L˜
(ρL˜J (γ, a)
L˜, f).
Puisque la somme (3) est, a` e´quivalence pre`s, le germe de IG˜
M˜
(aγ, f), on a obtenu l’as-
sertion (ii) de l’e´nonce´. L’assertion (i) est imme´diate d’apre`s la de´finition de ρG˜J (γ, a) et
1.5(4). 
On a
(6) si M˜ = G˜, ρG˜∅ est l’identite´, modulo l’isomorphisme U∅ ≃ C.
C’est imme´diat sur la de´finition (5).
3.3 De´veloppement des inte´grales orbitales ponde´re´es invariantes
et fonction B
On suppose G = G˜ et a = 1. On fixe une fonction B comme en 1.8. Soit M un Levi
de G. On dispose alors de l’ensemble Σ(AM , B). On peut reprendre les de´finitions de 3.1
en remplac¸ant partout l’ensemble Σ(AM˜) par cet ensemble Σ(AM , B). En particulier, on
note J GM(B) l’analogue de J
G˜
M˜
. Toutes les proprie´te´s e´nonce´es en 3.1 restent vraies avec
ces de´finitions modifie´es. La seule diffe´rence est que, pour J ∈ J GM(B), le groupe GJ n’est
plus en ge´ne´ral un sous-groupe de G (les groupes Gα de 1.8 en sont des cas particuliers).
Cela ne cre´e pas de perturbations. De meˆme, l’analogue de la proposition 3.2 reste vraie,
avec la meˆme preuve. Enonc¸ons-la, avec des notations e´videntes.
Proposition. Pour tout J ∈ J GM(B), il existe une unique application line´aire ρ
G
J :
Dunip(M(F )) ⊗Mes(M(F ))
∗ → UJ ⊗ (Dunip(M(F ))⊗Mes(M(F ))
∗)/AnnGunip de sorte
que les proprie´te´s suivantes soient ve´rifie´es.
(i) L’application ρGJ est la compose´e de ρ
GJ
J et de la projection
UJ⊗(Dunip(M(F ))⊗Mes(M(F ))
∗)/AnnGJunip → UJ⊗(Dunip(M(F ))⊗Mes(M(F ))
∗)/AnnGunip.
(ii) Pour tout γ ∈ Dunip(M(F ))⊗Mes(M(F ))
∗ et pour tout f ∈ I(G(F ))⊗Mes(G(F )),
le germe en 1 de la fonction
a 7→ IGM(aγ, f),
qui est de´finie pour tout a ∈ AM(F ) en position ge´ne´rale, est e´quivalent a`∑
L∈L(M)
∑
J∈JGM (B)
IGL (ρ
L
J (γ, a)
L, B, f)
.
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3.4 De´veloppement des inte´grales orbitales ponde´re´es invariantes
et syste`me de fonctions B
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On fixe un syste`me de
fonctions B comme en 1.9. Soient M˜ un espace de Levi de G˜ et O une classe de conju-
gaison semi-simple dans M˜(F ). Pour η ∈ O, on a de´fini l’ensemble Σ(AM , Bη) en 1.9.
Il ne de´pend pas du choix de η, on le note plutoˆt Σ(AM , BO). De nouveau, on peut re-
prendre les de´finitions de 3.1 en remplac¸ant partout l’ensemble Σ(AM˜ ) par cet ensemble
Σ(AM , BO). En particulier, on note J
G˜
M˜
(BO) l’analogue de J
G˜
M˜
. Remarquons que cet
ensemble peut eˆtre vide. En effet, puisque Σ(AM , BO) est par de´finition l’ensemble des
restrictions d’e´le´ments de ΣGη(AMη , Bη), il n’existe pas de sous-ensemble line´airement
inde´pendant et de rang aM − aG si l’ensemble Σ
Gη(AMη) est trop petit.
Il y a une diffe´rence cruciale avec la situation de 3.1 : pour J ∈ J G˜
M˜
(BO), on ne
peut plus de´finir le groupe GJ car, pour η ∈ O, la fonction Bη n’est de´finie que sur un
sous-ensemble de l’ensemble de racines de G. L’assertion (i) de la proposition 3.2 n’a pas
d’analogue dans notre situation. On peut toutefois de´finir une application
ρG˜J : Dge´om(O)⊗Mes(M(F ))
∗ → UJ ⊗ (Dge´om(O)⊗Mes(M(F ))
∗)/AnnGO
de la fac¸on suivante. Par line´arite´, il suffit de la de´finir sur une inte´grale orbitale γ associe´e
a` un e´le´ment γ dont la partie semi-simple appartient a` O. On reprend la de´finition 3.2(5),
en y remplac¸ant l’ensemble Σ(AM˜ ) par Σ(AM , BO). C’est-a`-dire qu’avec des notations
adapte´es, on pose
(1) ρG˜J (γ, a) =
∑
α∈J
m(α, γ, BO)sgn(α, γ, BO)uα(a)γ.
Plus exactement, ρG˜J (γ, a) est l’image de ce terme modulo Ann
G
O. Remarquons que, si
M˜ = G˜, on a ρG˜∅ (γ, a) = γ. La partie ”existence” de la proposition 3.2 reste valable, ce
qui conduit a` l’e´nonce´ suivant.
Proposition. Pour tout γ ∈ Dge´om(O) ⊗Mes(M(F ))
∗ et pour tout f ∈ I(G˜(F )) ⊗
Mes(G(F )), le germe en 1 de la fonction
a 7→ IG˜
M˜
(aγ, f),
qui est de´finie pour tout a ∈ AM˜(F ) en position ge´ne´rale, est e´quivalent a`∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
(BO)
IG˜
L˜
(ρL˜J (γ, a)
L˜, B, f)
.
Remarques. (2) On peut remplacer O par une re´union finie ∪i=1,...,nOi de classes
de conjugaison semi-simples, pour peu que l’ensemble Σ(AM , BOi) ne de´pende pas de i.
C’est le cas si O est une classe de conjugaison stable.
(3) Supposons que le syste`me de fonctions B soit le syste`me ”trivial”, c’est-a`-dire que
la fonction Bη soit constante de valeur 1 pour tout η ∈ G˜ss(F ). Les ensembles Σ(AM ) et
Σ(AM , BO) ne co¨ıncident pas pour autant car, par de´finition, ce dernier est l’ensemble
84
des e´le´ments du premier qui sont restrictions d’e´le´ments de ΣGη(AMη) pour η ∈ O. On a
toutefois une injection J G˜
M˜
(BO) ⊂ J
G˜
M˜
. Il re´sulte des de´finitions que, pour J ∈ J G˜
M˜
(BO),
les deux de´finitions possibles de ρG˜J co¨ıncident, tandis que, pour J ∈ J
G˜
M˜
− J G˜
M˜
(BO), le
terme ρG˜J de´fini en 3.2 est nul.
3.5 Termes d’un de´veloppement stable
On conserve la meˆme situation que dans le paragraphe pre´ce´dent. L’ensemble O est
maintenant une classe de conjugaison stable semi-simple dans M˜(F ). On note AnnG˜,st
M˜
,
resp. AnnG˜,stO , l’intersection de Ann
G˜
M˜
et de Dstge´om(M˜(F ))⊗Mes(M(F ))
∗, resp. de AnnG˜O
et de Dstge´om(O)⊗Mes(M(F ))
∗.
Soit s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF . Comme on l’a dit en 1.10, il se de´duit du syste`me de
fonctions B un tel syste`me sur G˜′(s;F ) que l’on note encore B. Il re´sulte des de´finitions
que ΣG
′(s)(AM , BO) ⊂ Σ
G(AM , BO). Supposons G
′(s) elliptique. Alors aG′(s) = aG et de
cette inclusion se de´duit une inclusion J
G˜′(s)
M˜
(BO) ⊂ J
G˜
M˜
(BO). Si J ∈ J
G˜′(s)
M˜
(BO), la
preuve du lemme 3.1 s’applique : on a l’inclusion Ann
G˜′(s)
O ⊂ Ann
G˜
O. On voit aussi que
l’espace UJ est unique, sa de´finition ne de´pendant pas de l’espace ambiant G˜ ou G˜
′(s).
Soit J ∈ J G˜
M˜
(BO). Dans le paragraphe pre´ce´dent, on a de´fini une application ρ
G˜
J sur
Dge´om(O) ⊗ Mes(M(F ))
∗. Notons ρG˜J,st sa restriction a` D
st
ge´om(O) ⊗ Mes(M(F ))
∗. On
de´finit une application
σJ : D
st
ge´om(O)⊗Mes(M(F ))
∗ → UJ ⊗ (Dge´om(O)⊗Mes(M(F ))
∗)/AnnG˜O
ou plus pre´cise´ment σG˜J par la formule de re´currence
(1) σG˜J = ρJ,st −
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ;s 6=1,J∈J
G˜′(s)
M˜
(BO)
iM˜ (G˜, G˜
′(s))σ
G˜′(s)
J .
Plus exactement, les σ
G˜′(s)
J prennent leurs valeurs dans
UJ ⊗ (Dge´om(O)⊗Mes(M(F ))
∗)/Ann
G˜′(s)
O
mais, graˆce a` ce que l’on a dit ci-dessus, on les pousse en des applications a` valeurs dans
UJ ⊗ (Dge´om(O)⊗Mes(M(F ))
∗)/AnnG˜O.
Proposition (a` prouver). Pour tout J ∈ J G˜
M˜
(BO), σ
G˜
J prend ses valeurs dans
UJ ⊗ (D
st
ge´om(O)⊗Mes(M(F ))
∗)/AnnG˜,stO .
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3.6 Quelques formalite´s
On conside`re un triplet (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure, un syste`me de
fonctions B comme en 1.9, un espace de Levi M˜ de G˜ et une classe de conjugaison stable
semi-simple O dans M˜(F ). Conside´rons des extensions compatibles
1→ C♮ → G♮
q
→ G→ 1 et G˜♮ → G˜
ou` C♮ est un tore central induit et G˜♮ est encore a` torsion inte´rieure. On fixe un ca-
racte`re λ♮ de C♮(F ). On note M˜♮ l’image re´ciproque de M˜ dans G˜♮. On fixe une classe de
conjugaison stable semi-simple O♮ dans M♮(F ) se projetant sur O. Le syste`me de fonc-
tions B se rele`ve a` G♮(F ). L’application α 7→ α ◦ q est une bijection de Σ(AM , BO) sur
Σ(AM♮ , BO♮). Via cette bijection, les ensembles J
G˜
M˜
(BO) et J
G˜♮
M˜♮
(BO♮) s’identifient. Pour
un e´le´ment J de cet ensemble, on a un espace UJ de germes de fonctions sur AM(F ) et un
autre, notons-le U♮,J , de germes de fonctions sur AM♮(F ). Il est clair que U♮,J est forme´
des compose´s u ◦ q pour u ∈ UJ . On peut ainsi identifier ces deux espaces. Rappelons
que l’on dispose d’un homomorphisme
Dge´om(M˜♮(F ))→ Dge´om,λ♮(M˜♮(F )),
cf. 1.10 (3). Fixons une mesure de Haar sur C♮(F ), qui permet d’identifier Mes(M♮(F ))
a` Mes(M(F )). On ve´rifie sur sa de´finition que l’application ρ
G˜♮
J se quotiente en un
homomorphisme ρ
G˜♮
J,λ♮
de sorte que le diagramme suivant soit commutatif
Dge´om(O♮)⊗Mes(M♮(F ))
∗
ρ
G˜♮
J→ U♮,J ⊗ (Dge´om(O♮)⊗Mes(M♮(F ))
∗)/Ann
G˜♮
O♮
↓ ↓
Dge´om,λ♮(O)⊗Mes(M(F ))
∗
ρ
G˜♮
J,λ♮
→ UJ ⊗ (Dge´om,λ♮(O)⊗Mes(M(F ))
∗)/Ann
G˜♮
O,λ♮
avec une de´finition naturelle du dernier annulateur. On voit que l’application ρ
G˜♮
J,λ♮
ne
de´pend pas des choix de O♮ et de la mesure sur C♮(F ). Par des calculs analogues a`
ceux de la preuve de 1.10, on montre que l’application σ
G˜♮
J se quotiente de meˆme en une
application
σ
G˜♮
J,λ♮
: Dstge´om,λ♮(O)⊗Mes(M(F ))
∗ → UJ ⊗ (Dge´om,λ♮(O)⊗Mes(M(F ))
∗)/Ann
G˜♮
O,λ♮
.
Conside´rons d’autres extensions
1→ C♭ → G♭ → G→ 1 et G˜♭ → G˜
un caracte`re λ♭ de C♭(F ) et une classe de conjugaison stable O♭ ve´rifiant des conditions
similaires. On renvoie a` [II] 1.10 pour les notations utilise´es ci-dessous. Supposons donne´e
un caracte`re λ♮,♭ du produit fibre´ G♮,♭(F ) dont la restriction a` C♮(F )×C♭(F ) soit λ♮×λ
−1
♭ .
Supposons donne´ une fonction non nulle λ˜♮,♭ sur le produit fibre´ G˜♮,♭(F ) qui se transforme
selon le caracte`re λ♮,♭. A l’aide de cette fonction, on peut identifier comme en [II] 1.10
tous les espaces intervenant ci-dessus relatifs aux donne´es indexe´es par ♮ avec les espaces
analogues relatifs aux donne´es indexe´es par ♭. On ve´rifie comme en [II] 1.10 que les
applications ρ
G˜♮
J,λ♮
et σ
G˜♮
J,λ♮
s’identifient a` ρG˜♭J,λ♭ et σ
G˜♭
J,λ♭
.
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On peut aussi remplacer O par une re´union finie de classes de conjugaison stable
semi-simples, pourvu qu’elles ve´rifient la condition de la remarque 3.4(2)
Comme application, conside´rons un triplet (G, G˜, a), un espace de Levi M˜ de G˜, une
classe de conjugaison stable semi-simple O dans M˜(F ), une donne´e endoscopique M′ =
(M ′,M′, ζ˜) de (M, M˜, a) qui est elliptique et relevante et un e´le´ment s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ.
On pose simplement G′ = G′(s˜), G′ = G′(s˜) etc... On suppose G′ elliptique. On note
O′ la re´union finie des classes de conjugaison stable semi-simples dans M˜ ′(F ) qui corres-
pondent a` O.
On conside`re plus pre´cise´ment les trois cas suivants :
(1) (G, G˜, a) est quelconque, on munit G˜′(F ) du syste`me de fonctions BG˜ que l’on
note simplement B ;
(2) (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure ; on suppose donne´ un syste`me
de fonctions B sur G˜(F ), dont on de´duit un tel syste`me sur G˜′(F ) que l’on note encore
B ;
(3) G = G˜ et a = 1 ; on suppose O = {1} ; on suppose donne´e une fonction B sur
G(F ) comme en 1.8, dont on de´duit une telle fonction sur G′(F ) que l’on note encore B.
Fixons des donne´es auxiliaires G′1, ...,∆1 pour G
′. Pour J ∈ J G˜
′
M˜ ′
(BO′), on de´finit
comme ci-dessus les applications
ρ
G˜′1
J,λ1
: Dge´om,λ1(O
′)⊗Mes(M ′(F ))∗ → UJ ⊗ (Dge´om,λ1(O
′)⊗Mes(M ′(F ))∗)/Ann
G˜′1
O′,λ1
et
σ
G˜′1
J,λ1
: Dstge´om,λ1(O
′)⊗Mes(M ′(F ))∗ → UJ ⊗ (Dge´om,λ1(O
′)⊗Mes(M ′(F ))∗)/Ann
G˜′1
O′,λ1
.
Quand on fait varier les donne´es auxiliaires, ces application se recollent en ces applications
ρG
′
J : Dge´om(M
′,O′)⊗Mes(M ′(F ))∗ → UJ ⊗ (Dge´om(M
′,O′)⊗Mes(M ′(F ))∗)/AnnG
′
O′
et
σG
′
J : D
st
ge´om(M
′,O′)⊗Mes(M ′(F ))∗ → UJ ⊗ (Dge´om(M
′,O′)⊗Mes(M ′(F ))∗)/AnnG
′
O′ .
On a adapte´ les notations de fac¸on e´vidente.
Plac¸ons-nous sous les hypothe`ses de (2) et supposons de plus que M′ est la donne´e
”maximale” M. Dans ce cas, Dge´om(M
′,O′) s’identifie a` Dge´om(O
′). On ve´rifie en repre-
nant les de´finitions que ρG
′
J s’identifie a` ρ
G′
J . Cette proprie´te´ se propage formellement :
σG
′
J s’identifie a` σ
G′
J . La formule (1) du paragraphe 3.5 se re´crit
(4) σG˜J = ρJ,st −
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ;s 6=1,J∈J
G˜′(s)
M˜
(BO)
iM˜ (G˜, G˜
′(s))transfert(σ
G′(s)
J ).
Le transfert est ici l’isomorphisme naturel deDstge´om(M)⊗Mes(M(F ))
∗ surDstge´om(M˜(F ))⊗
Mes(M(F ))∗.
Dans le cas (3), on a mieux. On a O′ = {1} et on peut choisir pour rele`vement
l’orbite O′1 = {1}. Parce C1 est induit, l’application M
′
1(F )→ M
′(F ) est surjective. On
en de´duit aise´ment que les homomorphismes naturels
Dunip,λ1(M
′
1(F ))← Dunip(M
′
1(F ))→ Dunip(M
′(F ))
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sont des isomorphismes. On en de´duit un isomorphisme Dunip(M
′) ≃ Dunip(M
′(F )).
Ainsi, les applications ρG
′
J et σ
G
′
J s’identifient a` des homomorphismes
ρG
′
J : Dunip(M
′(F ))⊗Mes(M ′(F ))∗ → UJ ⊗ (Dunip(M
′(F ))⊗Mes(M ′(F ))∗)/AnnG
′
unip
et
σG
′
J : D
st
unip(M
′(F ))⊗Mes(M ′(F ))∗ → UJ ⊗ (Dunip(M
′(F ))⊗Mes(M ′(F ))∗)/AnnG
′
unip.
En reprenant les de´finitions, on voit que ρG
′
J s’identifie a` ρ
G′
J . Cette proprie´te´ se propage :
σG
′
J s’identifie a` σ
G′
J .
3.7 De´veloppement des inte´grales orbitales ponde´re´es stables
On suppose (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. On fixe un syste`me de fonc-
tions B comme en 1.9. Soient M˜ un espace de Levi de G˜ et O une classe de conjugaison
stable semi-simple dans M˜(F ).
Proposition. (i) Pour tout δ ∈ Dstge´om(O)⊗Mes(M(F ))
∗ et pour tout f ∈ I(G˜(F ))⊗
Mes(G(F )), le germe en 1 de la fonction
a 7→ SG˜
M˜
(aδ, f),
qui est de´finie pour tout a ∈ AM(F ) en position ge´ne´rale, est e´quivalent a`∑
J∈J G˜
M˜
(BO)
IG˜(σG˜J (δ, a)
G˜, f)
+
∑
L˜∈L(M˜),L˜ 6=G˜
∑
J∈J L˜
M˜
(BO)
SG˜
L˜
(σL˜J (δ, a)
L˜, B, f).
(ii) Supposons ve´rifie´e la proposition 3.5. Alors le de´veloppement pre´ce´dent prend la
forme ∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
(BO)
SG˜
L˜
(σL˜J (δ, a)
L˜, B, f).
Preuve. Notons qu’en vertu de 3.5(2) et de nos hypothe`ses de re´currence, les termes
σL˜J (δ, a)
L˜ sont stables si L˜ 6= G˜. Les termes de la formule du (i) ont donc un sens. Evi-
demment, si les termes σG˜J (δ, a)
G˜ sont stables eux-aussi, on peut remplacer les inte´grales
orbitales figurant dans cette formule par des inte´grales orbitales stables. Donc (ii) re´sulte
imme´diatement de (i).
On part de la de´finition
(1) SG˜
M˜
(aδ, f) = IG˜
M˜
(aδ, f)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ;s 6=1
iM˜(G˜, G˜
′(s))S
G′(s)
M
(aδ, fG
′(s)).
La proposition 3.4 nous fournit le de´veloppement du premier terme : IG˜
M˜
(aδ, f) est
e´quivalent a`
(2)
∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
(BO)
IG˜
L˜
(ρL˜J (δ, a)
L˜, B, f).
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Pour tout s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF , avec s 6= 1, on peut de´velopper le terme S
G′(s)
M
(aδ, fG
′(s))
par la proposition que l’on cherche a` prouver, applique´e a` G′(s). On passe sur les forma-
lite´s permettant d’appliquer cette proposition a` une telle donne´e plutoˆt qu’a` un espace
G˜′(s). On obtient que la somme du membre de droite de (1) est e´quivalente a`∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜ (G˜, G˜
′(s))
∑
L˜′s∈L
G˜′(s)(M˜)∑
J∈J
L˜′s
M˜
(BO)
S
G
′(s)
L′(s) (σ
L
′(s)
J (δ, a)
L′(s), B, fG
′(s)).
La notation L′(s) est la meˆme que dans la preuve de 2.5. Comme dans la preuve de la
proposition 2.5, on regroupe les couples (s, L˜′s) intervenant selon l’espace de Levi L˜ qu’ils
de´terminent par l’e´galite´ AL˜ = AL˜′s. L’expression pre´ce´dente devient∑
L˜∈L(M˜)
∑
s∈Z(Mˆ)ΓF /Z(Lˆ)ΓF ,L′(s) elliptique
∑
J∈J
L˜′(s)
M˜
(BO)
∑
t∈sZ(Lˆ)ΓF /Z(Gˆ)ΓF ,t6=1
iM˜(G˜, G˜
′(t))S
G′(t)
L′(s) (σ
L′(s)
J (δ, a)
L
′(s), B, fG
′(t)).
Comme en 2.5, on a l’e´galite´
iM˜(G˜, G˜
′(t)) = iM˜ (L˜, L˜
′(s))iL˜′(s)(G˜, G˜
′(t))
et l’expression devient
(3)
∑
L˜∈L(M˜)
∑
s∈Z(Mˆ)ΓF /Z(Lˆ)ΓF
iM˜(L˜, L˜
′(s))
∑
J∈J
L˜′(s)
M˜
(BO)
∑
t∈sZ(Lˆ)ΓF /Z(Gˆ)ΓF ,t6=1
iL˜′(s)(G˜, G˜
′(t))S
G′(t)
L′(s) (σ
L′(s)
J (δ, a)
L
′(s), B, fG
′(t)).
Fixons L˜, s et J et e´tudions la somme inte´rieure en t. Supposons d’abord L˜ 6= G˜ et
L˜ 6= M˜ . On sait par re´currence que les termes σ
L′(s)
J (δ, a)
L′(s) sont stables. Si s 6= 1, la
somme n’est autre que IG˜,E
L˜
(L′(s), σ
L′(s)
J (δ, a)
L
′(s), B, f) ou encore a`
IG˜,E
L˜
(transfert(σ
L
′(s)
J (δ, a)
L′(s)), B, f).
Le transfert commute a` l’induction. Donc
transfert(σ
L
′(s)
J (δ, a)
L′(s)) = (transfert(σ
L
′(s)
J (δ, a)))
L˜.
Puisque L˜ 6= M˜ , on peut appliquer le the´ore`me 1.16 et l’expression ci-dessus devient
IG˜
L˜
((transfert(σ
L′(s)
J (δ, a)))
L˜, f). Si s = 1, la somme en t n’est pas tout-a`-fait
IG˜,E
L˜
(L′(s), σ
L′(s)
J (δ, a)
L
′(s), B, f)
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car il manque le terme t = 1. On a L′(s) = L puisque s = 1. Le terme manquant est par
de´finition SG˜
L˜
(σL˜J (δ, a)
L˜, B, f) . On obtient que la contribution de L˜ a` l’expression (3) est∑
s∈Z(Mˆ)ΓF /Z(Lˆ)ΓF
iM˜ (L˜, L˜
′(s))
∑
J∈J
L˜′(s)
M˜
(BO)
IG˜
L˜
(transfert(σ
L
′(s)
J (δ, a))
L˜, B, f)
−
∑
J∈J L˜
M˜
(BO)
SG˜
L˜
(σL˜J (δ, a)
L˜, B, f).
On peut re´crire la premie`re somme sous la forme∑
J∈J L˜
M˜
(BO)
∑
s∈Z(Mˆ)ΓF /Z(Lˆ)ΓF ;J∈J
L˜′(s)
M˜
(BO)
iM˜ (L˜, L˜
′(s))IG˜
L˜
((transfert(σ
L′(s)
J (δ, a)))
L˜, B, f).
Or ∑
s∈Z(Mˆ)ΓF /Z(Lˆ)ΓF ;J∈J
L˜′(s)
M˜
(BO)
iM˜ (L˜, L˜
′(s))transfert(σ
L
′(s)
J (δ, a)) = ρ
L˜
J (δ, a)
d’apre`s la de´finition 3.5(1). Donc la contribution de L˜ a` l’expression (3) se re´duit a`
(4)
∑
J∈J L˜
M˜
(BO)
(
IG˜
L˜
(ρL˜J (δ, a)
L˜, B, f)− SG˜
L˜
(σL˜J (δ, a)
L˜, B, f)
)
.
Supposons maintenant L˜ = G˜. La somme en t est vide si s = 1 et est re´duite au terme
t = s si s 6= 1. On a dans ce cas iG˜′(s)(G˜, G˜
′(s)) = 1. La contribution de G˜ s’e´crit plus
simplement ∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜(G˜, G˜
′(s))
∑
J∈J
G˜′(s)
M˜
(BO)
SG
′(s)(σ
G
′(s)
J (δ, a)
G
′(s), B, fG
′(s)).
Les inte´grales stables n’e´tant plus ponde´re´es, on n’a plus besoin de faire appel au
the´ore`me 1.16 pour obtenir les e´galite´s
SG
′(s)(σ
G′(s)
J (δ, a)
G
′(s), B, fG
′(s)) = IG˜(transfert(σ
G′(s)
J (δ, a)
G
′(s)), B, f)
= IG˜((transfert(σ
G′(s)
J (δ, a)))
G˜, B, f).
La contribution de G˜ devient∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜ (G˜, G˜
′(s))
∑
J∈J
G˜′(s)
M˜
(BO)
IG˜((transfert(σ
G′(s)
J (δ, a)))
G˜, B, f).
On la re´crit comme ci-dessus∑
J∈J G˜
M˜
(BO)
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1,J∈J
G˜′(s)
M˜
(BO)
iM˜(G˜, G˜
′(s))IG˜((transfert(σ
G′(s)
J (δ, a)))
G˜, B, f).
On a ∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ;J∈J
G˜′(s)
M˜
(BO)
iM˜(G˜, G˜
′(s))transfert(σ
G′(s)
J (δ, a)) = ρ
G˜
J (δ, a)− σ
G˜
J (δ, a)
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d’apre`s la de´finition 3.5(1). La contribution de G˜ a` l’expression (3) est donc
(5)
∑
J∈J G˜
M˜
(BO)
(
IG˜(ρG˜J (δ, a)
G˜, B, f)− IG˜(σG˜J (δ, a)
G˜, B, f)
)
.
Conside´rons enfin l’espace L˜ = M˜ . La somme en s disparaˆıt de l’expression (3). La
somme en J se re´duit au terme J = ∅. Les termes σM∅ (δ, a) sont tous e´gaux a` δ. La
contribution de M˜ a` l’expression (3) se re´duit a` la somme en t, qui est alors
(6) IG˜
M˜
(σM˜∅ (δ, a), B, f)− S
G˜
M˜
(σM˜∅ (δ, a), B, f)
par de´finition de ce dernier terme.
Le membre de droite de (1) est e´quivalent a` la diffe´rence entre (2) et la somme de
(4), (5) et (6). On voit que c’est l’expression du (i) de l’e´nonce´. Cela ache`ve la preuve. 
3.8 Termes d’un de´veloppement endoscopique
Soient (G, G˜, a) un triplet quelconque, M˜ un espace de Levi de G˜, O une classe de
conjugaison stable semi-simple dans M˜(F ) et M′ = (M ′,M′, ζ˜) une donne´e endosco-
pique de (M, M˜, a), elliptique et relevante. On note O′ la re´union finie des classes de
conjugaison stable semi-simples dans M˜ ′(F ) qui correspondent a` O. Rappelons que l’on
a un homomorphisme ξ : AM˜ → AM ′ dont se de´duit un isomorphisme ξ : aM˜ → aM ′.
Soit s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. Posons simplement G′ = G′(s˜). On dispose de l’en-
semble ΣG(AM˜) de racines, que l’on peut voir comme des formes line´aires sur aM˜ , et on
a de´fini l’espace ΣG
′
(AM ′, B
G˜
O′) de formes line´aires sur aM ′ . Montrons que
(1) on a β ◦ ξ ∈ ΣG(AM˜) pour tout β ∈ Σ
G′(AM ′ , B
G˜
O).
On fixe ǫ ∈ O′ et on applique la construction de la fonction BG˜ǫ faite en 1.11. Pour
simplifier, on pose B = BG˜ǫ . On suppose que les paires de Borel (B, T ) et (B
′, T ′)
sont telles que M˜ et M˜ ′ soient standard. L’isomorphisme ξ ci-dessus se de´duit d’un
isomorphisme ξ : tθ ≃ t′. Un e´le´ment β ∈ ΣG
′
(AM ′ , B) est la restriction a` aM ′ d’un
e´le´ment β ′ ∈ ΣG
′
ǫ(T ′, B). Alors β ◦ ξ est la restriction a` aM˜ de β
′ ◦ ξ. L’e´le´ment β ′
est de la forme α′/B(α′), ou` α′ ∈ ΣG
′
ǫ(T ′). On a rappele´ en 1.11 la description de
cet ensemble, que l’on a de´compose´ en cas (a) a` (d). Dans le cas (a), on a α′ = Nα,
α′ ◦ ξ = (Nα) ◦ ξ = nααres, ou` αres est la restriction de α a` t
θ. Puisque B(α′) = nα,
on obtient β ′ ◦ ξ = αres. Dans le cas (b), on a α
′ = 2Nα, α′ ◦ ξ = 2nααres. Puisque
B(α′) = 2nα, on a encore β
′ ◦ ξ = αres. Dans le cas (c), on a encore α
′ ◦ ξ = 2nααres.
Cette fois, B(α′) = nα, d’ou` β
′ ◦ ξ = 2αres. Mais α est de type 2 donc nα est pair et
l’e´le´ment α¯ = α + θnα/2(α) est de type 3. On a α¯res = 2αres, donc β
′ ◦ ξ = α¯res. Dans le
cas (d), on a α′ = Nα, α′◦ = nααres et B(α
′) = 2nα, d’ou` β
′ ◦ ξ = αres/2. Mais α est de
type 3 et il existe une racine α de type 2 telle que α = α + θnα/2(α). On a αres = 2αres,
d’ou` β ′ ◦ ξ = αres. Ainsi β
′ ◦ ξ est toujours la restriction a` tθ d’un e´le´ment de ΣG(T ). Il
s’ensuit que β ◦ ξ est la restriction a` aM˜ d’un tel e´le´ment. Donc β ◦ ξ ∈ Σ
G(AM˜). 
SupposonsG′ elliptique. L’application β 7→ β◦ξ de´finit une injection ΣG
′
(AM ′ , B
G˜
O)→
ΣG(AM˜). Il s’en de´duit une injection J
G˜′
M˜ ′
(BG˜O) → J
G˜
M˜
, que nous noterons simplement
J ′ 7→ J . Conside´rons deux tels e´le´ments J ′ et J tels que J ′ 7→ J . Pour u′ ∈ UJ ′ , la
fonction u′ ◦ ξ appartient a` UJ , d’ou` une injection UJ ′ → UJ . L’application de transfert
Dstge´om(M
′,O′)⊗Mes(M ′(F ))∗ → Dge´om(O)⊗Mes(M(F ))
∗
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commute a` l’induction. On en de´duit qu’elle se factorise en une application
(Dstge´om(M
′,O′)⊗Mes(M ′(F ))∗)/AnnG˜
′,st
O′ → (Dge´om(O)⊗Mes(M(F ))
∗)/AnnG˜O.
On l’appelle encore transfert.
Soit J ∈ J G˜
M˜
. On va de´finir une application
ρG˜,EJ (M
′) : Dstge´om(M
′,O′)⊗Mes(M ′(F ))∗ → UJ ⊗ (Dge´om(O)⊗Mes(M(F ))
∗)/AnnG˜O.
Soit δ ∈ Dstge´om(M
′,O′)⊗Mes(M ′(F ))∗. On peut conside´rer la valeur ρG˜,EJ (M
′, δ) comme
un germe d’application de AM˜(F ) dans (Dge´om(O)⊗Mes(M(F ))
∗)/AnnG˜O dont on note
ρG˜,EJ (M
′, δ, a) la valeur en un point a ∈ AM˜(F ) en position ge´ne´rale et proche de 1. On
pose
ρG˜,EJ (M
′, δ, a) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
J ′∈J
G˜′(s˜)
M˜′
(BG˜
O′
);J ′ 7→J
transfert(σ
G′(s˜)
J ′ (δ, ξ(a))).
Notons que la somme en J ′ est vide ou re´duite a` un seul e´le´ment. Les conside´rations
qui pre´ce´dent montrent que ρG˜,EJ (M
′) prend ses valeurs dans l’espace indique´. D’apre`s
nos hypothe`ses de re´currence, les termes σ
G′(s˜)
J ′ (δ, ξ(a)) sont stables et on peut bien
les transfe´rer, sauf dans le cas ou` (G, G˜, a) est quasi-de´ploye´ et a` torsion inte´rieure
et ou` M′ = M. Dans ce cas, le terme correspondant a` s˜ = 1 pose proble`me. On le
remplace simplement par σG˜J (δ, a). Par de´finition de ce dernier terme, on a dans ce cas
ρG˜,EJ (M, δ, a) = ρ
G˜
J (δ, a).
Proposition (a` prouver). Pour tout J ∈ J G˜
M˜
, tout δ ∈ Dstge´om(M
′,O′)⊗Mes(M ′(F ))∗
et tout a ∈ AM˜(F ) en position ge´ne´rale et proche de 1, on a l’e´galite´
ρG˜,EJ (M
′, δ, a) = ρG˜J (transfert(δ), a).
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonction B. Il s’en de´duit un tel syste`me sur les espaces endoscopiques G˜′(s) inter-
venant. En utilisant ces syste`mes a` la fois sur G˜ et sur ses espaces endoscopiques, on
de´finit la variante ρG˜,EJ (M
′) pour J ∈ J G˜
M˜
(BO).
Variante. Supposons G = G˜, a = 1 et O = {1}. Fixons une fonction B comme en
1.8. On de´finit de meˆme la variante ρG,EJ (M
′) pour J ∈ J GM(B).
3.9 De´veloppement des inte´grales orbitales ponde´re´es endosco-
piques
Les donne´es sont les meˆmes que dans le paragraphe pre´ce´dent.
Proposition. Pour tout δ ∈ Dstge´om(M
′,O′)⊗Mes(M ′(F ))∗ et tout f ∈ I(G˜(F ), ω)⊗
Mes(G(F )), le germe en 1 de la fonction
a 7→ IG˜,E
M˜
(M′, ξ(a)δ, f),
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qui est de´finie pour tout a ∈ AM˜(F ) en position ge´ne´rale, est e´quivalent a`∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
IG˜,E
L˜
(ρL˜,EJ (M
′, δ, a)L˜, f).
Preuve. Supposons d’abord (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure etM′ =M.
On ve´rifie qu’aucun terme ne change si on supprime les exposants E . L’assertion est alors
le (ii) de la proposition 3.2. On exclut ce cas.
Posons pour simplifier a′ = ξ(a). On a l’e´galite´
IG˜,E
M˜
(M′, a′δ, f) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))S
G
′(s˜)
M′
(a′δ, BG˜, fG
′(s˜)).
Calculons le germe en 1 de cette expression, a` e´quivalence pre`s. D’apre`s nos hypothe`ses
de re´currence, la proposition 3.7 est de´montre´e pour tous les termes intervenant ici. En
l’utilisant, on obtient ∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))
∑
L˜′s˜∈L
G˜′(s˜)(M˜ ′)∑
J ′∈J
G˜′(s˜)
M˜′
(BG˜
O′
)
S
G
′(s˜)
L′s˜
(σ
L
′(s˜)
J ′ (δ, a
′)L
′
s˜ , BG˜, fG
′(s˜)).
On regroupe les (s˜, L˜′s˜) selon l’espace de Levi L˜ de´termine´ par AL˜ = AL˜′s˜. Comme dans
les de´monstrations pre´ce´dentes, L˜′s˜ devient L˜
′(s˜). On obtient∑
L˜∈L(M˜)
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ,L′(s˜) elliptique
∑
J ′∈J
L˜′(s˜)
M˜′
(BG˜
O′
)
∑
t˜∈s˜Z(Lˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(t˜))S
G
′(t˜)
L′(s˜) (σ
L
′(s˜)
J ′ (δ, a
′)L
′(s˜), BG˜, fG
′(t˜)).
On peut de´composer la somme en J ′ en une somme en les J ∈ J L˜
M˜
et une somme en les
J ′ tels que J ′ 7→ J . D’autre part, on a encore
iM˜ ′(G˜, G˜
′(t˜)) = iM˜ ′(L˜, L˜
′(s˜))iL˜′(s˜)(G˜, G˜
′(t˜)),
et l’expression devient∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ
iM˜ ′(L˜, L˜
′(s˜))
∑
J ′∈J
L˜′(s˜)
M˜′
(BG˜
O′
),J ′ 7→J
∑
t˜∈s˜Z(Lˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iL˜′(s˜)(G˜, G˜
′(t˜))S
G
′(t˜)
L′(s˜) (σ
L
′(s˜)
J ′ (δ, a
′)L
′(s˜), BG˜, fG
′(t˜)).
La somme en t˜ n’est autre que IG˜,E
L˜
(L′(s˜), σ
L
′(s˜)
J ′ (δ, a
′)L
′(s˜), f), ou encore
IG˜,E
L˜
(transfert(σ
L
′(s˜)
J ′ (δ, a
′)L
′(s˜)), f).
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On a l’e´galite´
transfert(σ
L
′(s˜)
J ′ (δ, a
′)L
′(s˜)) =
(
transfert(σ
L
′(s˜)
J ′ (δ, a
′))
)L˜
.
L’expression devient ∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Lˆ)ΓF ,θˆ
iM˜ ′(L˜, L˜
′(s˜))
∑
J ′∈J
L˜′(s˜)
M˜′
(BG˜
O′
),J ′ 7→J
IG˜,E
L˜
(
(
transfert(σ
L
′(s˜)
J ′ (δ, a
′))
)L˜
, f).
Il suffit d’appliquer la de´finition de 3.8 pour obtenir transformer cette expression en celle
de l’e´nonce´. 
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonction B. On a une proposition analogue. La formule de l’e´nonce´ prend la forme∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
(BO)
IG˜,E
L˜
(ρL˜,EJ (M
′, δ, a)L˜, B, f).
Variante. Supposons G = G˜, a = 1 et O = {1}. Fixons une fonction B comme en
1.8. On a une proposition analogue. La formule de l’e´nonce´ prend la forme∑
L∈L(M)
∑
J∈JLM (B)
IG,EL (ρ
L,E
J (M
′, δ, a)L, B, f).
3.10 Termes ρJ et induction
Soient (G, G˜, a) un triplet quelconque, M˜ un espace de Levi de G˜, R˜ un espace de
Levi de M˜ et O une classe de conjugaison semi-simple dans R˜(F ). On note OM˜ la classe
de conjugaison dans M˜(F ) qui contient O. On rappelle l’homomorphisme d’induction
Dge´om(O)⊗Mes(R(F ))
∗ → Dge´om(O
M˜)⊗Mes(M(F ))∗
γ 7→ γM˜
Rappelons que J G˜
M˜
est l’ensemble des classes d’e´quivalence d’ensembles α = {α1, ..., αn}
ou` les αi sont des e´le´ments line´airement inde´pendants de Σ
G(AM˜) et ou` n = aM˜ − aG˜.
Deux ensembles sont e´quivalents s’ils engendrent le meˆme Z-module. Soit L˜ ∈ L(R˜) tel
que
(1) AG˜
R˜
= AM˜
R˜
⊕AL˜
R˜
.
Alors de l’injection AM˜ → AR˜ se de´duit une application injective Σ
L(AR˜) → Σ
G(AM˜).
Il s’en de´duit une injection J L˜
R˜
→ J G˜
M˜
par laquelle on identifie le premier ensemble a` un
sous-ensemble du second. A un e´le´ment J ∈ J L˜
R˜
sont associe´s deux espaces UJ , l’un de
germes de fonctions sur AR˜(F ), l’autre de germes de fonctions sur AM˜ (F ). Ce dernier
est l’ensemble des restrictions des e´le´ments du premier.
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Lemme. Soient J ∈ J G˜
M˜
, γ ∈ Dge´om(O) ⊗ Mes(R(F ))
∗ et a ∈ AM˜(F ) en position
ge´ne´rale et assez proche de 1. On a l’e´galite´
ρG˜J (γ
M˜ , a) =
∑
L˜∈L(R˜),J∈J L˜
R˜
dG˜
R˜
(M˜, L˜)ρL˜J (γ, a)
M˜ .
Preuve. On fixe des mesures de Haar sur tous les groupes intervenant. Par line´arite´,
on peut supposer que γ est une inte´grale orbitale associe´e a` un e´le´ment uη ∈ R˜(F ), ou`
η ∈ R˜(F ) est semi-simple et u ∈ Rη(F ) est unipotent. Alors γ
M˜ est une combinaison
line´aire ∑
j=1,...,k
ckI
M˜(vjη, ω, .)
d’inte´grales orbitales associe´es a` des e´le´ments vjη, ou` vj ∈ Mη(F ) appartient a` l’orbite
induite de celle de u. On pose γj = I
M˜(vjη, ω, .). En appliquant la de´finition 3.2(5), on
obtient
(2) ρG˜J (γ
M˜ , a) =
∑
j=1,...,k
cj
∑
α∈J
m(α, vjη)sgn(α, vjη)uα(a)γj.
Conside´rons α = {α1, ..., αn} ∈ J . Pour tout i = 1, ..., n, fixons une ”coracine” αˇi que
nous normalisons par la condition < αi, αˇi >= 1 (sic !). Notons m le volume du quotient
de AG˜
M˜
par le Z-module engendre´ par ces αˇi, pour i = 1, ..., n. Le terme ρ
G˜(αi, vjη) de´fini
en 1.5 est proportionnel a` αˇi. Il re´sulte des de´finitions que
(3) m(α, vjη)sgn(α, vjη) = m
∏
i=1,...,n
< αi, ρ(αi, vjη) > .
Pour tout i, appliquons la relation 1.7(11) :
ρ(αi, vjη) =
∑
βi∈ΣG˜(AR˜),βi,M˜=αi
ρ(βi, vη)M˜ .
Notons J ′α l’ensemble des ensembles β = {β1, ..., βn} d’e´le´ments de Σ
G˜(AR˜) tels que
βi,M˜ = αi pour tout i (en nume´rotant convenablement les e´le´ments de cet ensemble). On
obtient
m(α, vjη)sgn(α, vjη) =
∑
β∈J ′α
m
∏
i=1,...,n
< αi, ρ(βi, uη) > .
Pour chaque ensemble β = {β1, ..., βn} ∈ J
′
α, de´finissons l’espace de Levi L˜β de sorte que
AL˜β soit l’intersection des annulateurs des βi dans AR˜. Alors β appartient a` une unique
classe Jβ ∈ J
L˜β
R˜
. Il re´sulte des de´finitions que la relation (1) est ve´rifie´e pour L˜ = L˜β et
que la classe Jβ s’envoie sur J par l’injection J
L˜β
R˜
⊂ J G˜
M˜
. On introduit des coracines βˇi
comme ci-dessus. On a
< αi, ρ(βi, uη) >=< αi, βˇi >< βi, ρ(βi, uη) >,
d’ou`
m(α, vjη)sgn(α, vjη) =
∑
β∈J ′α
mm′β
∏
i=1,...,n
< βi, ρ(βi, uη) >,
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ou`
m′β =
∏
i=1,...,n
< αi, βˇi > .
Le produit mm′β est le volume du quotient de A
G˜
M˜
par le Z-module engendre´ par les βˇi,M˜
pour i = 1, ..., n. Un calcul simple montre que
mm′β = d
G˜
R˜
(M˜, L˜β)mβ,
ou` mβ est le volume du quotient de A
L˜β
R˜
par le Z-module engendre´ par les βˇi. D’ou`
m(α, vjη)sgn(α, vjη) =
∑
β∈J ′α
dG˜
R˜
(M˜L˜β)mβ
∏
i=1,...,n
< βi, ρ(βi, uη) > .
Par une e´galite´ similaire a` (3), cette expression devient
m(α, vjη)sgn(α, vjη) =
∑
β∈J ′α
dG˜
M˜
(M˜, L˜β)m(β, uη)sgn(β, uη).
D’autre part, on a uα(a) = uβ(a) pour tout β ∈ J
′
α. L’e´galite´ (2) devient
ρG˜J (γ
M˜ , a) =
∑
j=1,...,k
cj
∑
α∈J
∑
β∈J ′α
dG˜
R˜
(M˜, L˜β)m(β, u)sgn(β, u)uβ(a)γj
=
∑
α∈J
∑
β∈J ′α
dG˜
R˜
(M˜, L˜β)m(β, u)sgn(β, u)uβ(a)γ
M˜ .
Pour un espace de Levi L˜ ve´rifiant (1), on ve´rifie que la re´union sur les α ∈ J des β ∈ J ′α
tels que L˜β = L˜ est vide si J 6∈ J
L˜
R˜
. Sinon, c’est l’ensemble des β ∈ J , ou` J est vu comme
un e´le´ment de J L˜
R˜
. D’ou`
ρG˜J (γ
M˜ , a) =
∑
L˜∈L(R˜),J∈J L˜
R˜
dG˜
R˜
(M˜, L˜)
∑
β∈J
m(β, u)sgn(β, u)uβ(a)γ
M˜ .
Par une e´galite´ similaire a` (2), on a pour tout L˜ intervenant ci-dessus
ρL˜J (γ, a) =
∑
β∈J
m(β, u)sgn(β, u)uβ(a)γ.
L’e´galite´ pre´ce´dente devient
ρG˜J (γ
M˜ , a) =
∑
L˜∈L(R˜),J∈J L˜
R˜
dG˜
R˜
(M˜, L˜)ρL˜J (γ, a)
M˜ .
Cela prouve le lemme. 
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure et fixons un
syste`me de fonctions B comme en 1.9. On dispose de l’ensemble J G˜
M˜
(BOM˜ ). Les construc-
tions s’adaptent pour cet ensemble et on a un lemme similaire.
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3.11 Termes σJ et induction
Soient (G, G˜, a) un triplet quasi-de´ploye´ et a` torsion inte´rieure, B un syste`me de
fonctions comme en 1.9, M˜ un espace de Levi de G˜, R˜ un espace de Levi de M˜ et O une
classe de conjugaison stable semi-simple dans R˜(F ). On note OM˜ la classe de conjugaison
stable dans M˜(F ) qui contient O.
Lemme. Soient J ∈ J G˜
M˜
(BOM˜ ), δ ∈ D
st
ge´om(O)⊗Mes(R(F ))
∗ et a ∈ AM(F ) en position
ge´ne´rale et assez proche de 1. On a l’e´galite´
σG˜J (δ
M˜ , a) =
∑
L˜∈L(R˜),J∈J L˜
R˜
eG˜
R˜
(M˜, L˜)σL˜J (δ, a)
M˜ .
En utilisant le lemme pre´ce´dent, la de´monstration est similaire a` celle du (ii) de la
proposition 1.14.
3.12 Termes ρG˜,EJ (M
′, δ, a) et induction
Soient (G, G˜, a) un triplet quelconque, M˜ un espace de Levi de G˜, M′ = (M ′,M′, ζ˜)
une donne´e endoscopique elliptique et relevante de (M, M˜, a) et R′ un groupe de Levi
de M ′ qui est relevant. On construit comme en [I] 3.4 un espace de Levi R˜ de M˜ qui lui
correspond et une donne´e endoscopique R′ de (R, R˜, a) qui est elliptique et relevante.
Soit O une classe de conjugaison stable semi-simple dans R˜(F ). On note O′ la re´union
des classes de conjugaison stable dans R˜′(F ) qui correspondent a` O.
Lemme. Soient J ∈ J G˜
M˜
, δ ∈ Dge´om(R
′,O′)⊗Mes(R′(F ))∗ et a ∈ AM˜(F ) en position
ge´ne´rale et proche de 1. On a l’e´galite´
ρG˜,EJ (M
′, δM
′
, a) =
∑
L˜∈L(R˜),J∈J L˜
R˜
dG˜
M˜
(M˜, L˜)ρL˜,EJ (R
′, δ, a)M˜ .
La de´monstration est similaire a` celle du (i) de la proposition 1.14.
Variante. Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Fixons un syste`me
de fonctions B comme en 1.9. On a un lemme similaire en remplac¸ant l’ensemble J G˜
M˜
par J G˜
M˜
(BOM˜ ).
4 Le cas non ramifie´
4.1 Inte´grales orbitales ponde´re´es de la fonction caracte´ristique
d’un espace hyperspe´cial
Dans toute cette section, on suppose (G, G˜, a) non ramifie´ et p grand. Pre´cise´ment, on
impose les hypothe`ses (1) a` (4) de [I] 6.1 ainsi que l’hypothe`se (Hyp) de cette re´fe´rence.
Le groupe G(F ) est muni d’une mesure canonique pour laquelle mes(K) = 1 pour tout
sous-groupe compact hyperspe´cial K de G(F ) (rappelons que deux tels sous-groupes sont
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conjugue´s par le groupe GAD(F ))). On munit G(F ) de cette mesure et on se de´barrasse
ainsi des espaces de mesures intervenant dans les sections pre´ce´dentes. On fera de meˆme
pour les autres groupes non ramifie´s qui interviendront.
On fixe un sous-espace hyperspe´cial K˜ de G˜(F ), on note K le sous-groupe hy-
perspe´cial de G(F ) associe´. On note 1K˜ la fonction caracte´ristique de K˜. Soit M˜ un
espace de Levi de G˜ tel que M soit en bonne position relativement a` K. On de´finit une
forme line´aire rG˜
M˜
(., K˜) sur Dge´om(M˜(F ), ω) par
rG˜
M˜
(γ, K˜) = J G˜
M˜
(γ, 1K˜)
pour tout γ ∈ Dge´om(M˜(F ), ω).
Soit Q˜ = L˜UQ ∈ F(M˜). On a l’e´galite´ (1K˜)Q˜,ω = 1K˜L˜, ou` K˜
L˜ = K˜ ∩ L˜(F ). En parti-
culier, cette fonction ne de´pend que de L˜. La formule habituelle de descente des inte´grales
orbitales donne donc la formule suivante. Soient L˜ ∈ L(M˜) et γ ∈ Dge´om(M˜(F ), ω). On
a l’e´galite´
(1) rG˜
L˜
(γL˜, K˜) =
∑
L˜′∈L(M˜)
dG˜
M˜
(L˜, L˜′)rL˜
′
M˜
(γ, K˜L˜
′
).
4.2 L’avatar stable
On suppose ici (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. Pour tout espace de
Levi M˜ de G˜, nous allons de´finir une forme line´aire sG˜
M˜
(., K˜) sur Dstge´om(M˜(F )). Comme
les inte´grales orbitales ponde´re´es, elle de´pend de la mesure sur AGM fixe´e en 1.2. La
de´finition se faisant par re´currence, on doit commencer par quelques formalite´s.
Notre forme line´aire ve´rifiera la proprie´te´
(1) sG˜
M˜
(., K˜) ne de´pend que de la classe de conjugaison de K˜ par GAD(F ).
Remarquons que deux sous-groupes hyperspe´ciaux de G(F ) sont toujours conjugue´s
par GAD(F ) mais ce n’est pas le cas pour deux sous-espaces hyperspe´ciaux de G˜(F ). Pour
deux tels sous-espaces K˜ ′ et K˜ ′′, on a seulement : il existe g ∈ GAD(F ) et z ∈ Z(G;F )
de sorte que K˜ ′′ = z adg(K˜
′).
Notre forme line´aire ve´rifiera aussi la proprie´te´
(2) sG˜
M˜
(δ, K˜) = 0 si le support de δ ne coupe pas K˜.
Conside´rons des extensions compatibles
1→ C1 → G1 → G→ 1 et G˜1 → G˜
ou` C1 est un tore central induit, G1 est non ramifie´ et G˜1 est a` torsion inte´rieure. Soit
λ1 un caracte`re non ramifie´ de C1(F ). On fixe un espace hyperspe´cial K˜1 de G˜1(F ) se
projetant sur K˜. On a AG1M1 ≃ A
G
M et on choisit pour mesure sur le premier espace l’image
par cet isomorphisme de la mesure fixe´e sur le second. On suppose de´finie la forme line´aire
sG˜1
M˜1
(., K˜1) sur D
st
ge´om(M˜1(F )), ve´rifiant la proprie´te´ (2). On de´finit une forme line´aire
sG˜1
M˜1,λ1
(., K˜1) sur D
st
ge´om,λ1
(M˜1(F )) de la fac¸on suivante. Soit δ ∈ D
st
ge´om,λ1
(M˜1(F )). On
choisit un e´le´ment δ˙ ∈ Dstge´om(M˜1(F )) qui s’envoie sur δ par l’application 1.10(3). On
pose
sG˜1
M˜1,λ1
(δ, K˜1) =
∫
C1(F )
sG˜1
M˜1
(δ˙
c
, K˜1)λ1(c)
−1 dc.
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La proprie´te´ (2) assure que cette inte´grale est a` support compact.
On note comme toujours M la donne´e endoscopique ”maximale” de (M, M˜). Soit
s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF , avec s 6= 1. On en de´duit une donne´e endoscopique G′(s) =
(G′(s),G ′(s), s) de (G, G˜), qui est non ramifie´e. Supposons-la elliptique. Alors A
G′(s)
M ≃
AGM et on choisit pour mesure sur le premier espace l’image par cet isomorphisme de la
mesure fixe´e sur le second. On va de´finir une forme line´aire s
G
′(s)
M
(., K˜) sur Dstge´om(M).
On associe a` l’espace K˜ un espace hyperspe´cial K˜ ′(s) de G˜′(s), dont la classe de conju-
gaison par G′(s)AD(F ) est uniquement de´termine´e, cf. [I] 6.2. On choisit des donne´es
auxiliaires G′1(s), G˜
′
1(s), C1(s), ξˆ1(s) non ramifie´es (cf. [I] 6.3). On choisit un sous-espace
hyperspe´cial K˜ ′1(s) de G˜
′
1(s) se projetant sur K˜
′(s). On note ∆1(s) le facteur de trans-
fert associe´ a` ce sous-espace, cf. [I] 6.3. Soit δ ∈ Dstge´om(M). Par ce choix de facteur de
transfert, cette distribution s’identifie a` un e´le´ment δ1(s) ∈ D
st
ge´om,λ1
(M˜ ′1(s)). Puisqu’on
a suppose´ s 6= 1, on peut supposer par re´currence que la forme line´aire s
G˜′1(s)
M˜ ′1(s)
(., K˜ ′1(s))
est bien de´finie. Un calcul formel utilisant par re´currence la proprie´te´ (1) montre que le
terme
s
G˜′1(s)
M˜ ′1(s)
(δ1(s), K˜
′
1(s))
ne de´pend pas des choix de donne´es auxiliaires. On le note s
G
′(s)
M
(δ, K˜), ce qui de´finit la
forme line´aire s
G′(s)
M
(., K˜).
On a de´fini au paragraphe pre´ce´dent la forme line´aire rG˜
M˜
(., K˜) sur Dge´om(M˜(F )),
sous l’hypothe`se que M e´tait en bonne position relativement a` K. Montrons que :
(3) sa restriction a` Dstge´om(M˜(F )) ne de´pend que de la classe de conjugaison de K˜ par
GAD(F ).
Soit g ∈ GAD(F ), posons K˜
′ = adg(K˜), K
′ = adg(K) et supposons que M est encore
en bonne position relativement a` K ′. On peut fixer deux sous-tores maximaux T et T ′ de
M , de´finis sur F et maximalement de´ploye´s, de sorte queK, resp. K ′, soit le fixateur d’un
point hyperspe´cial dans l’appartement de l’immeuble de G associe´ a` T , resp. T ′. Les tores
T et T ′ sont conjugue´s par M(F ). On peut donc fixer m ∈ M(F ) tel que adm(T ) = T
′.
Posons K ′′ = adm−1(K
′). Alors K et K ′′ sont les fixateurs de points hyperspe´ciaux dans
l’appartement de l’immeuble de G associe´ a` T . On sait que deux tels points se de´duisent
l’un de l’autre par l’action d’un e´le´ment du normalisateur de T dans GAD(F ). Puisque
de plus, le normalisateur de T dans K se projette surjectivement sur le groupe de Weyl
de T , nos deux points se de´duisent en fait l’un de l’autre par l’action d’un e´le´ment de
Tad(F ). Soit donc t ∈ Tad(F ) tel que K
′′ = adt(K). Alors admt(K) = K
′, donc adg−1mt
conserve K, donc g−1mt ∈ Kad. Dans notre situation a` torsion inte´rieure, cela entraˆıne
que adg−1mt conserve K˜. Donc K˜
′ = admt(K˜). Cela montre qu’il existe x ∈ Mad(F ) tel
que K˜ ′ = adx(K˜). Par simple transport de structure, on a l’e´galite´
rG˜
M˜
(γ, K˜) = rG˜
M˜
(adx(γ), K˜
′)
pour tout γ ∈ Dge´om(M˜(F )). Mais l’action par conjugaison de Mad(F ) se restreint en
l’identite´ sur les distributions stables. Donc
rG˜
M˜
(δ, K˜) = rG˜
M˜
(δ, K˜ ′)
pour tout δ ∈ Dstge´om(M˜(F )). Cela prouve (3). 
Graˆce a` (3), on peut e´tendre la de´finition de la restriction de rG˜
M˜
(., K˜) a` Dstge´om(M˜(F ))
au cas ou` M n’est plus suppose´ en bonne position relativement a` K˜ : on choisit g ∈
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GAD(F ) tel queM soit en bonne position relativement a` adg(K) ; pour δ ∈ D
st
ge´om(M˜(F )),
on pose rG˜
M˜
(δ, K˜) = rG˜
M˜
(δ, adg(K˜)). L’assertion (3) assure que cela ne de´pend pas du
choix de g.
On peut maintenant de´finir notre forme line´aire sG˜
M˜
(., K˜). Pour δ ∈ Dstge´om(M˜(F )),
on pose
(4) sG˜
M˜
(δ, K˜) = rG˜
M˜
(δ, K˜)−
∑
s∈Z(Mˆ)ΓF /Z(Gˆ)ΓF ,s 6=1
iM˜(G˜, G˜
′(s))s
G
′(s)
M
(δ, K˜).
La ve´rification des proprie´te´s (1) et (2) est imme´diate par re´currence, et graˆce a` (3).
Notons une autre proprie´te´ formelle de notre forme line´aire. Le groupe Z(G;F ) agit
par multiplication sur G˜(F ), donc aussi sur C∞c (M˜(F )) (pre´cise´ment f
z(γ) = f(zγ)) puis
sur Dge´om(M˜(F )), en conservant l’espace des distributions stables. Pour z ∈ Z(G;F ) et
δ ∈ Dstge´om(M˜(F )), on a l’e´galite´
sG˜
M˜
(δz, K˜) = sG˜
M˜
(δ, zK˜).
4.3 L’avatar endoscopique
On revient au cas ou` (G, G˜, a) est quelconque (mais non ramifie´ comme dans toute
la section). Soient M˜ un Levi de G˜ et M′ = (M ′,M′, ζ˜) une donne´e endoscopique
elliptique et non ramifie´e de M˜ . Pour s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ, on dispose de la donne´e
endoscopique G′(s˜) = (G′(s˜),G ′(s˜), s˜) de (G, G˜, a), qui est non ramifie´e. Supposons-la
elliptique. Alors AG
′(s˜)
M ′ ≃ A
G˜
M˜
et on choisit pour mesure sur le premier espace l’image
par cet isomorphisme de la mesure fixe´e sur le second. On de´finit une forme line´aire
s
G
′(s˜)
M′
(., K˜) sur Dstge´om(M
′) de la meˆme fac¸on qu’au paragraphe pre´ce´dent. C’est-a`-dire
que l’on choisit des donne´es auxiliaires non ramifie´es G′1(s˜), G˜
′
1(s˜), C1(s), ξˆ1(s). On
fixe un sous-espace hyperspe´cial K˜ ′1(s˜) de G˜
′
1(s˜;F ) se projetant sur un espace K˜
′(s˜) de
G˜′(s˜;F ) associe´ a` K˜. On utilise le facteur de transfert associe´ a` cet espace. Ainsi, un
e´le´ment δ′ ∈ Dstge´om(M
′) s’identifie a` un e´le´ment δ′1(s˜) ∈ D
st
ge´om,λ1(s˜)
(M˜ ′1(s˜;F )). On pose
s
G
′(s˜)
M′
(δ′, K˜) = sM˜ ′1(s˜),λ1(δ
′
1(s˜), K˜
′
1(s˜)).
Cela ne de´pend pas des choix de donne´es auxiliaires.
Cela e´tant, on de´finit une forme line´aire rG˜,E
M˜
(M′, ., K˜) sur Dstge´om(M
′) par l’e´galite´
(1) rG˜,E
M˜
(M′, δ′, K˜) =
∑
s˜∈ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ
iM˜ ′(G˜, G˜
′(s˜))s
G
′(s˜)
M′
(δ′, K˜).
4.4 Le lemme fondamental ponde´re´
The´ore`me. Soit M˜ un espace de Levi de G˜ en bonne position relativement a` K. Soit
M′ une donne´e endoscopique elliptique et non ramifie´e de M˜ . Pour δ′ ∈ Dstge´om(M
′), on
a l’e´galite´
rG˜,E
M˜
(M′, δ′, K˜) = rG˜
M˜
(transfert(δ′), K˜).
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Supposons le support de δ′ forme´ d’e´le´ments semi-simples fortement G˜-re´guliers.
Dans ce cas, l’assertion est le lemme fondamental ponde´re´ sous sa forme usuelle. Elle est
maintenant prouve´e d’apre`s [W3] the´ore`me 3.8. Ce the´ore`me e´tait conditionnel, mais les
conditions impose´es sont leve´es par les re´sultats de Ngo Bao Chau et ceux de Chaudouard
et Laumon, bien que ces derniers ne soient pas encore publie´s en toute ge´ne´ralite´. La
suite de la section est consacre´e a` la suppression de l’hypothe`se faite ci-dessus sur le
support de δ′. On suppose fixe´s M˜ et M′ comme dans l’e´nonce´.
4.5 De´veloppement en germes
Soit O ⊂ M˜(F ) une re´union finie de classes de conjugaison semi-simples. La propo-
sition 2.3 de´finit des germes gL˜
M˜,O
pour tout L˜ ∈ L(M˜). D’apre`s [A1], proposition 9.1,
les inte´grales ponde´re´es non ω-e´quivariantes ve´rifient le meˆme de´veloppement que leurs
versions ω-e´quivariantes, avec les meˆmes germes. En particulier, on a
(1) rG˜
M˜
(γ, K˜) =
∑
L˜∈L(M˜)
rG˜
L˜
(gL˜
M˜
(γ), K˜)
pour tout γ ∈ Dge´om(M˜(F ), ω) assez proche de C˜.
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure. SoitO ⊂ M˜(F ) une re´union
finie de classes de conjugaison stable. Supposons queO soit forme´e d’e´le´ments G˜-e´quisinguliers.
Montrons que l’on a l’e´galite´
(2) sG˜
M˜
(δ, K˜) = sG˜
M˜
(gM˜
M˜,O
(δ), K˜)
pour tout δ ∈ Dstge´om(M˜(F )) assez proche de O. Remarquons que, d’apre`s le lemme 2.2,
gM˜
M˜,O
(δ) est stable, le membre de droite ci-dessus est donc de´fini.
Preuve. On utilise la de´finition 4.2(4). En raisonnant par re´currence, on peut supposer
que, pour s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF , s 6= 1, on a l’e´galite´
s
G′(s)
M
(δ, K˜) = s
G′(s)
M
(gM˜
M˜,O
(δ), K˜)
pourvu que δ soit assez proche de O. L’hypothe`se faite sur O et la relation 2.3(1)
entraˆınent que le de´veloppement (1) se simplifie en
rG˜
M˜
(δ, K˜) = rG˜
M˜
(gM˜
M˜,O
(δ), K˜).
Mais alors le membre de droite de la relation 4.2(4) pour l’e´le´ment δ co¨ıncide avec la
meˆme expression relative a` l’e´le´ment gM˜
M˜,O
(δ), donc avec sG˜
M˜
(gM˜
M˜,O
(δ), K˜). 
Revenons au cas ge´ne´ral, soit O′ une classe de conjugaison stable d’e´le´ments semi-
simples dans M˜ ′(F ). Il lui correspond une classe de conjugaison par M(F¯ ) dans M˜(F¯ ).
Supposons que cette classe soit forme´e d’e´le´ments G˜-e´quisinguliers. Alors
(3) l’assertion du the´ore`me 4.4 est ve´rifie´e pour tout δ′ ∈ Dstge´om(M
′) ∩Dge´om(O
′).
Preuve. Le lemme 2.2 assure que l’on peut trouver δ′reg ∈ D
st
ge´om,G˜−reg
(M′), aussi
proche que l’on veut de O′, de sorte que gM
′
M′
(δ′reg) = δ
′. En fait, en reprenant les
de´monstrations, on voit que l’on peut supposer le support de δ′reg en position ge´ne´rale,
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en particulier G˜-re´gulier. Conside´rons la de´finition 4.3(1). Notons que l’hypothe`se sur O′
entraˆıne que, pour tout s˜ y intervenant, O′ est forme´ d’e´le´ments G˜′(s˜)-e´quisinguliers. La
relation (2) ci-dessus entraˆıne alors l’e´galite´
rG˜,E
M˜
(M′, δ′, K˜) = rG˜,E
M˜
(M′, δ′reg, K˜).
Comme en l’a dit en 4.4, le the´ore`me est de´ja` connu pour δ′reg. Le membre de droite ci-
dessus est donc e´gal a` rG˜
M˜
(transfert(δ′reg), K˜). En appliquant (1), qui se simplifie graˆce
a` l’hypothe`se sur O′, c’est aussi rG˜
M˜
(gM˜
M˜
(transfert(δ′reg)), K˜). On a vu en 2.6 que
gM˜
M˜
(transfert(δ′reg)) = transfert(g
M′
M′
(δ′reg)),
d’ou`
gM˜
M˜
(transfert(δ′reg)) = transfert(δ
′).
On obtient rG˜,E
M˜
(M′, δ′, K˜) = rG˜
M˜
(transfert(δ′), K˜), comme on le voulait. 
4.6 Un espace de germes sous hypothe`ses sur p
On a de´fini en 3.1 un espace de germes UJ pour tout J ∈ J
G˜
M˜
. On pose
U G˜
M˜
=
∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
UJ et U
G˜,+
M˜
=
∑
L˜∈L(M˜),L˜ 6=M˜
∑
J∈J L˜
M˜
UJ .
Rappelons que, pour J = ∅, on a U∅ = C. Donc U
G˜
M˜
= C+ U G˜,+
M˜
.
Lemme. Supposons p 6= 2, 3, 5. Alors les espaces C et U G˜,+
M˜
sont en somme directe.
Remarque. L’hypothe`se faite sur p en 5.1 entraˆıne p 6= 2, 3, 5. Mais cette dernie`re
condition est suffisante ici.
Preuve. On descend les fonctions a` l’alge`bre de Lie aM˜(F ) comme en 3.1 et on utilise
les notations de ce paragraphe. Soit
u =
∑
α
cαuα
une combinaison line´aire de fonctions uα, ou` α = {αi; i = 1, ..., n} de´crit les ensembles
forme´s d’e´le´ments line´airement inde´pendants de Σ(AM˜ ). Supposons u = 0. On doit alors
prouver que c∅ = 0 (rappelons que u∅ est la fonction constante de valeur 1). On raisonne
par re´currence sur aM˜ − aG˜. L’assertion est triviale si ce nombre est nul, autrement dit
si M˜ = G˜, puisqu’alors u se re´duit a` c∅u∅. Supposons aM˜ − aG˜ > 0, fixons un e´le´ment
P˜ ∈ P(M˜) et notons ∆P˜ l’ensemble de racines simples associe´. Fixons β ∈ ∆P˜ . Il lui
est associe´ un espace de Levi L˜, maximal parmi les espaces de Levi propres de G˜, de
sorte que ∆P˜ ∩ L˜ = ∆P˜ −{β}. Notons u
L˜ la sous-somme de u, ou` on ne conserve que les
α = {αi; i = 1, ..., n} tels que αi ∈ Σ
L˜(AM˜) pour tout i. Elle contient le terme constant
c∅u∅ et appartient a` U
L˜
M˜
. On va prouver que uL˜ = 0. L’hypothe`se de re´currence permettra
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alors de conclure que c∅ = 0. Puisque u
L˜ est invariante par translations par aL˜(F ), il
suffit de prouver qu’elle est nulle sur aL˜
M˜
(F ). Fixons un e´le´ment H L˜ de cet espace, ainsi
qu’un e´le´ment Hβ de aL˜(F ) tel que β(Hβ) = 1. Soit k ∈ Z, posons H = ̟
k
FHβ + H
L˜.
Soit α ∈ Σ(AM˜). On peut e´crire α =
∑
β′∈∆P˜
nβ′β
′, avec des coefficients entiers nβ′ .
Ainsi qu’on l’a de´ja` dit, on voit en conside´rant tous les syste`mes de racines possibles
que ces entiers appartiennent a` l’ensemble {0,±1, ...,±6}. L’hypothe`se sur p entraˆıne
que |nβ′|F = 1 pour tout β
′ ∈ ∆P˜ . Si α ∈ Σ
L˜(AM˜), on a nβ = 0 et α(H) = α(H
L˜). Si
α 6∈ ΣL˜(AM˜), on a nβ 6= 0. Conside´rons H
L˜ comme fixe´ et k comme variable, on a alors
|α(H)|F = |nββ(̟
k
FHβ)|F si k est assez ne´gatif, donc |α(H)|F = −klog(q) si k est assez
ne´gatif. On en de´duit que, pour tout ensemble α = {αi; i = 1, ..., n}, le terme uα(H) est
un monoˆme en k pour k assez ne´gatif, dont le degre´ est nul si et seulement si tous les αi
appartiennent a` ΣL˜(AM˜). Dans ce dernier cas, on a simplement uα(H) = uα(H
L˜). Ainsi
u(H) est un polynoˆme en k pour k assez ne´gatif, dont le terme constant est uL˜(H L˜).
Puisque u = 0, le polynoˆme est identiquement nul. Cela entraˆıne uL˜(H L˜) = 0. On a de´ja`
dit que cela permettait de conclure. 
Le lemme permet de de´finir le terme constant d’un e´le´ment de U G˜
M˜
: c’est sa projection
sur le sous-espace C.
4.7 De´veloppement des fonctions rG˜
M˜
(., K˜) et sG˜
M˜
(., K˜)
La proposition 3.2 de´finit des applications line´aires ρG˜J pour tout J ∈ J
G˜
M˜
. On a
(1) pour tout γ ∈ Dge´om(M˜(F ), ω), le germe en 1 de la fonction
a 7→ rG˜
M˜
(aγ, K˜)
est e´quivalent a` ∑
L˜∈L(M˜)
∑
J∈J L˜
M˜
rG˜
L˜
(ρL˜J (γ, a)
L˜, K˜).
Il suffit de reprendre la preuve de 3.2. La seule proprie´te´ que l’on utilisait des inte´grales
orbitales ω-e´quivariantes e´tait la relation 1.7(12). Une relation analogue vaut pour notre
fonction rG˜
M˜
(., K˜) graˆce a` 4.1(1).
Vu comme fonction de a, chaque terme rG˜
L˜
(ρL˜J (γ, a)
L˜, K˜) appartient a` UJ . On en
de´duit
(2) pour tout γ ∈ Dge´om(M˜(F ), ω), le germe en 1 de la fonction
a 7→ rG˜
M˜
(aγ, K˜)
est e´quivalent a` un e´le´ment de U G˜
M˜
dont le terme constant est e´gal a` rG˜
M˜
(γ, K˜).
Rappelons que, d’apre`s 3.1(2), cet e´le´ment de U G˜
M˜
est uniquement de´termine´.
Supposons (G, G˜, a) quasi-de´ploye´ et a` torsion inte´rieure.
(3) pour tout δ ∈ Dstge´om(M˜(F )), le germe en 1 de la fonction
a 7→ sG˜
M˜
(aδ, K˜)
est e´quivalent a` un e´le´ment de U G˜
M˜
dont le terme constant est e´gal a` sG˜
M˜
(δ, K˜).
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Cela re´sulte par re´currence de la de´finition 3.2(4), de (2) ci-dessus et de la proprie´te´
e´vidente suivante : pour s ∈ Z(Mˆ)ΓF /Z(Gˆ)ΓF , on a l’inclusion U
G˜(s)
M˜
⊂ U G˜
M˜
.
On note ξ : AM˜(F )→ AM˜ ′(F ) l’homomorphisme naturel. On a
(4) pour tout δ′ ∈ Dstge´om(M
′), le germe en 1 de la fonction
a 7→ rG˜,E
M˜
(M′, ξ(a)δ′, K˜)
est e´quivalent a` un e´le´ment de U G˜
M˜
dont le terme constant est e´gal a` rG˜,E
M˜
(M′, δ′, K˜).
Preuve. Soit s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ. Soit u′ ∈ U
G˜′(s˜)
M˜ ′
et v′ un germe de fonctions
de´fini presque partout au voisinage de 1 dans AM˜ ′(F ). Notons u, resp. v, le germe de
fonctions a 7→ u′(ξ(a)), resp. a 7→ v′(ξ(a)), de´fini presque partout sur AM˜ (F ) au voisinage
de 1. On a
(5) u appartient a` U G˜
M˜
et a meˆme terme constant que u′ ;
(6) si v′ est e´quivalent a` u′, alors v est e´quivalent a` u.
La preuve de (6) est imme´diate. Prouvons (5). Par line´arite´, il suffit de prouver cette
assertion quand u′ appartient a` un ensemble de ge´ne´rateurs de U
G˜′(s˜)
M˜ ′
. On peut donc fixer
des e´le´ments line´airement inde´pendants α′1, ..., α
′
n de Σ
G′(s˜)(AM˜ ′) et supposer que u
′ est
la fonction
u′(a′) =
∏
i=1,...,n
log(|α′i(a
′)− α′i(a
′)−1|F ).
Identifions les paires de Borel e´pingle´es deG et G′(s˜) a` des paires de Borel e´pingle´es de ces
groupes pour lesquelles M etM ′ sont standard. On note T et T ′ les tores de ces paires et
θ l’automorphisme habituel qui conserve la paire de Borel e´pingle´e de G. On rappelle que,
pour β ∈ Σ(T ), on note nβ le plus petit entier k ≥ 1 tel que θ
k(β) = β. Notre hypothe`se
que p est grand implique que tous les entiers nβ sont premiers a` p. L’homomorphisme ξ
ci-dessus est la restriction d’un homomorphisme encore note´ ξ : T → T ′ ≃ T/(1− θ)(T ).
Pour tout i = 1, ..., n, choisissons β ′i ∈ Σ(T
′) dont la restriction a` AM˜ soit α
′
i. D’apre`s la
description de´ja` utilise´e plusieurs fois du syste`me de racines de G′(s˜), il y a une racine
βi ∈ Σ(T ) de sorte que β
′
i ◦ξ co¨ıncide sur T
θ,0 avec nβiβi ou 2nβiβi (en notation additive).
Notons αi la restriction de βi a` AM˜ . Alors α
′
i(ξ(a)) = αi(a)
mi pour tout a ∈ AM˜(F ),
avec mi = nβi ou mi = 2nβi. En tout cas, mi est un entier premier a` p. Mais alors
|α′i(ξ(a)) − α
′
i(ξ(a))
−1|F co¨ıncide avec |αi(a) − αi(a)
−1|F pour a assez voisin de 1. Le
germe de u co¨ıncide donc avec celui de
a 7→
∏
i=1,...,n
log(|αi(a)− αi(a)
−1|F ).
Les racines (αi)i=1,...,n sont encore line´airement inde´pendantes. D’apre`s les de´finitions, la
fonction ci-dessus appartient a` U G˜
M˜
. Cela prouve la premie`re assertion de (5). Si n > 0,
les termes constants de u′ et de u sont nuls. Si n = 0, il est clair que u = u′. Cela ache`ve
de prouver (5).
Revenons a` la preuve de (4). On utilise la de´finition 4.3(1). Pour tout s˜ ∈ ζ˜Z(Mˆ)ΓF ,θˆ/Z(Gˆ)ΓF ,θˆ,
les assertions (3), (5) et (6) impliquent que la fonction
a 7→ s
G′(s˜)
M′
(ξ(a)δ′, K˜)
est e´quivalent a` un e´le´ment de U G˜
M˜
dont le terme constant est s
G′(s˜)
M′
δ′, K˜). On sommant
ces re´sultats sur s˜, on obtient (4). 
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4.8 Preuve du the´ore`me 3.4
Pour a ∈ AM˜(F ) en position ge´ne´rale, l’e´le´ment ξ(a)δ
′ est combinaison line´aire
d’e´le´ments ve´rifiant les hypothe`ses de 4.5(3) . Donc
rG˜,E
M˜
(M′, ξ(a)δ′, K˜) = rG˜
M˜
(transfert(ξ(a)δ′), K˜).
On a l’e´galite´ transfert(ξ(a)δ′) = a transfert(δ′). D’apre`s les assertions 4.7(2) et (4), les
deux membres ci-dessus sont e´quivalents a` des e´le´ment de U G˜
M˜
dont les termes constants
sont respectivement rG˜,E
M˜
(M′, δ′, K˜) et rG˜
M˜
(transfert(δ′), K˜). Ces e´le´ments de U G˜
M˜
sont
force´ment les meˆmes d’apre`s 3.1(2). Donc leurs termes constants sont e´gaux. Cela prouve
le the´ore`me.
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