In this paper, we propose a new RWO-Sampling (Random Walk Over-Sampling) based on graphs for imbalanced datasets. In this method, two figures based on under-sampling and over-sampling methods are introduced to keep the proximity information, which is robust to noises and outliers. After the construction of the first graph on minority class, RWO-Sampling will be implemented on selected samples, and the rest of them will remain unchanged. The second graph is constructed for the majority class, and the samples in a low-density area (outliers) are removed. In the proposed method, examples of the majority class in a high-density area are selected, and the rest of them are eliminated. Furthermore, utilizing RWO-sampling, the boundary of minority class is increased though, the outliers are not raised. This method is tested, and the number of evaluation measures is compared to previous methods on nine continuous attribute datasets with different over-sampling rates. The experimental results were an indicator of the high efficiency and flexibility of the proposed method for the classification of imbalanced data.
Introduction
Classification is one of the most critical issues in data mining, pattern recognition, and machine learning. Numerous classification methods have been successful in various applications but, when these methods are performed on the imbalanced datasets, the performance of minority class may not be very satisfactory . If the distribution of samples in these two classes is unequal, then data sets are considered unequal. In this paper, the class with more number of samples is named 'majority class,' and the other class is called 'minority class. ' The imbalanced datasets have various applications such as network intrusion detection [Giacinto et al., 2008 , Roshanfekr et al., 2019 , credit scoring [Schebesch and Stecking, 2008] , spam filtering [Tang et al., 2008 ], text categorization [Zheng et al., 2004] and anomaly detection [Pichara and Soto, 2011] . Datasets are divided into three categories: data with all continuous attributes, data with all-discrete attributes, and data with both continuous and discrete attributes (hybrid attributes). There are two solutions in order to deal with these datasets. First, setting the distribution of data. Second, setting the classifier to operate with these datasets. Numerous techniques have been proposed for this solution. The most common method is the sampling (i.e., the data sets are balanced by reducing or increasing the size of datasets). These two methods are referred to as "under-sampling" and "over-sampling," respectively. The under-sampling method is straightforward, but it eliminates useful samples of the majority class, whereas the over-sampling method increases the risk of over-fitting [Batista et al., 2004] . Over-sampling is the opposite of the under-sampling method. It duplicates or interpolates minority samples in the hope of 1/34 arXiv:2002.03521v1 [cs.CV] 10 Feb 2020 of high majority class, which are noises and outliers, are mostly eliminated. We actually implement four classifiers to compare the performance of the proposed method with the RWO-Sampling, SMOTE [Bowyer et al., 2011] , MWMOTE Barua et al. [2014] , and RO-Sampling [Batista et al., 2004] . The performance of these classifiers was evaluated in terms of common metrics,such as F-measure, G-mean, accuracy, AUC, and TP rate. The experiment has been performed on ninebenchmark UCI datasets with different skew degrees The paper is organized into five sections. Section 2 explains the RWO-Sampling method and proposed the method on how to handle the class imbalance problem. The results of the experiments on nine real datasets from UCI and performance estimators of the proposed approach are discussed in Section 3. Finally, Section 4 includes the conclusion of this research work.
2 Proposed method 2.1 Background
In the RWO-Sampling method, consider the training dataset T , and the minority class instance set P = {x 1 , ..., x n }. Each x j represented by m attributes is an m-dimensional vector representing a point in the m-dimensional space. The attribute set is named A = {a 1 , ..., a m }, and a i ( j) is used to denote the value of attribute a i for instance x j . The RWO-Sampling method acts for continuous datasets and discrete datasets in different ways. For discrete attributes, this method uses roulette wheels to generate synthetic values for them, and continuous attributes; the method is shown in Algorithm 1 is used [Zhang and Li, 2014] .
This method, according to the central limit theorem, generates synthetic minority class samples for unknown data distribution problems. For a multiple attribute dataset, the mean and standard variance for each attribute using the minority class data denote µ i and σ i for ith attribute a i . Each attribute can be considered as a random value, and each value of the attribute can be considered as its one sampling value. µ i and σ i denote its real mean and standard deviation for random variable a i . In this case, if the number of the minority class samples methods is infinite, then it gives us following term;
If Eq. 1 is satisfied, we will have the following equation
where r is a sampling value of distribution N(0, 1). This method keeps the data distribution unchanged and balances different class samples by creating synthetic samples through randomly walking from the real data. When some conditions are satisfied, it can be proved that both the expected average and the standard deviation of the generated samples are equal to that of the original minority class data Zhang and Li [2014] . Zhang and Li [2014] proposed the RWO-Sampling method that expands the minority class boundary after synthetic samples are generated. However, it does not generate new samples around the mean point of the real samples of the minority class, since it increases the likelihood of over-fitting. In this paper, we improved the disadvantages of the RWO method, which increases the over-fitting and dose not generate synthetic samples around the mean point. In this method, we eliminate the impact of samples that probably are noises and outliers, so artificial samples are generated around the mean point. We presented a modified version of the Random Walk Over-sampling method from the RWO method. The proposed method is attempted to find a solution to the problem of RWO-Samplings. Therefore, utilizing the KNN method, the UGRWO-Sampling creates artificial samples around the mean points since by eliminating the impact of 3/34 input: T, M (M is over sampling rate) output: M × n synthetic instances for minority class for i = 1 to m if a i is a continuous attribute calculating the mean µ i = n j=1 a i ( j) n and the variance σ 2 i = 1 n n j=1 (a i ( j) − µ i ) 2 if a i is a discrete attribute calculating the occurrence probability for each value of a i while (M > 0)
UGRWO-Sampling approach
for each x j ∈ p for each a i ∈ p if a i is a continuous attribute generating a random value a i ( j) = a i ( j) − σ i √ n N(0, 1) if a i a hybrid attribute generating a random value for attribute a i using roulette forming a synthetic instance (a 1 ( j), a 2 ( j), . . . , a m ( j)) M=M-1 return the M × n instances for the minority class Table 1 . Algorithm 1-RWO-Sampling (T, M: a positive integer) [Zhang and Li, 2014] . noises or outliers, the new samples are generated around the mean, which decreases the probability of over-fitting. This method is based on two graphs. These two graphs are introduced to keep the proximity information. For each classes, an independent graph is constructed which are called majority local graph and minority local graph.
In the first step, we construct the majority local graph. If the corresponding two vertexes are K-Nearest Neighbors (KNN) of each other, then an edge is added between a pair of vertexes (Fig. 1) . The vertexes of the graph with K or more degrees will be retained and the rest of them are deleted. In second step, the second graph is made and the edges are created as before. The vertexes of the graph with K or more degrees will be retained and RWO-sampling runs on them.
Specifically, the adjacent matrix of the majority class which is indicated by U which is defined as follows,
where (N k ( j)) is a set of the k-nearest neighbors in the majority class of the point x j , (N k ( j)) k-nearest neighbors of the point x i , and U is adjacent matrix. τ i j is a a scalar value or any characters for showing k-neareast neighbors in a special vertex. τ i j can be assumed any amount expect zero, and i, j = 1, .., n.
Then we define the under-sampling coefficient as [Roshanfekr et al., 2019] ,
The sample x i with non-zero u i can be selected, and the rest of the samples are deleted. In this way, samples that may be noise or outliers will be eliminated. Generally, the samples in high-density regions have more chance to become non-zero degree vertexes, while the samples in low-density regions (e.g., outliers) increase the likelihood of isolated vertexes with zero-degree. The method shown in Algorithm 2 is used.
The local minority graph is constructed as follows: At first, the samples of minority class with non-zero u i are selected, and then the RWO-Sampling method is run on the selected samples (see Figure 1 ). Then, the two local graphs eliminate the impact of noise and outliers in the RWO-Sampling method. In this way, a new sample will not be generated from the samples that may be noises or outliers.
In Figure 2 , the dashed closed line around the original data represents the boundary of the minority class data. RWO-Sampling uses a random walk to generate synthetic samples. Thus it has opportunities If (x i ∈ N k ( j) and x j ∈ N k (i)) step 1 U i j = τ i j else U i j = 0 Defining the under-sampling coefficient, u i ,for samples of each class If j U i j is greater than or equal to k u i = 1 else u i = 0 Deleting samples of majority class with zero u i Return samples of majority class with nonzero u i Input: T, M, k (M is over sampling rate and k is parameter of KNN) Output: the synthetic samples for the minority class Constructing minority local graph Defining adjacent matrix, U i j , for samples of each class If (x i ∈ N k ( j) and x j ∈ N k (i)) U i j = τ i j else U i j = 0 Defining the under-sampling coefficient, u i ,for samples of each class If j U i j is greater than or equal to k u i = 1 else u i = 0 step 2
Selecting samples of minority class with nonzero u i and using the following steps for them for i=1 to m
Calculating the mean µ i = n j=1 a i ( j) n and the variance σ 2
for each x j ∈ p for each a j ∈ A Generating a random value a i ( j) = a i ( j) − σ i √ n N(0, 1) Forming a synthetic instance (a 1 ( j), a 2 ( j), . . . , a m ( j)) M= M-1 Return the synthetic samples for the minority class to expand the positive class border and increases the positive class classification accuracy. Our method separates the positive and negative samples, and the black points of the minority class samples and the red and blue points are the majority sample classes. In the algorithm, sample 3 is considered in the majority class as noise or outlier, and therefore the RWO algorithm will not run on it, and sample 3.1 will not be generated. In the majority class, red points are considered as noises and eventually eliminated.
In subsection 3. 2, the proposed method is compared with the GRWO-Sampling method. The advantage of our method, in comparison to the RWO-Sampling, is that the outlier sample will not be increased.
Experimental results
The proposed approach is applied to nine benchmark datasets from the UCI Repository 1 in Section ??. Section 4.2 presents a summary of the performance obtained for all the proposed approaches. 
Description of datasets and evaluation metrics
These benchmark datasets represent a wide range of fields, number of instances, and positive class labels. Table 3 gives the characteristics of these datasets, the minority class for each dataset is shown in Table 3 , and the rest of the classes are majority class. In SMOTE, MWMOTE, GRWO-Sampling, and UGRWO-Sampling, the K-parameter in the KNN method is selected from the set 3, 5, 10, 15. The over-sampling rate is set to be 100, 200, 300, 400, and 500% for data with continuous attributes. If an attribute is a missing value, the mean of that attribute is considered for it. A 10-fold cross-validation scheme is used to evaluate the performance of each over-sampling method. For the above procedure, we should implement the selected baseline algorithms under different over-sampling rates by toolboxes of MATLAB.
The performance of a classifier is evaluated based on metrics such as accuracy [Provost et al., 1998 ], Geometric Mean (G-mean) [Kubat and Matwin, 1997 ], F-measure Wu and Chang [2005] , AUC, and TPrate. In this paper, TP and FP are the numbers of true positive and false positive, respectively, and TN and FN are the numbers of a true negative and false negative, respectively. For the minority class data, its precision= T P/(T P + FP) and TPrate=T P/(T P + FN). For the majority class, its precision=T N/(T N + FN), and TNrate=T N/(T N + FP). F − measure = ((1+β 2 ) * recall+precision) (β 2 * T Prate+precision) , where β is set to 1 in this paper. In Tables 2 to 7, F-maj and F-min are F-measure for each class. 
Test using UCI database
In this section, we will study the following classification approaches; Naïve Bayes, 5-Nearest Neighbor, Decision Tree, and AdaBoostM1. For each dataset, these five different classifiers should be trained and tested, and six different sampling methods should be performed. The GRWO-Sampling is the same as the RWO-Sampling method, except that the RWO-Sampling should be done only on the samples of the minority class, which is selected from the local graph. Tables 5-9 in the Appendix present the implementation of different sampling methods with different over-sampling rates, which are on various datasets. Table 5 shows that when 5-NN is implemented on all datasets, UGRWO-Sampling has the best performance in most evaluation metrics. However, Naïve Bayes and Decision Tree classifiers, which also belong to this method, do not perform well on Vehicle and Glass datasets. With this over-sampling rate, most of the classifiers with UGRWO-Sampling will perform well on the datasets with high Imbalanced Ratios such as Glass and Satimage, but better on the datasets with low Imbalanced Ratios such as Breast_w and Diabetes. Also, this method has an acceptable performance on the big dataset e.g., Satimage. When implementing the AdaBoostM1 classifier on Musk and Segmentation, RWO-Sampling and RO-sampling have the best performance, and UGRWO-Sampling outperforms best on the other datasets.
From the results shown in Table 6 , it can be concluded that UGRWO-Sampling performs best on most datasets. In all classifiers, the proposed sampling method does not perform best on the Glass dataset. In general, similar to the results of Table 3 , UGRWO-Sampling on the small dataset with a high Imbalanced Ratio does not perform well, but it has an extraordinary efficiency on big datasets with high Imbalanced Ratio. AdaboostM1 classifier with UGRWO-Sampling has an acceptable performance on the most datasets except Segmentation and Glass datasets. Table 7 indicates that RO-Sampling and SMOTE sampling methods perform best in most evaluation metrics when all classifiers are implemented on Glass datasets. The results on the Vehicle dataset show that only if 5-NN and AdaBoostM1 are conducted, UGRWO-Sampling will have the best performance in most evaluation metrics. The results on the Sonar dataset show that the 5-NN classifier has the best performance with RWO-Sampling, but the rest of the classifiers have better efficiency with UGRWO-Sampling. Similar to the results of Tables 5 and 6, UGRWO-Sampling performs best on the Breast_w, Diabetes, and Satimage datasets. AdaBoostM1 classifier with RO-Sampling and RWO-Sampling had better performance on Musk, Segmentation, and Glass datasets.
In Table 8 , Naive Bayes classifier with RWO-Sampling has an acceptable performance on Diabetes, Segmentation, and Vehicle datasets, Decision Tree classifier performs well with RO-Sampling and MWMOTE has the best efficiency on Diabetes, Ionosphere and Segmentation data sets. All the classifiers except 5-NN with UGRWO-Sampling had better performance on the Sonar dataset. UGRWO-Sampling did not have an acceptable performance on the Glass dataset though, RO-Sampling performed well in the Decision Tree classifier on most of the datasets. When implementing the AdaBoostM1 classifier on Musk, Segmentation, and Glass, RO-Sampling and SMOTE outperform best, and UGRWO-Sampling has the best performance on other datasets.
From the results presented in Table 9 , UGRWO-Sampling performs best on the Breast_w and Satimage datasets. RO-Sampling is useful when all classifier is implemented on Glass datasets. 5-NN classifier with RWO-Sampling performs best on the Sonar dataset and other classifiers with UGRWO-Sampling. When implementing Decision Tree classifier on Diabetes, Ionosphere, and Vehicle, RO-Sampling outperforms the other three approaches, and UGRWO-Sampling outperforms best in the other classifiers. When AdaBoostM1 is implemented, RO-Sampling and SMOTE have the best performance on Musk, Segmentation, and Glass datasets.
Generally, as shown in Tables 5-9, the results on the large scale and highly imbalanced datasets, Satimage, show that most of the time, UGRWO-Sampling performs best in most metrics. Sonar and Musk are the highest-dimensional sample datasets, and RWO-Sampling and MWMOTE always have the best efficiency in 300, 400, and 500% of over-sampling rates and UGRWO-Sampling performs well in all metrics in 100 and 200% of over-sampling rates. Glass with the lowest-dimensional sample, high Imbalanced Ratio dataset, RO-Sampling and SMOTE always perform well under all over-sampling rates. On Breast_w, Diabetes, and Ionosphere datasets, the results show that our approach performs well in most metrics.
When the 5-NN and NB classifiers are implemented on the Segmentation dataset, UGRWO-Sampling has the best efficiency in all metrics except in 400% of the sampling rate for NB. Furthermore, when Decision Tree and AdaBoostM1 classifiers are implemented, RO-Sampling and SMOTE have the best performance. Also, when Naive Bayes is implemented on the Vehicle dataset, RWO-Sampling always has the best efficiency. However, when the over-sampling rate is 300%, AdaBoostM1 with UGRWO-Sampling does not have acceptable performance in all metrics.
Generally, it seems that by increasing the over-sampling rate, the efficiency of the proposed method decreases on different datasets. This method performs well on large-scale datasets. It can be concluded that the proposed method can work well in almost all cases on low Imbalanced Ratio datasets. It should be noted that the method has also worked well in high Imbalanced Ratio datasets such as Satimage and Segmentation, but on Glass dataset, SMOTE and RO-Sampling methods have better performance in all classifiers.
In order to compare the performance conveniently, we counted the number of wins in all cases for each over-sampling approach and provided the results in Table 4 . The results show that UGRWO-Sampling outperforms the other five approaches in all six metrics when conducting Naive Nayes, 5-NN, and Decision Tree, and it loses to GROW-Sampling only one time in F-maj. The results also reveal that GRWO-Sampling and MWMOTE are the most time-consuming methods. Based on the results presented in Table 4 , we can conclude that UGRWO-Sampling performs potentially well in imbalanced datasets no matter what classification algorithms are conducted. AUC (Area Under the Curve) is also an important metric to evaluate the performance of classifiers. According to the above results, the proposed method had an acceptable performance in the majority of the 9/34 datasets, but we cannot clearly claim which classifier has the best performance. The summary in Table 4 shows that UGRWO-Sampling outperforms the others statistically in terms of AUC.
For a better conclusion, we use another measure called AUCRatio. At first, we computed the relative performance of a given method M on a dataset i as the ratio between its AUC and the highest among all the compared methods,
.
Where AUC(j) is the AUC for method j on the dataset i. The larger the value of AUCRatioi(M), the better the performance of M in dataset i Kubat and Matwin [1997] . Figure 3 depicts the distribution of the relative performance of the six methods and all datasets. According to Figure 3 , the proposed method has proved to have acceptable performance in comparison to other methods. AUCRatio shows that UGRWO-Sampling has outperformed the RWO-Sampling. The proposed method deals with a continuous attribute value in order to create synthetic samples and will enhance the efficiency of the RWO method. As shown in Figure 3 , it can be concluded that in all classifications at the lower over-sampling rate, the proposed method would have better efficiency. In all cases, when Naive Bayes and AdaBoostM1 classifiers are in operation, the proposed method boosts their performance. When the 5-NN classifier is at operation level, UGRWO-Sampling and RWO-Sampling outperform the other approaches, respectively. Decision Tree with RO-Sampling also has a great performance, but UGRWO-Sampling remains to be better than RO-Sampling.
Conclusion and future works
We have evaluated four classifiers, including Naive Bayes classifier, K-Nearest Neighbor, Decision Tree, and AdaBoostM1 on imbalanced datasets. Over-Sampling often affects the performance of k nearest neighbors (KNN), since prior to over-sampling, the number of the minority class instances in the fixed volume may be increased.
A Naive Bayes classifier obtains the posterior probability for a test sample, and over-sampling increases the posterior probability of the minority class data, thus over-sampling influences the performance. Oversampling often affects the performance of Decision Tree in response to the modification of data distribution since it influences the measure called information gain used for choosing the best attribute in Decision Tree and consequently leads to the modification of the constructed Decision Tree. Modifying the structure of the Decision Tree influences pruning and over-fitting avoidance, and consequently influences the performance of the Decision Tree. Also, Ada, Boost, and M1 changes the underlying data distribution and classifies the re-weighted data space iteratively.
RO-Sampling is simple, but it increases the possibility of over-fitting. SMOTE uses linear interpolation for sampling generation, and new samples fall on the line segment connected by two neighbors. It does not expand the space occupied by the minority class data, and also changes the original data distribution of the minority class data, and also does not change the original data distribution of the minority class. When generating synthetic samples, RWO-Sampling tries to keep the minority class data distribution unchanged while aiming to expand the space occupied by the minority class data. Thus it has high generalization capability and performs well on imbalanced data classification. RWO-Sampling does not generate synthetic samples around the mean point of the real minority class data through random walk model, since it also tends to increase the likelihood of over-fitting, but the proposed method has attempted to find solutions for these problems. Therefore, by means of the KNN method, the UGRWO-Sampling tends to create artificial samples around the mean since by eliminating the impact of noise or outlier samples, new samples will be generated around the mean. Also, in comparison with RWO-Sampling, this method is less likely to increase the probability of over-fitting, and it has high generalizability. Due to the use of the KNN method for the proposed method and being aware of the fact that KNN would fail on a large scale, the proposed method would have a quite weak performance on large-scale.
Obviously, RO-Sampling is less consuming in comparison with other approaches in generating new samples. SMOTE needs to calculate the K nearest neighbors for a chosen sample before generating new 10/34 samples, and RWO-Sampling needs to calculate the mean and standard deviation for all attributes. K nearest neighbors are time-consuming compared to the calculation of the mean and standard deviation, so RWO-Sampling acts faster than SMOTE. In the new method, the K nearest neighbors, mean and standard deviation for all attributes need to be calculated. Therefore, in comparison with SMOTE and RWO-Sampling methods, UGRWO-Sampling is more time-consuming. A new combined method is proposed in order to reduce the disadvantages of over-sampling and under-sampling methods by which datasets perform well in most cases (e.g., in continuous datasets), though not performing well on discrete datasets and this issue would benefit from further research. 
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