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ABSTRACT
We use a large sample of galaxies from the Two Micron All Sky Survey (2MASS) and the Sloan Digital Sky
Survey (SDSS) to calculate galaxy luminosity and stellar mass functions in the local Universe. We estimate
corrections for passband shifting and galaxy evolution, as well as present-day stellar mass-to-light (M/L) ratios,
by fitting the optical–near-infrared galaxy data with simple models. Accounting for the 8% galaxy overdensity in
the SDSS early data release region, the optical and near-infrared luminosity functions we construct for this sample
agree with most recent literature optical and near-infrared determinations within the uncertainties. We argue that
2MASS is biased against low surface brightness galaxies, and use SDSS plus our knowledge of stellar populations
to estimate the ‘true’ K-band luminosity function. This has a steeper faint end slope and a slightly higher overall
luminosity density than the direct estimate. Furthermore, assuming a universally-applicable stellar initial mass
function (IMF), we find good agreement between the stellar mass function we derive from the 2MASS/SDSS data
and that derived by Cole et al. (2001; MNRAS, 326, 255). The faint end slope slope for the stellar mass function
is steeper than −1.1, reflecting the low stellar M/L ratios characteristic of low-mass galaxies. We estimate an
upper limit to the stellar mass density in the local Universe Ω∗h = 2.0± 0.6× 10−3 by assuming an IMF as rich
in low-mass stars as allowed by observations of galaxy dynamics in the local Universe. The stellar mass density
may be lower than this value if a different IMF with fewer low-mass stars is assumed. Finally, we examine type-
dependence in the optical and near-infrared luminosity functions and the stellar mass function. In agreement with
previous work, we find that the characteristic luminosity or mass of early-type galaxies is larger than for later
types, and the faint end slope is steeper for later types than for earlier types. Accounting for typing uncertainties,
we estimate that at least half, and perhaps as much as 3/4, of the stellar mass in the Universe is in early-type
galaxies.
As an aid to workers in the field, we present in an appendix the relationship between model stellar M/L ratios
and colors in SDSS/2MASS passbands, an updated discussion of near-infrared stellar M/L ratio estimates, and the
volume-corrected distribution of g and K-band stellar M/L ratios as a function of stellar mass.
Subject headings: galaxies: luminosity function, mass function – galaxies: general — galaxies: evolution —
galaxies: stellar content
1. INTRODUCTION
The distribution of galaxy luminosities and stellar masses
in the present-day Universe is of fundamental importance for
studying the assembly of galaxies over cosmic time, both obser-
vationally and theoretically (?, e.g.,)]lilly95,lin99,cole00,brinchmann00,somerville01,wolf03.
In addition to providing the zero redshift baseline for lumi-
nosity function (LF) evolution, the local LF constrains pow-
erfully much of the important physics affecting the assembly
of baryons in dark matter halos. For example, gas accretion
and cooling dominates the bright end of the LF, whereas feed-
back and photoionization affect primarily fainter galaxies (?,
e.g.,)]cole00,benson02. Near-infrared (NIR) luminosities of
galaxies are particularly useful as the mass-to-light (M/L) ra-
tios in the NIR vary only by a factor of two or less across
a wide range of star formation (SF) histories (?, see also the
Appendix), contrasting with a factor of ten change in M/L ra-
tio at the blue end of the optical regime. Therefore, NIR lu-
minosities provide a cleaner estimate of galaxy stellar masses,
which are more robustly predicted by the theoretical models (?,
e.g.,)]gardner97,cole01,kochanek01. The goal of this paper is
to use the NIR Two Micron All Sky Survey (?, 2MASS;)]skrut
in conjunction with optical data and redshifts from the Sloan
Digital Sky Survey (?, SDSS;)]york00 to explore the distribu-
tion of galaxy luminosities in the optical and NIR, and to use
these data to estimate the distribution of stellar masses in the
local Universe.
There have been a number of recent studies that have esti-
mated LFs and mass functions (MFs), based on a number of re-
cent large surveys. Around the knee of the LF, which represents
the dominant contribution to the overall luminosity density, the
agreement between the LFs from different surveys is good. In
the optical, luminosity densities agree at typically the 20% level
or better, accounting for differences in filter bandpasses and me-
dian redshift (?, e.g.,)]norberg02,liske03,blanton03. A similar
conclusion is found for the NIR K-band (?, e.g.,)]gardner97,cole01,kochan
There are some indications that the behavior of the difficult-
to-measure fainter galaxies may depend on environment (?),
although these galaxies do not exist in sufficient numbers to
contribute significantly to the luminosity density of the local
Universe (?, e.g.,)]zabludoff00,trentham02.
Three notable exceptions to this concordance of recent LF
measurements are the Las Campanas Redshift Survey (?, LCRS;)]lin96,
the early SDSS LF from ?), and the K-band LF estimate of ?).
The LCRS estimates are relatively consistent with more recent
estimates of the optical LFs (?, e.g.,)]blanton03, but because of
two offsetting effects: (i) the neglect of evolution, which bi-
ases the luminosity density to higher values; and (ii) the use
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of isophotal magnitudes, which biases the luminosity density
back down to lower values (??). ?) find &50% more luminos-
ity density in the local Universe than more recent SDSS or Two
Degree Field Galaxy Redshift Survey (?, 2dFGRS;)]colless01
estimates. This offset is due mostly to the neglect of galaxy
evolution and partially to the use of crude k-corrections (?). The
difference between the K-band LF of ?) and other local esti-
mates is less well-understood, but could stem from the neglect
of evolution corrections, LF fitting uncertainties and/or large-
scale structure (their LF estimate comes from an area of sky 50
times smaller than the area studied in this work; we discuss this
issue in more detail in §4.2).
Furthermore, it is unclear if the optical and NIR LFs are mu-
tually consistent. ?) compared the optical z-band LF from ?)
with their hybrid J/K-band LF, finding poor agreement. ?)
finds over a factor of two offset between extrapolations from
the optical LFs of ?) and 2MASS-derived K-band LFs (??).
Given the above argument that luminosity densities in the op-
tical and NIR are basically known to within 20%, it is unclear
whether this discrepancy can be simply accounted for by the
neglect of evolution corrections by ?), or whether, for example,
this is an indication of gross global incompleteness in K-band
LFs. Furthermore, the landmark stellar MFs derived by ?) have
not been, as yet, tested systematically.
In this paper, the first in a series of papers focusing on the
optical and NIR properties of galaxies in the local Universe, we
use the NIR 2MASS in conjunction with optical data and red-
shifts from SDSS to explore in detail the LFs of galaxies over
a factor of 6 in wavelength from the u-band (0.35µm) to the
K-band (2.15µm). We then, following the methodology of ??),
use the constraints on the optical-NIR spectral energy distribu-
tions (SEDs) in conjunction with state-of-the-art stellar popu-
lation synthesis (SPS) models to investigate in detail the stellar
MF of galaxies over a factor of 1000 in stellar mass, assum-
ing a universally-applicable stellar initial mass function (IMF).
We used these stellar mass estimates in conjunction with a
statistically-estimated cold gas masses (HI and H2) to construct
the cold baryonic MF in the local Universe and the efficiency of
galaxy formation (?, see also, e.g., Salucci & Persic 1999). In
subsequent papers we will examine, e.g., the K-band size dis-
tribution of galaxies, the photometric properties of a K-selected
sample, the dust contents and SF histories of disk galaxies, and
the K-band LF of bulges and disks separately, amongst other
goals.
This paper is arranged as follows. In §2, we discuss the
data, focusing on the most important sources of error and in-
completeness. In §3, we discuss our method for deriving k-
corrections, evolution corrections and stellar M/L ratios. In §4,
we construct and discuss optical and NIR LFs for our sample
of galaxies. We construct stellar MFs in §?? and discuss these
further in §??. We summarize in §??. In the Appendix, we
present the distribution of color-derived stellar M/L ratio esti-
mates as a function of galaxy mass and fits to the color-M/L
ratio correlations in the SDSS/2MASS passbands as aids to
workers in the field. We assume Ωmatter = 0.3, ΩΛ = 0.7, and
H0 = 100h km s−1 Mpc−1. For estimating evolution corrections,
we assume h = 0.7. Sections 2, 3, and the Appendix go into
considerable detail regarding the uncertainties and stellar M/L
ratios; thus, readers interested mainly in the results should read
§2.1 and then skip directly to §4.
2. THE DATA, DATA QUALITY, AND SELECTION EFFECTS
FIG. 1.— Comparison of 2MASS K-band Kron magnitudes with deep K-
band magnitudes for 223 galaxies from ?). The lower panel shows the differ-
ence (2MASS−Loveday) in K-band magnitudes. The bold line represents the
mean magnitude difference 0.01± 0.04 (0.10± 0.02) for K < 11 (K ≥ 11).
The scatter is∼ 0.2 mag.
2.1. Overview
We use the SDSS Early Data Release (?, EDR;)]edr to pro-
vide a nearly complete 13≤ r≤ 17.5 sample of 22679 galaxies
over 414 square degrees with accurate ugriz fluxes and mag-
nitudes. We match these SDSS spectroscopic sample galaxies
with the 2MASS extended source catalog (?, XSC;)]jarrett00
and point source catalog (PSC)1. To match the catalogs, we
choose the closest galaxy within 2′′as the best match (?, for
reference, the random and systematic positional uncertainties
of 2MASS and SDSS are .200 and ∼50 milliarcseconds, re-
spectively;)]pier03. In this way, we have a reasonably complete
13≤ r≤ 17.5 sample of galaxies with redshifts, 12085 of which
have a match in the 2MASS XSC (and therefore have ugrizK
fluxes, half-light radii and concentrations in r and K-bands),
6629 of which have a match in the 2MASS PSC (and there-
fore have ugrizK fluxes, and half-light radii and concentration
parameters in r-band), and 3965 of which have no match in ei-
ther 2MASS catalog (and thus have the optical data only). We
choose to use only the 2MASS K-band at the present time.
A complete description of these catalogs is far beyond the
scope of this paper (?, see e.g.,)for more details]jarrett00,blanton01,cole01
Here, we discuss the most important aspects for our purposes:
the accuracy of the magnitudes, concentrations and surface
brightnesses, and the completeness of the catalogs.
2.2. Magnitude Accuracy
An important focus of this paper is the discussion of the off-
set between optical and 2MASS K-band LFs (?, e.g.,)]wright01.
Because the NIR luminosity density seemed a factor of two
below expectations, one of the principal concerns was a large
shortfall in either the magnitudes or numbers of galaxies in
2MASS. In this section, we discuss the accuracy of the 2MASS
K-band magnitudes in detail, and briefly summarize the ex-
1http://www.ipac.caltech.edu/2mass/releases/second/doc/ancillary/pscformat.html
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FIG. 2.— Comparison of 2MASS K-band Kron magnitudes with deep K-
band magnitudes (transformed from H-band using the 2MASS measured H −K
color) for 1017 galaxies from papers by Gavazzi and coworkers. The lower
panel shows the difference (2MASS−Gavazzi) in K-band magnitudes. The
bold line represents the mean magnitude difference 0.06± 0.02 (0.17± 0.01)
for K < 10 (K ≥ 10). The scatter is ∼ 0.2 mag.
pected accuracy of magnitudes in the other passbands.
In many respects, K-band data from 2MASS is the ideal tool
for constraining galaxy LFs and the stellar MF. 2 K-band galaxy
luminosities are five to ten times less sensitive to dust and stellar
population effects than optical luminosities, allowing an accu-
rate census of stellar mass in the local Universe (?, e.g.,)]ml.
Furthermore, 2MASS covers the entire sky homogeneously,
with 1% systematic variations in zero point (?). However, in
the NIR the sky background is roughly a factor of 100 times
brighter than the mean surface brightness of luminous galaxies,
and the exposure time of 2MASS is short (?, 7.8 seconds with
a 1.3-m telescope;)]skrut. Thus, low surface brightness (LSB)
features, such as LSB galaxies or the outer regions of normal
galaxies, may be missed by 2MASS.
To test how much light 2MASS misses in the LSB outer
parts of galaxies, we compare 2MASS K-band magnitudes
from the XSC with K-band magnitudes from deeper imaging
data. Following ?), we show Loveday’s K-band Kron3 magni-
tude from relatively deep data (10 minutes on the Cerro Tololo
International Observatory 1.5-m telescope) against 2MASS K-
band Kron magnitudes (Fig. 1). At K < 11, 2MASS Kron
magnitudes seem quite accurate, with a systematic offset of
0.01±0.04 mag. At fainter magnitudes, 2MASS Kron mag-
nitudes underestimate the true magnitude by 0.10±0.02 mag
(scatter∼0.2 mag). ?) found a larger offset between Second In-
cremental Data Release 2MASS K-band and total magnitudes;
since the Second Incremental Data Release there have been im-
provements to the reduction pipeline that have improved the
quality of 2MASS K-band Kron magnitudes.
2We note that, strictly speaking, 2MASS adopts a Ks-band that peaks at
rather shorter wavelengths than the standard K-band, but we we will call it
K-band for brevity in this paper.
3?) magnitudes are measured in apertures that are related to the galaxy
radius (for 2MASS, not less than 5′′).
We check this offset by comparison with a larger sample of
galaxies imaged in the H-band by ???) and ?)4. We adopt the
2MASS H − K color to estimate the total K-band magnitude;
the typical value is H − K ∼ 0.25, almost independent of galaxy
type. The average offset brighter (fainter) than K = 10 mag
is 0.06 (0.17) mag, in the sense that Gavazzi’s magnitudes are
slightly brighter than the 2MASS Kron magnitudes (see Fig.
2). We do not adopt this correction in this paper owing to un-
certainties in transforming H-band data into K-band. We do,
nevertheless, choose to adopt an offset of 0.1 mag for all galax-
ies (not just galaxies with K ≥ 11) to better match Gavazzi’s
offset. We note that magnitudes corrected in this way will be
within 0.1 mag of total, independent of whether one compares
them to Gavazzi’s or Loveday’s total magnitudes. We adopt
a 0.1 mag uncertainty in the correction to total K-band fluxes,
added in quadrature with the 2MASS random magnitude error.
We tested whether the correction to total is a function of K-
band surface brightness, as one could imagine that the fraction
of light lost may be larger for lower surface brightness galaxies.
We found no correlation between the correction to total flux and
K-band surface brightness within the errors, supporting our use
of a blanket 0.1 mag offset.
We also choose to match to the 2MASS PSC. There are very
few matches to the comparison samples: 8 from ?) and 8 from
the sample from Gavazzi and coworkers. We find mean offsets
of −0.9 mag (0.3 mag RMS) and −0.8 mag (0.3 mag RMS) for
the two samples. We disregard two outliers (with no offset and
a −3.1 mag offset) from the eight of the Gavazzi sample. We
account for the large PSC offsets by subtracting 0.85 mag from
the 2MASS PSC K-band magnitudes, and setting their K-band
errors to 0.5 mag. These magnitudes are clearly of very limited
use. We use them primarily to constrain only roughly the k-
correction, evolution correction, and stellar M/L ratio estimates.
In particular, our choice of K-band magnitude limit (extinction-
corrected K-band Kron magnitude of 13.57, with the offset in-
cluded after galaxy selection) includes only 66 galaxies from
the PSC, or just over 1% of our K-band selected sample.
Because of its high signal-to-noise, SDSS Petrosian5 ugriz
magnitudes are expected to be accurate to better than 0.05 mag
in a random and systematic sense (??). Sloan papers typi-
cally make the distinction between preliminary magnitudes pre-
sented by the EDR in the natural Sloan 2.5-m telescope system,
denoted u∗g∗r∗i∗z∗, and the ‘true’ Sloan magnitudes ugriz. We
denote the EDR Petrosian magnitudes ugriz for brevity. Pet-
rosian magnitudes of well-resolved early-type galaxies (with
close to R1/4 law luminosity profiles) underestimate the total
flux by ∼0.1 mag because their surface brightness profiles fall
off very slowly at large radii (??). In this paper, we crudely cor-
rect for this effect by subtracting 0.1 mag from the magnitude of
any galaxy with an r-band concentration parameter of cr > 2.6
(defined in the next section). While simplistic, it allows us to
estimate the total fluxes for early-type galaxies to within 0.05
mag. We adopt a magnitude error of 0.05 mag for all galaxies,
added in quadrature to the (tiny) internal SDSS random mag-
nitude errors. Note that we apply all magnitude offsets after
galaxy selection.
4This sample was used to test the circular isophotal magnitudes used by ?)
for their K-band derived LF.
5SDSS Petrosian magnitudes are estimated within an aperture that is twice
the radius at which the local surface brightness is 1/5 of the mean surface bright-
ness within that radius (?).
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FIG. 3.— K-band concentration parameter cK = r75/r25 against r-band con-
centration parameter cr = r90/r50. The solid line denotes cK ∼ cr + 1, and the
dashed lines denote the two rough early-type cuts at cr ≥ 2.6 and cK ≥ 3.6.
2.3. Concentration Parameters and Surface Brightnesses
In this paper, we study primarily the overall luminosities and
stellar masses of galaxies, choosing not to focus on their struc-
tural parameters, such as concentration parameter or surface
brightness. Nevertheless, we do use concentration parameter as
a crude discriminant between early and late-type galaxies and
surface brightnesses when examining the completeness of the
galaxy samples.
We adopt as our primary morphological classifier the r-band
concentration parameter, cr = r90/r50, where r90 and r50 are the
circular aperture radii within which 90% and 50% of the Pet-
rosian flux are contained, respectively. The concentration pa-
rameter has been extensively used within the SDSS collabora-
tion to separate between early and late-type galaxies in a rudi-
mentary fashion; early-type galaxies have higher cr than later
types. This is motivated by the work of ?) and ?), who find
a scattered but reasonable correlation between qualitative mor-
phological classifications and cr. ?) suggest a cr ≥ 2.6 selection
for early-type galaxies and this cut has been adopted by ?). We
also adopt this criterion, primarily because it is easily repro-
ducible, facilitating easy comparison with our results by other
workers. ?) note the sensitivity of the the concentration pa-
rameter to seeing; more heavily smoothed early-type galaxies
appear less concentrated than they would be either if they were
observed with better seeing or were closer. Because of this,
the early type definition is conservative; intrinsically smaller
or more distant early types maybe misclassified as later types
owing to seeing effects.
2MASS also gives a concentration parameter cK = r75/r25,
where r75 and r25 are the elliptical aperture within which 75%
and 25% of the flux are contained. In Fig. 3, we compare the
SDSS cr to the 2MASS cK in an effort to explore systematic
uncertainties in the use of concentration parameters as a mor-
phological typing tool (we compare cr to color selection later
also in §4.4). We restrict our comparison to K < 12 galaxies,
which have sufficient S/N to estimate cK . It is clear that there
are systematic differences between the two definitions, which
are manifested by zero point shifts, a non-unity slope, and a
substantial scatter. Nevertheless, making the crude approxi-
mation that cK ∼ cr + 1 (the solid line), we can compare the
fractions classified as early-type with both definitions. Using
cr ≥ 2.6, we find that 401/603 K < 12 EDR galaxies are classi-
fied as early-type. Using cK ≥ 3.6, we find that 439/603 galax-
ies are classified as early-type. Furthermore, 355/401 galax-
ies (89%±7%) of r-band classified early-types are classified as
early type using the K-band classification.
We use g, r, and K-band surface brightnesses only as a rough
check on the completeness properties of the 2MASS-matched
sample and on the K-band LF. These surface brightnesses are
defined to be the average surface brightness within the half-light
radii. Since the magnitudes for SDSS and 2MASS XSC are ac-
curate to at worst 20%, we expect that the half-light surface
brightnesses will be accurate to . 30%, given the 20% error in
total magnitude, added in quadrature with the effect of a 20%
scale size error, which is typical of scale-size comparisons be-
tween different authors (?, see, e.g.,)]bdj. Accuracies of this
order are more than sufficient for our present purposes.
2.4. Completeness
The homogeneity and completeness of SDSS and 2MASS
make them powerful tools for understanding the characteristics
of galaxies in the local Universe. To construct meaningful LFs
from these datasets, we must understand the completeness char-
acteristics of each survey. We choose SDSS EDR spectroscopic
sample galaxies with Galactic foreground extinction-corrected
13 ≤ r ≤ 17.5 (?), following ?). This galaxy sample is nearly
complete, as discussed in much more detail by e.g. ?), ?) or
?). We find that the area covered by the SDSS spectroscopic
sample is 414 square degrees, 90% of the 462 square degrees
covered by the EDR imaging data (?). This is quite consistent
with the the statement by ?) that only 93% of the spectroscopic
tiles were attempted; we adopt the 3% difference as our sys-
tematic error in determining the sky coverage of this sample.
We estimate a total completeness within this area by querying
SDSS EDR photometric catalog galaxies satisfying the spectro-
scopic catalog inclusion criteria as outlined by ?). This value
is 78%, which is consistent with a 2% loss of galaxies due to
bright stars, a > 99% redshift success rate, and between 80%
and 90% targeting efficiency (?, e.g.,)]blanton01,edr. A value
of 85% was recently found by ?) for bright SDSS galaxies
(r ≤ 15.9) in the EDR: we adopt the difference between our
and Nakamura et al.’s measurements as the systematic error
in the completeness, which is propagated through into the φ∗
and j estimates later. We do not take account of the detailed,
position-dependent completeness of the sample. While a de-
tailed accounting for the completeness as a function of position
is pivotal for estimating galaxy clustering properties, it is of
only minor importance for estimating the overall LF. Finally,
we note that there is little systematic bias within SDSS against
galaxies within the selection limits. Of order 0.1% of the low-
est surface brightness galaxies are not targeted because a spec-
trum would be impossible to obtain, and because over 3/4 of
the lowest surface brightness features in the SDSS imaging sur-
vey are artifacts (?). Also, . 5% of bright galaxies are rejected
because they overlap a bright, saturated star, or because they
have a very bright fiber magnitude and are not targeted to avoid
severe cross-talk between the fiber spectra. Neither of these
biases will significantly affect our analysis.
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In addition to estimating the completeness of SDSS inter-
nally, we determine whether the SDSS EDR area is overdense
using the full coverage of 2MASS. We estimate overdensities
by comparing the number of 2MASS extended sources with
10 < K < 13.5 in the sky outside of the Galactic Plane (|b| ≥
30◦) with the number of similar sources in the SDSS EDR re-
gion. We use an area that is slightly less than the 414 square
degrees that we calculate for the spectroscopic EDR coverage
because we choose rectangular areas that are fully enclosed by
the SDSS EDR boundaries. We show in Fig. 4 that the EDR is
overdense over the entire magnitude range 10 < K < 13.5. We
include the estimated density in the 2dFGRS region for com-
parison and give the number counts for each region in Table 1.
The SDSS EDR is 8% overdense (with a 1% Poisson uncer-
tainty), and the 2dFGRS region (?, used by)]cole01 is 2% un-
derdense, compared to the whole sky. Although this estimate is
admittedly rough because 10< K < 13.5 galaxies are a some-
what different set of galaxies than those with 13 ≤ r ≤ 17.5,
the overdensity estimate is accurate given that we compare to
half of the entire sky (|b| ≥ 30◦). Furthermore, our estimate is
insensitive to Galactic foreground extinction. We account for
the EDR region overdensity in our analysis by multiplying the
effective survey area by 1.08 when constructing our LFs.
We focus our study on the 2MASS matches to the 13 ≤
r ≤ 17.5 SDSS catalog. As stated earlier, out of the 22679
13 ≤ r ≤ 17.5 galaxies in the EDR spectroscopic sample, we
match 12085 galaxies in the 2MASS XSC and 6629 galaxies
in the 2MASS PSC. In Fig. 5, we explore the properties of the
2MASS matched and unmatched galaxies in more detail. In
the upper panels, we show the distribution of galaxy g − r color
(left) and r-band surface brightness µr (right). The solid his-
tograms show galaxies with 2MASS counterparts, the dashed
histograms show those without. We give the K-band surface
brightness µK (left) and apparent magnitude K (right) in the
lower panels. We estimate µK and K for galaxies that have no
2MASS data using the SDSS µr and r-band apparent magni-
tude in conjunction with the r − K color of the best-fit SED
model (as described in §3). We test this procedure by using
the optical data only to predict the K-band magnitudes of the
12085 galaxies with K-band XSC data. We find that this proce-
dure is accurate to 0.4 mag RMS. We see that the galaxies that
are unmatched in 2MASS are preferentially blue and LSB in
the optical and NIR. There are 84 LSB galaxies (〈µK〉 ∼ 19.1
mag arcsec−2) with estimated K < 13.57, thus, there may be
a small population of LSB galaxies missed by 2MASS. Faint,
LSB galaxies are visible only in the very nearest parts of an ap-
parent magnitude-limited survey (such as 2MASS), and there-
fore carry a large weight 1/Vmax. Therefore, this small bias
(∼ 1%) may translate into a larger bias when considering the
LF or luminosity density. This bias would affect all published
2MASS LFs (?, e.g.,)]cole01,kochanek01, as well as our own.
TABLE 1
10 < K < 13.5 GALAXY NUMBER COUNTS
Region N Area (deg2) ngal(deg−2)
XSC |b| ≥ 30 363803 20630 17.63
2dFGRS 32568 1887 17.26
Sloan EDR 7078 369.6 19.15
We show later that this bias affects the faint end of the LF, as
one would expect given the surface brightness dependence of
the LF (?, see, e.g.,)]dejong00,cross02. We also estimate the
degree of incompleteness using the optical data in conjunction
with our knowledge of stellar populations to push the K-band
LF and stellar MF down to lower galaxy masses.
We select samples for estimating LFs in different passbands
using passband-dependent magnitude limits, following ?). Specif-
ically, when constructing ugizK LFs, we select the magnitude
limit in ugizK so that the Vmax for each galaxy is constrained
by the ugizK limit for 98% of the sample, and is defined by
the r ≤ 17.5 limit for the other 2% of the galaxies. Function-
ally, these limits are u =18.50, g =17.74, i =16.94, z =16.59, and
K =13.57.
3. METHODOLOGY: K-CORRECTIONS, EVOLUTION CORRECTIONS,
AND STELLAR M/L RATIOS
3.1. The Method
To estimate LFs and stellar MFs using the redshift and ugrizK
data for the SDSS EDR galaxies, we must estimate k-corrections
and stellar M/L ratios. Furthermore, ?) and ?) stress the
need to include the effects of galaxy evolution. We estimate
k-corrections, evolution corrections, and galaxy stellar M/L ra-
tios by comparing the ugrizK galaxy fluxes with state-of-the art
stellar population synthesis (SPS) models.
For each galaxy, we construct a grid of stellar populations
with a range of metallicities and star formation histories (SFHs)
at both the real galaxy redshift and at redshift zero. We use
the PÉGASE model (?, see)for a description of an earlier ver-
sion of the model]fioc97, choosing ten galaxy metallicities from
0.5% to 250% solar. The SFHs vary exponentially with time t:
ψ = [τ−1(1 − e−T0/τ )−1]e−t/τ , where ψ is the star formation rate
(SFR), τ is the exponential e-folding time of the SFR, and T0 is
the age of the galaxy (the time since SF commenced). The term
in the square brackets is simply a normalization to keep the to-
tal mass of stars formed by the present day at one solar mass.
We choose a grid of 29 τ values between 0 (single burst) and
∞ (continuous), continuing through to −∞ and then to −1 Gyr
(strongly increasing to the present day). Our grid covers color
space relatively uniformly.
This grid is produced at both redshift zero and at the real
galaxy redshift. The galaxy age is 12 Gyr for the redshift zero
model, and is younger for the non-zero redshift model assuming
h = 0.7 (in essence, we choose a formation redshift of∼ 4). For
example, this gives an age of 10.7 Gyr for a galaxy at z = 0.1.
We least-squares fit the model galaxies at the real galaxy red-
shift to the observed galaxy colors to choose the best model
galaxy template. We then estimate the evolution correction, k-
correction, and present-day stellar M/L ratio by comparing the
non-zero redshift model with the evolved redshift zero model.
Thus, in essence, we correct for evolution by assuming that the
SFH indicated by the colors of the galaxy at the observed red-
shift continues smoothly to the present day.
To estimate stellar masses, we adopt the z = 0 model galaxy
M/L ratios in each passband, assuming solar absolute mag-
nitudes of (6.41, 5.15, 4.67, 4.56, 4.53, 3.32) in ugrizK re-
spectively, estimated using the PÉGASE SPS model. Those
wishing to convert our luminosity densities into physical units
or SDSS or 2MASS-calibrated absolute magnitudes per cubic
Mpc can easily use the above solar absolute magnitudes for
conversion without loss of accuracy. We estimate uncertain-
ties in k-corrections, evolutionary corrections, and stellar M/L
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FIG. 4.— Number counts of galaxies per square degree per magnitude as a function of 2MASS K-band Kron apparent magnitude for the whole sky with |b| ≥ 30
(solid line), the SDSS EDR (dot-dashed) and the 2dFGRS (dashed line). Linear (left) and logarithmic (right) scales are shown. The points with error bars show the
error in the EDR galaxy number density (vertical error bars) and the magnitude range used for each bin (horizontal error bars).
ratio values via three methods: (i) omitting one passband at a
time from the SED fit (the jackknife method; 6 fits); (ii) uni-
formly weighting all data points in the fit for each galaxy (1
fit); and (iii) adding random magnitude offsets with sizes cor-
responding to the magnitude error to all the galaxy photometry
and re-doing the fits (5 times). We then compute the errors
from the RMS difference between these 12 different fits to the
SED and our original SED fit. Typical k-correction and evolu-
tion correction random errors derived in this way for the g-band
selected sample are (0.06, 0.03, 0.03, 0.03, 0.03, 0.02) mag in
ugrizK respectively. Typical random errors in stellar M/L ratio
are (0.08, 0.06, 0.05, 0.04, 0.04, 0.05) dex, again in ugrizK.
We adopt a ‘diet’ ?) stellar IMF (?, following)]ml that has
the same colors and luminosity as a normal Salpeter IMF, but
with only 70% of the mass due to a lower number of faint low-
mass stars. This yields stellar M/L ratios 30% lower at a given
color than a Salpeter IMF. ?) show that this IMF is ‘maximum
disk’, inasmuch as IMFs richer in low-mass stars over-predict
the rotation velocity of Ursa Major Cluster galaxies with K-
band photometry and well-resolved HI rotation curves. This
prescription thus gives the maximum possible stellar M/L ratio.
Naturally, a different choice of IMF allows lower M/L ratios.
For example, the popular ?) or ?) IMFs have roughly 30%
lower M/L ratios than this IMF, and are thus ‘submaximal’. We
discuss this issue in more detail in §??.
3.2. Comparison with Other Constraints
Our k-corrections and evolution corrections are quite robust.
K-band k-corrections are insensitive to galaxy spectral type.
In particular, we find k(z) ∼ −2.1± 0.3z, which is in good
agreement with k(z) ∼ −2.25z from ?). We test the optical
k-corrections by comparing with a simple power-law interpo-
lation, including the effects of bandpass widening. ?) find
that this approximation is good to around 0.1 mag in all pass-
bands, but better in riz as the spectral shapes are simpler there.
We find also that our optical and NIR k-corrections are con-
sistent with the simple power-law recipe to within 0.1 mag in
all passbands. These offsets decrease to 0.05 mag in riz. This
FIG. 6.— Our g-band stellar M/L ratio estimate (from the maximum-
likelihood fit to the galaxy SED) against g − r color for the g-band selected
sample of 11848 galaxies. The dashed line is the bi-weight least-squares fit to
the data. The solid line is a rough fit to the relationship in Fig. 19 of ?), ac-
counting for the 0.15 dex offset between a Kennicutt IMF and our diet Salpeter
IMF. In addition, we transform the ?) z = 0.1 color to a z = 0 color using
(g−r)z=0.1 ∼ 0.91(g−r) (see text for full details). The arrows show the average
(short arrow) and maximum (long arrow) effect of dust on this relationship, as
discussed in §3.3.
agreement is more than adequate, bearing in mind our 0.05–
0.1 mag k-correction errors. We quantify our evolution correc-
tions by comparing the mean k+evolution correction with the
mean k-correction for our g-band selected galaxy sample. The
mean evolution corrections are∼ (2.3,1.6,1.3,1.1,1.0,0.8)z in
ugrizK, in the sense that galaxies are fainter at the present day,
owing mostly to passive evolution. This can be compared to the
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FIG. 5.— The g − r colors, r and K-band surface brightnesses, and K-band apparent magnitudes of 22679 SDSS 13≤ r ≤ 17.5 galaxies with (solid) and without
(dashed) 2MASS matches. K-band surface brightnesses and apparent magnitudes for the 3965 galaxies without 2MASS data are estimated using the r-band derived
quantities and the estimated r − K color of the best-fit SED model, as described in §3. The dotted line in the upper right panel shows the surface brightness limit of
SDSS, and the dotted line in the lower right panel shows the K < 13.57 magnitude limit that we adopt for our LF analysis.
Q values derived by ?), who estimate the evolution by fitting for
it explicitly in their LF estimation. They find an evolution of
∼ (4.2±0.9,2.0±0.5,1.6±0.3,1.6±0.4,0.8±0.3)z in ugriz.
Therefore, we find satisfactory agreement between our color-
based evolutionary corrections and direct estimates from the LF
evolution by ?), except perhaps in the u-band, where the pho-
tometric and k-correction uncertainties are largest, and our as-
sumption of smoothly-varying SFHs could easily prove inade-
quate. Independently, ?) find evolution of ∼ (1.2,0.9,0.8,0.6)z
in griz for early-type galaxies using a similar (but totally in-
dependent) technique to ?), again within . 0.05 mag of our
corrections over the redshift interval of interest.
?) demonstrate that for galaxies with relatively smooth
SFHs, stellar M/L ratio and optical color should correlate quite
tightly. We present a test of our stellar M/L ratio estimates in
Fig. 6. Using an independent method that accounts for bursts
of SF based on the strengths of the 4000Å break and the Hδ
line, ?) construct stellar M/L ratios for over 120,000 SDSS
galaxies. In Fig. 19 of that paper, they compare their M/L ra-
tios in g-band with the g − r color, estimated at z = 0.1, and find
a strong correlation. To compare to the ?) correlation we es-
timate a color correction (g − r)z=0.1 ∼ 0.91(g − r), assuming a
power-law k-correction. Moreover, we account for the IMF dif-
ference; our ‘diet’ Salpeter IMF is 0.15 dex heavier at a given
color, because of its larger number of low-mass stars, than the
Kennicutt IMF that ?) adopt. To within 20% random scatter
our multi-color method gives results consistent with their spec-
tral method (comparing the points with the solid line in Fig. 6).
This is particularly impressive given the very different method-
ologies and the different stellar population models used6.
With the low scatter in the g − r versus M/Lg ratio correla-
tion it is possible to predict stellar mass to within 20% using g-
6?) show a comparison of their color-derived two-population B-band stellar
M/L ratio estimates (?) with optical color in the Appendix to that paper. They
find excellent agreement with color-derived stellar M/L ratios from ?), show-
ing again that different methodologies yield consistent estimates of stellar M/L
ratio.
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and r-band data alone, compared to the maximum-likelihood
SED fits of up to 6 optical/NIR passbands. ?) find a scat-
ter closer to 50%; this is likely due to the different methods
adopted to derive stellar M/L ratios by our group and ?). ?)
use 3′′ aperture spectra, plus an r − i color that is emission-line
sensitive for dust estimation. Thus, they are sensitive to the
aperture mismatch between the spectra and colors, and model
mismatches between color and spectral features. In contrast,
we minimize the residuals explicitly between our galaxy model
colors and the observed colors; therefore, we explicitly min-
imize the spread in the color–M/L ratio correlation with our
method. Either way, it is clear that we can use SDSS color data
alone, plus a redshift, to estimate the stellar mass of galaxies to
between 20% and 50%, relative to the answer that one obtains
using K-band data or spectra. In particular, this allows us to use
the SDSS data to ‘fill in’ areas of parameter space not covered
as completely by 2MASS, such as blue LSB galaxies.
We can independently check these M/L ratios using recent
results from ?). They construct estimates of total M/L ratio
(including the potentially non-negligible contribution of dark
matter) using kinematic constraints, by multiplying the half-
light radius by the velocity dispersion squared, and then divid-
ing by half the luminosity. Assuming the Hubble Space Tele-
scope Key Project distance scale (?), they then compare these
M/L ratios with g − r color, finding a strong correlation (the
lower right-hand panel of their Fig. 5). Correcting for their
application of a 0.08 mag bluewards offset in g − r color, we
estimate their log10(M/Lr)∼ −0.15 + 0.93(g − r). Over the g − r
range of interest (0.3 . g − r . 1), this is within 25% at the
blue end and 5% of the red end of our maximum-disk tuned
stellar population model expectation (see the Appendix for de-
tails): log10(M/Lr) = −0.306 + 1.097(g − r). Furthermore, their
total scatter (including contributions from observational error)
is ∼ 0.15 dex, or 40% in terms of M/L ratio, in agreement with
our earlier estimate of 20% to 50%. The agreement between
these two totally independent methodologies, each with their
own sources of systematic and random error, is astonishing;
both predict roughly a factor of five change in stellar M/L ratio
from the blue to the red end of the galaxy population, and both
have the same absolute stellar M/L ratio scale. This agreement
is another, powerful argument in favor of a color-based stellar
M/L ratio of the type discussed in the Appendix, or by ?).
3.3. Systematic uncertainties
The above prescription for estimating k-corrections, evolu-
tion corrections, and stellar M/L ratios assumes that the col-
ors of a stellar population are driven by star formation history
(SFH) and metallicity alone. What are the systematic uncer-
tainties introduced by neglecting the effects of dust and more
complex SFHs? Our k-corrections are robust, inasmuch as we
simply use a physically-motivated model to interpolate between
the observations (a simple power-law interpolation suffices also
to roughly 0.1 mag). Furthermore, our evolutionary corrections
agree with independent estimates, and since they are a relatively
small correction (. 0.2 mag typically), small errors in the evo-
lutionary correction will not substantially affect our results.
However, there may be a significant uncertainty in stellar
M/L ratio estimates that is not accounted for by our prescrip-
tion. Overall galaxy age (i.e. the time since SF started) can
change the stellar M/L ratio at a given color in a systematic
sense by a small but non-negligible amount, e.g. ±0.05 dex
for an age difference of ±3 Gyr. Furthermore, it is not a pri-
ori clear what effects dust may have on the stellar M/L ratios.
?) show that, to first order, the effects of dust cancel out to
within 0.1–0.2 dex when estimating color-derived stellar M/L
ratios. This cancellation occurs because the stellar populations
and dust each predict roughly the same amount of reddening per
unit fading in most passbands. However, the random uncertain-
ties of this technique are only 20% in terms of M/L ratio (see
above earlier in §3), so the second order difference between the
effects of dust and stellar populations could be significant.
We explore the possible effects of dust on our results in a sim-
ple way, following ?). ?) estimate the luminosity-dependent
dust content of disk galaxies by minimizing the scatter in the
color-magnitude relation (CMR) in BRIK passbands. They find
that luminous galaxies suffer from a 1.7 (0.3) mag dimming in
their B-band (K-band) flux when going from face-on to nearly
edge-on, while faint galaxies show very little evidence for dust.
We adopt a rough dimming of (1.6, 1.3, 0.3) mag from face-on
to edge-on (≥ 80◦) in grK passbands for massive disk galax-
ies (masses > 3× 1010h−2M and cr < 2.6). We allow this
dimming to decrease linearly with logarithmic mass to zero
for stellar masses below 3× 108h−2M. We assume a sim-
ple slab model, with an optical depth at arbitrary inclination
of τ (i) = τ (80◦)cos80◦/cos i, where τ (80◦) is the optical depth
at edge-on derived from the above quoted difference between
edge-on and face-on. Concentrated, i.e. early-type, galaxies are
assigned a factor of 3 less dust. We assume a random distribu-
tion of orientations.
In Fig. 6, we show schematically the effect of the average
(short arrow) and maximum possible (long arrow) dust con-
tents, according to our admittedly ad hoc description. The ar-
rows show the bluing of color and reduction of M/L ratio when
dust is taken into account. It is clear that the effects of dust
and stellar population are mostly degenerate in agreement with
?). Nevertheless, there is a slight systematic difference between
the two effects. For this dust prescription, we overestimate the
average stellar M/L ratio in g-band by 0.06 dex when we fit
dust-reddened colors with pure stellar populations.
Another source of systematic uncertainty is from bursts of
SF. ?) find that large bursts of SF can cause an over-estimate
of the true M/L ratio of the stellar population, if the stellar pop-
ulation is interpreted in terms of smoothly varying SFHs. We
attempt to constrain the magnitude of this error for our pur-
poses using a simple model. We choose two solar metallicity
stellar populations, one with a decreasing SFR to the present
day (τ = 4 Gyr), and one with constant SF (τ = ∞Gyr). We
then apply random variations in SFR over timescales of 108 yr,
distributed in a log-normal fashion with a dispersion σ of a dex,
i.e. the SFR can easily change by more than an order of magni-
tude from its baseline rate. We then examine the offset from the
g − r color and M/Lg ratio correlation of these bursty models,
compared to smooth SFH models. For both SF models we find
that SF bursts generate a ∼ 25% scatter about the color–M/L
ratio relation, and a ∼ 10% offset to slightly lower M/L ratio
at a given color. A full order of magnitude variation in SFH
over 108 yr timescales is likely to be an upper limit for all but
the strongest present-day star-bursting galaxies; therefore, we
demonstrate that the bias we impose by assuming such simplis-
tic SFHs is . 10%.
To summarize, the random uncertainties of color-based stel-
lar M/L ratio estimation are ∼ 20%. Systematic uncertain-
ties from galaxy age, dust, and bursts of SF are ∼ 0.1 dex,
or ∼ 25%. These systematic uncertainties will not cancel out
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with larger galaxy samples, and will dominate, along with stel-




We estimate LFs using the simple and intuitive V/Vmax for-
malism of, e.g., ?). This method has the disadvantage that it
is somewhat sensitive to galaxy density variations. For exam-
ple, if the near part of the survey is rather overdense, where a
magnitude-limited survey is most sensitive to low-luminosity
galaxies, then the V/Vmax estimator will yield a somewhat
larger number of low-luminosity galaxies than it should. Both
the Step-Wise Maximum Likelihood (SWML) method of ?)
and the parametric method of ?) are insensitive to density fluc-
tuations of this type (although both methods are sensitive to
density fluctuations when calculating the overall LF normaliza-
tion). Nevertheless, both the SWML and parametric method
make the assumption that the shape of the LF is independent of
environment, yet there is impressive evidence against this as-
sumption, at least in the optical (??). In contrast, the V/Vmax
method does not make this assumption. Furthermore, it does
not make any a priori assumptions regarding the form of the
LF, unlike ?) parametric method. Therefore, we use the V/Vmax
method and note, that among others, ?) find with a similar
dataset that LFs derived using V/Vmax and SWML are identi-
cal within the errors.
For an unbiased estimate of Vmax, we estimate the maximum
distance that a galaxy of a given absolute magnitude would be
visible, accounting for Galactic foreground extinction and k-
and evolution-corrections, not including the early-type and K-
band-to-total corrections. Due to slight inaccuracies in the k-
and evolution corrections, we find a few galaxies with distances
that are larger by a few observational sigma than expected,
which gives a few galaxies with V/Vmax > 1. Not including
these galaxies does not affect any of the results in this paper.
Our formal error estimates include Poisson, Monte-Carlo mag-
nitude, evolution, k-correction, and V/Vmax bootstrap uncer-
tainties, plus random stellar M/L ratio errors for the MFs. There
are also systematic sources of error: e.g., the ∼ 25% system-
atic uncertainty from dust and bursts of SF, and the ∼ 5% sys-
tematic uncertainty in absolute magnitude calibration (?, see,
e.g.,)]fuku96. We have to first order avoided uncertainties from
galaxy clustering because we have renormalized the luminos-
ity functions to account for the EDR’s 8% overdensity (§2.4).
However, we neither sample all of the EDR region, nor can we
securely extrapolate to different galaxy populations (e.g., the
13≤ r≤ 17.5 population as opposed to the 10≤K ≤ 13.5 pop-
ulation), so we attach a 10% percent systematic uncertainty to
the normalization φ∗ and luminosity density j to account for
clustering. We summarize the systematic error budget in Table
2.
We calculate LFs using pseudo-ugrizK-limited samples (where
98% of the galaxies are limited in the passband of interest, and
only 2% of the galaxies are limited by their r-band flux). We
present our results in Table 3 and include some relevant com-
parisons from the literature. We discuss two sets of LFs in more
detail in this paper: a joint r and K-band selected sample, and a
joint g and r-band selected sample such that only 2% of galaxies
are r-band limited, and 98% are limited by the magnitude limit
in the other passband. We do not calculate the LF or stellar MF
for magnitude bins with less than 5 galaxies.
FIG. 7.— V/Vmax versus K-band absolute magnitude. The median (thick
solid line), and upper and lower quartiles (shaded area), are shown as a func-
tion of K-band absolute magnitude. The average value for the whole sample is
0.520± 0.004, which is reasonably consistent with the expected value of 0.5
(thin solid line).
FIG. 8.— K-band V/Vmax LFs using different surface brightness cuts.
The black solid line with data points represents the total sample (µK <
20 mag arcsec−2) LF. The dotted and dashed lines represent the LF for µK <
17 mag arcsec−2 and µK < 18 mag arcsec−2 subsamples, which shows the LF
steepening at the faint end as the surface brightness limit gets fainter. The
thick grey dashed line denotes the predicted K-band LF, in the absence of se-
lection bias (see the text for more details). The thin grey line shows the hybrid
Schechter+power-law fit to the predicted K-band LF. The grey solid line with
error bars denotes the 2MASS+2dFGRS LF of (?), and the thin solid line is the
Schechter fit to our total LF, described in Table 3. For reference, the Schechter
function fit to the total ?) K-band LF is shown as a dash-dotted curve.
4.2. The K-band limited sample
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TABLE 2
SYSTEMATIC ERROR BUDGET
Quantity Error Source Ref.
(1) (2) (3) (4)
Luminosity Function
φ∗ 10% Uncertainty in exact sky coverage (3%), completeness (7%), Poisson error in normalization §2.4, §4.1
(1%), and differences between behavior of the 10< K < 13.5 sample and our EDR sample
M∗ 5% Uncertainty in absolute calibration of ugrizK system (1)
10% K only: Extrapolation to total §2.2
α 0.1? Optical: from departures from a Schechter function §4.3
+0.1
−0.6 NIR: from strong departures from a Schechter function, and LSB galaxy incompleteness §2.4, §4.2j 15% Optical: from φ∗ and M∗ uncertainty above
+35%
−15% NIR: from φ∗, M∗ and α uncertainty above & §4.2
Stellar Mass Function
M∗ & ρ 30% Dust, bursts of SF, galaxy age, and absolute calibration uncertainty above & §3.3
+0%
−60% Stellar IMF §??
References. — (1) ?)
Note. — Column (1) describes the quantity, (2) the contribution to the systematic error budget, (3) describes the error in more detail, and (4) gives any relevant
references (section number or literature citation).
TABLE 3
GALAXY LUMINOSITY FUNCTION FITS
Band mlim Ngal 〈V/Vmax〉 〈z〉 φ∗ M∗ − 5log10 h α j jliterature Ref.(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)
u 18.50 5347 0.532±0.004 0.055 0.0238(8) −18.13(3) −0.95(3) 1.51+0.03
−0.04×108 1.45×108 a
g 17.74 11848 0.509±0.003 0.070 0.0172(5) −19.73(3) −1.03(3) 1.57+0.02
−0.06×108 1.47×108 a
r 17.50 22679 0.509±0.002 0.096 0.0137(7) −20.57(3) −1.07(3) 1.80+0.03
−0.08×108 1.69×108 a
i 16.94 17984 0.508±0.002 0.093 0.0118(4) −21.00(3) −1.11(3) 2.14+0.02
−0.13×108 2.19×108 a
z 16.59 15958 0.520±0.002 0.092 0.0119(4) −21.34(2) −1.06(2) 2.75+0.03
−0.14×108 3.22×108 a
K 13.57 6282 0.520± 0.004 0.078 0.0143(7) −23.29(5) −0.77(4) 5.8+1.8
−0.1×108 5.9,7×108 b,c
Note. — The passband (1), corresponding limiting magnitude (2), and number of galaxies (3). The mean V/Vmax is in (4), and the mean redshift in (5). Each
passband LF is fit with a Schechter function and described by three parameters – the normalization φ∗ in h3 Mpc−3 mag−1 (6), the characteristic luminosity L∗ (7),
and the faint end slope α (8). Our luminosity density estimate j (9), compared to an estimate from the literature (10), both in units of hLMpc−3. The literature
references are as follows: (a) ?); (b) ?); (c) ?). The formal error estimates for quantities are given in parentheses. Table 2 gives a complete summary of the systematic
error sources, in addition to the formal errors calculated above. The optical luminosity densities give the formal error as the positive error bar, and the influence of
the correction of early-type galaxy magnitudes by −0.1 mag in SDSS as the negative error bar. The K-band error estimate includes a substantial uncertainty from
2MASS’s bias against LSB galaxies. See Fig. ?? for a graphical representation of the luminosity density literature comparison.
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FIG. 9.— K-band LF split by morphological type. The solid line represents
the total LF. The dotted and dashed lines represent the LF for late and early-
type galaxies, separated using cr = 2.6. The solid grey line denotes the 2MASS
LF of (?), while the grey thick dashed and dotted lines denote the early/late
types from that paper, respectively.
In Fig. 7, we plot V/Vmax versus K-band absolute magnitude.
In an unbiased sample, an average value of V/Vmax = 0.5 is ex-
pected, as galaxies uniformly fill the volume. For our sample,
the average value is 0.520±0.004. Excluding the 66/6282 (1%)
of galaxies with V/Vmax > 1 gives 〈V/Vmax〉 = 0.515. This in-
dicates a slight tendency for galaxies to be in the more distant
half of the sample, perhaps reflecting uncertainty in the evolu-
tion correction or small amounts of large-scale structure. Nev-
ertheless, any bias in the sample is weak; for example, ?) find
〈V/Vmax〉 ' 0.52 for their sample of 2MASS/2dFGRS galaxies,
yet obtain excellent agreement between V/Vmax and SWML es-
timates of the LF.
We plot the LFs derived using the K-band limited sample in
Figs. 8 and 9. In Fig. 8, we show the K-band LF for samples
using different K-band surface brightness µK cuts. All galaxies
in our sample (solid line) have µK < 20 mag arcsec−2. We fit the















where φ∗ is the LF normalization, L∗ is the characteristic lu-
minosity at the ‘knee’ of the LF where the form changes from
exponential to power law, and α is the ‘faint end slope’. In
common with other work (?, e.g.,)]dejong00,cross02, we find
that a fainter surface brightness limit increases φ∗ somewhat
and substantially affects α. The K-band luminosity density for
our galaxy sample is 5.77±0.13× 108 hL Mpc−3 (formal er-
ror only). As discussed in Table 2, we estimate a ±15% sys-
tematic uncertainty from our extrapolation to total flux, abso-
lute magnitude calibration, and sky coverage uncertainty. Thus,
our raw estimate of K-band luminosity density is 5.8±0.9×
108 hL Mpc−3, including the sources of random and system-
atic error.
Earlier, we expressed concern regarding incompleteness in
2MASS for LSB galaxies. It is interesting to use the full
SDSS+2MASS dataset to estimate what the K-band LF should
look like, in the absence of selection bias. We use the g-band
selected galaxy sample to construct a K-band LF using 9307
real K-band magnitudes and 2541 synthesized K-band magni-
tudes (estimated to ∼ 0.4 mag accuracy using ugriz as a con-
straint). This is denoted in Fig. 8 as a thick grey dashed line.
The agreement is excellent at the bright end; nevertheless, the
faint end slope of the predicted K-band LF is substantially
steeper. A Schechter function is a poor fit to this LF owing
to the ‘kink’ at MK − 5log10 h ∼ −21, thus we fit a power law
to the faint end between −21≤MK − 5log10 h≤ −18, which has
a slope of α ∼ −1.33. This bias against faint, LSB galaxies
affects all 2MASS-derived estimates of not just the faint end
slope, but also the total K-band luminosity density. Using this
rough hybrid Schechter+power law, which has (φ∗,M∗,α) =
(0.0149,−23.33,−0.88) brightwards of MK −5log10 h = −21 and
continues with power law slope −1.33 faintwards of this limit
(the solid grey line in Fig. 8), we estimate that the total K-
band luminosity density may be as high as 7.6×108 hL Mpc−3.
Thus, we see that 2MASS’s bias against LSB galaxies may bias
the faint end slope downwards, and the luminosity density esti-
mates downwards by 25%. This conclusion is qualitatively and
quantitatively consistent with a more direct assessment of light
missed by 2MASS’s relatively shallow exposures by ?) 7.
How do our luminosity functions and luminosity density es-
timates of 5.8+2.9
−0.9×108 hL Mpc−3 compare with the literature?
In Fig. 8 (solid grey line) we compare with the LF estimate of
?) and find excellent agreement in both the shape of the LF and
the overall normalization. ?) find 5.9±0.9× 108 hL Mpc−3
but do not account for the bias against LSB galaxies inherent in
the 2MASS data. We compare our LF with ?) in Fig. 9 (shown
as a solid grey line), finding that their LF is well within our er-
ror bars.8 They find a somewhat steeper faint end slope than
we do, leading them to a slightly high luminosity density of
∼ 7±1×108 hL Mpc−3. Therefore, accounting for all of the
sources of error, it is clear that we are consistent with both ?)
and ?). Our determination has the advantage, however, that we
have considerably reduced the large-scale structure uncertainty
by renormalizing our LF to the whole |b| > 30◦ sky, and that
we understand in detail 2MASS’s bias against LSB galaxies. It
will indeed be interesting to see if large, deep K-band surveys
will converge towards the steeper faint end slope predicted by
our analysis.
In this context, comparison to the rather deeper survey of
?) is particularly interesting. They have a sample of ∼ 1000
galaxies over an area of sky 50 times smaller than our area, and
are unable to normalize their luminosity function to the whole
|b|> 30◦ sky. Thus, their luminosity function is highly suscep-
tible to the effects of large-scale structure. We disagree with
7There is another argument that suggests that 2MASS misses LSB galaxies.
The luminosity-density weighted r − K color (AB-Vega) of the galaxy popula-
tion is 2.75±0.05 (when either r or K-band luminosity weighted), and is domi-
nated by luminous,∼ L∗ galaxies. SDSS should not miss large numbers of LSB
galaxies, therefore we can use the r-band luminosity density (which should be
quite complete) plus the luminosity density-weighted r−K color (which reflects
the behavior of∼ L∗ galaxies) to estimate the K-band luminosity density. This
estimate is jK ∼ 6.5× 108 hLMpc−3, somewhat higher than the uncorrected
value of 5.8× 108 hLMpc−3. The virtue of this r − (r − K)-based estimate
is that the faint end slope is determined by the well-constrained r-band LF,
whereas in the direct approach we are forced to estimate the faint end slope
from the K-band data directly.
8They also do not account for 2MASS’s bias against LSB galaxies but still
find a relatively steep faint end slope to the LF, making it hard to estimate the
effect of the LSB bias in their case.
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FIG. 10.— V/Vmax against g-band absolute magnitude. The median (thick
solid line), and upper and lower quartiles (shaded area), are shown as a func-
tion of g-band absolute magnitude. The average value for the whole sample is
0.509±0.003, reasonably consistent with the expected value of 0.5 (thin solid
line).
their luminosity function (see Fig. 8) and total luminosity den-
sity of ∼ 12× 108 hL Mpc−3. We attribute much of this mis-
match to large-scale structure. Two other effects may also con-
tribute. First, the knee of their LF is ∼ 0.2 mag brighter than
ours, which is likely caused by the uncorrected galaxy evolu-
tion in their sample. Given a median redshift of z ∼ 0.15, a
−0.12± 0.05 mag offset is needed to correct for this evolu-
tion. Furthermore, ignoring even modest evolution can cause
faint end slope over-estimation with the maximum-likelihood
SWML and STY methods (?). Second, a Schechter fit poorly
represents their dataset; an improved fit would have a sharper
knee and a shallower faint-end slope, giving a substantially
lower luminosity density (?, see Fig. 2 of)]huang03. However,
it is intriguing that with deeper data they find a steep faint end
slope, roughly parallel with our predicted K-band LF. We pre-
dict that further work will show that ?) indeed found roughly
the right faint end slope, but that they were adversely affected
by large-scale structure and a small offset from ignoring evolu-
tion corrections.
In Fig. 9, we show the LF split crudely by morphological
type using the SDSS r-band concentration parameter (§2.3).
Recall that ?) and ?) show that most concentrated cr ≥ 2.6
galaxies are early-type (earlier than Sa), although cr could be
affected by seeing (?, see)and §2.3]blanton03c. We recover the
classic result that the LF for early types has a flat or decreasing
faint end slope and has a brighter L∗ than late types, which have
a somewhat steeper LF (?, e.g.,)]bromley98,blanton01. Our
type-split LFs agree qualitatively with ?), who find a larger L∗
for early types, although their overall LF is slightly offset from
ours. We explore the role of morphological selection in §4.4.
4.3. The g-band limited sample
FIG. 11.— g-band LFs using different surface brightness cuts. The solid
line with data points represents the total sample (µg < 25 mag arcsec−2) LF.
The dotted and dashed lines represent the LF for µg < 20 mag arcsec−2 and
µg < 21 mag arcsec−2 subsamples, which shows the LF steepening at the faint
end as the surface brightness limit gets fainter. The dash-dot line shows the
gz=0.1 LF of ?) transformed to redshift zero assuming unchanging φ∗ and α,
and following their Table 10. The thin solid line is the Schechter fit to our total
LF, described in Table 3.
FIG. 12.— g-band LF split by morphological type. The solid line represents
the total LF. The dotted and dashed lines represent the LF for late and early-
type galaxies, separated using cr = 2.6.
One strength of our combined SDSS and 2MASS sample
is that we can construct LFs in the optical ugriz passbands to
accompany our NIR K-band LF. In this section, we derive a
g-band limited LF. The Schechter fits for other passbands are
given in Table 3 for reference, and are discussed further in §4.5.
Analogous to the K-band limited sample, we show the distribu-
tion of galaxy V/Vmax with absolute g-band magnitude (Fig.
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10), the g-band LF derived using different surface brightness
limits (Fig. 11), and the g-band LF split by morphological type
(Fig. 12).
The g-band limited sample has 〈V/Vmax〉 = 0.509± 0.003,
which is slightly higher (by ∼ 3σ) than the purely random dis-
tribution expectation of 0.5. Nevertheless, as with the K sam-
ple, this departure is small and should not affect our results at
more than the few percent level.9 In Fig. 11, our g-band LF
(solid line) compares well with that of ?), shown as the dash-
dotted line. Furthermore, our g-band luminosity density (see
Table 3) is ∼ 7% larger than Blanton et al.’s value. Blanton
et al. did not include light lost from the low surface brightness
wings of early-type galaxies in their luminosity density esti-
mate, however. When we account for the differences in tech-
nique by either neglecting the correction in our own analysis
(resulting in a reduction of our luminosity density estimate by
4%) or by comparing to Blanton et al.’s estimated correction
(making Blanton et al.’s estimate 3% higher), the agreement
between our estimate and Blanton et al.’s is well within the ex-
pected uncertainties. It is worth noting that, similar to the K-
band LF, the inclusion of lower surface brightness galaxies in
g-band increases φ∗ slightly and gives a steeper α.
In Fig. 12, we show the g-band LF split into early and late
morphological types using cr = 2.6. We find that the LF for
early-types has a brighter L∗ and a flatter faint end slope than
the later types, in agreement with many other studies of the
local Universe (?, e.g.,)]bromley98,blanton01. We find a flat
faint-end slope for the early-type LF, which disagrees with the
almost log-normal distribution seen for some local Universe
early-type samples (?, e.g.,)]blanton01,wolf03. Some of this
discrepancy is almost certainly caused by a different sample se-
lection. For example, a cut at a relatively red constant color
will produce a log-normal LF because of the exclusion of faint,
genuinely old early-type galaxies that are too blue to satisfy the
color cut owing to their low metallicity (?, e.g.,)]ble92. In the
next section, we show that the early-type LF selected from a
magnitude-dependent color cut, which accounts for the CMR,
is also relatively flat (?, see also)]combo17.
4.4. Color-selection of early and late types
We explore the role of morphological selection further by us-
ing the broad-band colors of galaxies. We show the CMR of all
g-band selected galaxies in the left-hand panel of Fig. ??. Here,
one can clearly see the ‘bimodality’ of the color distribution
of galaxies (?, e.g.)]strat,blanton03c,hogg03,combo17. The
galaxies separate into coarse blue and red ‘sequences’. The blue
sequence has redder colors at brighter magnitudes, reflecting
the older ages, higher metallicities, and greater dust content in
brighter, more massive late-type galaxies (?, e.g.,)]tully98,bdj.
The red sequence is also redder at brighter magnitudes, reflect-
ing a metallicity-magnitude relation for older stellar popula-
tions (?, e.g.,)]ble92,ka97. The red sequence of galaxies from
the field environment is known to contain predominantly early-
type galaxies (??). Thus, choosing galaxies along the red se-
quence is an excellent alternative method for selecting early-
type galaxies.
In Fig. ??, the g,r CMR of early-type galaxies has been
marked using a solid line with a slope of −0.03. This g − r slope
9We note that there is substantial structure in the V/Vmax distribution at
g > −16. This structure is likely caused by large scale structure, owing to the
small Vmax characteristic of galaxies with faint absolute magnitudes in apparent
magnitude-limited samples. Furthermore, this structure is the probable origin
of the fluctuations in the g-band LF at g > −16 in Figs. 11 and 12.
FIG. 14.— g-band LF of color-selected galaxy types. The solid line gives
the total sample LF as in Fig. 12. The black dashed and dotted lines show the
LF of color-selected early and late-type galaxies. The corresponding grey lines
show the r-band concentration parameter-selected samples from Fig. 12.
is transformed from the CMR slope in local galaxy clusters (??)
of −0.08 in U − V color using the PÉGASE stellar population
synthesis models. This is in good agreement with the slope
of −0.02 to −0.04 derived by ?). We define early-type galax-
ies as having colors redder than (g − r) = −0.092 mag from
CMR ridge line, i.e., everything above the dotted line in Fig.
??, which corresponds to (U −V ) = 0.25 mag following ?).
We compare our color-magnitude based definition with the
cr ≥ 2.6 subsample of early-type galaxies in the right-hand
panel of Fig. ??. Clearly the majority of concentrated galaxies
have colors that are indicative of old stellar populations. Fully
84% of concentrated galaxies have colors that are redder than
our color cut. Furthermore, the fraction of concentrated galax-
ies satisfying the color cut increases towards brighter absolute
magnitude, meaning that the overwhelming majority of the lu-
minosity density in concentrated galaxies will be from galax-
ies on the CMR. Conversely, 70% of the color-selected early-
types have cr ≥ 2.6, although concentration has limitations as a
morphological-classifier (§2.3).
We show the g-band LF of early and late-types defined us-
ing our color cut in Fig. 14. Although the color selection gives
a larger number of early-type systems, the overall differences
between early and late-type LFs are similar to those we find us-
ing concentration to divide our galaxy sample morphologically
(§4.3). Thus, the basic result that late-types have fainter L∗ and
steeper faint-end slopes than early-types is robust to different
type definitions (?, see also)]kochanek01.
4.5. Comparing luminosity density estimates of the local
Universe
In Table 3, we see that the luminosity densities we find for
the ugri passbands agree well with the z = 0 densities of ?).
They compare their LFs and luminosity densities in detail with
various other local Universe determinations, finding agreement
to within 10% (whether or not one corrects for the extrapo-
lation of early-type galaxy magnitudes to total in SDSS). In
