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ABSTRACT 
In a synchronous, serial, data-transmission system using orthogonal 
groups of signal elements, the received signal elements of a group 
are detected simultaneously in an iterative process, a separate detection 
process being used for each received group of elements. At transmission 
rates of up to 9600 bits-per-second over voice frequency channels, a 
particularly cost-effective detection process operates by solving the 
appropriate set of simultaneous equations. Many different iterative 
techniques may be used to solve these equations, and the first 
objective of the research project is to determine which of the 
aya.ilable techniques achieves the best compromise bet,Teen the 
rate of. convergence to the required solution and the equipment 
complexity involved. 
Immediately following the detection of a group of signal elements, 
the detected element values are used to obtain an estimate of the impulse 
response of the channel from the corresponding received signal. An iterative 
process is again used and as before, this operates by solving the 
appropriate set of simultaneous equations. In order to minimise the 
equipment complexity, the same equipment should be used first to detect 
the element values and then to estimate the channel impulse response. 
The second objective of the research project is to determine the most 
cost-effective iterative process, which first detects the element values 
and then estimates the channel impulse response. 
The third objective of the project is to study the operation of a 
complete system over a slowly time varying channel. 
The final aim of the project is to produce the basic (block diagram) 
design of an adaptive data-transmission system, suitable for transmission 
over a slowly time varying voice-frequency channel. 
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GLOSSARY OF SYMBOLS AND TERVlS 
number of signa~ elements in a group 
maximum number of successive sample values of the 
sampled imp'llse response of the channe~, the first and 
last of which are non-zero 
number of samp~e va~ues corresponding to a group of received 
signa~ elements 
n-component row vector whose components are the samp~e 
va~ues of a received group of signa~ e~ements, 
impulse response of the channe~ 
m x n matrix whose ith row is given by 
Y. = 0 ••••• 0 
J. 
i-I g+l 
o ..... 0 
m-i 
where Yo Yl ••••• Yg are the sample values of the samp~ed 
impulse response of the channe~ 
magnitude (absolute value) of x if x is a scalar 
length (Euclidean norm) of X, if X is a vector 
the components of X, if X is a vector 
the component of matrix A located in the ith row and jth column 
the transpose of matrix A 
the inverse of matrix A 
two-sided power spectral density of zero mean additive white 
Gaussian noise at the input to the receiver filter 
n-component row vector whose components are sample values of a 
Gaussian random variable with zero mean and variance 0 2 
becomes 
(x). 
A signal element is a unit component of a digitally coded signal. 
Two groups of m signal elements are said to be orthogonal when they 
are disjoint in time. 
Vectors are treated as matrices having one row or column. 
1.0 INTRODUCTION 
1.1 Background 
Detection processes for distorted digital signals have been 
• 3,10,1'+,15,16,21 
widely stud~ed. Such processes usually involve the linear 
or non-linear equalisation of the baseband channel. It has been shown 
that non-linear equalisation usually gives a better tolerance to additive 
10,1'+ 
white Gaussian noise than linear equalisation, where the tolerance to 
noise means the level of noise which produces a given average error rate. 
Some sophisticated detection processes can achieve a better tolerance to 
17,18,31 
additive noise without equalising the baseband channel. 
Many of these processes, however, require considerable equipment complexity. 
A novel technique has recently been proposed which, under certain 
conditions-, can achieve a tolerance to additive noise similar to that of 
the more sophisticated processes, but with relatively simple 
• 22,28,29 
equ1pment. The arrangement is a synchronous serial data-transmission 
system in which the transmitted signal-elements are linearly independent and 
22,28,29 
spaced in orthogonal groups. Intersymbol interference effects 
between adjacent groups are eliminated by introducing a time guard band 
between groups of sufficiently large duration. Such a data transmission 
system is shown in Figure 2.1.1. 
The use of orthogonal groups of signal elements leads to detection 
processes which employ iterative techniques. Although such techniques 
have been studied widely by mathematicians, their application to detection 
28 
processes for orthogonal groups of signal elements is a recent innovation. 
In this thesis basic iterative processes are modified to allow their 
efficient use in detection processes, 
2. 
In all the work mentioned above, it is assumed that the channel 
characteristics may vary slowly with time. The techniques used to detect 
distorted digital signals are influenced strongly by the need to estimate 
the impulse response of the channel at the receiver, from the received 
28 
data si~al. It has been shown that one of the advantages of iterative 
detection processes is their ability to use the same equipment to both 
detect a group of signal elements and estimate the sampled impulse response 
of the channel. This property may be exploited further so that the 
receiver may be made to give an indication of possible errors in the 
received data signal. 
1.2 Outline of the investigation 
The investigation is concerned with some of the practical aspects of 
implementing an iterative detection process using orthogonal groups of 
signal elements. The primary aim has been to obtain an iterative detection 
process which needs the minimum of complex equipment, has a high tolerance 
to additive noise and requires as little time as possible to detect a group 
of signal elements. The processes investigated all operate on sets of 
numerical values (rather than analogue signals) and are hence suited to 
computer simulation tests. The investigation is not primarily concerned 
with the theory of the iterative detection processes as such. 
In Section 2 the principal characteristics of present day 
transmission networks are described. The mathematical model of the type of 
data-transmission network described in Section 2 is discussed in Section 3, 
where two important transversal equalisers for the equalisation of baseband 
channels are briefly considered. Both these equalisers operate on a 
continuous (uninterrupted) stream of data elements, so that no gaps are 
inserted between adjacent groups of signal elements at the transmitter. 
3. 
In Section 4 a digital data-transmission system using orthogonal 
groups of signal elements is described and two important detection 
processes are analysed. The first of the two detection processes is the 
optimum process of linear equalisation for a·received group of signal 
elements, which is, of course, not the same as the linear equalisation of 
the channel, although it approaches the latter as the group size increases. 
This process makes no use of the available prior knowledge of the 
received signal and hence achieves a lower tolerance to additive white 
Gaussian noise than detection processes which make use of prior knowledge 
of the magnitude of the transmitted signal elements. The second detection 
process is the optimum detection process which achieves the best possible 
tolerance to additive noise. It selects the set of element values which 
has the maximum posterior probability of being correct. These detection 
processes are important because they set the lower and upper bounds to the 
tolerance to additive white noise of the detection processes defined in 
Section 4.7. 
In Section 4 a suitable iterative detection process is described 
which may be used to implement the optimum estimation process described at 
the beginning of Section 4. An iterative detection process has two 
advantages. Firstly, it reduces the number of arithmetic operations 
performed during the course of a detection process from the prohibitively 
large number which would be performed by an optimum linear estimator using 
a non-iterative technique. It should be noted that the iterative process 
performs fewer sequential arithmetic operations than the optimum 
estimation process using a non-iterative technique, only for suitably 
large values, of m, the number of signal elements in ·an orthogonal group. 
This aspect is dealt with in Section 4. 
4; 
Secondly, an iterative techni~ue perrorms a certain series or 
operations over and over again. This repetition of a series or operations 
makes the practical implementation or an iterative detector a relatively 
easy task. 
The description or a basic iterative process is rollowed by a 
discussion or the convergence or the iterative process and the conditions 
. re~uired ror convergence to be obtained. Section 4 ends with a description 
or 20 ~ariations on the basic Gauss Seidel iterative process described 
earlier in Section 4. These variations have all been examined by means 
or computer simulation tests, and the results or the computer simulation 
tests are given in Section 5. The results given in Section 5 are used to 
compare the iterative detection processes on the basis or the·ir tolerance 
to additive noise, and on the basis or their relative rates or convergence. 
The latter parameter is directly related to the amount or time re~uired by 
an iterative detection process to detect a group or signal elements. 
In Section 6 iterative detection processes which re~uire a 
variable amount or time to detect a group or signal elements, are described. 
Such detection processes require a burrer store to be placed in rront or 
the receiver so that incoming groups or signal elements may wait in a 
queue ror their turn to be detected. Techniques ror stopping the iterative 
detection process at the point where rurther iteration produces no userul 
improvement in the average element error rate, are described. Section 6 
includes the results or computer simulation tests involving the above 
techniques. 
Section 7 deals with iterative detection processes based on 
optimisationor Hill-climbing techniques. Some rundamental optimisation 
techniques have been examined by means or computer simulation and the 
results are given in Section 7. In general, the use or optimisation 
techniques for the detection of groups of signal elements, has been found 
to give inferior results to the systems described in Section 4. 
In Section 8 three important advantages of the use of orthogonal 
groups of signal elements are described. Firstly, detection processes 
using orthogonal groups of signal elements may readily be used to obtain 
an estimate of the sampled impulse response of the channel. This allows 
the receiver to adapt to a slowly time-varying channel. Secondly, a scheme 
of adapting to a previously unknown channel which does not require a 
training signal (known in advance by the receiver), is described. 
Thirdly, the use of automatic error detectors using the error detecting 
properties of orthogonal groups of signal elements is described in some 
detail. 
Section 9 describes three fUndamental ways in which an iterative 
detection process may be implemented. The first relies on the construction 
of suitable hardware to perform the operations, detailed in a flow-chart 
of the iterative detection process. The second method simply uses a 
general purpose digital computer and the third uses the best features of 
the two previous arrangements in the form of a dedicated computer. 
This section contains a discussion of the operation of a digital computer, 
but the detailed design for an iterative detection process is not dealt 
with in this thesis. 
6 •. 
2.0 DATA TRANSMISSION SYSTEMS 
Before describing the proposed adaptive digital data transmission 
system, it is necessary to define the terms digital and analogue, and to 
point out the fundamental difference between analogue and digital 
transmission systems. Signals may be classified as either ~nalogue or 
digital. The distinction is best illustrated by the following two 
1 
examples. 
The transducer output corresponding to speech will vary 
continuously over some arbitrary but finite amplitude range, depending upon 
the loudness of the speech and the gain characteristics of the microphone. 
The instantaneous amplitude can have any value within this range and for 
this reason the signal is classified as analogue. On the other hand, 
·the electrical signal corresponding to information presented as a 
pattern of holes along a paper tape can have only two amplitude levels, 
one representing a hole and the other the absence of a hole. This is known 
as a digital signal. An analogue signal is a signal which can take any 
one of an infinite number of different values, while a digital signal may 
take only one of a set of discrete values. 
Analogue signals are generally continuous functions of time. 
The speech signal in the above example is a typical analogue signal. 
Digital signals are always discrete in time. In the above example, the 
~ignal from the paper tape reader consists of a sequence of discrete pulses. 
The circuitry which processes analogue signals is called an 
analogue system. The most important feature of an analogue system is that 
it operates on continuous signals. The circuitry which processes digital 
signals is called a digital system. The most important feature of a digital 
system is that it operates on discrete signals. 
The transmission of messages between two or more points, the 
message source and the message sink,may use analogue, digital, or a 
combination of both signals, to convey the message. An important factor 
in choosing a system for the transmission of " messages between two points 
is the nature of the signal produced by the message source and that of 
the signal required by the message sink. 
There are four possible arrangements of source and sink. 
SOURCE SINK" 
MAN MAN 
MAN MACHINE 
MACHINE MAN 
MACHINE MACHINE 
Man, both as a message source and sink, requires the message to 
be in an analogue form. The machine, which for most purposes will be a 
digital computer, requires the information to be in digital form. 
Fortunately, signalS may be converted from digital to analogue form and 
2 
vice versa, without any loss of information. A message may therefore be 
conveyed between source and sink in either analogue or digital form, 
any necessary conversions being made at the transmitter or receiver. 
However, it is clearly sensible to have message carrying networks carrying 
all messages in the same form. Although historically the mode of signal 
transmission chosen for the transmission of messages has been analogue, 
the advent of the digital computer has led to widespread interest in 
" 3 
digital data~transmission systems. 
8. 
Analogue signal transmission systems seek to preserve the 
nature or shape of the information carrying signal. This criterion 
requires that all operations carried out on the analogue signal be linear. 
Thus, one of the chief criteria of performance of a transmission system 
using analogue signals is its linearity or fidelity. A digital 
transmission system transmits messages which are made up of symbols, 
for example the dots and dashes of Morse Code, or the pulses obtained 
from a paper tape reader. After the message has been transmitted over 
some form of channel, the receiver must try to determine which of the 
possible messages was actually transmitted, given the received signal. 
A very important feature of digital systems is the ability of the 
receiver to determine exactly the transmitted message, even when the 
received signal contains a noise component and the signal path has 
introduced distortion. This property of digital systems is due to the 
fact that the transmitted message is made up of symbols chosen from an 
alphabet. An error occurs only when the receiver chooses an incorrect 
symbol, given the received signal. 
Communication networks carrying digital signals have been in' 
use for some time. Voice-frequency signals are sampled at regular 
intervals in time, and these sample values are quantised in. amplitude. 
The sample values are used to form some code word, usually a sequence of 
about 10 binary values. This sequence may be transmitted over a suitable 
1 
network. Such a system is called pulse code modulation. ' 
With the advent of widespread digital data transmission between 
digital computers and between computers and computer terminals, it is 
envisaged that signal carrying ,networks will increasingly use digital 
techniques. Signal processing, that is, modulation, demodulation, 
9. 
filtering, amplifying and other similar operations, is generally less 
expensive for digital signals than for analogue signals. This result 
follows from two important observations. Firstly, digital systems lend 
themselves to integrated circuit techni~ues·while analogue systems re~uire 
capacitors and inductors which are not usually suited to integrated 
circuit techni~ues. In particular, digital systems often use large 
numbers of identical circuit functions, or building blocks. Integrated 
circuit manufacturers make a range of standard circuit functions, for 
example, gates, storage elements, counters, multiplexers. These circuit 
elements may be used in a wide range of digital circuits and are produced 
in very large ~uantities which leads to low unit costs. A second 
advantage of digital systems is their tolerance to noise. A TTL 
(transistor-transistor logic) circuit element uses two voltage levels to 
represent two binary states. These levels are typically 3.3V for the 
logic 1 state and O.22V for the logic 0 state. The noise immunity, that 
is, the maximum amplitude of noise pulses which can be tolerated at the 
inputs to the circuit elements without errors occurring, is typically 
4 
1 volt. Because the two voltage levels representing the states 1 and 0 
are typically separated by 3.1 volts, TTL integrated circuits are much 
less prone to the problems of drift, ageing and component tolerance, than 
the components which are associated with analogue signal processing systems. 
For the above reasons this thesis will examine some of the problems 
associated with the use of digital transmission systems and suggest some 
solutions to them. 
10. 
2.1 Model of the data-transmission system 
In Sections 2.1 to 2.3, the salient features of present day 
data-transmission networks are described. The purpose of this thesis 
is to consider methods of matching the transmission and detection process 
to the existing systems, rather than any modification of these networks. 
Figure 2.1.1 shows in diagrammatic form, the theoretical model 
of a synchronous serial data-transmission system. The input signal to 
the transmitter filter is a stream of regularly spaced impulses, the 
value or area of each carrying the value of the corresponding signal 
element. Each impulse z • .s(t - iT) 
~ 
at the input to the transmitter 
filter is therefore the corresponding input signal element, which may be 
binary or multilevel. 
The transmission path itself can be either a low pass channel 
with an upper frequency limit of no greater than 10 KHz, ora typical 
voice frequency channel with a frequency band no wider than 300 to 3400 Hz, 
such as can be obtained over the telephone network. In the latter case, 
the transmission path in Figure 2.1.1 is assumed to include a linear 
modulator at the transmitter and a linear demodulator at the receiver. 
The whole is considered as forming a linear baseband channel. An example 
of such a system is an arrangement using vestigial sideband suppressed 
carrier amplitude modulation, with a reinserted pilot carrier at the 
transmitter, and coherent demodulation of the received signal, the 
reference carrier being held correctly synchronised (phase locked) to 
5 6 
the received signal with the aid of the received pilot carrier. ' 
It may be shown that, with the elimination of the effects of the pilot 
carrier at the output of the demodulator in the ar~angement just 
described, the modulator and the demodulator, together with the bandpass 
-Ez.o(t-iT) 
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5,6,7 
channel, are equivalent· to a single baseband channel. 
2.2 The switched telephone circuits 
The most common digital data communication link is the public 
switched telephone network. A telephone circuit connecting OIle 
subscriber to·another is normally made up of two or more links connected 
in· tandem. These links are usually of three different types: 
unloaded audio, loaded audio, or carrier. Microwave links are often 
used and, for long distance telephone circuits, satellite links and 
sometimes HF radio links. 
Unloaded audio links comprise a pair of wires with an impedance of 
600n. They are generally short and have a good frequency response with 
some attenuation distortion and negligible delay distortion over the 
voice frequency band. A high attenuation of, typically, 2~ dB per mile 
8 
in the centre of the band, prevents the use of long unloaded audio links. 
Loaded audio links may be very much longer (up to 100 miles). 
They comprise a pair of wires with impedance 600n and with inductances 
inserted at regular intervals. Their attenuation characteristics resemble 
those of a low pass filter, such that up to a certain frequency 
(often below 3000 Hz) there is a small attenuation, and above this 
frequency the attenuation increases rapidly with ·frequency. The group 
delay is of the order of 200 microseconds per mile at the centre of the 
band, but at the high frequency end of· the band the group delay increases 
8 
with frequency. 
Carrier links may be very much longer than loaded audio links. 
A. process of single sideband suppressed carrier amplitude modulation is 
used to shift the signal frequency band to a higher frequency for 
, 
transmission over a wideband channel, which may be a coaxial cable. 
13. 
Usually, this channel carries several signals, each using a different 
frequency band, in an arrangement of frequency division multiplexing. 
At the other end of the carrier link each of the multiplexed signals 
is first isolated from the others by means of a bandpass filter,. and 
a process of linear demodulation is then used to restore the signal to 
8 
the voice-frequency band. 
The filters involved in the process of modulation and demodulation 
in a carrier link have an effect on the demodulated voice-frequency 
signal, at the output of the link, equivalent to that of a highpass 
filter with a cut-off frequency in the range of 200-300 Hz. They also 
restrict the high frequency components of the demodulated signal, but 
to a much less significant degree. Thus, a carrier link has a 
restricted low frequency response, and appreciable delay distortion is 
introduced at the low frequency end of the band before the attenuation 
becomes large. The distortion introduced in a carrier link originates 
8 
in the terminal equipment and does not depend on the length of the link. 
2.2.1 Attenuation and delay distortion over telephone circuits 
Figure 2.2.1 shows the attenuation frequency characteristic of an 
ideal voice frequency channel. Frequencies below 300 Hz and above 
3000 Hz are not required for the intelligible reception of speech and 
the attenuation of the channel may therefore increase rapidly at frequencies 
below 300 Hz and above 3000 Hz. 
Figure 2.2.2 shows the attenuation frequency characteristic of a 
poor circuit containing both loaded audio and carrier links. 
Frequencies above 2500 Hz cannot be used and there is severe distortion 
within the available frequency band; Figure 2.2.3 shows the group delay 
. . 
frequency characteristic of a poor circuit containing both loaded audio 
and carrier links. The characteristic shows a delay distortion of one 
millisecond in the frequency band 1000-2200 Hz. Over the very worst 
switched telephone lines, the delay distortion in this frequency can 
8 
be about 2 milliseconds. 
There is a very wide spread in the frequency characteristics 
of different telephone circuits. In particular, most telephone circuits 
show a ripple in both the attenuation and delay characteristics. 
This ripple is caused by multipath propagation which results from 
reflections at mismatches along the line, and the presence of the 
8 
ripple indicates that the received signal is dispersed in time. 
Any variations of attenuation and group delay with frequency, 
subject to the restriction that the attenuation is effectively infinite 
over all frequencies above a certain value, correspond to multipath 
propagation with an infinite number of 
between adjacent echoes is vanishingly 
echoes, where the time delay 
8,9 
small. A good example of this 
is the voice frequency channel, which is a bandpass channel of bandwidth 
less than 3000 Hz. Its impulse response (response to an infinitely 
narrow unit positive impulse) is a continuous rounded waveform of duration 
. not less than ~ millisecond. The output waveform is built up of an 
infinite set of adjoining echoes of the input impulse, where an echo 
may be a positive or negative impulse of any finite value. 
The attenuation and delay characteristics of the types shown in 
Figure 2.2.2 and Figure 2.2.3 themselves cause time dispersion of the 
received signal, and this usually increases with the attenuation and 
delay distortions in the signal frequency band. The time dispersion of 
the signal elements limits the rate at which the signal can be 
transmitte~ (in elements per second) for an acceptable level of 
intersymbol interference. Intersymbol interference occurs where two or 
more signal elements overlap in time, an example of which is given in 
Figure 2.2.4. 
relative 
attenuatio 
(dB) 
••. 15. 
. l 
o .•••••. ""', -------------~ 
• 
300 
Frequency (Hz) 
Figure 2.2.1 
, 
• 
3000 
Ideal attenuation-frequency characteristic 
P'1 20 
<d 
<:: 
0 
..... 
"\d g 
Q) 
..., 
"\d 
Q) 
:> 
..... 
..., 0 ro 
M 
Q) 
.k 
16. 
200 1000 2500 
fre'l.uency (Hz) 
Figure 2.2.2 
Attentuation-fre'l.uency 
characteristic of a poor 
circuit. 
amplitude 
L----l._-,.-_-r-_ t 
Transmitted 
Impulses 
...l 
,,@ 
~ 
<:: 
o· 
..... 
"\d g 
Q) 
..., 
"\d 
'" :> 
• ... of ...,. 
al 
M 
'" k 
Figure 2.2:4 
1 
0 
1000 1700 2200 
frequency (llz) 
Figure 2.2.3 
Group-delay frequency 
characteristic of a poor 
circuit. 
amplitude 
Received signal. 
components. 
Simp12 illustration'of intersJ~bol interference 
t 
17. 
2.3 H.F. Radio Links 
Sometimes an H.F. radio link may be used as part of the signal 
carrying network. The voice frequency signal is fed to a radio 
transmitter working in the range 3-30 MHz. A process of single sideband 
suppressed carrier modulation shifts the signal spectrum, which has a 
8 
bandwidth of about 3 KHz, to the required band in the H.F. spectrum. 
At the receiver end of the radio link the received signal is multiplied 
by a sinewave carrier with (nominally) the same frequency as that used at 
the transmitter, and the resultant signal is filtered to remove the high 
frequency components. This process of shifting the signal spectrum to 
the H.F. band and back again, is basically the same as the process used in 
a telephone carrier link. 
The H.F. radio link is affected by both additive and multi-
plicative noise. The main source of additive noise is atmospheric noise 
caused by lightning discharges. This occupies a frequency band from very 
8,11 
low frequencies to around 30 MHz. This form of noise is considered to 
8 
have a Gaussian probability density. Impulsive noise in H.F. radio links 
is usually man-made interference and therefore only becomes really 
important in built-up areas, or where the radio receiving equipment is 
8 
close to a source of electrical interference. 
Two important forms of multiplicative noise introduced by the H.F. 
radio link, are flat fading and frequency selective fading. Flat fading is 
the variation with time of the received signal level. It occurs when there 
is multipath propagation, with a total spread in transmission delay which 
8 
is small compared with the element period. The spread in transmission 
delay is, of course, the time dispersion of the received signal due to the 
presence of the corresponding echoes. 
18. 
The transmitted radio wave is here reflected at two or more 
different heights in the ionosphere. The variation in the level of the 
received signal due to flat fading is typically up to 40 dB, and fading 
8 
rates are usually in the range 4 to 15 fades per minute. 
Fre~uency selective fading occurs where the attenuation and 
delay characteristics of the H.F. radio link vary with time. 
Fre~uency selective fading is caused by multipath propagation effects 
involving different numbers of hops (i.e. earth-ionosphere-earth), in 
the different paths. Variations in the effective height of the 
ionosphere cause variations in the relative time delays of the different 
transmission paths, sometimes accompanied by large changes in the 
attenuation and delay characteristics of the voice fre~uency channel. 
Considerable attenuation and delay distortion can be obtained and these 
often appear as sharp peaks moving across the corresponding fre~uency 
8 
characteristics. Whilst fre~uency selective fading may be classed as 
multiplicative noise, it is more correctly classed as distortion rather 
than noise, Although general multiplicative noise effects, e.g. 
fre~uency offsets, will not be dealt with in this thesis, the effects 
of fre~uency selective fading can be considered to be e~uivalent to a 
slowly time varying baseband channel. The problem of estimating and 
adapting to such a slowly time varying channel will be dealt with in 
a later section of this thesis. 
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3.0 EQUALISATION OF THE BASEBAND CHANNEL 
3.1 Mathematical model of the data-transmission system 
Consider the model of a data-transmission system shown in 
Figure 2.1.1. Each impulse, is a binary, antipodal 
signal element such that z. = ±k 
l. 
for all integers i, at the input 
to the transmitter filter. The binary elements {z. I) (t-iT)} 
l. 
are 
statistically independent and are equally likely to have either binary 
value. 
The transmitter filter, transmission path and receiver filter 
are linear, and together form a baseband channel. The impulse response 
of the baseband channel is y( t) , so that the data signal at the 
output of the receiver filter is: 
L z.y (t-iT). 
i l. 
(3.1.1) 
For the purpose of this analysis it is assumed that the noise introduced 
into the system at the output of the transmission path is additive white 
Gaussian noise with a zero mean and a two-sided power spectral density 
of 0 2 , giving the zero mean Gaussian waveform w(t) at the output of 
the receiver filter. 
Thus the resultant signal at the output of the receiver filter is: 
r(t) = L z.y (t-iT) + w(t) l. • i 
The transmitter and receiver filters have the same transfer function 
where 
[ 
ioT(l+COS1ffT) 
H(f) ~ 
-1 1 for - <f< -T T 
elsewhere 
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If the transfer function of the transmission path is given by C(f) 
• 
then the transfer function of the channel y(f) is given by: 
Y(f) = H(f)C(f) , (3.1.4) 
and the impulse response of the channel y(t) is given by the inverse 
Fourier transform of Y(f), that is, 
= f C(f)H(f)e2~jft df (3.1.5) 
- ., 
where j = ,.t:l . 
In the absence of signal distortion and attenuation in the 
transmission path, C(f) " 1. 
For this case, y(t) = f H(f)lrrjft df. 
- '" 
From Equation (3.1.3) 
y(t) = ~T f t 
T 
2~'ft 
.(1 + cos ~fT)e J df 
= ~T f t (1 + ~ejllfT + ;e -j~fT)e2~jft df 
T 
= ~T f t (e211jft + ;ejllf(2t+T) + ' j~f(2t-T) ~e 
T 
( . 211jft j1lf(2t+T) jllf(2t-T) , e + , e + , e 
= ~ ~ ~ jll(2t-T) 211jt j~ (2t+T) • 
sin( 1I2t) , sinll(2t +l) 
+ ~ 
sin~(2t -1) 
= T + ~ T T 
~2t 1I(2t +1) ~(2t -r) 
T T T 
) df 
} ~
T 
(3.1.6) 
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The delay introduced by the transmitter and receiver filters 
has been neglected, so that the filters are not physically realisable. 
In practice, the filters would introduce sufficient delay so that the 
impulse response is not affected by the physical constraint that 
yet) = 0 when t < 0, 
when C(f) = 1, y(O) = 1, y(~) = ~, 
and y(±~iT) = 0, for all integer values of i except -1,0,+1. 
The received signal r(t), at the output of the receiver filter, 
is sampled at the time instants t = iT, for all integers {i}. 
Thus, the ith received element is sampled at time t = iT to give the 
sample value 
r(iT) = z.y(O) + wriT). 
1. 
That is, r. = z. + w. where 
1. 1. 1. 
r. = r(iT) and w. = wriT). 
1. 1. 
The received signal must, of course, be sampled at the correct 
instants in time, that is, at t = iT. This assumes that the receiver 
has prior knowledge of the time of the arrival of each signal element. 
The receiver is thus in element synchronism with the received signal. 
Techniques for achieving correct element synchronism have been widely 
6,12 
studied, and will not be considered fUrther in this thesis. 
When C(f) ~ 1 and signal distortion is introduced in the 
transmission path, there is usually intersymbol interference 
. 
between the different received signal elements at the sampling instants 
t = iT. 
22.· 
Assume that e(f) is such that a received signal element may introduce 
intersymbol interference in the sample values of some or all of the 
gl preceding elements, and in some or all of the g2 immediately 
following elements. Most forms of signal distortion normally experienced 
7,13,21 
are of this general type. 
If only the ith element is received, in the absence of noise, then for 
any integer h, 
or 
where 
r(hT) = z.y(hT - iT) 
l. 
r = z 'Yh . h l.-l. 
rh = r(hT) and Yh-i = y(hT - iT). 
Yh- i is non-zero for some or all values of h in the range i - gl 
(3.1.8) 
to and is zero for all other values of h. The sample values 
of the ith transmitted signal ·element are 
z. (0 •••.• 
l. 
y • ... " •• 
. S 
0) • 
Thus the sampled impulse response of the baseband channel is 
g2 
1: Yh ott - hT). h= -g 1 
(3.1.9) 
To make this physically realisable, let the first non-zero sample value 
occur at the time t = 0, so that the sampled impulse response of the 
baseband channel becomes 
g 
1: Yh ott - hT) 
h=O 
(3.1.10) 
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and Yh = y(hT) is now non-zero for some or all values of the integer h 
in the range 0 to g and is zero for all other values of h. 
Using the values of Yh as defined, the sampled impulse response of the 
channel may be >Titten simply as: 
(3.1.11) 
It must be noted that the sampled impulse response is not uniquely 
determined by the impulse response y(t) but is also a function of the 
sampling instants. 
3.2 Linear egualisation 
A channel, that is the transmitter filter, the transmission path 
and the receiver filter in tandem, is said to be equalised when the overall 
impulse response is unity. In practice there is always a delay term 
in the expression for the overall impulse response which is necessary for 
the physical realisation of the .system. This delay can be neglected in 
theory but not in practice. 
In the past the equalisation of telephone lines was carried out 
by means of 'bump equalisers'" These were electronic networks consisting 
of resistive, capacitive and inductive elements, designed to produce an 
10 
overall flat attenuation against frequency characteristic. 
These equalisers are effective for voice communications but when used for 
data transmission they suffer from two disadvantages. Firstly, they are 
not suited to time varying channels because of the nature of their 
construction. Secondly, they do not always have a satisfactory phase 
against frequency characteristic which is required for the eqUalisation of 
10 
pulse transmissions. A new type of equaliser was invented in 1935 
to overcome the difficulty of adapting to randomly selected channels 
24 . 
. and to slowly time varying channels. This equaliser is called the 
transversal filter. It is suitable for use with data signals but 
not with speech signals. 
A block diagram of a transversal equaliser is given in 
Figure 3.2.1. Consider the channel described above having a sampled 
impulse response • • • •• y • 
. g 
impulse response of the channel is 
g 
1: 
h=O 
g 
1: 
h=O 
where z = e2~jfT and j = 1-1 
The Fourier transform of the sampled 
The corresponding z-transform of the sampled impulse response of the 
baseband channel is 
F(z) = 
g 
1: 
h=O • 
(3.3.2) 
The coefficients of -h z are the values of the sampled impulse response 
of the baseband channel. It is important to point out that the equaliser 
operates entirely on the sample values, {ri }, of the received signal at 
the output of the receiver filter and not on the received signal r(t) 
As it is the purpose of this thesis to describe alternatives to 
the transversal filter, no detailed discussion of equalisers using 
transversal filters is included. Only the salient features of linear and 
non-linear equalisers are considered. 
r. ---jr--I l. 
d r. 
o l. 
T 
25. 
T I---r- . - .......... .. 
Figure 3.2.1 
Linear transversal egualiser 
T 
d 2r. p- l.-p+2 
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Assume that the equaliser in Figure 3.2.1 is a linear feedforward 
transversal filter with p taps. Let the ith tap of the filter have a 
gain so that the tap gains of the filter may be represented by 
the p-component row vector 
The z-transform of the sampled impulse response of the filter is 
+ ..... + 
The z-transform of the sampled impulse response of the channel and 
linear equaliser is now 
D(z)F(z) = B(z) 
when n = p + g. 
The sampled impulse response of the equalised channel is given by 
the n-component row vector B = bO bl 
When the channel has been equalised, 
b l' n-
b. = 1 and b. = 0, J ~ 
(3.3.4) 
'for i = 0,1, ••• n-l and i i j = 0, where j is an integer in the 
range 0 to n-l. Usually the tap gains, {di }, are 'chosen to minimise 
the mean square error between the components of B and the required 
10,13,22 
equalised channel impulse response. 
10,1~ 
It is well known that if one or more of the roots of the 
z-transform of the sampled impulse'response of the channel have values 
on the unit circle in the z-plane, a linear transversal feedforward 
filter cannot equalise the channel with a finite number of tap gains. 
27. 
4.0 ORTHOGONAL GROUPS OF SIGNAL ELEMENTS 
4.1 Basic assumptions 
An alternative approach to the use of transversal filters for 
28 
the equalisation of baseband channels has been suggested by Clark. 
This approach uses a serial stream of signal elements arranged into 
separate groups at the transmitter so that these are orthogonal at the 
receiver. Two groups of signal elements can be considered to be 
orthogonal when each of them gives no response in an optimum detection 
process on the other. This criterion may easily be satisfied by making 
the groups disjoint in time. 
The synchronous serial data transmission system discussed in 
Section 3 may easily be modified to produce orthogonal groups of signal 
elements. After a group of m impulses, . {z. o(t - iT)}, have been 
l. 
applied to the input of the transmitter filter, the next g impulses are 
set to zero. Adjacent groups of m transmitted signal elements are now 
, 
separated by g zero-value elements which constitute a time guard band of 
duration gT; Because the intersymbol interference affects, at most, 
g signal elements, there can be no intersymbol interference between the 
elements of one group and of any other group. Clearly, the groups of 
signal elements are disjoint in time. .Let 
n=m+g. (4.1.1) 
Since there is no intersymbol interference between different groups of 
elements at the output of the receiver filter, for each received group of 
m elements there are n sample values which are dependent only on ~~e m 
28. 
elements and independent of all other elements. The detector uses these 
n values in the detection of the m elements. 
The detector will, of course, need to know the starting point of 
each received group of n sample values. No investigation has yet been 
carried out into the synchronisation of the receiver with the transmitter. 
However, using the fact that the signal elements are arranged into groups, 
disjoint in time, the following scheme may be effective in detecting the 
start of each received group of signal elements. The receiver can always 
identify the effective beginning of a received group of elements 
by using the fact that the envelope of a received group always decays to 
zero at the end of the group and becomes non-zero again at the start of 
the next group. Since this occurs between every adjacent pair of groups, 
a technique th·at determines the average magnitude of the envelope over 
regular intervals of nT seconds, for different relative time delays, 
will identify the correct phase of the received groups, by using the fact 
that the average magnitude of the envelope near the central region of a 
group is non-zero. 
The detector uses all the n received sample values of a group to 
detect the m transmitted signal elements in a detection process which 
simultaneously detects all the m elements. Each group is therefore being 
treated as a single element having 2m possible values. While the detector 
is processing the current group of signal elements, the next group of 
n sample values is being received sequentially and stored. 
If only the ith element in a group is transmitted, in the absence 
of noise and with z. 
~ 
set to unity, the corresponding received n sample 
values used for the detection of the m elements are given by the 
n-component'row vector 
• 
Y. = 0 
~ 
i-l 
o 
29. 
g+l m-l 
o o 
where Yh must b.e lion-zero for at least one h in the range 0 to g, 
(4.1.2) 
but need not, of course, be non-zero for all h in this range. The row-vector 
(Yo'Yl ' ••••• , Yg) is the sampled impulse response of the channel. 
The ith received signal element is clearly z. Y •• 
~ ~ 
If all non-zero 
components of Y. are shifted i - 1 
~ 
places to the left, the vector 
is obtained, so that each Y. 
~ 
is obtained from every other by a 
simple time shift of the non-zero components. 
The sum of the m received signal elements in a group is 
.m 
1: 
i=l 
z.Y. 
~ 1 = ZY 
where Z is the m-component row vector whose ith component is Z'o 
~ 
and Y is the m x n matrix whoseith row is Yi , given by equation 
(4.1.2). Thus 
Yo Yl Y2 . . . . . Yg 0 0 ..... 0 
0 Yo Yl . . . Yg- l Yg 0 . . . 0 
Y = 
• . . • . • 
o o o •..... 0 
(4.1.3) 
30. 
It can be seen that if is the first non-zero component of 
the m x m matrix, formed by the appropriate m adjacent columns of Y 
such that all the components along its main diagonal are equal to Yh' 
is an upper triangular matrix with non-zero diagonal components, and, 
therefore, has a non-vanishing determinant of order m. Thus the matrix 
Y has rank m which means that the row vectors for i = 1,2, ........ , m Y. , 
l. 
given by equation (4.1.2),. are linearly independent. 
Assume that a received group of m signal elements is sampled at 
the time instants T,2T, ....... .. , nT, so that the sample value of the 
received signal, at time t = iT, is r i · Let R be the n-component 
row vector whose ith component is ri' and let W be the n-component 
row vector whose ith component is w •• From equation (4.1.3), 
l. 
R = ZY + w. (4.1.4) 
The vectors R, ZY and W may be represented as points in an n-dimensional 
Euclidean vector space (signal space). since the {w.} are sample values 
l. 
of statistically independent Gaussian random variables with zero mean and 
variance it is shown in Appendix 1 that the value of theorthogonal 
projection of W on to any given direction in the vector space is a 
sample value of a Gaussian random variable with a zero mean and variance 
0 2 , and that W is equally likely to have any direction in the vector 
space. Thus, for a given vector Z, the received vector R can lie anywhere 
in the n-dimensional vector space. Furthermore, it is shown in Appendix 1 
that the probability density of the noise·vector W is a function only of 
the length of·W and always decreases with an increase in the length of W. 
.. ' . 
31. 
The probability of error in the detection of Z from R is minimised by 
20 
selecting the vector Z which minimises the distance between Rand ZY. 
4.2 The process of linear egualisation 
The optimum linear estimation process for the m {z.} , 
J. 
for the 
case where the detector has prior knowledge of the m {Y.}, but has no 
J. 
prior knowledge of the m {z.} or the noise variance, is described below. 
J. 
21 
This process is equivalent to maximum likelihood estimation and 
minimises the probability of error in the detection of a group of signal 
elements, under the assumed conditions. 
Consider the n-dimensional vector space containing the received 
vector R. Since· the detector knows the m {Y.} , it knows the 
]. 
m-dimensional subspace spanned by the m {Y.} 
J. 
and this is the subspace 
containing the vector ZY. Since the receiver has no prior knowledge 
of the {z.} it must assume that any value of Z is as likely as any 
J. 
other. Let the m-component vector S = sI. s2 ..... s m (4.2.1) 
be the linear estimate of the vector Z. The problem is to determine 
the best estimate which the receiver can make of Z, given the received 
vector R and using its prior knowledge of Y. This estimate should be such 
22 
as to maximise P(SIR), the posterior probability density of Z given R. 
Such a receiver is known as a maximum a-posteriori (MAP) estimator. 
. 20,21 
By Bayes Theorem, 
P(SIR) = p(S) 
P(R) p(Rls) 
21 
(4.2.2 ) 
where p(Rls) is the conditional probability density of R given S, and 
P(S) and P(R) are, respectively, the probability densiti·es of Sand R. 
32. 
Let (4.2.3) 
since R is given and, as far as the receiver is concerned, P(S) is 
constant for all real values of S, these values being equally likely, 
the receiver must choose S to maximise p(Rls). From equations (4.1.4) 
and (4.2.3) 
R=H+W (4.2.4) 
so that r. = h. + w. for i = 1,2, ••.•. , n. 
J. J. J. 
Since the . {w1} are sample values of statistically independent 
Gaussian random variables with zero mean and variance a2 , it follows that 
r. is a sample value of a Gaussian random variable with a mean value 
J. 
h. and variance a2 , and furthermore, that the 
J. 
{r.} are statistically 
J. 
independent. Thus, from equation (4.2.3) 
p(Rls) = p(RIH) 
= P(rl ,r2 , ••..• , rnlhl,h2' ~ •••• , h ) n 
= p(rllhl ), p( r 2 Ih2 ) ..... P(r Ih ) n n 
1 ( (re hi) 2 ) n = T\ { 2iia2 exp - 2az i=l 
(1 n / 2 1 
- hi) ) = (2;»0') 'h exp -p 1: (r. a i=l J. 
. [1 2 J . 1 exp - "207 IR - HI 
= :s_ n (4.2.5) (27<0-' ) /2 
where !R -' HI is the length of the vector CH -. HL Thus, in order 
to maximise p(Rls), and hence P(SIR), the receiver must choose S 
to minimise IR - HI, that is, the receiver must choose S to minimise 
the distance between R and SY. 
.33. 
Let AY be the orthogonal projection of R on to the m-dimensional 
subspace spanned by the {Y.} • 
l. 
The square of the distance between R 
and SY is 
(R-SY)(R-Sy)T 
= (R-AY+AY-SY)(R-AY+AY-Sy)T 
= (R-AY)(R-Ay)T + (AY-SY)(AY-Sy)T, (4.2.6) 
since (R-AY) is orthogonal to (AY-SY). 
Now (R-AY)(R-Ay)T is not dependent on Sand (AY-SY)(AY-Sy)T 
is non-negative, being the inner product of a vector with itself, 
therefore (R-SY) (R_Sy)T is a minimum when SY=AY or S=A. Thus, the 
point at the minimum distance from R, in the m-dimensional subspace 
spanned by the· {Y.} is the orthogonal projection from R into this 
l. 
subspace. It follows that p(Ris), and therefore P(SiR), is maximum 
when S=A. 
Since (R-AY), that is (R-SY) when S=A, is orthogonal to each of 
T . 
the· {Y.} (R-AY)Y = 0 l. , 
A (4.2.1) 
T ~ince Y is a real m x m matrix and YY is non-singular. 
It follows that if the received vector R is fed to the n input 
terminals of the linear network yT(yyT)-l, then the signals at the m 
output terminals are the m components {a.} of the vector A, where A 
l. 
is the best estimate the receiver can make of the vector Z under the assumed 
conditions. 
34. 
From e~uations (4.1.4) and (4.2.7): 
A = RyT(yyT)-l = (Zy+W)yT(yyT)-l 
= ZyyT(yyT)-l + wyT(yyT)-l 
= Z+U, 
and the m-component row vector U is the noise vector at the output 
Each component u. 
l. 
of the noise vector 
U is a sample value of a Gaussian random variable with a zero-mean 
(4.2.8) 
(4.2.9) 
and a variance which is not normally e~ual to cr2 and which may differ 
from one component to another. 
It can readily be seen from e~uation (4.2.8) that the network 
yT(yyT)-l performs exact linear e~ualisation on the received vector R, 
such that a. = z. + u. for i = 1,2, ..... , m. 
l. l. l. 
Let e be the expected 
value of the sum of the s~uares of the errors in the m {a.}, 
l. 
where 
the error in· a. is here defined as a. - z .• 
l. l. l. 
(i!l 
2 ) Then e = E (a.-z.) l. l. 
=E [IA-ZI 2) 
= E [1t(1 2) (4.2.10) 
I .. 
It can be shown that A minimises e under the constraint that, 
for each i. a. depends only on the z. together with a noise component. 
l. l. 
Thus, A is chosen to minimise the mean s~uare error under the constraint 
of exact lihear e~ualisation. ·It is in this sense that A is said to be 
the best linear estimate of Z. 
35. 
An insight into exact linear equalisation under the stated 
conditions is provided by expanding the network yT(yyT)~l into two 
* cascaded networks (Figure 4.2.1). The correlation detector tuned to 
y. post-multiplies the row vector R by the column vector 
l. 
T to give the scalar quantity RY. , 
l. 
that is, 
and 
n 
L 
j=l 
r .y ..• 
J l.J 
T Y. 
l. 
(4.2.11) 
The m correlation detectors together form the linear transformation yT 
and form the n x m network yT. This network is matched to the signal 
Zy and performs a process of matched-filter detection on the received 
13 
vector R. The output signal, from the network uniquely 
- determines the vector AY which, if fed to the input of yT, would give 
this signal. 
Thus, (4.2.12) 
Since AY lies in the subspace spanned by the - {Y.} and since e'l.uation 
l. 
(4.2.12) is the same as (4.2.7), it follows that AY is the orthogonal 
projection of R into this subspace. 
The network (yyT)-l transforms the vector RyT to the vector 
is clearly an inverse 
network which reverses the transformation by means of which A has been 
converted to AyyT. 
The wanted component in the output. signal from the ith 
correlation detector, in the expanded form of the linear network 
is T z.y.y .• 
l. l. l. 
The-correlation detector maximises the ratio 
of the energy level of this signal to the average energy level of the noise 
T 13 
component RY. However, the latter signal also contains l. 
~ Strictly, a matched filter 
36. 
(m-I) components T {z.Y.Y. } due to the other components of vector Z, 
J J l. 
so that there may be considerable inter symbol interference in 
from the other components of Z. The inverse network (yyT)-l 
processes the· {Ry.T} to eliminate all inter symbol interference, and l. 
suitably adjusts the levels of the resultant signals to give the 
. {a.} at its ouj;put t.erminals. l. 
4.3 The optimum detection process 
Assume that the received signal waveform is: 
r(t) = s.(t) + w(t) l. 
• m • l. has one of 2 dl.fferent :values 1,2, 
for 0 :; t :; T. 
..... , 2m. Each of the 
(4.3.1) 
corresponding 2m signals {s.(t)) has a different waveform, which may l. 
have any suitable shape. si (t) is a m . 2 - level sl.gnal element. 
r(t) is sampled n times and s. (t) l. is detected from the n sample values. 
These are given by the n-component row vector 
R = S. + W l. 
S. = Z.Y where l. l. i = 1,2, ...... 2m. 
The detector is assumed to have a prior knowledge of the 2m 
vectors· {S.} which implies that these 2m vectors are held in an l. 
-appropriate store. The detector also has prior knowledge of the a 
priori probabilities of the different vectors· {S.}. The whole of this l. 
prior knowledge is used to optimise the detection process, that is, to 
minimise the probability of error in the detection of the element value. 
R--~ (YYl' 1---- X c RY(YYY' 
.. 
fig. (4-2-1 ) 
Expanded form of the network yT(yyT)-l 
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From the value of the received vector R the detector selects one 
m 
of the 2 vectors {s. } 
~ 
as the detected signal, and the_corresponding 
value of i gives the detected element value z .. 
~ 
In order to minimise the probability of error in the detection 
process, it is necessary to maximise the probability of a correct 
47 
decision, p( C) • 
47 
From Clark 
oo 
p(C) = Loo f_oo P(CIR)f(rl'r2'···,rn)drl····drn 
(4.2.3) 
where P(CIR) is the conditional probability of a correct decision given 
the received vector R, and f(rl ,r2 , ..•.. ,rn) is the value of the joint 
probability density function of the n random variables, corresponding to 
the n components of R. The vector R may here have any of its possible 
values and is not confined to the particular value received. 
Equation (4.3.3) may be written more simply as: 
p(C) = f_oo P(CIR)f(R)dB. (4.3.4) 
&nce feR) is non-negative, it can be seen that P(C) is maximised by 
maximising P(CIR) for every possible value of the vector R. For any 
given received vector R, P(CIR) is maximised by selecting as the detected 
value of S., the vector S. for which: 
~ J 
~~, 
, .../ 
i=1,2, ..... ,2m, i#j. (4.3.5) 
39. 
P(S.!R) ). is the conditional probability of s .• ). given R. and so is the 
a posteriori probability of s .. 
). 
Thus. the detection process that minimises the probability of error 
selects from the 2m vectors {S.} the vector which maximises P(S.!R) ). ). 
and which therefore has the greatest a posteriori probability of being 
correct. Clearly. the detected element value is j. where j is the value 
of i which maximises P(S. !R). ). 
47 
From Bayes' Theorem 
P(A!B) = r(B!A)P(A) f(B) 
(4.3.6) 
where A = (al ;a2 •.....• an ) and B = (bl .b2 •.....• bn ). f(B) is the value 
of the probability density function of the random vector with sample value 
Band f(B!A) is the vslue of the corresponding conditional density 
function. given A. 
Clearly. 
where P(S.) 
). 
P(S.!R) = ). 
f(R!S. )p(S.) ). ). 
f(R) 
is the a priori probability of S •• ). 
is the value of the joint probability density function of the random 
variable corresponding to r l .r2 •••••• r n at the given values 
and f(R!S.) = f(rl .r2 , ...... r !8'1.s'2' ..... s. ) J. . n 1. 1. l.n 
(4.3.7) 
40. 
is the value of the conditional joint probability density function of the 
random variables corresponding to r l ,r2, ••••• ,rn at the given values 
r l ,r2 , .•••• ,rn , and the given values s'1,s'2' .•••• ,s .. 2 1 In 
From equations (4.3.5) and (4.3.7),the detection process that minimises 
the probability of error selects, from the m vectors {s.}, the vector 
1. 
S. for which 
J 
or 
P(s.)f(Rls.) > P(S.)f(R/S.) 
J J 1. 1. 
f(Rls.) 
J > 
f(Rls.) 
1. 
p(s. ) 
1. 
p(s. l 
J 
. 2m 1.=1, ..... , , 
47 
This is the Bayes' likelihood ratio test for a set of 2m 
(4.3.8) 
(4.3.9) 
hypotheses where the cost of no error is always zero and the cost of an 
21 
error is always 1. It is therefore the ideal observer detection syste~ 
for a 2m level signal element. 
m When the 2 vectors {S.} are equally likely to be received 
1. 
(4.3.10) 
and the detection process, which minimises the probability of error, selects, 
from the 2m vectors' {S.} the vector S. for which: 
1. J 
f(R S j) 1 i=l, m i*j > ••••• ,2 , 
r(Rlsil -
f(Rls j ) f(Rls;) i=l, m i;o!j • or > • • • • • ,,2 , 1. 
Thus the detected element value is j, where j is the value of i that 
maximises f(Rls.). 
1. 
(4.3.11) 
(4.3.12) 
41. 
since the noise components {wi } in the received vector Rare 
sample values of statistically independent Gaussian random variables with 
zero mean and variance 0 2 , it follows from equation (4.3.2) that r. 
J 
is a sample value of a Gaussian random variable with a mean value 
s.. and a variance 0 2 • 
~J 
Furthermore, the different {r.} are sample values of 
J 
statistically independent Gaussian random variables. Thus the conditional 
probability density function of r. , given s. , is: 
J ~ 
2 ) , 1 ( -(r. - s .. ) f(r·IS.) J ~J j=l, (4.3.13) = ,I 27m2 exp. 202 .... . ,n J ~ 
and f(Rls. ) = f(r~,r2,·····,rnlsi) ~ 
= f(rlISi)f(r2Isi) .... r(r Is.) n ~ 
n 1 ( -(r. - s .. )2 ) = TT. exp .1 ~J j=l ,I 27m2 202 
= 
1 exp ( 1 IR - si l ) (2",a2 ) nh 21m2 (4.3.14) 
where IR-S.I is the Euclidean distance between the vectors Rand S. 
~ ~ 
It can be seen from equation (4.3.14) that when f (Rlsi ) 
is maximum, 
satisfies 
IR-S.I is minimum, so that the detected element value j 
~ 
IR - s.1 < IR - S.I , i=l, ..... ,2m i"!j, J ~ (4.3.15) 
42. 
and the distance between Rand S. is less than the distance between R 
J 
and any of the other {Si}' Thus the detection process which minimises 
the probability of error, selects the element value j for which S. 
J 
is closest to R. 
4.4 Iterative detection processes 
It has been shown in Section 4.3 that the optimum linear estimation 
process, where the receiver has knowledge of the m {Yi } only, can be 
implemented by means of a set of amplifiers, attenuators and invertors. 
However, such a system can only be used with one particular channel which 
is also time invariant. In general, the channel which is to be equalised 
will be selected at random from the switched telephone network or may be 
slowly time varying if an H.F. radio link is used. Under such circumstances 
the network yT(yyT)-l has to be set up at the start of transmission and 
continually changed, if the channel sampled impulse response is time 
varying. In this case the major problem is to calculate the inverse matrix 
(yyT)-l. It is well known that the determination of an inverse matrix, 
where the matrix is of rank greater than about 8, requires a large amount 
of computation. The number of multiplications required to invert a matrix 
24 
of order n, is proportional to the fourth power of n. The problem of 
inverting a matrix without performing a prohibitive number of mathematical 
operations, (multiplications, divisions, additions and subtractions), 
occurs in many branches of science and consequently, much work has been 
devoted to obtaining the inverse of a matrix by means of iterative 
24,25,26,27 
techniques. . 
43. 
An iterative technique may be used to find the inverse of a 
matrix. The term 'iterate' means to repeat and hence an iterative 
process involves the repetition of some sequence of arithmetic operations. 
Iterative methods are those which start off with an initial approximation 
(or guess) of the required solution and which, by applying a suitably 
24 
chosen algorithm, lead to successively better approximations. 
Thus, when.an iterative process is used to solve a problem, the required 
solution (or solutions) becomes the limit of a sequence of approximations. 
Clearly an iterative technique raises two important questions. Firstly, how 
many successive approximations to the solution are needed for the solution 
to be of the required accuracy, and secondly, does the iterative process 
converge. Convergence is here defined to mean that-the successive 
approximations form a sequence, the limit of which is the required 
solution to the problem to be solved. 
Such a process is represented diagrammatically in Figure 4.4.1. 
The n-component row vector R'and the n x m matrix have been previously 
defined. x is an m-component row vector whose ith component is X. 
l. 
and E is an m-component row vector whose ith component l.S e .• ]. 
Initially, X is set to zero so that x.=O ]. for i=1,2, .... I,m. 
The following process is then carried out. Adjust xl by some amount 
t:.xl so that el 
t:.x2 so that e2 
caUse el now to 
is set 
is set 
become 
so that 
to zero. 
to zero. 
non-zero. 
Then adjust x2 by some quantity 
Note that setting e2 to zero may 
Adjustments are made to 
e3 ,e4' ••••• ,em are set to zero sequentially. 
44. 
This completes the first cycle of an iterative process. The second 
cycle begins by adjusting xl by some amount ~xl ~o th~t becomes 
.,' 
zero. The remaining (m-I) components of X are treated in exactly the 
same way. This whole process is repeated until each of the {e.} fs ], 
zero at the same time. 
E ,. 0 (4.4.1) 
then E = (R - xy)yT = 0 (4.4.2) 
or RyT _ xyyT = 0 (4.4.3) 
or xyyT = RyT 
or X = RyT(yyT)-l. (4.4.4) 
This e~uation is e~uivalent to e~uation (4.2.7) where X = A, the 
optimum linear estimate of Z. The inverse matrix (yyT)-l has not 
been computed in the determination of A. 
Let ~x. be the change in x. re~uired to set e. to zero. ], ], ], 
The resulting change in XY is 
is 
Thus 
-e. = 
], 
T ~x.y.y. 
], ], ], 
8x.y. and the resulting change in E 
], ], 
= 
T (R -,xy)y. 
1 
y.y.T 
], ], 
(4.4.5) 
where e. is the ith component of E immediately before the change ~x. ], ], 
in x .. 
], 
The m-component row vector X represents an approximation to the 
m-component row vector A, which is the optimum linear estimate of Z. 
, 
After an infinite number of cycles of iteration X = A and E = o. 
During the iterative process X # A. However, as an infinite number of 
cycles of iteration. cannot be performed, the iterative process must 
be stopped at some point where the discrepancy between X and A. 
is small enough to be unimportant. Small, in this context, will be 
defined later. 
At the end of each cycle of iteration the vector X, which is·an 
approximation to A, may be regarded as a term in a sequence of vectors. 
Where it is necessary to show that the vector X is the approximation 
to A at the end of the tth cycle of iteration, the superscript t is 
added to the X so that X( t) is the -' th approximation to A. 
The initial value of X is designated 
Equation (4.4.3) can be written as: 
where 
XB = C 
T 
and C = RY • 
X(O) = o. 
13 
(4.4.5) 
B is a real m x m symmetric positive-definite matrix, so that its inverse 
B-1 must exist. 
The vector X can be written as: 
X = CB-l 
• 
(4.4.7) 
'By means of the transformations B = yyT and C = RyT it can be seen 
that equation (4.4.4) represents a set of simultaneous linear equations. 
The m x m matrix B is the matrix of the coefficients of the variables 
. {xi}. The set of m equations in m unknowns represented by equation 
. 25,26,27 (4.4.4) may,be solved by many 4ifferent iterative processes. 
46. 
The iterative technique chosen to solve the set of linear equations 
represented by equation. (4.4.4) will depend on many factors, among which. 
are the number of unknowns, the required accuracy of the solution 
vector, the complexity of the iterative process and the number of 
sequential arithmetic operations required to achieve sufficient accuracy 
of the solution vector. The iterative technique of Figure 4.4.1 and 
equations (4.4.2) and (4.4.4) is one such technique, and is called 
the Gauss-Seide1 iterative method. This method forms the basis of many 
of the various schemes of iteration examined for use in a receiver working 
with orthogona1 groups of signal elements. 
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4.5 Convergence or the iterative process 
It has been shown in the previous section that the network 
represented by yT(yyT)-l may be realised by means or an iterative 
technique. Such a technique chooses a value or X so that the 
expression (R-xy)yT is equal to the·zero vector. It has been rurther 
shown that the expression (R-xy)yT may be written as (C-XB) where 
C=RyT is an m-component row vector and B=yyT is an m x m matrix. 
Thus, we seek the solution to the equation: 
c = XB. (4.5.1) 
The m-component row vector X is the optimUm linear estimate or 
the vector Z, the components or which rorm the input to the transmitter 
ri1ter. The solution vector X exists ir, and only ir, B is non-singular, 
and is given by: 
X = CB-1 • 
In this section equation (4.5.2) is expressed in a rorm suitable 
ror use in an iterative process. In an iterative process a sequence or 
approximations to X, the unique solution or equation (4.5.2) is obtained. 
To distinguish these approximate solutions rrom.X, the unique solution, 
each approximation to X is written x(t). The superscript t denotes that 
X(t) is the tth approximation to X. 
In equation (4.5.2), i.e. -1 X=CB , the diagonal entries of B, 
{b .. }, are non-zero real numbers. This follows from the fact that 
n. 
T b •. = Y.Y. , 
11 1 1 
which is always positive. The m x m matrix B can be 
,27 
written as the sum of three m x m matrices in the following way:-
Let D = diag' {b11 ,b12 , •.•.. ,bmm}. That is, D is an m x m 
matrix'whose diagonal entries are the diagonal entries of B and all other 
entries are zero. 
Let F and G be strictly lower and upper triangular m x m matrices 
whose entries are the negatives of the entries of B respectively below 
and above the main diagonal of B. 
Then 
Hence from equation (4.5.2) 
or 
B = D - F - G. 
X = C(D - F - G)-l 
XD = X(F + G) + C. 
An iterative process can be derived from equation (4.5.4) by 
replacing X on the left-hand side of equation (4.5.4) with X(t+1) • 
X on the right-hand side of equation (4.5.4) is replaced with X(t) • 
This gives 
Since the {b .. } are non-zero, equation (4.5.5) can be written 
1l. 
(4.5.3) 
(4.5.4) 
(4.5.5) 
(4.5.6) 
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The iterative process represented by equation (4.5.6) is called 
27,30 
the point Jacobi or total step process. The point Jacobi process is 
called a total step process because all the components of x(~+l) are 
formed from all the components of simultaneously. Consequently, 
all the m-components of the vector x(~) must be saved while computing 
. (~+l) 
the m-components of the vector X . 
Equation (4.5.6) may, alternatively, be expressed in component 
form: 
(1+1) b .. x. l.l. l. 
m (~) 
_ 1: b .. x. + c .. Jl. J l. j=l jPi 
As b .. ~ 0, equation (4.5.7) can be written l.l. 
x. l. 
(.HI) I m (~) 
= --- 1: b .. x. 
bii j=l Jl. J 
j;o!i 
+ c •• l. 
1.;1 
(4.5.7) 
(4.5.8) 
Intuitively, it would seem attractive to use the latest estimates 
of the· {x. (1+1)} in all subsequent calculations. That is, having calculated l. 
the vector X(1), the first compon~nt of x(~),· xl (R.) , is modified to 
. (HI) d t . X(~) (~). th d· .. · d gl.ve xl • The secon componen of ,x2 • l.S en mo 1.l.e 
to give x2(1+1), using xl (1+1) together with x3(1), x4 (1) •••.•• ,Xm(~) 
In this process only one vector need be stored. A new estimate of 
is formed by sequentially modifYing each x. l. 
(1) to form 
51. 
Such an iterative process can be derived from e~uation (4.5.5), 
so that 
(4.5.9) 
As D - G is a non-singular, upper triangular matrix, e~uation (4.5.9) 
can be written e~uivalently as: 
(4.5.10) 
The iterative process represented by the above e~uation is called the 
27,30 
point. Gauss-Seidel or point single-step iterative process. 
The difference between e~uations (4;5.9) and (4.5.7) is that the 
st~ictly upper triangular matrix G appears on the right-hand side of 
e~uation (4.5.7) and on the left-hand side of e~uation (4.5.9). In order 
to illustrate the effect of moving G from the right-hand side of e~uation 
(4.5.7) to the left-hand side, e~uation (4.5.9) is written in component 
form: 
or 
. (R.+1) 
b .. x. 
l.l. l. 
b .. x. (HI) 
l.l. l. 
+ 
= 
i-I 
1: 
j=l 
i-l 
- 1: 
U=l 
• (R.+1) m (R.) 
D •• X. =-1: b .. x. 
Jl. l. j=i+l Jl. l. 
b .. x. (HI) 
Jl. l. 
m 
- 1: 
j=i+1 
(R.) b •. x. 
Jl. l. 
.. 
+ c. 
l. 
+ c .. 
l. 
(4.5.11) 
When e~uations (4.5.7) and (4.5.11), representing the point Jacobi and 
point Gauss-Seidel process respectively, are compared, it can be seen that 
in e~uation (4.5.7) (R.) x. , 
J 
(R.+1 ) 
x. 
l. 
is expressed in terms of 
j = 1,2, ..... ,i-l, 
• 
i+l, ••••• m,only, whereas in e~uation (4.5.11) 
x. l. 
x. 
J 
(J1,+1) 
(J1,) 
52. 
• d' t of 'x'. (J1,+1) l.S expresse l.n erms 
J 
for j. = 1,2, ..... , i-I and 
for j= i+1, ..... ,m. 
Before discussing the conditions necessary for the convergence 
of the Gauss-Seide1 iterative process, it will be shown that equation 
(4.4.5) represents the Gauss-Seide1 iterative process as defined by 
equations (4.5.10) and (4.5.11). 
. (4 4 ). 'x. (J1.+1) = Equatl.on ..5 l.S Ll l. Y.Y.T l. l. 
During the (JI.+1)th cycle of an iterative process defined by 
, (JI.+1) 
equation (4.4.5), x. l. is incremented by /:;x. (H 
1 ) so that, l. 
x. (H1) = x. (J1.). + /:;x. (H1) 
l. l. l. 
(R-X(JI.)y)y. T 
= x. (JI.) + l. 
1 y.y.T· l. l. (4.5.12) 
Remembering that Y Y T = b RYiT = Ci , and i i ii' 
where B. is the ith row of the m x m matrix l. 
= X(JI.)B
i
T
, 
equation (4.5.12) 
can be re~written as: 
or 
x. l. 
(H1) 
b •• x. (H1) = b •• x. (J1.) _ X(J1.)B. T + 
l.l. l. l.l. l. l. c .• l. 
The vector x(JI.) in equation (4.5.13) has the form 
x(J1.) = x (H1) x
2
(J1.+1) " 
, 1 
(4.5.13) 
••••• 
(JI.) 
x m • 
53. 
Substituting the value of 
by 6x. (t+1) during the 
~ 
(t) b' d' . . (t) X , 0 ta1ne pr10r to 1ncrement1ng xi 
(li,+l)th cycle of iteration, in e<l.uation (4.5.13), 
we get, 
. .. 
(li,) (t) 
-b •. x. . .. -b .x. +C . 11 . 1 m1 1 1 
b .. x. (HI) 
11 ~ = -
i-I (HI) 
I: x. b .• 
j=l J J1 
m 
- I: 
j=i+l 
(4.5.14) 
(li,) 
x. b •. +C. 
J J1 l' (4.5.15) 
Clearly, e<l.uation (4.5.15) is identical to e<l.uation (4.5.11) and hence 
the iterative process described by e<l.uation (4.4.5) represents the Gauss-
Seide1 iterative process. 
The Gauss-Seide1 iterative process of e<l.uation (4.5.10) can be 
re-written: 
(4.5.16) 
where H = G(D - F)-I. (4.5.17) 
27 
H is called the point Gauss-Seide1 matrix associated with the matrix B. 
To any iterative process we can associate an error vector E(t) defined 
by: 
where J/, <I o (4.5.18) 
Where the iterative process converges and 
E<l.uations (4.5.16) and (4.5.18) may be combined to give 
(4.5.19) 
54. 
27 
B.r a well known theorem the error vectors of this iterative 
process tend to the zero vector for all if, and only if, the 
spectral radius p(n) of the matrix H is less than unity. The spectral 
'radius of an m x m matrix is defined as the maximum magnitude of its 
eigen-values, 
that is 
>. 
i' 
p(H) 
_maxl>.·1 
1 . J. ~l.~m 
(4.5.20) 
An important theorem by Ostrowski states that H = G(D-F)-l has a spectral 
radius 
Since 
less than unity if, and only if, B= D-F-G 
27,29 
is positive-definite. 
T B = YY is a real-symmetric positive-definite matrix, then 
p(H) < 1 and the Gauss-Seidel iterative process converges under the 
stated conditions. 
4.6 Measurements of the convergence of an iterative detection process 
Various measurements may be made on an iterative detector to 
obtain criteria by which the iterative detection process may be judged, and 
'hence compared, with other iterative detection processes. Before the various , 
measures of the convergence of an iterative detection process are 
described, it is necessary to define the re~uirements of an iterative 
process used for the detection of groups of signal elements. 
1. In the absence of additive noise, the data element must always be 
correctly detected, regardless of the signal'distortion 
introduced in transmission. 
2. The detector must be able to detect a group of m signal elements 
in the available time of (m + g)T seconds. Clearly, a group 
55. 
of signal elements must be detected before the next group of 
signal elements has been received and is ready for processing. 
This restriction limits the number of sequential arithmetic 
operations which may be performed in the course of the detection 
of a group of signal elements. 
3. If the iterative detector is to be economically viable, the 
equipment complexity, which is related to the cost of the 
iterative detector, should be kept to a minimum. This 
requirement is closely related to requirement 2 because increasing 
the speed of an iterative detector will,generally, increase its 
complexity and hence its cost. 
4. The iterative process must achieve a satisfactory tolerance to 
additive noise. Here, satisfactory means better than the optimum 
estimation process. 
The two most important criteria by which an iterative detection 
process is judged are the time required to detect ·a group of signal 
elements and the tolerance to additive white Gaussian noise. 
The time taken by an iterative detection process to detect a 
group of signal elements cannot readily be measured by computer simulation. 
This is because a digital computer often executes mathematical operations 
in an inefficient way when the program is written in a high-level language 
such as FORTRAN. For this reason an indication of the amount of time 
required by an iterative detection process to detect a group of signal 
elements is given in terms of the number of arithmetic operations performed 
during the detection process. Arithmetic operations are the processes 
of multiplication, addition and subtraction. Many of the iterative 
56. 
detection processes described, require approximately the same number of 
arithmetic operations to perform one complete cycle of iteration. 
A cycle of iteration is performed when each of the {x. } 
l. 
for 
i=1,2, ..... ,m is dealt with sequentially. In this case various 
iterative detection processes may be compared on the basis of the number 
of cycles of iteration which must be performed before the . {z.} 
l. 
may be reliably detected. 
Throughout the thesis it is assumed that z. may have one 
l. 
of two possible values, +1 or -1. Hence z. is detected from 
l. 
x. by setting z. to l.Osign(xi ) • l. l. 
In Section 4.5 the convergence of an iterative process was defined 
by 
+ 0 for (4.5.16) 
where E(R.) = 
Here X = RyT (yyT)-~ and is the unique solution of the set of linear 
equations given by: 
X(R.) is the R.th approximation to X obtained after the R.th cycle of some 
suitable iterative process. 
In many circumstances where an iterative process is used, e.g. to 
obtain the solution of a partial differential equation, the p~ocess is 
stopped when jx(R.+l) - x(R.)j has reached some arbitrary small value. 24 ,27 
57. 
In the case of the iterative detection of a binary antipodal signal, we 
are not usually concerned with the exact value of but with the 
signs of the {x.(t)}. 
~ 
although Ix(t) - Xl 
Thus, the process may be stopped at a point where, 
is relatively large, the· {x.(t)} may be used to 
~ 
detect the {z.} with only a very small probability of error. In the 
~ 
absence of noise the condition that, 
for i = 1,2,. ~ ... . ,m, sign (x. (t» = sign (z.) 
~ ~ 
is defined as sign convergence because the signs of the components of 
X(t) have converged to the signs of the corresponding components of Z 
even though IZ - x(t)1 may be very large. It must be noted that the 
concept of sign convergence is valid only when the signal elements, at 
the transmitter filter input, are binary and antipodal, so that the 
{z.} have the value +1 or -1. 
~ 
A useful guide to the amount of time 
required by an iterative detection process, in the absence of additive 
noise, is the maximum number of cycles of iteration required to reach sign 
convergence over all values of Z. This is the maximum number of cycles of 
iteration required for the vector X to reach sign convergence when each of 
the 2m possible values of Z is transmitted in turn. Thus, the maximum 
number of cycles to sign convergence is the maximum number of cycles of 
iteration required to detect Z from x(t) without errors in the absence 
of additive noise. 
When an iterative detection process executes far more or far 
fewer sequential arithmetic operations per cycle of iteration than the 
Gauss-Seide1 process, the maximum number of cycles to !lign convergence 
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is multiplied by some suitable constant to give a better measure of the 
relative number of arithmetic operations required. 
A second important parameter of any iterative aetection process 
is its tolerance to additive white Gaussian noise. For any iterative 
detection process, a given channel impulse response and a given transmitted 
signal level, a particular level of additive white Gaussian noise causes 
a particular average error rate. This error rate is measured in terms 
of the number of signal elements which are incorrectly detected per 
1000 transmitted signal elements. 
The two criteria of performance of an iterative detection process, 
the maximum number of cycles of iteration required for sign convergence 
over all possible values of Z, and the tolerance to additive white 
Gaussian.noise, enable different iterative processes to be compared with 
each other. In order to obtain more information about the behaviour 
of iterative processes as iteration proceeds, so that a greater insight 
into the behaviour of the iterative process can be gained, five measures 
of the convergence of an iterative process have been defined. 
These measures of convergence are sets of values, the number of values being 
equal to the maximum number of cycles of iteration performed during the 
course of detecting a group of signal elements. The five measures of 
~he convergence of an iterative detection process are as follows:-
1. The average number of element errors per 1000 transmitted 
elements (EFT) at the end of each cycle of the iterative process. 
The average number of element errors per 1000 elements is averaged 
over the total number of signal elements transmitted during the 
, 
course of a computer simulation test. If the maximum number of 
2. 
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cycles of iteration performed in the course of detecting a group 
of signal elements is L. there are L values of the average number 
of element errors per 1000 elements. These values are denoted by: 
EPT(l). EPT(2) ...... EPT(R,) ...... EPT(L). 
In the absence of noise. the value of R, for which the value of 
EPT(R,) becomes zero is. of course. the maximum number of cycles of 
iteration to sign convergence. Sign convergence is meaningful 
only when the {zi} are binary and antipodal. 
averaged over all the values of 
IR - x(R,)yl obtained at the end of the R,th cycle of iteration. 
Let this set of L parameters be denoted by V( R,) for 
R, = 1.2 ....... L. 
V(R,) 1 N = - 1: 
N i=l 
where N is the number of values of Z used during a computer 
(4.6.1) 
simulation test. In the absence of additive noise. the value of 
IR - x(t)yl tends to zero as t increases. This is because R now 
lies in the subspace spanned by the· {y.} so that R = ZY. 
~ 
In the presence of additive noise. and when the iterative process 
is equivalent to the process of optimum linear equalisation. 
R does not generally lie in the subspace spanned by the {Y.} • 
~ 
so that the value of IR - x(R,)yl does not tend to zero for any 
value of R,. However. for each received value of R. IR - x(£)1 
will tend to a unique minimum. the length of the orthogonal 
projeetion from R to the ·subspace spanned by the {Yi}' 
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3. The maximum value of IR - x(1)yl over all the values of 
IR - x(1)yl at the end of the 1th cycle of iteration. 
4. 
Let this set of L parameters be denoted by: 
V
m
(1) for 1 = 1,2, ..... ,L 
= maxlR. - x. (1)yl 
J. J. 
for i=1,2, ••••• N, (4.6.2) 
where N is the total number of groups of signal elements used in 
the course of a computer simulation test. This series of parameters, 
v (1), is particularly useful when an iterative process is carried 
m 
out in the absence of additive noise. In this case, the value of 
v (1) should decrease as 1 increases. If this does not happen the 
m 
process may be regarded as failing to converge. In some circumstances 
V
m
(1) provides. a much better guide to the convergence of an 
iterative process than does V(1). This is because an iterative 
process may fail to converge only for certain values of Z and the 
corresponding effect on V(1) 
is a worst case parameter.' 
So far, the components of 
may be very small, whereas 
the {X.(1)} havebeen 
J. 
v (1) 
m 
considered to be in error, so that sign(i/1»,; sign(zi)' or 
not in error. It is helpful to 
x(1) which is in error, (i.e. 
differs from the value at which 
know by how much a component of 
si~(xi(1»,; sign(zi) ), 
(1) 
xi would be correctly 
detected. Consider the case where the' {z·.}, the signal elements 
J. 
at the input to the transmitter filter, have the values +1 or -1. 
Any x. 
~ 
(9,) in error would not be in error if its sign were reversed. 
The minimum number to be added to x. 
~ 
(9,) to change its sign is 
clearly _(x.(9,) + 0) where 0 may be infinitely small. The 
~ 
parameter 4 is designated H 
m 
and is concerned with the magnitude 
Ix. (9,)1 of components of X in error at the 9,th cycle of iteration. 
1 
The parameter H takes the form of histograms 
m 
of the magnitudes 
of the Ix.(9,)1 in error. 
~ . 
There is a different histogram for 
each cycle of the iterative process as 9, = 1.2 •...••• L. 
At the end of each cycle of iteration the m components of X(9,) 
are examined in turn. Whenever an ( 9,) x. 
~ 
is in error. the 
magnitude of 
of x.(9,) 
x. 
~ 
( 9,) is recorded. For convenience. the magnitude 
~ 
is recorded as one of 20 values in the range 0.00 to 1.00. 
The values are e~ui7spaced in steps of 0.05. The interval 0.05 
has been chosen as this gives reasonable discrimination between the 
various values of Ix. (9,)1 without re~uiring an unduly large 
~ 
amount of computer storage. Note that values of 'lx.(9,)1 
~ 
greater 
than 1.00 are not recorded. However. such large errors are ouly 
encountered infre~uently and their presence is denoted by an 
asterisk when the histogram H 
m 
is printed out. 
5. Parameter 4. Hm' has been designed to record the magnitudes of 
the x. 
~ 
(9,) in error as the iteratiye process proceeds. Parameter 5. 
H. has been designed to record the position of p denoted 
. (9,) 
x. 
~ 
in error within the vector X(9,) as the iterative process 
proceeds. The parameter H 
P 
is a 
(one for each of them components 
histogram 
of X(9,)). 
of m columns 
There is a different 
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histogram associated with each cycle of the iterative process. 
At the end of the ith cycle of iteration, the m components of 
X(i) are examined sequentially. Whenever X.(i) is in error, 
~ 
the ith column of H is incremented by 1, 
P 
i.e. H (i,i) + H (i,i) + 1 
p P 
Thus, for any value of i, in the range 1 to m, H (~,i) p gives 
the number of times x. 
~ 
(i) is in error at the ith cycle of 
(4.6.5) 
iteration. The measurements of H (i,i) are taken over all the p 
values of Z used in a computer simulation test. 
The parameter H 
P 
is used to test whether some components of 
are more prone to errors than other components. 
4.7 Iterative detection processes based on the Gauss-Seidel process. 
4.7.1 Constraint J 
In the Gauss-Seidel iterative process, the may have any 
real values, so that: 
-00, ~ x. (i) :; ~ +0> for any i, for 1 :; i :; m . (4.7.1.1) 
The range of the possible values of the {x. (i)} 
~ 
may be constrained so that: 
for any 1., for 1 :; i :; m, (4.7.1.2) 
and q is a real, positive constant. 
Constraint J is that constraint which limits the range of possible 
values of the so that: 
- Iz.1 Ii x. (,q,) Ii IZJ.·I for any t, for 1 Ii i Ii m (4.7.1.3) J. J. 
where the· {z.} are binary, antipodal signal elements, i.e. J. 
z. = +1 or -1. Constraint J may be applied to any of the iterative J. 
processes described in this section. For this reason any iterative process 
which employs Constraint J has its iteration system number followed by the 
suffix J. For example, System 2 is written System 2J when the iterative 
process of System 2 is employed with the limitation on the range of values 
of the· {x. (t)} imposed by Constraint J. J. 
Importance is attached to Constraint J for three reasons. 
Firstly, it has the practical advantage of limiting the magnitude of 
the {x. (R,)} which simplifies the design of a practical iterative J. 
detector. Secondly, it has been found by other workers in this field that 
the use of Constraint J, in general, increases the tolerance to additive 
noise of the iterative process to which Constraint J is applied. 
Thirdly, this arrangement is a departure from the optimum linear estimation 
process where the receiver knows the· {Y.} J. but not the because 
the receiver must now know the . {I zil} as in the case of the optimum 
detection process (System 1). 
It should be noted that the iterative detection processes System 1 
and System 2 are not described in this Section, as System 1 corresponds 
to the process of optimum detection where the receiver knows the: {Yi } 
and the· {lz.I}, and System 2 corresponds to the optimum linear estimation 
J. 
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process where the receiver knows the {Y.} but has no knowledge of the 
l. 
{iz.i}. These two systems are described in Sections 4.3 and 4.2 
l. 
respectively. 
4.1.2 System 2J 
In this arrangement System 2 (the Gauss-Seidel process) is used with 
the Constraint J. At the ~th cycle of iteration: 
(R_X(~)y)y.T 
t.x. = _--=--:--..r--=l._ 
and 
The magnitude 
iz.i. x. (HI) 
l. l. 
l. Y.y.T 
l. l. 
(HI) (~) 
x. =x. +t.x. 
l. l. l. 
of x.(~+l) is examined and if it is greater than 
l. 
is reduced in magnitude until i (HI) i = i i x. z. . l. l. 
The iterative process otherwise proceeds exactly as in System 2. 
4.1.3 Systems 3 and 3J 
Consider the following equations which hold at the (~+l) cycle of 
iteration, 
The quantity A (HI) x. 
l. 
(~) + A (HI) 
= (1 - w) x. wx. 
l. l. • 
is the value of 
iteration in the Gauss-Seidel process. 
Xi at the (~+l)th cycle of 
i. (~+l) is the value of x. 
l. l. 
at the (~+l)th cycle of iteration, calculated exactly as in System 2. 
Gauss-Seidel iteration. x. 
l. 
(Hl) is the value of x. at the 
l. 
(R,+l)th 
cycle of iteration and depends on the system of iteration being used. 
The quantity w is called the relaxation factor and from the above 
equation it can be seen that x. (.1,+1) is a weighted mean of 
l. 
and 
Thus 
and 
A (.1,+1) 
x. , 
l. 
the weights depending only on w. 
A (.1,+1) 
x. = 
l. 
(.1,+1) 
x. = 
l. 
(.1,) (R_X(R,)y)y.T l. 
x. + l1x. 
l. l. 
where D.x. = 
l. 
(l-w) x. (.1,) + w(x. (.1,) + l1x.) 
l. l. l. 
Y.Y.T 
l. l. 
x. 
(.1,) 
l. 
= x.(R,) + wl1x. (4.7.3.2) 
l. l. 
In System 3 the value of l1x., computed exactly as in System 2, is 
l. 
multiplied by a constant w. When w > 1 the process is called over-
* relaxation and when w < 1 it is called ~~der-relaxation. The use of 
over-relaxation may be thought of as a process of extrapolation. 
4.7.4 Systems 4 and 4J 
In this iterative process the detector is assumed to have an exact 
knowledge of one or more of the· {Zi}. If the receiver knows the jth 
component, 
that x. (1.) 
J 
Z • , of z, the increment in (.1,) x. , t:.x., 
J. 
= z., which means that 
J 
.J J 
l1x. = z. (.1,) - x. . 
J J J 
is adjusted so 
For all other 
. {X. (t)}, 
J 
i#j, the increment in the . {x. (R.)} 
J 
is determined according to 
the Gauss-Seidel iterative process. 
* In order to make the notation used in the sections dealing with computer 
simulation consistent with the notation of other workers, the symbol for 
oVer-relaxation will be henceforth denoted by h. 
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The purpose of this system is to examine the effect of a knowledge 
of one or more of the {z.} at the receiver on the behaviour of the 
l. 
iterative detection process. 
4.7.5 System 5 (Constraint F) 
In this modification of the Gauss-Seidel iterative process, a . 
constraint is applied to the during the (~+l)th cycle of 
iteration. The receiver, as in the case of Constraint J, is assumed to 
of iteration x. 
l. 
(~) is know the· {Izil}. At the (~+l)th cycle 
incremented by ~x. to give x.(~+l) 
l. l. 
according to the Gauss-Seidel 
. (HI) process. The magnitude of x. 
l. 
is then compared with some 
threshold F, where and the following process is carried out. 
If (HI) ;: F then (HI) ... 1 z·1 x. x. l. l. l. 
If (HI) ~ -F then x. (~+l) ... -lz.1 x. l. l. l. 
If -F < (HI) < + F then (HI) is unchanged. x. x. 
l. l. 
This constant, which will be called Constraint F, is illustrated in 
Figure 4.7.5.1. After Constraint F has been applied to (HI) x. , 
l. 
the 
iterative process proceeds as for System 2. 
Output 
1 
-. -- - - -,---------
• _ _ _ _ -1 
Figure 4.7.5.1 
The transfer function of Constraint F 
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4.7.6 Systems 6 and 6J 
In System 6, the Gauss-Seidel iterative process is used without 
modification for some fixed number of cycles of iteration. During the next 
cycle of iteration, is detected by setting to one of the two 
possible values of zl so that: 
The remaining components x2 ,x3 , ••••• ,xm are treated as in System 2. 
After a further fixed number of cycles of iteration (the number not 
necessarily being the same as the first fixed number of.cycles), the 
component z2 is detected. This process continues until all the 
components of Z have been detected. 
4.7.7 Systems 7 and 7J 
In this system the incremental change in X. 
l. 
(.~) 
at the (HI)th 
cycle of iteration, /::'x. , 
l. 
is calculated according to the Gauss-Seidel 
process. The term /::'x. is then quanti sed so that it must take one of a 
l. 
fixed number of possible values. The purpose of quantising /::'x. 
l. 
is not 
to increase the rate of convergence of the iterative detection process 
but to simplify the .hardware required to implement the iterative detection 
process. 
/::'x. Y •• 
l. l. 
In the Gauss-Seidel process, /::'x. is used eo form the product 
l. 
If /::'x. 
1 
is quantised so that the possible values of /::'x. are 
J. 
binary numbers with few significant bits, the multiplier used to form 
/::,x.Y. may be of simple design and also able to operate at a higher speed 
J. l. 
than a multiplier used to form the product of two numbers, both of which 
· are represented by a large number of significant binary digits. 
Two systems of.quantisation have been investigated. In the first 
system, 6x. is quanti sed to one significant deci~l digit so that 
1. 
6x. can be expressed by no more than four significant bits. 
1. 
Thus the quantised 6x. 
1. 
is of the form 
Note that this method of quantising 6x. 
1. 
allows relatively large values 
of 6x. early in the iterative process and allows small but precise 
1. 
values of 6x. to be used after several cycles of iteration. 
1. 
Four binary digits are used to express 6x. because binary 
1. 
multipliers which form the product of two four bit·numbers can be readily 
obtained as a single integrated circuit. Such multipliers use 
combinational logic to perform multiplication and hence are very fast 
in operation. 
The second method of quantising 6x. 
1. 
is to use one significant 
binary digit only to specify 6x •• 
1. 
Thus, 6x. is constrained to the 
1. 
_following values: 
!J x. 
" 
± 0.00 o 0 I 
1.. 
± 0.00 
" " " " . 
o I 0 
± 1.0 
" " " " " 
000 
In this case, multiplication by 6x. involves only one addition plus 
1. 
the necessary shift operations. 
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4.7.8 System 8J 
As in System 2, the ith component of X, x., is incremented by 
l. 
~x. during the (~+l)th cycle of iteration, so that: 
l. 
The component x. 
l. 
(~+l) 
x. (HI) = fix. (HI) + 
l. l. 
(~) 
':x. • 
l. 
is then compared with a constant 
If I x. (~+l) I 
l. 
constant G13 • 
(~+l) is greater than GII , xi is multiplied by a 
(HI) is less than .GII , xi If, however, Ix. (HI)1 l. 
is multiplied by a constant G12 • 
Thus, if 
and if 
where Gll , G12 , Gl3 are positive constants. The Constraint J is 
applied to (HI) so that: x. 
l. 
Ix. (HI) I 
l. ~ I z·1 l. 
Iteration then proceeds as for System 2. 
4.7.9 System 9J 
then 
In System 9J the Gauss-Seidel process with over-relaxation is used, 
as in System 3, but the over-relaxation factor 
the magnitude of xi (~). The value of Xi(~) 
is now made a function of 
is the value of x. at the 
l. 
end of the ~th cycle of iteration after constraints have been applied. 
If the incremental change in x. (1), calculated according to System 2 
l. 
then ~x. 
l. 
is modified as follows: 
11. 
and if 'x .... 'x *G Ll i Ll i 23' 
where G2l , 
applied to 
G22 , G23 are positive constants. The Constraint J is then 
x. (1+1) such that: 
l. 
°tx .(1+l)1 I I 1 l; z. 
° l. l. 
This system then proceeds as for System 2. 
System 9J is a modification of System 8J. In System 9J two 
possible values of the over-relaxation constant are used. The value actually 
used depends on the magnitude of (1) x. . 
l. 
In System 8J x. 
l. 
(Hl) is 
multiplied by one of two constants. The value actually used depends on 
the magnitude of x. 
l. 
(Hl) 
as in System 9J. 
x. 
l. 
( 1) 
(1) 
Xi ' 
4.7.10 System 10J 
This system treats values of 
differently to values of f:.x. 
l. 
f:.x. 
l. 
which increase the magnitude of 
which reduce the magnitude of 
by using two different over-relaxation factors. 
At the (1+l)th cycle of iteration, f:.xi is calculated as in System 2 
and is made subject to the following rule: 
Ix. (1) + 'x.1 < Ix.(1)1 then 'x ~ 'x * G l. Ll l. l. Ll i ~ Ll i 32 
Ix. (!) + '"·1,, Ix.(1)1 th' , * G l. UAl. ~ l. en Llxi .... Llxi 33' 
where G32 and G33 are positive constants. 
12. 
The Constraint J is then applied to such that: 
This system then proceeds as for System 2. 
Note the similarity between System 10J and Systems 9J and 8J. 
4.1.11 System 11 
This iterative process is a modification of System 5 (Constraint F). 
When Constraint F is used, x. 
l. 
(H1) 
with a magnitude greater than F 
is immediately changed to + 1 zi 1 or -I zi 1 depending upon the sign of 
(1+1) 
x. • A low value of F can, however, cause the incorrect operation of 
l. 
the iterative process. For this reason, in System 11 the value of F is 
made a function of the iteration cycle number, 1, so that F may be 
changed as the iterative process proceeds. 
At the (1+1)th cycle of iteration: 
Otherwise 
if 
and if 
x. 
l. 
(1+1) 
for System 5. 
1 Xi (1+1) 1 < F 1+1 
remains unchanged. 
4.1.12 System 12 
then x. (1+1) -+ + 1 z. 1 
l. l. 
then x. (1+1) ~ - Iz.1 
l. l. 
The process then proceeds as 
System 12 is another modification of System 5. In this system 
the value of F used in Constraint F is made a function of i, the index 
of ±. (1+1). At the (1+1)th cycle of iteration: 
l. 
if 
and if 
Otherwise x. 
l. 
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IxY+l) I ~ F. then 
l. l. 
Ix.(i+l)l< F. then 
l. l. 
( i+l) 
remains unchanged. 
(i+l) 
... + I z·1 x. l. l. 
(Hl) 
... - I z·1 x. . l. l. 
This system is similar to the previous system, System 11, but F 
is now a function of i, the position of the signal element in the 
group, rather than i, the cycle number. 
4.7.13 System 13 
In System 13, two values are used for F in Constraint F. The value 
of F used is made dependent on whether the value of ~x. increases or 
l. 
decreases the magnitude of (i) x. . 
l. 
is the value of X. 
l. 
at the 
end of the ith cycle of iteration after constraints have been applied. 
System 13 is clearly analagous to System 10 J. 
At the 
2 d (i+l) an x. 
l. 
(i+l)th cycle of iteration, ~x. 
l. 
is formed from x. (i) + ~x .. 
l. l. 
is calculated as for System 
The value of F for use in 
Constraint F is then selected according to the following rule: 
if then Fl is used in Constraint F, 
and if Ix. (i+l) I < Ix. (i) I 
l. l. 
then F2 is used in Constraint F. 
-After F 1 or F 2 has been 
Constraint F is applied to 
System 5. 
chosen according to the above rule, the 
(i+l) Xi _' and the process continues as in 
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4.7.14 System 14 
In System 14, Constraint F is 
. (Hl) 
of the near ne1ghbours of xi ' 
. (Hl) 
apphed to xi 
that is x. l(~+l) 
1-
and the effects 
and 
are also taken into account. After has been formed as for System 
2, the following process is carried out: 
if 
then 
otherwise x. 
l. 
x. 
1 
(Hl) 
(~+l) 
.. (Hl) ~ Iz·ls1gn(x. ), 
l. 1 
remains unchanged. 
The process then continues as for System 5. Thus x. (~+l) 
]. is 
changed to 
(Hl) 
xi ' 
+ Iz.1 or - Iz.1 if, and only if, ]. ]. 
(Hl) 
x. 1 1-
(0 
xi +l have magnitudes greater than Fl , F2, F3 respectively. 
The outer components of X,xl and x, have only one neighbour so the m 
test is applied only to the one near neighbour. 
4.7.15 System 15 
In this detection process, the Gauss-Seidel iterative process with 
25 
double sweep is used. At the ~th cycle of iter·ation the values of 
(~) 
x. , 
1 
are computed in that order using the method 
of System 2. Instead of now incrementing the cycle number ~ and starting 
(Hl) 
again with xl ,as in System 2, the sequence is reversed and the 
values of are computed in that order. A cycle 
of iteration is now executed after the evaluation of 
sequentially and then back to xl' 
to x 
m 
.. 
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Since one cycle of iteration using System 15 involves approximately 
twice the number of sequential arithmetic operations as a cycle of 
iteration using System 2, the results from computer simulation tests 
inv·olving System 15 are weighted accordingly. Thus, the successive 
evaluations of X are designated as X(o), X(2), x(4), ..... ,X(L), 
where L is an even integer. Of course, any of the constraints or 
modifications used with System 2 (i.e. Systems2J to 14) may also be used 
with System 15. 
4.1.16 System 16 
System 16, like System 15, is a modification of the Gauss-Seidel 
process which changes the order in which the values of Xi' x2 ' ••••• 'xm 
are computed. The incremental change in X. 
1 
(.~) is 6x. , 
1 
which is 
calculated as in System 2 (or as in any of the modifications of System 2). 
At the 
are computed 
After (i) XI 
(i)th cycle of iteration the components 
sequentially where I is an integer in the 
• 
has been computed, new values of 
to 
range 2 to m • 
(.9.) (.9.) 
x2 , .... . ,xI 
are computed as in System 2. This process is carried out J times. 
When this ·process has been completed, the components of X, 
(.9.) (9.) (.9.) Xl ,x2 ' ••••• ,xI have been dealt with sequentially J times. 
The number I may be regarded as a sub-group over which a block of J 
cycles of iteration is performed. After the above operations have been 
completed the components X (.9.) 2 ' 
W (.9.) 
x3 ' ••••• ,xI +1 are computed 
sequentially J times. 
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The sequence of operations performed in System 16 is illustrated in 
Figure 4.7.16. From this figure it can be seen that a cycle of 
iteration has been carried out when each of the (m-I) subgroups has 
been used in an iterative process J times. Note that at the start of 
a cycle of iteration a subgroup contains I components of X. Towards 
the end of a cycle of iteration the number of components in a subgroup 
falls because the subgroup extends from, say, 
m < i + I; because x
m
+l does not exist. 
x. to 
~" 
where 
To compare this system of iteration with other systems, the number 
of cycles of iteration (as defined above) used ip computer simulation 
tests must be scaled according to the values of I and J. 
4.7.17 System 17 
Aitken's delta squared process is a well known technique of speeding 
25,45 
up the rate of convergence of an iterative process. This 
(Aitken's delta squared) process makes the assumption that an iterative 
process converges geometrically and uses this assumption to obtain 
xt 1 t " d 1 f X(1+1) f x(1+1) X(1) X(1-1) the an e rapo a e va ue 0 rom " , 
three most recent estimates of X obtained from some iterative process. 
If e. 
~ 
(1) " (1) is defined as the error*"in "x. at the1th cycle of 
~ 
iteration, so that e. (1) = x. - x. (1), then a sequence 
~ ~ l-
" (1-j) (1-j+1) 
-xi ' xi ' 
(1) (1+1) (1+j) 
..... ,x. ,x. , ..... ,x. 
~ ~ ~ 
is said to 
converge geometrically if the error in (1) x. at the 1th cycle of 
~ 
iteration, satisfies the equation 
e. (1) 
J. 
= Ke. (1-1) 
J. " where 0 < K < 1 
and K is independent of i. (4.7.17.1) 
* Here, error is being used to mean discrepancy rather than element error. 
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First subgroup 
Iterate from xl to xI J times 
Second subgroup X2 x3 · .... xI xI +l 
x2 x3 · .... xI xI +l 
x2 x3 · .... xI xI +l 
x x 
m-l m 
Final subgroup 
x x m-l m 
x x m-l m 
Figure 4.7.16 
The sequence of operations carried out 
during one cycle of iteration using System 16 
Iterate from x2 to x2+1 
J times 
Iterate from x 1 to x m- m 
J times 
If (t-2) (t-l) (t) x. , x.. ,x. 1 1· 1 
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are three successive estimates of x. 
1 
obtained in three successive cycles of an iterative process (i.e. System 2), 
an improved estimate may be obtained by using Aitken's delta 
squared formula, which is derived in Appendix A, 
(t-2) (t) (t-l) (t-l) 
x. x. -x. x . 
• (t) 
x. 
1 
= -=1~~ __ -=1 __ -,~~1 ____ -,~1 ____ _ 
x. (t-2) 2x. (t-l) + x. (t) 
1 1 1 
for i = 1,2, ..... ,m 
System 17 may best be implemented by performing iteration using 
System 2 and applying the above formula to three successive estimates of 
X. This operation may be performed one or more times during the course 
of iteration. 
4.7.18 System 18J 
22 
System 18J is a modification of System 6 suggested by F Ghani. 
The Gauss-Seidel iterative process using Constraint J. (System 2J), is 
performed without any modification for a fixed number of cycles of iteration. 
Let this number be denoted by L. After L cycles of iteration have been 
performed, the first 
component of X(L), 
component of Z, zl' is det·ected from the first 
(L) Xl • At a high signal to noise ratio Zl will be 
detected with a very small probability of error. The n-component row 
vector zlYl is formed and is subtracted from the received vector R to 
give (R - ZlYl ). If zl has been correctly detected then intersymbol 
interference components in the Cri} due to zl are completely removed. 
The (m-l) components of (L) (L) (L) (L) X ,x2 ,x3 , ••••• ,xm are set to 
zero and iteration using System'2J is performed for a further L cycles. 
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The second component of Z, is then detected, from 
and the whole process is continued until each component of Z has been 
detected. 
When System 18J is compared with,the other systems, the total number 
of cycles of'iteration (m-l)L, must be modified because during the 
first L cycles of iteration there are m components in a group 
(Xl' x2 ' ••••• ,Xm) , and in the last L cycles of iteration there are only 
2 components in a group (Xm- l ' x ). The effective number of cycles of m 
iteration is L(!!! + m-I + + 1.) = 1:0 ((m+l)m)= L(m+l) • 
m m ..... m m 2 2 
4.7.19 System 19J 
System 19J is a simple modification of System 18J. In System 18J 
at the end of the first L cycles of iteration, zl is detected from xl' 
The remaining (m-I) components of X are then reset to zero. In System 
19J these (m-I) undetected components of X are not reset to zero. 
Consequently, when the iterative process continues further, the detector 
has an initial estimate of ..• •• x • 
m 
4.7.20 System 20J 
Iteration is carried out as in System 19J. At the end of the first 
and z are detected from 
m 
and L cycles of iteration, 
~m(L), respectively. Thus intersymbol interference due to zl and 
is then removed from R. After each L cycles of iteration, the number of 
compone:nts of X is reduced by 2. As in System 19J, X is not set to zero 
after each process of detection and cancellation. The effective number of 
cycles of iteration used by System 20J is, 
• 
L(!!! + m-2 + m-4 + 
m m m 
~) _ 1:0 m(m+2) = 
..... + m - m 4 L(m+2) 4 
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4.7.21 System 21J 
Iteration is carried out as for System 20J. In System 21J the value 
of L, the number of cycles of iteration between successive detections and 
cancellations, is made a variable so that a large number of. cycles of 
iteration may be performed to obtain a reliable value of and 
for the detection of zl and z • 
m 
The number of cycles of iteration 
may then be reduced·after each detection. 
81. 
5.0 COMPUTER SIMULATION 
All studies of the practical behaviour of iterative detection 
processes using orthogonal groups of signal elements have been carried out 
by means of computer simulation. An ICL 1904A computer has been used 
and all programs written in FORTRAN IV. The use of a digital computer 
to simulate a system under investigation has two important advantages. 
Firstly, problems which are mathematically intractable may often be 
solved by simulating the problem by means of a computer. Secondly, 
simulation using a digital computer may often be very much cheaper than 
actually constructing the system under investigation. Furthermore, 
computer simulation is very versatile because major changes may be made 
to the system under investigation', simply by altering several statements 
in a program. 
There are, however, important limitation's on the use of a digital 
computer when it is employed to simulate a system. Although a digital 
computer may allow various parameters of a system to be determined without 
either building the system or applying mathematical analysis to a model 
of the system, the computer does not always allow a deep insight into the 
nature of the system. For example, although an iterative detection 
process may operate satisfactorily under certain conditions, the computer 
does not give the conditions under which the system will always work. 
This problem can, to a large extent, be mitigated by carrying out the 
computer simulation under a wide range of the possible conditions under 
which a practical system might operate. 
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An important aspect of the use of a digital computer to simulate 
a system is the accuracy to which a digital computer operates. Many 
digital computers use a 32 binary digit word to· represent a variable. 
This allows a variable to be specified to a precision of 1 in 232 or 
approximately, 1 in 1010 The system being simulated operates, in 
general, with circuits which give rise to a much lower precision than the 
digital comPuter, thus, occasionally, causing the model simulated on the 
computer to give falsely optimistic results. This is a problem of 
defining the model of the process being simulated rather than a limitation 
of the computer. The difference in precision between the computer and 
the system being simulated (were it to be built), must be remembered when 
interpreting the results of computer simulation. 
The first step in simulating a digital data transmission system is 
to set up a model of the system which behaves like the system being 
simulated. In this thesis, the model is that of a synchronous, serial, 
data transmission system using a time guard band between adjacent groups 
of signal elements. 
The arrangement is shown in Figure 2.1.1 and described in Section 4. 
The detector operates on the received values of each group of signal 
elements to obtain the vector X, which is an estimate of the element 
values of the group of elements. The following assumptions are made:-
1. The transmitter filter, transmission path and receiver filter, 
together form a baseband channel which has a sampled impulse 
response containing up to g + 1 non-zero components. The sampled 
impul~e response of the channel is zero at all other sampling instants. 
2. Unless otherwise stated, the receiver knows exactly the sampled 
i~pulse response of the channel and hence the m vectors· {Yi }. 
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3. The receiver and transmitter work in correct synchronism so that 
the receiver knows exactly the starting point of each group of 
received signal elements. Furthermore, there is no jitter in 
the sampling instants at the receiver. 
4., The noise at the input to the detector consists of sample values 
of statistically independent Gaussian random variables with a 
zero mean and a variance a2 • 
Two of the most important parameters associated with iterative 
detection processes using orthogonal groups of signal elements, are the 
number of data elements in a group, m, and the number of elements set 
to zero between adjacent groups, g. In a practical system g would be 
determined by the number of elements affected by intersymbol interference 
at the given rate of transmission measured in elements per second. 
Where the sampled impulse response of the channel varies with time, the 
value for g would be large enough to cope with the severest cases of 
intersymbol interference normally expected. The value of m would be chosen 
to make the ratio m:g as large as possible •. The time guard band 
between adjacent groups, gT, is the period when no data is being 
transmitted and it would clearly be advantageous to keep the ratio 
m:g as large as possible. Unfortunately, a very large value of m cannot 
be used to obtain a large value of the ratio m:g. As the magnitude of 
-m increases so does the complexity, ana hence cost, of the equipment 
required to implement the iterative detection process. For the purpose 
of computer simulation tests, m has been given the value 8 and g the value 
4. The value of g = 4 is regarded as a sensible choice because it is 
not so small that the effects of inter symbol interference become 
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negligible and it is not so large that the amount of computer time 
required to detect a group of signal elements is too great.* 
The value of m = 8 is chosen to be twice that of g so that the ratio 
of m:g is a reasonable value. Furthermore. when m = 8 there are 
2m = 28 = 256 possible values of Z (when z. has two possible values). l. 
and it is possible to transmit and detect each of these 256 different 
values ofZ during the course of one program run of about 100 seconds. 
An important parameter in the simulation of a data transmission 
system is the value of the channel sampled impulse response. It might 
be thought that a pseudo-random sequence could be chosen for the g + 1 
components. yo'Yl' .••••• yg. A channel whose sampled impulse response 
is a pseudo-random sequence exhibits phase distortion and very little 
31 
amplitude distortion. A channel exhibiting only phase distortion can be 
equalised by a linear transversal equaliser without any degradation in 
32 
the tolerance to additive noise. Many of the channels which will be 
experienced in practice will exhibit both amplitude and phase distortion. 
It is the effect of amplitude distortion which degrades the tolerance to 
noise of a detection process. 
There are. of course. an infinite number of possible baseband 
channels to choose from. each channel having its own particular phase and 
amplitude distortions. For this reason. a set of 11 channels has been 
chosen to represent a range of phase and amplitude frequency characteristics. 
* It is shown in Appendix A5 that the number of sequential arithmetic 
operations performed in the detection of a group of signal elements is 
proportional to m(g+l). Hence g affects the amount of time required to 
detect a group of signal elements. 
The sampled impulse responses of these channels are given in Table 5.0.1. 
One of these channels, Channel J, normally causes the data transmission 
system to have a lower tolerance to Gaussian noise, than do any of the 
other channels. Furthermore, it has been observed that whenever Channel J 
is used, the iterative detection process requires more cycles of iteration 
to reach sign convergence than when any of the other channels are used. 
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TABLE 5.0.1 
The set of selected channels for use in computer simulation tests 
CHANNEL SAMPLED IMPULSE RESPONSE 
A 0.0 0.0 1.0 0.0 0.0 
B 0.0 0.0 1.0 1.0 0.0 
C 0.0 0.0 1.0 0.0 1.0 
D 0.0 0.5 1.0 0.5 0.0 
E 0.0 0.5 1.0 -0.5 0.0 
F 0.0 0.0 1.0 0.5 0.5 
G 0.0 0.0 1.0 0.5 -0.5 
H 0.0 0.0 1.0 0,.66667 0.23570 
I 0.0 0.0 1.0 0.66667 -0.23570 
J 0.23570 0.66667 1.0 0.66667 0.23570 
K -0.23570 -0.66667 1.0 -0.66667 -0.23570 
5.1 Error probabilities and confidence limits 
In both a real data transmission system and the computer simulation 
of such a system, element errors caused by.the effect of· additive noise 
occur at random. For this reason the results of computer simulation tests 
do not give the precise tolerance to additive noise of a detection process. 
In all computer simulation tests the level of additive white Gaussian 
noise is adjusted to give an average error rate of 4 errors per 1000 
transmitted signal elements. This figure is rather higher than the 
average error rate which can be expected over the switched telephone network. 
However, a lower error rate.would have required a very large amount of 
computer time in order to gather enough results (i.e. element errors) for 
any conclusions to be meaningful. 
For a given measured value of the average element error probability 
p, the number of errors, q, obtained in a simulation test is given by: 
q = kp 
where k is the total number of signal-elements transmitted in a test. 
In all the systems tested the value of k for groups of eight binary 
elements was 8000. 
22,29 
It has been shown that if the errors are statistically independent 
q > 30, p «1, and if an accuracy of no better than 20% is required for a 
confidence limit, then it can be assumed that q has a Gaussian probability 
density with a mean ~ = q and a standard deviation of n = ;-q 
For a given value of p > 0, the 95%.confidence limits for the value of p 
22,29 
are now approximately: 
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where the limits are expressed as a deviation rrom the given value or p. 
In any tests with orthogonal groups or signal elements, there may 
be a high degree or dependence between the individual element errors or 
a group in a detection process. The result 'or this dependence is to 
reduce the efrective number or independent errors obtained in a test and 
so to widen the confidence limits. Thus, q in equation (5.1.1) does not 
represent the errective number or independent errors and, therefore, cannot 
be used to estimate the conridence limits. However, since the signal 
elements are transmitted in groups, the element errors in a group being 
completely independent rrom those or other groups, it is reasonable to ,assume 
that the errective number or independent errors in a test is equal to or 
greater than the number or groups or signal elements in error', and this 
value, provided that it is greater than 30, can be used in equation (5.1.2) 
to estimate the confidence limits ror a given value or p. 
From the computer simulation results, it has been round that the 
number or groups or signal elements in error, for any or the detection 
processes described in Section 4, remains rairly constant ror a given error 
probability p. The average value or the number or groups in error is thererore 
used to estimate the conridence limits ror a given value or p. The 95% 
conridence limits ror binary elements with m = 8, g = 5 and -3 p = 4 x 10 
are: 
+ 0.00335 ] deviation rrom the expressed as a 
- 0.00235 given value or p. 
or + 0.72 
1 
expressed as a deviation rrom the 
-0.90 given value or cr, expressed in dB. 
These values are taken from Reference 22 where the average number of 
groups of signals in error was 12. Thus, the figures quoted in this 
thesis for the tolerance to additive noise are subject to a tolerance 
of +0.7 or -0.9 dB for a 95% confidence limit. 
5.2 The results of computer simulation tests using Systems 2 to 21J 
In this section the results of computer simulation tests on 
iterative detection processes System 2 to 21J (as described in Section 4.7), 
are given. All simulation has been carried out in the absence of additive 
white Gaussian noise. As stated in section 5.0, the value of m = 8 
and g = 4 has been used throughout all computer simulation tests. 
The effect of additive noise on the performance of iterative detection 
processes is discussed in Section 5.3. 
The presentation of the results obtained from computer simulation 
tests on Systems 2 to 21J is not an easy task. The amount of investigation 
into each of the systems depended, largely, on how successful the system 
appeared. For this reason the amount of information given in this section 
on each of the systems investigated is variable. However, as System 2 
forms a basis for all the other systems investigated, more information is 
given on this system. When Systems 2J to 21J are presented, any departure 
from the behaviour of System 2 is noted. 
At the end of this section, the various iterative detection 
processes are compared on the basis of the maximum number of cycles of 
iteration required to achieve sign convergence when tne worst-case channel 
is used (Channel J). As the amount of time required to detect a group of 
.signal elements is proportional to the maximum number of cycles of 
iteration required to reach sign convergence (over all 2m possible values 
of Z), the comparison of Systems 2 to 21J on the above basis also gives a 
comparison in terms of the relative amount of time required to detect a 
group of signal elements. 
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5.2.1 Systems 2, 2J, 3, 3J. 
These four iterative detection processes have previously been 
28 
examined by Clark. the average value of IR - x(t)YI, 
the maximum value of 
In Graph 5.2.1 
IR - x(t)YI, and the average number of element 
errors per 1000 transmitted signal elements, are represented by traces 
a, b, c, respectively. As described in section 5.0 the values are 
averaged over the results obtained when each of the 
possible values of Z are used in a computer simulation test. 
The horizontal axis gives the number of cycles of iteration t. 
From Graph 5.2.1 it can be seen that the iterative process 
(System 2) converges rapidly for the first few cycles of iteration so that 
both the average and maximum values of IR - x(t)YI fall rapidly towards 
zero. After approximately 10 cycles of iteration, traces a and b approach 
the horizontal axis asymptotically. Trace c reaches 0 at 44 cycles of 
iteration which is, therefore, the maximum number of cycles of iteration 
required to achieve sign convergence for Channel J. 
These· graphs suggest that a great improvement in the number of 
cycles of iteration required to achieve sign convergence might be obtained 
if some suitable acceleration teChnique were used to continue the initial 
rapid convergence. 
In Graph 5.2.2 eight histograms are given, one for each of the 
. {x.(t)}. 8 for l. = 1,2, ••••• , • 
l. 
The width of each histogram (i.e. the 
shaded portion), represents the total number of times that that component 
\ 
of is in error, so that sign The results 
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given in Graph 5.2.2 are taken over all 256 possible values o~ Z ~or. 
System 2 with Channel J. The vertical axis gives ~, the iteration cycle 
number. Thus Graph 5.2.2 gives the position o~ component errors, within 
X, as iteration proceeds. There are two important observations ~rom 
Graph 5.2.2: 
1. While the average error rate (given in Graph 5.2.1 c) decreases 
monotonically as the iterative process proceeds, the average 
error rate ~or a given component o~ X(~) does not always 
decrease monotonically as ~ increases. This e~~ect is observed 
in x2 ' x3 and x6. It appears to occur early in the iterati~e 
process - below 9 cycles o~ iteration. 
2. The outer components o~ X, xl and x8' have ~ewer errors than 
the inner components. Furthermore, the outer components o~ X 
become error ~ree afier ~ewer cycles o~ iteration than the inner 
components. For example, xl is never in error a~ter 5 cycles o~ 
iteration and x8 is never in error a~ter·the ~irst cycle of 
iteration. After 31 cycles o~ iteration only x3 has a ~inite 
probability of being in error (under the stated conditions of no 
noise and Channel J). Another 13 cycles o~ iteration must be 
carried out be~ore x3 may be used to reliably detect z3. 
It would se.em sensible to look ~or a technique which uses the 
~act that some components o~ X behave dif~erently to other 
components. 
System 12. 
This observation is tested in Systems 18J to 21J and 
\ 
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maximum magnitude of Ix. (t) I where 
~ In Graph 5.2.3 the 
sign(x. (t)) # sign(z. (t)) 
~ ~ 
for any i, 1 ~ i ~ 8 is plotted against the 
iteration cycle number t. The results are taken over all the 256 possible 
values of Z. The step-like behaviour of Graph 5.2.3 is due to the 
truncation of values of . {x. (t)} in error to multiples of 0 05 ~ . . 
(See Section 4.6.4), Thus Graph 5.2.3 gives the maximum discrepancy 
between any x. et) 
~ 
and z. where sign(x. (t1) # sign(z.) as a function 
~ ~ 1 
of iteration cycle number. 
It can be seen from Graph 5.2.3 that the maximum value of 
Ix. (t) I 
~ for x. ~ 
(t) in error, decreases monotonically as t increases. 
For example, after 10 cycles of iteration, no x· 1 
(t) 
which is in error 
has a magnitude greater than 0.35. Conversely, after 10 cycles of 
iteration a component of X(t) with a magnitude greater than 0.35 
could be used to reliably detect the correspondinv component of Z. 
Thus the magnitudes of the {x. (t)} may possiblY.serve as an indication 
1 
of the probability· of error in the detection of the corresponding {z. }. 
~ 
A comparison of Systems 2, 2J, 3 and 3J is made in Table 5.2.4. 
Gauss-Seidel iteration is used with over-relaxation both with and without 
Constraint J. When the over-relaxation factor is unity, 
System 2 = System 3 and System 2J = System 3J. 
It can be seen from Table 5.2.4 that the application of 
'over-relaxation to System 2 results in an increase in the rate of (sign) 
convergence of 16% over System 2 at a value of over-relaxation = 1.3. 
However, when Constra~nt J is used, an increase in the rate of convergence 
of 32% is obtained when the over-relaxation factor = 1.6. 
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From Table 5.2.4 it is clear that Systems 2 and 2J have 
approximately the same rate of convergence (44 and 43 cycles respectively). 
The application of Constraint J appears to improve the effect of 
over-relaxation. 
In Graphs 5.2.5 and 5.2.6 the average value of IR ~ x(~)YI 
as a function of ~ is given for various values of over-relaxation factor. 
It can be seen that the combination of Constraint J and over-relaxation 
greatly speeds up the rate of convergence of the average value of 
IR - x(~)YI. In the absence of Constraint J (Graph 5.2.5), a value for 
the over-relaxation factor of 1.9 leads to a much reduced rate of 
convergence. 
\ 
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Table 5.2.4 
The maximum number of cycles of iteration 
required to reach sign convergence as"a function 
of the overrelaxation factor, h, for Systems2 and 2J 
Maximum number of cycles 
Channel J of iteration for sign 
convergence 
System 2 System 2J 
Overrelaxatior Gauss-Seidel Gauss-Seidel 
factor No constraint Constraint J 
1.0 " 44 43 
1.1 41 38 
1.2 39 . 35 
1.3 37 33 
1.4 37 31 
1.5 41 30 
1.6 44 31 
1.7 >50 32 
1.8 >50 33 
"-
1.9 >50 35 
.. , 
- - " -
2.0 >50 >50 
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Graph 5.2.5 
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5.2.2 Systems 4 and 4J 
In System 4 the value of one or more of the {z.} 
1 
is known 
exactly at the receiver. This iterative process has been designed to 
examine the effect of an exact knowledge of one or more of the· {z.} 
1 
on the rate of convergence of the iterative process. In practice, it is 
unlikely that such a system will ever be used. However, a knowledge of one 
, 
or more of the {z.} may be obtained by using one or more of the 
1 
{x. } 
l. 
to detect the corresponding {z.}. It is for this reason that System 4 
1 
has been devised and investigated. 
Table 5.2.7 gives the maximum number of cycles of iteration 
required for sign convergence when one or two of the 
at the receiver. Only 4 of the C: possible pairs of 
{z.} 
1 
are known exactly 
{z.,z.} 
1 J 
have been 
examined. The results of Systems4 and 4J are presented side by side for 
the purpose of comparison. 
Where only one of the {z.} 
1 
is known, the maximum number of cycles 
of iteration is reduced from 44 (i.e. System 2) to 25 when z2 is known. 
This represents an improvement in the rate of convergence of 43% over 
System 2. It can be seen from Table 5.2.7 that the improvement obtained 
over System 2 is strongly dependent on the position within the vector Z 
of the component z. known at the receiver. 
1 
Where two components of Z 
are known at the receiver, a maximum value of 10 is obtained for the 
number of cycles of iteration to sign convergence. This compares very 
favourably with 44 for System 2. 
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It is immediately apparent from Table 5.2.7 that Constraint J 
has virtually no effect on the maximum number of cycles of iteration 
required to achieve sign convergence. However, it can be seen 
use of Constraint J approximately halves the average value of 
that the 
(R.) 
IR - X YI. 
In Table 5.2.7 the average value of IR - x(R.)yl is measured, 
when R. equals the maximum number of cycles of iteration required to achieve 
sign convergence. 
In Table 5.2.8 the maximum number of cycles of iteration required 
to reach sign convergence is given for each component of X. The results 
are obtained over all the·256 possible values of Z. The first row in 
Table 5.2.8 gives the results obtained for System 2 using Channel J, so 
that the results obtained for System 4 may be compared with the f'irst row. 
A zero entry in Table 5.2.8 shows that no cycles of iteration are required 
to reach sign convergence for some component of X. This is because that 
component of X was known correctly at the receiver before the start of 
iteration. 
The most important observation from Table 5.2.8 is that when the 
value of z. is known exactly at the receiver, the maximum number of cycles 
~ 
of' iteration reC).uired by x'· l ~- and to reach sign convergence, is 
reduced by comparison with System 2. The signif'icance of' this result is 
that if the receiver could be made to obtain, somehow, the correct detection 
'of z. from x., the convergence of the iterative process would be 
~ ~ 
speeded up, so that xi +l could be used to detect zi+l sooner than it 
would have been had not been detected. 
l03. 
TABLE 5.2.7 
CHANNEL 2J 
Component of Z known System 4 "- System 4J 
at the detector 
~l z2 z3 z4 z5 z6 z7 z8 Cycles to Average IR-xyl Cycles to Average IR-Xyl 
S.C. at S.C. S.C. at S.C. 
l 30 0.08 30 0.05 
l 25 0.09 25 0.05 
1 30 0.07 30 0.03 
.·l , 39 0.05 40 0.02 
l 40 0.05 40 0.02 
l." 32 0.06 32 0.03 
l· 29 0.08 29 0.04 
l 3l 0.08 3l 0.05 
l l 23 0.09 23 0.05 
l l 22 0.06 22 0.03 
l l l2 O.lO l2 0.05 
l l . lO 0.l4 n 0.07 
. 
Components o~ Z known 
at the detector 
zl z2 z3 z4 z5 z6 z7 z8 
1 
1 
1 
1 
1 
1 
1 
1 
1 1 
1 1 
1 1 
1 1 
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TAIlLE 5.2.8 
SYSTEM 4 CHANNEL 'J 
Cycles o~ iteration to 
component o~ X 
xl x2 x3 ·x4 x5 
6 19 44 33 22 
0 5 20 30 20 
2 0 7 25 22 
4 6 0 13 27 
4 18 11 0 9 
5 15 40 11 0 
5 17 20 32 10 
6 22 22 29 21 
5 20 31 22 25 
0 5 18 18 23 
2 0 7 22 2;b 
4 5 0 12 11 
3 10 4 0 0 
sign convergence ~or each 
x6 x7 x8 
32 13 1 , 
24 13 1 
23 12 1 
30 10 1 
39 13 1 
11 16 1 
0 5 1 
5 0 1 
15 2 0 
12 2 0 
4 0 1 
0 5 1 
2 8 1 I 
, 
i 
11 
1.05. 
5.2.3 System 5 
System 5 is also known as Constraint F. In Constraint F a 
component of X is compared with a threshold F. If the magnitude of the 
component is greater than or equal to that of.F, the component of X 
is accelerated to +z. or -z., the sign depending only on the sign 
l. l. 
of x •• 
l. 
The results of computer simulation using System 5 with Channel J 
are given in Table 5.2.9. This table gives the maximum number of cycles 
of iteration required to reach sign convergence (over all possible· {Z} 
as a function of F and of h, the over-relaxation factor. Where no 
over-relaxation is used (i.e. h = 1.0), a value of F = 0.8 gives 
a reduction of approximately 30% in the maximum number of cycles of 
iteration compared with System 2. When F is reduced to 0.7 the iterative 
process fails to converge. The failure to converge is because for 
F = 0.7 or less, values of x. where 
l. 
sign(x.) # 
J. 
sign(z.) 
. J. are 
accelerated to the wrong value. Clearly, the minimum usable value of F 
will be determined by the maximum magnitude of the inter symbol interference 
components in a component of X at the start of iteration. 
When over-relaxation is used, a maximum number of cycles of 
iteration to sign convergence of 25 can be obtained when F = 0.7 
-and h = 0.9 or F = 0.9, h = 1.2. This corresponds to a 43% increase 
in the rate of convergence over System 2. 
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Graph 5.2.9 
System 5. Channel J 
The maximum number of c~cles of iteration 
to reach sign convergence 
as a function of the overrelaxation constant 
hl and Fl the detection threshold used in Constraint F 
. 
00 
1.3 00 00 ~3 
00 1.2 00 
25 5 
00 27 28 8 
1.1 
00 33 43 43 
1.0 
25 38 
0.9 . 
h 
.8 
0.6 0.7 0.8. 0.9 1.0 
- ____ --))F 
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5.2.4 System 6 
In System 6 Gauss-Seidel iteration using System 2"is carried out 
for some number of cycles of iteration. On the next cycle of iteration 
one (or more) of the {x.} are set to +1 or -I, the sign depending 
~ 
only on the sign of x .. 
~ 
Iteration continues again as for System 2 
until another one of the" {x.} is set to 
~ 
+1 or -1. 
The results of computer simulation tests using System 6 are given 
in Table 5.2.10. The first eight columns give the iteration cycle number 
at which each of the" {x.} is set to +1 or -1. The ninth column 
~ 
gives the maximum number of cycles of iteration required to reach sign 
convergence using the parameters given in columns 1 to 8. 
The rows of Table 5.2.10 represent different computer simulation tests, 
in each case the parameters of columns 1 to 8 have been selected by trial 
and error. Computer simulation tests using both System 6 and System 6J 
have been carried out. It has been found that the application of Constraint 
J to System 6 does not affect the rate of convergence. From Table 5.2.10 
it can be seen that a best value of 10 can be obtained for the maximum 
number of cycles of iteration required to reach sign convergence. 
This result represents a 11% increase in the rate of convergence over 
System 2 when Channel J is used. 
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TABLE 5.2.10 
SYSTEM 6 CHANNEL J 
Cycle at which each z. is detected 
1. 
10 15 20 25 25 20 15 10 
10 12 17 22 22 17 12 10 
10 12 17 20 20 17 9 7 
10 12 16 16 16 16 9 7 
10 12 14 16 16 14 8 -7 
10 12 14 14 14 13 8 4 
10 11 12 13 13 12 8 4 
10 11 12 12 12 11 7 3 
8 9 10 10 10 9 3 1 
Maximum cycles to 
Sign Convergence 
21 
18 
17 
16 
15 
14 
13 
12 
10 
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This iterative detection process differs from all other 
detection processes discussed in this thesis. The aim of System 7J 
is not to speed up the rate of convergence of an iteration process, but, 
to simplify the design of the hardware of the iterative detector, 
(i.e. the electronic circuitry) of the receiver. In System 7 the value 
of Ax., calculated as in System 3J (i.e. Gauss-Seidel iteration with 
l. 
over-relaxation and Constraint J) is truncated to four significant bits. 
The results of computer simulation tests using System 7J. ' 
are given in Table 5.2.11. The tests have been carried out using Channel J 
with the minimum value of Jllx.J limited to 
l. 
-4 1 x 10 • That is, any 
value of llx. with a magnitude less than 
l. 
1 x 10-4 is set to zero. 
From Table 5.2.11 it can be seen that when h = 1.6 38 cycles of 
iteration are ~equired to achieve sign convergence. System 7J leads to 
a 29% reduction in' the rate of convergence over the corresponding 
System 3J. However, the increase in the speed of operation of the 
receiver (using fast 4 bit multipliers) will, in most cases, compensate 
for this small reduction in the rate of convergence of the iterative 
detection process. , 
Note that System 7, the truncation of llx. , 
l. 
can be applied to any of 
-the iterative processes discussed in this Section. 
Minimum /;x. 
J. 
1 x 10-4 
1 x 10-4 
1 x 10-4 
1 x 10-4 
1 x 10-5 
1 x 10-5 
1 x 10-5 
1 x 10-5 
1 x 10-6 
1 x 10-6 
1 x 10-6 
1 x 10-6 . 
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TABLE 5.2.11 
SYSTEM 7J CHANNEL J 
Over-Relaxation 
factor h 
1.0 
1.2 
1.4 
.1.6 
1.0 
-
1.2 
1.4 
1.6 
1.0 
1.2 
1.4 
1.6 
Maximum Cycles to 
Sign Convergence 
68 
42 
39 
38 
68 
41 
39 
38 
68 
41 
39 
38 
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5.2.6 Systems 8J, 9J, 10J 
These three iterative detection processes are dealt with 
together because they all employ some form of variable over-relaxation, 
the value of the over-relaxation factor being determined by some 
function of x. (~) 
J. 
and I1x. (HI) • 
l. 
The results of computer simulation 
using Systems 8J, 9J and 10J with Channel J are given in Table 5.2.12. 
For each system the relevant parameters are given, together with the 
maximum number of cycles required to reach sign convergence over all 
the 2m possible values of Z. 
In System 8J a best value of 17 for the maximum number of cycles 
of iteration required to reach sign convergence, has been obtained. This 
represents an increase in the rate of convergence of 61% over System 2. 
Note that the best result is obtained when Gll = 0.0 so that G12 is 
arbitrary. In this case System 8J corresponds to applying a constant 
(HI) 
multiplying factor of G13 to Xi . 
System 9J, which chooses the over-relaxation factor from one of 
two possible values, offers no advantage over System 3J as can be seen 
in Table 5.2.12. 
System 10J, ·like System 9J, uses two values for the over-relaxation 
factor. It can be seen from Table 5.2.12 that the best value for the 
-maximum number of cycles required to reach sign convergence is 24. 
This represents a 45% increase in the rate of convergence over System 2. 
The optimum values of.: G32 and G33 are 1.1 and 1.8 respectively. 
This result implies that very little over-relaxation should be used when 
(~) (HI) . 
xi. and, I1xi are of differing signs, and that a relatively large 
amount of over-relaxation should be used when x. (~) and I1x.(1+1) 
J. J.. 
are of the same sign. 
SYSTEM 8J 
Gn G12 G13 Cycles to Sign G21 G22 Convergence 
0.5 0.95 1.05 00 0.7 1.4 
0.5 0.90 1.10 00 0.7 1.5 
0.4 0.95 1.05 45 0.7 1.5 
0.35 0.98 1.05 24 0.5 1.0 
0.35 0.95 1.05 28 0.5 1.0 
0.35 0.93 1.05 44 0.5 1.5 
0.3 0.95 1.05 27 0.5 1.5 
0.25 0.95 1.05 22 0.5 1.5 
0.0 - 1.05 19 0.5 1.5 
0.0 - 1.06 18 0.2 1.3 
0.0 
- 1.07 17 0.2 1.4 
0.0 
-
1.08 17 0.2 1.5 
A 
0.2 1.5 
TABLE 5.2.12 
Cl!.ANNEL J 
SYSTEM 9J 
G23 Cycles to Sign Convergence .' 
1.5 32 
1.6 30 
1.7 31 
1.5 44 
1.8 44 
1.6 31 
1.7 33 
1.8 34 
1.9 35 
1.8 34 
1.5 32 
1.6 32 
1.6 33 
G32 
0.9 
0.9 
0.9 
0.9 
1.0 
1.0 
1.0 
1.0 
1.0 
1.1 
, 
1.1 
1.1 
1.1 
1.1 
. i'.2 
SYSTEM lOJ 
G33 
. 
1.5 
1.6 
1.7 
1.8 
1.5 
f 
1.6 
1.7 
1.8 
1.85 
1.5 
1.6 
1.7 
1.8 
1.9 
l.8 
Cycles to Sign 
Convergence 
29 
29 
29 
26 
25 
25 
25 
26 
27 
28 
27 
25 
24 
28 
?R 
i-' 
i-' 
I\l 
. 
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5.2.7 Systems 11 and 12 
Both of these iterative detection processes represent ways of 
overcoming the basic limitation of System 5, the limitation on the minimum 
magnitude of F. The results of computer simulation tests using System 11, 
where F is a function of the iteration cycle number, are given in 
Table 5.2.13. The first 20 values of F are given in Table 5.2.13 and all 
values of F after F20 are made equal to F20 • The results of 
computer simulation tests using System 12, where F is a function of the 
index number i of x. , ~ are given in Table 5.2.14. 
In both cases the values of F have been chosen by trial and error. 
The best value of the maximum number of cycles of iteration to sign 
convergence is 14 for System 11 and 10 for System 12. When Constraint F 
is used with a fixed value of F (System 5), the best value of the maximum 
number of cycles of iteration to sign convergence is 31. Clearly, making 
F a function of either the iteration cycle number or of the position of a 
component of X within X, offers a useful increase in the rate of convergence 
of the iterative detection process. 
5.2.8 Systems 13 and 14 
These two iterative detection processes are analogous to Systems 8J, 
9J and 10J which'use a variable over-relaxation factor, the value of the 
over-relaxation factor being a function of x. 
~ 
(1) 
and t:.x. (HI) . 
~ 
In System 14, Constraint F (i.e. System 5) is used, but F is chosen from 
one of two possible values. 
TABLE 5.2.13 
SYSTEM 11 CHANNEL J (0.23570 0.66667 1.0 0.66667 0.23570) 
Valua of F used at each cycle of iteration .. Maximum cycles to 
; Sign convergence 
0.9 0.9 0.9 0.9 0.6 0.6 0.6 0.6 0.6 0.5 0.5 0.) 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.4 16 
1.0 0.9 0.8 0.7 0.6 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 
0.8 0:8 0.8 0.8 0.7 0.7 0.7 0.7 0.7 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.6 0.5 22 
0.95 0.85 0.8 0.75 0.7 0.65 0.6 0.55 0.5 0.5 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 15 
i-' 
0.4 14 
i-' 
1.0 0.9 0.8 0.8 0.7 0.7 0.6 0.6 0.5 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 ..,.. . 
0.8 0 • .8 0.6 0.6 0.5 0.5 0.5 0.5 0.5 0.4 0.4 0.4 0.4 0.4. 0.4 0.4 0.4 0.4 0.4 0.4 
The parameters in the 6 rows in this Table have been chosen by trial and error. They are representative of 
many more values actually obtained in computer simulation tests. 
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TABLE 5.2.14 
SYSTEM 12 CHANNEL J 
1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
0.4 1.0 1.0 1.0 1.0 1.0 1.0 0.4 
0.2 1.0 1.0 1.0 1.0 1.0 1.0 0.2 
0.4 0.6 1.0 1.0 1.0 1.0 0.6 0.4 
0.4 0.6 0.8 1.0 1.0 0.8 0.6 0.4 
0.4 0.6 0.6 1.0 1.0 0.6 0.6 0.4 
0.4 0.6 0.6 0.8 0.8 0.6 0.6 0.4 
0.4 0.6 0.6 0.6 0.6 0.6 0.6 0.4 
0.3 0.6 0.6 0.6 0.8 0.8 0.6 0.3 
0.3 0.55 0.6 0.8 0.8 0.6 0.55 0.3 
0.3 0.5 0.6 0.8 0.8 0.6 0.5 0.3 
0.3 0.55 0.6 0.8 0.8 0.6 0.55 0.25 
0.3 0.55 0.6 0.8 0.8 0.6 0.5 0.2 
0.3 0.55 0.6 0.8 0.8 0.6 0.45 0.2 
0.3 0.55 0.6 0.8 0.8 0.6 0.45 0.2 
0.3 0.55 0.6 0.8 0.7 0.6 0.45 0.2 
0.3 0.55 0.55 0.75 0.75 0.6 0.4 0.15 
Maximum Cycles to 
Sign Convergence 
43 
25 
00 
20 
19 
19 
19 
'" 
16 
15 
00 
14 
13 
11 
00 
11 
10 
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The results of computer simulation tests using System 13 with 
Channel J are given in Graph 5.2.15 where the maximum number of cycles 
of iteration required to achieve sign convergence are given as a function 
of Fl and F2 • A best value of 28 for the maximum number of cycles of 
iteration is obtained when Fl = 0.80 and F2 : 0.75. The results 
given in Table 5.2.15 represent no significant increase in the rate of 
(sign) convergence over System 5, which uses a fixed value of F. 
System 14 applies Constraint F to three consecutive components of 
(HI) (HI) 
x. 1 ,x. , l.- l. x, X 
. (R.) 
i+1 Thus, x. l. 
(R.+1) is given the value 
+lz·1 or -lz·1 if x· l ' l. l. l.- X. l. and xi +l have magnitudes greater than 
Fl , .F2 and F3 respectively. The results of computer simulation tests 
are given in Table 5.2.16. From this table it can be seen that a best 
value of 9 for the maximum number of cycles of iteration to achieve 
sign convergence can be obtained when F = 0 35 1 ., 
This result is the best result yet obtained from any iterative detection 
process using Gauss-Seidel iteration as its basis. Note that when 
F3 : 0, System 14 is equivalent to applying Constraint F, 
with F = F2 , to 
(HI) 
when I (HI) I ~ Fl x. x. 1 l. l.-
5.2.9 S;zstem 15 
This iterative detection process involves only a modification of 
the order in which the· {x.} are dealt with and hence can be applied to any 
l. 
of the other detection processes described in Section 4.7. The results of 
computer simulation tests where System 15 (known as iteration using double 
sweep). is applied to Systems2, 2J, 3J, 5, 11 and 12 are given in Table 5.2.17. 
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As one cycle or iteration using System 15 requires approximately twice the 
work (i.e. the amount or mathematical computation) as a cycle or 
Gauss-Seidel iteration, all the results of computer simulation tests have 
had the actual number of cycles or iteration multiplied by 2 so that a 
comparison between System 15 and other iterative detection processes may 
readily be made. 
From Table 5.2.17 it can be seen that Systems 2, 2J, 3J and 5 
show a considerable improvement when double sweep is applied to them, 
whereas Systems 11 and 12 show little or no improvement. Systems 2, 2J, 3J 
and 5 show a 50% increase in the rate or convergence when double sweep is 
applied. An interesting reature or System 15 is illustrated in Histogram 
5.2.18. In this histogram two sets or computer simulation results are given. 
On-the lert are the results or iteration using System 2. The vertical axis 
represents the iteration cycle number and the horizontal axis represents the 
magnitude, Ix.l, or components which have an incorrect sign so that 
~ 
x .• z. ~ O. The numbers plotted on the graphs represent the total number or 
~ ~ 
components of X in error with a given magnitude at a given cycle number, 
over all possible values or z. The right hand graph gives the results 
obtained when double sweep is applied to System 2J. When the two graphs are 
compared it is immediately apparent that the use or double sweep (System 15), 
reduces the maximum magnitude or the components or X whose sign is in error. 
Two possible uses or this property are in the application or constraints to 
the - ex:'.} early in the iterative detection process or in the reduction or 
~ 
thresholds (e.g. F in System 5) so that the constraints may be made more 
errective. 
Fl 
1.0 30 33 32 
0.95 
0.90 00 31 
0.85 
0.80 00 32 28 
0.6 0.65 0.7 0.75 
GRAPH5.2.15 
SYSTEM 13 CHANNEL-J 
37 
31 
31 
0.8 0.85 
• 
The maximum number of cycles of iteration 
required to reach sign convergence as a 
function of thresholds Fl and F2 
43 
43 32 
F2 
0.9 0.95 1.0 
I-' 
I-' 
0> 
. 
0.0 0.6 
0.3 0.5 
0.3 0.55 
0.3 0.6 
0.3 0.6 
0.3 ·0.65 
0.35 0.5 
0.35 0.55 
0.35 0.6 
0.35 0.65 
0.35 0.65 
0.4 0.5 
0.4 0.6 
0.35 0.6 
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TABLE 5.2.16 
SYSTEM 14 CHANNEL J 
0.3 
0.3 
0.0 
0.0 
0.3 
0.1 
0.1 
0.0 
0.0 
0.0 
0.1 
0.4 
0.0 
0.1 
Maximum Cycles to 
Sign Convergence 
24 
24 
00 
10 
25 
18 
25 
00 
9 
16 
16 
20 
15 
13 
\ 
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TABLE 5.2.17 
SYSTEM 15 CHANNEL J 
System of Iteration 
2 Gauss-Seidel 
2J Gauss-Seidel, Constraint J 
3J Gauss-Seidel, Constraint J, Over-relaxation = 1.2 
3J Gauss-Seidel, Constraint J, Over-relaxation = 1.3 
3J Gallss-Seidel, Constraint J, Over-relaxation = 1.4 
5 Gauss-Seidel, Constraint F F = 0.9 
5 Pauss-Seidel, Constraint F F = 0.8 
5 Gauss-Seidel, Constraint F. -F = 0.7 
12 Gauss-Seidel with Constraint F as a function of 
element index 
F = 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 
F = 0.5 1.0 1.0 1.0 1.0 1.0 1.0 0.5 
F = 0.5 0.5 1.0 1.0 1.0 1.0 0.5 0.5 
F = 0.3 0.6 0.7 1.0 1.0 0.7 0.6 0.3 
F = 0.3 0.6 0.7 0.8 0.8 0.7 0.6 0.3 
11 Gauss-Seidel with Constraint F, with F as a function of 
iteration cycle number 
Maximum CYClE 
to Sign . 
Convergence 
32 
32 
20 
20 
24 
32 
32 
22 
32 
22 
14 
14 
14 
F = 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 16 
F = 1.0 1.0 1.0 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 14 
F = 1.0 1.0 1.0 0.5 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 12 
F = 1.0 1.0 1.0 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 10 
F = 0.8 0.8 0.8 0.5 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 0.4 10 
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Histogram 5.2.18 
SYSTEM 2 
Gauss-Seide1 Iteration 
Cycles of Iteration 
2 
4 
6 
8 
10 
12 
14 
16 
18 
20 
22 
24 
26 
28 
30 
32 
34 
36 
38 
0 
16 26 12 14 14 28 20 10 18 18 6 16 12 8 12 4 
28 18 17 27 22 26 20 6 
10 26 32 24 18 10 11 14 
9 37 12 30 12 14 6 12 
23 16 22 22 20 6 12 6 
18 18 26 14 6 16 8 2 
16 26 10 20 8 12 2 4 
20 16 16 12 10 6 4 2 
16 20 18 12 4 4 4 2 
14 18 12 10 4 6 2 2 
14 18 8 10 4 4 0 2 
12 18 8 8 8 0 2 
16 10 10 4 8 0 2 
14 8 8 10 2 0 2 
10 12 10 6 2 2 
14 12 2 8 0 2 
12 8 6 4 0 2 
14 2 6 4 2 
lO 14 4 4 2 
10 4 4 2 2 
10 6 2 4 
2 6 2 4 
4 4 2 4 
6 2 2 2 
6 2 2 2 
4 2 2 2 
4 4 2 
4 :2 2 
2 2 2 
4. 0 2 
4 0 2 
2 0 2 
0 2 2 
0 2 
0 2 
0 2 
0 2 
0 2 
.1 .2 .3 .4 .5 
Magnitude of x. when 
~ 
X.z. ~ 0 
~ ~ 
9 9 4 2 4 2 2 2 
2 2 
8 
.6 .7 
. SYSTEM 15 
Gauss-Seide1 Iteration 
with Double Sweep 
Cycles of Iteration 
2 56 42 36 14 2 
4 40 42 26 18 6 
6 34 28 26 14 4 
8 6 28 28 8 
10 16 26 24 
12 26 22 12 
14 20 18 8 
16 18 10 4 
18 18 8 2 
20 8 8 
22 16 4 
24 8 2 
26 6 
28 4 
30 2 
32 0 
0 .1 .2 .3 
Magnitude of Xi wher 
x :.7.. ~ 0 
~ ~ 
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5.2.10 System 16 
System 16, like System 15, involves only a change in the order in 
which the x. are dealt with. A subgroup of I components is formed from 
l. 
the group of m components· {x.} • The first subgroup of X is 
1 
the second subgroup is (x2 to XI +l », and so on. Each subgroup is used 
in an iterative process (which may be any iterative process based on 
System 2)* and the elements of the subgroup (xi to xI +i ) are each dealt 
with sequentially J times. This corresponds to iterating over the subgroup 
for J cycles of iteration. 
The results of iteration using System 16 with Channel J are given 
in Table 5.2.19 where 'span' gives the number of components in the subgroup 
and 'number of sweeps' gives the number of times the components of each 
subgroup are dealt with. The maximum number of cycles of iteration required 
to achieve sign convergence is given in column 3. As one cycle of iteration 
in System 16 is not equivalent (in terms of the numbe~ of sequential 
arithmetic operations) to one cycle of iteration using System 2, column 4 
gives the effective maximum number of cycles of iteration required to 
achieve sign convergence for System 16. In an effective cycle of iteration 
the same number of sequential arithmetic operations are carried out as would 
be carried out in one cycle of iteration using System 2. 
* When System 16 isfmentioned without any qualification, it is assumed 
that the basic iterative process is System 2, Gauss-Seidel iteration, 
modified as described above; 
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It can be seen from Table 5.2.19 that in no case is a better 
result obtained using System 16 than could have been obtained by System 2 
alone. The best result of 49 cycles of iteration to convergence is 
5 worse than the result of System 2. System 16 was originally devised 
to try to obtain an accurate estimate of xl or x2 early in the 
iterative process, so that these components could be used to detect 
zl or z2 and hence reduce the effective group size. A small amount of 
work was carried out to this end, but no useful results were obtained. 
Number of 
Sweeps 
2 
2 
2 
2 
3 
3 
3 
3 
4 
4 
4 
4 
Span of 
Sweeps 
2 
3 
4 
5 
2 
3 
4 
5 
2 
3 
4 
5 
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TABLE 5.2.19 
SYSTEM 16 CHANNEL J 
Cycles to Sign 
Convergence 
14 
10 
8 
7 
11 
8 
6 
5 
9 
7 
6 
5 
Effective cycles to 
Sign Convergence 
49 
52.5 
56 
61.25 
55 
60 
60 
62.5 
56 •25 . 
65.59 
75 
78.15 
125. 
5.2.11 System 17 
Computer simulation tests using System 17 (Aitken's delta squared 
24,45 . 
method), applied to Gauss-Seidel iteration have been carried out. 
As is usual in practice, Aitken's teChnique is not applied to the 
{x. (~)} until ~ is large enough to ensure 
l. 
for the successive approximations (~) x. , 
l. 
'reasonable' starting values 
x. (Hl), x. (H2) from which a 
l.. l. 
new improved estimate of x. 
l. 
is calculated. It has been found that 
whenever Aitken's method is applied to the Gauss-Seidel iterative process, 
25 
the iterative process fails to converge. Fox suggests that Aitken's 
method will not always work when there is strong interaction between the 
for i = 1,2, ..... ,m (i.e. inter symbol interference). 
Fox suggests that in this case Gauss-Seidel iteration with double sweep 
should be tried (i.e. System 15). Aitken's method has therefore been applied 
to System 15. The results of computer simulation tests also show that 
System 15 fails to converge when Aitken's method is used. 
Further investigation using Aitken's method was not carried out. 
It is probable that Aitken's delta squared technique fails because the 
three successive estimates of x., x. (~), x. (~+l), x. (~+2) do not show 
l. l. l. l. 
quadratic convergence, which is a necessary condition for the successful 
operation of Aitken's method. 
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5.2.12 Systems 18J, 19J, 20J and 21J 
System 18J is the basic iterative detection process from which 
Systems19J, 20J and 21J are derived. In System 18J iteration is carried 
out as for System 2J for a given number of cycles of iteration. 
At the end of the, say, Lth cycle of iteration, is detected from 
Xl' and the vector zlYl is formed and used to cancel the inter symbol 
interference components due to zl in R. The vectors X and XY are then 
reset to zero.and interation proceeds as above until each component of 
X has been cancelled. 
Computer simulation tests have been carried out using System 18J 
with Channel J. The average value of. IR - x(~)YI against iteration 
cycle number for System 18J is given in Graph 5.2.20, with L = 8. 
Graph 5.2.20 is of a form unlike the corresponding graph for all other 
iterative processes investigated, because of the peaks which occur in 
the trace each time the uncancelled components of X are reset to zero. 
Sign convergence using Channel J with System 18J is obtained after 
56 cycles of iteration. This is an improvement over System 2J because for 
System 18J the group size decreases as iteration proceeds. Thus, in this 
case the effective number of cycles of iteration is not 56 but: 
8 7 6 5 4 3 2 1 36 8 X ( 8 + 8- + 8 + 8 + 8 + 8 + 8 + 8 +) = 8 X (e-) = 36 cycles of iteration. 
The average value of IR ~ x(~)YI against the iteration cycle number, 
~, for System 19J is given in Graph 5.2.21. The only difference between 
System 18J and 19J is that in System 19J the {X. } 
l. 
are not reset to zero after 
each component of X is cancelled. Thus, after Xl has been cancelled the 
{x.} used in successive cycles of iteration always have a starting value 
l. 
obtained from the previous cycle of iteration.· The effect of not setting the 
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Graph 5.2.22 
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components of X to zero after cancellation can readily be seen from 
Graph 5.2.21. 
In System 20J the process of detecting zl and cancelling its 
intersymbo1 interference components from the received signal components of 
R, is taken a step further by using x to 'detect 
m 
z when 
m 
1S 
used to detect zl' Thus both outer components of X are used to detect 
both outer components of Z simultaneously. The average value of 
IR - x(t)yl as a function of t for System 20J is given in Graph 5.2.22. 
The number of cycles of iteration required to reach sign convergence for 
System 20J is 32 (Channel J). The effective number of cycles of iteration, 
remembering that the group size reduces by 2 after each process of 
'cance11ation, is: 
(8 + 6 + 4 + 2) = 20. 
Graph 5.2.23 shows the average number of element errors per 1000 
elements as a function of the iteration cycle number for Systems 18J, 19J 
and 20J. These graphs behave in a very similar way to the graphs of 
IR - x(t)yl for the corresponding iterative detection processes. 
System 21J is a modification of System 20J. In Systems 18J, 19J 
and 20J the number of cycles of iteration, L, between successive operations 
bf detection and cancellation is constant. In System 21J the number of 
cycles of iteration between each operation of cancellation and detection 
can be made a parameter of the detection process. The results of computer 
• I 
simulation tests using System 21J are given in Graph 5.2.24. The average 
132. 
value o~ IR - x(i)yl and the number o~ element errors per 1000 elements, 
both as a ~ction of the iteration cycle number, is given ~or Channel J. 
xl and x2 are cancelled at 6 cycles of iteration, x2 and x7 at 
B cycles o~ iteration, x3 and x6 at 9 cycles of iteration and x4 
and x5 at 10 cycles o~ iteration. The total number o~ cycles o~ iteration 
required to achieve sign convergence is: 
642 6 + 2'"8 + 1."8 + 1."8 = Ba cycles. 
This result represents the smallest number of cycles o~ iteration to sign 
convergence o~ all the detection processes investigated. The result 
represents a ~ive-~old increase in the rate o~ convergence over System 2J. 
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5.2.13 Conclusions 
In order to compare the rate of convergence of iterative detection 
processes 2 to 21J, Table 5.2.25 has been designed to show the maximum 
number of cycles of iteration required to reach sign convergence for each 
of the detection processes when Channel J is used. To enable the reader 
to interpret Table 5.2.25 without referring to the detailed description 
of each system of iteration, Table 5.2.26 gives a summary of the salient 
features of Systems 1 to 21J. As many of the iterative detection processes 
investigated rely on some parameter or parameters, the value of the 
parameter(s) used to obtain the result given in column 2, is given in 
column 3. The first entry, System l,the optimum detection process, has 
the value of 128 cycles of iteration required to achieve sign convergence. 
(See Appendix A5 for the derivation of 128). This result is obtained by 
comparing the number of sequential operations performed in System 1 with the 
number of sequential operations performed in a cycle of Gauss-Seidel 
iteration. It can readily be seen that System 1 is considerably slower than 
System 2, (hence the reason for the present line of research). 
From Table 5.2.25 it can be seen that nearly all the iterative detection 
processes show an improvement over System 2 (unmodified Gauss-Seidel 
iteration). Several of the processes show a fourfold increase in the rate 
of convergence over System 2, while System 21J shows a fivefold increase 
in the rate of convergence over System 2. In general, the two most 
effective techniques of speeding the rate of convergence of the Gauss-Seidel 
process are the use of Constraint F (Systems 12 and 14), and systems which 
detect a signal element and then cancel its intersymbol interference in 
neighbouring components (Systems 6 and 21J). Better results may well be 
135. 
obtained by combining various features of two or more iterative detection 
processes. For example, Constraint F could be applied to System 21J. 
This is a field where further work may prove fruitful. However, the 
results presented in this section have all been obtained in the absence 
of additive white Gaussian noise and there is no guarantee that, when 
noise is used in simulation tests, the advantages of systems such as 
14 and 21J will not be offset by a reduced tolerance to additive noise. 
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Table 5;2.25 
A Comparison of Systems 1 to 21J on the basis of the 
number of cycles of iteration required to reach sign 
convergence when Channel J is used 
System Cycles to Sign 
Convergence 
Parameter(s) used in the 
detection process 
1 
2 
2J 
3 
3J 
4J 
5 
6 
·7J 
8J 
9J 
10J 
11 
12 
13 
128 
44 
43 
37 
33 
25 
10 
31 
25 
10 
38 
17 
30 
24 
14 
10 
28 
h = 1.3 
h = 1.5 
x2 known 
x4' x5 known 
F = 0.8 
F = 0.9, h = 1.2 
];I. = 1. 6 
Gll = 0.0,G12= -,G13 = 
G21 = 0.7, G22 = 1.5 
G32 = 1.1, G33 = 1.8 
F1 = 0.8, F2 = 0.75 
1.07 
14 9 F1 = 0.35, F2 = 0.6, F3 = 0.0 
15 
16 
17 
18J 
19J 
20J 
21J 
20 
32 
22 
10 
56 
36 
36 
20 
8.25 
System 3J h = 1.3 
System 2/2J 
System 5 F = 0.7 
System 11 
Span = 1, sweep = 2 
\ 
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Table 5.2.6 
Summary of the salient features of Systems I to 2lJ 
System 
1 
2 
2J 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18J 
19J 
20J 
2lJ 
Features 
Outimum detection process where the receiver knows the {1 z. I} and the {Y.} 
J. J. 
Gauss-Seidel iteration : optimum estimation process 
Gauss-Seidel iteration with Constraint J : 
" " " " overrelaxation 
One or more {z.} known at the receiver 
J. 
Constraint F : if Ix.I~F. x.+lz.1 sign{x.} 
l. 11 1 
-Iz. kq:lz·1 J. J. J. 
6x.+6x. * h J. J. 
x. is set to ±z. at some fixed point during the iteration, 
J. J. 
6xi is truncated 
I {NI} I If xi ~G11' 
I { ,1, } I If xi <G2l 6xi+ 6xi * G22 
Constraint F F is a function of the iteration cycle number 
" " F is a function of i in x. J. 
" " Two values of F used 
" " Three values of Fused 
Double Sweep iterate from xl to x • then x to xl m m-l 
Iterate over a subgroup of I components J times 
Aitken's method: use three successive values of x. (R.) to 
improve estimate. J. 
Detection and cancellation {x.}+ 0 after cancellation 
J. 
" " " {xi} not reset after cancellatio: 
" " " x •• x '+1 cancelled simultaneou: J. m-~ 
" " " variable number of cycles between 
correlations. 
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5.3 The tolerance to additive white Gaussian noise of the 
iterative detection processes 
The effect of additive noise on the performance of ten of the 
iterative detection processes has been determined by means of computer 
simulation. For each detection process and for each channel, the level 
of noise has been adjusted to produce an average error rate of 4 elements 
per 1000 transmitted signal elements. The results are given in Table 5.3.1. 
Each result is expressed in dB with respect to Channel A (the channel which 
introduces no intersymbol inte'rference). The first two columns of results 
in Table 5.3.1 represent the upper and lower limits respectively, for the 
results obtained using detection processes 2J to 21J. It can readily be 
seen from Table 5.3.1 that where a channel introduces little attenuation 
distortion, e.g. Channel E, there is little variation in the tolerance to 
additive noise of the detection processes 2J to 21J. However, where a 
channel introduces'considerable attenuation distortion, e.g. Channel J, 
there is a marked variation in the performance of the detection processes. 
In order to simplify the interpretation of the results given in 
Table 5.3.1, the tolerance to additive noise of each of the detection 
processes, System 1 to 21J when Channel J is employed, is given in Table 
5.3.2. The entries in Table 5.3.2 are expressed in dB, relative to the 
'optimum detection process, System 1. It can be seen from Table 5.3.2 
that there is a wide varia.tion in the performance of the various 
detection processes. In general, the oetection processes involving' 
i 
variations of Constraint J, Systems 2J, 6, 7J, 10J, 12, and 15J, achieve 
a tolerance to additive white Gaussian noise approximately 9 dB worse 
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than the optimum detection process, but approximately 4 dB better than 
the process of optimum linear estimation, System 2. Systems 19J and 
21J achieve a tolerance to additive noise of only 3 and 4 dB respectively 
below that of the optimum detection process, and a tolerance to additive 
noise of 6 and 5 dB respectively above that of the detection process using 
* Constraint J. For this reason, detection processes involving the 
detection of the {z.} and the removal of their inter symbol interference 
~ 
effects in a received group of signal elements (see Systems l8J, 19J, 
20J and 21J) , are well worth further investigation. When it is remembered 
that System 21J also requires less sequential arithmetic operations to be 
perrormed in the detection of a group of signal elements than most of the 
other detection processes (Section 5.2), System 21J may be considered, 
potentially, the most cost effective detection process of all the 
systems investigated. Furthermore, System 21J may well yield improved 
results if some of the techniques used in Systems 3 to 17 are applied to it. 
* Systems 19J and 21J themselves use Constraint J. However, these systems 
are distinct from Systems 2J, 6, 7J, lOJ, 12 and l5J because the former 
. I 
systems employ detection and cancellation of the . {z.} while the latter 
~ 
systems do not. 
TABLE 5.3.1 
~, ...., ...., ...., 
...., ...., 0 C\J l!"\ 0\ .-I 
.-I C\J C\J l!"\ t- .-I .-I .-I .-I C\J 
~ ai ai ai ai ..,. ai ai ai ai ~ 8 8 8 8 8 8 8 8 8 
'" '" '" '" '" '" '" '" '" '" >< >< >< >< >< >< >< >< >< >< 
'" '" '" '" '" '" '" '" '" '" 
CHANNEL dB dB dB dB dB dB dB dB dB dB 
A 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 
B -1.2 -5.7 -2.2 -1.9 -2.2 -2.2 -1.8 -2.1 -1.6 -1.5 
C -0.6 -3.1 -1.8 -1.5 -1.4 -1.5 -1.2 -1.5 -1.2 -0.8 f-' -I='" 
0 
. 
D -2.5 -13.5 -6.5 -5.8 -6.5 -6.4 -5.6 -7.0 -3.4 -3.6 
E -0.1 -0.5 -0.2 -0.0 -0.0 -0.2 -0.0 -0.4 -0.0 -0.0 
F -0.6 -2.8 -1.8 -1.5 -1.5 -1.5 -1.0 -1.5 -1.5 -1.0 
G -0.1 -2.4 -0.8 -0.5 -0.8 -0.7 -0.5 -0.8 -0.6 -0.5 
H -0.8 -3.1 -2.1 -1.5 -1.6 -1.8 -1.2 -1.8 -1.2 -1.2 
I -0.1 -3.7 -1.1 -0.7 -1.1 -1.0 -0.7 -1.0 -0.7 -0.7 
J -4.4 -17.3 -13.5 -13.0 -13.5 -13.5 -13.0 -14.7 -7.5 -8.4 
K -0.8 . -5.0 
-2.5 -2.1 -2.5 -2.7 -2.1 -2.7 -1.8 
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TABLE 5.3.2 
COMPARISON OF DETECTION PROCESSES WHEN CHANNEL J IS USED AND THE 
NOISE LEVEL ADJUSTED TO GIVE 4 ERRORS PER 1000 ELEMENTS 
Detection Process Noise Re1. System 1 
1 0.0 
2 -12.9 
2J -9.1 
6 -8.6 
7J -9.1 
10J -9.1 
12 -8.6 
15J -10.3 
19J -3.1 
21J -4.0 
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6.0 ITERATIVE DETECTION PROCESSES EMPLOYING A VARIABLE NUMBER OF 
CYCLES OF ITERATION 
The various iterative detection processes described i.n Section 4 
all have one important feature in common. Each of the iterative 
detection processes performs a fixed number of cycles of iteration, say 
L, at the end of which the are used to detect the {Z.}. 
J. 
The value of L is constant for each detection process, and·is not 
dependent on the actual value of the channel sampled impulse response, 
or the level of additive noise at the input to the receiver. 
As the time required to detect a group of signal elements is a function 
of L, the value of L should. be as low as possible. For a practical system 
the value of L is the smallest number of cycles of iteration which allows 
sign convergence under the worst conditions experienced in practice. 
Here, sign convergence means that an increase in the number of cycles 
of iteration does not alter the signs of the {x.} , 
J. 
and hence does not 
reduce the probability of error in the detection of the {z.} . 
J. 
An illustration of the problem of selecting a suitable value of 
L is given in Graph 6.0.1. Here, the average element error rate per 
1000 signal elements is plotted against the iteration cycle number. 
The iterative detection process is 2J, and the level of additive noise has 
been adjusted to produce an average error rate of 4 element errors 
per 1000 elements after a large number of cycles of iteration. 
Two graphs are plotted, one for Channel J and one for Channel B. 
From Graph 6.0.1 it can be seen that when Channel B is used, approximately 
1:43. 
8 cycles of iteration are required to reach the point where further cycles 
of iteration yield no significant improvement in the average element 
error rate. However, when Channel J is used, the average element 
error rate is still falling after .50 cycles of iteration. Clearly, if 
a large number of cycles of iteration is performed so that the detection 
process converges satisfactorily under all possible conditions, on some 
occasions the receiver is carrying out the iterative detection process 
long after reliable detection has become possible. , 
. Even when, for a given channel, a large number of cycles ot 
iteration'is required to aChie've sign ,convergence (in the absence of noise) 
for all the 2m possible values of Z, there are many values of Z which need 
only a few cycles of iteration to achieve sign convergence. simulation 
has been carried out using System 2 and transmitting each of the possible 
values of Z in the absence of noise. The results for Channel J are plotted 
in Graph 6.0.2. The vertical axis denotes the percentage of the groups 
which contain one or more element errors at the end of each cycle of 
iteration. It can be seen that while 44 cycles of iteration are 
required to achieve sign convergence for some of the possible values of 
Z, 90% of the values of Z result in sign convergence within 24 cycles of 
iteration. 
From Graphs 6.0.1 and 6.0.2 it is obvious that the number of 
'cycles of iteration required to achieve sign convergence is a function of 
both the channel sampled impulse response and the value of Z. It is 
tempting to ask whetQer this property can be exploited by using an 
iterative detection process which employs a variable number of cycles of 
144. 
iteration in the detection of ' a group of signal elements. If such a 
scheme is used, two problems must be solved. Firstly, how does the 
receiver know when to stop iterating? Secondly, how does a receiver 
which re~uires a variable amount of time to detect a group of signal 
elements, operate with a transmitter which transmits groups of signal 
elements at regular intervals? 
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6.1 Methods of terminating the iterative process 
Computer simulation has been carried out using Systems 2, 2J, 
3J and 12, in the absence of additive noise'. In each case Channel J 
is used throughout the course of simulation. At the end of each cycle 
of iteration, the {x. (~)} are compared with the corresponding {z.}. 
1 1 
If any of the {x. (~)} are in error, another cycle of iteration is 
1. 
performed. When all the . {x. (~)} have the same signs as the corresponding 
1 
: {z.}, iteration is stopped and the value of ~ noted. A new' value of Z 
. 1 
is then generated and the entire sequence of operations repeated. 
For each system of iteration, two parameters are measured. 
The first is the maximum number of cycles of iteration that are required 
to reach sign convergence when all the 256 possible values of z are 
generated during the course of a computer simulation test. This p~rameter 
corresponds to the largest value of~. The second parameter is the 
average value of ~; averaged over the 256 values of ~ obtained from 256 
computer simulation tests, when each of them uses a different value of 
Z. The maximum value of ~, the average value of ~, and the ratio of 
these two quantities for each of the four systems examined, are given 
below. 
SYSTEM MAXIMUM 
CYCLES 
2 44 
2J _43 
3J 30 
12 12 
AVERAGE 
CYCLES 
10.6 
9.1 
6.8 
4.9 
MAX./AVE. 
4.2 
4.7 
4.4 
2.5 
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In each case the average number of cycles of iteration is very much 
less than the maximum number of cycles of iteration. These results for 
the average number of cycles of iteration represent the upper limit to 
the advantage gained by stopping iteration when further iteration does not 
reduce the probability of error in the detection of a signal element, 
(in the absence of additive noise). These figures cannot be achieved 
in practice because the receiver does not know the {z.} and hence cannot 
~ 
stop iterating at the optimum value of 2 (that is the minimum value of ~ 
for which sign {Xi (2}} = sign {zi} for i = 1,2, ••••• ,m). 
Any method of stopping the iterative process must make use of only 
R, X and Y, which are known exactly at the receiver. Two methods of 
terminating the iterative process have been examined. In the first method 
the magnitudes of the {x. (2}} are used, and in the second method the 
~ 
magnitude of !R - X(~}Y! is used. The first method is referred to as 
TEST 1, and the second method is referred to as TEST 2. 
TEST 1 
At the end of the 2th cycle of iteration the {x. (~}} with the 
~ 
smallest magnitude for i = 1,2, ••••• ,m, is compared with a positive 
con~tant sl. If the smallest . {!xi (2}!} is greater than sl' the 
iterative process is terminated, otherwise another cycle of iteration is 
performed. 
In the absence of·additive noise, TEST 1 seems intuitively 
reasonable. Where the iterative process converges so that the 
tend to the corresponding {z.} 
l. 
for large enough values of 2, a value 
of sI close to 1 z·1 may be expected to terminate the iterative process l. 
without introducing errors. However, in the presence of additive noise, 
the· {x.(2)} do not converge to the {z.}, but to the point in the 
l. l. 
subspace spanned by the {Y.} which lies at the foot of the perpendicular 
l. 
from R to this subspace. 
13,21,22 
In this case some of the may converge to values close to 
zero so that the condition 
i = 1,2, ..•.. ,m 
is never satisfied. Where this happens a limit must be placed on the 
number of cycles of iteration permitted in the detection of a group of 
signal elements. 
TEST 2 
At the end of the 2th cycle of iteration, the Euclidean distance 
in signal space between Rand x(t)y is formed. .The value of IR - x(2)YI 
is then compared with a constant s2. If IR - x(2)YI < s2 the iterative 
process is terminated. In the absence of additive noise, R lies in the 
subspace spanned by the . {Y.} so that, for a sufficiently large value of 
l. 
2, IR - x(2)YI can be reduced to some arbitrarily small value 
(assuming a convergent iterative process). 
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As a detection error can only occur when . ( i) x. 
l. 
is on the opposite 
side of the detection threshold to z •• the minimum difference between 
l. 
x. 
l. 
( i) 
and z. (when x.(i) is in error). is IZl..I. For this reason l. l. 
the value of tR - x(i)yl . can always be used to stop iteration without 
introducing errors. In the presence of additive noise. the term 
IR - x(i)yl converges to the length of the perpendicular from R to 
the subspace spanned by the· {y.}. In this case (as with TEST 1). l. 
TEST 2 is sometimes never satisfied and a limit must be placed on the 
number of cycles of iteration which may be used in the detection of 
a group of signal elements. 
The problem of using an iterative detector. which uses a variable 
amount of time for the detection of a group of signal elements. with a 
transmitter which transmits groups of signal elements at regular intervals. 
may be solved by using a buffer store. There is. of course. a buffer store 
already associated with an iterative detection process. Clearly. a 
receiver must hold the incoming {r.}. the received sample values. while 
l. 
the receiver is processing the previously received group of signal elements. 
This is simply because each group of signal elements is transmitted 
serially. component by component. but the received components are used 
simultaneously in a detection process. As each group of signal elements 
(i.e. the sample values. r l • r 2 •..•..• rn) are received at regular 
intervals nT. they are stored in a buffer. The buffer store has the form 
of a first-in-first-out (F.I.F.O.) store and constitutes a queue of groups 
of signal elements waiting to be detected. A first-in-first-out store is 
that form of storage where items are removed from the store in the same 
order as that in which they are put in the store. 
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As each group o~ signal elements is received, it is placed at the back o~ 
the queue. When the receiver is ready to detect the next group o~ signal 
elements, a command is sent to the bu~fer and the group of signal elements 
at the ~ront o~ the queue is passed to the receiver. The groups of signal 
elements waiting in the queue are then all moved one place ~orward. 
For any practical system, it is necessary to know the length o~ 
the bu~~er (i.e. the maximum number o~ groups o~ signal elements which it 
can accommodate). A buf~er which is too short will o~ten over~low so that 
there is no room le~ in it ~or incoming groups of signal elements. 
A bu~fer which is too long is inefficient and needlessly expensive. No work 
has yet been ~one on calculating the 'optimum buffer length. The optimum 
buf~er length may be calculated using queuing theory, or may be determined 
by means o~ computer simulation. 
6.2 Simulation using a buf~er store 
Computer simulation using a variable number of cycles of iteration 
has been initially carried out in the absence of additive noise. Channel J 
'only is used and iterative detection processes 2, 2J, 3J and 12 are examined. 
The results o~ simulation are given in Tables 6.2.1 and 6.2.2. In Table 
6.2.1 the results are given for simulation using TEST 1 to terminate the 
iterative process, and in Table 6.2.2 the results using TEST 2 are given. 
TEST 1 or TEST 2 is not applied at the end of each cycle o~ iteration, but 
at the end o~ every 4 or 6 cycles of iteration. The number of cycles 
between successive applications o~ TEST 1 or TEST 2 is given in the"column 
headed D. The purpose o~ applying TEST 1 or TEST 2 at the end o~ every 
4 or 6 cycles o~ iteration is twofold. Firstly, it reduces the amount of 
computation required. Secondly, TEST 1 sometimes produces errors (in the 
absence o~ noise) when applied at the end o~ the first 2 or 3 cycles o~ 
iteration. 
" .. 
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'TABLE 6.2.1 
TEST 1 ITERATION CARRIED OUT IN BATCHES OF D CYCLES AND STOPPED WHEN 
ALL {Ixil} ~ SI 
System D S. Max. Ave. Max.Cyc1es Errors Max. 
l. ~ Cycles Cycles Ave. 
Gauss-Seide1 
System 2 4 0.2 64 18.2 3.51 YES 
4 0.3 76 26.1 2.90 NO 
4 0.4 88 34.8 2.53 NO 
4 0.6 120 59.4 2.02 NO 
6 0.2 66 '20.8 3.17 YES 
6 0.3 78 27.7 2.81 NO 
6 0.4 90 36.0 2.50 NO 
6 0.6 120 59.9 2.00 NO 
Gauss-Seidel 4 0.2 64 14.4 4.45 YES 
Constraint J 4 0.3 76 19.2 3.96 YES System 2J 
4 0.4 88 23.4 3.77 NO 
4 0.6 124 33.4 3.72 NO 
6 0.2 66 16.8 3.93 YES 
6 0.3 78 20.8 3.76 NO 
6 0.4 90 24.3 3.71 NO 
6 0.6 120 34.6 3.64 NO 
Gauss-Seidel 4 0.2 36 9.2 3.93 YES 
Constraint J 4 0.3 44 11.3 3.88 YES H = 1.5 
System 3J 4 0.4 48 13.0 3 •. 70 NO 
4 0.6 56 15.9 3.52 NO 
6 0.2 36 10.5 3.43 YES 
6 0.3 44 12.6 3.33 NO 
6 0.4 48 14.1 3.40 NO 
6 0.6 54 17.1 3.17 NO 
Gauss-Seidel 4 0.2 20 6.1 3.27 YES 
Constraint F 4 0.3 24 8.2 3.93 NO F a function of 
(x. ) 
l. 
4 0.4 24 9.0 2.66 NO 
.3.6.6.8.8.6.6.3 4 0.6 24 9.7 2.49 NO 
System 12 6 0.2 24 8.5 2.81 YES 
6 0.3 24 9.2 2.61 NO 
6 0.4 24 10.1 2.38 NO 
6 0.6 24 11.0 2.19 NO 
I' 
I R-XY I 
0.58 
0.42 
0.32 
0.18 
0.38 
0.35 
0.28 
0.14 
0.54 
0.40 
0.38 
0.29 
0.37 
0.31 
0.31 
0.17 
0.88 
0.88 
0.29 
0.24 
0.35 
0.31 
0.21 
0.21 
0.74 
0.57 
0.37 
0.34 
0.49 
0.49 
0.49 
0;21 
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TABLE 6.2.2 
TEST 2 ITERATION CARRIED OUT IN BATCHES OF D CYCLES AND STOPPED WHEN 
IR - Xyl Ii s2 
System D S2 . Max. Ave • Max.Cycles Errors ·Min. Ix·1 
Cycles Cycles Ave. l. 
Gauss-Seidel 4 0.2 20 10.8 1.85 YES 0.011 
iteration with 4 0.1 72 29.2 2.47 NO 0.206 
no constraints 
System 2 4 0.05 132 68.3 1.93 NO 0.603 
6 0.2 24 11.3 2.12 YES 0.002 
6 0.1 72 30.1 2.39 NO 0.206 
6 0.05 132 69.3 1.91 NO 0.603 
Gauss-Seidel 4 0.2 20 9.3 2.14 YES 0.004 
iteration with 4 0.1 68 23.8 2.86 NO 0.233 Constraint J 
4 0.05 128 41.0 3.12 NO 0.616 
System 2J 
6 24 0.004 0.2 10.1 2.37 YES 
6 0.1 72 24.5 2.94 NO 0.217 
6 0.05 126 42.2 . 2.98 NO 0.617 
Gauss-Seidel 4 0.2 20 8.1 2.47 YES 0.0004 
iteration with 4 0.1 40 13.5 2.97 NO 0.256 Constraint J 
and over- 4 0.05 60 18.5 3.24 NO 0.629 
relaxation 
h = 1.5 6 0.2 18 9.0 2.00 YES 0.0004 
System 3J 6 0.1 42 14.5 2.89 NO 0.280 
6 0.05 60 19.5 3.08 NO 0.634 
Gauss-Seidel 4 0.2 20 9.4 2.13 YES 0.004 
iteration with 4 0.1 24 10.3 2.34 NO 1.00 Constraint F 
where F is a 4 0.05 24 10.3 2.34 NO 1.00 
!'unction of 
-element number 6 0.2 18 10.5 1.72 NO 0.004 
F=.3.6.6.8.8 6 0.1 24 11.3 2.12 NO 1.00 
.6.6.3 
System 12 6 0.05 24 11.3 ·2.12 NO 1.00 
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. The results, obtained by·computer simulation, given in Tables 
6.2.1 and 6.2.2, are the average and the maximum number of cycles of 
iteration, both results taken over the 256 values obtained when each of the 
256 possible values of Z is used in the simulation. The column headed 
'errors' indicates the occurrence of errors in the detection of the {z.} 
l. 
when iteration is stopped by using TEST 1 or TEST 2. For each system of 
iteration, the minimum average number of cycles of iteration where no 
errors were recorded, is given below. 
SYSTEM TEST 1 TEST 2 
Max. Ave. Max. Cycles Max. Ave. Max.Cycles 
Cycles Cycles Ave. Cycles Cycles Ave. 
2 76 26.1 2.9 72 29.2 2.5 
2J 88 23.4 3.8 68 23.8 2.9 
3J 48 13.0 3.7 40 13.5 3.0 
12 24 8.2 2.9 24 10.3 2.3 
From the above results it can be seen that TEST 1 and TEST 2 
appear to give similar results when used to terminate an it~rative detection 
process. Furthermore, the values given for the average number of cycles of 
iteration represent improvements over the corresponding iterative processes, 
where the number of cycles of iteration, performed during the detection of 
a group of signal elements, is fixed. 
Further simulation has been carried out, both in the presence and 
absence of additive noise, using all the channels given in Table 5.0.1. 
In each case, Gauss-Seidel iteration with Constraint J (System 2J) is used, 
and iteration is terminated when TEST 1 is satisfied. Where simulation is 
carried out in the presence of additive noise, the noise level is adjusted 
to produce approximately 4 errors per 1000 transmitted signal elements. 
TEST 1 is applied after the fifth cycle of iteration, and thereafter at the 
end of each cycle of iteration until TEST 1 is satisfied, or the maximum 
permitted number of cycles of iteration is reached. 
The results of computer simulation tests (in the absence of noise) 
are given in Table 6.2.3. Three values of sl' 0.3, 0.4 and 0.6 are used. 
The average number of cylesof iteration recorded when most of the channels 
are used in computer simulation is 5. When Channels D and J are used, 
the average number of cycles of iteration is 7.2 and 23.0 respectively when 
sl = 0.4. These results demonstrate the way in which an iterative 
detector employing a buffer store may respond to different channels. In all 
computer simulation tests, no errors have been detected in the absence of 
additive noise. 
The results of simulation in the presence of additive noise are 
given in Table 6.2.4. For reasons stated earlier a limit must be placed 
on the number of cycles of iteration which may be performed in the detection 
of a group of signal elements. In Table 6.2.4 the results of simulation 
using limits of 40 and 100 cycles of iteration respectively, are given. 
From Table 6.2.4 it can be seen that the use of TEST 1 does not 
reduce tolerance to additive noise if a suitable value of sl and a suitable 
limit on the number of cycles of iteration, are chosen. 
Tables 6.2.3 and 6.2.4 show that the use of a variable number of 
cycles of iteration in the detection of a group of signal elements operates 
satisfactorily in both the pres.ence and absence of additive noise •. 
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Furthermore, no detrimental effects to the convergence of the iterative 
det ection process have been observed when a variable munber of cycles of 
iteration has been used • 
. Iteration using a variable number of cycles of iteration has been 
examined using one of the most efficient iterative detection processes, 
System 20J. In System 20J the number. of cycles of iteration between 
successive detections and cancellations is fixed. To allow the use of a 
variable number of cycles of iteration System 20J has been modified as follows. 
Iteration using System 2J is performed until the left-most component of X, 
Xi' has a m~gnitude greater than sl' When Jx.J l. z. is detected and l. 
its intersymbol interference cancelled from xi +l ' xi +2 , ••••• , xi +g ' 
This process is continued until each component of Z has been detected. 
As for the previous systems using a variable number of cycles of iteration, the 
maximum number of cycles of iteration is limited. 
Computer simulation has been first carried out in the absence of 
additive noise and the results are given in Table 6.2.5. The average and 
maximum number of cycles of iteration are the weighted values, taking into 
account the reduction in the group size after each detection and cancellation. 
The weighted average number of cycles of iteration is, in most cases, very 
small. Note that for sl = 0.4, errors are produced when Channel J is used 
even in the absence of additive noise. 
The results of computer simulation tests in the presence of additive 
noise are given in Table 6.2.6. These results are impressive because using 
a variable number of cycles of iteration in conjunction with System 20J gives 
a high tolerance to additive noise, together with a low average value for the 
average number of cycles of iteration. Note that there is a trade-off between 
the tolerance to additive noise and the average number of cycles of 
iteration. 
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TABLE 6.2.3 
ITERATION USING SYSTEM 2J AND TEST 1 
(NO ADDITIVE NOISE) 
CHANNEL sl=0.3 5 1=0.4 5 1=0.6 
Ave. EPT Ave, EPT Ave. EPT 
Cycles Cycles Cycles 
B 5.0 0.0 -5.0 0.0 5.1 0.0 
C 5.0 0.0 5.0 0.0 5.0 0.0 
D 6.5 0.0 7.2 0.0 9.2 0.0 
E 5.0 0.0 5.0 0.0 5.0 0.0 
F 5.0 0.0 5.0 0.0 5.0 0.0 
G 5.0 0.0 5.0 0.0 5.0 0.0 I· 
H 5.0 0.0 5.0 0.0 5.0 0.0 
I 5.0 0.0 5.0 0.0 5.0 0.0 
. 
J 19.1 0.0 23.0 0.0 32.7 0.0 
K 5.0 0.0 5.0 0.0 5.1 0.0 
Channel 
B 
, 
C 
D 
E 
F 
G 
H 
I 
J 
K 
TABLE 6.2.4 
ITERATION USING SYSTEM 2J AND TEST 1 
(NOISE LEVEL TO PRODUCE 4 EPT) 
MAXIMUM CYCLES OF ITERATION = 40 MAXIMUM CYCLES OF ITERATION = 100 
sl=0.3 sl=0.4 sl=0.6 sl=0.3 sl=0.4 sl",0.6 
Ave. EPT Ave. EFT Ave. EFT Ave. EFT Ave. EPT Ave. EPT 
Cycles Cycles Cycles Cycles Cycles Cycles 
10.5 4.0 14.2 4.0 25.9 4.0 19.5 4.0 29.8 4.0 61.6 4.0 
10.9 4.0 14.8 4.0 27.4 4.0 20.9 4.0 31.0 4.0 65.7 4.0 
9.3 5.2 11.1 5.0 17.9 5.0 13.7 4.6 18.2 4.4 36.9 4.4 
13.6 3.6 18.3 3.6 29.9 3.6 28.3 3.6 41.2 3.6 63.6 3.9 
. . 
12.0 3.7 16.1 3.7 27.7 3.7 24.0 3.7 35.1 3.7 66.5 3.7 
12.3 4.5 16.5 4.5 28.5 4.5 24.9 4.5 36.3 4.5 68.8 4.5 
11.1 3.9 15.4 3.9 26.6 3.9 21.6 3.9 33.3 3.9 63.6 3.9 
11.8 3.6 16.6 3.6 28.3 3.6 23.4 3.6 36.3 3.6 68.3 3.6 
17.1 13.5 19.1 11.9 22.7 11.9 23.8 7.1 28.3 5.0 38.1 5.0 
9.5 3.5 13.2 3.5 24.5 3.5 17.0 3.5 27.1 3.5 57.7 3.5 
TABLE 6.2.5 
ITERATION USING A BUFFER STORE. (NO NOISE) 
. 
.. 
THRESHOLD = 0.4 THRESHOLD = 0.5 THRESHOLD = 0.6 
. 
Channel Errors Max. Ave. Errors Max. Ave. Errors Max. Ave. 
per 1000 Cycles Cycles per 1000 Cycles Cycles per 1000 Cycles Cycles 
A 0.0 2.5 2.5 0.0 2.5 2.5 0.0 2.5 2.5 
B 0.0 .8.5 3.7 0.0 9.5 4.1 0.0 11.5 4.3 
C 0.0 4.5 3.3 0.0 4.5 3.6 0.0 5.5 4.0 
D 0.0 27.0 6.8 0.0 28.0 7.6 0.0 29.0 8.4 
E 0.0 2.5 2.5 0.0 2.5 2.5 0.0 2.5 2.5 
F 0.0 4.5 3.6 0.0 4.5 3.7 0.0 5.1 4.1 
G 0.0 4.5 2.7 0.0 5.5 . 3.1 0.0 5.5 3.4 
H 0.0 4.5 3.8 0.0 4.5 4.1 0.0 5.5 4.3 
I 0.0 5.5 3.0 0.0 6.5 3.1 0.0 7.5 3.5 
J 6.0 34.0 15.2 0.0 34.3 16.6 0.0 34.3 17.9 
K 0.0 6.5 3.9 0.0 7.5 4.1 0.0 8.5 4.5 
., 
THRESHOLD = 0.4 
Channel Noise Errors Max. Ave, 
Level per 1000 Cycles Cycles 
(dB) 
A -B.29 3.B 37.5 13.0 
B -9.90 4.2 37.5 11.1 
C -9.12 5.0 37..5 11.9 
. 
D -12.04 5.0 37.5 11.9 
E -B.40 3.5 37.5 12.2 
F -9.37 4.4 37.5 12.2 
G -B.B7 4.4 37.5 11.0 
H -9.60 
I -9.12 3.4 37.5 11.1 
J -17.oB 7.1 37.5 15.9 
K -10.46 3.2 37.5 10.l! 
TABLE 6.2.6 
ITERATION USING A BUFFER STORE 
(NOISE FOR 4 ERRORS PER 1,000) 
THRESHOLD = 0.5 
Errors Max. Ave. 
per 1000 Cycles Cycles 
3.7 37.5 17.6 
4.2 37.5 15.3 
B.9 37.5 16.4 
4.1 37.5 14.4 
3.5 37.5 17.1 
4.4 37.5 16.B 
4.4 37.5 16.3 
3.7 37.5 15.9 
4.1 37.5 15.B 
4.6 37.5 17.6 
4.1 37.5 15.0 
THRESHOLD = 0.6 
Errors Max. 
per 1000 Cycles 
3.5 37.5 
4.2 37.5 
4.9 37.5 
4.9 37.5 
3.5 37.5 
4.2 37.5 
4.4 37.5 
3.7 37.5 
3.4 37.5 
2.9 37.5 
4.1 37.5 
Ave. 
Cycles 
22.5 
20.5 
21.B 
IB.6 
22.1 
21. 7 
21.6 
21.1 
21.2 
19.5 
19.9 
-. 
-. 
I-' 
'" o 
. 
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7.0 DETECTION PROCESSES USING VARIOUS HILL-CLIMBING TECHNIQUES 
In addition to iterative detection processes based on the 
Gauss-Seidel iterative process, some alternative process~s have been 
investigated. These use hill-climbing techniques to obtain X, the 
unique optimum linear estimate of Z. Such techniques seek to find the 
minimum (or maximum) value 9f a function of one or more variables by means 
35 
of an iterative process based on trial and error. 
It has·been demonstrated in Section 4.0 that the receiver which 
gives the greatest likelihood of the correct detection of a group of 
signal elements where the receiver knows the {Y.} but not the 
l. 
{I zi I}, is the receiver which chooses the vector X so that the distance 
between Rand XY is a minimum. R is the n-component row vector whose 
components are the sample values of the received signal. Y is the m x n 
matrix whose ith row is: 
i-l gH n-i-g 
o o ..... 0 Y1 ..... o o . .... o 
Let X be an m-component row vector, and let f be the square of the 
distance between Rand XY. Then: 
T f = (R-XY) (R-XY) • (7.0 .1) 
* We seek a vector X which minimises the above expression. The asterisk 
* denotes that X is a particular vector, whereas X is a general, variable 
vector. The function defined by equation (7.0.1) is Called an objective 
function. The objective function given by equation (7.0.1) is a quadratic 
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f'orm. A 'l.ua?-ratic f'orm is any objective f'unction which can be written 
in the f'orm: 
where cl is a constant, C2 an m-component row vector and C3 an ~ x m 
matrix. Clearly, e'l.uation (7.0.1) can be written in the f'orm of' (7.0.2). 
Minimising the objective f'unction I R-XY I is the same as minimising 
* For this reason, X is known as a least s'l.uares solution of' the objective 
f'unction T f' = (R-XY)(R-XY) . 
* It can be shown that there is a uni'l.ue vector X which minimises 
* 32 
the objective f'unction, and that X is given by: 
Moreover, 
7.0.1 Proof' that there is a unique vector X* which minimises IR-XYI 2 
The method 6f' proof' is essentially that of' "completing the s'l.uare". 
Completing the s'l.uare of' a binomial expression 
accomplished by writing: 
(~ + 
If a > 
o 
value at 
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o this procedure shows that the expression achieves its minimtull 
a a 2 
A = -~ -1 and the minimum value is a2 - ~ -1 a
o 
a
o 
Since yyT = Band yyT is positive definite and hence non singular, 
so that (yyT)-l exists, it follows that, 
1 1
2 T T TT R-XY = (R-XY)(R-XY) = (R-XY)(R -Y X ) 
As (yyT)-l is positive definite 
and equality holds if, and only if, 
This equation has exactly one solution 
Hence 
* and equality holds if, and only if, X = X • 
(7.0.1.1) 
(7.0.1.2) 
(7.0.1.3) 
(7.0.1.4) 
(7.0.1.5) 
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7.1 Direct Search Methods 
Direct search methods are those optimisation processes which do 
not require the explicit evaluation of any partial derivatives of the 
objective function, but instead rely solely on values of the objective 
fUnction. 
A simple direct search method is called the sectioning or 
3'+ 
one-at-a-time method and is described by Friedman and Savage. 
In this technique, one independent variable is altered until the criterion 
f ceases to improve (Le. diminish). A new variable is then selected and 
the process is continued by optimising the new variable. This one-at-a-time 
method does not always reach the optimum, and when it does its performance 
3'+ 
is often so poor that its practical value is extremely limited. 
The simple sectioning method of Friedman and Savage involves 
altering only one variable at a time, holding all the others constant. 
A search is carried out to find the minimum point along the straight line 
where x. is held constant for all j f i where 1 ~ j ~ m. 
J 
Once this minimum point has been found, x. is fixed and some other 
~ 
variable altered. This process is continued until no further improvement 
is possible. Two examples of such a system of optimisation are given in 
Figures 7.1.1 and 7.1.2. The functions being minimised are dependent on 
two variables and The contours on these figures represent points 
where the objective fUnction has a constant value, e.g. 
f(xl ;X2) = f2 etc. Clearly, if the function f(xl ,x2 ) were being 
maximised, Figures 7.1.1 and 7.1.2 would be analagous to contours of 
height on a map. It is for this reason that the methods discussed in this 
section are usually referred to as hill-climbing techniques. 
Since each leg of the search in Figures 7.1.1 and 7.1.2 is a 
parallel to one of the co-ordinate axes, for two independent variables 
the search resembles a staircase. Figures 7.1.1 and 7.1.2 demonstrate 
how dependent the performance of the one-at-a-time method is on the 
shape of the contours. It is highly effective for circles or ellipses 
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having their major and minor axes parallel to the co-ordinate aXes. 
7.1.1 Direct Search Methods 1 and 2 
Direct Search Methods 1 and 2 are two iterative detection processes 
designed to·detect a group of signal elements using the one-at-a-time 
method of optimisation described in Section 7.1. 
In Direct Search Method 1, one component of X, x. , 
J. 
is 
perturbed by a small amount +s, while the remaining m-l components of X 
are held constant. If this step results in a decrease in the value of 
the objective function the change in X. 
J. 
is 
retained, otherwise X. 
J. 
is perturbed by -so If this step results in a 
decrease in the value of the objective function, the change is accepted, 
otherwise xi is restored to its original value and xi +l is then 
treated in the same way. 
Direct Search l~ethod 2 is a modification of Direct Search Method 1. 
At the end of each cycle of iteration using Direct Search Method 1, the 
. {x.} are examined. If none of the {x.} have been modified so that 
J. J. 
no perturbation by ±s in any of the {x. } 
J. 
has been accepted, the 
step length s is reduced by some factor. Note that the term 'cycle of 
iteration' means that each of the X. 
J. 
for i = 1,2, ••••• ,m has been 
dealt with sequentially. 
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Start 
'------_____ 1-_____ :>:, 
Figure 7.1.1 No interaction - search effective 
'---------------L--___ x , 
Figure 7.1.2 Mild interaction - search inefficient 
7.1.2 The results of computer simulation.tests using 
Direct Search Methods 1 and 2 
It has been found that the simulation of optimisation techniques 
which search along directions parallel to the co-ordinate axes, requires 
a rather large amount of computer time. For this reason only 4 channels 
have been used in the simulation tests, Channels A, D, E and J. 
Computer simulation using Direct Search Method 1 has been carried 
out with m = 8 and g = 4, so that the results can be directly compared 
with the iterative detection processes described in Section 4. Three 
values for the incremental change in the {x.} have been examined. 
~ 
The number of cycles of iteration required to achieve sign convergence 
for each of the channels as a function of the step size (incremental 
change in {x. }) , 
~ 
is given in Table 7.1.1. From this table it can be 
seen that, for some channels, convergence is not obtained unless the 
step length is of the order of 0.01. With Channel J, 149 cycles of 
iteration are required to achieve sign convergence, which is over 
three times the number required by the Gauss-Seidel iterative detection 
process. Furthermore, Direct Search Methods use more arithmetic 
operations per cycle of iteration than systems based on Gauss-Seidel 
iteration (Appendix 5). 
I • 
Channel 
B 
B 
D 
D 
D 
E 
J 
J 
J 
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TABLE'I.l.l 
DIRECT SEARCH METHOD 1 
Step Size 
0.1 
0.05 
0.1 
0.05 
0.0l 
0.1 
0.1 
0.05 
0.01 
Cycles. to Sign 
Convergence 
, 
1 
1 
00 
104 
1 
00 
149 
The results of simulation using Direct Search Method 2 are given 
in Table 7.1.2. In this case sign convergence is obtained for a relatively 
large initial step size. The results in Table 7.1.2 ~re better than those 
in Table 7.1.1, when Channel J is used, 60 cycles of iteration to achieve 
sign convergence for Direct Search Method 2, compared with 149 cycles 
for Direct Search Method 1. In spite of this improvement, Direct Search 
Method 2 is not as efficient as the Gauss-Seidel iterative process. 
For this reason further investigation into Direct Search Methods 1 and 2 
has not been carried out. 
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TABLE 7.1.2 
DIRECT SEARCH METHOD 2 
Channel Step Size 
B 0.3 
B 0.2 
D 0.3 
D 0.2 
J 0.3 
J 0.2 
J 0.1 
J 0.05 
J 0.01 
Cycles to Sign 
Convergence. 
1 
1 
40 
42 
77 
72 
67 
60 
>100 
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1.1.3 Direct Search Method 3 
Optimisation techniques using direct search methods to minimise an 
objective function may be described by means of the general search equation 
(1.1.3.1) 
where is the (Nl)th approximation in the sequence of estimates 
of X* which minimise the objective function, (R - XY)(R-xy)T. 
P is an m-component unit vector and s is a scalar. Thus, in going from 
estimate X(.~,) to X (.11.+1 ), a distance s is moved along a path defined by P. 
In Direct Search Methods 1 and 2, P is chosen to be parallel to the 
co-ordinate axes. Sometimes searching along a fixed set of directions 
(i.e. the directions are fixed at the start of the optimisation process and 
not changed during the process) may lead to a very slow rate of convergence. 
In this case, a very large number of sequential arithmetic operations 
performed before the' {z.} 
J. 
can be s~tisfactorily detected. 
37 
must be 
A simple way of choosing the components of P is to select them 
from a sequence of statistically independent random variables. It is 
well known that random vectors (i.e. vectors whose components are the sample 
values of statistically independent random variables) tend to be mutually 
38,39 
orthogonal for large values of m. By searching along a series of 
random vectors, no direction which results in poor convergence is 
continually chosen. Such a teChnique has the advantage that a vanishingly 
slow rate of convergence due to the selection of a certain set of search 
directions, does not occur. However, this technique does nothing to select 
favourable directions along which to search. 
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Very limited computer simulation tests have been carried out using 
Direct Search Method 3. In the tests, the vector P is chosen so that the 
{Pi} are statistically independent sample values of a random variable 
which has a Gaussian probability distribution. The components of Pare 
chosen to have a variance of unity. After P has been formed in the above 
fashion, it is then normalised so that Ipl = 1. Although P is now no 
longer a Gaussian random vector, the normalisation of P does not, of course, 
affect its orientation in signal space. 
It has been found that the use of Direct Search Method 3 requires 
a very large number of cycles of iteration to achieve sign convergence. 
Indeed, during the course of computer simulation tests, sign convergence 
was not obtained within the computer time allocated to the simulation 
test. For this reason, no results for this system are given and no 
further work using this system has been contemplated. 
7.1.4 Direct Search Method 4 
40 
This.method, devised by Hooke'and Jeeves, attempts to align a 
search direction with the principal axis of the objective function. 
In this attempt two strategies, known as exploratory moves and pattern 
moves, are used alternately. 
The objective function to be minimised is: 
f(X) = (R - XY)(R - xy)T 
• 
(7.1.4.1) 
To simplify notation, vectors Bl , B2 and B3 are introduced. These three 
m-component row vectors represent values of X at different points in the 
search process. 
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The initial point provided forms the first base point Bl , 
at which the objective function value is f l • In the exploratory moves, 
each variable is considered in turn, with the ith variable ·x. 
l. 
being perturbed by an amount s. If a smaller function value results from 
this step, this trial point becomes the current point and the next 
variable is considered. If a greater function value is obtained, the 
trial point is rejected, the sign of s changed, and a perturbation applied 
to the ith variable in the opposite sense. Again, only if a smaller 
function value is obtained does this trial point become the current point, 
and in either case the next variable is then considered in turn. 
The exploratory moves are completed when all m variables have been considered 
in turn. The final current point becomes a new base point B2, with 
corresponding function value f 2 • 
The exploratory moves have resulted in the current point travelling 
from Bl to B2 • Hooke and Jeeves' idea is to investigate whether any 
further progress is possible in the direction (B2 - Bl ), in the hope that 
this function approximates to the local principal axis of the objective 
function. Accordingly, a pattern move is made to the point: 
(7.1.4.2) 
The original base point Bl and the newly determined base point 
-B2, together establish the first pattern. Reasoning that if a similar 
exploration were to be conducted from B2 the results are likely to be the 
same (i.e. in the same direction), no local explorations are carried out 
about B2 and a new point BT is formed by moving twice the distance 
(B2 - Bl ) from Bl in the direction (B2 - Bl ). -This establishes BT, 
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which is a temporary base point. 
BT = 2B2 - B is called a pattern 
The move from B2 to the point 
36,40 
move. Hooke and Jeeves do not 
compare the function value at this point, BT, with f2' but instead 
endeavour to improve on this pattern move by performing another set of 
exploratory moves from this ·point. After a series of explorations have 
been carried out, each exploration along the co-ordinate axis, the 
resulting new base point is called B3 • The value of the objective 
function at B3 
Figure 7.1.4.1. 
is called This strategy is demonstrated in 
If the pattern move plus exploratory moves are deemed 
a failure, and the whole procedure is recommenced with exploratory moves 
from the base point B2 . If, however, f3 ~ f 2 , then the direction 
from B2 to B3 is considered worthy of further investigation, and a 
new pattern move is made to the point 2B3 - B2 , and the process 
is continued with a set of exploratory moves starting from this point, as 
before. 
The above rules are employed until a set of exploratory moves about 
a base point (as opposed to a point obtained from a pattern move), all fail. 
This is taken to indicate that either the minimum has been located to the 
accuracy of s, or the search has descended into a steep skew valley 
41 
Which cannot be negotiated using the current step sizes. The remedy in 
either case is to reduce the step size s, and recommence the whole 
procedure from the current point. 
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'O~S 8T 
B ". 
3 . ... ....... B
z 
L-_____________________________________________________ x, 
: 
Figure 7.1.4.1 
An illustration of the method of 
Hooke and Jeeves in two dimensions 
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7.1.5 Computer simulation tests using Direct Search Method 4 
The results of simulation, in the absence of additive noise, 
using Direct Search Method 4 are given in Table 7.1.3. It can be seen 
from Table 7.1.3 that this technique requires a much smaller number of . 
cycles of iteration to achieve sign convergence for Channel J than Direct 
Search Methods 1, 2 and 3. Although the value of 30 cycles of iteration 
quoted for Channel J compares favourably with the value of 44 cycles of 
iteration required by the Gauss-Seidel iterative process, it should be 
noted that the Hooke and Jeeves method requires approximately 50% more 
arithmetic operations per cycle of iteration, than the Gauss-Seidel 
process (Appendix 5). Thus, Direct Search Method 4 has no advantage over 
the Gauss-Seidel process in terms of the number of sequential arithmetic 
operations which must be performed before the 
detected using the {x. }. 
l. 
{z.} may be reliably 
l. 
Channel 
B 
B 
D 
, 
, 
I D 
J 
J 
J 
J 
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TABLE 7.1.3 
THE METHOD OF HOOKE AND JEEVES 
Direct Search Method 4 
Initial Step Length 
0.3 
0.2 
0.3 
0.2 
0.3 
0.2 
0.1 
0.05 
Cycles to Sign 
Convergence 
1 
1 
21 
20 
36 
33 
30 
34 
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7.1.6 Direct Search Method 5 
This technique for the minimisation of a function of several 
variables is usually known as the method of conjugate directions or 
. 18 
gradients. Direct Search Method 5 is of particular interest because 
it shows quadratic convergence. That is, for quadratic functions it is 
guaranteed that the minimum is located exactly, apart from rounding 
errors, within some finite number of iterations. The object function to 
be minimised is (R - XY) (R - XY) T which is, of course, quadratic. 
Let the quadratic function be written: 
where X is an m-component row vector 
B is an m x m matrix yyT 
C is an m-component row vector 2RyT 
and E is a scalar RRT. 
We wish to find the value of X which minimises the function f(X), 
defined by equation (7.1.3). 
The m-component row vectors P and Q are defined to be 
conjugate with respect to the m x m matrix B if 
PBQT = 0 • 
The method of conjugate directions locates the minimum of a 
function of m variables by performing, at most, m linear searches along 
m conjugate directions. A linear search involves the optimisation of a 
function along a straight line. 
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18,36 
There are many ways of choosing possible conjugate directions. 
18 
A suitable procedure is described by Powe1l. Powe11's method is used 
as the basis of Direct Search Method 5. Each iteration of the procedure 
commences with a search down m linearly independent directions, 
D1 , D2 , ••••• Dm, starting from the best known approximation to the minimum, 
Po' The directions D1 , D2, ••••• Dm are chosen to be the co-ordinate 
directions initially, so the start of the first iteration is identical 
to an iteration of the method which changes one parameter at a time. 
The latter method is modified.to generate conjugate directions by making 
. each iteration define a new direction D, and by choosing the linearly 
independent directions for the next iteration to be 
The way in which D is defined ensures, if a quadratic is being minimised, 
that after k iterations the last k of the m directions chosen for the 
(k + l)th iterat.ion are mutually conjugate. After m iterations all the 
directions are mutually conjugate and it will be proved that in consequence 
the exact minimum of the quadratic is found. 
The basic procedure of Direct Search Method 5 (Powell's Method), 
is as follows:-
i) .For j = 1,2, ..... ,m calculate 
minimum, and define P. = P. 1 + J J-
A. so that f(P. 1 + A.D.) 
Jr J J 
A.D .. 
J J 
ii) For j = 1,2, ••••• ,m-l replace Dj by Dj +l 
Hi) Replace D by 
m 
is a 
iv) Choose A so that f(P - \. {p - P }) is a minimum and replace Po 
m m 0 
by Po + A· {p - P }. 
m 0 
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In order to prove that the above procedure finds the minimum of 
a quadratic function of m variables in no more than m iterations, two 
theorems are quoted. 
Theorem 1 
If ~,Q2' ••••• ~ h ~ m are mutually conjugate directions, then the 
minimum of the quadratic f(X), where X is a general point in the 
h-dimensional subspace spanned by the {Q. } 
~ 
and containing X , may be 
o 
found by searching along each of the directions Ql' Q2' ••••• ,~ once only. 
The required minimum is the point 
where the parameters (Xi' 
h 
f{X + E Cl· Q. } = 
0 i=l ~ ~ 
x + 
o 
h 
E 
i=l 
Cl. Q. 
~ ~ 
i=1,2, •••••• h are such as to minimise 
h 2 T T E {Cl. Q.BQ. + Cl.Q.(2X B + C) } + f(X ). 
i=l ~ ~ ~ ~ ~ 0 0 
(7.1.6) 
There are no terms in Cl. Cl., i # j, because of the mutual conjugacy of 
~ J 
the directions. Consequently, the effect of searching in the direction Qi 
'is to find Cl· to minimise 
~ 
, '2 T' 'T {Cl. Q.AQ. + Cl.Q.(2X B + C) } 
111110 ' 
and the resultant value of Cl. is independent of other terms of the 
~ 
function. Hence searching in each of the directions once only will find 
the absolute minimum in the subspace. 
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Theorem 2 
rr Xo is a minimum in a space containing the direction Q, and Xl 
is also a minimum in such a space, then the direction (Xl - Xo) 
is conjugate to Q. 
By derinition a \ {r(xo + AQ)} = ° at A = 0. 
Thererore 2AQAQT + Q(2X
o
B + C)T = 0, A = ° . 
Also 2AQAQT + Q(2XI B + C)T = 0, A = ° . 
Hence QA(Xl - Xo)T = 0, 
. which is the condition ror conjugacy. 
The convergence to the minimum or a quadratic runction in m 
iterations will be proved by induction, so it will be assumed that the 
directions D
m
- k+l , Dm-k+2 , .•••• , Din' derined ror the (k+l)th iteration, 
are mutually conjugate. As these were the last k directions or search, 
applying Theorem 1, the starting approximation ror the (k+l)th iteration, 
Po' is the minimum in a subspace containing the directions Dm- k+l , ••.•• , Dm' 
B~ Theorem 1 again, the point Pm' derined in the (k+l)th iteration, is also 
the minimum in such a space. Hence, applying Theorem 2, the new direction 
derined by the iteration is conjugate to Dm-k+l , Dm- k+2, 
general step or the induction is proved. 
..... , D , so the 
m 
The point P , derined ror the second iteration, and the consequent 
o 
P , are both minima in the direction D , so the second iteration yields 
m m 
a pair or conjugate directions, thus commencing the induction. Art er 
m iterations all the directions or the search are mutually conjugate, so 
. 
by Theorem.l, the required minimum will have been found. 
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7.1.7 Computer simulation tests using Direct Search Method 5 
It has been found that computer simulation tests using Direct 
Search Method 5 require too much computer time to allow use of each of 
the ~ possible values of Z in the allocated time (100 seconds). For this 
reason just two values of Z have been used in the computer simulation tests. 
The values of Z chosen are: 
Zl = -1 -1 -1 -1 +1 +1 +1 +1 
Z2 = -1 +1 -1 +1 -1 +1 -1 +1 
These values have been chosen because, using Gauss-Seidel iteration 
(System 2) with Channel J, Zl leads to rapid convergence and Z2 leads to 
a very slow rate of convergence. 
Two subroutines have been written to implement Direct Search Method 
5. OPTIMISE takes the current value of X and optimises it along some 
direction D so that the objective function (R - XY)(R - xy)T is minimised. 
The process used to minimise the objective function in the direction D is· 
the dichotomous search described in Appendix 6. CONJUGATE is the subroutine 
used to generate conjugate directions using Powell's algorithm. 
For both values of Z, sign convergence was obtained in 8 iterations 
of the Powell method. However, to find the minimum of the objective 
-function along the direction vectors, at least 22 unidirectional searches 
are required. Although Direct Search Method 5 can locate the minimum of 
a quadratic form after a fixed number of cycles of iteration, the number 
of sequential arithmetic operations performed in each iteration makes this 
method impractical. 
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7.2 Conclusions 
In Section 7 some of the most well-known techniCJ.ues of optimising 
a function of several variables have been applied to the problem of 
detecting a group of signal elements from their received sample values. 
In general, it has been found that such techniCJ.ues are inferior 
to the Gauss-Seidel algorithm, System 2, described in Section 4. 
The optimisation techniCJ.ues examined in this section are inferior becaus'e 
they reCJ.uire a greater number of seCJ.uential arithmetic oper~tions to be 
performed during the detection of a group of signal elements than the 
, Gauss-Seidel iterative process. 
However, it must be stated that the method of Hooke and Jeeves, 
Direct Search Method 4, reCJ.uires approximately as many seCJ.uential arithmetic 
operations to detect a group of,signal elements as does the Gauss-Seidel 
iterative process. Furthermore, it is impossible to say how far the 
method of Hooke and Jeeves could be modified by using techniCJ.ues 
analagous to those applied to the Gauss-Seidel iterative process in 
Section 4. For this reason, the further investigation of hill-climbing 
techniCJ.ues for use in an iterative detector may well prove fruitful. 
Because of the disappointing results described in Section 7, 
computer simulation tests in the presence of additive white Gaussian 
-noise have not been carried out using any of the direct search methods 
/ 
described in this Section. 
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8.0 ESTIMATION OF THE CHANNEL SAMPLED IMPULSE RESPONSE 
During the course of a transmission involving an H.F. radio link. 
the sampled impulse response of the channel is continually varying 
(Section 2.3). If the receiver does not have an accurate. up-to-date 
knowledge of the sampled impulse response of the channel. then the 
detection process is clearly no longer optimum. 
It is assumed that,during the course of the detection of a group 
of signal elements. the sampled impulse response of the channel does not 
change by more than a fraction of 1%. This is a reasonable assumption 
when the duration of a group of signal elements is of the order of 20 mS. 
At the end of some suitable detection process. the {z.} are 
~ 
detected. At high signal to noise ratios the· {zi} are detected with 
only a small probability of error. It is this important step which allows 
the channel sampled impulse response to be estimated. 
The convolution of the se~uence with the 
se~uence Yo' Yl' •••••• yg has been written ZY. This result may also be 
28 
written as: 
I 
I I 
ZY = Y Z • 
where Y is the row vector Yl' Y2' •••••• yg+l 
I 
Z is the (g + 1) x n matrix of rank (g + 1). 
ith row is: 
i-l m 
o .......... 0 
I I 
Thus: R = ZY + W = Y Z + w. 
(8.0.1) 
and 
whose 
g-i+l 
o ..••....•. 0 
(8.0.2) 
(8.0.3) 
, 
Clearly, if Y is determined, then the m x n matrix Y is completely 
defined. 
If the m correlation detectors tuned to the {Y.} in Figure 
l. 
4.4.1 are replaced by (g + 1) correlation detectors, where the ith 
, , 
correlation detector is tuned to Z., the ith row of Z , then the 
l. 
(g + 1) component output signal vector from the correlation detectors is: 
(8.0.4) 
where (8.0.5) 
The (g ~l) x (g + 1) matrix B is real, symmetric and positive 
definite. It can be shown that when the receiver knows the {z.} 
l. 
but has no prior knowledge of the' {y.} or 0 2 , the best estimate it 
l. 
, 
can make of Y is the row vector U, where: 
UB = C • (8.0.6) 
U has g + 1 components which are estimates respectively of the first 
(g + 1) components of Yl • 
Thus U = CB-l , (8.0.7) 
so that U can be determined by feeding the vector C through a linear 
network, 
using the 
-1 B ,or by performing the equivalent iterative detection process, 
(g + 1) . , correlation detectors tuned to the {Z.}. 
l. 
The Gauss-Seidel iterative process may readily be used to obtain 
. , 
the value of Y , and hence Y, from the received group of signal elements, 
R. and Z, the m-component row vector, whose ith component, zi' is 
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obtained from x .• Note that Z is being used to represent both the data 
~ 
elements used at the transmitter and the detected {z.}. This use is 
~ 
here permissible because the· {z.} are detected with only a very small 
~ 
error probability (1 in 105 or better). 
There are several important aspects of the use of the linear 
transformation, (Z')T (Z'(Z')T)-l, to obtain an estimate of the channel 
impulse response. 
1. The linear transformation (Z')T(Z'(z')T)-l is analagous to the 
linear transformation yT(yyT)-l which is used to estimate Z. 
This implies that the same equipment can be used to carry out 
both transformations by means of an iterative process. 
2. Constraints may not be used in the estimation of the sampled 
impulse response of the channel. The {y.} may have any real 
~ 
values and hence the magnitude of the· {y.} cannot be constrained. 
~ 
3. As the channel sampled impulse response changes very little during 
the time taken to detect a group of signal elements, the starting 
, 
value of Y in the iterative process is the present best 
estimate of the channel sampled impulse response. This means 
that very few cycles of iteration are required to update the 
channel sampled impulse response. 
8.1 Averaging the estimate of the channel sampled impulse 
response 
At high signal to noise ratios the value of Z obtained from some 
suitable iterative detection process has a high probability of being equal 
, 
to the value of Z at the transmitter. However, although the value of Z 
(obtained from Z) has a very small probability of being in error, the value 
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or R, the sample values or the received group or signal elements, contains 
a component W due to the additive noise at the input to the receiver. 
For this reason, the estimated value or the channel sampled impulse 
response includes a component due to the noise component or R. However, 
successive values or the channel sampled impulse response are correlated, 
whereas the noise components are uncorrelated. At the end or each 
channel impulse response estimation process, a new value or the channel 
impulse response is normally calculated by averaging the latest result 
with the results obtained rrom earlier groups. This reduces the errects 
or noise and also minimises the possibility that an occasional error in 
the detected signal perturbs the estimate or the channel impulse response 
so much that rurther errors occur in the detection or subsequent groups. 
rr the rate or change or the channel impulse response is relatively 
slow, and the noise level high, averaging the results or a large number 
or channel impulse response estimations is best. rr, however, the rate 
or change or the channel impulse response is relatively high, only the 
most recent results are accurate, and averaging the results over a 
large number or estimations produces an out-or-date estimate. 
"3 The simplest, but not the .best technique, ror combining the 
results of successive estimations, is to calculate, ror each group, the 
dirrerence between the new estimate and the current, averaged estimate 
and to rorm a new averaged estimate by adding some rraction, say I h th, 
or this dirrerence to the old averaged estimate. Thus if the averaged 
estimate or the channel sampled impulse response Y used for the detection 
or the ~th group is y(~) and the result or the ~th channel impulse 
response estimation is Y(~) then· 
est' 
·lM. 
(8.1.1) 
The relative weight given to the past and most recent estimates depends 
on the choice of h, which is in effect, the time-constant of the averaging 
process. 
Only a limited amount of computer simulation has been carried out 
using a slowly time varying channel. Such work has been carried out 
28,43 
elsewhere, and the satisfactory simulation of a slowly time varylng 
channel is considered too great a problem to tackle during the time 
. allocated to this project •. Although a slowly time varying channel can 
readily be simulated by adding a random quantity to each of the' {Yi}' 
the resulting channel does not necessarily bear any resemblance to a 
channel which may be experienced in practice. 
Some computer simulation tests have been carried out using the 
following scheme. In the absence of a suitable model of a slowly time 
varying channel, the true sampled impulse response of the channel is 
varied by adding a fixed amount to each of the' {y.} after each operation 
1 
of detection and estimation. The fixed amount is set at +s or -s, 
the sign of s being chosen at random so that p(+s) = p(-s) = ~. 
Computer simulation carried out under these conditions 
demonstrated that the receiver can follow changes in the sampled impulse 
response of the channel even when s is given the relatively large value 
189. 
of 0.1 (where IYll = 1.0). However, as the above model of a time 
* varying channel is not realistic , all that can be said is that the system 
of adapting to a slowly time varying channel does work, but detailed 
·results have still to be obtained. 
8.2 Obtaining an estimate of the channel sampled impulse 
response without the use of a training signal 
In general, the receiver does not know the sampled impulse 
response of the channel prior to the beginning of transmission. 
Sometimes during the course of transmission the communication path 
between transmitter and receiver is temporarily broken. In both these 
cases the receiver requires some method of obtaining an estimate of the 
channel impulse response if meaningful communication is to be established 
between the transmitter and receiver. Once an initial estimate of the 
channel impulse response is known at the receiver, the techniques 
outlined in the previous section may be used to keep the receiver matched 
to the channel. 
Most receivers used for the reception of digital signals employ a 
6,22,46 
training signal at the start of transmission. The training 
signal is a pre-arranged sequence which the receiver knows. In the case 
of an iterative detector using orthogonal groups of signal elements, the 
pre-arranged sequence may readily be used with the linear transformation 
{Z')T{Z'{Z')T)-l to obtain an initial value for Y. If greater accuracy 
is required, several consecutive values of Y may be averaged by 
* The model is not realistic in the sense that the channel, after a 
period of simulation, may not resemble any channel likely to be found in 
practice. 
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100 · .... o 
010 · .... o 
001 · .... o 
000 · .... 1. 
Several experiments have established that the receiver always 
adapts to the true sampled impulse response of the channel whenever the 
position of the unit impulse response (i.e. the index number i of 
y. = 1) in the initial estimate of the channel, corresponds to the 
l. 
position of the component in the true channel sampled impulse response 
which has the greatest magnitude. For example, if the sampled impulse 
response of the channel is 0 0 1 ~ ~, the receiver has been observed 
to adapt to this channel whenever the initial estimate of the sampled 
impulse response of the channel used by the receiver is o 0 1 0 O. 
If this condition is not met, the receiver either does not adapt to the 
channel or adaptation is very slow. It should be stated here, that the 
receiver is e~ually likely to adapt to the true sampled impulse response 
of the channel or to its negative (i.e. y. + - y.). This results in 
l. l. 
the detected values of the' {z.} being incorrect so that +z. is 
l. l. 
detected as -z .• This problem can readily be solved by using 
l. 
differential encoding at the transmitter. 
A systematic techni~ue of adapting to a previously unknown 
channel has been investigated. The flow chart of one techni~ue 
investigated is given in Figure 8.2.1. The basis of this technique 
is the ability of the receiver to recognise whether or not it knows the 
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true value of the sampled impulse response of the channel. This 
information may be obtained by examining a series of consecutive 
estimates of the channel sampled impulse response. If these estimates 
are alike the receiver may conclude that it knows the channel sampled 
impulse response. If, however, a series of consecutive estimates of 
the channel sampled impulse response vary widely, the receiver may assume 
that it does not know the channel. 
The adaptive system works as follows (Figure 8.2.1). Iteration is 
performed using the present averaged value of the channel sampled impulse 
response together with sample values of the received group of signal 
elements, the {ri }· At the end of the detection process, the - {z.} ]. 
are detected from the signs of the corresponding {x.}. The {z.} ]. ]. 
, 
are then used to form the matrix Z and hence a new estimate of the 
sampled impulse response of the channel Ye' So far the sequence of 
operations is exactly as described in the last section. 
If the averaged value of the channel sampled impulse response 
is denoted by Y
s
' the term: 
g 
1: 
i=o 
2-
- Y ) = d 
e. ]. 
(8.2.1) 
is calculated. This term represents the discrepancy between the estimated 
and the stored values of the channel sampled impulse response. 
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FIGURE 8.2.1 
Block Diagram of a System to estimate the Channel Impulse Response 
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The term d is then compared with a threshold, t. If d is less 
than the threshold, 1 is subtracted from Q (an integer quantity stored at 
the receiver). Note that Q is non-negative so that when Q = 0, nothing 
is subtracted from it. A new value of the averaged channel impulse 
response is calculated, and the whole process repeated. 
If d is greater than the threshold, 1 is added to Q. If Q is 
less than some number, L, the process continues, as above (see Figure 8.2.1). 
If Q = L the receiver assumes that the averaged value of the channel 
impulse response, held at the receiver, is no longer correct. When this 
happens a new value for the averaged sampled impulse response of the 
channel is generated. Y
s 
then becomes" 
o 010 o (8.2.2) 
K 
where K is incremented by 1 after each time Q becomes equal to L. 
K is' initially O. The entire process is then repeated as above. 
Whenever the system is operating so that the receiver knows the 
channel, an occas'ional error in the detection of Z, or a momentary noise 
burst, may cause large errors in Ye' causing Q to increase. Every time 
the channel is correctly estimated the value of Q is reduced. Thus, 
under normal conditions Q is zero or near to zero. At the start of 
transmission or after a break in transmission, the value of Q increases 
with successive large discrepancies between the averaged and estimated 
values of the channel sampled impulse response. 
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If Z is occasionally correctly detected, Y is close to the 
e 
true value of the channel sampled impulse response. This leads to an 
improved value of Y
s 
and hence an increase in the probability of 
correctly detecting the {z.} during the next cycle of operation. 
l. 
After a series of correct detections, the discrepancy between Y
s 
and 
Y is reduced and the value of Q begins to fall. When, however, Q 
e 
reaches L it is assumed that further operation using the present value 
of Y
s 
is unlikely to be fruitful. 
Y is generated. 
Q is reset to zero and a new value of 
s 
Computer simulation tests have been carried out using the above 
algorithm with the following parameters:-
1. Iteration using System 3J to detect the {z.} and System 2 to 
l. 
estimate the channel sampled impulse response. 
2. The threshold t is given the value 0.2. 
3. The level of additive white Gaussian noise is fixed at -20 dB. 
4. The channel estimate smoothing factor h is set to 0.2. 
5. L=30. 
The results of computer simulation tests using the algorithm 
described in Figure 8.2.1 are given in Table 8.2.2. The second column 
labelled 'TOTAL CYCLES TO Q = 0' is the number of groups of signal elements 
_ which are transmitted before Q becomes equal to zero. The initial estimate 
of the sampled impulse response of the channel is taken as 1 0 0 0 O. 
In the third column labelled 'TOTAL CYCLES TO NO ERRORS', the total number 
of groups of signal elements which are transmitted before the average error 
rate falls to a very low value, l.S recorded. 
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The column headed 'CYCLES TO Q = 0 FROM FINAL Y , gives the number of 
e 
groups of signal elements transmitted before Q becomes zero, measured 
from the point at which Y is reset to the form 0 0 •••• 1 
. e 
for the last time. Thus this column does not include the number of 
groups of signal elements transmitted which leads.-to-the value of 
being reset to a unit impulse response. 
o 
Y 
e 
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TABLE 8.2.2 
Receiver has no initial knowledge of Channel m = 8 
Gauss-Seidel Iteration Constraint J g+l = 5 
Over-relaxation factor = 1.5 Noise = -20 dB 
Threshold = 0.2 
Smoothing = 0.2 
L = 30 
Channel Sampled Total Cycles Total Cycles Cycles to Q=O 
Impulse Response To Q = 0 . To No Errors From Final Y 
s 
0.0 0.0 1.0 0.0 0.0 67 67 1 
0.0 0.0 1.0 1.0 0.0 86 54 56 
0.0 0.0 1.0 -1.0 0.0 66 27 66 
0.0 0.0 1.0 0.0 1.0 82 69 16 
0.0· 0.0 1.0 0.0 -1.0 44 18 44 
0.0 0.5 1.0 0.5 0.0 84 72 14 
0.0 
-0.5 1.0 -0.5 0.0 86 75 12 
0.0 0.5 1.0 -0.5 0.0 77 65 15 
0.0 -0.5 1.0 0.5 0.0 78 47 48 
0.0 0.0 1.0 0.5 0.5 78 67 12 
0.0 0.0 1.0 -0.5 0.5 74 63 12 
0.0 0.0 1.0 0.5 -0.5 48 19 48 
0.0 0.0 1.0 -0.5 -0.5 46 18 46 
0.0 0.0 1.0 0.667 0.236 84 71 14 
0.0 0.0 1.0 -0.667 0.236 74 63 12 
0.236 0.667 1.0 0.667 -0.236 80 69 12 
-0.236 -0.667 1.0 -0.667 -0.236 74 65 10 
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Several observations may be made by inspecting Table 8.2.2. 
1. In no case does the system fail to obtain the true value of the 
sampled impulse response of the channel. 
2. The figure in the column 'TOTAL CYCLES TO NO ERROR' is always 
3. 
less than, or equal to, the figure in the column 'TOTAL CYCLES TO 
Q = 0'. This implies that the condition Q = 0 can be used as 
a reliable indication that the receiver knows the channel. 
The figure in the column 'CYCLES TO Q = 0 FROM FINAL Y , is 
e 
usually much less than the figure in the column 'CYCLES TO Q = 0'. 
The cases where the figure in the last column is not much less 
than the figure in the second column, occur when the system obtains 
the true sampled impulse response of the channel, even though 
the unit component in the initial estimate of the impulse response 
of the channel is not in the same position as the component 
with the greatest magnitude in the sampled impulse response 
of the true channel. 
However, when the initial estimate of the sampled impulse 
response of the channel. has its unit component in the same position 
as the component with the greatest magnitude in the sampled impulse 
response of the true channel, the number of cycles of detection and 
estimation to obtain Q = 0 is less than 20. This implies that if 
the component of the true sampled impulse response of the channel 
with the greatest magnitude can be located, the process of adapting 
to an unknown channel can be greatly speeded up. 
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Although the results of computer simulation tests given in 
Table 8.2.2 are excellent, no further work has been carried out into 
optimising the various parameters of the system, due to lack of time. 
It is thought that further work along these lines may give even better 
results, especially if the component of the true channel sampled impulse 
response with the maximum magnitude can be ~uickly located. 
The teChnique of adapting to a previously unknown channel, 
described above, uses three parameters, the threshold t, the smoothing 
factor h and the maximum permitted value of Q, L. Optimum values for 
these parameters can be found so that the receiver adapts to an unknown 
channel in as short a time as possible. Clearly, the optimum value 
of these parameters when the receiver is in its normal signal detection 
mode will not necessarily be the same as when the receiver is adapting 
to an unknown channel. For this reason it is suggested that further 
research should be carried out into ways of changing the above mentioned 
parameters as the receiver goes from a channel estimation mode into a 
signal detection mode. 
8.2~1 An insight into the operation of the system used to 
estimate the channel impulse response, without any 
prior knowledge of the channel 
When the receiver has no prior knowledge about the nature of the 
sampled impulse response of the channel, the initial guess made by the 
receiver assumes that the channel introduces no distortion into the 
signal path. The receiver assumes that the channel does introduce pure 
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time delay, and whenever the channel estimate cannot be obtained after a 
reasonable amount of time, the relative time delay is altered. 
Let the true sampled impulse response of the channel be represented 
by the m x n matrix Y, whose ith row is: 
i-I n - i - g-
(8.2.3) o ........ O. o 0 •••••••• 0 • 
Let the initial estimate of the channel be represented by the m x n 
matrix e, whose ith row is: 
i-I n - i - g 
o ........ 0 o 0 ••••••• , 0 • (8.2.4) 
Where the receiver has no prior knowledge of Y, the values of 
• • • •• c g are initially set to 1 o o ..... 0, respectively. 
If this leads to failure then 0 1 0 •••.• 0 is tried, and so on. 
The iterative detection process (assuming System 2) performs 
the linear transformation eT(eeT)-l on R, the received sampled data 
signal. The output of the iterative detector is therefore: 
The m x m matrix (eeT)-l is an identity matrix I. 
Therefore X = (zy + W)eTI = ZyeT + weT. 
-The ith element of X, x. , is given by the expression: 
1. 
n m n 
x. = 1: ( 1: zkYk·)e. . + 1: w.c •. 1. j=l k=l J l.J j=l J l.J 
(8.2.5) 
(8.2.6) 
(8.2.1) 
2Q1. 
Initially, only c is non-zero so that c .. = 0 for i # j and c .. = 1 
0 l.J l.J 
for i = j. 
m 
Hence x. = 1: zkYki + w. (8.2.8) l. l. k=l 
m 
or x. = z.y .. + 1: zkYki + wi · (8.2.9) l. l. l.l. k=l 
k#i 
Clearly, the intersymbol interference components in x. have not been 
l. 
removed. An incorrect detection is made when: 
m 
1: zkYki + wi k=l 
k#i 
is of differing sign to Z.y .• 
l. l.l. 
and has a greater magnitude. For example, 
consider the sampled impulse response given by Y = ~ ~ 1 0 0 1 < < ...... 
The value of x. is now given by: 
1 
(8.2.10) 
For the sake of convenience neglect wi ' which will normally be small 
, relative to r. at high signal to noise ratios. The possible values of 
l. 
Z. 
l. 
are ( -1 -1) , . , 
will only be incorrectly 
(-1,1), (1, -1)" (1,1). 
detected when (z'+l' z'+2) 
. l. l. 
The three other possible combinations of (zi+l' zi+2l. 
When z. = 1, 
l. 
=: (-1, -1). 
will not cause 
an error in the detection of z .• For the purpose of digital data 
l. 
transmission, an error rate of approximately 1 in 3 is unacceptable 
(hence the need for equalisation), out consider the effect of this error 
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rate on an adaptive system. Every time the correct detection of a group 
of signal elements is made, the estimated value of the sampled impulse 
response of the channel improves the stored value of the sampled impulse 
response of the channel. This improved estimate leads to a greater 
probability of correctly detecting the next group of signal elements. 
Once a fe~ groups of signal elements have been correctly detected, the 
receiver rapidly acquires an up-to-date estimate of the true sampled 
impulse response of the channel. 
8.3 Automatic Error Detection using Signal Distortion 
In the absence of additive noise, the transmitted m-component 
vector Z is received as the n-component vector ZY. ZY can be 
considered to be 
error-correcting 
an n-component codeword in an error-detecting or 
44,10 
linear block code. The matrix Y is thus the 
generator matrix that converts the information vector Z into the 
corresponding codeword ZY. The redundant data in the vector. ZY, 
corresponding to the additional g components, results from a combination 
·of the time gap of gT seconds, following the corresponding group of m 
transmitted signal elements, and the signal distortion (time dispersion) 
introduced by the baseband channel. The arrangement is in many respects 
similar to a conventional linear block code. In the latter, the components 
of a codeword have the possible values 0 and 1, and the sum of two 
vectors is formed by the place-by-place modulo-2 addition of their 
respective components. Although much of the simplicity and elegance of 
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a conventional linear block code is lost in the signal vectors R, XY, ZY, 
these can nevertheless be used very simply in various arrangements of 
automatic error detectors. 
System 1 (the optimum detection process where the receiver knows 
the {Y.} and the {lz.I}) can be considered as the decoder for a 
1 1 
forward acting error-correcting code in which the selected vector XY 
is the valid code word at the minimum distance from the received vector R. 
. , 
It can be seen that S1nce System 1 is, in effect, an arrangement 
of forward acting error-correction using all the available redundant data 
(prior information of the received signal), it is unlikely that any very 
useful degree of error detection can be achieved with this system. 
~owever, with suboptimum detection processes such as Systems 2, 2J and 
20J, there should often be. sufficient of the redundant data unused by 
the detection process and therefore available for error detection. 
Just as the redundant data that is used to correct errors in a conventional 
error-correcting block code, cannot at the same time.be used to detect 
errors, so the prior information of the received signal that is used in 
·a detection process cannot at the same time be used to indicate the 
presence of errors in the detected element values. 
Let the minimum distance between any two of the 2m possible vectors 
. {ZY} in the m-dimensional subspace be 2d, and suppose that X is the 
detected value of Z, obtained as the result of some detection process 
which mayor may not be optimum. 
Let el = IR - iYl , (8.3.1) 
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where R is the received vector used in the detection process, and 
is the distance between the vectors Rand XY in the 
n-dimensional vector space. 
The Error Detector 1 is the arrangement which determines el 
for.each detected vector X and indicates an error in X whenever 
el > kd, where k is a positive constant whose value is usually a little 
less than unity. 
If el < kd and 0 < k < 1, X must be the vector obtained from 
R with System 1 (optimum detection process), since if any other possible 
value of ZY is closer to R than XY, the distance between XY and this 
value of ZY must be less than 2d, which cannot be. It follows 
immediately that any detected vector X which differs from that given 
by System 1, operating on the same received vector R, must give a value 
of such that and so be detected as an error. Thus the 
undetected error rate cannot exceed the error rate in System 1, where 
this has no error detector. The important property of the error detector. 
is that only one distance, IR - iYl needs to be measured in place of 
the 2m distances in System 1. 
The weakness of this arrangement of error detection is, of course, 
that an error may be indicated when in fact, no error occurred. In a· 
practical system it is not normally acceptable to have more than say, 
_two or three false alarms (i.e. false error indications) for every 
correct error indicated. The arrangement is not, in fact, an error 
detector in the strict sense of the word and systems of this type are 
sometimes referred to as signal quality detectors. 
205. 
It can be seen that with Error Detector 1, any displacement of the 
vector R in a direction orthogonal to the m-dimensional subspace spanned 
by the {Y.}, does not change the value of X for which XY is closest to 
l. 
R, but it does/of course, increase the minimum value of IR - Xyl • 
Since W = R - XY, it may be seen from Figure 8.3.1 that when the 
noise vector W has a large component orthogonal to the subspace, it is 
possible for the minimum value of IR - XYI 'to be considerably greater 
than d, even in the case where this XY is also the correct received 
signal vector and where the neighbouring vectors {ZY} are at a distance 
2d from this ZY. Thus thiS arrangement is clearly susceptible to 
false error indications. 
A better measure of the likelihood of an error in the detected 
vector X is: 
(8.3.2) 
where XY is the orthogonal projection of R on to them-dimensional 
signal space, as shown in Figure 8.3.1. 
The Error Detector 2 is the arrangement which determines e2_ 
for each vector X and indicates an error in X whenever e2 > k.d 
where 0 < k < 1. It is best used with System 2, since this employs XY 
in the detection process. 
If anyone of the zm possible vectors . {ZY} is closer to R than 
is any other of the {ZY}, it is also closer to XY, so that XY could clearly 
be used for the detection of Z in System 1, in place of R. 
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It now follows by the same line of argument as has been used for the 
Error Detector I, that, with 0 < k < I, the undetected error rate with 
the Error Detector 2 cannot exceed the error rate in System I, ·where 
this has no error detector. Again, the error detector only measures 
a single distance in place of the 2m distances measured by System 1. 
Since the components of the noise vector W orthogonal to the 
m-dimensional subspace are ignored in e2 , the Error Detector 2 is less 
susceptible to false error indications than is the Error Detector 1. 
The m-dimensional subspace is,of course, unbounded,and it is 
quite possible for XY to lie at a distance of more than d from the 
received signal vector ZY, and still be closer to this vector than to 
any of the other possible vectors· {ZY}, where XY lies outside the 
polyhedron whose vertices are the 2m possible vectors {ZY}. 
This arrangement suggests that an even better measure of the likelihood 
of an error in the detected vector X than e2 , is 
where XJY is the orthogonal projection of R on to the solid 
m-dimensional polyhedron whose vertices are the·2m possible vectors 
. {ZY}. Note that XJ is the value of X obtained using System 2 with 
Constraint J. 
{S.3.3) 
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R 
Zy 
Figure 8.3.1 
m-dimensional subspace spanned 
by the {y.} 
J. 
Relationship between the vectors R,ZY and XY 
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The Error Detector 3 is the arrangement which determines e3 
for each vector X and indicates an error in X whenever e3 > kd, where 
o < k < 1. It is best used with Systems 2J and 19J since each of these 
uses Constraint J in the detection process. 
8.3.1 Error detection in an adaptive system 
In an adaptive system where the receiver makes an estimate of the 
sampled impulse response of the baseband channel after X has been obtained 
by some suitable process, the estimated value of Y, Ye' may be used 
to detect errors. 
In the last section, 8.2, it was stated that the new value of 
Y has to be averaged with previous values to avoid placing too much 
e 
faith in Y which may have been an incorrect estimate of the channel 
e 
sampled impulse response. 
After has been obtained as described in Section 8.2, the 
measurement is made, where: 
e4 is the distance in signal space between the points represented by 
the first row of Y and the first row of Y. Here Y . is the 
s e s 
(8.3.4) 
value of the sampled impulse response of the channel, held at the receiver. 
The Error Detector 4 is the arrangement which determines e4 
after the channel sampled impulse response has been estimated, and indicates 
an error in X whenever e4 > c, where c is some positive constant. 
Besides using e4 to indicate errors, its value may possibly be 
used to control the weight given to Y in forming a new value of Y • 
e s 
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8.3.2 Assessment of the error detectors 
Computer simulation has been carried out for each error detector 
uping all the eleven sample channels. 1000 groups of signal elements 
are transmitted, and the noise level in each case, is adjusted to produce 
approximately 4 element errors per 1000 transmitted elements. 
An error detector has been tested by comparing the error parameter 
(el' e2 , e3 or e4) with thirty different threshold levels, from 0.05 
to 1.50 in steps of 0·05' The threshold level here is the quantity kd or 
c. The error parameter is determined after the detection of each received 
group of signal elements and, whenever it exceeds a given threshold, any 
errors in the. corresponding eight element values are detected. If there 
are no element errors when the error parameter exceeds the threshold, 
this is a false error indication. 
since an error indication refers to the eight signal elements of a 
group, and since these eight elements normally comprise a single character 
(alpha-numeric symbol), the number of groups that are incorrectly detected 
is considered to be more significant than the number of signal elements. 
Thus, an error detector is tested for the number of incorrectly detected 
groups that are not recognised as such, as well as for the number of false 
error indications. The lower the threshold level, the greater the number 
of errors that are detected, up to the point where all errors are detected, 
but the greater the number of false error indications. 
The results of the computer simulation tests are shown in Tables 
8.3.2-7. In Tables 8.3.2-6, the noise level for an error rate of about 
4 in 103 is given in dB relative to that of Channel A, and each threshold 
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level is the largest of the thirty threshold levels tested for which there 
are no undetected errors. Thus the number of detected errors is, in 
every case, equal to the total number of incorrectly detected groups, 
and an increase of 0.05 in the threshold level results in one or more 
of these erroneous groups not being recognised as such. The measure of 
the efficiency of an error detector is given here by the number of false 
error indications. When this'is very much greater than the number of 
detected errors as, for example, in the case of Channel A, the error 
detector could not normally be used to reduce the undetected error rate 
to less than 1/30 of the original error rate, as is done here, or even 
to anything approaching this, which suggests that the error detector 
could not in practice achieve a useful reduction in the undetected error 
rate. 
A comparison of the results in Tables 8.3.3-6 shows that in 
general the further the tolerance of a detection process to additive 
white Gaussian noise falls below that of System 1 (Table 8.3.2), the 
more effective is any of the error detectors in reducing the number of 
undetected errors. Again, the error detectors, listed in order of their 
ability to reduce the number of undetected errors, are 3, 2, 1 and 4, 
the error detector 3 being the most effective. 
In practice, it is not convenient,or even possible, to adjust the 
threshold level to the largest value that is consistent with a useful 
reduction in the undetected error rate over any particular channel, as 
in Tables 8.3.3-6. Furthermore, the minimum practical threshold level 
is set by the maximum acceptable ratio of false error indications to 
detected errors, and this often means that the threshold level cannot be 
set at a sufficiently low value to achieve a useful reduction in the 
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undetected error rate. It is therefore of interest to compare the 
different arrangements with a fixed threshold level for each of the 
different error detectors, where the threshold level is such as to give 
an acceptable ratio of false error indications to detected errors for 
the average or typical channel. The corresponding results are shown 
in Table 8.3.7 where the threshold levels are 1.3, 1.0, 1.0 and 0.4, 
for the Error Detectors 1, 2, 3 and 4 respectively. It can be seen 
from Table 8.3.7 that even under these less ideal conditions, a 
significant reduction in the undetected error rate is usually 
obtained when the detection process has a tolerance to noise somewhat 
below that of System 1. 
The results obtained by computer simulation are entirely 
consistent with the theoretical predictions, so that although it has 
not been possible to test the different arrangements with more 
realistic values of m, in the range 16-32 with it is 
evident that similar performances would be obtained with larger values 
of m. 
8.3.3 Conclusions 
The error detectors of the type studied here are in principle 
capable of reducing the undetected error rate to a value no greater 
than the error rate obtained with the optimum signal detector (System 1). 
They are therefore only effective when used with suboptimum signal detectors. 
The Error Detector 2 is the most cost-effective of the error 
detectors for use with System 2, whereas the Error Detector 3 is the most 
cost-effective for use with Systems 2J and 19J. In each case the error 
, , 
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detector is very simple to implement, since it operates on a signal 
that is generated as part of the detection process, and since it uses 
the same circuits as are used for signal detection. Also, in each case, 
the error detector is capable of achieving a useful reduction in the 
undetected error rate, when the channel is such that the signal 
detector has a tolerance to additive white Gaussian noise that is more 
than 2 or 3 dB below that of the optimum signal detector. 
The Error Detector 4 can be implemented at no extra cost in the 
receiver of an adaptive system, but it gives a useful reduction in the 
undetected error rate only when the tolerance to noise of the signal 
detector is ·appreciably below that of the optimum signal detector. 
It appears that the Error Detector 3 could be used to bring the 
effective tolerance to additive white Gaussian noise of System 19J 
close to that of the optimum signal detector (System 1), thus achieving 
a most cost-effective detection process. 
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TABLE 8.3.2 
The minimum reduction in the tolerance to additive white 
Gaussian noise of a data-transmission system using Channels A to J 
Channel 
A 
B. 
C 
D 
E 
F 
G 
H 
I 
J 
Noise level (dB) for an 
element error rate of 
4 in 103 w.r.t. System 1 
0.0 
-1.2 
-0.4 
-2.4 
0.0 
-0.5 
-0.0 
-0.7 
-0.0 
-4.4 
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c, 
TABLE 8.3.3 
Error Detectors 1 and 2, adjusted for no 
undetected errors with System 2 
ERROR DETECTOR 1 ERROR DETECTOR 2 
Channel Noise Threshold Errors False error Threshold Errors False error 
(dB) level detected indications level detected indications 
A 0.0 1.05 30 785 0.75 30 847 
B 
-5.7 1.50 27 0 1.45 27 0 
c -3.0 1.25 29 34 1.00 29 72 
D -12.7 1.45 22 0 1.45 22 0 
E -0.3 1.05 28 745 1.00 28 475 
F -2.8 1.20 27 74 1.15 27 13 
G -2.3 1.35 33 29 1.20 33 19 
H -3.1 1.10 32 124 1.05 32 31 
I -3.6 1.50 27 0 1.40 27 0 
J -17.4 1.10 26 0 1.10 26 0 
K -4.7 1.35 28 0 1.25 28 0 
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TABLE 8.3.4 
Error 'Detectors' 1 and 3, adjusted for no 
undetected errors with System 2J 
ERROR DETECTOR 1 ERROR DETECTOR 3 
Channel Noise Threshold Errors False error Threshold Errors False error 
(dB) level detected indications level detected indications . 
A 0.0 ,1.05 30 785 0.60 30 574 
B -2.2 1.25 26 105 0.95 26 34 
c -1.8 1.20 27 219 0.85 27 105 
D 
-7.3 1.30 19 0 1.15 19 0 
E -0.2 1.05 26 765 0.90 26 213 
-. F 
-1.6 0.95 28 692 0.80 28 152 
G -1.1 1.25 24 298 0.90 24 113 
H -1.9 1.05 30 443 0.85 30 85 
I -1.2 1.20 25 341 0.80 25 192 
J -13.6 1.05 25 0 1.05 25 0 
K -12.8 1.20 21 76 0.95 21 14 
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TABLE 8.3.5 
Error Detectors 1 and 3, adjusted for no 
undetected errors with System 19J 
ERROR DETECTOR 1 ERROR DETECTOR 3 
Channel Noise Threshold Errors False error Threshold Errors False error 
(dB) level detected indications level detected indications 
, . 
A 0.0 1.05 30 785 0.60 30 574 
B -1.6 1.00 19 618 0.90 19 74 
C -1.1 1.15 21 457 0.80 21 216 
D -3.2 0.90 13 454 0.80 13 47 
E 0.0 1.05 29 786 0.85 29 287 
F -1.2 0.90 18 812 0.75 18 273 
G -0.8 1.20 22 423 0.85 22 190 
H -1.0 0.95 23 784 0.70 23 346 
I -0.8 1.20 21 424 0.80 21 242 
J -7.4 0.80 14 12 0.70 14 1 
K -2.4 1.15 14 187 0.90 14 45 
Channel 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
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TABLE 8.3.6 
Error Detector 4, ad,justed for no undetected 
errors with System 2J 
Noise Level 
(dB) 
0.0 
-2.2 
-1.6 
-7.4 
-0.1 
-1.6 
-l.l 
-L9 
-1.2 
-13.6 
-2.8 
Threshold 
Level 
0.15 
0.20 
0.20 
0.30 
0.15 
0.15 
0.15 
0.20 
0.25 
0.20 
0.30 
Detected 
Errors 
30 
26 
31 
24 
29 
28-
24 
30 
26 
27 
21 
False error 
indications 
942 
698 
738 
25 
938 
909 
926 
715 
621 
3 
266 
TABLE 8.3.7 
Error detectors with fixed threshold levels 
SYSTEM 2 SYSTEM 2J SYSTEM 19J . 
ERROR ERROR ERROR ERROR ERROR ERROR ERROR 
DETECTOR 1 DETECTOR 2 DETECTOR 1 DETECTOR 3 DETECTOR 4 DETECTOR 1 DETECTOR 3 
threshold=1.3 threshold=1.0 threshold=1.3 threshold=l. 0 threshold=0.4 threshold=1.3 threshold=1.0 
<0 <0 <0 <0 <0 <0 <0 
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A 24 6 452 29 1 551 24 6 452 23 7 127 14 16 292 24 6 452 23 7 127 B 27 0 0 27 0 0 24 2 72 25 1 19 20 6 90 15 4 137 16 3 36 
C 26 3 15 29 0 72 24 3 108 26 1 28 23 8 127 13 8 229 17 4 56 
D 22 1 .0 22 0 0 19 0 0 19 0 0 18 6' 3 7 6 10 9 4 4 E 23 5 370 28 0 475 21 5 394 21 5 118 11 18 280 24 5 453 21 8 135 
F 26 1 21 27 0 78 26 2 132 26 2 29 18 10 125 16 2 205 16 46 2 
G 33 0 54 33 0 155 22 2 226 21 3 54 14 10 170 19 3 280 18 4 67 
H 30 2 12 32 0 54 28 2 101 28 2 21 22 8 103 20 3 263 19 4. .67 
I 27 0 3 27 0 30 24 1 204 23 2 48 16 10 162 18 3 281 18 3 71 J 21 5 0 26 0 0 17 8 0 25 0 0 20 7 0 3·11 0 8 6 
-
.. 0 
K. 28. 0 0 28 0 7 19 2 23 20 1 9· 14 7 64 10 4 58 13 1 16 .. 
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9.0 IMPLEMENTATION OF THE ITERATIVE DETECTION PROCESS 
This thesis has examined various properties of iterative 
detection processes using signal elements arranged into orthogonal groups. 
If any of these iterative processes is to be used as part of a digital 
data transmission system, it is necessary to discuss ways in which an 
iterative detector may be implemented. In this chapter three possible 
methods of implementing an iterative detection process will be outlined. 
The detailed design of a receiver using an iterative detection process is 
not included in this thesis. 
9.1 The Direct Method of Implementation 
In the direct method of implementation, a flow chart or block 
'diagram of the various steps or operations which are performed during the 
course of an iterative process, is drawn up. The iterative process is 
directly implemented by creating a hardware device, one for each of the 
steps involved in the iterative process, which performs the function 
represented on the flow chart. For example, a box labelled "correlation 
detector" is implemented by a set of multipliers and an adder. 
The direct method of implementation is best illustrated by means 
28 
of an example. Clark describes the implementation of an iterative detection 
process using the Gauss-Seidel process. 
A simplified arrangement of a detection process using Gauss-Seidel 
iteration is shown in Figure 9.1.1. Each of the shift registers stores a 
set of· yalues in digital form, each value being represented by a binary 
number. After the reception of a training signal, the vector Yl is 
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stored in shift register F, as shown in Figure 9.1.1. The detector is 
now ready to receive data and the vector corresponding to the first 
group of m data elements is fed into shift register G, to the position shown • 
• 
The {y.} for i = g+2, ••••• ,n are all held at zero. 
~ 
The n-component vector S, stored in the n summing circuits, is initially 
set to zero, and so is the vector X, stored in the shift register H. 
The output signal from the correction generators is also initially set 
to zero. Each component of S is now subtracted from the corresponding 
component of R, and each component of the resultant vector R-S is multiplied 
by the corresponding component of Yl • The n products are then added to 
give the correlation detector output signal. 
where, of course, S = O. 
T 
e = (R-S)Y 1 1 ' 
The appropriate change !:J.x ... 
~ 
in x., 
~ 
determined according to whichever detection process is being used. 
For Gauss-Seidel iteration without constraints or over-relaxation, 
is now 
. T 1 ~f Y. y. = , 
~ ~ (See Section 4.4). 6xl is added to xl 
in the shift register H, to give the signal (xl + 6Xl ) at the input to 
the following element. 6xl is also used to multiply each 
the vector Yl ' and the product 6xl Yl is added to S. 
At this stage: 
and 
x. = 0 for all i 
~ ( 
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The shift registers F and H are now triggered simultaneously 
so that each of the values stored in these shift registers is shifted 
one place in the direction shown. The shift register F then holds the 
vector Y2 and the signal x2 is fed to the correlation generator. 
The output signal from the correlation detector now becomes: 
where 
e2 = (R-S)Y~· 
S=/lxY· 11 
The change /lx2 in x2 · is determined and held at the output of the 
correlation generator. is added to in the shift register H 
and the vector /lx2Y2 is added to S. At this stage: 
Xl = /lxI' (9.1.6) 
x. = o for i:::2, I ••• • ,m. (9.1.7) 
~ 
and S = /lxl Yl + /lx2Y2 
. (9.1.8) 
Clearly S = X·.Y (9.1.9 ) 
where the m components of X here are the input signals to the corresponding 
elements of the shift register H. 
The shift registers F and H are now triggered again and the 
process continues exactly as described until a change has been made to the 
stored value of each x., and the first cycle· of the iterative process 
~ 
has therefore been completed. At the start of the next cycle of iteration, 
the signals stored in the shift register H are automatically in the correct 
positions as in Figure 9.1.1, but the signals in shift register F require 
to be reset to the positions shown. 
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After the completion of a given number of cycles of iteration, 
the receiver. examines the signs of the {x. } 
~ 
stored in the shift register 
H, and allocates the appropriate binary values to the corresponding signal 
elements. 
Having determined the {z.}, 
~ 
the detector is now ready to 
estimate Yl ' (see Section 8.0). In the shift register F, 
by the detected values of z. (1 or -1), for i=l, ••.•• ,m, 
~ 
y. 
~ 
is replaced 
and the 
remaining signals are held at zero. It is assumed that g < m. At the start 
of this process the· {ui } are set to the currently estimated values of 
the componentsof y' and S to its corresponding value UZ'. The change 
fm. in u. is determined according to the Gauss-Seidel algorithm, no 
~ ~ 
constraints being applied. 
Since the same piece of equipment is used first to detect the 
. ~zi} and then to estimate Yl ' only a small increase in equipment 
complexity is involved in estimating the channel impulse response. 
In the above arrangement, many details have been omitted which 
would have to be included in a practical system. 
The principle of the direct method of implementation can be 
seen from Figure 9.1.1, and its attendant description. Clearly Figure 9.1.1 
represents both the Gauss-Seidel algorithm and the construction of an 
iterative detection process. If, for example, the iterative detection 
process was implemented using a digital computer, the block diagram of 
the computer would bear no relationship to the block diagram or flow chart 
of the operations carried out during the course of iteration. 
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The direct method of implementing an iterative detection 
process has one very important advantage over other methods of 
implementation. A digital data transmittion system using a receiver 
which has been designed by the direct method of implementation is, 
in general, able to operate at a greater element rate than a receiver 
which has been implemented by some other method. When the direct 
technique of implementation is used, each circuit function (adder, 
multiplier etc.) may be optimised for its particular purpose. This may be 
compared with a general purpose digital computer where one multiplier 
is required to carry out all multiplications performed during the course 
of a calculation, and hence cannot be optimised for each multiplication 
it is required to perform. The direct method of implementation may lead 
to a system which has a highly parallel structure. In this case some 
operations may be speeded up by operating on all the components of a 
vector simultaneously. 
The direct method of implementing an iterative detection process 
has the following disadvantages:-
1. When the direct method of implementation leads to a system which 
has a highly parallel structure, the cost of building the system 
will be very much greater than that of building a system which 
uses a serial structure. This is because a parallel structure 
performs some operations simultaneously and hence requires 
several multipliers or some other expensive piece of hardware. 
sam 
d 
pled1_ 
ata 
r -s 
n n 
Yn 
r 
n 
-
~, 
x ..... 
'.J 
Yn 
Y (r -s ) 
n n n 
Adder 
-
-
x 4 
224. 
Shift Register F 
Yl 
. . . .............. .. ... .. -
Yn-1. 
Shift Register G 
r 2 
. . .. .. • - -+ 
0 
I: Sn 1: S2 
r 2-s2 
f'x x ...... , f'x 
"- ',) "-
lIXl Y2 lIxl 
Correlation 
el Generator 
+ 
I 
xl 
I I x3 x2 
Shift Register H 
-. .. - ---
x x x 
r m 
Figure 9.1.1 
Simplified Iterative Detector 
Y2 Yl 
r l f-
-
1: 
r1. -Sl 
• 
x ..... -, ~ ;J 
Yl 
, 
,~ 
lIxl 
1'+ 
xl "-
1. + lIx 1 
2. 
3. 
225. 
The direct method of implementation leads to the inefficient 
use of hardware involved in the iterative detection process. 
For example, a multiplier used as part of a correlation 
detector may lie idle for a large part of each cycle of 
iteration. 
An iterative detector designed by the direct method of 
implementation cannot easily be modified once it has been built. 
If, for example, the receiver is required to operate with a 
different number of signal elements in a group, the structure 
of the receiver would have to be radically (and expensively) 
altered. 
9.2 Implementation by means of a digital computer 
An adaptive detection system using an iterative process operates 
on groups of data elements whose values are stored in binary form. 
The operations used are those of addition, subtraction, multiplication and 
shifting. Clearly, such an iterative process is not only suited to 
simulation by means of a digital computer, but also to implementation by 
means of a digital computer. Today, digital computers consisting of 
an arithmetic unit, a control unit and a memory (usually of 4K x 8 bits) 
can be obtained for hundreds of pounds. Single integrated circuits 
containing a complete arithmetic unit and its associated control may be 
obtained for a few tens of pounds. The use of a general purpose digital 
computer to implement an iterative detection process has three advantages. 
1. 
2. 
3. 
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The use of a digital computer allows greater flexibility in the 
design of an iterative detection process. The number of 
elements in a group, or the iterative process itself, may be 
changed by altering the program. Such a program is held in 
a read-only memor~ as the program is not normally changed during 
the lifetime of the detector. The degree of flexibility offered 
by the digital computer allows iterative detectors to be 
programed for specific purposes and operating conditions. 
The digital computer may be the cheapest means of implementing 
an iterative detection process. The computer may consist of 
several integrated circuits which are mass-produced and hence 
relatively cheap. The expensive peripherals (disc and core 
memory, line printers etc.) normally associated with computers, 
are not required for this application. 
The cost of an iterative detection process is not related to 
its complexity, for a given computer system. Hence, the 
addition of an automatic error detector or an automatic 
channel impulse response estimator does not increase the cost of 
the system. To include such facilities simply requires a suitable 
stored program. Of course, .increasing the complexity of the 
detection process reduces the rate at which the detector may operate. 
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The use of a digital computer to implement an iterative detection 
process does have one important disadvantage. The maximum rate at which 
a computer may operate is very much slower than the rate at which a system 
designed by the direct method of implementation may operate. In this case 
rate means the rate at which the incoming data signals are processed, and 
not the clock·rate associated with any synchronous digital system. 
The relatively slow speed of a digital computer is due to two factors 
inherent in its design. Firstly, digital computers operate sequentially so 
that, for example, a correlation detector must perform n multiplications 
and additions sequentially. Secondly, a digital computer does not take 
advantage of the special nature of the iterative process. The quantities 
involved in the iterative process, R, X, XY, Y are row vectors whose 
components are dealt with sequentially. Shift registers would, therefore, 
be the best method of storing these vectors. The computer uses a random 
access memory to store them and hence does not exploit the fact that their 
components are dealt with sequentially. 
9.3 Implementation by means of a dedicated computer 
The dedicated computer is a digital machine which has the same 
basic structure as a general purpose digital computer but has been modified 
so that it is optimised to perform some specific task. The dedicated 
computer combines the advantages of the direct method of implementation 
with the advantages of a general purpose digital computer. 
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Before describing a dedicated computer which may be used to 
implement an, iterative detection process, it is necessary to describe a 
general purpose digital computer. The simplified block diagram of a 
digital computer is given in Figure 9.3.1. This computer is the Hewlett-
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Packard series 2100 machine. Digital information, in binary form, is 
transferred from one part of the computer to another bY,means of three data 
buses, each composed of 16 individual paths and designated R, Sand T· Bus 
in Figure 9.3.1. These buses transfer the data between the T, P, M and A 
registers, the memory and the arithmetic unit. The arithmetic unit 
receives two numbers in binary form on the Rand S buses and after computing 
some arithmetic or logical fUnction of the two numbers, places the result 
on to the'T bus. The registers have the following functions:-
T register. This holds the binary word which is to be written into the 
memory or which has just been read from the memory. 
P register. The P register is the computer's program counter, which means 
that this register goes through a step by step counting sequence and causes 
the computer to read successive memory locations. Numbers can be loaded 
into the P register from the T bus and hence the computer can execute a 
jump instruction. 
I register. This holds the six most significant bits of a word of data. 
The contents of the I register represent the operation which is currently 
being performed by the computer. 
M register. This holds the address of the next word which is located in 
the memory unit. 
A register. This is the computer's accumulator which accumulates the results 
of arithmetic or logic operations. 
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The operation of the register, buses and arithmetic unit is 
controlled by the box labelled READ, FUNCTION, STORE in Figure 9.3.1. 
In this unit the six most significant bits from the T register, 
stored in the I register are decoded. These bits represent a function 
or operation to be performed by the computer and are decoded and used to 
generate a sequence of signals which strobe data from the registers on to 
the Rand S buses. The unit labelled FUNCTION produces signals which tell 
the arithmetic unit which function to perform, and the unit labelled STORE 
transfers the output of the arithmetic unit, via the T bus, to one of the 
five working registers. 
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Operation of the Computer 
Like many other digital computers, the HP 2100 series computers 
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operate on the two phase principle. In the first phase an instruction is 
read from the memory and in the second phase the instruction is executed. 
The fetch or read phase for all instructions, regardless of type, 
begins in exactly the same way, since at this time the computer cannot 
know anything about the instruction which is about to be read out of 
memory. The following sequence of steps are the basic operations required 
to execute a computer instruction. As an example; consider the addition 
of a number stored in some memory location to the contents of the accumulator. 
1. Clear the T register. 
2. Read all the contents of the currently addressed memory into 
the T register. 
3. Clear the instruction register. 
4. Bits 10 to 15 (the instruction identification) of the T register 
are read into the 6 bit instruction register. 
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The address part of the number in the T register is passed to 
the memory decoder via the M register and the contents of the 
specified call are placed in the T register. 
6. The contents of the T register, the number to be added into the 
accumulator, are placed on the S bus and the contents of the 
accumulator are placed on the R bus. 
7. The arithmetic unit is energised by signals from the FUNCTION 
part of the control unit. The resulting data word is put on 
the T bus and gated into the accumulator. 
8. The number in the P register is incremented by 1 to point to the 
location of the next instruction to be performed. 
, 
The simplified block diagram of a possible arrangement of a 
dedicated computer for use with iterative processes is shown in Figure 9.3.2. 
This computer consists of two basic sections. The first includes the 
program counter (p register), read-only-memory and control unit •. 
The instructions held (permanently) in the read-only-memory are carried 
out sequentially except when a subroutine is performed, or a conditional 
test is performed in the arithmetic unit and a jump instruction executed. 
The second section of the computer consists of shift registers, 
buses and an arithmetic unit. The random access memory of Figure 9.3.1 
has been replaced by a series of shift registers, each of which holds 
a row vector of either m or n components. Note that the registers used 
in a.general purpose digital computer hold only one word, (i.e. one 
component of a vector). Under the control of the.control unit, one or 
two components of the vectors R, X, XY, Yl may be placed on the R or 
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S bus and fed to the arithmetic unit. In the arithmetic unit some 
function of the numbers on the Rand S buses is computed and the result 
placed in the accumulator. The contents of the accumulator may be fed 
to the R, XY, X or Yl registers. As the components of the vectors 
H, X, XY, Y1 are always dealt with se~uentially, the shift registers 
which hold these vectors are shifted one place every time a 
component of one of the vectors is removed from a shift register. 
This ensures that the next component is in the correct place. Once a 
component has been used in a calculation, it is fed back to the end of the 
register in an arrangement of end-around-shifting. 
The dedicated computer has several advantages over a general 
purpose digital computer. The series of instructions executed during 
the detection of a group of signal elements, that is the program, is 
held in a read-only-memory. Such a memory is very much cheaper than the 
random access memory using either core storage or semiconductor storage 
elements. In addition, the decoding of the address location is usually 
performed "on chip" and hence the use of a read-only-memory greatly 
simplifies the circuitry. The use of shift registers to store the vectors 
H, X, XY'.Y1 avoids the use of relatively expensive random access memory, 
while at the same time, the time taken to access a component of a vector 
is greatly reduced because the re~uired component may be directly strobed 
on to the re~uired bus. 
The arithmetic unit, or function generator, is specially designed 
to opttmise the performance of the dedicated computer. Operations which 
would be included in a general purpose digital computer, but are not 
re~uired by an iterative detection process need not be provided in the 
, 
T Bus 
Accumulator 
t t 
Arithmetic 
Unit 
f 
.233. 
P Register J 
Decoder 
Read Only 
Memory 
-
T Register 
Control Unit Control Signal 
-
Data Input 
! -n. 
, R Shift Register .--.. 
XY Shift Register 
-=D-
Y shift Register , =0-
, 
X shift Register 
X Bistables 
t 
R Bus 
S Bus 
Figure 9.3.2 
Simplified Block Diagram of a' 
possible arrangement of a dedicated computer 
s to Gates 
234. 
dedicated computer. On the other hand, additional functions may be 
included to increase the speed of the dedicated computer. Such an 
addition may be a fast multiplier using look-up tables to perform 
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multiplication. 
Which of the three possible arrangements for the implementation 
of an iterative detection process will be used in any particular 
application, depends on the nature of the application. For data rates 
of the order of 100 binary elements per second (e.g. telemetry), a general 
purpose digital computer built from inexpensive off-the-shelf micro 
processor chips would appear to offer the most cost-effective method of 
implementing an iterative detector. At very high data rates of the order 
of 10,000 elements/second the direct method of implementation using a 
system which performs many of the arithmetic operations in parallel, is 
required to achieve the necessary speed of operation. For systems 
operating at data rates less than 10,000 elements per second, the 
dedicated computer appears to be the most cost-effective way of 
implementing an iterative detection process. 
9.4 The requirements of a practical data transmission system 
using orthogonal groups of signal elements 
Some of the ways in which an iterative detection process may 
be implemented have been illustrated in the previous section. However, 
before the detailed design of an iterative detector may be attempted, it 
is necessary to have an idea of the order of the magnitude of the 
quantities involved. 
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Consider an iterative detector using an iterative process based 
on the Gauss-Seidel algorithm. Let the data signal be transmitted at a rate 
of 2,400 binary bipolar elements per second over a telephone channel. 
The time between successive data elements is therefore approximately 
0.4 mS. 
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Westcott gives the worst value of intersymbol interference 
(which is exceeded by less than 1% of telephone connections), a duration 
of 12 mS. This value corresponds to 12 g = 0.4 = 30. For a reasonably 
efficient system the number of data elements in a group should be at 
least twice g so that m = 60 would be the minimum number of elements 
per group. From Appendix 5 it can be seen that the Gauss-Seidel algorithm 
executes approximately 2L mg multiplications during the detection of a 
group of signal elements. Research carried out into the relationship 
between the number of elements per group and the maximum number of cycles 
of iteration required to achieve sign convergence suggests that, in 
general, the maximum number of cycles of iteration required to achieve 
sign convergence is (approximately) proportional to the group size. 
Assuming an iterative detection process similar to System 21J, 60 cycles 
of iteration would appear to be a reasonable estimate for a group size of 
m = 60. Thus the total number of multiplications required to detect 60 
elements is 
2L mg = 2 x 60 x 60 x 30 = 216,000 
As there are 60 elements per group, the number of· multiplications per 
element is 216,000/60 = 3,600. Each element has a duration of 0.4 mS so 
that one multiplication must be performed in 0.4 x 10-3/3600 seconds = 100 nS. 
236. 
48 
Conventional circuitry using TTL logic can just about operate 
at this rate (i.e. 107 multiplications per second). If a system operating 
at a higher rate is to be built, Schottky TTL or E2L logic must be used. 
In additio'n, a parallel structure involving 2 or more multipliers may be 
necessary. 
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10.0 COMMENTS ON THE RESEARCH PROJECT 
10.1 Originality 
All the experimental work described in this thesis which is not 
·specifically ascribed to others, usually by quoting the appropriate 
reference, is original to the best·of the author's knowledge. 
The following are the more important of the contributions 
believed to be original. 
1) 
2) 
3) 
4) 
5) 
The iterative detection processes described in Section 4 and 
designated Systems 5, 6, 7, 11, 12 and 21J. 
The use of iterative detection processes which employ a variable 
number of cycles of iteration in the detection of a group of 
signal elements (Section 6). In particular, the techniques for 
stopping the iterative process at a point which permits the 
reliable detection of the received groups of signal elements. 
The application of optimisation techniques to the detection of 
orthogonal groups of signal elements (Section 7). 
The arrangement used at the receiver to adapt to a previously 
unknown channel without the aid of a special training signal 
(Section 8.1). 
The computer simulation of automatic error detectors using 
signal distortion (Section 8.2). 
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10.2 Possible further investigations 
The use of signal elements arranged into orthogonal groups in 
digital data transmission systems is a relatively recent proposal and 
consequently there are many further lines of investigation into the use 
and properties of orthogonal grOUps of signal elements which may be followed. 
The following are some of the areas where further investigation may 
prove fruitful. 
1) 
2) 
3) 
4) 
The application of a combination of two or more of the various 
techniques described in Section 4.7 to a single iterative 
detection process. Such a process would combine the best features 
of Systems 1 to 2lJ. 
A detailed study of the effect of the number of signal elements 
in an orthogonal group on the behaviour of the iterative 
detection process. This aspect must be investigated if the 
widespread use of orthogonal groups of signal elements is to 
become a reality. 
The detailed design of a practical, cost-effective, iterative 
detection process must be produced in order to demonstrate the 
practical (as opposed to the theoretical) advantages of the use 
of orthogonal groups of signal elements. 
It seems likely that even in the presence of severe signal 
distortion it will be possible to extract both element (digit) 
and character (word) timing from the received data signal itself, 
without the need for the transmission of a separate timing signal. 
5) 
6) 
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Modification and optimisation of the techniques developed for use 
over baseband channels for applications over bandpass channels, 
the adaptive properties of the detection process being exploited 
to eliminate the need for phase synchronisation of the coherent 
detector at the receiver. 
Development of techniques for achieving adaptive operation over 
slowly time varying channels, without the use of any training 
signals. 
10.3 Conclusions 
Data transmission systems using orthogonal groups of signal 
elements will remain an obscure technological curiosity, unless it is 
demonstrated that they offer a practical alternative to the present 
schemes of channel equalisation which employ transversal filters. 
In Section 4 iterative detection processes have been described which are 
both fast (i.e. they perform a relatively small number of sequential 
arithmetic operations in the detection of a group of signal elements) 
and have a tolerance to additive white Gaussian noise which approaches 
the limit set by the optimum detection process. These two factors alone 
make the use of orthogonal groups of signal elements a practical 
proposition. 
During the course of this investigation into the behaviour 
of digital data transmission systems using orthogonal groups of signal 
elements, two important properties of orthogonal groups have come to light. 
Firstly, a received group of signal elements appears to have most of the 
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important properties of a powerful error detecting block code, the 
redundant information (parity checks) being provided by the combination of 
the gaps between adjacent groups of transmitted elements, and the signal 
distortion in transmission. Secondly, correct estimation of the channel 
impulse response does not appear to require a training signal at the start 
of transmission, so that correct operation is automatically restored after 
each break in transmission without the need for any further training process. 
These two features, together with the iterative detection 
processes described in Section 4, make the use of orthogonal groups of 
signal elements in digital data transmission systems a very attractive 
proposition. 
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APPENDIX Al 
VARIANCE OF THE SAMPLE VALUES OF A GAUSSIAN RANDOM VARIABLE IN AN 
n-DIMENSIONAL EUCLIDEAN VECTOR SPACE 
Consider a unit vector U which may have any direction in the 
n-dimensional vector space containing U. Since U is a unit vector: 
uuT = 1. (Al.l) 
Let W be the n-component row vector whose components {Wo} 
~ 
are sample 
values of a statistically independent Gaussian random variable with zero 
mean and varianc e cr,2 0 
The value of the projection of the noise-vector W on to U is the 
inner product of the vectors Wand U, given by: 
(Alo2) 
This is a sample value of a Gaussian random variable with zero mean and 
variance given by the expected value of the, square of the inner product 
of Wand Uo 
Now = 
= 
where E{.} represents the expected value and 
is the covariance matrix of the n sample values {wo} Which are the 
~ 
(Al.3) 
(Al.4) 
components of W. From Equation (Al.4) the component of the ith row and 
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2 jth column of the n x n covariance matrix 0 Q is 
2 
o q •. = E{w.w.} 
~J ~ J (A1.5) 
where w. and w. are the ith and jth components, respectively, of the 
~ J 
noise vector W. 
since the different noise samples are statistically independent and 
therefore uncorrelated, and have zero mean 
E{w.w.} = 0 for i#j, 
~ J 
2 
and since the noise samples have a variance ·0 
E{w.w.} 2 = E{wi } = 
l. l. 
2 2 
Thus 0 Q = 0 I 
or Q = I 
where I is an n x n identity matrix. 
(A1.6) 
2 -
0 (Al. 7) 
(Al.B) 
From Equations (Al.3) and (Al.4) the value of the projection·of 
Won to U,and therefore the value of the noise component in the 
direction of U, is a sample value of a Gaussian random variable with zero 
mean and variance. 
2 
UQUT 2 uruT 0 = 0 
2 UUT = 0 
2 
= 0 (Al.9) 
It follows that so long as the n components of Ware sample values 
of statistically independent Gaussian random variables, the value of the 
orthogonal projection of W on to any given direction in the n-dimensional 
Euclidean vector space, is a sample value of a Gaussian random variable 
2 
with zero mean and variance 0 
The probability density function of the noise vector W is: 
p(W) = 
= p(wl )P(w2)···P(wn ) 
n 
= 1\ p(w. ) 
; .1 ~ 
n 1 
CWi ) = 1: h1TrJ. exp i=l 27f 
1 n -1 n 
= (211 o2)~ exp(2=7 E w. 2 ) 
o i=l ~ 
= 
Thus P(W) depends only on JWJ and increases as JWJ decreases. 
If the m-component vector Z is detected from the received 
n-component vector: 
R = zy + W, 
the conditional probability density function of R, given ZY is: 
p(Rlzy) = p(wIZY) 
= p(wlIZY) p(w~JZY) •••• p(w! Zy) 
= 
-1 
exp( 20 2 
2 
Iwl ) (Al.10) 
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from Equation (Al.IO), where W is now the noise vector corresponding to the 
assumed values of Rand ZY, and W is statistically independent of ZY. 
Clearly p(RIZY) is maximum when Iwl is minimum. But it is well 
"known that when the different possible vectors {ZY} are equally likely, 
the detection process that minimises the probability of error is that which 
. . . 46 47 
selects the vector ZY corresponding to the maximum value of p(RIZY). ' 
Thus the detection process, which minimises the error probability, selects 
the vector ZY corresponding to the minimum value of: 
= IR - Zyl , . 
so that it selects the vector ZY nearest to R. 
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APPENDIX A2 
AN EXPERIMENT TO FIND AN I OBJECTIVELY I WORST CHANNEL 
In all computer simulation tests using an iterative detection process 
with orthogonal groups of signal elements, it has been found that one 
particular channel always requires more cycles of iteration to reach 
sign convergence than the other channels. Furthermore, this channel, 
for each iterative detection process examined, has the worst tolerance 
to additive white Gaussian noise of the set of sample channels. This channel, ~ 
designated Channel J, has a sampled impulse response as follows :-
0.23570 0.66667 1.0 0.66667 0.23570. 
For the above reasons computer simulation tests using Channel J have been 
regarded as the best way of examining an iterative detection process. 
It was decided to try to find some objectively worst channel and to compare 
the results obtained using this channel with the results obtained using 
Channel J. In order to find an objectively worst channel, some criterion' 
must be chosen so that various channels may be compared on the basis of 
this parameter. The most useful criterion is the tolerance to additive 
noise achieved by a given detection process when the channel being tested 
is used. Unfortunately, the determination of the tolerance to noise of 
a particular system-channel combination requires a rather large amount 
of computer time, (of the order of 500 seconds). The value of 
was 
by averaging the 
chosen as the objective criterion. IR - x(1)yl is obtained 
results over all 256 possible values of IR - x(1)YI 
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obtained when each of the 256 possible values of Z is generated. This test 
was performed'in the absence of noise. The average value of IR - xy(t)1 
was measured at the end of the 15th cycle of iteration when t = 15. 
The iterative detection process used was System 2, Gauss-Seidel iteration. 
~he average value of IR - x(15)yl has been chosen as the 
objective criterion because it represents one of the possible ways in 
which the convergence of an iterative process may be defined (Section 4). 
The -value of t = 15 at which this measurement is taken is to some extent 
an arbitrary choice, but as we are concerned with the behaviour of 
iterative processes for relatively small valUes of t, the choice of 
t = 15 seems not unreasonable. A hill-climbing techni~ue (Direct Search 
Method 2 of Section 8) was used to optimise the sampled impulse 
response of the channel. The objective function being optimised is the 
average value of IR - x(15lyl '. 
The results of computer simulation tests are given in Table A2.1. 
Four different values of (y Yl •••• y 
o. g 0 ••••• 0) have been used. 
The purpose of using four different initial values of the sampled impulse 
response of the channel is to test whether the final value of the sampled 
impulse response of the channel is independent of its initial value. 
In Table A2.1 the final sampled impulse response of the channel is given 
for each of the four cases together with the final value of IR _ X(15)yl. 
The optimisation process is stopped when the success~ye changes in the 
{y.} are less than 0.003. 
J.. 
From Table A2.1 it can be seen that the final value of the sampled 
impulse response of the channel appears to be independent of the initial 
value of the sampled impulse response of the channel. The channel with a 
sampled impulse response 0.270 0.500 0.600 0.500-"c() .• 270 has been 
examined using System 2. It has been found that the latter channel has a • 
tolerance to additive noise 3 dB greater than Channel J. Because the nev 
channel is not, in fact, worse than Channel J, for the purpose of computei 
simulation tests involving tolerance to additive noise, Channel J has been 
retained as the prime test to which iterative detection processes are 
subjected. 
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TABLE A2.1 
Initial Sampl~d Impulse Response Final Sampled Impulse Response Final Average 
IR - x(15)yl 
0.0 0.0 1.0 0.0 0.0 0.263 0.493 0.599 0.503 0.275 0.10233 
1.0 0.0 1.0 0.0 0.0 0.266 0.496 0.600 0.499 0.271 0.10238 
0.0 0.5 1.0 0.5 0.0 0.269 0.499 0.599 0.479 0.267 0.10239 
0.23570 0.666671.0 0.66667 0.23570 0.266 0.496 0.600 0.499 0.271 0.10238 
• 
APPENDIX 3 
COMPUTER PROGRAMS USED IN SIMULATION TESTS 
Two programs used in computer simulation tests are given in this 
Appendix. The first program is used to simulate a baseband data transmission 
system using orthogonal groups of signal elements. The entire program is 
given, together with the results of simulation using System 2 (Gauss-Seidel 
iteration). The second program gives the subroutines which implement 
System 2lJ, one of the most sophisticated·iterative detection processes 
described in Section 4. 
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190 
1,loT I OIIA L SECOIIDS 137 
STAPT T HIE 1.5/28/52 
g:ID T PH: 13/33/26 
RESI)UIlCES I) SED 1137 
RdrH; I:JG cnST(p) 96 
INTEGER G,NC(10) 
REAL R(20) ,X(20),S(20) ,y(?) 
c 
C TO PERfl)RIt G ,5. ITERAT ION USING DOUBLE-SI DeD CANCELLATION 
DO 10 1;;1,NN 
1J S(I)=O,O 
DO 20 1.,1,MI1 
20 x(f)=O,O 
C 
e 
c 
DO 200 IIF,,1,MH 
ML";H1-I~F+1 
C pERfoRtl NcotF) CYCLES OF ITERATION 
DO 110 L=1r1IC<t1F) 
C 
C pERFORM A CYCLE OF ITERATION 
DO 100 1'=t~F,ML 
XX=X(M) 
oX::O.O 
DO 30 1=1,G 
J=fi,M.' 
3J OX=DX+(R(J)-S(J».YCI) 
x (M):X (t""DX 
c 
C APPLY CONSTRAINT J 
IF(XeM)+1.0)50,SO,60 
50 x(I.1)::.1.0 
GOTO 80 
6() IF exeM)-,.O)80,80,70 
70 X(M)=l,O 
80 CONTI NilE 
C 
OX"XCM)-XX 
DO 90 1=1,Q 
J a l.tM-1 
90 S(J)=S(J)"OX*Y(!) 
11)0 CONTINUE 
C 
110 CONTINUe 
C 
C DETECT X(MF) AND X(HL) 
xF=XWF) 
IFeXF>120,120,130 
1~0 X(Mf)::"1.0 
GOTU 140 
130 X(Hf)=1.0 
140 CONTINUE 
xL::xeML> 
IF (XU 1 !l0, 1 SO, 160 
150 x (ML);:"1.0 
GOTD 170 
HO X<HL)=1,O 
170 CONTINUE 
C 
C CANCEL XF AHD XL FROM S, AND X(IIF) AND X(ML) FROM R 
DO 180 1=1, G 
JF=I+MF-1 
JL=I+ML-1 
R(JF)"R(JF)-XeMF)*V(I) 
R(JL)::ReJL)-X(ML)*Y(I) 
~(JF)=s(JF)-XF·Y(I) 
1~0 S(JL)=S(JL)-XL*V(I)" 
C 
2<10 CONTINUe 
RETURN 
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44 
THE DERIVATION OF AITKEN'S DELTA SQUARED METHOD 
Suppose that for a convergent linear iterative process the error e. 
1 
of the ith approximation X. 
1 
satisfies the equation: 
e i = Ke i _1 0 < K < 1 (A4.1) 
for some constant K independent of i. On applying (A4.l) recursive1y, it 
then follows that: 
= * x. - x = 
1 
(A4.2) 
* where x is the solution (root) of the iterative equation. 
In this case we say that the sequence' {x.} converges geometrically. 
1 
* In (A4.2) the root x, the geometric ratio K, or the initial error eo are not 
known. A value of x. can, however, be computed for any i from the basic linear 
1 
iteration. Let xi' xi +1 ' xi +2 
By sub st it ut ing 
(~ + Kie 0) 
(~ + Ki+2e 
as asserted. 
(A4 .2) 
* (x + 
* x = 
in (A4.3) 
Ki+2e 
0) -
we 
(~ 
* '+1' ) - 2(x + K1 e) 
o 0 
be successive iterates. It is clear that: 
(A4.3) 
have: 
Ki+1e )2 * (Ki +2 2Ki+1 + Ki) + xe -
* 0 0 * . = 
e (Ki +2 _ 2Ki+1 + Ki) = x + (x + K1e ) 
0 0 
Thus for any sequence of numbers which converges geometrically, 
three successive iterates in this sequence may be used to find the limit of 
the sequence. 
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THE NUMBER OF SEQUENTIAL OPERATIONS PERFORMED DURING THE ITERATIVE DETECTION 
OF A GROUP OF SIGNAL ELEMENTS 
When comparing iterative detection processes, one of the most 
important parameters is the number of sequential arithmetic operations which 
are performed during the detection of a group of signal elements. 
In calculating the number of arithmetic operations, three assumptions have 
been made. 
1. Addition and subtraction are equivalent in terms of the amount of 
time taken to execute an addition or a subtraction and of the 
eq~ipment complexity required to implement an adder or subtractor. 
This is because subtraction is usually carried out by means of the 
addition of complements. In this Appendix, the amount of time taken 
to perform an addition is defined as unity. 
2. The multiplication of two numbers generally takes a longer time than 
the addition of two numbers. For this reason a mUltiplication is 
defined as taking as long as f additions. The value of f is 
determined in practice by the complexity of the multiplier used. 
Values of f close to unity can be obtained by using fast multipliers 
39 
employing look-up tables. 
3. The control processes involved in the detection process are neglected 
in this simplified analysis. 
A5.l Gauss-Seidel Iteration 
A cycle of Gauss-Seidel iteration requires the execution of three basic 
steps. 
For i = 1,2, ••••• , m 
262. 
Step 1 fox. -> (R - XY) Y~ 
1 1 
Step 2 x. -> fox. + X. 
1 1 1 
Step 3 XY -> XY + fox. Y .. 
1 l. 
The number of arithmetic operations reQuired by each step 1S therefore: 
Step 1 (g + 1) subtractions, (g + 1) multiplications 
Step 2 1 addition 
Step 3 (g + 1) multiplications, (g + 1) additions. 
Using f as the 'value' of a multiplication, the number of operations 
performed in one cycle of Gauss-Seidel iteration is: 
m{(g+l) + (g+l)f + 1 + (g+l)f + (g+l)} 
= m{2f(g+l) + 2g + 3}. (A5 .1.1) 
Let L cycles of Gauss-Seidel iteration be performed during the detection of 
a group of signal elements. The total number of arithmetic operations is 
(A5.1.2) 
When f > 1, which is true unless a very fast multiplier is used, the number 
of arithmetic operations becomes: . 
2fLm(g+l). (A5.l.3) 
A5.2 Direct Search Method'l 
In this detection process each Xi: for i = 1,2, ••.•• , m is 
perturbed by a small amount of +s or -so The quantity IR - Xyl 
is calculated and any perturbation which reduces the value of IR - Xyl 
is retained. In one cycle of iteration the following steps are carried out. 
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For i = 1,2, ..... ,m 
Step 1 
Step 2 
increment x. by s so that x. + x. + 8 
l. l. l. 
form a new value of XY so that XY + XY + 8Y. 
l. 
Step 3 calculate the change in the length of IR Xyl. If s is small 
the change in IR - Xyl is -2s(R - XY) y.T 
l. 
Step 4 If 6(IR Xyl) is negative, increment i and start again from 
Step 1. If 6(IR - Xyl) is positive, Step 1 and Step 2 must 
be carried out a second time. 
The number of arithmetic operations performed at each step are: 
Step 1 1 
Step 2 (g+l)f + (g+l) 
Step 3 (g+l)f + (g+l). 
However, Step 1 and Step 2 may be repeated about 50% of the time, so that 
Steps 1 and 2 should be weighted by a corresponding amount. The total 
number of arithmetic operations is therefore: 
m· {~+ ~ «g+l)f + (g+l)) + (g+l)f + (g+l)} 
= ~ {3+3 gf + 3f + 3g + 3 + 2gf + 2f + 2g + 2} 
= ~ {f(5g + 5) + 5g + 8} 
= (A5.2.l) 
For L cycles of iteration the number of operations is: 
CA5.2.2) . 
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When f> 1 equation (A5.5) becomes: 
5 2Lmf(g+1). 
A5.3 The Optimum Detection Process 
(A5.2.3) 
In this process each of the 2m possible values of ZY is generated 
at the receiver, and the value of ZY which gives the smallest IR - Zyl 
is accepted. Clearly 2m comparisons and 2m evaluations of IR - Zyl 
must be made per detection process. As there are n components of R the 
evaluation of IR - zylrequires n subtraction~, n multiplications and 
n additions, 
i.e. n(l + f + 1) = n(2 + f) arithmetic operations. 
If a 'comparison' is regarded as equal to an addition or subtraction, the 
total number of operations per detection process is: 
(A5.3.1) 
However, in practice the channel will be slowly time varying and the 
! 
receiver must calculate the 2m possible values of ZY during each iterative 
detection process. This involves a total of 
(A5.3.2) 
operations. Thus the total number of arithmetic operations performed during 
the course of detecting a group of signal elements is: 
(A5.3.3) 
When f> I and mg > n there are approximately 2m mgf 
operations. As m, the number of signal elements per group." grows, 
the number of sequential operations performed during a detection process 
grows exponentially. It is for this reason that the optimum detection 
process could not be used for large groups. 
In practice, the optimum detection process would not generate 
m 
all 2 values of ZY by performing mg multiplications each time a new 
ZY is formed. Z woula be chosen so that z. = ±2k where k = some 
l. 
integer. As consecutive values of ZY differ by only one component of Z, 
the formation of a new value of ZY would require only g + I additions 
so that the expression 2m mgf in equation (A5.3.2) is replaced by 
m 2 -.2g. Although this reduces the number of operations by an order of 
magnitude, the term 2m remains and hence the optimum detection process 
remains impractical for large values of m. 
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35 
THE DICHOTOMOUS SEARCH TECHNIQUE 
Consider a search technique where the maximum of a function with 
respect to a single variable must be found. Assume that the function is 
unimodalso that there is only one unique value of the parameter which 
produces a maximum. Furthermore, for any two points on the same side of 
the minimum, the point closest to the maximum always produces the greater 
value of the objective function. Let the region in which the maximum value 
of the function is known to lie, be called the interval of uncertainty. 
Let the two ends of the interval of uncertainty be denoted by x 
o 
and respectively. Furthermore, let x = 0 o and 
Then for a set of n experiments, each of which measures the objective 
function at some point, it can be said that: 
* ~-l ~ x ~ ~+l (A6.1) 
* where x is the value of x which gives the maximum value of the objective 
function. This region is called the interval of uncertainty after n 
experiments and its length denoted by In' 
I 
n - ~+l - ~-l • (A6.2) 
The index K is the index of the experiment ~ which produces the highest 
value of the objective function YK• That is, K such that: 
(A6.3) 
I ~ k ~ n • 
In general, a search plan specifies the size of the possible 
final intervals ~+l - xk_l (k = 1,2, ••••• ,n), while the experimental 
results determine K, the index of both the experiment with the 
best outcome and the final' interval of uncertainty In' To show the 
simultaneous dependence of In on the planned xk and the experimental 
results determining K, let the length of the final interval be denoted 
After a series of experiments has been carried out and the results 
measured, 1 is a good indication of how effective the search has been. 
n 
Consider the longest of the n intervals, designated L. No matter 
n 
how the experiments turn out we can always be sure that the interval of 
uncertainty will be no greater than Ln' 
From the definition of L it can be seen that it depends only on 
n 
the search plan, not on which interval happens to contain the optimum 
* point x. 
(A6.4) 
Ln is unique, for although there are many possible final lengths In' 
there is only one longest length. Because L is deliberately chosen to 
n 
correspond to the worst possible outcome, it is free of dependence on 
.experimental results. 
From all possible search plans the one making L 
n 
as small as 
possible is required. Denoting the experiments in the optimal plan by 
* xk and the interval.of uncertainty for this play by * L n 
(A6.5) 
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* Although L is a variable and depends on the plan used, L is a constant. 
n n 
* The plan ~ is often called a minimax scheme, because combining equations 
* (A6.2) and(A6.5), L may be written as: 
n 
* L 
n 
= min max 
~ l~K~n 
(A6.6) 
To narrow down the interval of uncertainty at least 2 experiments must be 
performed. Consider the simplest case when n = 2. Let e be the least 
separation between two experiments for which a difference between Yl and 
can be detected. Then by placing at ~ e and x2 at ~ +~ Y2 xl 2 2 ' 
* L2 is obtained, the minimum value of L2 • 
* L2 m - %) ,(~ + ~)} , +~ (A6.7) Therefore: L2 = = ~ 2 2 
In a dichotomous search, two experiments are placed as close together 
as possible in the centre of the interval of. uncertainty. This leaves 
an interval of uncertainty , e ~ + -2 The third and fourth experiments 
are placed in the middle of this interval to produce a new interval of 
uncertainty , + 3e 
"4 In general, after n experiments when n is even, 
the optimum is located in an interval of length: 
n n 
2- 2 + (1 - 2- 2)e (A6.8) 
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Error detectors using signal distortion 
A.P. Clark, M.A" Ph. D., DJ.C., C.Eng., M.I.E.R.E., and A. Clements, B.Se. 
Indexing"terms: Data-transmission systems, E"or detection 
Abstract 
A synchronous serial data-transmission system has recently been proposed for use over channels that introduce 
severe signal distortion. The serial stream of data elements at the transmitter output is arranged into separate 
groups, with sufficient time gaps b,~tween adjacent groups to ensure that these do not overlap at the receiver. 
The received signal has many of the properties of a linear error-detecting or error-correcting block code. Although 
the signal lacks some of the simplicity and elegance of conventional linear block codes, it can nevertheless be 
used very simply and effectively to recognise the presence of errors in the detected data signal. The paper 
describes four different error detectors and three different signal detectors with which these may be used. The 
performances of the four error detectors are studied by computer simulation and their potential merits are 
assessed. 
List of symbols 
Q 
r(t) 
R 
$; 
s= 
s'= 
convolution matrix corresponding to the vector S 
received signal-plus-noise waveform 
received signal-plus-noise vector 
element value of ith signal-element 
transmitted signal vector 
detected value of S 
T = sampling interval 
U = sampled impulse response of base band channel 
V = linear estimate of U 
wet) = received noise waveform 
W = received noise vector 
X = linear estimate of S 
Y(l) = impulse response of baseband channel 
Y = convolution matrix corresponding to the vector U 
Z nonlinear estimate of S 
1 Introduction 
An interesting technique for transmitting digital data over 
channels that introduce severe signal distortion has recently been 
described.l --4 The arrangement is a serial synchronous data-transmiss-
ion system in which the stream of binary or multilevel data elements 
at the transmitter is arranged into separate groups, with sufficient 
time gaps between adjacent groups to ensure that these do not 
overlap each other at the receiver. Thus there is no intersymbol 
interference between different groups at the receiver. Each received 
group of signal elements is detected in a separate operation, the 
element values being determined simultaneously in an iterative 
process. 
The system has been studied theoretically, and by computer sim-
ulation, and the investigations have revealed that the system possess-
es a number of most interesting properties that are briefly as I 
follows: 1--4 
(a) Correct operation can be achieved over any time invariant or 
slowly time-varying linear channel having an impulse response 
of effectively finite duration. 
(b) There is no need to scramble the transmitted data. 
(c) Even in the presence of severe digital distortion it is pOSSible, 
at the receiver, to extract both element and group timing from 
the received data signal itself, with no need for the transmission 
of a separate timing signal. 
(d) Optimum detection of the data-element values in a received group 
and the optimum linear estimation of the channel impulse 
response are achieved, in turn, by the same simple equipment 
that operates iteratively but without an excessive number of 
sequential operations. 
(e) No training signal is needed for the estimation of the channel 
impulse response, even at the start of transmission, so that 
correct operation is automatically restored shortly after a break 
in transmission. 
(j) There are no error-extension effects. 
The one disadvantage of this system is the fact that, for a given 
transmitted information rate, the signal-element rate over a group of 
elements is greater than that where the elements are transmitted 
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continuously. This increases the intersymbol interference between 
the signal elements of a group and tends to reduce the tolerance of 
the system to noise. However, tests have shown that, so longas the 
ratio of the duration of the gaps to the duration of the groups does 
not exceed one half, the reduction in tolerance to noise is not likely 
to be serious and should normally leave the system with a Significant 
advantage in tolerance to noise over the best nonlinear equaliser.4 
Recent investigations have shown that the system has an addition-
al and important property, which is as follows. A received group of 
signal elements behaves as a received (and possibly corrupted) code 
word of an error.detecting block code, in which the redundant data 
is provided by the combination of the gap, following the correspond-
ing group of transmitted elements and the Signal distortion in trans-
mission. Furthermore, with the Simpler and suboptimum detection 
processes, the error·detecting capability of the block code can be 
fully exploited at the receiver. with a negligible increase in equipment 
complexity. Since the data-transmission system has the inbuilt 
facility for automatic error detection as a byproduct of the many 
other useful propprties just described, there are no penalties to be 
paid for any advantages gained from this facility, and it is clearly an 
arrangement well worth further investigation. 
Various techniques have been described in the published literature 
for treating signal distortion as though it were the redundant data of 
a convolutional code, and it has been shown that a considerable 
improvement in tolerance to noise can often be achieved in this wayS-14 
Unfortunately, considerable equipment complexity is also often 
involved. The error detectors that are studied here operate in a 
basically different manner and use only the signals that are normally 
generated in a detection process, so that, for practical purposes, no 
additional equipment is required. 
The paper first outlines the method of operation of the data-
transmission system and then describes four different techniques of 
automatic error detection. Finally, it uses the results of computer-
simulation tests to compare the performances of the different error 
detectors. 
2 Basic assumptions 
The data-transmission system is as shown in Fig. I. The 
data elements at the input and output of the buffer store in the 
transmitter are, for convenience, represented as impulses, although 
they would, of course, normally have rectangular or rounded wave-
forms. Apart from the corresponding change in the transfer function 
of the transmitter mter, this representation of the data elements in 
no way affects the operation of the system. It is also assumed that 
the data elements {SiS (t - in} are binary coded, and such that 
Si = ± 1 
the (Si) being statistically independent and equally likely to have 
either binary value. 
(I) 
The buffer store at the transmitter contains two stores, each with 
m storage elements. At any instant, one of the two stores is filled 
with the corresponding m successive element values of the incoming 
data stream, and the other store is receiving the incoming data stream 
at the rate of one element value every T seconds. When' one of the 
two stores has been filled, its storage elements are sampled in turn, 
once every T seconds, where 
T=~T 
m+g 
_ (2) 
and g is an appropriate integer, normally less than m. Each sample 
1197 
value is fed to the transmitter filter in the form of the corresponding 
impulse st5(t - iT). When all m storage elements have been sampled, 
the next g impulses, fed to the transmitter filter at intervals of T 
seconds, are all set to zero, so that no signal is transmitted during 
this periof of gTs. By the end of this time, the second of the two 
stores has been filled with the incoming data-element values, so that 
this store is now sampled while the other receives the incoming 
data, and so on. Clearly, after each group of m signal elements, at 
the input to the transmitter filter, there is a time gap (time guard 
band) of gTseconds. 
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Fig 1 
Model of data-transmission system 
The transmission path is a linear base band channel that includes a 
modulator, bandpass channel and demodulator, all of which are 
linear. The bandpass channel could be a voice-frequency channel, 
such as a telephone circuit or h.f. radio link and, at a typical element 
rate of up to 2400 bauds, the channel may introduce severe inter-
symbol interference between neighbouring Signal elements in a 
group. IS ,16 The transmitter and receiver fllters in Fig. 1 are equiva· 
lent to all transmitter and receiver filters, respectively, including any 
involved in modulation or demodulation. The transmitter mter, 
transmission path and receiver mter together form a linear baseband 
channel whose impulse responsey(t) is taken to be nonzero only 
over a given time interval of less than (g + 1 )Ts. 
It is assumed that white Guassian noise with zero mean and a 
2-sided"power spectral density of (l/2)No is added to the data signal 
at the output of the transmission path. Although such noise is not 
normally experienced over telephone circuits at any Significant 
level, the relative tolerances of different data-transmission systems 
to additive white Gaussian noise is a good measure of their relative 
tolerances to the additive noise normally experienced over these 
circuits. 15 The noise waveform at the output of the receiver filter 
is the Gaussian waveform wet). 
At the output of the baseband channel, there is no overlap 
between the waveform corresponding to a received group of 
signal elements and the waveforms of the neighbouring groups, and 
each group is detected independently in a separate process. Thus it 
is only necessary to consider the received waveform 
m 
'it) = L. SiY(t-;n+w(t) 
1=1 
" at the output of the baseband channel, which is the waveform 
corresponding to the group of m transmitted elements 
m L s,O(t-iT) 
1=1 
The m element values {Sj} are conveniently represented by the m 
components of the row vector 
(3) 
(4) 
In the absence of noise, a unit impulse at time t = 0, at the input to 
th.e base band channel in Fig. I, gives, at the detector input, the set 
of n sample values which form the n components of the row vector 
1198 
Y l = YOY1··.YgO ... O (5) 
whereYI = y(iT) and n = m + g. The delay in transmission, other 
than that involved in the time dispersion of the transmitted signal, 
is neglected,so thatyo =1= 0 andYi = 0 fori<O and i> g. Clearly, 
Y l is the sampled impulse response of the baseband channel. 
The received waveform r(t) is sampled at the time instants t = iT. 
for i = 1,2, ... , n, to give a set of n samples which form the n 
components of the row vector 
(6) 
where, of course, rj = r(iT). It can be seen from eqns. 3 and 5 that 
the n {rl} are dependent only on the corresponding m {Si} and on 
the additive Gaussian noise. 
The required phase for the sampling instants may be determined 
fro"m the received signal waveform, using the fact that the envelope 
of the received signal always decays to zero at the end of a received 
" group of elements and always becomes nonzero again at the start of 
the next group. 
Ifw; = w(in, Wj is the Gaussian noise component present in rh 
and the noise components present in the n {ri} are conveniently 
represented by the n-component row vector 
(7) 
It is assumed that the transmitter filter in Fig. 1 is such that the 
average transmitted energy per signal element is unity, and the 
receiver filter is such that the noise components {WE} are sample 
values of statistically independent Gaussian random variables with 
zero mean and varia"nce (l/2)No.2 Furthermore, when the trans-
mission path introduces no signal distortion, attenuation or delay, 
the sampled impulse response of the base band channel becomes 
YI=IOO ... O (8) 
If Y is the m x n matrix whose ith row is given by the n-compon-
ent row vector 
/-1 
YI = ~YOYl ... ygO ... O (9) 
it can be seen that 
R = SY+ W (10) 
The buffer store at the receiver contains two separate stores, each 
with n storage elements. While one store holds the n received sample 
values {rl} for a detection process, the other store is receiving the next 
n sample values in preparation for the next detection process. 
The detector detects the m {SI} from the n {ri}, that is, it detects 
the signal vector S from the received vector R. The detector is 
assumed to have prior knowledge of the sampled impulse response 
of the channel Y1 , and therefore of the matrix Y. In the case of a 
time-varying channel, the change in Y is assumed to be negligible 
over the duration of a received group of m signal elements and 
sufficiently slow to enable Y to be correctly estimated from the 
received data signa1. 1 
3 Detection processes 
The n-component vectors R. SY and Win eqn. 10 can be 
represented as points in an n-dimensional Euclidean vector space. 
Under the assumed conditions, the detection process which 
minimises the probability of error in the detection of S from R is 
that which selects from the 2 m possible values of S, the vector that 
minimises the distance !R-SY! between the vectors Rand SY in the 
n-dimensional vector space.1- 4 The weakness of this process is that 
it involves 2m sequential operations, so that it is not a practical 
system when m > 10 and the transmitted information rate 
approaches 10000 bit/so The detection process will be known as 
system 1. 
Other detection processes have been developed which are simple 
to implement and do not require an excessive number of sequential 
operations, even with large values of m and multilevel elements.3 ,4 
These processes are all based on an arrangement of linear equalisa-
tion that can be implemented by means of the point Gauss-Seidel 
iterative method or by anyone of a number of different developments 
of this method. 17 ,18 The arrangement operates on the received vector 
R to obtain the m-component row vector 
x = Xl Xl·. ,xm 
which is a linear estimate of S. 
(11) 
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It can be seen that the m row vectors {Yt }, which form the TOWS 
of the matrix Y, are linearly independent and so span an m-
dimensional subspace of the n-dimensional vector space containing 
R, Since SY is a linear combination of the m vectors {Yj }, it must be 
in this subspace for all values of S. The vectorsR and W, however, do 
not normally lie in the subspace. The process of linear equalisation 
just mentioned determines the m-component vector X which is such 
that XY is the point in the subspace at the minimum distance from 
R, so that XY is the orthogonal projection of R onto the subspace. 1-4 
The relationship between the vectors R, SY and XY is illustrated in 
Fig. 2. 
Fig 2 
R 
\m-dimenSional subs pace 
spanned by the {Vj 1 
Relationship between the vectors R, SY and XY 
The vector S is detected from X by setting Si, for each i, to 1 or 
-I, depending upon whether Xi is positive or negative, respectively. 
The complete detection process will be known as system 2. 
Unfortunately, the tolerance to additive white Gaussian noise of 
system 2 is often considerably below that of system 1.2-4 However, 
a useful improvement in tolerance to noise can be achieved by 
modiiying system 2 so that R is now projected orthogonally onto 
the m-dimensional solid polyhedron whose vertices are formed by 
the 2m possible vectors {SY}. If the projection of R onto the 
polyhedron is ZY, where 
(12) 
then, when XY lies inside the polyhedron, ZY = XY, otherwise 
ZY =1= XY. S is detected from Z by setting si> for each i, to 1 or -1, 
depending upon whether Zj is positive or negative, respectively. This 
detection process will be known as system 3. \ 
A further useful improvement in tolerance to noise can be achieved 
by modifying system 3 so that a detection process is carried out for 
all m signal elements, as in system 3, but only the detected value of 
the first signal element is accepted. Assuming the correct detection 
of the element, its components in the n sample values of the received 
vector R are all known, being given by the n-component vector 
SI Y1 , and these are now removed by subtraction from R to give 
R-s1 Y1 • The detection process of system 3 is then repeated on the 
vector R-s1 Y1 to give the detected value of the second signal 
element, whose components are removed by subtraction to give 
R-sI Y I -S2 Y2 , and so on. Obviously, if any signal element is 
incorrectly detected, its intersymbol interference in the following 
elements instead of being removed is doubled, so that there are now 
likely to be further errors in the detection of the remaining elements. 
The arrangement achieves a tolerance to additive white Gaussian 
noise typically within about 3 dB of that of system 1.3,4 It will be 
known as system 4. System 4 does not involve either complex 
equipment or an excessive number of sequential operations, and it 
is perhaps the most cost effective of the different systems studied.3 ,4 
The details of the implementation of the various detection 
processes will not be given here, as they are described elsewhere t - 4 ,18 
and are, in any case, not important to the present discussion. 
4 Error detection 
It is clear from eqn. 10 that, in the absence of noise, the 
transmitted m-component vector S is received 'as the n-component 
vector SY. SY can be considered to be an n-component code word 
in an error-detecting or error-correcting linear block code. t9 ,20 The 
matrix Y is thus the generator matrix that converts the information 
vector S into the corresponding code word SY. The redundant 
data in the received vector SY, corresponding to the additional g 
components, results from a combination of the time gap of gTs, 
following the corresponding transmitted group of m signal elements, 
and the signal distortion (time dispersion) introduced by the base-
band channel. Clearly, the arrangement is in many respects similar 
to a conventional linear block code. In the latter, the components of 
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a code word have the possible values 0 and 1 and the sum of two 
vectors is formed by the place-by-place modulo-2 addition of their 
respective components. Although much of the simplicity and 
elegance of a conventional Hnear block code is lost in the signal 
vectors R. XY and ZY, these can nevertheless be used very simply 
in various arrangements of automatic error detection. 
System 1 can be considered as the decoder for a forward acting 
error-correcting code in which the selected vector SY is the valid 
'code word at the minimum distance from the received vector R. Just 
as the decoder for a conventional linear block code can be simplified' 
through the application of suitable techniques,19,20 so it is possible 
to simplify system I by the appropriate modifications. 3 ,4 However, 
the application of interest here. is that of error detection rather than 
error correction. 
It can be seen that since system 1 is, in effect, an a'rrangement of 
forward-acting error correction, using all the available redundant 
data (prior information of the received signal), it is unlikely that any 
very useful degree of error detection can be achieved with this 
system. On the other hand, with the suboptimum detection processes, 
such as systems 2, 3 and 4, there should often be sufficient of the 
redundant data (prior information of the received signal) unused by 
the detection process and therefore available for error detection. 
Just as the redundant data that is used to correct errors in a con-
ventional error-correcting block code cannot, at the same time, be 
used to detect errors, so the prior information of the received signal 
that is used in a detection process cannot, at the same time, be used 
to indicate the presence of errors in the detected element values. 
Let the minimum distance between any two of the 2m possible 
vectors {SY} in the n-dimensional vector space be 2d, and suppose 
that S' is the detected value of S, obtained as the result of some 
detection process which mayor may not be optimum. Let 
e, = IR-S'YI (13) 
where R is the received vector used in the detection process and 
lR-S'YI is the distance between the vectors Rand S' Y in the n-
dimensional vector space. 
The error detector 1 is the arrangement which determines et for 
each detected vector S' and indicates an error in S' whenever 
et > kd. where k is a positive constant whose value is ideally a little 
less than unity. The error detector I is best used with system 2. 
If el < kd, and 0 < k < I, S' must be the detected vector obtained 
from R with system I, since if any other possible value of SY is 
closer to R than is S' Y, the distance between S' Y and this value of 
SY must be less than 2d, which cannot be. It follows immediately 
that any detected vector S~ which differs from that given by system 1, 
operating on the same received vector R. must give a value of el 
such that et > kd, and so be detected as an error. Thus the 
undetected~rror rate cannot exceed the error rate in system 1, where 
this has no error detector. The important property of the error 
detector is that only one distance, tR-S YI, needs to be measured, 
in place of the 2m distances in system 1. 
The weakness of the arrangement of error detection is, of course, 
that an error may be indicated when in fact no error occurred. In a 
practical system it is not normally acceptable to have more than, 
say, two or three false error indications for every correct error indica-
tion. The arrangement is not,in fact, an error detector in the strict 
sense of the word, and systems of this type are sometimes referred 
to as signal-quality detectors. 
It can be seen that with the error detector 1, any displacement of 
the vector R in a direction orthogonal to the m-dimensional sub-
space spanned by the {Yt} does not change the value of S for which 
SY is closest to R, but it does of course increase the minimum value 
onR-SYI. Since W=R-SY, it can be seen from Fig. 2 that, when 
the noise vector W has a large component orthogonal to the subspace, 
it is possible for the minimum value of IR-SYI to be considerably 
greater than d, even in the case where this SY is also the correct 
received Signal vector and where the neighbouring vectors {SY} are 
all at a distance 2d from this SY. Thus the arrangement is clearly 
susceptible to false error indications. 
A better measure of the likelihood of an error in the detected vec-
tor S' is 
e, = IXY-S'YI (14) 
where XY is the orthogonal projection of R on to the m-dimensional 
subspace, as shown in Fig. 2. 
The error detector 2 is the arrangement which determines e2 for 
each detected vector S' and indicates an error in S' whenever 
e2 >kd, where ideally 0 <'k < 1. It is best u~d with system 2, since 
this employs XY in the detection process. . 
If anyone of the 2m possible vectors {SY} is closer to R than is 
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any other of the {SY}, it is also closer to XY, so that XY could clear-
ly be used for the detection of S in system 1 in place of R. It now 
follows, by the same line of argument as has been used for the error 
detector 1, that, with 0 < k < I, the undetected-error rate with the 
error detector 2 cannot exceed the error rate in system I, where this 
has no error detector. Again, the error detector only measures a 
single distance in place of the 2m distances measured by system 1. 
Since the components of the noise vector W orthogonal to the 
m-dimensional subspace are ignored in e2 , the error detector 2 is 
less susceptible to false error indications than is the error detector 1. 
The rn-dimensional subspace is, of course, unbounded and it is 
quite possible for XY to lie at a distance of more than d from the 
received signal vector SY. and still be closer to this vector than to 
any of the other possible vectors {SY}, when XY lies outside the 
polyhedron whose vertices are the 2m possible vectors {SY}. This 
suggests that an even better measure than e2, for the likelihood of 
an error in the detected vector S', is 
<, = IZY-S'YI (15) 
where ZY is the orthogonal projection of R onto the solid m-
dimensional polyhedron whose vertices are the 2m possible vectors 
~n . 
The error detector 3 is the arrangement which determines 
- e3" for each detected vector S' and indicates an error in S' whenever 
e3 > kd. where ideal1y 0 < k < 1. It is best used with systems 3 and 
4, since each of these employs ZY in the detection process. 
5 Error detection in an adaptive system 
In an adaptive detection process, where the sampled 
impulse response of the channel in Fig. 1 varies slowly with time, 
it is necessary to estimate the sampled impulse response from the 
received vector R, for each received group of m signal elements. The 
stored estimate of the sampled impulse response that is used in a 
detection process is updated by each new estimate, its value being 
changed by a constant fraction of, typically, 0'001 to 0'01 of the 
difference between the stored and new estimates. The difference 
here is, of course, the difference vector in the n-dimensional vector 
space. 
Let Q be the (g + 1) x n matrix whose ith row is the n-compon-
ent row vector 
/-I 
Q, = ~SI S, ",sm 0 ... 0 (16) 
and let U be the (g + I)-component row vector 
"U = ,YOYI .• ·Yg (17) 
which is, of course, the sampled impulse response of the baseband 
channel in Fig. 1. Then it can be seen that 
UQ = SY , (18) 
and 
R = UQ+W (19) 
Assuming the correct detection' of the signal vector S, the detector 
knows the matrix Q. 
A process of linear equalisation, exactly analogous to that pre-
viously described for obtaining X from R, can now be applied to the 
received vector R to obtain the (g + l)~component row vector 
V=",,, ... v, (20) 
which is a linear estimate of u. 1 ,4-
It can be seen that the g + 1 row vectors {Qt}, which form the rows 
of the matrix Q, are linearly independent and so span a (g+ 1)-
dimensional subspace of the n~dimensional vector space containing 
R. Since UQ is a linear combination of the g + 1 vectors {Qt}, it 
must lie in this subspace for any vector U. The vectors Rand W, 
however, do not normally lie in the subspace. The process of linear 
equalisation, just mentioned, determines the vector V which is such 
that VQ is the orthogonal projection for R onto the (g+ I)-dimen-
sional subspace. The correct detection of S is, of course, assumed 
here. The relationship between the vectors R. UQ and VQ is 
illustrated in Fig. 3. 
It can be seen that if the signal vector S is wrongly detected, then 
there is a high probability that V will differ considerably from U, 
since the wrong matrix Q and hence the wrong (g+ 1 )-dimensional 
subspace is used in the derivation of V. Thus V is now likely to 
differ considerably from the stored estimate of the sampled impulse 
response of the channel, which can normally be assumed to 
approximate closely to the vector U. 
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To prevent an unnecessary discrepancy being introduced into 
the stored estimate of the sampled impulse response by errors in 
the detected element values, the new estimate V of the sampled 
impulse response of the channel is ignored whenever 
IV-UI>c (21) 
where c is a suitable positive constant such that c < IUI and U is: < 
. here taken tO,be the stored estimate of the sampled impulse response. 
Thus, whenever the distance between the new estimate of the 
sampled impulse response of the channel and the stored estimate: 
exceeds c, the stored estimate is left unchanged. . 
Clearly, for no additional equipment complexity 
<4 ,; IV-UI (22) 
can be used as a test for errors in the detected element values. Thus, 
whenever "4 > c, it is assumed that S has been incorrectly detected. 
This arrangement will be known as the error detector 4. 
R 
'\ (g + 1 )-dimensional subspace 
spanned by the {o.) , 
Fig 3 
Relationship between the vectors R, UQ and VQ 
Although a theoretical analysis of this system does not yield any 
very conclusive results, it appears that the error detector 4 may 
sometimes be unduly susceptible to false error indications. Never-
theless, because of its very simple implementation in an adapative 
system, it is clearly worthy of further investigation. 
6 Assessment of error detectors 
The performances of various combinations of the systems 
2-4 and the error detectors 1-4 have been tested by computer 
simulation. The computer~programs were written in Fortran IV 
and run on an ICL 1904A'computer. 
The data-transmission system is here assumed to be ashown in 
Fig. 1 and described in Section 2. In all tests, m = 8, and g = 4. Thus 
the transmitted signal, at the input to the baseband channel, is 
arranged in groups of eight elements, with gaps of four zero-level 
elements between adjacent groups. Eleven different channels have 
been used, and the sampled impulse response of each channel is shown 
in Table 1. In every case, Y1 has five components, and lY1 1 = I, 
so that no signal gain or attenuation is introduced by any channel. 
The channels introduce many different combinations of amplitude 
and phase distortions. 
To give a measure of the severity of the signal distortion intro-
duced by each channel, Table 1 also shows for each channel the num-
ber of dB reduction in tolerance to additive white Gaussian noise, at 
. moderately high signal/noise ratios, that results when the given 
channel replaces channel A in the data-transmission system of 
·Fig. I, with the optimum detection process (system 1) used in 
the detector.4 
In each computer simulation test, 8000 Signal elements (that 
is, 1000 groups) are transmitted, and the noise level (l/2)No is adjustec 
to give an element error rate of about 4 in 103 • Thus there are about 
32 element errors in each test. Clearly, the noise level is a measure of 
the tolerance of the signal detector (system 2, 3 or 4) to the Gaussian 
noise, in the absence of error detection. 
An error detector is tested by comparing the error parameter 
ej(el ,e2, e3 or e4 in eqns. 13, 14, 15 or 22, respectively) with 
thirty different threshold levels, from 0·05 to 1·50 in steps of 
0·05. The theshold level here is the quantity kd or c. The 
parameter el is determined after the detection of each received group 
of signal elements, and whenever ej exceeds a given threshold, any 
"errors in the corresponding eight element values are detected. If there 
are no clement errors when et exceeds the threshold, this is a false 
error indication. In a computer-simulation test, each el is, of course, 
compared simultaneously with all thirty threshold levels to avoid 
unnecessary repetition. 
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Since an error indication refers to the eight signal elements of the 
corresponding group, and since these eight elements would nonnally 
comprise a single character (alphanumeric symbol), the number of 
groups that are incorrectly detected is considered to be more signif-
icant than the number of signal elements. Thus an error detector is 
tested for the number of incorrectly detected groups that are not 
recognised as such, as well as for the number of false error indica-
tions. The lower the threshold level the greater the number of errors 
that are detected, up to the point where all errorS are detected, but at 
the same time, the greater the number of false error indications. 
Table 1 
SAMPLED IMPULSE-RESPONSE or EACH BASEBAND CHANNEL AND 
TilE CORRESPONDING MINIMUM REDUCfION IN TOLERANCE TO 
ADDITIVE WHITE GAUSSIAN NOISE OrTHE DATA-TRANSMISSION 
SYSTEM 
Channel 
A 
B 
e 
D 
E 
F 
G 
H , 
J 
K 
Table 2 
Sampled impulsc response Y, 
(1,0,0,0,0) 
Z-"1 0,1.0,0,0) 
Z-,"1 (1,0, I, 0, 0) 
I'S I/2 (0-5, I, 0-5, 0, 0) 
I'S112 (0-5, 1,--{)-S, 0, 0) 
I'SIIl (1,0'5,0-5,0,0) 
l'S I /1 (1,0-5,-0-5,0,0) 
I-Sill 0,0-667,0'235,0_ 0) 
I-SI/l (I 0-667 --{)-235 0 0) 
2"'1/2 (0:235,0:667, I, 6'667, 0-23..5) 
2"'1/2 (--{)'235, 0-667, I, 0-667, -0-235) 
Noise level (dB) for 
an clement error 
rate of 4 in to), 
with system 1 
o 
-1'2 
-!l'4 
-2-4 
o 
-!l'5 
o 
-!l'7 
o 
-4"4 
-1-2 
ERROR DETECTORS I AND 2 ADJUSTED FOR NO UNDETECfED ERRORS 
WITH SYSTEM 2 
Noise Error detector I Error detector 3 
Channel level 
Threshold Errors Falsc Threshold Errors false 
Table 4 
ERROR DETECTORS 1 AND 3 ADJUSTED FOR NO UNDETECTED 
ERRORS WITH SYSTEM 4 
Noise Error detector 1 Error detector 3 
Channel level 
Threshold Errors False Threshold Errors 
level detected error level detected 
False 
error 
indications indication 
dB 
A 0 I-OS 30 785 0'60 30 574 
B -1'6 I-OD 19 617 0'90 19 74 
e 
-"1 1'15 21 457 0'80 21 216 
D -3'2 0'90 13 454 0'80 13 47 
E 0'0 I-OS 29 786 0-85 29 287 
F -1'2 0'90 18 8'2 0'75 18 273 
G -0'8 1'20 22 423 0-85 22 190 
11 -1-0 0'95 23 784 0'70 23 346 , 
-0'8 1-20 2' 424 0'80 21 242 
J -7-4 0'80 14 12 0'70 14 1 
K -2-4 I-IS 14 187 0'90 14 45 
Table 5 
ERROR DETECTOR 4 ADJUSTED FOR NO UNDETECTED ERRORS 
WITH SYSTEM 3 
False 
Channel Noise Threshold Detected error 
level level errors indications 
A dB 0"5 30 942 0 
B -2'2 10·20 26 698 
e -1'6 0·20 31 738 
D -7·4 0.30 24 25 
E -0'1 0·15 29 938 
F -1'6 0-15 28 909 
G -1'1 0-15 24 926 
H -1-9 0'20 30 715 , 
-"2 0-25 26 621 
J -13-6 0'20 27 3 
K -2"8 0-30 21 266 
used to reduce the undetected error rate to less than about 1/30 of 
the original error rate, as is done here, or even to anything approach-
ing this, which suggests that the error etector could not, in practice, level detected error level detected error 
indications indicatio ns achieve a useful reduction in the undetected error rate. 
A 
dB 
1'05 30 785 0-75 30 847 '0 
B -5'7 I-50 27 0 1'45 27 0 
e -3'0 1'25 29 34 1·00 29 72 
D -13-7 1'45 22 0 1'45 22 0 
E -0'3 I-OS 28 745 1'00 28 475 
F -2'8 1'20 27 74 1'15 27 13 
G -2'3 1-35 33 29 1·20 33 '9 
H -3"1 l-10 32 124 1'05 32 3' , 
-3'6 "50 27 0 1'40 27 0 
J -17'4 1-10 26 0 l'tO 26 0 
K -4'7 1'35 28 0 1-25 28 0 
Table 3 
ERROR DETECTORS 1 AND 3 ADJUSTED FOR NO UNDETECTED ERRORS 
WITn SySTEM 3 
Noise Error detector 1 Error detector 2 
Channel level 
Threshold Errors False Threshold Errors False 
level detected error level detected error 
indications indicati on, 
dB 
A 0 1'05 30 785 0'60 30 574 
B -2'2 1-25 26 105 0-95 26 34 
e -1'8 1-20 27 219 0-85 27 105 
D -7'3 1'30 19 o .. 1'15 '9· 0 
E 
, 
-0'2 1'05 26 765 0'90 26 213 
F -1-6 0'95 28 692 0-80 28 152 
G 
-"1 1-25 24 298 0'90 24 113 
H -1'9 I-OS 30 443 0'85 30 85 
1 -1-2 1'20 25 341 0-80 25 '92 
J -'3'6 I-OS 25 0 1'05 25 0 
K -2"8 1'20 21 76 0·95 21 14 
The results of the computer-simulation tests are shown in Tables 
2-6. In Tables 2-5, the noise level (for an element error rate of ab01:lt 
4 in 103 ) is measured in decibels relative to that for channel A, and 
each threshold level is the largest of the thirty threshold levels tested 
for which there are no undetected errors. Thus the number of 
detected errors is in every case equal to the total number of incorrect· 
ly detected groups, and an increase of 0'05 in the threshold level 
results in one or more of these erroneous groups not being recog-
nised as such. The measure of the efficiency of an error detector is 
given here by the number of false error indications. When this is very 
much greater than the number of detected errors, as for example 
in the case of channel A, the error detector could not normally be 
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A comparison of the results in the Tables 2 to 5 shows that, in 
general, the further the tolerance of a signal-detection process to 
additive white Gaussian noise falls below that of system 1 (Table 1). 
the more effective are any of the error detectors in reducing the 
number of undetected errors. Again, the error detectors, listed in 
the order of their abilities to reduce the number of undetected errors, 
are 3,2,1 and 4, the error detector 3 being the most effective_ 
In practice, it is not convenient or even possible to adjust the 
threshold level to the largest value that is consistent with a useful 
reduction in the undetected error rate over any particular channel,. 
as in Tables 2-5. Furthermore, the minimum practical threshold 
level is set by the maximum acceptable ratio of false error indications 
to detected errors, and this often means that the' threshold level 
cannot be set at a sufficiently low value to achieve a useful reduction 
in the undetected error rate. It is therefore of interest of compare the 
different arrangements, with a fixed threshold level for each of the 
different error detectors, where this threshold level is such as to 
give an acceptable ratio of false error indications to detected errors 
for the average or typical channel. The corresponding results are 
shown in Table 6, where the threshold levels are }'3, I-a, 1·0 and 
0-4, for the error detectors 1,2,3 and 4, respectively. It can be 
seen from Table 6 that, even under these less ideal conditions, a 
significant reduction in the undetected error rate is usually obtained 
when the detection process has a tolerance to noise somewhat below 
that of system 1. . 
The results obtained by computer simulation are entirely consistent 
with the theoretical predictions, so that, although it has not been· 
possible to test the different arrangements with more realistic 
values of m, in the range 16-32 withg ~ (1/2)m, it is evident that 
similar performances would be obtained with the larger values of m. 
7 Conclusions 
The error detectors of the type studied here are, in principle, 
capable of reducing the undetected error rate to a value no greater 
than the error rate obtained with the optimum signal detector 
(system 1)_ They are therefore only effective when used with 
suboptimum signal detectors, 
The error detector 2 is the most cost effective of the error 
detectors for use with system 2, whereas the error detector 3 is the 
most cost effective for use with systems 3 and 4. In each case, the 
error detector is very simple to implement, since it operates on a signal 
that is generated as part of the detection process and since it uses 
1201 
Table 6 
ERROR DETECTORS WITH FIXED THRESHOLD LEVELS 
A 
B 
C 
D 
E 
F 
G 
H 
I 
J 
K 
System 2 
Error 
detector I 
(threshold 
level 1'3) 
Error 
detector 2 
(threshold 
level 1·0) 
Error 
detector 1 
(threshold 
level 1'3) 
System 3 
Error 
detector 3 
(threshold 
level 1'0) 
Error 
detector 4 
(threshold 
level 0'4) 
24 6 452 29 I 551 24 6 452 23 7 127 1416292 
27 0 0 27 0 0 24 2 72 25 1 19 20 6 90 
26 3 15 29 0 72 24 3 108 26 1 28 23 8 127 
22 0 0 22 0 0 19 0 0 19 0 0 18 6 3 
235370 280475 215394215118 1118280 
26 1 21 27 0 78 26 2 132 26 2 29 1810125 
33 0 54 33 0 155 22 2 226 21 3 54 1410170 
30 2 12 32 0 54 28 2 101 28 2 21 22 8 103 
27 0 3 27 0 30 24 1 204 23 2 48 1610162 
21 5 0 26 0 0 17 8 0 25 0 0 20 7 0 
28 0 0 28 0 7 19 2 23 20 I 9 14 7 64 
the same circuits as are used for signal detection. Also, in each 
case, the error detector is capable of achieving a useful reduction 
in the undetected error rate, when the channel is such that the 
signal detector has a tolerance to additive white Gaussian noise 
that is more than 2 or 3 dB below that of the optimum signal 
detector. 
System 4 
Error 
detector 1 
(threshold 
level 1'3) 
24 6 452 
15 4 137 
13 8 229 
7 6 10 
24 5 453 
16 2 205 
19 3 280 
20 3 263 
18 3 281 
3 11 0 
10 4 58 
Error 
detector 3 
(threshold 
level 1'0) 
23 7 
16 3 
174 
9 4 
21 8 
16 2 
18 4 
194 
18 3 
8 6 
13 1 
127 
36 
56 
4 
135 
46 
67 
67 
71 
o 
16 
5 SMITH, J.W.: 'Error control in duobinary data systems by means of null 
zone detection', IEEE Trans., 1968, COM-16, pp. 825-830 
6 CUNN, J.F., and LOMBARDI, l.A.: 'Error detection for partial response 
systems', ibid., 1969, COM-17, pp. 734-737 
7 KOBAYASHI, 11., and TANG, D.T.: 'On decoding and error control for 
correlative level coding system'. Presented at the international 
symposium on information theory, Noordwijk, Holland, 1970 
The error detector 4 can be implemented at no extra cost in the 
receiver of an adaptive system, but it only gives a useful reduction 
8 FORNEY, C. D.: 'Error correction for partial response modems'. Presented 
at the international symposium on information theory, Noordwijk, Holland, 
1970 . in the undetected-error rate when the tolerance to noise of the signal 
detector is appreciably below that of the optimum signal detector. 
It appears that the error detector 3 could be used to bring the 
effective tolerance to additive white Gaussian noise of system 4 
close to that of the optimum signal detector (system I), thus 
achieving a most cost-effective detection process. 
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