Sequential and persistent activity models are two prominent models of short-term memory in neural 5 circuits. In persistent activity models, memories are represented in persistent or nearly persistent activity 6 patterns across a population of neurons, whereas in sequential models, memories are represented dynam-7 ically by a sequential pattern of activity across the population. Experimental evidence for both types of 8 model in the brain has been reported previously. However, it has been unclear under what conditions these 9 two qualitatively different types of solutions emerge in neural circuits. Here, we address this question by 10 training recurrent neural networks on several short-term memory tasks under a wide range of circuit and 11 task manipulations. We show that sequential and nearly persistent solutions are both part of a spectrum 12 that emerges naturally in trained networks under different conditions. Fixed delay durations, tasks with 13 higher temporal complexity, strong network coupling, motion-related dynamic inputs and prior training 14 in a different task favor more sequential solutions, whereas variable delay durations, tasks with low tem-15 poral complexity, weak network coupling and symmetric Hebbian short-term synaptic plasticity favor 16 more persistent solutions. Our results help clarify some seemingly contradictory experimental results on 17 the existence of sequential vs. persistent activity based memory mechanisms in the brain. 18 Introduction 19 Short-term memory is a fundamental cognitive function for both humans and other animals. Despite its 20 importance, its neural basis largely remains an open problem. The classical view of how a short-term 21 memory might be implemented in the brain relies on the idea of a fixed point attractor [1, 2]. In this 22 view, a memory is maintained via persistent activity of individual neurons. By virtue of their persistent 23 activity, those neurons continue to represent information in the absence of any sensory stimulation. 24 However, persistent activity of individual neurons is not necessary for maintaining information in short-25 term memory; dynamic activity patterns can also maintain short-term memories [3][4][5]. According to 26 this alternative view, individual neurons can be active only transiently, while the population as a whole 27 maintains the memory through a dynamically changing activity pattern across time.
: Experimental setup. a Schematic diagram of recurrent networks. The input neurons are Poisson neurons providing noisy information about the stimulus or the stimuli. These neurons project onto the recurrent neurons which are modeled as rectified linear units (ReLUs) . Recurrent neurons, in turn, project onto the output unit or units, which are either linear or sigmoidal in different tasks. b The five main experimental tasks and the common trial structure. c Two factors determining the sequentiality index (SI): the ridge-to-background ratio [16] measures the temporal localization of the activity of individual units; the entropy of the peak time distribution measures the uniformity of the peak response times of the units in a given trial. The SI for a given trial is then given by the sum of the mean log ridge-to-background ratio of the recurrent units and the entropy of the peak time distribution. d Example idealized single-trial activity patterns with the corresponding sequentiality indices (SI) indicated at the top of each panel. Different colors represent the temporal activity patterns of a subset of individual units. These example trials were generated with the same number of recurrent units and time steps as in the simulations in the rest of the paper. Hence, the SI values here are directly comparable to the SI values reported elsewhere in the paper. A small amount of noise, independent across neurons and time, was added to the responses of all neurons in order to break possible ties in determining peak response times. e shows how the example trials shown in d score along each of the two dimensions defining the SI. Dashed lines represent several iso-SI contours. All examples except for the ramping one score close to maximum on the entropy dimension, hence their SIs are largely distinguished by the mean ridge-to-background ratio. Note that the nearly persistent example was generated by broadening the temporal activity profiles in the sequential example. It has thus the same peak time entropy as the sequential example, but has a much smaller mean ridge-to-background ratio. The ramping example, on the other hand, has minimal peak time entropy and a medium mean ridge-to-background ratio. b c 10 -6 10 -3 10 -5 10 -4 d a Figure 2 : Intrinsic circuit properties and their effect on the sequentiality of the recurrent activity in trained networks. a The recurrent connectivity matrix was initialized as W r = λ 0 I + σ 0 Σ off where λ 0 controls the initial intrinsic timescale of individual units and σ 0 controls the size of the initial coupling between the units. We also varied the strength of the l 2 -norm regularization on the parameters, controlled by the coefficient ρ. Our basic experiments were repeated with 800 different λ 0 , σ 0 , ρ values on a 10 × 10 × 8 grid over the three-dimensional hyperparameter space (λ 0 , σ 0 , ρ). b SI increased with σ 0 (linear regression slope: 1.20, R 2 = 0.08, p < 10 −53 ). c SI did not change significantly with λ 0 (p = 0.64). d SI slightly decreased with ρ (linear regression slope: −76, R 2 = 0.002, p < .05). Each cyan dot corresponds to the mean SI for a particular hyperparameter setting and a particular task. Black dots represent the means. Solid black lines are the linear fits and shaded regions are 95% confidence intervals for the linear regression (confidence intervals are usually too small to be clearly noticeable on the plotted scale).
in the recurrent population provides such a high frequency temporal basis.
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To test this hypothesis more directly, we conducted two simple experiments. First, we trained networks 136 to output sine functions with different temporal frequencies during the response period (upper panel in 137 Figure 3c ). The target function thus had the following form: sin(2πf t/T resp ), where 0 ≤ t ≤ T resp and 138 T resp denotes the duration of the response period. The networks received one-dimensional random input 139 throughout the trial in these tasks. According to our hypothesis, target functions with higher temporal 140 frequency (larger f ) should lead to more sequential responses. We observed that this was indeed the case 141 ( Figure 3c ): linear regression of SI on f yielded a slope of 0.60 (R 2 = 0.43, p < 10 −7 ).
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Secondly, we introduced a "tethering" manipulation in our experimental design that increased the 143 temporal complexity of the tasks. In tethered conditions, we put a strong penalty on recurrent responses 144 deviating from 0 during the last 50 ms of the trial (upper panel in Figure 3d ). An analogous tethering 145 manipulation can be induced experimentally, for example, by optogenetic silencing of a relevant neural 146 circuit toward the end of the trial. Tethering increases the temporal complexity of the task, because 147 it forces the network's output to sharply change from the roughly constant value it takes before the 148 onset of tethering. We thus expected this manipulation to increase the sequentiality of the responses 149 in successfully trained networks. Tethering indeed led to an overall increase in the sequentiality of the 150 responses (Figure 3d -e). Importantly, in many cases, tethering changed the dynamics throughout the 151 entire trial duration and not just toward the end of the trial (e.g. see the representative pair of trials in 152 Figure 3f ). is a ubiquitous feature of synapses in real neural circuits [26] . A number of theoretical and experimental 155 studies have suggested that short-term synaptic plasticity might be involved in short-term memory by 156 storing information in an "activity-silent" format in synapses [27] [28] [29] . To investigate the effect of short-157 term synaptic plasticity on the sequentiality of the recurrent activity in our networks, we added a simple 158 symmetric Hebbian short-term synaptic plasticity term to the recurrent weights (see Methods). This
159
Hebbian contribution to the recurrent weights is sometimes known as "fast weights" in the machine 160 learning literature [30] .
161
Symmetric Hebbian short-term synaptic plasticity decreased the sequentiality of the recurrent activity 162 in trained networks (Figure 4a ). A symmetric contribution to the recurrent connectivity matrix reduces 163 the high-frequency oscillatory dynamics in the network, which in turn reduces the sequentiality of the 164 recurrent activity. We emphasize again the symmetry of the short-term synaptic plasticity rule considered 165 here, since asymmetric associative rules (e.g. spike-timing-dependent plasticity) can often have opposite 166 effects, as demonstrated in earlier studies [31] [32] [33] . We have tried several asymmetric variants of our 167 Hebbian short-term synaptic plasticity rule, but we found these rules to be quite unstable in general and 168 we were not able to train our networks successfully with these kinds of rules. without such motion-related signals clearly demonstrate that such signals are not necessary for the gener-183 ation of sequential activity. However, it is still possible that because such signals already have a sequential 184 structure, they may facilitate the generation of sequential activity in the network. To test this hypothesis, 185 we designed navigation versions of our main experiments where, in each trial, the network was assumed 186 to navigate through a linear track at constant speed. The network received noisy population coded 187 information about its hypothetical location in the linear track, in addition to the task-relevant inputs 188 it received (see Methods). The location information was irrelevant for performing the tasks, hence the 189 network could safely ignore this information. These motion-related, task-irrelevant location signals signif-190 icantly increased the sequentiality of the recurrent activity in successfully trained networks ( Figure 4c ), 191 suggesting that the networks did not completely suppress these signals despite the fact that they were 192 irrelevant to the tasks the networks were trained on.
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Learning multiple tasks in sequence affects sequentiality. Our simulations so far assumed 194 that each network is trained on a single task. However, a common situation that arises in many animal 195 experiments is that the same animal may be trained on multiple tasks, usually sequentially. This can 196 happen, for example, when an animal takes part in several different experiments throughout its lifetime, 197 or when it learns to perform different tasks as part of a curriculum strategy for learning a more complex 198 task. To investigate the effects of such sequential multi-task learning, we considered networks that learned 199 a pair of tasks sequentially. We only considered the 2AFC-COMP and 2AFC-CD task pairs, trained in 200 either order, because (i) these task pairs have the same number and type of inputs and outputs, hence Figure 4 : Hebbian short-term synaptic plasticity, delay duration variability and structured dynamic inputs affect the sequentiality of the recurrent activity in trained networks. a The effect of Hebbian short-term synaptic plasticity on the SI. The leftmost column shows a scatter-plot of the SI in the basic condition vs. the SI in the short-term plasticity condition. Each dot corresponds to a different initial condition and different colors represent different tasks. The middle column collapses the data across different initial conditions and compares the SI for each task. The rightmost column collapses the data further across tasks and compares the SI in the basic vs. short-term plasticity conditions for the combined data. Asterisk (*) indicates a significant difference at the p < .05 level (Welch's t-test). Hebbian short-term synaptic plasticity decreased the SI. b
The effect of delay duration variability on the SI. Delay duration variability decreased the SI. c The effect of structured dynamic input on the SI. Structured dynamic input increased the SI.
the same task when it was trained in isolation. Sequential multi-task training led to an overall increase 1.12 0.56 0.56 1.12 0.56 1.12 Figure 5 : Multi-task learning experiments. a Results for the 2AFC-COMP task pair. b Results for the 2AFC-CD task pair. The red bars show the results for the multi-task training conditions, the cyan bars show the results for the corresponding single task training conditions. The right arrow indicates the order of training: e.g. "COMP→2AFC" means the network was first trained on the COMP task and then on the 2AFC task. Error bars represent standard errors across different hyperparameter settings. Asterisk (*) indicates a significant difference at the p < .05 level (Welch's t-test). c Training in a task consistently reduces the mean self-recurrence, λ ≡ W ii , and increases the fluctuations in the strength of recurrent coupling to the rest of the network, σ ≡ std(W ij,i =j ). Note that λ = λ 0 and σ = σ 0 (as defined in Figure 2a ) before training.
Normalized activity
Figure 6: Circuit mechanism that generates sequential vs. persistent activity. a, b, c Neurons are first sorted by the time of their peak activity. We then plot the mean and standard deviation of the recurrent weights, W ij , as a function of the difference between the orders of the neurons in the sequence, i − j. A positive i − j value (green) indicates a connection from an earlier peaking neuron to a later peaking neuron. A negative i − j value (blue) indicates a connection from a later peaking neuron to an earlier peaking neuron. Solid lines represent means and shaded regions represent standard deviations. a shows the results for all trained networks with SI > 5, b shows the results for all trained networks with SI < 2.5 and c shows the results for untrained random networks. The self-recurrence term corresponding to i − j = 0 is not shown for clarity. d, e, f show normalized responses of neurons in example trials simulated with connectivity matrices drawn from the profiles shown in a, b, c, respectively (see Methods for details). Only the active neurons are shown in these plots.
Secondly, in our simulations, we chose the input noise levels to be roughly consistent with those used in ref.
[36], where generic neural networks were trained on tasks similar to those considered here in 253 psychophysically realistic input noise regimes. To investigate the sensitivity of our results to the amount 254 of input noise, we re-ran our main experiments with up to 2.5 times lower and up to 2 times higher 255 levels of input noise. Increasing the input noise slightly increased the SI (Supplementary Figure S9c) . 256 Importantly, even when we restricted the analysis to the lowest and the highest levels of input noise, we 257 observed qualitatively very similar results to those reported above for our main experiments: i.e. the 258 hyperparameters σ 0 and λ 0 had similar effects on SI, the ordering of the tasks by SI was similar and the 259 circuit mechanism generating more sequential vs. more persistent solutions under different conditions 260 was also similar ( Supplementary Figures S10-S11 ).
261
Discussion 262 We have identified a diverse range of circuit-related and task-related factors affecting the sequentiality or 263 persistence of recurrent neural activity underlying short-term memory maintenance. Tasks with higher 264 temporal complexity, fixed delay durations, stronger network coupling between neurons, motion-related 265 dynamic cues and prior training in other tasks promote more sequential activity in trained networks;
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whereas tasks with lower temporal complexity, variable delay durations, weak coupling between neurons 267 and symmetric short-term synaptic plasticity promote more persistent activity.
268
We have also developed a detailed mechanistic understanding of the circuit mechanism that generates 269 sequential vs. persistent activity. In all trained networks, the basic mechanism implementing short-term 270 memory maintenance is sequential recurrent activity generated by a non-normal recurrent connectivity 271 matrix (see Supplementary Figure S12 for Schur decompositions of trained recurrent connectivity ma-272 trices), with increasingly prolonged responses as the activity travels along the sequence. In networks 273 with more sequential activity, however, this temporal smearing is reduced by a characteristic asymmetric 274 peak in the weight profile that corresponds to strengthened connections between temporally close neu-275 rons in the sequence (at the expense of weakened connections between temporally distant neurons), with 276 connections in the "forward" direction being preferentially strengthened ( Figure 6) .
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An important question to consider is why trained networks develop a short-term memory mainte-278 nance mechanism that relies on non-normal recurrent dynamics, even when the recurrent connectivity 279 is initialized close to a normal matrix. For linear networks, it has been previously shown that any dy- ferences between our networks and the simplified setup studied in [41] . Therefore, it remains to be seen 283 whether this previous work can explain the emergence of non-normal structures in our trained networks.
284
Another possibility is that non-normal solutions may just be more generic than normal solutions so that 285 a randomly initialized network is more likely to converge to a non-normal solution.
286
A previous work (ref.
[35]) also investigated the circuit mechanism underlying the generation of se-287 quential activity in recurrent neural networks. However, that work did not train the networks to perform 288 any short-term memory task, but rather trained them explicitly to generate sequential activity. Our 289 work, on the other hand, shows that sequential activity emerges naturally in networks trained to perform 290 short-term memory tasks and certain factors identified here facilitate the emergence of such sequential tions were trainable, they found an input-dependent mechanism for the generation of sequences that is 295 different from the mechanism uncovered in this work. Our mechanism relies on an asymmetric recurrent 296 connectivity matrix and is conceptually similar to the sequence generation mechanism they found in 297 networks where all connections were trainable. The particular asymmetry we found, however, is qualita-298 tively different from the one found in their work. This difference is largely due to the difference in the 299 training signals (our networks were trained on actual short-term memory tasks without constraining the 300 dynamics, theirs were trained to generate sequential activity). Training the networks to explicitly gener- Figure S1 : Initial, untrained network dynamics for different (λ 0 , σ 0 ) values. The heat maps show the normalized responses of the recurrent units to a unit pulse delivered at time t = 0 to all units. Here, λ 0 takes 10 uniformly-spaced values between 0.8 and 0.98 (columns) and σ 0 takes 10 uniformly-spaced values between 0 and 0.4025 (rows Figure S2 : Example trials from the six tasks (basic condition). The SIs of the trials are indicated at the top of the plots. Trials are ordered by increasing SI from left to right. All trials shown here are from networks trained with λ 0 = 0.96, σ 0 = 0.313, ρ = 0. After training, all networks shown here achieved a test set performance within 25% of the optimal performance. In Supplementary Figures S2-S5 Figure S3 : Example trials from the six tasks (basic condition). The SIs of the trials are indicated at the top of the plots. Trials are ordered by increasing SI from left to right. All trials shown here are from networks trained with λ 0 = 0.96, σ 0 = 0.134, ρ = 0. After training, all networks shown here achieved a test set performance within 50% of the optimal performance. Figure S4 : More example trials from the six tasks (basic condition). The SIs of the trials are indicated at the top of the plots. Trials are ordered by increasing SI from left to right. All trials shown here are from networks trained with λ 0 = 0.96, σ 0 = 0.313, ρ = 10 −3 . After training, all networks shown here achieved a test set performance within 50% of the optimal performance. Figure S5 : More example trials from the six tasks (basic condition). The SIs of the trials are indicated at the top of the plots. Trials are ordered by increasing SI from left to right. All trials shown here are from networks trained with λ 0 = 0.96, σ 0 = 0.134, ρ = 10 −3 . After training, all networks shown here achieved a test set performance within 50% of the optimal performance. Figure S6 : Average normalized activity of recurrent units in an example network trained in the 2AFC task. The network shown here was trained with λ 0 = 0.96, σ 0 = 0.313, ρ = 0. After training, the network achieved a test set performance within 0.1% of the optimal performance. As in ref.
Normalized mean activity
[16], we divided the recurrent units into left-preferring and right-preferring ones based on whether they responded more strongly during correct left choices or during correct right choices. The upper panel shows the average normalized responses of the i − j -0.06 0 0.06 f SI < 3 Figure S8 : Results from the clipped ReLU networks. The clipped ReLU nonlinearity is similar to ReLU except that it is bounded above by a maximum value: i.e. f (x) = clip(x, r min , r max ), where r min = 0 and r max = 100. a SI increased with σ 0 (linear regression slope: 0.55, R 2 = 0.01, p < .05). b SI decreased with λ 0 (linear regression slope: −3.87, R 2 = 0.11, p < 10 −7 ). Note that this result differs from the corresponding result in the case of ReLU networks, where λ 0 did not have a significant effect on the SI (Figure 2c ). c SI decreased with ρ (linear regression slope: −418, R 2 = 0.13, p < 10 −9 ). d SI as a function of task. Overall, the ordering of the tasks by SI was similar to that obtained with the ReLU nonlinearity (Figure 3a ). However, note that training was substantially more difficult with the clipped ReLU nonlinearity than with the ReLU nonlinearity. Across all tasks and all conditions, ReLU networks had a training success (defined as reaching within 50% of the optimal performance) of ∼ 60%, whereas the clipped ReLU networks had a training success of only ∼ 9.3%. In particular, we were not able to successfully train any networks in the CD task and very few in the 2AFC task. As a consequence, some of the differences between the tasks ended up not being significant in the clipped ReLU case. e, f Recurrent connection weight profiles (as in Figure 6a Figure S9 : Changing the amount input noise. In these simulations, we set ρ = 0 and varied the gain of the input population(s), g. g = 1 corresponds to the original case reported in the main text; lower and higher values of g correspond to higher and lower amounts of input noise, respectively. a Combined across all noise conditions, SI increased with σ 0 (linear regression slope: 0.76, R 2 = 0.04, P < 10 −20 ). b λ 0 did not have a significant effect on SI (p = 0.96). c The input gain g slightly increased the SI (linear regression slope: 0.04, R 2 = 0.003, p < 0.01). d Again, combined across all input noise levels, the ordering of the tasks by SI was similar to that obtained in the main set of experiments, where g = 1 (Figure 3a Figure S10: This figure shows the results when the analysis is restricted to the lowest level of input noise (g = 2.5). a SI increased significantly with σ 0 (linear regression slope: 0.76, R 2 = 0.05, P < 10 −4 ). b λ 0 did not have a significant effect on SI (p = 0.25). c The ordering of the tasks by SI was similar to that obtained in the main set of experiments. d, e Recurrent connection weight profiles (as in Figure 6a Figure S11: This figure shows the results when the analysis is restricted to the highest level of input noise (g = 0.5). a SI increased significantly with σ 0 (linear regression slope: 0.91, R 2 = 0.05, P < 10 −4 ). b λ 0 did not have a significant effect on SI (p = 0.46). c The ordering of the tasks by SI was similar to that obtained in the main set of experiments. d, e Recurrent connection weight profiles (as in Figure 6a -c) in conditions where SI > 4.6 and in conditions where SI < 2.3, respectively. 
