The generalization performance of extreme learning machine (ELM) is influenced by the random initializations to input-layer weights and hidden-layer biases. In this paper, we demonstrate this conclusion through testing the classification accuracies of ELMs corresponding to different random initializations. 30 UCI data sets and 24 continuous probability distributions are employed in this experimental study. The final results present the following important and valuable observations and conclusions, i.e., (1) the probability distributions with symmetrical and bell-shaped probability density functions (e.g., Hyperbolic Secant, Student's-t, Laplace and Normal) always bring about the higher training accuracies and easily cause the over-fitting of ELM; (2) ELMs with random input-layer weights and hidden-layer biases chosen from heavy-tailed distributions (e.g., Gamma, Rayleigh and Frechet) have the better generalization performances; and (3) the light-tailed distributions (e.g., Central Chi-Squared, Erlang, F, Gumbel and Logistic) are usually unsuited to initialize the input-layer weights and hidden-layer biases for ELM. All these provide the useful enlightenments for practical applications of ELMs in different fields.
Introduction
Extreme learning machine (ELM) [1] is a kind of special single hidden-layer feed-forward neural network (SLFN) in which the input-layer weights and hidden-layer biases are randomly selected and the output-layer weights are analytically determined by solving Moore-Penrose generalized inverse [2] of hidden-layer output matrix. Because of avoiding the time-consuming iterations, ELMs obtains the extremely fast training speed. Meanwhile, the theoretically proof [3] guarantees the universal approximate capability of ELM. The lower computational complexity and acceptable generalization performance makes ELM obtain a wide range of practical applications [4] .
However, ELM has an obvious defect, i.e., the instability of predictive results. Although Huang et al. in [1] proved the uniform convergence of ELM for any continuous probability distribution, this defect indeed exists in the practical applications due to the inherent character of data set, e.g., noise and outlier, etc. The researchers have developed some representative works to improve the instability of ELM caused by the random initializations of input-layer weights and hidden-layer biases. Zhu et al. [5] proposed an evolutionary ELM (E-ELM) which uses the differential evolutionary algorithm to select the input weights and hidden biases for ELM. Then, Cao et al. [6] improved E-ELM and developed a self-adaptive evolutionary 11  12  1  11  12  1  1  1   2  2  21  22  2  21 22 2 12 12 , , where is the number of training instances, is the number of input variables, is the number of testing instances, and is the number of output variables. For -th training instance which belongs to -th class, and . is unknown and needs to be predicted.
ELM is a single hidden-layer feed-forward neural network (SLFN) and does not require any iterative optimization to input/output weights. ELM determines as follows: 
is the hidden-layer output matrix for training instances, † H LN  is Moore-Penrose generalized inverse of is the hidden-layer output matrix for testing instances,   
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Experimental Result and Analysis
The training and testing accuracies of 24 ELMs on 30 UCI data sets are summarized in Tables 3 and 4 respectively. Here, we use Wilcoxon signed-ranks test and Friedman test [3] to conduct the statistical analysis to above-mentioned experimental results. The former is to assess whether the classification
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Volume 13, Number 7, July 2018 are input-layer weight and hidden-layer biases which are usually determined by assigning the random numbers obeying uniform distribution. Our main work in this paper is to use the probability distributions in Table 1 Fig. 1 according to the average ranks of training and testing accuracies respectively. From Fig. 1, we give the following interestingly experimental observations and usefully empirical conclusions. 
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ELMs initialized with Hyperbolic Secant, Student's-t, Laplace and
Normal distributions obtain the better training accuracies. Meanwhile, these four distributions are more easily to cause the over-fitting of ELM. We can see that the orders of training accuracies corresponding to these four distributions are 1, 2, 4, and 5 respectively in Fig. 1-(a) , while their orders of testing accuracies in Fig. 1 -(b) are 7, 11, 15 and 12. That is to say Hyperbolic Secant, Student's-t, Laplace and Normal distributions make ELM obtain higher training accuracy and lower testing accuracies. Some common characteristics of these probability distributions are (1) their probability density functions () px are bell-shaped; (2) all () px are symmetrical with respect to 0 x  ; and (3) the support intervals of () px are   , x    .
ELMs initialized with
Gamma, Rayleigh and Frechet distributions obtain the better testing accuracies.
We can see that the orders of testing accuracies corresponding to these three distributions are 3, 4, and 6 respectively in Fig. 1-(b) , while their orders of training accuracies in Fig. 1 -(a) are 14, 10 and 12. This indicates that Gamma, Rayleigh and Frechet distributions make ELM have the better predictive capability to unseen instances. The common characteristics of these probability distributions include (1) their probability density functions () px have the heavy tails; (2) () px are asymmetrical with respect to 0 x  ; and (3) the support intervals of () px are   0, x   .
3. The mostly-used Uniform distribution cannot bring about the better testing accuracy for ELM. The order of testing accuracy of Uniform distribution is 16 in Fig. 1-(b) . The distributions with light tail, e.g., central Chi-Squared, Erlang, F, Gumbel and Logistic are unsuited to initialize the input-layer weights and hidden-layer biases for ELM, because they lead to the worse training and testing accuracies on selected 30 data sets. In Fig. 2 , we plot the probability density functions for heavy-tailed Gamma, Rayleigh and Frechet in Fig.  2 -(a) and light-tailed (Central Chi-Squared, Erlang, F, Gumbel and Logistic in Fig. 2-(b) ) distributions. An intuitive explanation to heavy-tailed distribution is its probability density function 1 () pxhas a heavier tail than Exponential distribution, i.e., the right tail of distribution 1 () pxwill be located below Exponential distribution with the increase of x . In contrast with heavy-tailed distribution, the light-tailed distribution 2 () pxhas a lighter tail than Exponential distribution, the right tail of distribution 2 () pxwill be located above Exponential distribution with the increase of x . From Fig. 1 , we can see that the heavy-tailed distributions (e.g., (Gamma, Rayleigh and Frechet) obtain the better generalization performances than Uniform distribution and the light-tailed distributions (e.g., Central Chi-Squared, Erlang, F, Gumbel and Logistic) get the worse training and testing accuracies than Uniform distribution.
Conclusion
In this paper, we experimentally validate the impact of different continuous probability distributions on the classification accuracies of ELMs and give some important and useful enlightenments regarding ELM initialization. By initializing the input-layer weights and hidden-layer biases with random numbers obeying 24 different continuous probability distributions, we compare the training and testing accuracies of 24 ELMs on 30 UCI data sets. The experimental results and statistical analysis reflect that (1) the symmetrical and bell-shaped probability distributions have the higher training accuracies and meanwhile easily cause the over-fitting of ELM; (2) the heavy-tailed distributions bring about the higher testing accuracies for ELM than Uniform distribution; and (3) the light-tailed distributions obtain the worse training and testing accuracies than Uniform distribution.
