Abstract-In this present note, we formulate a model for hybrid dynamical systems with delay, which covers a large class of delay systems. Under several mild assumptions, we establish sufficient conditions for uniform asymptotic stability of hybrid dynamical systems with delay via Lyapunov-Razumikhin technique. To demonstrate the developed theory, we conduct stability analyzes for delay sampled-data feedback control systems including a nonlinear continuous-time plant and a linear discrete-time controller.
I. INTRODUCTION
Sampled-data feedback control systems possess both properties of continuous systems and discrete systems. The systems with such properties are called hybrid dynamical systems (HDS) and widely investigated (see [1] - [14] and the references cited therein). In particular, a unified framework for describing such systems has been established. Recently, a general method for studying stability, uniform asymptotic stability, exponential stability and boundedness has been developed by using Lyapunov functions for a general model of hybrid dynamical systems in [14] . It is well known that almost all of the physical systems or natural systems (e.g., biochemical systems) always have time delays involved in the models, which not only affect quantative properties of the systems but also may significantly influence the dynamics qualitatively under some circumstances [15] , [16] . However, the nonlinear properties of the hybrid dynamical systems with delay have not yet well investigated so far. In this note, we aim to provide a unified framework for describing hybrid systems with delay for studying the qualitative properties of these systems by analogy of definitions of [14] .
To analyze stability for the systems with delay, both Lyapunov functional and Lyapunov function are employed ( see [5] and the references cited therein ). In this note, we use the concept of functional and function from the standard textbook, that is, the functional is a mapping from function space into R, whereas the function is a mapping from Euclidean space into R. In the dynamical systems with delay, the initial data space is the set of mappings from time lag space to state space. However, the Lyapunov functional is defined on initial data space and is not always practical for such systems, because it is rather difficult to construct a suitable Lyapunov functional for a given system although there are many systems for which appropriate Lyapunov functional can be constructed. Therefore, many papers adopt Lyapunov function ( initial data space deduces to the state space. If we consider the general metric space in [14] as the mappings space from time lag space to a metric space (state-space), the Lyapunov function in [14] is indeed a Lyapunov functional according to the definition difference between functional and function, which implies that the Lyapunov functional rather than Lyapunov function should appear in the theorems of [14] in such cases. To our knowledge, there is still no literature examining the stability of hybrid systems with delay by using Lyapunov function. In this note, we investigate the uniform asymptotic stability by means of Lyapunov function rather than Lyapunov functional. Specifically, the Razumikhin technique is employed to establish the uniform asymptotic stability for hybrid dynamical systems with delay. As application examples, two sampled-data feedback control systems with delay respectively consisting of an interconnection of a nonlinear plant and a linear digital controller are examined for uniform asymptotic stability by applying our main results.
II. HYBRID DYNAMICAL SYSTEMS
Suppose that the state space is a metric space, denoted by X. Since the hybrid systems with delay are considered in this note, the initial data space consists of the functionals defined on the time lag space with state space X. We begin with the definition of time lag space. It is well known that a motion can be discontinuous at a series of points for hybrid dynamical systems. Hence, we can explicitly formulate the initial data space for a hybrid dynamical system with delay as X 3 = P C(2; X) = f : 2 ! X is continuous except a finite number of discontinuous points# at which (# + ) and (# 0 ) exist and (# + ) = (#)g. For any 1, 2 2 X 3 , we define d(1; 2) = sup #22 d( 1 (#); 2 (#)). Then X 3 is also a metric space. We denote the set of all mappings from V into W by fV ! W g. Some definitions (e.g., time space, equivalent time space) in [14] will not reappear here for short. [14] : Let A X 3 be a fixed subset of initial data space. Let (T; ) be a time space, which has analogy properties of time lag space, and let T 0 T . For any fixed a 2 A, t 0 2 T 0 , we call a mappingp 1 (a; t 0 ) :T a;t ! X 3 a motion on T , where for t 2T a;t , pt(a; t0) is defined aspt(a; t0)(#) =p(t + #; a; t0) for # 2 2, if the following hold. 1)T a;t is the subset of a time spaceT (in general not equal to T ) which is determinded by (a; t0), and (T;Ta;t ) is equivalent to (T; T a;t ) with respect to h : T !T , where T a;t = ft 2 T : t 0 t; (t; t 0 ) < lg is a subset of T and l > 0 is finite or infinite, depending on (a; t0). 2)p h(t ) (a; t 0 ) = a. In [14] , the initial data space is a general metric space, i.e., state space. In this note, the initial data space is the mappings space from a time lag space to a state space and also is a metric space. Since the metric space X in [14] is a general metric space, we may consider the metric space as a set consisting of mappings. Accordingly, we could employ the definition of motion from [14] .
Definition 1 (Equivalent Time Lag

Definition 3 (Motion)
Example 1: Nonlinear Sampled-Data Feedback Control Systems with Piecewise Constant Delay at Sampling Instants.: We consider the system described by equations of the form (1), as shown at the bottom of the page, where
, r 2 R + and k 2 N . Here, R n2m denotes the set of real n 2 m matrices.
System (1) is an HDS. In this example, the time space is given by
The space T is equipped with a metric , which has the property that for any t 1 = (r 1 ; k 1 ) 2 T and t 2 = (r 2 ; k 2 ) 2 T , (t 1 ; t 2 ) = jr 1 0 r 2 j. The set T is a completely ordered space in such a way that t1 t2 if and only if r1 < r2. The time lag space is 2 = f# = (; ) 2 f01; 0g2f01; 0g; = [s];s 2 We consider a more general system described by equations of the form (2) , as shown at the bottom of the page.
System (2) (1), the system (2) has infinite dimensions due to continuous values of , and belongs to functional differential-difference equations.
III. UNIFORM ASYMPTOTIC STABILITY
In this section, we will discuss uniform asymptotic stability for HDS via the Razumikhin technique. We begin with some definitions by analogy of [14] . and is continuous and strictly increasing. We are now in the position to describe our main result. 2) Assume that for any p1(a; r0) 2 S, V (p(r;a; r0); r) is continuous everywhere on R f (V (p(r j ; a; r 0 ); r j )) for r 2 (r n ; r n+1 ); n = 1; 2; . . .. (rn;a; r0) ; M )), where DV (p(r n ; a; r 0 ); r n ) = 1 r n+1 0 r n 2[V (p(rn+1; a; r0); rn+1) 0 V (p(rn; a; r0); rn)] then (S; M ) is uniformly asymptotically stable. Clearly, Theorem 1 reduces to the theorem in [14] whenever there is no delay. Notice that the Lyapunov function in [14] is actually relaxed to be nonincreasing also along a subsequence of the switchings in [10] , by grouping the modes of the systems.
3) Assume
Before giving the proof of Theorem 1, we provide a proposition to find an invariant set M by using Lyapunov function as follows.
Proposition 2: Under the assumptions of Theorem 1, M is an invariant set of S.
Proof: If a 2 M , then V (p(r0; a; r0); r0) = V (a(0); r0) 2 (d(a; M )) = 0. It can be shown that V (p(r n ; a; r 0 ); r n ) = 0 for all n 0 by the contradictory opposite method, which implies V (p(r; a; r 0 ); r) = 0 for all r r 0 . This concludes p r (a; r 0 ) 2 M for all r r 0 . Therefore, M is an invariant set of S.
Proof of Theorem 1: From Proposition 2, clearly M is an invariant set of S.
We first prove that (S; M ) is uniformly stable. Since f is continuous and f (0) = 0, then for any > 0 there exists = () > 0 such that f (y) < 1 () as long as 0 y 2 (). We can assume that 2 () 1 (). For any motion p 1 (a; r 0 ) 2 S, if the initial condition d(a; M ) < is satisfied, we can claim by the contradictory opposite method that V (p(r n ; a; r 0 ); r n ) 2 () for any n 0. Furthermore, we can conclude that V (p(r; a; r0); r) r 0r r which implies that d(pr(a; r0); M ) < . By definition, (S; M ) is uniformly stable. We next prove that (S; M ) is uniformly asymptotically stable. Since f is continuous and f (0) = 0, it follows that for any > 0, we choose a = () > 0 such that f (y) < 1 () as long as 0 y < 2 ().
We can assume H0 > 2(). By using the definition of uniform stability, there exists a 0 > 0 such that if d(a; M ) < 0, it follows that V (p(r n ; a; r 0 ); r n ) H 0 . Let 1 = inf ()uH (P (u) 0 u) > 0. Then, there exists an integer K1 such that 2() + K11 H0 > This implies that P (V (p(rn; a; r0); rn)) > 2() + K11 V (p(r j ; a; r 0 ); r j ) for any r n satisfying r 0 r n r 0 + T + b and for r j satisfying r n 0 r j r n . Therefore, it follows that V (p(rn; a; r0); rn) 0 V (p(rn01; a; r0); rn01) 0(V (p(r n01 ; a; r 0 ); r n01 )) 1 (r n 0 r n01 ) 0(2()) 1 (rn 0 rn01)
for any r n satisfying r 0 r n r 0 + T + b, where = 3 01
1 .
Since rn 0 rn01 b for all n, there exists a rn satisfying r0 + T rn r 0 + T + b. Thus, we have that V (p(rn ; a; r 0 ); rn ) V (p(r 0 ; a; r 0 ); r 0 ) 0 ( 2 ()) T H 0 0 ( 2 ())T = 2 () which is a contradiction.
2) We can also prove by the contradictory opposite method that V (p(r n ; a; r 0 ); r n ) 2 () + (K 1 0 1) 1 for any rn rn :
Repeating the aformentioned precedure, we can conclude that there exists a rn satisfying rn 01 rn rn 01 + T + b such that V (p(r n ; a; r 0 ); r n ) 2 () + (K 1 0 i) 1 for any rn rn : Therefore, when r n r 0 + K 1 (T + b), we obtain V (p(rn; a; r0); rn) 2(): Furthermore, for any r 2 (r n ; r n+1 ), we can derive that V (p(r; a; r0); r) r 0rr The proof of Lemma 3 is virtually the same as that of Theorem 1. The details are omitted in this note.
Proof of Theorem 2: 1) We first prove that (S; M ) is uniformly stable.
For any > 0, we take = () such that when 0 < v < ; 0 < w < , f (v; w) < 1 (=2) and g(v; w) < 1 (=2 2) We then prove that (S; M ) is uniformly asymptotically stable.
For any > 0, we take = () < minf1();1()g such that when 0 < v < ; 0 < w < ; f (v; w) < 1 () and g(v; w) < 1 (). (1) and (2) in Example 2, the zero solution of (4) is uniformly asymptotically stable.
Corollary 1 follows from Theorem 1, and Corollary 2 follows from Theorem 2.
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I. INTRODUCTION
In their recent paper [1] , Narendra and Oleng' show that "in strictly decentralized adaptive control systems, it is theoretically possible to asymtotically track desired outputs with zero errors." The central idea used in [1] is to allow local controllers to use information about the desired trajectories of all other subsystems ("implicit cooperation").
Yet the authors of [1] were apparently unaware of the practically equivalent result by B. M. Mirkin published for the first time more than ten years before in both Russian and English control literature. The purpose of this note is to make this fact available for the control community by clarifying the connection between Mirkin's results and those of Narendra and Oleng'.
II. COMPARISON OF RESULTS
The goal of this section is to compare the main results of [1] and [2] . The paper [2] , which is the first exposition of the author's result in the English literature, is chosen just as an example and similar results were reported in earlier Russian publications by the author [3] , [4] ; see also [5] and [6] .
Toward this end, we start with a brief review of the results of [1] and [2] , emphasizing modeling assumptions, control objectives, and the resulting control laws and summarizing the main contributions of these papers as stated by their authors.
A. Results of [1] 1) System Description: The paper deals with a system consisting of N interconnected subsystems. The ith (i = 1; 2; . . . ; N ) subsystem is described by the following state equations: 
