Abstract. We generalize the inverse function theorem to show the existence of an infinity of smooth classical symmetric Yang-Mills gauge fields and of some particular kinds of super-symmetric Yang-Mills gauge fields in a smooth 3-dimensional compact manifold with boundary for any finite interval of time or in whole R 4 .
Introduction
This paper is the third and last one of an attempt to improve global inversion in nonlinear Analysis. In a first part, we go to the roots of the inverse function theorem back. We generalize this inverse function theorem to obtain precise bounds for the rays of the bowls in which the inversion occurs. Our main reference is Avez's treatise [1] .
In a second part, we apply this topological result to prove the existence of an infinity of smooth symmetric gauge fields with commutators for one Lie algebra in a smooth compact manifold with boundary of R 3 for a finite interval of time or in whole R 4 . This one Lie algebra model covers the classical interactions: on the first hand, the electromagnetic and the weak theories for the U (1) gauge subgroup diagonally embedded in SU (2) × U (1) and on the other hand the nuclear strong forces with the gauge group SU (3).
In a third part, we apply our generalization of the inverse function theorem to prove the existence of some classes of super-symmetric Yang-Mills fields, still in a smooth compact manifold with boundary of R 3 for a finite interval of time or in whole R 4 . The main analytical tool of this paper is a transformation of a system of linear wave equations derived at any finite order into a first order system of large rank; inspired by Michael Taylor books [5] , we will use the so-called method of the "finite propagation speed" in a thin version that we will call "tesseralization" to show the existence and the uniqueness of the solution of this "huge" first order system.
Since hyperbolic problems (in the linear case or not) are more tricky than the parabolic ones, we will have to use finest computations than in the couple of our first papers but for less precise results: indeed, we won't obtain the uniqueness of the solution but only the existence.
Three other references have guided us: Claude Itzykson's and Jean-Bernard Zuber's book [3] , Theodore Frankel's book [2] and the three volumes of "The Quantum Theory of Fields" by Steven Weinberg [6] .
A generalization of the inverse function theorem
2.1. Statement of the theorem. We denote by B S (c, r) the open ball of ray r, centered at c in a norm space S: B S (c, r) = {x ∈ S, x − c S < r}.
Theorem 2.1. 1) Consider a sequence of Banach spaces (E n ) n≥0 with continuous inclusions:
. . . E n+1 ⊂ E n ⊂ E n−1 ⊂ · · · ⊂ E 0 with:
2) f is an operator in C 0 (E n+2 , F n ), for any n ≥ 0, where (F n ) n≥0 is a sequence of Banach spaces with continuous inclusions:
. . . F n+1 ⊂ F n ⊂ F n−1 ⊂ . . . ⊂ F 0 and for any x, y ∈ E n+2 , the difference f (x) − f (y) ∈ F n , where (F n ) n≥0 is another sequence of Banach spaces with:
F n ⊂ F n , n ≥ 0 (with a continuous injection)
. Fn = .
Fn .
Suppose that Df (x) for any x ∈ E n+2 , n ≥ 0, exists in L(E n+2 , F n ) and that x → Df (x) is in C 0 (E n+2 , L(E n+2 , F n )). 3) Consider a sequence (A n ) n≥0 of sets with: a) ∀n ≥ 0, m ≥ 0, A n ⊂ E m b) ∀a n ∈ A n : ∀m ≥ 0, a n Em ≤ a n En . for a real r independent of m and of n, where α m and β m are positive numbers only depending on m and so independent of n. 5) There exists a positive real γ independent of n such that for any couple (x, y) in E n+2 × E n+2 :
4) For any
Df (x) − Df (y) L(En+2,Fn) ≤ γ( x En+2 + y En+2 + 1) x − y En+2 .
6) For any m ≥ 0:
12β m γ > 1. 7) For any n ≥ 0 and (x, y) ∈ E 2 n+1 : x − y En+1 ≤ c n (x, y) f (x) − f (y) Fn where c n is a continuous operator from E n+1 × E n+1 into R + . 8) x → f (x) − f (0) acts from A m into B α(m) , where α is a function from N into N and (B m ) m≥0 a sequence of sets such that: a) ∀ n, m ≥ 0, B n ⊂ F m b) ∀ b n ∈ B n : ∀m ≥ 0, b n Fm ≤ b n Fn . 9) We consider a sequence of sets (C n ) n≥0 with: a) ∀n, m ≥ 0, C n ⊂ F m b) ∀c n ∈ C n : ∀m ≥ 0, c n Fm ≤ c n Fn . c)
n≥0
C n is dense in F m , for any m ≥ 0. g(x) = x − [Df (a m )] −1 (f (x) − f (a m )).
According to assumptions 2) and 4), g is in C 1 (E n+2 , E n+1 ) for any n ≥ 0 and:
for any x in E n+2 (since x ∈ E n+2 , x ∈ E n+1 so that:
We suppose that x ∈ B En+2 (a m , 2r m ), with:
where r m satisfies (1). So, according to assumption 6), r m < 1. We get, according to assumptions 4), 5) and 3b):
So, we obtain for any x ∈ B En+2 (a m , 2r m ):
Since g(a m ) = a m , we obtain that:
Em +βm ) ∩ C p , we consider the operator h yp defined by:
Let's show that h yp applies B En+2 (a m , 2r m ) into B En+1 (a m , 2r m ) for any n ≥ 0, where r m is such that:
We get:
So, h yp applies B En+2 (a m , 2r m ) into B En+1 (a m , 2r m ) for any n ≥ 0. Moreover, for x, y ∈ B En+2 (a m , 2r m ):
Now, we consider the following sequence (z N ) N ≥0 :
By rough majorations, for N ≥ 2:
Since y p ∈ C p and, by assumption 8), f (a m ) − f (0) ∈ B α(m) , according to assumption 9) and assumption 8):
So, (z N ) is a Cauchy sequence in E n for any n ≥ 0. Since E n is a Banach space, (z N ) tends to z in E n for any n and more precisely with z ∈ B En (a m , 2r m ) for any n ≥ 0. We get:
Therefore:
Em +βm ) for a certain n ≥ 0. With assumptions 9c), we get a sequence (Y p ) with:
m ) (here, for any n ≥ 0), such that:
According to assumption 7), now, we get:
Since c n is continuous from E n+1 × E n+1 into R + and since Z p is bounded in E n+1 , we obtain:
in F n , by the fact that F n ⊂ F n ⊂ F n−1 with continuous injections, we get that f (Z) = Y + f (0). Moreover, the uniqueness of Z is guaranteed by assumption 7.
Therefore, for any a m in A m (this for any m ≥ 0) and for any n ≥ 0, f −1 exists from B Fn (f (a m ), rm αm am r Em +βm ) into B En+1 (a m , 2r m ), for any r m such that:
3. Application to the Yang-Mills equation 3.1. Lorentz metric. We are going to show the existence (but not the uniqueness) of smooth Landau-Lorentz gauge fields solutions to the Yang-Mills equation in a smooth compact manifold with boundary P in R 3 for a finite interval of time [0, T ], T > 0 or in the whole R 4 . We consider:
We conceive a torus Ω equal to R 3 | ((2N +1)Z) 3 , with an integer N such that:
On ]0, T [×Ω, we will work with the simplest Lorentz metric:
where Id 3 denotes the identity matrix in dimension three. So, in local chart x = (x 0 , x 1 , x 2 , x 3 ), x 0 will denote the time ("t" and "s" too) and (x 1 , x 2 , x 3 ) the space coordinates. In this metrics, we get:
V that is, the opposite of the Dalembertian operator.
A couple of cases can be considered: the case of the classical Yukawa-KleinYang-Mills theory with commutators and the case of some super-symmetric YangMills fields. Even if the second case is a generalization of the first one, we prefer to begin with the easiest one for a couple of reasons: the calculations of the first case will be largely used in the second one and the first one, which is the historical one, involves the electromagnetic, the weak and the strong forces. 
where a is the number of generators t a of the Lie algebra associated with the gauge field χ + A. The use of a constant field χ is necessary to prove the existence of an infinity of Landau-Lorentz Yang-Mills fields. In this paragraph 3, we consider the strength tensors F µν defined by a Lie bracket:
where g denotes the Yukawa coupling constant (for us, any complex number). We suppose the classical relations of commutation inside the Lie algebra stated with the classical Christoffel complex numbers
The Christoffel numbers are antisymmetric:
We consider the covariant derivative D µ expressed by:
Then, the non homogeneous Yang-Mills equation of motion of the gauge field is:
where g still denotes the Yukawa coupling constant. We consider the following equation, where A is naturally the unknown field:
The link between (2) and (3) is the following one: if we denote by (Y M (A νa ))t a the left-member of (2), then (3) is:
Then, if we are able to find a field A which satisfies (4), it will only remain to show that χ + A is a Landau-Lorentz field, that is ∂ µ (χ µa + A µa ) = 0, for any a with 1 ≤ a ≤ a , to obtain a solution A to the Yang-Mills equation (2) . Now, we recall that the generators t a of the Lie algebra are such that:
So, if we denote by (Y M w (A νa ))t a the left member of (4), we just have (for the moment) to find a solution A to:
3.2.2.
Introduction of the Yang-Mills derivative operator. The formal differential operator dY M w A of Y M w , taken in some gauge field A whose regularity will be later explained, is:
. We will denote:
3.2.3. Assumptions 1, 3 and 9. We consider the spaces:
Relatively to the statement of Theorem 2.1, we put:
We consider the sets (A n ) n≥0 of polynomials P of the variables x 0 , x 1 , x 2 and x 3 of degrees ≤ n, with:
We consider the sets (C n ) n≥0 of polynomials P of the variables x 0 , x 1 , x 2 and x 3 of degrees ≤ n, with: (]0, T [×Ω) (we have to notice that C has not to be confused with the Christoffel coefficients C bc a ). We get:
In the following paragraphs, we use the Cauchy-Schwarz-Buniakowski inequality and Sobolev imbeddings with continuous injections:
valuable for the four-dimensional R × Ω. Now, we evidently get:
.
In the following calculations, the constants K or else can change from a line to another. We get too:
For | δ | < n:
For | δ | = n:
Since n ≥ 6, n + 2 ≥ 3, so that:
By similar treatments:
Moreover:
We get too:
. Now, let's study the case of (A µd − C µd )(χ µb + A µb )(χ νc + A νc ):
and so:
. So:
So, f acts continuously from E n+2 into F n for n ≥ 0. Moreover, if:
and:
We get too, by using the calculations done on
and idem for the terms from −gC
. Now, following the calculation done above, we obtain:
We can similarly treat the term
and idem for the term −2gC
. Moreover:
and idem for the remaining term in (7) with sometimes χ 4a H
. We finally obtain:
So, if we notice as above that dY M wA A satisfies the boundary conditions of F n for any
by H n , we get:
For a constant C independent of n, we get:
By a rough majoration, with C independent of n:
Now:
An analogous calculation affords:
where C 1 denotes a constant independent of n. Now, with H n written instead of
So, there exists a constant C independent of n such that:
We get by rough majorations for C independent of n:
An analogous majoration brings:
, with C 2 independent of n. Moreover, we get:
, with C 2 independent of n and idem for the other lasting terms of the difference dY M wA − dY M wA build on the (7) formula. So we get for a constant C independent of n ≥ 0 (with C obviously = 0): F n ) ) and the estimate of assumption 5 is fulfilled too.
3.2.5. Assumption 4: tesseralization. For a problem of transcription, we are going to change the exponent of H n into H k and the index n of E n and F n into k. Consider the problem (P):
"for any F in F n and any A in E n+2 , to find A in E n+1 such that:
We are going to show that problem (P) has one and only one solution.
We consider the following manner to express any natural integer ≥ 1:
and with the following rules: in the case n 1 = 4a × 4 k(n) , we suppose:
and not:
If n ≤ 4a , we put:
So:
Let's put too: n = N k(n)−1 + n 1 . We now understand N k as the number N k(n) with k(n) = k, k being any integer.
For the moment, we consider the finite sequences u = (u n ) 1≤n≤N k and f = (f n ) 1≤n≤20a defined by:
We consider the 20a × 20a matrices (A 20a j ) for j = 1, 2, 3 defined by:
where 0 4a denotes the null 4a × 4a matrix and Id 4a denotes the 4a × 4a identity matrix. So, we consider the 20a × 20a system given by:
where the 20a × 20a B 20a (x) matrix is composed by −Id 4a for the second block of its first line of 4a × 4a blocks, and 0 4a for the other blocks of its first line of 4a × 4a blocks. Notice that we have to write −F νa and not F νa in the right member of the second equation in (11) since we have chosen ∂ 0 u and not −∂ 0 u in (12). Moreover, B 20a (x) is build to make the n th line of M u = f for 4a < n ≤ 8a equal to: dY M wA u n = f n and with only 0s on the lines of rank n > 8a . Now, starting from the 20a × 20a system (12), we can build a N k × N k system (see (17) below): indeed, if we denote by l n the n th of (17), we form (17) by:
We call the process a "tesseralization". In fact, the order of derivation of u n in (10) brings by a permutation of the derivatives:
and so brings the natural order of derivation on u n in (10):
So, we can consider the sequence (u n ) 1≤n≤N k defined by (10) and (f n ) 1≤n≤N k by (11) and:
So, we obtain a N k × N k system (17) by this process of "tesseralization" of system (12) from order 20a + 1 to order N k :
The A 1 matrix (which has not to be confused with the A 1 component of the gauge field A), is composed on its main diagonal by the first block (top-left) A and then on the remaining part of its main diagonal, by a finite sequence of blocks for n = 1 to k − 1:
0 4 n ×4a 0 4 n ×4a −Id 4 n ×4a 0 4 n ×4a 0 4 n ×4a 0 4 n ×4a 0 4 n ×4a 0 4 n ×4a 0 4 n ×4a 0 4 n ×4a 0 4 n ×4a −Id 4 n ×4a 0 4 n ×4a 0 4 n ×4a 0 4 n ×4a     and 0s anywhere else. The important point for the possibility to apply the finite propagation speed method is that A 1 , A 2 and A 3 are symmetrical. So, for n > 4a with n 0 = 0, then the n th line of B(x) is only composed by 0s and:
(18) f n = 0 too. 3.2.6. Assumption 4 : finite propagation speed. Now, we consider O(s) = ]0, s[×Ω and we put:
We consider the Hermitian product (
We put:
We obtain for any u smooth in [0, T ] × R 1 × R 2 × R 3 periodic in x 1 , x 2 , x 3 with the period 2N (N presented in paragraph 3.1):
Notice that (19) is equivalent to formula (5.22) [5,volume 1,page 437]. So:
But, if we do rather the same calculations as for the proof of assumptions 2 and 5, using the following inclusion:
we get:
where the constant C is independent of the order k of the Sobolev spaces. So, if we put:
Suppose that:
Now, we suppose that problem (P) has a solution for u and F smooth. Using:
, where B n (u) expresses the n th line of Bu, we obtain by induction:
Now, we use the continuous trace map from
Therefore, we get for a constant K independent of k:
, with constants K and C 1 independent of k. Then, according to (20), we get for any M > 0 (and k ≥ 7):
with constants K 1 and C 3 independent of k and A. Then, by the Gronwall lemma, we get:
with a constant C A,k depending on k and A. Now, we are going to show that (24) occurs for:
where the constant k 0 is independent of A, T and of the order k of the Sobolev spaces. So, if we consider the constants C 3 in (23) and s such that:
then, we get:
So, if we share [0, T ] in intervals of length ∆T with:
then putting:
(we suppose M integer), we get if u n = 0 for 1 ≤ n ≤ 4a on Σ n∆T = {n∆T } × Ω:
. Now, if we denote by u r,n the function such that:
and by L r,n the operator obtained from L by transforming all its coefficients in the (27) way, then, by putting:
we get (since u r,n (n∆T, x) − u(n∆T, x) = 0 on Σ n∆T for 1 ≤ n ≤ 4a ):
, for ∆T sufficiently small (choosing C 3 ad hoc to get this), we get:
, where we can put:
We do now ad hoc majorations to obtain the recurrent inequalities (29) (see further beyond):
But we get:
So, we can obtain a majoration of the type:
. Now, we consider:
, we obtain:
So, inequalities (29) are fulfilled for n = 1 and 2. Suppose that for the rank n ≥ 2, we get the above recurrent inequalities (29). Then:
So, using the inductive inequalities (29) for the rank n, we obtain those of rank n + 1 until i = n − 1:
Moreover:
a n+1,n−1 = ra n,n−1 ≥ ra n+1,n ≥ a n+1,n .
Moreover, we evidently get:
So, we get (29) for the rank n + 1. Therefore, we get the first set of recurrent inequalities (29) for any rank n, 0 ≤ n ≤ M. So, we obtain for M sufficiently great and any k ≥ 7:
By a rough majoration, using (28) and (29):
. So, by a rough majoration:
where k 0 is independent of A, T and the Sobolev order k. So, we get for any k ≥ 7:
. Now, we have to build the solution to problem (P). We can approximate the coefficients of L by real analytic functions A ν = (A ν1 , A ν2 , A ν3 ) and B ν up to the order 20a , on R × Ω; we can conceive these functions as being defined on R × R 3 and can arrange their coefficients to have entire holomorphic extension to C × C 3 with the 2N −periodicity in (x 1 , x 2 , x 3 ) (with the N introduced in paragraph 3.1). We denote by M ν the sequence of 20a −operators corresponding to A ν and B ν and by L ν the sequence of N k −operators corresponding to A ν and B ν by tesseralization of M ν . We denote by (f ν ) the sequence obtained from (F ν ) by (11) and (16). Now, we consider the initial-value problem (P ν ) 20a : to find (u ν,n ) 1≤n≤20a such that:
The Cauchy-Kowalevsky theorem applies; for each ν, there exists a unique solution u ν (t, x) which is real-analytic on all R × Ω. Therefore, we obtain that (u ν,n ) 1≤n≤N k defined from (u ν,n ) 1≤n≤4a by (10) is a solution of the tesseralized problem (P ν ) 20a to the rank N k :
Now, since the tesseralized approximated problems have a solution, we can use the energy estimate (30) for L ν instead of L, and so with a factor 2 for instance in the right member, denoting by A ν the approximation of A:
we obtain that the sequence (u ν ) is bounded in
and that there exists a subsequence u νj → u weakly in
. Therefore:
Moreover, u satisfies inequality (30) with a k 0 equal to 3 times the original one and 1 instead of of:
. We denote by B νa (u) the line of Bu associated with the rank "ν, a" that is of rank 4a + ν + 4(a − 1) + 1. We get: 
. This A is the solution of problem (P ), and the only one according to (30) itself. So, assumption 4 is fulfilled and a little bit more since, in (31), A can be chosen not only as a polynomial in A n but also as a distribution in F n .
3.2.7. Assumption 6. We consider the C in (9) and change (9) into:
and the k 0 in (30). The product:
can be chosen ≥ 1. So, assumption 6 is fulfilled. in (30), that is, by a rough majoration for n ≥ 0:
, where C n+6 depends on T and n (this point here is without importance). So, assumption 7 is fulfilled.
3.2.9. Assumption 8. We consider the sets B n of polynomials P in x 0 , x 1 , x 2 and x 3 of degrees ≤ n with:
transforms any polynomial of A n in a polynomial which belongs to B 3n . So, assumption 8 is fulfilled too. Hypotheses 8a) and b) are evidently fulfilled. So, the whole assumptions of Theorem 2.1 are fulfilled. Now, we still consider a constant gauge field χ, any integer m ≥ 0, any A µa ∈ A m , that is a gauge polynomial of degree ≤ m with:
and any r m with:
,
) of paragraph 3.2.7, with the α m = k 0 √ T and:
(still with n ≥ 0 and with:
(]0, T [×Ω) (still with n ≥ 0) and with:
≤ 2r m such that:
Moreover, according to the proof of Theorem 2.1, if F is in a C M for a M ≥ 0, then
. Now, to show the existence of an infinity of non zero Yang-Mills fields, we consider the polynomial in t quantum field N A µa given by:
We can choose the k µa complex coefficients to get for T sufficiently great and any n ≥ N − 1 and n ≥ 6:
with a suitable constant K 0 = 0, which can be chosen independent of N when N is sufficiently great. Still for T sufficiently great, for χ sufficiently small and any with the strength tensor F µν associated with χ + A N . Let's apply D ν (with D ν still given by (2)):
Since:
we get that:
affords that:
Now, we introduce the following linear system:
has 0 for unique solution.
, so that (33) occurs and χ = A N is a smooth Landau-Lorentz Yang-Mills field.
We consider an increasing sequence T n with:
Then, it is possible to obtain smooth Yang-Mills fields. Indeed, we cover R
with "pieces":
Considering a fixed N A as in (32), we obtain smooth Yang-Mills fields A N,n in M n . According to the bowls described above, since the rays r m decrease when T grows, we get:
Indeed, let's denote by r mT n the rays of the bowls of Theorem 2.1 in:
then, since r mT n can be chosen < r mT n (even if T n has not to be modified by taking greater values):
So lim n→+∞
A N,n is a smooth Landau-Lorentz gauge field in R + t × R 3 . Now, we can imagine: 
We suppose that: 1) for any I with 1 ≤ I ≤ I:
brings an element of a complex vectorial space M I containing L I , so that λ = µ = 0 implies λt aE + µt bF = 0 in M I , 2) there exists a product "t aE t bF " (non necessarily commutative), inside L I with 1 ≤ I ≤ I:
with some complex coefficients ν aEbF cK .
We consider the gauge fields (V . We consider the strength tensor F Kµν with K ∈ I I , 0 ≤ µ, ν ≤ 3 defined by:
where the R KM N and L KM N can be polynomials (and not numbers any more). We notice that the last sum in F Kµν is not considered in classical super-symmetry theories and that the R KM N are only complex numbers in those theories (see Weinberg [6, 
4.2. Finite propagation speed. Now, we consider only:
(39) ∂ µ ∂ µ V Kνa + E aKν (V ) = 0 still for 1 ≤ K ≤ A , 1 ≤ a ≤ t K , 0 ≤ ν ≤ 3. We denote by SY M w W Kνa (recall that V = χ + W ) the left member of (39). We put: (]0, T [×Ω) for k ≥ 0. But, (39) is of the same type as (6) and can be treated by Theorem 2.1, exactly in the same way. So, there exists a non countable infinity of sequences of smooth gauge fields V N different each other with the same properties as described in paragraph 3.2.9, solution to (39). Now, we just have to show that:
to obtain a Landau-Lorentz gauge field solution to the Yang-Mills equation (38). We apply ∂ ν to (39) and we suppose that we obtain:
Ka and h
L µb
Ka have the same regularity as V, V 2 , ∂V, V ∂V or ∂ 2 V . Now, we consider the following sequence:
If z < n ≤ 5z we put: n = z + n 0 × z + n 1 with: 0 ≤ n 0 ≤ 3 0 ≤ n 1 ≤ z .
For z < n ≤ 5z , we put: u n = ∂ n0 u n1 . We consider the other sequence:
Then, we consider the matrices A 1 , A 2 , A 3 defined by: So, the system (41) can be written:
In a higher point of view, we think that some classical theorems of local analysis (Taylor expansions etc.) can be generalized either in the surround of the metric spaces or of the Banach spaces.
