The paper presents a first level of coarse-grained parallelization in a sequential approximate optimization framework. A sequential approximate optimization framework builds local approximations of the system every iteration by evaluating a set of design points around the current design. In this research the database is generated by distributing the data sampling process among several processors in a cluster. Two test problems are implemented in a 32 processor cluster. Communications and process control is performed using a message passing interface (MPI) implementation called LAM (Local area multicomputer). The MPI application sends to each processor a set of points to evaluate during the database generation step. Results demonstrate that the use of a cluster of computers to perform the optimization reduces significantly the overall computational time.
Introduction
The complex simulation codes used to model multidisciplinary systems are often characterized by a large number of design variable inputs as well as output performance states. The shared data is very large resulting in severe communication requirements for the designers. Hence, the application of formal optimization techniques to the design of these systems is presently hindered because the number of design variables and constraints are so large that the optimization is both intractable and costly and can easily saturate even the most advanced computers available today. Therefore, the use of approximations to represent the design space is essential to the efficiency of multidisciplinary design optimization (MDO) algorithms.
Approximations provide information about the system necessary for the optimization process without the cost of executing CPU-intensive analysis tools. The use of approximations allows for the temporary decoupling of disciplines which avoids the constant transfer of information among disciplines required during an iterative system analysis. Consequently, most MDO algorithms couple, in an iterative fashion, a traditional optimization code with lower-cost computational models of the objective function and constraints.
In the past, MDO efforts have concentrated on reducing the overall cost of the optimization by reducing the number of simulation calls during the optimization. Significant research has been done in sequential approximate optimizationWujek et al. (1997) ; Wujek and Renaud (1998a,b) ; Rodríguez et al. (1998a Rodríguez et al. ( ,b, 2001 ); Pérez et al. (2000 Pérez et al. ( , 2001 , where a local response surface of the system is built at each iteration and searched by an optimizer subject to move limits. By this means each step consists of one evaluation of the coupled simulation tools (i.e., a system analysis) plus simulation calls required for the gradient information and response surface sampling about the new design. This response surface sampling has been of variable fidelity involving decoupled discipline simulation tools. The resulting response surface approximation is a quadratic function with first order terms that match the calculated sensitivity information for the current design.
To compute the response surface approximation, data has to be gathered. This is not a small task as the same function call has to be performed for all of the design points. The database becomes a major consumer of CPU resources. Fortunately, when experimental arrays are employed for the database generation, the full set of points is available before its evaluation. In this paper, the database, is distributed among several processors, reducing the load in the main processor and the overall optimization time.
The paper is organized as follows: Section 2 discusses the sequential approximate optimization. Section 2.1 introduces the reader with the concept of variable fidelity data used in the database sampling. In Section 3 the reader will find a description of the proposed scheme to sample the database, while in Section 4 a detailed description of the current implementation and hardware and software used is presented. Finally section 5 presents the test problems and results obtained.
Sequential Approximate Optimization of
Multidisciplinary Systems In the Concurrent Subspace Optimization (CSSO) algorithm of Sobieszczanski-Sobieski (1988) , multidisciplinary systems are linearly decoupled which provides for discipline level concurrent optimization to take place. Renaud and Gabriele (1994) modified the CSSO algorithm to use the designs visited within the discipline optimizations to build RSAs of the objective function and constraints. Wujek et al. (1997) refined the algorithm and explored its use in a parallel environment. Rodríguez et al. (1998b) introduced a general framework for SAO based on a trust region approach in which is provably convergent for a local optimum.
The database for RSA construction is generated by sampling the linearly decoupled disciplines. The resulting database contains variable fidelity data as first order information is mixed with results from high fidelity simulation tools. In Rodríguez et al. (2001) two strategies for sampling are investigated and are referred to as variable and medium fidelity samplings (see Section 2.1).
In much of the research done in SAO, the strategy has been implemented on smaller test problems where the CPU burden has been carried by one processor. In Wujek et al. (1997) the response surface based CSSO algorithm was implemented in a distributed environment, highlighting the potential for algorithm speed-up. To date the use of high fidelity system analysis (SAs) for developing surrogate models has been avoided due to the CPU burden involved. The variable and medium fidelity sampling have proved effective when combined with a trust region model management strategy.
In MDO it is typical to assume that the the CPU time required to compute the RSA, perform the optimization over the RSA and any other algorithm intrinsic operations, is negligible in comparison with the time required to perform simulation tool calls. This assumption will prevail in this study. In SAO there are three stages within each algorithm iteration where the bulk of computational resources are consumed. These are the system analysis (SA), the gradient evaluation, and the database generation (DB) for surrogate modeling.
SA
GSE DB Time Due to the nature of the coupling in multidisciplinary problems, a SA is evaluated using iterative methods. Each of the contributing analyses (CAs) are called many times during these iterations. Using the Global Sensitivity Equations (GSE), gradient information can be computed without performing another costly system analysis. The GSE allow the use of local finite differences to estimate partial derivative inputs. Using the GSEs, perturbations are computed over single CAs avoiding the more expensive SA. In SAO, a set of points around the current design is defined by an experimental array using design of experiments (DOE) techniques. Each of the points is evaluated using either the high fidelity SA or the individual CAs, with linear approximations of the input parameters required from other CAs (i.e., variable fidelity).
The CPU usage for one iteration of a typical (SAO) optimization algorithm is graphically illustrated in Figure Figure 2 . CPU usage in SAO 2.1 Variable fidelity data SAO is not worth implementing, if the cost of the database generation is much grater that that of a line search in a non-linear code. Quadratic approximations require, at least an O(n 2 ) sampling points to compute all the coefficients in the Hessian matrix. If each of this points were to be evaluated by the SA, a single iteration of the SAO algorithm would be extremely costly compared to a line search. However, an MDO problem can be decomposed in disciplines and this decoupled disciplines can be sampled using the principles of the concurrent subspace optimization (CSSO) of Wujek et al. (1997) to generate design data for at a much lower cost. This approach, provides for the temporary decoupling of the system analyses as first proposed in SobieszczanskiSobieski (1988) .
State sensitivities can be computed in the design characterization stage. Based on this information, linear approximations of them can be built. Lets assume a simple MDO problem composed of two disciplines, named 1 and 2. For each discipline one simulation code (i.e., contributing analysis, CA) is available, and will be referred to as CA 1 and CA 2 respectively. The two disciplines are coupled together. Some of the output states of one of the disciplines (y i ) are input parameters for the other as shown in Figure 3 . The full evaluation of the coupled system is called a system analysis (SA).
Figure 3. System analysis (SA) of a two discipline MDO problem
An approximate system, can be formed by a contributing analysis (lets say CA 1 ) plus linear approximations of the required input states (y 2 ). The same can be done for each of the CAs in the system. These approximate systems, that are capable of computing a full set of output states for a given design point. Some states are linearly approximated (y L ) while local states are computed by the high fidelity contributing analysis (y M ). This collection of data is of variable fidelity. If each point is evaluated by all of the approximated systems, the joint vector of states computed by their own contributing analysis ({y Figure  4 illustrates the medium fidelity data.
Parallel Sequential Approximate Optimization
Based on the assumption that most of the CPU time in any optimization is spent in function calls, there are two stages where parallel computing can contribute to reduce the cost of a SAO: the system characterization (system analysis (SA), sensitivity computation) and database generation (DB).
The simplest form of parallelism is known as coarse grained parallelism in which a function is executed independently across a series of machines. As such, it is easy to divide the number of executions over the number of processors available. For a successful implementation of parallel processing in SAO applied to multidisciplinary problems, the algorithm should be able to distribute the total number of contributing analysis (CAs) 3 American Institute of Aeronautics and Astronautics calls among processors. The system analysis is inherently a sequential call of contributing analysis until a consistent design is found. A direct implementation of parallel processing in it is a topic of further research. Gradient computation can be easily parallelized by the use of the global sensitivity equations (GSE) introduced by Sobieszczanski-Sobieski and Boebaum (1990) . Each processor can evaluate a set of CAs with preassigned perturbations to the current state. However the database generation is the most straightforward to implement. Even more, as shown in Figure 2 most of the CPU time is spent in database generation. In this paper the use of a cluster of processors for parallel database generation in SAO is explored.
The use of DOE for the database generation in SAO gives the designer a set of design points to be evaluated independent of each other. This set of design points can be distributed among available processors for their evaluation. Once the points have been evaluated the database is integrated and the process continues.
In the proposed scheme, a master processor carries the main part of the algorithm. Once the database generation is invoked, the master distributes evenly the number of points to be evaluated to each of the slave processors. Each processor computes their share and gives the results back to the master. The master assembles the whole database and continues with the rest of the algorithm until a new database is required.
Implementation
The trust region augmented Lagrangian framework consists of five elements, as previously stated: design characterization, in which the current states and gradients are computed; the move limits adjustment, using a trust region approach; the database generation; the response surface construction and the optimization of the response surface. In this paper we will investigate the use of a cluster of workstations to compute the database in parallel.
In the present implementation the scheme used is of the master-slave type. Within the SAO framework, handled by the master, an input file is written containing the points to be evaluated, and then the database generation function is called. At this point, each processor reads the data file from where it is stored on the network into its own internal buffer. Each processor then begins to compute function and constraint values for its own preassigned collection of points, distributed evenly among the slave processors and the master. Once a processor finishes, it sends the data to the master, and the master waits until all processors have finished sending, then writes an output data file of its own which contains the object function and constraint values in the same order as the input points were supplied by the framework. A schematic description of the algorithm is shown in Figure 5 . Compute assigned design points (slave n) … … Figure 5 . SAO with parallel processing.
The development of new communication protocols and utilities, has launched the use of clusters of computers to perform parallel analysis. A particular interface has gained popularity in recent years due to its 4 American Institute of Aeronautics and Astronautics portability and facility of use: LAM (Local Area Multicomputer). LAM is an MPI (Message Passing Interface) programming environment and development system for heterogeneous computers on a network. With LAM (http://www.lam-mpi.org), a dedicated cluster or an existing network computing infrastructure can act as one parallel computer solving one problem. The LAM environment used in this implementation allows for the control of information flow between the master and the slaves. It helps to assign tasks in a simple form to any processor, either master or slave.
The implementation developed in this investigation is performed on a dedicated cluster of workstations at the University of Notre Dame called the Hydra cluster which makes use of LAM. The Hydra Cluster is a dedicated cluster of 32 dual 400 MHz processors and Sun servers with 512MB of Ram per node. Interconnectivity is based on 100Mbit Ethernet. The Hydra supports much of the work in scalable and hierarchical parallel computing at Notre Dame. The jobs are scheduled in batch mode, so the required processors are dedicated only to one job at a time. All the input and output files are stored in the own users space. Hydra has access to it through the AFS file sharing system.
The SAO framework as well as the CAs are originally coded in Matlab language. However the MPI utilities exists in C and C++. The code for the parallel acquisition of the database was implemented in C++ performing calls to the CA functions. These functions were compiled to C++ using Matlab's compiler. The Matlab SAO program writes a datafile with the set of design points to be evaluated by the functions. Then it invokes the compiled C++ function. The master and the slaves read the data file, and evaluate its preassigned chunks of data. Then send the results to the master which writes the data to a file. The control returns to the Matlab framework which reads the database and continues the cycle. This process runs smooth. The only drawback is that Matlab 5.3 requires around 2.0-2.5 seconds to run any system command, including the parallel database evaluation.
Results
Two problems are being tested in this implementation. At this time the major concern is to evaluate the time savings in SAO using parallel database sampling. As a result, big savings are expected in the optimization time when the number of processors is incremented. However an important part of the optimization is still sequentially done, therefore a baseline time exists where no further gain can be obtained without modifying the scheme.
Communication overhead in the Hydra cluster
It is necessary to asses how much communication overhead is associated with the use of the LAM environment in the Hydra cluster. To this aim a small program that evaluates a delay function is implemented. The program requires 100s to run no matter the number of processors. The program evaluates a delay function 100 times. Each of the N processors runs the function 100/N times. The delay is of Ns. The total wall time is acquired. Results are shown in Figure 6 . As expected, an increase in the number of processors increases the communications overhead. It remains a small quantity up to 32 processors, but it is expected to rapidly grow as the number of processors increases. Communication overhead is expected to show up when the function evaluations are not costly and the job is shared among several processors. There is also a slight dip in the amount of time between one and two processors, most likely due to the fact that each hydra node holds two processors, and thus is very efficient about communicating between them. 
High performance low-cost structure (HPLCS)
The first test problem is the design of a highperformance low-cost (HPLC) structure. The objective of the design is to minimize the weight of the structure while the payloads sustained are at their maximum. The multi-objective optimization is transformed into a single objective optimization via a cost performance index. The problem was introduced in Wujek et al. (1995) and 5 American Institute of Aeronautics and Astronautics consists of a total of 17 design variables (cross sections, trusses longitudes and payloads) and 13 inequality constraints. Figure 7 shows the structure to be optimized. The problem is treated as a single discipline problem, therefore only high fidelity information is queried. The response surface approximation is constructed with a 162 points orthogonal array. It requires 33 iterations to converge to its minimum. The optimization was repeated using up to 32 processors in parallel for the database generation. Figure 8 shows the time required for the optimization to converge and the number of maximum points evaluated by any processor at each run. By shifting axes it is easily seen that both curves have almost the same shape. This means that the decrease in time is, as expected, direct and constantly proportional to the maximum number of points to be evaluated by processor. The plot shows that just a small number of processors, can drastically reduce the wall time for the overall optimization. As the number of processors increases no important improvement can be seen, and no important gain is expected by increasing the number of processors further that what is shown. The tail of the curve reveals that a further increase in processors, may even increment the overall CPU time.
In Figure 9 an analysis of a single database evaluation is shown. As expected, the same behavior as the overall optimization is present. In average a single function evaluation requires around 0.1s, using this figure it is computed that a constant of around 2.6 seconds is required by the program to start the function evaluation, no matter the number of processors. As stated before, this time is mostly due to Matlab making a call to the system. Communication overhead is only noticeable but after the 28-processors run. To measure how efficiently an algorithm exploits the use of a parallel environment it is common to compute its efficiency (Eldred et al., 2000) . The efficiency of a parallel algorithm is:
where T (1) is the time required to run the job in a single processor and T (p) is the time required to run the job using p processors. Figure 10 shows the efficiency of the overall optimization. As mentioned before, during response surface construction, approximate optimization and design characterization, only the master processor is working and the slaves are idle. Therefore the efficiency decays drastically from 75% with two processors to less that 10% in the 32-processor implementation. By contrast the efficiency of a single database-generation cycle 6 American Institute of Aeronautics and Astronautics decays from more than 90% to less than 20%. This results, however take already into account the fixed time required by Matlab to make a system call. By subtracting the estimated average time for a system call of around 2.6 seconds, a cycle efficiency remains above 95% decaying slowly to around 60% only for the tail of the curve. It is expected that the efficiency of the algorithm increases with the cost of the function evaluation. Finally, in the same Figure 10 , the one-cycle and overall time savings are also shown. Almost a 60% time savings can be exploited. An engineer would like to use at least 6 processors for this implementation, but no more than 10 to get significant results in a cost-efficient setup. 
Controls-augmented structure (CAS).
The second problem is a two discipline controlsaugmented structure (CAS) (Sobieszczanski-Sobieski, 1988) . This is a fully coupled MDO problem consisting of two subsystems: structures and controls. A cantilever beam is subjected to static and dynamic loads. At the tip there are two controllers, one for the lateral and once for the rotational displacement (see Figure 11 ). The beam is split into 5 finite elements, and both width and heigh of each element as well as a proportionality constant for the controls conform the set of design variables. It involves a total of 11 design variables and 43 states. In this problem the objective is to minimize the weight of the structure subject to stress, static and dynamic lateral and rotational displacements as well as vibration mode constraints.
Medium fidelity data A 128 points orthogonal array was used to construct the response surface approximation. In contrast to the HPLCS, the data gathered for this problem is of medium fidelity. This means, each design point is evaluated by both the controls and the structures disciplines, each one using linear approximations for their required input states. The cost of a design point evaluation in the database generation stage is smaller than that in the design characterization stage. Results for the overall optimization time are shown in Figure 12 . We see the same behavior as in the HPLCS. Important savings can be seen immediately using two processors, but no important further improvement can be gained using more than twelve processors. Figure 13 shows the required time for a single database construction cycle. Communication overhead is not significant, only slightly noticeable after 26 processors. Again a constant baseline time can be computed of around 3s (Matlab's system call time) and no further reduction in time is expected. As in the HPLCS, a proper implementation of this problem, would make use of no more that 10 processors with a significant savings in time of more than 50% as shown in Figure 14 . This figure also shows the parallel efficiency of the algorithm, rapidly decaying from 70% to less that 10%. The parallel efficiency of a single cycle is taking into account the time required by Matlab to make the system call. When this estimated time is , the cycle efficiency runs from 99% slowly decaying to 55%. 
High fidelity data
For a more expensive problem, the communication and setup delays become almost negligible in comparison to the savings in terms of function evaluations per processor. To demonstrate this, the same problem was implemented, but instead of medium fidelity data, high fidelity data was gathered. A single function evaluation required an average twenty seconds per evaluation. However a smaller array is used, with 27 evaluations per iteration, making use of the adaptive experimental design technique described in Pérez et al. (2002) that allows the use of an O(n) array. Results can be seen in Figure 15 and Figure 16 .
First notice, the communication overhead is not an issue anymore since the cost of the function evaluations is much higher. Secondly, we see that the percentage of time savings is higher compared to that of the medium fidelity database. The main reason is that the CPU time spent in the database generation is far grater when high fidelity data is computed vs. medium fidelity data. Therefore a greater percentage of the total CPU time is split among processors. This can be seen in the high savings in total CPU time. Flatness of the curve in some parts is due to the small number of points to be evaluated by the database. For example, using 14 processors takes the same time as using 24 processors. This is because at least one of the processors will have to evaluate two design points, and the rest will remain idle until it is done.
Concluding remarks
The examples show very clearly the time savings to be gained by handling database generation in a cluster environment. Even for a problem that takes very little time when implemented as a serial job, savings can be appreciated. For more expensive functions, parallel 8 American Institute of Aeronautics and Astronautics database generation greatly reduces the time required of its serial value. The only limits to further benefits from more processors are the capabilities of the network to handle the data transfer.
The coarse grained parallelization implemented in this study has bigger benefits when: a) the function calls are computationally expensive, or b) the number of points to be evaluated is high. Though the best results are achieved when a higher number of processors are available, most of the savings are achieved with a modest number of processors, making the use of MPI in SAO affordable and easy to implement. Communication overhead at this level does not play an important role, even if the functions are inexpensive to evaluate.
Given enough processors, one could perform a design characterization (zero and first order information) simultaneously. However the database generation has to wait until the new sampling region is delimited via a trust region algorithm. How can the database be evaluated simultaneously to the design characterization, such that a whole iteration can be completed in the equivalent time of a single function evaluation? Modified trust region techniques seem to be the answer, but this problem remains for further research.
