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a b s t r a c t
This paper quantifies the form of the asymptotic covariance matrix of the sample
autocovariances in a multivariate stationary time series—the classic Bartlett formula. Such
quantification is useful in many statistical inferences involving autocovariances. While
joint asymptotic normality of the sample autocovariances is well-known in univariate
settings, explicit forms of the asymptotic covariances have not been investigated in the
general multivariate non-Gaussian case. We fill this gap by providing such an analysis,
bookkeeping all skewness terms. Additionally, following a recent univariate paper by
Francq and Zakoian, we consider linear processes driven by non-independent errors, a
feature that permits consideration of multivariate GARCH processes.
© 2011 Elsevier Inc. All rights reserved.
1. Introduction
This paper considers a d-dimensional stationary time series {Xt} satisfying the linear process representation
Xt =
∞
k=−∞
ΨkZt−k, (1.1)
where
∞
k=−∞ |Ψk| < ∞ in a component by component sense. Throughout, we assume that {Zt} is d-dimensional white
noise with finite fourth moments and covariance matrix Σ = E[ZtZ ′t ]; stronger assumptions on {Zt} will occasionally be
imposed. Let µ = E[Xt ] be the series mean and
Γ (h) = E[(Xt+h − µ)(Xt − µ)′] = {γi,j(h)}di,j=1
be the theoretical lag h autocovariance. Our notation for the sample autocovariances is
Γˆ (h) = 1
n
n−h
t=1
(Xt+h − X¯)(Xt − X¯)′ = {γˆi,j(h)}di,j=1,
where the data are X1, . . . , Xn and X¯ = n−1nt=1 Xt .
When Σ is invertible, it is possible to reduce consideration to Σ = Id, where Id denotes the d-dimensional identity
matrix. This is seen by noting that
Xt =
∞
k=−∞
Ψ ∗k Z
∗
t−k,
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where Ψ ∗k = ΨkΣ1/2 and {Z∗t } defined pointwise by Z∗t = Σ−1/2Zt is zero mean d-variate white noise with covariance
matrix Id. This reduction, however, does not overly simplify our future computations; hence, we work with the model as
written in (1.1).
Our objective is to establish joint asymptotic normality of the randommatrices Γˆ (0), Γˆ (1), . . ., Γˆ (L) as a function of the
sample size n and identify the limiting information matrix. This issue has been classically settled in univariate treatments
on time series, for example, Bartlett [1], Hannan [8], Brockwell and Davis [3], and Shumway and Stoffer [13]. There, the
noise process {Zt} is commonly assumed to be independent and identically distributed (IID) with a finite fourth moment.
Recently, Francq and Zakoian [5] considered univariate extensions of Bartlett’s formula when {Zt} is not IID, but rather
satisfied a fourth-order symmetry condition. This permits inferences in GARCH and other processes satisfying (1.1) where
independence of the Zt ’s does not hold. Later, we investigate multivariate results in this setting.
General multivariate versions of Bartlett’s result do not exist. However, many authors have trodden adjacent to the
problem. Hannan [8], Romano and Thombs [11], and Berlinet and Francq [2] give the formula
lim
n→∞ nCov(γˆi,j(h), γˆi′,j′(k)) =
∞
ℓ=−∞
Cov(Xt(i)Xt−h(j), Xt+ℓ(i′)Xt+ℓ−k(j′))
for fourth-order stationary series but do not attempt to derive an asymptotic covariance matrix in terms of the moments
of {Zt} or second-order properties of {Xt}. Brockwell and Davis [3] state Bartlett’s multivariate formula for sample
autocorrelations, but do not provide proof or consider autocovariances (asymptotic results for autocovariances and
autocorrelations structurally differ when the higher order cumulants of {Zt} are non-zero, which is the non-Gaussian case).
Shumway and Stoffer [13] handle the multivariate case by citing Brockwell and Davis [3]. While Fuller [6] (Theorem 6.4.1)
does consider multivariate autocovariances and autocorrelations, his arguments only apply to Gaussian processes, where
skewness terms are zero. Lütkepohl [10] and Reinsel [12], two other prominent multivariate time series references, do not
pursue the issue. Given this, it seems worthwhile to derive a multivariate version of Bartlett’s result in as much generality
as possible. And while our arguments are largely bookkeeping, the bookkeeping is sometimes cumbersome.
Arguments justifying normality in the limiting distribution of sample covariances and correlations follow the same line
of reasoning as Brockwell and Davis [3] (Chapter 7) when {Zt} is IID with a finite fourth moment; we will not repeat this
logic here. Instead, we focus on identifying an explicit form for the limiting covariance, which is
lim
n→∞ nE[Γˆ (p)⊗ Γˆ (q)],
where ⊗ denotes the usual Kronecker product (see Appendix A). In this pursuit, we define the covariance between two
randommatrices X and Y as
Cov(X, Y ) = E[X ⊗ Y ] − E[X] ⊗ E[Y ].
There is a caveat here: a non-singular limit distribution for
√
nΓˆ (0) does not exist as a d×dmultivariate normal random
matrix. This is simply because γˆi,j(0) = γˆj,i(0) for i, j ∈ {1, . . . , d}, so that some of the components of Γˆ (0) are redundant.
Nonetheless, it is convenient to allow singular covariance matrices in the limit and we do not mention this issue further.
The rest of this paper proceeds as follows. The next section states the main results of the paper. Section 3 presents two
vector autoregressive moving-average (ARMA) examples. Section 4 concludes with several comments. Identities with vec
and Kronecker operations and technical proofs are presented in two appendices.
2. Results
Our first result considers asymptotic normality in the simplest case: that where {Zt} is IID.
Theorem 2.1. Consider {Xt} in (1.1) and suppose that {Zt} is zero mean IID noise with the d × d variance matrix E[ZtZ ′t ] = Σ
and the d2 × d2 skewness matrix η = E[ZtZ ′t ⊗ ZtZ ′t ] <∞. Then the asymptotic normality
Γˆ (p)
Γˆ (q)

∼ AN

Γ (p)
Γ (q)

, n−1

Vp,p Vp,q
Vq,p Vq,q

holds, where Vi,j is a d2 × d2 dimensional matrix with the structure
Vi,j = Si,j +
∞
k=−∞
[vec(Γ (k))vec(Γ (k− i+ j))′ + P(Γ (k− i)⊗ Γ (k+ j))], (2.1)
where Si,j is the skewness that has the form
vec(Si,j) = [Γ (i)⊗ Γ (j)]vec(M)
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with M = η − vec(Σ)vec(Σ)′ − P(Σ ⊗Σ)−Σ ⊗Σ and
Γ (i) = ∞
ℓ=−∞
Ψℓ+i ⊗ Ψℓ. (2.2)
Here, P is a d2 × d2 orthogonal permutation matrix whose entries are either zero or unity. The unit entries of P are generated
as Pd(ν−1)+j+1,ν+jd = 1 for 1 ≤ ν ≤ d and 0 ≤ j ≤ d − 1. The quantity Γ (i) is a second moment quantity and satisfies
E[Xt+i ⊗ Xt ] = Γ (i)vec(Σ).
The result in Theorem 2.1 reduces to the classical result when d = 1. The component Si,j is viewed as the contribution
due to skewness of Zt . In the case where {Xt} is Gaussian, Si,j = 0. It is interesting to note the differences between (2.1) and
the univariate version of (2.1), which is
lim
n→∞ n Cov(γˆ (p), γˆ (q)) = (η − 3)γ (p)γ (q)+
∞
k=−∞
[γ (k)γ (k− p+ q)+ γ (k+ q)γ (k− p)],
with η = E[Z4t ]. In the univariate case, one does not need a permutationmatrix P to scramble the orders of the components.
Also, there is no need to stack components with vec operations, nor does the Kronecker product arise. The form of the
skewness is also more unwieldy.
The next result is a component by component result of Theorem 2.1 and can be obtained by extracting sub-blocks of the
information matrix in Theorem 2.1, or by arguing from scratch with four-fold summations as in the Proof of Theorem 2.1.
The details are left to the reader.
Theorem 2.2. Under the assumptions of Theorem 2.1,
γˆa,b(p)
γˆc,d(q)

∼ AN

γa,b(p)
γc,d(q)

, n−1

mp,p mp,q
mq,p mq,q

,
where
mi,j = si,j +
∞
h=−∞
[γa,c(h)γb,d(h− i+ j)+ γa,d(h+ j)γb,c(h− i)] (2.3)
and si,j is the (c, d)th entry in the (a, b)th d2 × d2 subblock of Si,j in Theorem 2.1.
We nowmove to settings where {Zt} is not IID. Akin to Francq and Zakoian [5], we make the symmetry assumption
E[Zt1Z ′t2 ⊗ Zt3Z ′t4 ] = 0 (2.4)
when t1 ≠ t2, t1 ≠ t3 and t1 ≠ t4. To proceed, we need notation for the stationary series {ZtZ ′t } and {Zt ⊗ Zt}. For this, we
make the definitions
ΓZt Z ′t (h) = Cov((Zt+hZ ′t+h), (ZtZ ′t )) = E[Zt+hZ ′t+h ⊗ ZtZ ′t ] −Σ ⊗Σ (2.5)
and
ΓZt⊗Zt (h) = Cov((Zt+h ⊗ Zt+h), (Zt ⊗ Zt))
= E[(Zt+h ⊗ Zt+h)(Zt ⊗ Zt)′] − E[Zt+h ⊗ Zt+h]E[Zt ⊗ Zt ]′. (2.6)
Observe thatΓZt Z ′t (h) andΓZt⊗Zt (h) are d
2×d2matrices. Define thememory κ =∞h=−∞ |ΓZt Z ′t (h)| andwhen all components
of κ are finite, set
κ∗ =
 ∞
h=−∞
ΓZt Z ′t (h)

− ΓZt Z ′t (0).
Our next result establishes the form of the limiting information matrix of the sample autocovariances. For this,
additional assumptions on {Zt} are needed to ensure asymptotic normality. In fact, counterexamples exist where sample
autocovariances are asymptotically non-Gaussian when {Zt} does not mix rapidly enough (even in one dimension). Mixing
conditions that are sufficient to induce asymptotic normality of the sample autocovariances are presented in Hannan [9],
Chanda [4], Romano and Thombs [11], Berlinet and Francq [2], and Giraitis [7]; we refer the reader to these references for
more.
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Theorem 2.3. Consider {Xt} in (1.1) where {Zt} satisfies (2.4) and suppose that κ < ∞ and that {Zt} mixes rapidly enough to
guarantee asymptotic normality of the sample autocovariances (for example, satisfies Theorem 2.1 in Chanda [4]). Then,
Γˆ (p)
Γˆ (q)

∼ AN

Γ (p)
Γ (q)

, n−1

Wp,p Wp,q
Wq,p Wq,q

.
Here, Wi,j is a d2 × d2 dimensional matrix with the structure
Wi,j = Vi,j + V ∗i,j,
where
vec(V ∗i,j) = [Γ (i)⊗ Γ (j)]vec(κ∗)+
ℓ≠i
(Γ (ℓ)⊗ Γ (ℓ− i+ j))vec(ΓZt⊗Zt (ℓ− i))
+

ℓ≠i
(Γ (ℓ)⊗ Γ (−ℓ+ i+ j))vec(PΓZt Z ′t (ℓ− i)).
Here, Vi,j and Γ (·) are defined by (2.1) and (2.2) respectively.
For pairwise autocovariances, we obtain the following. The result is obtained in a similar manner to which Theorem 2.2
follows from Theorem 2.1.
Theorem 2.4. Under the assumptions of Theorem 2.3,
γˆa,b(p)
γˆc,d(q)

∼ AN

γa,b(p)
γc,d(q)

, n−1

wp,p wp,q
wq,p wq,q

.
Here,wi,j = mi,j + m∗i,j, where mi,j and m∗i,j are the (c, d)th entry in the (a, b)th d2 × d2 subblock of Vi,j in Theorem 2.1 and V ∗i,j
in Theorem 2.3, respectively.
Remark 2.5. Asymptotic properties of the sample autocorrelation function can also be quantified. The lag h autocorrelation
ρ(h) is
ρ(h) = D−1/2Γ (h)D−1/2 =

γi,j(h)
γi,i(0)γj,j(0)
d
i,j=1
,
where D = diag(Γ (0)). The lag h sample autocorrelation is
ρˆ(h) = Dˆ−1/2Γˆ (h)Dˆ−1/2.
Observe that (ρˆ(p), ρˆ(q)) depends only on Γˆ (0), Γˆ (p), and Γˆ (q). The partial derivative matrix of this transformation is
J =

∂ρ(p)
∂Γ (0)
∂ρ(p)
∂Γ (p)
∂ρ(p)
∂Γ (q)
∂ρ(q)
∂Γ (0)
∂ρ(q)
∂Γ (p)
∂ρ(q)
∂Γ (q)
 .
Notice that J has a 2 × 3 block structure where each block is a d2 × d2 matrix. Matrix derivatives are defined by stacking
elements of the matrix in the usual vec fashion; e.g.,
∂ρ(p)
∂Γ (0)
= ∂vec(ρ(p))
∂ vec(Γ (0))
.
Applying (A.7) several times gives
∂ vec(ρ(p))
∂Γ (0)
= (D−1/2Γ (p)′ ⊗ Id)Λ+ (Id ⊗ D−1/2Γ (p))Λ,
whereΛ = ∂ vec(D−1/2)/∂ vec(Γ (0)) is the d2 × d2 diagonal matrix whose only non-zero entries are
Λi,i = −12γ
−3/2
i,i (0)
when i = k(d+ 1)+ 1 for some k in {0, 1, . . . , d− 1}.
The remaining blocks in J are similarly computed:
J =
[D−1/2Γ ′(p)⊕ D−1/2Γ (p)]Λ D−1/2 ⊗ D−1/2 0
[D−1/2Γ ′(q)⊕ D−1/2Γ (q)]Λ 0 D−1/2 ⊗ D−1/2

. (2.7)
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Now let
Υ =
V0,0 V0,p V0,q
Vp,0 Vp,p Vp,q
Vq,0 Vq,p Vq,q

denote the asymptotic covariance structure of (Γˆ (0), Γˆ (p), Γˆ (q)) specified in Theorem 2.1. Applying a multivariate delta
method (see Proposition 6.4.3 in [3], for example) gives
ρˆ(p)
ρˆ(q)

∼ AN

ρ(p)
ρ(q)

, n−1JΥ J ′

.
An implication here is that
lim
n→∞ n Cov(ρˆ(p), ρˆ(q)) = [JΥ J
′]1,2,
where [·]1,2 denotes the row 1, column 2 d× d subblock of the matrix in brackets. Applying (2.7) reveals
lim
n→∞ n Cov(ρˆ(p), ρˆ(q)) = [D
−1/2Γ ′(p)⊕ D−1/2Γ (p)]V0,0[D−1/2Γ ′(q)⊕ D−1/2Γ (q)]Λ2
+ (D−1/2 ⊗ D−1/2)Vp,0[D−1/2Γ ′(q)⊕ D−1/2Γ (q)]Λ
+ [D−1/2Γ ′(p)⊕ D−1/2Γ (p)]V0,q(D−1/2 ⊗ D−1/2)Λ
+ (D−1/2 ⊗ D−1/2)Vp,q(D−1/2 ⊗ D−1/2). (2.8)
Remark 2.6. Suppose that {Xt} is Gaussian so that skewness contributions are zero. We seek to explicitly identify
lim
n→∞ n Cov(ρˆa,b(p), ρˆc,d(q)).
Observe that (ρˆ(p), ρˆ(q)) depends only on

γˆa,a(0), γˆa,b(p), γˆb,b(0), γˆc,c(0), γˆc,d(q), γˆd,d(0)

. The partial derivative matrix
of this transformation has the form
J∗ =

A1 A2 A3 0 0 0
0 0 0 B1 B2 B3

,
where
A1 = −12γ
− 32
a,a (0)γa,b(p)γ
− 12
b,b (0), A2 = γ−
1
2
a,a (0)γ
− 12
b,b (0), A3 = −
1
2
γ
− 12
a,a (0)γa,b(p)γ
− 32
b,b (0)
and
B1 = −12γ
− 32
c,c (0)γc,d(q)γ
− 12
d,d (0), B2 = γ−
1
2
c,c (0)γ
− 12
d,d (0) B3 = −
1
2
γ
− 12
c,c (0)γc,d(q)γ
− 32
d,d (0).
LetΞ denote the limiting covariance structure of
(γˆa,a(0), γˆa,b(p), γˆb,b(0), γˆc,c(0), γˆc,d(q), γˆd,d(0))′
specified in Theorem 2.2. Arguing as in the last remark with a delta method shows that
lim
n→∞ n Cov(ρˆa,b(p), ρˆc,d(q)) = [J
∗Ξ(J∗)′]1,2
= A1Ξ1,4B1 + A2Ξ2,4B1 + A3Ξ3,4B1 + A1Ξ1,5B2 + A2Ξ2,5B2
+ A3Ξ3,5B2 + A1Ξ1,6B3 + A2Ξ2,6B3 + A3Ξ3,6B3.
Expanding and simplifying gives
lim
n→∞ n Cov(ρˆa,b(p), ρˆc,d(q)) =
∞
h=−∞

ρa,c(h)ρb,d(h− p+ q)+ ρa,d(h+ q)ρb,c(h− p)
− ρa,b(p){ρa,c(h)ρa,d(h+ q)+ ρb,c(h)ρb,d(h+ q)}
− ρc,d(q){ρa,c(h)ρb,c(h− p)+ ρa,d(h)ρb,d(h− p)}
+ 1
2
ρa,b(p)ρc,d(q){ρ2a,c(h)+ ρ2b,c(h)+ ρ2a,d(h)+ ρ2b,d(h)}

.
This verifies the bivariate Gaussian formula in Theorem 11.2.3 of [3]. We have been unable to verify the formula in Corollary
6.4.1.1 of [6] (which should be the same) and suspect a typographical error.
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3. Examples
This section presents multivariate extensions of two classical time series derivations: identifying Vp,p in first order
autoregressions and general moving-averages. The reader will gain feel for the complexity of the computations in
multivariate settings.
Example 3.1. Consider the first order causal autoregression satisfying
Xt = ΦXt−1 + Zt , (3.1)
where {Zt} is zero mean d-variate white noise with covariance matrixΣ . We assume thatΦ is invertible. Causality implies
that all eigenvalues ofΦ are less than unity in absolute value. For simplicity,weworkwith aGaussian series so that skewness
terms are zero. Our goal here is to identify Vp,p. This is useful since Γˆ (p) ∼ AN(Γ (p), Vp,p/n). Eq. (2.1) gives
Vp,p =
∞
k=−∞

vec(Γ (k))vec(Γ (k))′ + P(Γ (k− p)⊗ Γ (k+ p)) . (3.2)
To compute Vp,p, we need the autocovariances of the model. Taking variances on both sides of (3.1) produces
Γ (0)− ΦΓ (0)Φ ′ = Σ . (3.3)
While this equation cannot be solved explicitly for Γ (0), it is possible to obtain vec(Γ (0)) in an explicit manner. The
components of Γ (0) can be recovered from vec(Γ (0)) as follows: for 1 ≤ ℓ ≤ d2, the ℓth component of vec(Γ (0)) is
γi,j(0)with i = ⌊(ℓ− 1)/d⌋ + 1 and j = ℓ− (i− 1)d. To obtain vec(Γ (0)), take vecs of both sides of (3.3), apply (A.3), and
solve the resulting equation to get
vec(Γ (0)) = (Id2 − Φ ⊗ Φ)−1vec(Σ). (3.4)
The causality assumption guarantees that Id2−Φ⊗Φ is invertible. Covariances at higher lags are obtained from (3.1) and are
Γ (h) = ΦhΓ (0) and Γ (−h) = Γ (0)(Φ ′)h for h ≥ 1. For h ≥ 1, (A.3) and induction give vec(Γ (h)) = (Id ⊗Φ)hvec(Γ (0)).
Combining this with (3.4) produces
vec(Γ (k)) = (Id ⊗ Φ)k(Id2 − Φ ⊗ Φ)−1vec(Σ), k ≥ 0. (3.5)
Similarly,
vec(Γ (−k)) = (Φ ′ ⊗ Id)k(Id2 − Φ ⊗ Φ)−1vec(Σ), k > 0. (3.6)
The quantity vec(Vp,p), a d4-dimensional vector, can now be explicitly calculated as follows. We begin by working on the
summation in (3.2) involving the vec terms. Applying (3.5) gives
∞
k=0
vec(Γ (k))vec(Γ (k))′ =
∞
k=0
(Id ⊗ Φ)kBB′(Id ⊗ Φ ′)k =
∞
k=0
Uk1G(U
′
1)
k := S1,
where U1 = (Id ⊗Φ), B = (Id2 −Φ ⊗Φ)−1vec(Σ), and G = BB′. The infinite geometric sum S1 can be shown to satisfy the
relationship
S1 − U1S1U ′1 = G.
Now take vecs on both sides of this equation and argue as in the lines that produced (3.4) from (3.3) to get
vec(S1) = (Id4 − U1 ⊗ U1)−1vec(G).
Similar arguments produce
−1
k=−∞
vec(Γ (k))vec(Γ (k))′ =
∞
k=1
Uk2G(U
′
2)
k := S2,
where U2 = (Φ ′ ⊗ Id) and
vec(S2) = (Id4 − U2 ⊗ U2)−1(U2 ⊗ U2)vec(G).
It follows that
vec
 ∞
k=−∞
vec(Γ (k))vec(Γ (k))′

= (Id4 − U1 ⊗ U1)−1 vec(G)+ (Id4 − U2 ⊗ U2)−1(U2 ⊗ U2)vec(G). (3.7)
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To evaluate the vec of the second summation in (3.2), we partition the infinite summation into three pieces. First, use the
linearity of vec and (A.3) to get
vec
 ∞
k=p
P[Γ (k− p)⊗ Γ (k+ p)]

=
∞
k=p
(Id2 ⊗ P)vec (Γ (k− p)⊗ Γ (k+ p)) . (3.8)
Using (A.4) in (3.8) and applying (3.5) and (A.2) gives
vec
 ∞
k=p
P[Γ (k− p)⊗ Γ (k+ p)]

= CS3(B⊗ B),
where C = (Id2 ⊗ P)(Id ⊗ K ⊗ Id) and S3 is the geometric sum
S3 = Id2 ⊗ U2p1 + U1 ⊗ U2p+11 + · · · .
One can sum this geometric series explicitly to get S3 = (Id4 − U1 ⊗ U1)−1(Id2 ⊗ U2p1 ) and hence
vec
 ∞
k=p
P[Γ (k− p)⊗ Γ (k+ p)]

= C(Id4 − U1 ⊗ U1)−1(Id2 ⊗ U2p1 )(B⊗ B). (3.9)
Similar arguments provide
vec
 −p
k=−∞
P[Γ (k− p)⊗ Γ (k+ p)]

= C(Id4 − U2 ⊗ U2)−1(U2p2 ⊗ Id2)(B⊗ B). (3.10)
Causality guarantees invertibility of (Id4 − U1⊗ U1) and (Id4 − U2⊗ U2). The finite sum is similarly handled. In the end, one
gets
vec

p−1
k=−p+1
P[Γ (k− p)⊗ Γ (k+ p)]

= C(Id4 − U−12 ⊗ U1)−1(U2p−12 ⊗ U1 − Id2 ⊗ U2p1 )(B⊗ B). (3.11)
Now combine (3.7), (3.9), (3.10), and (3.11) and simplify to get
vec(Vp,p) =

(Id4 − U1 ⊗ U1)−1 + (Id4 − U2 ⊗ U2)−1(U2 ⊗ U2)

vec(G)+ C(Id4 − U1 ⊗ U1)−1(Id2 ⊗ U2p1 )
+ (Id4 − U2 ⊗ U2)−1(U2p2 ⊗ Id2)+ (Id4 − U−12 ⊗ U1)−1(U2p−12 ⊗ U1 − Id2 ⊗ U2p1 )

(B⊗ B).
This expression reduces to that in Example 7.2.3 in [3] when d = 1.
Example 3.2. Consider a qth order moving-average {Xt} satisfying
Xt = Zt +Θ1Zt−1 + · · · +ΘqZt−q,
where {Zt} is zero mean white noise with covariance matrix Σ . We again consider the Gaussian case and concentrate on
computation of the sum in (2.1). Tests for moving-averages of order q are sometimes constructed by assessing whether or
not Γˆ (q+ 1) is significantly different from zero. This is quantified via
Γˆ (q+ 1) ∼ AN

0,
Vq+1,q+1
n

and the task is to identify Vq+1,q+1.
The covariance function of {Xt} is
Γ (h) =
q−h
i=0
Θi+hΣΘ ′i ,
for h = 0, . . . , qwith the convention thatΘ0 = Id. Also, Γ (−h) = Γ (h)′. Observe that Γ (h) = 0 when |h| > q. Thus, (2.1)
gives
Vq+1,q+1 =
q
k=−q
vec(Γ (k))vec(Γ (k))′.
This expression reduces to the classical σ 4[γ (0)+ 2qk=1 γ (k)2] in the univariate case (see Example 7.2.2 in [3]). We also
note that Vk,k = Vq+1,q+1 for k ≥ 2.
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4. Concluding remarks
Some issues with the above work are enumerated here.
First, it would be desirable to have a central limit theorem for general d-variate processes satisfying (1.1), where
{Zt} obeys an ‘‘easily checkable’’ set of mixing conditions. It is not enough for Zt to have polynomial moments of all
orders; counterexamples exist where {Zt} is white noise whose polynomial moments are all finite but where Γˆ (h)
is not asymptotically normal. The most relevant result in the literature guaranteeing asymptotic normality of sample
autocovariances appears to be Theorem 2.1 of [4].
Second, it is not clear to us whether (2.8) can be further simplified, nor is it clear that the asymptotic covariance depends
only on autocorrelations and not on autocovariances as in the univariate case.
Finally, we have not pursued a multivariate GARCH example (of course, even univariate GARCH computations are
difficult). The logical choice here would work in a multivariate ARCH(1) setting.
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Appendix A
Clarifying notation, suppose that ci ∈ Rn for i = 1, . . . ,m and set C = [c1, . . . , cm]. Then vec(C) is defined as the
mn-dimensional vector formed by stacking the columns of C on top of one another:
vec(C) =
c1...
cm
 ∈ Rmn.
The Kronecker product of them× nmatrix A and r × smatrix B is defined as themr × nsmatrix of form
A⊗ B =
a1,1B . . . a1,nB... . . . ...
am,1B . . . am,nB
 .
Several identities that will be used repeatedly are worth collecting here. If C is an n× pmatrix and D is an s× t matrix,
then
(A⊗ B)′ = (A′ ⊗ B′) (A.1)
and
(A⊗ B)(C ⊗ D) = (AC)⊗ (BD), (A.2)
both sides of (A.2) beingmr × pt matrices. Also,
vec(ABC) = (C ′ ⊗ A)vec(B). (A.3)
Another useful identity is
vec(A⊗ B) = (Id ⊗ K ⊗ Id)[vec(A)⊗ vec(B)], (A.4)
where K is the d2 × d2 matrix such that vec(A′) = Kvec(A). The form of K is discussed on page 466 of [10]; however, we
note that all entries in K are either zero or one.
While Kronecker products are not commutative, they are permutation equivalent. This means that there exist
permutation matrices P and Q such that
(A⊗ B) = P(B⊗ A) (A.5)
and
(A⊗ B) = (B⊗ A)Q . (A.6)
Here, P and Q = P ′ are d2 × d2 orthogonal permutation matrices whose entries are either zero or unity. In fact, some
analysis will show that the unit entries of P are generated by Pd(ν−1)+j+1,ν+jd = 1, 1 ≤ ν ≤ d and 0 ≤ j ≤ d − 1. One has
P2 = Q 2 = Id2 .
Chain rule derivative relations for matrices of appropriate dimensions are
∂vec(BAC)
∂ vec(A)
= C ′ ⊗ B, ∂ vec(BC)
∂ vec(A)
= (C ′ ⊗ I) ∂ vec(B)
∂ vec(A)
+ (I ⊗ B) ∂ vec(C)
∂ vec(A)
, (A.7)
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where I denotes an identity matrix of appropriate dimension. Moreover, if A is an n× nmatrix and B anm×mmatrix, the
nm× nm Kronecker sum is defined as
A⊕ B = A⊗ Im + In ⊗ B, (A.8)
where Id denotes the d-dimensional identity matrix.
Appendix B
The following lemma is the basis of our computations.
Lemma 1. Under the assumptions of Theorem 2.1,
E[XtX ′t+p ⊗ Xt+h+pX ′t+h+p+q] = Rp,q(h+ p)+ Γ (p)⊗ Γ (q)+ vec(Γ (h+ p))vec(Γ (h+ q))′
+ PΓ (h)⊗ Γ (h+ p+ q), (B.9)
where
Rp,q(h+ p) =
∞
i=−∞
(Ψi ⊗ Ψh+p+i)[η − vec(Σ)vec(Σ)′ − P(Σ ⊗Σ)−Σ ⊗Σ](Ψp+i ⊗ Ψh+p+q+i)′.
Proof of Lemma 1. Expanding Xt with (1.1) and taking expectations provides
E[XtX ′t+p ⊗ Xt+h+pX ′t+h+p+q] =
∞
i=−∞
∞
j=−∞
∞
k=−∞
∞
ℓ=−∞
E[ΨiZt−iZ ′t+p−jΨ ′j ⊗ ΨkZt+h+p−kZ ′t+h+p+q−ℓΨ ′ℓ]
=

T1
E[ΨiZt−iZ ′t+p−jΨ ′j ⊗ ΨkZt+h+p−kZ ′t+h+p+q−ℓΨ ′ℓ]
+

T2
E[ΨiZt−iZ ′t+p−jΨ ′j ⊗ ΨkZt+h+p−kZ ′t+h+p+q−ℓΨ ′ℓ]
+

T3
E[ΨiZt−iZ ′t+p−jΨ ′j ⊗ ΨkZt+h+p−kZ ′t+h+p+q−ℓΨ ′ℓ]
+

T4
E[ΨiZt−iZ ′t+p−jΨ ′j ⊗ ΨkZt+h+p−kZ ′t+h+p+q−ℓΨ ′ℓ]
=: I+ II+ III+ IV,
when the zero-mean IID structure of {Zt} is used. Here, Ti describes the following indices that must be summed over for a
fixed t:
T1 = {(i, j, k, ℓ):t − i = t + p− j = t + h+ p− k = t + h+ p+ q− ℓ}
= {−∞ < i <∞; j = p+ i; k = h+ p+ i; ℓ = h+ p+ q+ i}. (B.10)
Similar reasoning gives
T2 = {(i, j, k, ℓ) : t − i = t + p− j, t + h+ p− k = t + h+ p+ q− ℓ, t − i ≠ t + h+ p− k}
= {−∞ < i <∞;−∞ < k <∞; j = p+ i; ℓ = h+ p+ q+ i; k ≠ h+ p+ i}. (B.11)
T3 = {(i, j, k, ℓ) : t − i = t + h+ p− k, t + p− j = t + h+ p+ q− ℓ, t − i ≠ t + p− j}
= {−∞ < i <∞;−∞ < j <∞; k = h+ p+ i; ℓ = h+ q+ j; j ≠ p+ i}. (B.12)
T4 = {(i, j, k, ℓ) : t − i = t + h+ p+ q− ℓ, t + p− j = t + h+ p− k, t − i ≠ t + p− j}
= {−∞ < i <∞;−∞ < j <∞; k = h+ p+ j; ℓ = h+ p+ q+ i; j ≠ p+ i}. (B.13)
Note that T1 requires a single summation whereas T2, T3, and T4 require double summations. We examine each of these
terms case by case. For notation, letMt = ZtZ ′t and observe that η = E[Mt ⊗Mt ].
The first term is easy to evaluate with application of (A.2):
I =
∞
i=−∞
E[(ΨiMt ⊗ Ψh+p+iMt)(Ψ ′p+i ⊗ Ψ ′h+p+q+i)]
=
∞
i=−∞
(Ψi ⊗ Ψh+p+i)E[Mt ⊗Mt ](Ψp+i ⊗ Ψh+p+q+i)′
=
∞
i=−∞
(Ψi ⊗ Ψh+p+i)η(Ψ ′p+i ⊗ Ψ ′h+p+q+i).
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For the second term, suppose that t ≠ s so that Zt and Zs are uncorrelated. Now simplify II into
II =
∞
i=−∞
∞
k=−∞
E[ΨiZtZ ′tΨ ′p+i ⊗ ΨkZsZ ′sΨ ′q+k] −
∞
i=−∞
E[ΨiZtZ ′tΨ ′p+i ⊗ Ψh+p+iZsZ ′sΨ ′h+p+q+i].
Using (1.1), one can verify that
Γ (p)⊗ Γ (q) =
∞
i=−∞
∞
j=−∞
E[ΨiZtZ ′tΨ ′p+i ⊗ ΨjZsZ ′sΨ ′j+q]
=
∞
i=−∞
∞
j=−∞
(Ψi ⊗ Ψj)(Σ ⊗Σ)(Ψ ′i+p ⊗ Ψ ′j+q).
Combining the last two relations and applying (A.3) identifies II as
II = Γ (p)⊗ Γ (q)−
∞
i=−∞
E[ΨiZtZ ′tΨ ′h+p+i ⊗ Ψp+iZsZ ′sΨ ′h+p+q+i]
= Γ (p)⊗ Γ (q)−
∞
i=−∞
(Ψi ⊗ Ψp+i)(Σ ⊗Σ)(Ψ ′h+p+i ⊗ Ψ ′h+p+q+i). (B.14)
For the third term,
III =
∞
i=−∞
∞
j=−∞
E[ΨiZtZ ′sΨ ′j ⊗ Ψh+p+iZtZ ′sΨ ′h+q+j] −
∞
i=−∞
E[ΨiZtZ ′sΨ ′p+i ⊗ Ψh+p+iZtZ ′sΨ ′h+p+q+i]
=
∞
i=−∞
∞
j=−∞
E[(ΨiZtZ ′s ⊗ Ψh+p+iZtZ ′s)(Ψ ′j ⊗ Ψ ′h+q+j)] −
∞
i=−∞
E[(ΨiZtZ ′s ⊗ Ψh+p+iZtZ ′s)(Ψ ′p+i ⊗ Ψ ′h+p+q+i)]
=
∞
i=−∞
∞
j=−∞
(Ψi ⊗ Ψh+p+i)E[ZtZ ′s ⊗ ZtZ ′s](Ψ ′j ⊗ Ψ ′h+q+j)−
∞
i=−∞
(Ψi ⊗ Ψh+p+i)E[ZtZ ′s ⊗ ZtZ ′s](Ψ ′p+i ⊗ Ψ ′h+p+q+i).
But when t ≠ s, E[ZtZ ′s ⊗ ZtZ ′s] = E[(Zt ⊗ Zt)(Z ′s ⊗ Z ′s)] = vec(Σ)vec(Σ)′, and hence,
III =
∞
i=−∞
∞
j=−∞
(Ψi ⊗ Ψh+p+i)vec(Σ)vec(Σ)′(Ψ ′j ⊗ Ψ ′h+q+j)
−
∞
i=−∞
(Ψi ⊗ Ψh+p+i)vec(Σ)vec(Σ)′(Ψ ′p+i ⊗ Ψ ′h+p+q+i).
Now apply (A.3) to get
III =
∞
i=−∞
∞
j=−∞
vec(Ψh+p+iΣΨ ′i )vec(Ψh+q+jΣΨ
′
j )
′ −
∞
i=−∞
vec(Ψh+p+iΣΨ ′i )vec(Ψh+p+q+iΣΨ
′
p+i)
′
= vec(Γ (h+ p))vec(Γ (h+ q))′ −
∞
i=−∞
(Ψi ⊗ Ψh+p+i)vec(Σ)vec(Σ)′(Ψ ′p+i ⊗ Ψ ′h+p+q+i).
The last term is the hardest. For this term with t ≠ s, start with
IV =
∞
i=−∞
∞
j=−∞
E[ΨiZt−iZ ′t+p−jΨ ′j ⊗ Ψh+jZt+p−jZ ′t−iΨ ′h+p+q+i]
−
∞
i=−∞
(Ψi ⊗ Ψh+p+i)E[ZtZ ′s ⊗ ZsZ ′t ](Ψ ′p+i ⊗ Ψ ′h+p+q+i)
=
∞
i=−∞
∞
j=−∞
E[(ΨiZt−iZ ′t+p−j ⊗ Ψh+jZt+p−jZ ′t−i)(Ψ ′j ⊗ Ψ ′h+p+q+i)]
−
∞
i=−∞
(Ψi ⊗ Ψh+p+i)E[ZtZ ′s ⊗ ZsZ ′t ](Ψ ′p+i ⊗ Ψ ′h+p+q+i)
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=
∞
i=−∞
∞
j=−∞
(Ψi ⊗ Ψh+j)E[Zt−iZ ′t+p−j ⊗ Zt+p−jZ ′t−i](Ψ ′j ⊗ Ψ ′h+p+q+i)
−
∞
i=−∞
(Ψi ⊗ Ψh+p+i)E[ZtZ ′s ⊗ ZsZ ′t ](Ψ ′p+i ⊗ Ψ ′h+p+q+i).
Taking conditional expectations identifies the inner bracketed term:
E[Zt−iZ ′t+p−j ⊗ Zt+p−jZ ′t−i] = E[E[Zt−iZ ′t+p−j ⊗ Zt+p−jZ ′t−i | Zt+p−j]]
= E[E[(Id ⊗ Zt+p−j)(Zt−i ⊗ Z ′t−i)(Z ′t+p−j ⊗ Id) | Zt+p−j])
= E[(Id ⊗ Zt+p−j)Σ(Z ′t+p−j ⊗ Id)].
Hence,
∞
i=−∞
∞
j=−∞
(Ψi ⊗ Ψh+j)E[Zt−iZ ′t+p−j ⊗ Zt+p−jZ ′t−i](Ψ ′j ⊗ Ψ ′h+p+q+i)
=
∞
i=−∞
∞
j=−∞
E[(Ψi ⊗ Ψh+j)(Id ⊗ Zt+p−j)Σ(Z ′t+p−j ⊗ Id)(Ψ ′j ⊗ Ψ ′h+p+q+i)]
=
∞
i=−∞
∞
j=−∞
E[(Ψi ⊗ Ψh+jZt+p−j)Σ(Z ′t+p−j ⊗ Id)(Ψ ′j ⊗ Ψ ′h+p+q+i)].
Applying (A.5) gives
∞
i=−∞
∞
j=−∞
(Ψi ⊗ Ψh+j)E[Zt−iZ ′t+p−j ⊗ Zt+p−jZ ′t−i](Ψ ′j ⊗ Ψ ′h+p+q+i)
=
∞
i=−∞
∞
j=−∞
E[P(Ψh+jZt+p−j ⊗ Ψi)Σ(Z ′t+p−j ⊗ Id)(Ψ ′j ⊗ Ψ ′h+p+q+i)]
= P
∞
i=−∞
∞
j=−∞
E[(Ψh+jZt+p−j ⊗ ΨiΣ)(Z ′t+p−j ⊗ Id)(Ψ ′j ⊗ Ψ ′h+p+q+i)]
= P
∞
i=−∞
∞
j=−∞
E[(Ψh+jZt+p−jZ ′t+p−jΨ ′j )⊗ (ΨiΣΨ ′h+p+q+i)]
= PΓ (h)⊗ Γ (h+ p+ q).
Similar reasoning gives
∞
i=−∞
(Ψi ⊗ Ψh+p+i)E[ZtZ ′s ⊗ ZsZ ′t ](Ψ ′p+i ⊗ Ψ ′h+p+q+i) =
∞
i=−∞
(Ψi ⊗ Ψh+p+i)(P(Σ ⊗Σ))(Ψ ′p+i ⊗ Ψ ′h+p+q+i).
Therefore,
IV = PΓ (h)⊗ Γ (h+ p+ q)−
∞
i=−∞
(Ψi ⊗ Ψh+p+i)(P(Σ ⊗Σ))(Ψ ′p+i ⊗ Ψ ′h+p+q+i).
Putting the above computations together establishes the lemma. 
Proof of Theorem 2.1. The argument is essentially the same as that on page 227 of [3]. We provide the main points for the
sake of completeness.
Observe that
E[Γˆ ∗(p)⊗ Γˆ ∗(q)] = n−2
n
s=1
n
t=1
E[XtX ′t+p ⊗ XsX ′s+q],
where Γˆ ∗(h) = n−1nt=1 XtX ′t+h is an unbiased estimator ofΓ (h) that can be shown to have the same asymptotic properties
as Γˆ (h). Applying Lemma 1 gives
E[Γˆ ∗(p)⊗ Γˆ ∗(q)] = n−2
n
s=1
n
t=1

Rp,q(t − s)+ Γ (p)⊗ Γ (q)+ vec(Γ (s− t))vec(Γ (s− t − p+ q))′
+ PΓ (s− t − p)⊗ Γ (s− t + q).
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where
Rp,q(k) =
∞
i=−∞
(Ψi ⊗ Ψi+k)[η − vec(Σ)vec(Σ)′ − P(Σ ⊗Σ)−Σ ⊗Σ](Ψ ′i+p ⊗ Ψ ′i+k+q).
Subtracting Γ (p)⊗ Γ (q) and regrouping terms by diagonals gives
Cov(Γˆ ∗(p), Γˆ ∗(q)) = n−1

|k|<n
(1− |k|/n)(Tk + Rp,q(k)),
where
Tk = vec(Γ (k))vec(Γ (k− p+ q))′ + PΓ (k− p)⊗ Γ (k+ q), −n < k < n.
Dominated convergence now gives
lim
n→∞ nCov(Γˆ
∗(p), Γˆ ∗(q)) = Sp,q +
∞
k=−∞
[vec(Γ (k))vec(Γ (k− p+ q))′ + P(Γ (k− p)⊗ Γ (k+ q))],
where Sp,q is the skewness
Sp,q =
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2)M(Ψ ′ℓ1+p ⊗ Ψ ′ℓ2+q) (B.15)
andM = η− vec(Σ)vec(Σ)′− P(Σ⊗Σ)−Σ⊗Σ . Since the limiting properties of starred and unstarred versions of Γˆ (h)
are the same, this proves the result except for the skewness statements.
Taking vecs of both sides (B.15) and applying (A.3) gives
vec(Si,j) =
 ∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1+i ⊗ Ψℓ2+j)(Ψℓ1 ⊗ Ψℓ2)

vec(M).
Now use (A.6), associativity of Kronecker products, and the definition of Γ (j) to get
vec(Si,j) =
 ∞
ℓ1=−∞
Ψℓ1+i ⊗ Γ (j)⊗ Ψℓ1

Qvec(M).
Use the same commutative tactics and the fact that Q 2 = Id2 to get
vec(Si,j) = [Γ (i)⊗ Γ (j)]vec(M).
Finally, to get E[Xt+i ⊗ Xt ] = Γ (i)vec(Σ), expand with (1.1) to get
E[Xt+i ⊗ Xt ] =
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2)E[Zt+i−ℓ1 ⊗ Zt−ℓ2 ].
But since E[Zt+i−ℓ1 ⊗ Zt−ℓ2 ] is zero unless ℓ2 = ℓ1 − i and is vec(Σ)when ℓ2 = ℓ1 − i, the identity follows. 
Proof of Theorem 2.3. We need a modification of Lemma 1. For this, expand as before to get
E[XtX ′t+p ⊗ Xt+hX ′t+h+q] =
∞
ℓ1=−∞
∞
ℓ2=−∞
∞
ℓ3=−∞
∞
ℓ4=−∞
[(Ψℓ1Zt−ℓ1)(Ψℓ2Zt+p−ℓ2)′ ⊗ (Ψℓ3Zt+h−ℓ3)(Ψℓ4Zt+h+q−ℓ4)′].
By the symmetry condition (2.4), one encounters non-zero summands only when all four indices in four-fold sum agree, or
if there are two pairs of indices that agree (see also [5]). Proceeding as in the proof of Lemma 1 gives
E[XtX ′t+p ⊗ Xt+hX ′t+h+q] =
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2)E[Zt−ℓ1Z ′t−ℓ1 ⊗ Zt+p−ℓ2Z ′t+p−ℓ2 ](Ψℓ1+p ⊗ Ψℓ2+q)′
+
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ1+h)E[Zt−ℓ1Z ′t+p−ℓ2 ⊗ Zt−ℓ1Z ′t+p−ℓ2 ](Ψℓ2 ⊗ Ψℓ2+h−p+q)′
+
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2+h−p)E[Zt−ℓ1Z ′t+p−ℓ2 ⊗ Zt+p−ℓ2Z ′t−ℓ1 ](Ψℓ2 ⊗ Ψℓ1+h+q)′
− 2
∞
ℓ=−∞
(Ψℓ ⊗ Ψℓ+h)η(Ψℓ+p ⊗ Ψℓ+h+q)′.
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Applying (2.5) now gives
E[XtX ′t+p ⊗ Xt+hX ′t+h+q] =
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2)[ΓZt Z ′t (ℓ2 − ℓ1 − p)+Σ ⊗Σ](Ψℓ1+p ⊗ Ψℓ2+q)′
+
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ1+h)[ΓZt⊗Zt (ℓ2 − ℓ1 − p)+ vec(Σ)vec(Σ)′]
× (Ψℓ2 ⊗ Ψℓ2+h−p+q)′
+
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2+h−p)P[ΓZt Z ′t (ℓ2 − ℓ1 − p)+Σ ⊗Σ](Ψℓ2 ⊗ Ψℓ1+h+q)′
− 2
∞
ℓ=−∞
(Ψℓ ⊗ Ψℓ+h)η(Ψℓ+p ⊗ Ψℓ+h+q)′.
The argument finishing the proof of Theorem 2.1 provides
Wp,q = lim
n→∞ n Cov(Γˆ (p), Γˆ (q)) =
∞
h=−∞
Cov(XtX ′t+p, Xt+hX
′
t+h+q).
Therefore,
Wp,q =
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2)
∞
h=−∞
ΓZt Z ′t (h)(Ψℓ1+p ⊗ Ψℓ2+q)′
+
∞
h=−∞
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ1+h)[ΓZt⊗Zt (ℓ2 − ℓ1 − p)+ vec(Σ)vec(Σ)′](Ψℓ2 ⊗ Ψℓ2+h−p+q)′
+
∞
h=−∞
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2+h−p)P[ΓZt Z ′t (ℓ2 − ℓ1 − p)+Σ ⊗Σ](Ψℓ2 ⊗ Ψℓ1+h+q)′
− 2
∞
h=−∞
∞
ℓ=−∞
(Ψℓ ⊗ Ψℓ+h)η(Ψℓ+p ⊗ Ψℓ+h+q)′.
Combining the first and last two terms in the above equation, and at the same time separating out the vec(Σ)vec(Σ)′ and
Σ ⊗Σ terms, it follows that
Wp,q =
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2)(κ − 2η)(Ψℓ1+p ⊗ Ψℓ2+q)′
+
∞
h=−∞
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ1+h)ΓZt⊗Zt (ℓ2 − ℓ1 − p)(Ψℓ2 ⊗ Ψℓ2+h−p+q)′
+
∞
h=−∞
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2+h−p)PΓZt Z ′t (ℓ2 − ℓ1 − p)(Ψℓ2 ⊗ Ψℓ1+h+q)′
+
∞
h=−∞
vec(Γ (h))vec(Γ (h− p+ q)′)+ PΓ (h− p)⊗ Γ (h+ q).
Now use κ = η −Σ ⊗Σ + κ∗, ΓZt⊗Zt (0) = η − vec(Σ)vec(Σ)′, ΓZt Z ′t (0) = η −Σ ⊗Σ , and separate out the lag zero
summands to get
Wp,q =
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2)(κ∗ + ΓZt Z ′t (0)− 2η)(Ψℓ1+p ⊗ Ψℓ2+q)′
+
∞
h=−∞
vec(Γ (h))vec(Γ (h− p+ q)′)+ PΓ (h− p)⊗ Γ (h+ q)
+
∞
h=−∞
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ1+h)ΓZt⊗Zt (ℓ2 − ℓ1 − p)(Ψℓ2 ⊗ Ψℓ2+h−p+q)′
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+
∞
h=−∞
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2+h−p)PΓZt Z ′t (ℓ2 − ℓ1 − p)(Ψℓ2 ⊗ Ψℓ1+h+q)′
=: Vp,q + V ∗p,q,
where Vp,q shares the form as (2.1) and
V ∗p,q =
∞
ℓ1=−∞
∞
ℓ2=−∞
(Ψℓ1 ⊗ Ψℓ2)κ∗(Ψℓ1+p ⊗ Ψℓ2+q)′
+

Tp
(Ψℓ1 ⊗ Ψℓ1+h)ΓZt⊗Zt (ℓ2 − ℓ1 − p)(Ψℓ2 ⊗ Ψℓ2+h−p+q)′
+

Tp
(Ψℓ1 ⊗ Ψℓ2+h−p)PΓZt Z ′t (ℓ2 − ℓ1 − p)(Ψℓ2 ⊗ Ψℓ1+h+q)′. (B.16)
Arguing as in the proof of Theorem 2.1 gives
vec(V ∗p,q) = (Γ (p)⊗ Γ (q))vec(κ∗)+
Tp
(Γ (ℓ2 − ℓ1)⊗ Γ (ℓ2 − ℓ1 − p+ q))vec(ΓZt⊗Zt (ℓ2 − ℓ1 − p))
+

Tp
(Γ (ℓ2 − ℓ1)⊗ Γ (ℓ1 − ℓ2 + p+ q))vec(PΓZt Z ′t (ℓ2 − ℓ1 − p)),
where the index set is Tp = {(h, ℓ1, ℓ2):−∞ < h, ℓ1, ℓ2 <∞, ℓ2 − ℓ1 − p ≠ 0}. Setting ℓ = ℓ2 − ℓ1, we obtain
vec(V ∗p,q) = (Γ (p)⊗ Γ (q))vec(κ∗)+
ℓ≠p
(Γ (ℓ)⊗ Γ (ℓ− p+ q))vec(ΓZt⊗Zt (ℓ− p))
+

ℓ≠p
(Γ (ℓ)⊗ Γ (−ℓ+ p+ q))vec(PΓZt Z ′t (ℓ− p)). 
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