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PREFACE 
The development presented here have represented a step 
toward generalizing various measures of information, their 
characterization, applications in coding theory, inference 
and economics. The thesis consists of four chapters. 
The first chapter gives the basic ideas and preliminary 
results used in the subsequent chapters and necessary for 
the thesis to be a self contained one. 
In Chapter II, codes of variable length that are 
capable of error correction are studied. A lower bound on 
the mean length of codewords for personal probability codes 
have been established. This generalizes the result due to 
Kerridge, which itself is a generalization of celebrated 
result due to Shannon for noiseless cases. The bound 
obtained provides a measure of optimality for variable 
length error correcting codes. This result has been 
published in Soochow Journal -of Mathematics [5] . Also a new 
measure LIT, called mean length of codewords weighted with 
the function of utilities, has been defined and its 
relationship with a family of measures of uncertainty 
involving utilities Gill et al (1989) has been discussed. 
Using LIT a coding theorem for discrete noiseless channel 
have been proved. This result was presented in second 
international symposium on optimization and Statistics [6] . 
We have introduced a generalized information generating 
function with utilities and derivatives of various order are 
evaluated in Chapter III and it is found that the moments 
obtained by Golomb [23] becomes particular cases. Some 
examples are worked out for discrete and continuous 
probability distributions. 
In Chapter IV, we define Renyi's entropy of order a of 
a sequence of random variables under restriction. It is 
iii 
shown that the amount of entropy is reduced when the 
sequence is ordered. Upper and lower bounds to the 
reduction of entropy are also obtained. The result of this 
section was present in Ilnd international symposium on 
optimization and Statistics [7] . 
We have also discussed the problem of income inequality 
and defined its measure based on Renyi's entropy of order a, 
both in discrete and continuous cases. 
A comprehensive bibliography is given in the end. 
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CHAPTER - I 
BASIC CONCEPTS AND PRELIMINARY RESULTS 
1.1 INTRODUCTION 
Information theory is a new branch of probability 
theory with extensive potential applications to 
communication systems. It was principally originated by 
Shannon in 1948. Information theory was developed to deal 
with the mathematical problems arising in connection with 
Information storage, Information processing, Decision 
making, etc. Like several other branches of mathematics, 
Information theory also has a physical origin. A main 
application of the theory, thus far seems to be in the 
devising of an efficient matching of the information source 
and the channel, the so called "Coding theory". 
Mathematical models for such type of problems are also 
developed. It has applications in Sampling theory. Decision 
theory. Distortion rate theory. Probability error theory, 
Economics, Psychology, Biology etc.. 
The first attempt to develop mathematical measure for 
communication channels was made by Nyguist [55] & [56] and 
Hartley [30] . The main contributions, which really gave 
birth to the so called "Information theory" came shortly 
after the second world war from Shannon [63] and Wiener 
[73] . Perhaps the most important theoretical result of 
Information theory is Shannon fundamental theorem in which 
he set up a mathematical model for quantitative measure of 
average amount of information provided by a probabilistic 
experiment and proved a number of interesting results which 
showed the importance and usefulness of these results. By 
his name, this measure is called Shannon entropy. 
By taking Shannon's entropy as basis, during the past 
five decades, the Information theory has been more precise 
and has grown into a staggering literature. Some of its 
terminology even has become part of our daily language and 
has been brought to a point where it has found wide 
applications in various fields of importance. For example, 
the work of Bar-Hillel [10] Balasubrahmanyan and Siromoney 
[9] in Linguistic, Brillouins [16], Jaynes [34] in Physics, 
Kullback [48], Kerridge [43] in Statistical estimation, 
Theil [69] in Economics, Quastler [58] in Psychology, 
Quastler [57] in Biology and Chemistry, Wiener [74] in 
Cybernetics, Renyi [62], Zaheeruddin [75] in Inference, 
Kapur [38] in Operation Research, Kullback [48] in 
Mathematical statistics. We restrict ourselves only to 
those aspects of Information theory which are closely 
related to our work. 
1.2 SHANNON'S ENTROPY 
Let X be a discrete random variable taking on a finite 
number of possible values Xj, X2, ... , x, ; happening with 
k 
probabilities Pi,P2, ... , Pj_, (p^ ^ 0, i = 1, 2, . . .k, ^ P-^  = l) • 
We denote a = 
i = l 
Xi , X2, . . . , Xj_ 
Pl'P2' • • • -PL 
(1.2.1) 
and call the scheme in (1.2.1) as the information scheme. 
Shannon [63] proposed the following measure of information 
for the information scheme (1.2.1) and call it entropy. 
H(P) = H(p,,p2 p. I Pii°g Pi (1.2 
1 = 1 
Generally, the base of logarithm is taken as "2' and it 
is assumed 0 log 0 = 0 . 
When the logarithm is taken with base 2, the unit of 
information is called a 'bit'. When the natural logarithm 
is taken then resulting unit is called a 'nit'. If the 
logarithm is taken with base 10, the unit of information is 
known as 'Hartley'. 
The Information measure (1.2.2) satisfies the following 
properties:-
(i) Non-Negativity 
The entropy is always Non-negative. 
(ii) Symmetry 
Hk(Pi-P2' • • •'P]^ ) = Hk{pn(i),Pn(2)' • • •'Pn(k) ) fo^ 
(Pi,P2, . . . ,Pn) e P where (n(i),n{2),...,n(k)) is 
arbitrary permutation on (1,2,...k). 
Hk.*Pi'P2' •••'Pv^ ^^ ^ symmetric function in every 
all 
an 
Pi' 
i = 1,2,...,k. 
(iii) Normality 
H2(l/2,l/2) = 1 
The entropy become unity for two equally probable 
events. 
(iv) Expansibility 
H k ( P l ' P 2 ' • • • ' P k ^ Hk+1 ( 0 , p i , p . , . . . ,p j^) 
H k + i ( P i / P ^ < • • • ' P i , 0 , P i + , 
• ' P k ^ 
= Hj^+i (P1 /P2 P k ' °^ 
(v ) R e c u r s i v i t y 
H k < P i ' P 2 / • • • - P } , ) - H k - i ( p , + p . , p , , , . . . ,Pj^) 
+ (p ]+p^ , )H . Pi P.' 
P i + P / P i + P . 
w h e r e p ^ ^ 0 , J^  P ^ = 1 w i t h p ,+p^ . > 0 . 
i = l 
(vi) Decisivitv 
H^(1,0) = H2(0,l) = 0 
If one of the event is sure to occur then the entropy 
is zero in the scheme. 
(vii) Maximality 
Hk(Pi.P2. • • • .Pk> - H]^(l/k,l/k 1/k) = log k 
The entropy is maximum when all the events have equal 
probabilities. 
(viii) Additivity 
H)^ (^PQ) = H}^ (^Piqi, Piqs, Pjq^ ,, Pz^i < P2q2' •••' Psq/-
• • • ' Pk^i' • • • ' Pk^ /'^  
= Hk(Pi,P2, Pj^ ) + Hi(qi,q2, . . . , q^ ) 
for all (Pi,P2. • • • .Pj^ ) e P and for all (q^ , q2, . . . , q^,) e Q. 
If the two experiments are independent then the entropy 
contained in the experiments is equal to the entropy in the 
first plus entropy in the second experiment. 
(ix) Strong additivity 
H)^^,(PQ) = Hj^^(piqj, P i q 2 , P i q ^ w Psqi - Pzqa- • • - . P2q/.' 
• • •' Pj^ qi' • • •' P)^ qp 
k 
= H)^(Pi,P2, . . . ,Pj^ ) + ^ P^ H^ , {q^i,q^2- • • •-q^n) 
i = l 
for all (Pi,P2- • • •/P]^ ) e P and for all (qi, q^ , • • • , q^,) « Q 
and q. . are the conditional probabilities i.e. the entropy 
contained in the two experiments is equal to the entropy in 
the first plus the conditional entropy in the second 
experiment given that the first experiment has occurred. 
The Shannon's entropy (1.2.2) was characterized by 
Shannon assuming a set of postulates. There exist several 
other characterization of the measure (1.2.2) using 
different set of postulates. Notably amongst them are those 
of Hinchin [33] , Tverberg [71] , Chaundy and Mcleod [18] , 
Renyi [62] , Lee [49] , Daroczy [19] , Rathie [61] , Guiasu 
[25], Kapur [39], etc. 
1.3 GENERALIZATION OF SHANNON ENTROPY 
Various generalizations of Shannon entropy are 
available in the literature. Some of the important 
generalizations are given here. 
(i) Renyi's entropy 
Renyi [62] generalized the Shannon entropy for an 
incomplete probability distribution as 
k 
Hi(P) 
I Pilogs Pi 
i = l 
k 
i = l 
i . 3 . i : 
and the entropy of order a as 
Ha(P) = (1-a) logs 
k 
I P ? 
i = l 
k 
I Pi 
i = l 
:i.3.2: 
where P i ~ ° ' ^ P i ^ l / a > 0 , a * l 
1 = 1 
For a^l, (1.3.2) reduces to (1.3.1) 
For a complete probability distribution, 
reduces to 
1.3.2 
H„(P1 m 1-a) '' logj 
k 
1 = 1 
a > 0, a * 1 1.3.3 
and is called Renyi's [62] entropy of order a. 
As a—>1, the measure (1.3.3) becomes Shannon's entropy. 
(ii) Kapur's entropy 
Kapur [37] generalized the Shannon entropy for an 
incomplete probability distribution as 
H? (P) 
k 
I pflog^Pi 
i = l 
k 
i = l 
and 
H?(P) (l-a) log2 
y pa+^-i 
i=l 
ZP? 
1 = 1 
1.3.4) 
(1.3.5) 
where p. 2 0, Y p - - 1, a,/3 > 0, a,p* 1 
i = l 
for a—>1, (1.3.5) reduces to (1.3.4). 
For a complete probability distribution (1.3.5) reduces 
to 
H^(P) = il-a) "^  logs I pr^" 
i = l 
a,13 > 0, a,^ * 1 : 1.3.6) 
which is another generalization of Shannon entropy proposed 
by Kapur [37] . 
As a >1 and ^ 
Shannon's entropy. 
1, the measure (1.3.6) becomes 
(iii) Havrada and Charvat entropy 
Havrada and Charvat [32] 
entropy as 
r 
k 
H'^(P) -
1-/3 
i=l 
introduced non-additive 
(1.3.7' 
where /3*l, ^>0 and called it generalized entropy of type /3. 
When p—)1, the measure (1.3.7) becomes Shannon's entropy. 
(iv) Kerridge inaccuracy 
Suppose that an experiment asserts that the 
probabilities of k events are Q = (q],q2/ •••/qk^ while their 
true probabilities are P = (Pi, P2' • • • / Pi^ ) then Kerridge [43] 
has proposed a measure of inaccuracy as 
H (P;Q) = - \ p^log q^ 1.3 . 
1 = 1 
when p. = q. for each i, then (1.3.8) reduces to Shannon's 
entropy. 
(v) Rathie entropy 
Rathie [61] generalized the Shannon entropy for an 
incomplete probability distribution as 
H(P,-Q:a,^i) = (l-a)"'log 
^irrtt-l 
i = l 
k 
I A' 
i = l 
(1.3.9 
where a * l, /3i ^  0, Sp^ ^^ 1 and ^ q^ ^ 1. 
i = l 
For all (Pi,P2, • • •/Pj^ ) 6 P and for all (qi, Qs, • • • , Qj^ ) G Q . 
When ^i = 1 for each i, a—>1 and the distribution is 
complete then (1.3.9) reduces to Kerridge [43] measure of 
inaccuracy. 
When p. = q. for all i then Kerridge inaccuracy becomes 
Shannon's entropy. 
(vi) Khan and Autar inaccuracy 
Khan and Autar [44] gave a generalized non-additive 
measure of inaccuracy as 
H(pV;Q:a,p) = (D'"^-1)"' 
• 
k 
r^  V a-i 
I Pi^i 
i = l 
k 
I Pi 
i - 1 
^-
a-
-1 
-1 
1 ( 1 . 3 . 1 0 ) 
k k 
where a * l , ^ * 1 , Yp- - 1 . T^' - -^ < ^  being the size 
i = l i = l 
of code alphabet. 
When p. = q. and /S—>! for each i, gives Kapur's [3 7] 
entropy, which is a generalization of Shannon entropy. 
1.4 GENERALIZED 'USEFUL' INFORMATION SCHEME 
Shannon entropy is indeed a measure of uncertainty m 
the scheme and is treated as information supplied by a 
probabilistic experiment. This formula gives us the measure 
of information as a function of the probabilities with which 
various events occur without considering the effectiveness 
or importance of the events. The possible events of a given 
experiment is represented by the relevance or the utility of 
the information they carry with respect to a goal. These 
utility may be either of objective or subjective character. 
We shall suppose that these qualitative utility (usefulness) 
are non-negative, finite, real number as the utility in 
Decision theory. Also if one event is more useful than 
another one, the utility of the first event will be greater 
than that of the second one. We now try to evaluate how the 
amount of information supplied by a probabilistic 
experiment, whose elementary events are characterized both 
by their probabilities and by utility of the events. 
Motivated with this idea Belis and Guiasu [12] introduce a 
utility distribution U = (u^ , U2, . . . ,u, ) where each u^ is a 
non-negative real number accounting for the utility of the 
occurrence of the i-th event. If X is a discrete random 
variable taking on a finite number of possible values 
X2,X2,...,x, . We define the utility information scheme by 
1 = 
X j , 
P i ' 
^ 1 ' 
. 
X 2 , . 
P2' • 
U 2 , . 
. , X ^ 
•' Pk 
•' ^k 
1.4.1: 
The utility Ui of an event may be either independent 
of, or dependent on its objective probability. The measure 
of information for the utility information scheme (1.4.1) 
given by Belis and Guiasu [12] is 
H(U;P) = - Y ^iPilogp^ 
i = l 
1.4. 
where P = ((pj, p., ..., Pj^ ) ; p^ > 0; 
U = (Ui,U2, . . . ,u, ) , Ui s 0. 
Y p. = 1 and 
1 = 1 
It satisfies many algebraic and analytical properties, 
Guiasu [25]. It reduces to Shannon entropy (1.2.2) when 
utility aspect of the scheme is ignored by taking ui = l for 
every i. 
Gurdial and Pessoa [27] defined the generalized 
additive useful information of order a given by 
Ha(U;P) = log„ 
1-a ^ 
" " iP i 
I 
i = l 
I ^iP 
j=l r D 
(1.4.3) 
where a * 1, a > 0 and used it in studying noiseless coding 
theorem for source having utilities. The measure Ho^(U;P) 
resembles to Renyi's [62] entropy of order a when utility is 
ignored by taking u^ = 1 for every i. 
The non-additivity 'useful' information of degree /3 was 
first introduced and characterized by Sharma, Mitter and 
Mohan [67], which is given by 
I^(P;U) 
5;u.p,(pf-^-i) 
i = l 
i = l 
^ * 1 1.4.4 
The measure (1.4.4) was further generalized by Tuteja 
and Hooda [70] given as 
I^(P;U) 
I u^P^iPi -1) 
i = l 
(2 1-/5 _l-a 
=' '' I Pi 
i = l 
a * ^  (1.4.5) 
10 
where a * 0, ^ * 1 are arbitrary real constants. This 
measure was defined as the generalized measure of type a and 
degree p. It reduces to (1.4.4), when a = l. 
Khan [45], Sharma, Mohan and Mitter [68] gave some of 
the generalizations and established relationship between the 
mean length and measure of information. 
1.5 CODING THEOREM 
The elements of a finite set of k input symbol 
X - (Xi X2, . . . /X, ) be encoded using alphabet of D symbols 
The number of symbols in a code word is called the length of 
the code word. It becomes clear that some restriction must 
be placed on the assignment of code words. One of the 
restrictions may be that the sequence may be decoded 
accurately. A code is uniquely decipherable if every finite 
sequence of code character corresponds to at most one 
message. In other words we can say uniquely decipherability 
is to require that no code be a prefix of another code word. 
We mean by prefix that if a sequence A of code character is 
prefix of a sequence B, if B may be written as AC for some 
sequence C. 
A code having the property that no code word is prefix 
of another code word is said to be instantaneous code. 
Feinstein [21] prove that the instantaneous/uniquely 
decipherable code with lengths n^ .n^, . . . ,n]^ is possible if, 
and only if 
I D-^ 'i s 1 (1.5.1 
i = l 
The inequality (1.5.1) is known as Kraft [46] inequality. 
11 
If L = ^ p^ni (1.5.2) 
i = l 
is the average code word length, where p. is the probability 
of the i-th input syn±)ol to a noiseless channel then for a 
code with satisfy (1.5.1), the following inequality holds: 
L i H(P) = - Y Pi^o^D Pi (1-5.3) 
i = l 
where D (D > 1) is an arbitrary base. Equality in (1.5.3) 
holds if, and only if 
X i = - lo^D Pi''i="l'2,...,k (1.5.4: 
By suitable encoding the message the average code 
length can be made arbitrarily close to H(P). 
Shannon's [63] and Renyi' s [62] entropies have been 
studies by several research workers. The study has been 
carried out from essentially two different point of view. 
The first is an axiomatic approach and the second is a 
pragmatic approach. However these approach have little 
connection with the coding theorem of Information theory. 
Campbell [17] defined a code word length of order t as 
1 
L(t) = - logj^ I p.°'"^ tn^ 3  JJ 
• 1 
i = l 
1.5.5: 
where 0 < t < oo and developed a noiseless ceding 
theorem for Renyi's [62] entropy of order a which is quite 
similar to the noiseless coding theorem for Shannon's 
entropy. For t = 0, L(t) reduces to the average code 
length. 
12 
Guiasu and Picard [24] generalized the average code 
k 
length L = Y p.n^ as follows 
i = l 
k 
y u.p.n. L 1^1 1 
i = l 
Lu - (1.5.6) 
k 
by means of prefix code Longo [50], Gurdial & Pessoa 
[27], Sharma et. al. [14] & [67], Khan [45], Blak [15], etc. 
have established coding theorems for various measures. We 
give here some of the coding theorems. 
Theorem (1.5.1). Kraft [46]: A necessary and sufficient 
condition for the existence of a instantaneous code S(xj^ ) 
such that the length of each word S(xi), should be n^ ; 
i = 1,2,...,k is that the Kraft inequality 
k 
^ D'^i £ 1 (1.5.7) 
i = l 
should hold. Where D is the number of different symbols in 
the code alphabet. 
Proof:- Necessary part 
First suppose that there exists a code S(X-L) with the 
word length n-i_, i = 1, 2, ..., k. Define n = max { n-;^  
i = l,2,...,k} and let uj, j = l,2,...,n be the number of 
code words with length j (some uj may be zero) . Thus the 
number of code words with only one letter can not be larger 
than D 
i.e. U i ^ D (1.5.8) 
13 
The number of code words of length 2, can use only of the 
remaining (D-Uj) symbols in their first place, because of 
prefix property of our codes, while any of the D symbols can 
be used in the second place, thus 
U2 s (D-Ui)D = D2 - UjD (1.5.9) 
Similarly, for the first two symbols of code words of 
length 3, we have at most, D^-UjD-Us possibilities, while 
the third symbol can be arbitrary, thus 
U3 ^ (D2-UiD-U2)D = D3-U1D2-U2D2 (1.5.10) 
and finally we get 
Un ^ D" - UJD""^ - U2D^"^ "... - Un-iD (I.5.II: 
Dividing (1.5.11) by D , we get 
k 
^ UiD"^ ^ 1 (1.5.12) 
i = l 
In view of the definition of the number n^ and uj, the 
left hand side of (1.5.12) can be written as 
k 
y U i D - i = D-1+. . .+D-1 + D-2+. . .+D-2 + . . .+ D'^+ . . .+D'^ 
i = l ^. . 
Uj t i m e s U2 t i m e s u^ t i m e s 
k n 
u 
D 
= Y U i D ' ^ i s i • . • ^ ^ - K 
1=1 j = l 
Sufficiency: 
Suppose now that inequality (1.5.7) or equivalently 
(1.5.12) is satisfied for (nj, n^ , . . . , nj^ ) . Then every 
summand of the left hand side of (1.5.12) being non-
14 
n e g a t i v e , t h e p a r t i a l sums a r e a l s o a t most l 
UiD'^ i 1 o r Uj :^  D 
UjD'i + UsD'^ :< 1 o r u^ s D^ - u,D 
UiD'i + U2D-2 + . . . + UnD " s i 
T->n Tsn-i T^n-2 ^ 
o r Un - D - UjD - U2D " . . . - Un-iD 
So, we h a v e i n e q u a l i t y ( 1 . 5 . 7 ) , ( 1 . 5 . 9 ) & ( l . S . l i ; 
which imply t h e e x i s t e n c e of t h e i n s t a n t a n e o u s c o d e . 
Remark 1 
For binary case the Kraft inequality tells us that the 
length n^, must satisfy the equation 
k 
^ 2""i £ 1 (1.5.13) 
i = l 
where the summation is over all the words of the block code. 
Lemma (1.5.1) : Aczel and Daroczy [2] : For a probability 
k 
P = (P] ,P2- • • -Pj^ ) , P-i_ - 0- I Pi " •"• ^"^ incomplete 
i = l 
k 
probability distribution Q = (q^ , q2- • --qi^ ) , q^  2: 0, Y q, ^ 1 
i = l 
the following inequality holds 
k 
Hj^((Pi,P2, . . .pj^ ) - - X Pi log q^ 
i = l 
where H, (pi,p2, . . .p, ) is Shannon entropy. 
Proof: Before proving lemma (1.5.1), we state the following 
lemma. 
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Lemma (1.5.2) Aczel and Daroczy [2]: If 0 is 
differentiable concave function in (a,b), then for all 
xi e (a,b), (i = l,2,...,k) and for all {q^ ,q2, • • •^^< 
k 
^i ~ °' I ^ i = 1' i = 1,2, ...,k} (k = 2,3,...), the 
i = l 
inequality 
^ 
k 
I ^i ^i 
1 = 1 
Y q^ </'(x^ ) holds 
i=l 
Define the function L(x) = -X logx for X € [0,oo) 0 for x = 0 
It is dif ferentiable concave function of x on [0,oo) and 
continuous at 0 (from right), as 
d X'= 
X log x) > 0, Lt X log x = 0 log 0 = 0 
X—>0 + 
putting x-[ = p-/^' > i = 1/2', . . .k in lemma (1.5.2) we get 
I q^ L{p^/q^) . L 
i=l 
I ^i Pi/^i 
1 = 1 
= L 
k 
I Pi 
1 = 1 
L(i: 
Thus 
- Y ^i Pi /^i i°g<PiAi) 
i = l 
k 
= - Y Pi( l°9 Pi-log q^) 
1 = 1 
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k k 
I P^log p^ - I p^log q^  
i=l i=l 
k k 
- I p^log q^ ^ - ^  Pilog Pi 
i=l i-1 
Now we establish the lower and upper bound on L 
k 
Theorem (1.5.2) (Shannon [64]): If L = Yn. p. is the 
i = l 
average code word length of a uniquely decipherable code for 
H(X) 
the random variable X, then L ^ with equality if, and 
log D 
-n^ H(X) 
only if p. = D 1 for i = 1,2,...,k. Note that is the 
^ ^1 log D 
uncertainty of X computed, using logarithm to the base D, 
that is 
H(X) I ^°9^ Pi ^ 
= - ) P- = - ) P- log^ p. . 
log D ^ 1 logs D . ^ ^1 D ^1 
i=l i=l 
H(X) 
Proof:- The condition L s — is equivalent to 
log D 
k k 
log D ^  n^ p^ i - ^  Pj^ log p^ ^ 
i=l 1=1 
Since p. n.log D = p.log D ^ = -p.log D i, the above 
condition may be written as 
k k 
Y p^log D'"i i - Y P^log p^ 
i-1 i=l 
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D-"i 
We define q. = 
1 k 
j=l 
lemma (1.5.1) yield 
k k 
1 Pii°g Pi ^ - I Pii°9 
Then the q.'s add to unity and 
1 = 1 i = l 
with equality if, and only if p 
D - ^ i 
k 
l ^ - j 
( 
V 
. = f o r a l l i . 
^1 k 
^ D - 3 
j = l 
1.5.14; 
Hence by (1.5.14) 
H(x) - - \ p.log D""i + 
i = l 
k 
i = l 
log 
k 
H{x) i L log D + log 
k 
D-"i 
(1.5.15: 
with equality if, and only if p. = for all i. 
But by theorem (1.5.1), Y D'^i ^ l, which gives 
i = l 
k 
log ^D-"i 
1=1 
0 
therefore 
H(x) s L log D 
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Now if p. = D" ^ for all i, then 
k k 
H(x) = - Y Pil°9 Pi = I Pi i^ ilog D = L log D 
i=l i=l 
Theorem (1.5.3) (Shannon [64]). Given a random variable X 
with entropy (uncertainty) H(x) there exists a base D 
instantaneous code for X, whose average code word length L 
satisfies 
H(x) H(x) 
s L i + 1 (1.5.16) log D log D 
Proof: - In general we can not hope to construct an 
absolutely optimal code for a given set of probabilities 
Pj, P2, . . . ,p, , since if we choose ni to satisfy p. = D 1, 
log p^ 
then ni = - may not be an integer. However we can do 
log D 
the next best thing and select the integer ni such that 
log p^ log p^ 
ni < - + 1; (i = 1,2, ...,k) (1.5.17) log D log D 
we claim that an instantaneous code can be constructed with 
word lengths nj.ng, . . -/n)^. To prove this we must show that 
k 
i = l 
For the left hand inequality of (1.5.17) it follows that 
log p. £ -nilog D or p- ^ D~"i . Thus 
k k 
i=l i=l 
To estimate the average code word length, we multiply 
(1.5.17) by p. and sum over i, to obtain 
19 
^ log p. '^  ^ log p^ ^ 
- I Pi T ^ '- ^ "i Pi ' ^ Pi T^r5 * ^^ P-
1 = 1 1 = 1 1 = 1 1 = 1 
H(x) 
log D 
L < H(x) + 1 
which proves the theorem. 
1.6 CONVEX AND CONCAVE FUNCTIONS 
1.6.1 Convex Function 
A real valued function f(x) defined on (a,b) is said to 
be convex function if for every a such that 0 ^ a ^ 1 and 
for any two points Xj and X2 s. t. a < Xj < X2 < b, we have 
f [axi + {l-a)x2] ^ af(xi) + (1-a) f (x^  (1.6.1' 
y = f(x) 
f (xi) 
f (X) 
f (X, 
X 
Xj X X2 
Convex function 
If we put a = 1/2 , then (1.6.1) reduces to 
X1+X2 f (Xi)+f (X2) 
(1.6.2: 
which is also taken as definition of convexity. 
A function that is convex according to (1.6.1) is also 
convex according to (1.6.2) we will adopt (1.6.1) as the 
definition for a convex function. 
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Remarks:- If f (x) ^  0 then f(x) is convex function. 
1.6.2 Strictly Convex Function 
A real valued function f(x) defined on (a,b) is said to 
be strictly convex function if for every a, such that 0<a<l 
and for any points Xj and Xg in (a,b), we have 
f [axj + (l-a)x2] < af(Xi) + (l-a)f(x2) (1.6.3; 
Remark:- If f(x) > 0 then f(x) is strictly convex function. 
1.6.3 Concave Function 
A function f (x) is said to be concave if -f(x) is 
convex. 
Y 
f (Xp 
X 
X1 JC ^2 
Concave function 
II 
Remark:- If f(x) ^ 0 then f(x) is concave. 
1.6.4 Strictly Concave Function 
f(x) is said to be strictly concave if -f{x) is 
strictly convex. 
Remark:- If f"(x) < 0 then f (x) is strictly concave 
function. 
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1.7 JENSEN'S INEQUALITY: Rao [5 9] 
If X is a random variable such that E(x) = u exists and 
f(-) is a convex function, then 
E[f(x)] i f[E(x)] (1.7.1) 
with equality if and only if the random variable x has a 
degenerate distribution at u. 
1.8 HOLDER'S INEQUALITY: Rao [59] 
If xi, yi > 0, i = 1,2, ...,k and l / p + l / q = l , p > l , 
then the following inequality holds 
I ^i^i ^ 
i = l 
lyf 
1=1 
l/q 
(1.8.1) 
with equality if and only if yi « xi . The integral 
version for f, g ^ 0 is 
h dv £ 
R 
fPdv 
1/p 
Jg^ dv 
l/q 
Remark: - We note that inequalities are reversed if p < 1, 
Beckenback and Bellman [11] . 
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CHAPTER - II 
CODING THEOREM & MEASURES OF INFORMATION 
Codes of variable length that are capable of error 
correction are studied in this chapter. A lower bound on 
L(t), the mean length of code words for personal probability-
codes have been established. This generalizes the result 
due to Kerridge [43], which itself is a generalization of 
celebrated result due to Shannon for noiseless case. The 
bounds obtained provides a measure of optimality for 
variable length error correcting codes. 
We have also defined a new measure LU , called mean 
length of code words weighted with the function of 
utilities, and its relationship with a family of measures of 
uncertainty involving utilities (Gill et. al. [22]) has been 
discussed. Using Ltr, a coding theorem for discrete 
noiseless channel have been proved. 
2.1 INTRODUCTION 
Let X be a discrete random variable taking on a finite 
number of possible values. Suppose the experimenter asserts 
that the probabilities of the happening are 
k 
Q = (qi,q2, • • • ,qj^ ) , q^ 2: 0, Z ^i = ^ while their true 
i = l 
k 
probabilities are P = (Pi ,P2, • • • , Pj^ ) , p^ ^ 0, ^ p^ = 1. 
i = l 
The measure of inaccuracy as suggested by Kerridge [43] is 
k 
H(P;Q) = - Y Pilog qi (2.1.1) 
i = l 
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which is a generalization of Shannon's [63] entropy. 
The measure H(P;Q) was characterized axiomatically by 
Kerridge [43]. Later on various characterization have been 
made by Kannappan [35] & [36] and a collection of these 
characterization may be found in Aczel and Daroczy [2] and 
Mathai and Rathai [52]. 
Sharma [65] , Sharma and Taneja [66] , Gupta and Sharma 
[26] characterizes various generalization of inaccuracy 
measure (2.1.1). 
It is well known that a lower bound on the average 
length is obtained in terms of Shannon entropy [63] for 
instantaneous code in noiseless channel (see Abramson [l]). 
Bernard and Sharma [13] studied variable length codes for 
noisy channels and presented some combinatorial bounds for 
these variable lengths, error correcting codes. Bernard and 
Sharma [14] obtained a lower bound on average length for 
variable length error correcting codes satisfying the 
criterion of promptness. 
In the section of (2.3) of this chapter we obtained a 
lower bound of code length of order t for variable length 
error correcting codes in terms of a measure similar to that 
of Nath's inaccuracy of order p [54]. This generalizes the 
result due to Bernard and Sharma [14] , Campbell [17] and 
well known Shannon inequality. This work is published in a 
research paper M.A.K. Baig et. al. [5]. Section (2.5) deals 
with the coding theorem connected with a family of measures 
of uncertainty involving utilities. This work was presented 
in Ilnd international symposium on Optimization & 
Statistics, 1993 [6] at The Aligarh Muslim University, 
Aligarh, India. 
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2.2 DEFINITIONS AND CONCEPTS 
In coding theory, it is assumed that Q is a finite set 
of alphabets and there are D code characters. A codeword is 
defined as a finite sequence of code characters and a 
variable length code C of size K is a set of K code words 
denoted by Ci,C2,...,c, with length ni,n2,...,n, 
respectively. Without loss of generality it may be assumed 
that nj s n2 ^  ... - n, . 
The channel, which is considered here, is not 
noiseless. In other words, the codes considered are error 
correcting codes. The criterion for error correcting is 
defined in terms of a mapping a, which depends on the noise 
characteristic of the channel. This mapping a is called the 
error admissibility mapping. Given a codeword c and error 
admissibility a, the set of code words received over the 
channel when c was sent, denoted by a(c) is the error range 
of c. 
Various kind of error pattern can be described in terms 
of mapping a. In particular a may be defined as, Bernard 
and Sharma [13] 
ae(c) = {u|W(c-u) ^ e} 
where e is random substitution error and W{c-u) is a Hamming 
weight i.e. the number of non-zero co-ordinates of c-u. It 
can be easily verified, Bernard and Sharma [13] that the 
number of sequences in ag(c) denoted as |ae^^M ^^ given by 
l«e(c)| = I 
i=0 
n (D-l)i 
where n is the length of code word c. 
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We may assume that ao corresponds to the noiseless 
case. In other words if c is sent then c is received w.r.t. 
ttQ. Moreover it is clear that |ae(c)| depends only on the 
length n of c when a and D are given. In noiseless coding, 
the class of uniquely decodable instantaneous codes are 
studied. It is known that these codes satisfy prefix 
property, Abramson [1]. 
In the same way Hartnett [31] studied variable length 
code over noisy channel, satisfying the prefix property in 
the range. These codes are called a-prompt codes. Such 
codes have the property that they can decode promptly. 
Further, Bernard and Sharroa [13] gave a combinatorial 
inequality that must necessarily be satisfied by code word 
lengths of prompt codes. Two useful concepts, namely, 
segment decomposition and the effective range r(^ (ci) of code 
words Ci of length ni under error mapping a as the cartesian 
product of ranges of the segment are also given by Bernard 
and Sharma [13]. The number of sequences in effective range 
of Ci denoted by Ir^ xln- depends only upon a and n-^ . It is 
given by 
^alnn = l«lnj«ln,-n, ••• l«lnH-ns 1-1 
Moreover, Bernard and Sharma [13] obtained the 
following inequality 
Lemma (2.2.1) . For any set of lengths nj :£ n2 ^  ... - n, 
l^alni = l^ alni_i -l^alni-ni.i 
Proof: The proof easily follows from the definition of the 
effective range. We ha\6e 
kaini = l«ln, -hln^-ni ••• l«lni-ni., 
and 
l^alni.! = I«lnj«ln2-ni ••• l«lni_i-ni_. 
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Therefore 
l^alni = l^ alni.i • l«lni-ni_i 
Theorem (2.2.1): An a-prompt code with K code words of 
length n^  s n2 ^  ... - n, satisfies the following inequality 
k 
I kalniD'^'i ^ 1 (2.2.1) 
i = l 
Proof: Let Ni denote the number of code words of length i 
in the code. Then, since the range of the words of length 
one have to be disjoint, we have 
.T ^ "5 q ^ 
Next, we know that for a code to be a-prompt, no sequence in 
the range of a code word can be a prefix of any sequence in 
the range of another code word. Since Nj ^  1, if there are 
more than one code word and some noise effect is there, then 
we will not be able to get any word of length one and we 
will have to consider words 'of length 2 or more only. 
The first digit will be one of the code symbols, i.e. 
for forming words of larger length N^  = 0 and the first 
position can be filled in just one way for purpose of 
uniformity of arguments at later stages we will say that the 
first position can be filled in 
D 
rail 
- Ni ways 
The number of symbols that may be added at the second 
. . . D kail 
position IS at most which is equivalent to D from 
I «11 k a I 2 
lemma (2.2.1). Thus, we will have 
27 
N2 ^ 
•a 11 
N, 
-a 11 
•a|2 
D^  
Ni D -a 11 
•a 12 kal; 
Now, to form words of length 3, only those sequences of 
length 2 which are not code words can be accepted as 
permissible prefixes.' Their number is 
|ra|: 
Ni D N, 
Once again, the number of symbols that may be added in 
D 
the third position is -;—;— , From Lemma (2.2.1), we can 
a 
take 
D 
= D 
|ral; 
a •a I 3 
Thus 
N, i D^ 
kaU - Nj 
D 
I r a l i 
kaU N. 
D 
|ra 
•a I 3 
D-^  
- N,D 
•all 
Ka 13 ' ka I - Np 
|ra 
-a I 3 
We may proceed in this manner to obtain results for various 
Ni's. For the last length n, we will have 
N 
D'^ k 
njc ka 
NiD 
ny^-i l^ali r.,.-, I^ali 
- N^D nj^ -2 
Hk •a Ink |ral nk 
•Nn^-iD 
- a I nj^ -1 
^«lnk 
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This can be written as 
k 
I l^ali NiD'^ ^ 1 
i = l 
Changing the summation from the length 1,2, ...nj^ to the code 
word length ni,n2,...,n, , the above inequality can be 
eguivalently put as 
k 
I kalni D-"i ^ 1 
i=l 
which proves the theorem. 
Remark (2.2.1): If the codes of constant length n are taken 
then the average inequality (2.2.1) reduces to Hamming 
sphere packing bound, (Hamming [2 8]) . 
Remark (2.2.2): If the channel is noiseless then the 
inequality (2.2.1) reduces to well known Kraft inequality 
(Kraft [46]) . 
Bernard and Sharma [14] have obtained a lower bound on 
average code word length for prompt code using a quantity 
similar to Shannon entropy. Campbell [17] consider a code 
length of order t defined by 
k 
L(t) = 1/t log^ j ^  Pj^o'^ '^i fo < t < ooj (2.2.2) 
i = l ^ ^ 
An application of L'Hospital's rule show that 
L(0) = Lt L(t) = y nip. (2.2.3; 
i = l 
For large t 
k 
i = l 
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where nj is the largest of the number iij, n^ , . . . , n^^ 
Moreover, L(t) is a monotonia non-decreasing function of t, 
Beckenback and Bellman [11]. Thus L{0) is the conventional 
measure of mean length and L(oo) is the measure which would 
be used if the maximum length were of prime importance. 
2.3 A LOWER BOUND ON CODE WORD LENGTH OF ORDER t OF PROMPT 
CODES 
Suppose that a person believe that the probability of 
i-th event is q. and the code with word length n^^ has been 
constructed accordingly. But contrary to his belief the 
true probability is p. . 
We consider a measure of Nath's [54] inaccuracy of 
order /3 type as 
k 
H(P;Q;^,ra(Ci)) = (1-/3)''logj^  ^  p^q^^'' ka I ni V (2.3.1) 
i = l 
k k 
where ^ * 1 , p ^ O , ^ P i = l - ^ q ^ = l , p ^ ^ O , q^^O 
i=l i=l 
We will now obtain a lower bound of mean length L(t) 
under the condition 
k 
J PiqiM^alniD"''^ ^ 1 (2.3.2) 
i = l 
Remark (2.3.1): For noiseless channel | r^^ | ^  • = 1 for all i, 
the inequality (2.3.2) reduces to inequality by Autar and 
Soni [4] 
k 
^ p^ qTiD'^ i^ s 1 (2.3.3) 
i = l 
30 
Remark (2.3.2): Moreover if p. = q. for each i, (2.3.3) 
reduces to Kraft [46] inequality 
i = l 
:2.3.4; 
Theorem (2.3.1). Let an a-prompt code encode the K messages 
Si,S2, . . ., S]^  into a code alphabet of D symbols and let the 
length of the corresponding to message s-^  be n^. Then the 
code length of order t, L(t) shall satisfy the inequality 
is. 
L(t) - ^ log^^p,q,^-^[|ralni]"^ (2.3.5; 
1 = 1 
with equality if, and only if 
n-L = -log [kotlni" 
^i -^  l^ D^ I Pi^i 
i = l 
^-1 
•a I n j 
1-^ 
whe re L(t) = - log^ ^ ^  P^D^^i 
1 = 1 
Proof:- In the Holder's inequality 
k 
i = l 
1 / p k 
IV? 
i = l 
L J 
^/^ k 
s I XiYi 
i = l 
p q 
with the equality if, and only if X-^  = C Yi 
where C is a positive number. 1/p + 1/q = 1 and q < 1. We 
note the direction of Holder's inequality is the reverse of 
the usual one as p < 1, Beckenbach and Bellman [11]. 
Substituting p = -t, q = t/3, X^ = p. 
Yi = Pi^/^^ qi'^kalni- We get 
-1/t j3-ni 
and 
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k 
I P i - "^ 
i = l 
- 1 / t r k 
I P i ^ i " ' 
i = l 
-
[Iralni]^^ 
1 
-
i = l 
1 1 -1 
Moreover — + — = 1=^/3= (1+t) with this substitution the 
P q 
above inequality reduces to 
.tn-i 
i=l 
1/t 
IPi^i 
13-1 
-aini 
1-^ 
1=1 
1-/3 
s \ Piqi'MralniD"^^ 
i=l 
which gives 
i = l 
1/t 
i = l 
i-p 1-^ 
or 
i=l i=l 
1-^ 
Hence 
L(t) . ^  log^ Xp.q^^-^[|ra|n; i-p 
1 = 1 
The quantity — log^ ^ Pi^i^"^ l^alnJ 
1-/S 
IS 
1 = 1 
equivalent to Nath's inaccuracy of order /S [54] 
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2.4 PARTICULAR CASES 
(a) For t = 0 and ^ —> 1, the inequality (2.3.4) reduces to 
n ^ I p^log^ 
i = l 
•a Inn 
(2.4.i: 
(b) For noiseless channel, |^aln' - ^ f°^ ^^^ ^' ^^^ 
inequality (2.4.1) reduces to 
n ^ - Y P^log^ q^ = H(P;Q) 
i = l 
(2.4.2: 
where H(P;Q) = - Y p.log q. is the Kerridge [43] measure of 
i=l 
inaccuracy. 
(c) When p. = q. , then the inequality (2.4.2) reduces to 
well known Shannon [63] inequality 
n i H :2.4.3) 
where H is the Shannon entropy. 
(d) For noiseless channel |i^ aln- = ^ ^o^ ^ H i- the 
inequality (2.3.4) reduces to inequality obtained by Autar 
and Soni [4] 
L(t) i H|3(P;Q) (2.4.4) 
where Hp(P;Q) is the Nath [54] inaccuracy of order p. 
33 
2.5 USEFUL INFORMATION MEASURE 
Let X be a discrete random variable taking on a finite 
number of possible values Xi,X2, ...x,, happening with 
k 
p^iO, i = 1,2, ...,k; ^ p ^ = 1 
i = l 
probabilities Pi,P2' •••»?! 
Let Ui,U2, . . - ,U]^ (ui > 0, i = l,2,...,k) be the utilities 
quantifying the quality of Xi,X2,...,x, respectively for the 
persons responsible for the observation of the variable. We 
denote 
1 = 
Xj , X2, . . . , X, 
Pi, P2, . . . , Pj^ 
Ui , U2, . . . , U)^ 
:2.5.i: 
and call the scheme in (2.5.1) as the utility information 
scheme. Belis and Guiasu [12] proposed the following 
measure of information (called useful information) for the 
utility information scheme (2.5.1) 
H(U;P) = - Y u^p^log p^ 
i = l 
(2.5.2) 
where U = {ui,U2, . . . ,Uj^ }, P = {Pi ,p2- • • • ,Pj^ }, ^i > 0, p^ ^ 0 
k 
i = l,2,...,k and Yp- =1- If the utility aspect of the 
i = l 
scheme is ignored by taking ui = 1, for every i, it reduces 
to Shannon's [63] entropy. 
The problem of encoding the outcome of X in the scheme 
(2.5.1) was considered by Guiasu and Picard [24] by means of 
prefix code with code words Wj, W2, . . . , W)^  having lengths 
ni,n2,...,n, respectively, satisfying Kraft's inequality, 
Feinstein [21]. 
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k 
i = l 
(2.5.3: 
where D is the size of the code alphabet. They obtained the 
bounds for the following useful mean length LU, of the codes 
k 
y n.u.p. L 1 1^1 
LU = 
i = l (2.5.4: 
k 
I^iPi 
i = l 
Longo [50], Gurdial and Pessoa [27], Sharma et.al.[67], 
considered the problem of useful information measure and 
used it in studying noiseless coding theorem for source 
having utilities. 
2.6 p-MEASURE OF UNCERTAINTY INVOLVING UTILITIES 
Consider a function 
1-/3 
HU^(P;U) = 
1 - 2 1-^ 
, if $>0 (*1) (2.6.1 
The function HU^(P;U) is proposed by Gill et. al. [22] 
and called it p-measure of uncertainty involving utilities. 
Remark (2.6.1): When the utility aspect of the scheme is 
not considered (i.e. u^ = l, i = l,2,...,k) as well as ^-^l, 
the measure (2.6.1) becomes Shannon's [63] measure of 
information. 
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Further, we define a parametric mean length credited 
with utilities and probabilities as 
LU'' 
n^ 
j;p^D(^"^-i^"i 
1 = 1 
- 1 
1 - 2 1-P 
(2.6.2: 
where (3 > 0 (*1) , p. ^ 0, i = 1,2, . . . ,k and Y p. = 1 
i = l 
which is a generalization of Campbell [17] mean length and 
k 
for ^—>l it reduces to mean code word length Y n.p.. 
i = l 
We now establish a result that in a way, gives a 
characterization of HU?(P;U), under the condition 
k 
I Pi^iD -n^ ^ u.p. (2.6.3 
1 = 1 
Theorem (2.6.1). Suppose ni,n2,...,n, are the lengths of 
uniquely decodable code words satisfying (2.6.3), then the 
average code length satisfies 
LU^ i HU^(P;U) (2.6.4 
Equality holds in (2.6.4) if, and only if 
ni = p + log 
D 
u-
k 
I ^ iPi 
1 = 1 
+ log. D 
k 
I Pi 
i = l 
u-
k 
I ^ iPi 
i = l 
1-^ 
(2.6.5 
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Proof: - In the Holder's inequality, Beckenback et. al. [11] 
' k 
l-l 
i = l 
1 /p 
" k 
l y ? 
i = l 
1/q 
I ^i^i 
i = l 
[2.6.6] 
for all xi > 0, y. > 0, (i = 1,2, ...,k) and p < 1 where 
1 1 
- + — = 1, with equality in (2.6.6) if, and only if there 
P q 
exists a positive number C such that 
xP = Cy? 
1 -^ 1 (2.6.7; 
We s u b s t i t u t e 
= P i 
^ / ( / 3 - l ) _ - n i 
D 
y • = p • 
(1 -^ ) 
Ui 
k 
I ^ipi 
1=1 
, i = 1 , 2 , . . . , k 
(1-/3) , q = (1-p : 
and g e t 
- 1 
i = l 
, ^ 
(3-1 
J 
k 
i P i 
i = l 
" i 
k 
I Pi 
1 = 1 
u-
k 
I^iPi 
i = l 
k 
I^iPi 
i = l 
D - " i 
1-p .1-13) 
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Using the inequality (2.6.3), the above inequality can 
be written as 
1-^ 
or 
1^ 
IPi^ 
i = l 
O -Dni 
^p.D^^'-l^^i 
1 = 1 
P 
1 - 2 1-p 
k 
I Pi 
i = l 
u-
k 
Z ^ iPi 
i = l 
1-/3 
- 1 
1=1 
1 - 2 1-/3 
Hence 
LU^ i HU^(P;U) 
This proves the theorem. 
Theorem (2.6.2). Let ni,n2,...,n, be the lengths of uniquely 
decodable code words then the average code length LU can be 
made to satisfy the inequality 
HuJ(P;U) i LU^ < D Huf(P;U) + 
1 - 2 1-3 
:2.6 
P r o o f : - Suppose 
n± = |31og. u-D k 
I ^iPi 
i = l 
l o g D 
k 
I Pi 
1 = 1 
^ i 
k 
I ^iPi 
i = l 
1-3 
: 2 . 6 . 9 : 
Clearly n^ and ni+ l satisfy the inequality in Holder's 
inequality. Moreover n± satisfy the inequality (2.6.3). 
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Let Hi be (unique) i n t e g e r between n-^ and n^ + l 
Since ^ > 0 (*1), we have 
I P i ° 
i = l 
(P - i ) H i 
P 
I P i ° 
i = l 
O - D n i 
P 
< D I P i ° 
i = l 
(|3' - D f i i 
^ 
We know 
( 2 . 6 . 1 0 ) 
k 
I Pi 
i = l 
U i 
k 
I ^ iP i 
1 = 1 
1-p 
I P i ° 
i = l 
O - D n i 
Hence (2 .6 .10) can be expressed as 
k 
I Pi 
1 = 1 
Un 
k 
I ^iPi 
i = l 
1-p 
I'Pi^ 
i = l 
(^ - D n i 
P 
< D 
k 
I P i 
i = l 
ni 
k 
I ^iPi 
i = l 
1 - ^ 
or 
TP HU (P;U) ^ LU^ < D Huf(P;U) + 
K k 1 _g 
1 - 2 '^  
This proves the theorem. 
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CHAPTER - III 
INFORMATION GENERATING FUNCTION 
In this chapter a generalized information generating 
function with utilities is defined and derivative of various 
order are evaluated and it is found that the moments 
obtained by Golotnb [23] becomes particular cases. Some 
examples are worked out for discrete and continuous 
distributions. 
3.1 INTRODUCTION 
The moment generating functions and characteristic 
functions in probability theory are conveniently used for 
calculating the moments of a probability distribution and 
investigating various properties of the probability 
distribution for analytical purposes. 
Golomb [23] defined an information generating function 
of a probability distribution and discussed some of its 
properties. He established that the first moment of the 
self information is Shannon entropy [63] . We define a 
generalized information generating function with utilities 
as follows. 
3.2 GENERALIZED INFORMATION GENERATING FUNCTION 
Suppose P = {p^}, p^ ^ 0, ^ p^ = 1, i = 1,2 k is a 
i = l 
discrete probability distribution. Golomb [23] defined 
information generating function of a probability 
distribution P as 
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T ( t : I. 
i = l 
3.2.1; 
where t is a real (or complex) variable. It may be noted 
that 
k 
'rr"^^^^ 't = l = " I Pi^°9DPi = "^^^ (3.2.2) 
i = l 
which is Shannon's entropy [63] of the given probability 
distribution P. 
Consider a model ^ for a finite scheme random 
experiment having Ai,A2,...,A, as the complete system of 
events happening with probabilities Pi/P^' •••-Pi^  and 
credited with utilities Ui,U2,...,u, respectively, ui > 0, 
i = 1,2,...,k. 
We write 
sd 
"1/^2, 
P1-P2. 
Ui,U2, 
'Pk (3.2.3, 
We call the scheme W as utility information scheme. 
Belis and Guiasu [12] proposed a measure of information 
(called useful information) for the utility information 
scheme (3.2.3) as follows 
H(U;P) = - Y u^p^log^p^ 
i = l 
(3.2.4) 
where ui > 0 and 7 Pi = ^ • ^^  reduces to Shannon entropy 
i = l 
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when utility aspect of the scheme is ignored by taking 
Ui = 1 for every i. 
Gurdial and Pessoa [27] considered the generalized 
additive useful information of order a given by 
Ha(U;P) = log 
1-a 'D 
k u.p« 
I 
1 = 1 
I ^iP D"D 
J - 1 
(3.2.5) 
where a * 0, a > 0. 
The measure (3.2.5) resembles Renyi's entropy of order 
a, [62] . 
Khan [45] defined a generalized additive useful 
information of order a and type ^ as 
H^(U;P) 
a - — log^ 
1-a ^ 
I a+p-1 u .p. 
i = l 
I u.p'. 
1 = 1 
3.2.6; 
where a > 0 , a * l , ^ > 0 , a+|3 > 1 and Y p. ^ 1. 
1 = 1 
Consider the weighted mean of order a-l of p. with 
(Si 
weights u.p. and utilities u. of the events A^ as 
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I a+^ -i -1 u.p. '^-'-
1 = 1 
I u.p^i 
1 = 1 
a-1 
a>0, a*l, p.il (3.2.7) 
The generalized additive useful information generating 
function is now defined as 
M„,p_. (P,U;t) = [^ Ma,,s^ (P;U)j (3.2. 
where t is a real (or complex) variable. 
,«-^ i^-l , 1 f 
1 
bounded for any experiment under consideration, therefore, 
Since 0 ^ p'T'"''"! "^  :£ 1 for each i and t ^ 0 and {ui} is 
the expression (3.2.8) for M^ ^ o (P,U;t) is convergent for 
' i 
all t i 0. 
PARTICULAR CASES 
(i) Taking /3. = /3 for every i, M^ « (P,U;t) reduces to 
Ma,^(P,U;t) = 
I u.p. "^  1^1 
i = l 
I u.p. 1^1 
i=l 
1-a 
:3.2.9) 
which may be treated as generating function of useful 
information measure proposed by Khan [45] . 
(ii) If the utility of the scheme is ignored i.e. if u± = 1 
for every i then M^ ^ a (P,U;t) reduces to 
' i 
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Ma,g^(P;t) = 
I. 
i=l 
a+Pi-1 
i = l 
.^ i 
1-a 
(3.2.10; 
which may be considered as generating function of entropy of 
order a and type {|3^} proposed by Rathie [60] . 
Further if ^. = /S for every i then it will give the 
following generating function 
Ma,^(P;t) 
IPi 
i = l 
(X+13-1 
k 
i = l 
1-a 
:3.2.11) 
which may be treated as generating function of Kapur's 
entropy of order <x and type 13 [3 7] 
(iii) If (3. = 1 for every i then M^ ^ « (P,U;t) reduces to the 1 " i 
generating function 
Ma, (P,U;t) = 
k 
Z a u^Pi 
1=1 
k 
I ^iPi 
1-a 
(3.2.12) 
i = l 
which is a generating function of a measure of useful 
information of order a proposed by Gurdial and Pessoa [27] 
(iv) If jS. = 1 for every i, then 
44 
Lt M„ o {P,U;t) = M(P,U;t) 
a—>1 "^i 
-t I u^p^log^ p^ 
i = l 
= 2 :3.2.13 
(3.2.13) reduces to the generating function of Belis and 
Guiasu [12] useful information for incomplete discrete 
distribution. 
3.3 DERIVATIVE OF GENERATING FUNCTION 
The value of the first derivative of M^ t R (P,U;t) 
' i 
w.r.t. t at t = 0 is 
^M«,p.(P,U;t)|^^, = IT^'°5D 
/3i 
= H^ (P;U) 
i = l 
k 
I 
Pi ^^ 
u.p^i 
-1 
i = l 
(3.3.i; 
which is a generalization to Khan's [45] additive useful 
information of order a and type (3. If /S. = ^ for every i, 
then we see that the value of first derivative of 
Mc(^^. (P,U; t) at t = 0 is exactly Khan's [45] generalized 
additive useful information of order a and type ^. The 
other information measures, such as Kapur [37], Rathie [60], 
Gurdial and Pessoa [27] may be obtained as its particular 
cases. 
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EXAMPLES 
(i) Uniform distribution 
' 1 1 
For a uniform distribution -(-, -, 
k k 
and utility 
distribution {u,u,...,u} of the discrete sample space, we 
get 
Ma,|S(P,U;t) = Ukt (3.3.2) 
and 
a 
(3.3.3) - Ma,/3(P.U;t) I^ Q^ = u logk 
which is entropy of order a and type p and is independent of 
a and /3. Gurdial and Pessoa [27] entropy of any order and 
Belis and Guiasu [12] entropy will also have the same value. 
In case when utilities are ignored (3.3.3) reduces to 
log k, a result due to Golomb [23] and Mathur and Kashyap 
[53] . 
(ii) Geometric distribution 
For the geometric distribution {q, qp, qp^,...}, p+q=l 
and geometric utility distribution {v,vu,vu^, . . . }, the 
proposed information generating function for this 
distribution is obtained as 
Ma,^(P,U;t) = 
q«-Ml-up^) 
l_upa+^-i 
1-a (3.3.4) 
The value of the first derivative at t = 0 is 
a t 
M, a,^(P<U;t)|^^Q = — log. q«-Ml-upP) 
1-up a+^-i 
:3.3.5: 
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If utilities are ignored then (3.3.5) reduces to 
log 
1-a 
Kashyap [53] 
qa-i(i-p^) 
l.pa+p-i 
• , a quantity obtained by Mathur and 
(iii) Normal distribution 
For the normal probability distribution with mean zero 
and variance a^ and normal utility distribution with mean 
zero and variance 8^ on (-00,00) i.e. 
1 -x^/2a^ 
p ( x ) = - e , ( T > 0 , - o o < x < o o 
2na^ 
1 -u2/2e2 
u(x) = - e , e > 0 , - o o < u < o o 
J27ie2 
Then we have 
Ma_|3(P,U;t) = • J 0-2 + /3e^  
J(r2 + (a+p-l)e2 (2Tro-2) ^ ""^^/^ 
1-a 
and 
-M„,p(P,U;t)|^^Q 
1-a 
log 
la^ pe^ 
-Jcr^  + (a+jS-1 l)e2 (2TTcr2) (a-l)/2 
(3.3.6) 
3.3.7: 
Assuming ^ = 1 in (3.3.6) and (3.3.7) we get result for 
Renyi's entropy and taking limit as a—>1 it reduces to a 
result for Shannon's entropy. 
(iv) Exponential distribution 
For the exponential probability distribution with mean 
1/A and assuming the corresponding exponential utility 
distribution with mean 1/n. Then 
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XX p{x) = A e , A > 0, X G [0,co) 
u(x) = M e ^^ , u > 0 
Then we have 
and 
Ma,3(P,U;t; A""MAP+/J) 
A {a+/3-l) +M 
1-a (3.3. 
-M«,|3{P,U;t)l^^Q = - - log . A""'(Ap+/i; ;3.3.9; 
A (a+|S-l) +u 
If utilities are ignored then (3.3.9) reduces to a 
result due to Mathur and Kashyap [53]. Further if ^ = l in 
(3.3.8) and (3.3.9) we get result for Renyi's entropy and 
taking limit as a—>1 it reduces to a result for Shannon's 
entropy. 
(v) Pareto distribution 
For the pareto probability distribution with exponent A 
on [l,oo) and assuming the corresponding pareto utility 
distribution with exponent ti on (-a>,i] 
p(x) = (A-l)x"'^ , A > 0 
u(x) = (l-M)x"^ , ^ < 1 and x € [1,OD) 
Then we have 
M a,/3 (P,U;t) = • 
(A-l)""'(Ap+/J-l) 
A (a + /S-l) +/J-1 
1-a 
and 
-Ma,^(P,U;t)|^^0 = — logj (A-I)""MA^+M-I 
A(a+^-1)+M-1 
3.3.10: 
:3.3.ii; 
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If utilities are ignored and ^ = 1 then (3.3.11) have a 
result for Renyi's entropy. Further taking limit as a—>l it 
reduces to a result for Shannon's entropy. 
3.4 INVERSION 
Given the generalized additive useful information 
generating function M^^ ^g (P, U; t) , we can easily determine the 
probability and utility distribution corresponding to it. 
In the discrete case, the generalized additive useful 
information M^ «(P,U;t) is evidently a symmetric function of 
U1P11U2P2/• • • iU, p, . Therefore without loss of generality we 
can assume that -Pi 
Let us consider a function 
and Ui2;u2. . .^ u^ 
1-a 
M;,p(P,U;t) = (^ Moc,^ (P,U;t)j t 
Then 
Lt 
a—XX) M«,^(P,U;t) Lt a—xn 
k 
1 ^iPi 
i = l 
a+^-i 
k 
I ^iPi 
i = l 
0 
k' So that 
1 
a 
(3.4.1; 
max(u.p. ) = UjPi ;3.4.2 
Now taking u-^  = 1 for each i in (3.4.2), we get 
Lt 
a-
I p. 
a+/3-i 
1 
a 
1 = 1 
Z P i 
P 
1 = 1 
= max(p.) = p 
i 1 1 
3.4.3 
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Next, on dividing (3.4.2) by (3.4.3) we get u, . Thus 
the largest probability and utility is obtained from the 
generalized additive useful information generating function 
using (3.4.1), (3.4.2) and (3.4.3). 
Suppose 
Mi,|3(P,U;t) = M;^|3(P,U;t; UiPi 
i=l 
k 
r ' a+f i - i 
I^iPi 
i=2 
i "iPi' 
i = l 
Thus 
Lt 
a 
Mi,/3(P,U;t) a u p (3.4.4; 
Again, if we put ui = 1 for each i, we get 
Lt 
a—xn <,^(P;t) 
1 
a 3.4.5) 
(3.4.5) and (3.4.4) gives U2. Continuing in this way 
we can uniquely determine Pi,P2/---/Pv ^^^ Ui,U2,...,u, in 
the decreasing (or non-decreasing) order. 
In general we can write 
1 
a 
.,r-1 a+p-i 
Lt 
a-
Ma,(3(P,U;t) a Lt 
a—>oo 
-  a 6 - 1
^ ^rPr 
k 
I ^iPi 
i = l 
- fu p 
- I r+1 *^r+i 
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Again if we put ui = 1 for each i, we have 
Lt 
a—Ko Ma,^(P;t) 
« = p 
3.5 JOINT DISTRIBUTION 
Let X & y be two independent random variables having 
probability distribution 
P = {Pi'Ps' • • •'Pj^ } and Q = {qi,q2, • • • ,q^ } respectively 
with utility distribution U = {uj ,U2, . ..,u, } and 
V = {vj, V2, . . . ,v„} . Suppose the variable Z = X / Y is the 
cartesian product of X & Y, whose probability distribution 
is given by R = {p-q-} and utility distribution is given by 
W = {u^Vj}, i = l,2,...,k; j = 1,2 t 
If Ma^p{P,U;t) and Ma^^(Q,V;t) are the generalized 
generating functions of random variables X and Y 
respectively, then the generalized additive useful 
information generating function of Z is given by 
Ma,^(R,W;t) = Ma,^(P,U;t) .Ma^(3(Q,V;t) (3.5.1) 
and 
— Ma,/3(R.W;t)|^^Q = Ha,p(P;V) + H„,p(Q;U) (3.5.2) 
3,6 CONJUGATE RELATION 
Two real number a, and 02 are said to be conjugate if 
1 1 
— + — = 1 (3.6.1: 
«1 "2 
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Since we restrict (3.6.1) to be useful information of 
positive orders only, therefore it is obvious that a^  > 1 
and a2 > 1. Now we show that 
Mi^p(P,U;t) > iyia^^|3(P,U;ait) .Ma2^|3(P,U;a2t) (3.6.2) 
and Mi^p(P,U;t) is the where a 
«i-l 
and a-
"a-l 
«! a-
limiting case of Mf^,/? (P/U; t) as a—>1. 
Using Jenson's inequality [29], we have 
k 
1 ^iP?l°9 ^iPi 
i = l 
k 
l^A 
i = l 
< l o g 
k 
I ^iPi 
1 = 1 
k 
I-A 
i = l 
(3.6.3) 
Further using Holder 's inequa l i ty [29], we have 
l o g 
I ^iPi 
P+i 
1 = 1 
I ^iPi 
i = l 
^ 
l o g 
I "iPi"' ai+/3- i 
1 = 1 
I ^iPi 
i = l 
13 
1 
a, 
n 1 
I ^iPi"' 
i = l 
a 2 + p - i 
1 ^iPi 
i = l 
P 
ttc 
( 3 . 6 . 4 ) 
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or 
-t log 
i = l 
p+i 
I ^iPi 
i = l 
^ 
log 
I^iPi 
i = l 
tti+^-i 
I ^iPi H 
1 = 1 
• 
a, t 
l - t t i 
I^iPi 
i = l 
a2+^-i 
I ^iPi 
^ 
1 = 1 
ast 
1-a; 
(3.6.5) 
Using (3.6.5) and (3.6.3) and simplifying, we get the 
required result (3.6.2). 
If the utilities are ignored i.e. u-^  = 1 for each i, 
(3.6.2) reduces to 
M i,p(P't) > Maj,^(P,ait) .Ma2^(3(P,a2t) (3.6.6: 
53 
CHAPTER - IV 
RENYI'S ENTROPY OF ORDER a AND ITS APPLICATION 
Renyi's entropy of order a of a sequence of random 
variable under restrictions is studied. It is shown that 
the amount of Renyi's entropy [62] is reduced when the 
sequence is ordered. Upper and lower bounds to the 
reduction of Renyi's entropy are also obtained. 
It is a well known fact that there is variation in 
individuals income in every society, and this variation is 
more in developing and under-developed nations. In this 
chapter we are also dealing with the problem of income 
inequality and define a measure of income inequality based 
on a measure of information proposed by Renyi [62]. We will 
also discuss the problem of reduction of this inequality 
through taxation. 
4.1 INTRODUCTION 
Suppose Xi,X2,...,X, is a set of random variables, Xj 
(i = l,2,...,k) having p.d.f. fi(x) and c.d.f. F-^  (x) . We 
arrange this set of random variables in ascending order of 
magnitude, such that 
X(i) ^  X(2) s ... ^ X(k) (4.1.1) 
For convenience of notation, we denote the set after 
ordering by {Yi}, i = l,2,...,k, where Y^ = ^ (i) is the i-th 
order statistics. 
If Xi are independently distributed then the joint 
p.d.f. of the ordered set {Yi} can be found in {[20], [41] & 
[42]}. The joint p.d.f. of {Yi} to the case where {X^} are 
dependent is as follows: 
54 
Suppose Xi,X2,...,X, are dependent having a joint 
p.d.f. f (Xj, . . . ,X)^ ) . We can easily find the joint p.d.f. of 
all the order statistics Yi,Y2,...,Yk at Yy.Yz, • • • ,Yy^- For 
the jth realization of the set (Xi), we have 
Yji ^ Yj2 ^  ... ^  Yjk 
Suppose y^  ^ y .^  ^ ... ^ y^  + ^Y^ for all i with 
y < y ^ ^ . The probability of this happening is given by 
fi^!.k[yi---yk} dyi...dy,^  = f(yj) dyi...dy^ (4.1.2) 
where y. is the j^h permutation of the elements in the 
vector Yi = [yi-'-Yi,]- Since there are k! permutations, the 
joint p.d.f. of the order statistics is given by 
k! 
fi.. .kCyi---yk] = ^  f (yj) yi ^  Ya ^  • • • ^ y^ (4-i.3) 
Next, we will obtain the Renyi's entropy of order a 
[62] of the ordered sequence {Y-j^} . 
4.2 RENYI'S ENTROPY OF ORDER a OF AN ORDERED SEQUENCE 
The Renyi's entropy of order a, associated with the 
sequence of random variable Xi,X2,...,X, whose joint 
probability density function is f(xi,...,x,) is defined as 
00 
1 r a 
Ha(X) = log f (X) dx , a > 1 (4.2.1) 
1-a J 
-00 
where x = [Xj, . . . , Xj^ ] , without loss of generality we use the 
natural logarithm. If the sequence is ordered in the way 
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indicated by (4.1.1), then Renyi's entropy of order a is 
given by 
Ha(Y) = ; log f f?...k (Yi) dyi 
1-a J - -
(4.2.2; 
where fi...k(yi) ^^ the joint p.d.f. of the ordered sequence 
given by (4.1.3) and y^  = [yi-.-yj^]. 
The integration is over the region </ satisfying the 
condition 
< Yi < Y2 < • • • < Yj^  < " :4.2.3 
Now we will incorporate this condition in the 
integration. For this purpose, we define the unit step 
function 
c 
( 4 . 2 . 4 ; 1 ; y ^ 0 
0 ; y < 0 
0{y) = 
and introduce the notation that 
^riVj) - '^(Yj,-Yk.,).0(Yk.,-Yk. 0(Y2-YI: ;4.2.5; 
Using (4.1.3) and (4.2.5) in (4.2.2), the Renyi's 
entropy of order a of the ordered sequence can be expressed 
as 
k! 
Ha(Y) = log f <p,(y,) Y f" (y. ) dy. (4.2.6) 
1-a J - ^ - D - D 
Theorem (4.2.1). Renyi's entropy of order a of a sequence of 
any k random variables will be decreased if the sequence is 
ordered. The decrease in the entropy is given by 
k! 
Ho = H«(X) -Ha(Y) 
1-a 
log 
I I ^"^Yj) ^<Yj^ 
V D=l 
i .a f (yj) dy, 
:4.2.7; 
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The upper and lower limit for HQ are given by 
0 i H, 
a-1 
log k! (4.2.8; 
with equality in the right hand side if and only if 
f (Yi) = f (72) = ••• = f (Yk!^  (4.2.9: 
Proof:- If the transformation 
y j^ = z I ' ( = 1,2 ,k (4.2.10) 
is used in (4.2.6) . y^ is transformed to Zj^  inside the 
integration, which is the m^^ permutation of the vector 
Zj = [Zj, Z2, . . . , Z}^ ] and thus step function becomes 0rn(?m' • 
The Jacobian of the transformation of (4.2.10) is unity. 
The Renyi's entropy of the ordered sequence becomes 
H„(Y) = 
1-a 
log 
k! 
^ ^m(ym) 
j = l • 
k! 
I ^"(^j) ^^^j^ 
j = l 
:4.2.ii: 
as the sum inside the integration remains unchanged. The 
sum of the first bracket of (4.2.11) can be easily shown to 
be equal to unity. 
Thus (4.2.11) can be simplified as 
k! 
Ha(Y) = — log f Y f"(y.) d(y. 
1-a J ^ -J 
) 
V D=l 
1-a 
log 
k: 
r .a, . - V J-1 
J f (Yi) dy, 
y fa 
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k! 
1 r a 1 
= - — log f (Yi) dyi + - — 1 
1-a J - _ i-ct 
og 
= Ha{X) + log 
l-a 
k! 
I I f"(yj) d(yj) 
J f"(yi) cay, 
:4.2.12 
Ho = Ha(X)-Ha(Y) = log 
a-1 
k! 
I "^^ 1^^  ^^ 1 
Now, we proceed to find the upper and lower bounds of Hr, 
We can write HQ as: 
Ho = — - log 
a-l 
k! 
1 + 
J I f"(yj) d(y.) 
[4.2 .13) 
but f(y.) i 0 for all j therefore 
Hn i 0 :4.2 . 14) 
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Equality in (4.2.14) holds iff f(y.) = 0 for j = l,2,...,k! 
We can rewrite HQ as: 
Ho = — - log 
a-l 
k! 
y j=i 
klj f"(yi) dyi 
a-l 
log k! (4.2 .15) 
Using the inequality log Z ^ (Z-1), we have 
Hp 
a-l 
k! 
y j=i 
klj f"(yi) dy, 
a-l 
log k! 
a-l 
log k! 
which proves the theorem. 
4.3 MEASURE OF INCOME INEQUALITY 
Discrete Case 
Suppose there are k individuals Aj, Ag, . . . , Aj^  in a 
population and their income per year are ai,a2,...,a, 
respectively, where ai ^ 0. Thus the proportion of i-th 
k 
individual in the total income is ai/a where a = Y ^i• Let 
i = l 
k 
it be denoted by p. . Obviously p. ^ 0 and Y p- = 1 . We 
i = l 
may treat {p^, i = l,2,...,k} as a probability distribution. 
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Renyi's entropy of order a for probability distribution 
{p.} is defined as 
k 
Ha(Pi'P2' P^ ) = ^  °^9 I Pi ' ° "^ " ^ ^  
i = l 
= logl 
1-a ^ 
1 = 1 
ai 
a 
V. J 
a 
(4.3.1: 
as Pi = ai/a, 
If we consider an ideal situation that every individual 
in the population has same income i.e. 
aj - 32 -
which gives 
Pi = P2 = 
= a, = -
= Pv = 
1 
k 
(4.3.2: 
(4.3.3: 
Then Renyi's entropy of order a reduces to 
H a 
1 1 
k' k' l-a ^ 
1 = 1 
1 
V. J 
a 
= log k (4.3.4) 
As we know that Renyi's entropy or order a is maximum 
for equal probabilities. Therefore, the ideal situation 
leads to the maximum entropy. Therefore, we may define a 
measure of income inequality as 
la = log k - Ha(Pi,P2, p^) 
= log k + log 
l-a 
k 
Pi 
1 = 1 
-1 
l-a 
log 
•-
k^ 
k 
I 
i = l 
-a 
a 
Pi 
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1-a 
log 
a, 1 
a k 
k 
-a 
i = l 
as p. = ai/a (4.3.5) 
Remark 
(i) 0 s Ia(pi,P2, . . . ,Pj^ ) ^ log k 
k 
(ii) Lt Ia(Pi,P2, • • •/P^) = y Pi log kp. 
i = l 
which is a measure of Income inequality based on Shannon's 
inequality, Theil [69]. 
r 
k 
(iii) !«(Pi,P2. • • •-Pi^ ) increases as H^ = 
1-a 
log I Pi 
i = l 
increases 
4.4 REDUCTION OF MEASURE OF INCOME INEQUALITY THROUGH 
TAXATION. 
Suppose t(ai) is the tax imposed on an individual whose 
income is a-i_. Thus his income after taxation reduces to 
ai-t(ai) where 0 ^ tta^) ^ ai. The Income inequality 
Ia(Pi'P2'• • •'P)^ ) becomes 
t 1 
Ia(Pi'P2' •••-?!,) = :;— log 
, ^ , a, 1 -a (a-t) k 
I (ai-t(ai)]« 
1 = 1 
(4.4.i: 
where t = Y t (a-[) 
i = l 
If taxation is directly proportional to individual's 
income 
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i.e. t(ai) = c ai 
then Income inequality reduces to !« (Pi, • • • ,PT^ ) 
i.e. lS(Pi.P2. P^) = Ia(Pi'P2. P^) (4.4.2) 
Thus we see that if the taxation is proportional to the 
income then there is no change in the Income inequality. 
Next we will consider two cases. 
Case I. t (x) = X g(x) where g(x) is an increasing function 
of x. 
Case II. t(x) = x g(x), where g(x) is a decreasing function 
of X. 
Case I. If t{x) = X g(x) , where g(x) is an increasing 
function of x which means: 
As income of an individual increases not only the net 
tax increases but also rate of taxation also increases. To 
check the effect of this policy of taxation on Income 
inequality, we will use the following theorem. 
Theorem (4.4.1) (Theil [69]). Let Xi,X2, ...x,; Yi,Y2> • • • >Y]. 
be real numbers such that 
k k 
^ xi = IY^ (4.4.3) 
i=l i=l 
Suppose further that there is a positive integer H such 
that 
y^ ^ x^ i x^  for i = 1,2, . . . ,<• 
and 
y^ 2: x^ ^ x^  for i = UlJ+2, . . . .K (4.4.4) 
Then for every convex differentiable function f(x) 
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k k 
I f(xi) s I f(y^) 
i = l 1 = 1 
Proof: Applying the mean value theorem 
k k 
I [f(xi) - f(y.)] . Y f(zi)(x.-y.; 
1=1 1=1 
I k 
= I f(zi)(x^-y^) + I f(zi)(x^-y^) 
i = l i=£+l 
;4.4.5; 
(4.4.6) 
Since f(x) is convex, f(x) is increasing. In the first 
sum on the right f(zi) ^ f (x„) and in the second sum 
f(zi) i f (x„) so that since x.-y. ^ 0 in the first sum and 
x.-y. ^ 0 in the second sum, 
1 -^  1 
^ l^f (xi)-f(y^)j s Y t'(x^) (x^-y^) + I f (x^ (x^-y^; 
1 = 1 1 = 1 i=l'+l 
= f'(xp Y (^i-yi^ = ° 
i = l 
:4.4.7: 
or 
k k 
^f(xi) s ^f(y^; (4.4.8: 
1 = 1 i = l 
Corollary:- If condition (4.4.3) and (4.4.4) are satisfied 
then 
1-a 
log 
k 
r a 
L ^ i 
-1 
i = l 
1-a 
log 
k 
I ^ i (4.4.9: 
i = l 
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r •\ 
1 
As f(x) = log 
1-a 
k 
i = l 
i 
0 <a < 1. 
Now let 
ai ai-t(ai) 
1 ' V • — 
••- a a - t 
so that 
aj ai-t(ai) 
1 1 a a-t 
t(ai)-ait/a 
a-t 
k 
ai ^ ai g(ai) 
i=l 
"i y ^ "i' 
a k 
a - ^ ai g{ai) 
i=l 
i s convex function for 
[ 4 . 4 . l O : 
; 4 . 4 . i i ) 
If we arrange the income a i , a 2 , . . . a , in ascending order 
of magnitude, then the quanti ty 
k 
^ a i g(ai) 
i=l 
( 4 . 4 . 1 2 ) 
is the weighted average of g(ai), glas), ..., g(aj^ ) and lies 
between the largest and smallest of these values. Also 
k k 
i=l i=l 
so that 
k 
I (yi-^i) = 0 
i = l 
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Thus y. i x . if i = l, 2, ..., t and y. ^ x. tor 
i = (+1, 1+2, ..., k. Thus both the condition (4.4.3) and 
(4.4.4) are satisfied so that using (4.4.9) 
1-a 
log 
k 
I 
i=l 
ai _ ai g(ai) 
a - ^  ai g(ai) 
i=l 
a 
or 
H a i H, a 
1-a 
log 
k 
I 
r -1 
ai 
a 
• 
a 
1 = 1 1 J 
[4.4.13 
(4.4.14) 
Thus the Income inequality is reduced if the tax per 
unit is an increasing function of the income. 
Case II. t(x) = xg(x) , where g(x) is a decreasing function 
of X, then proceeding on the same line, we will have x. ^^  y-
for i = l,2,...,i and x. ^ y- for i = ^+1, U2, ..., k and 
thus 
HcK i HQ, (4.4.15: 
Hence Income inequality increases if the tax per unit 
is a decreasing function of the income. 
4.5 COMPARISON OF TWO TAXATION POLICIES 
We have seen that Income inequality is reduced if 
t (x) = xg(x), where g(x) is an increasing function of x. 
Now we consider two taxation policies of this type and 
compare the Income inequalities. 
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and 
Let ti (x) = X 91 (x) 
tsCx) = X g2x) 
where both gi (x) and g2(x) are increasing function of x. 
Let 
* ai - ai gi(ai) ^^ 
ai = , ai 
a - t. 
^i - ^i 92 (^ i) 
a - t 
(4.5.1) 
k k 
where t^  = ^^  tiCa^) , t2 = ^ tsCa^) 
Thus 
i = l 
ai - ai - -— 
1 = 1 
1 - gj(ai) 1 - g2(a3 
1 - 91 1 - 9 2 
where 
^ ai gilai) 
1=1 
9i = 
i = l 
Y ai g2(ai) 
i=l t 
92 = 
i = l 
are weighted means of gj (x) and g2(x) . 
Thus 
• * * 
ai - ai 
ai gi(ai) g2(ai! 
_ • 
9i 
_ • 
92 
(4.5.2) 
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since 91 ( • ) and 92 are increasing functions 
therefore gj (•) and g2(•) are decreasing functions 
** 
ai and ai satisfy condition (4.4.3; 
Further, if we assume gjCaj) = c^ and 92(3^) = C2 and 
Cj > C2, then we see that reduction in Income inequality is 
same although taxation is higher in first case in comparison 
to second case. Thus we conclude that it is only sufficient 
condition for reduction in inequality. 
Continuous case 
In the following section, we obtain the Income 
inequality in continuous case: 
Let X be a r.v. whose values are income of individuals 
in a population. Let the expected value (mean) of X is /i 
and its probability density function is given by f(x). 
* X 
Define X 
E(X) 
X - t(X) 
E(x - t(x; 
^' '^"i't^ 
where t(X) is the taxation function of income^^ / 
= 1 Obviously E(X ) = E(X 
Measure of Income inequality based on Renyi's entropy 
of order a [62] is given by 
I(x = log k + 
1-a 
log 
00 
I 
r -v 
X 
E ( X ) 
0 ^ J 
a 
f (x)dx 
As we have seen earlier in discrete case that if 
taxation t (x) = ex then Income inequality after taxation 
becomes 
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T -1 
la = 1°9 ^  •*" 
1-a 
log I x-cx E(X-cX) 
a 
f (x)dx 
log k + 
1-a 
log 
00 ^ -« 
I x E(X) 0^ -^ 
a 
f (x)dx 
"a 
i.e. there is no change in the Income inequality. 
We may also verify that if t(X) = x g(x) where g(x) is 
an increasing function of X then Income inequality decreases 
and if t(x) = x g(x), where g(x) is a decreasing function 
then Income inequality increases. 
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