communication signals, such as merging voice and face content. Neuroimaging studies have identified face-or voice-sensitive areas (Belin et al., 2000; Petkov et al., 2008; Tsao et al., 2008), some of which have been proposed as candidate regions for face and voice integration (von Kriegstein et al., 2005). However, it was unclear how multisensory influences occur at the neuronal level within voice-or face-sensitive regions, especially compared with classically defined multisensory regions in temporal association cortex (Stein and Stanford, 2008). Here, we characterize auditory (voice) and visual (face) influences on neuronal responses in a right-hemisphere voicesensitive region in the anterior supratemporal plane (STP) of Rhesus macaques. These results were compared with those in the neighboring superior temporal sulcus (STS). Within the STP, our results show auditory sensitivity to several vocal features, which was not evident in STS units. We also newly identify a functionally distinct neuronal subpopulation in the STP that appears to carry the area's sensitivity to voice identity related features. Audiovisual interactions were prominent in both the STP and STS. However, visual influences modulated the responses of STS neurons with greater specificity and were more often associated with congruent voice-face stimulus pairings than STP neurons. Together, the results reveal the neuronal processes subserving voice-sensitive fMRI activity patterns in primates, generate hypotheses for testing in the visual modality, and clarify the position of voice-sensitive areas within the unisensory and multisensory processing hierarchies.
Introduction
Social interactions often depend upon the receiver forming a coherent multisensory representation of voice and face content in communication signals. In primates, the temporal lobe contains voice-sensitive (Belin et al., 2000; von Kriegstein and Giraud, 2004; and face-sensitive areas (Sergent et al., 1992; Tsao et al., 2008) . Although functional magnetic resonance imaging (fMRI) studies in humans have shown voice/face multisensory interactions Blank et al., 2011) , primate face-and voice-sensitive neurons have been studied in their respective dominant sensory modalities, leaving unclear how fMRI multisensory influences relate to neuronal responses.
Audiovisual input is thought to be processed along sensory pathways that become progressively more feature-specific along the multisensory hierarchy Ghazanfar and Schroeder, 2006; Kayser and Logothetis, 2007; Werner and Noppeney, 2010a) . For instance, cross-modal interactions near primary auditory areas strongly depend on spatiotemporal stimulus alignment (Ghazanfar et al., 2005; Bizley et al., 2007; Lakatos et al., 2007) and can be influenced by attention (Schroeder and Foxe, 2005; Ghazanfar and Schroeder, 2006; Kayser et al., 2008; Lakatos et al., 2009) . Cross-modal influences appear to become more feature-specific (Stein and Stanford, 2008; Werner and Noppeney, 2010a) in classically defined multisensory regions within the superior temporal sulcus (STS) (Barraclough et al., 2005; Werner and Noppeney, 2010b) , intraparietal cortex (Linden et al., 1999; Avillac et al., 2007; Chen et al., 2013) , and prefrontal cortex (Fuster et al., 2000; Sugihara et al., 2006; Romanski, 2007; Müller et al., 2011) . For example, audiovisual interactions in the anterior STS are sensitive to cross-modal "object" features (Bruce et al., 1981; Calvert et al., 2000; Schroeder and Foxe, 2002; Beauchamp et al., 2004b) Voice-and face-sensitive areas are positioned several anatomical stages beyond primary auditory/visual cortex but are lower in the multisensory processing hierarchy compared with regions, such as the STS (Maunsell and Newsome, 1987; Sergent et al., 1992; Kikuchi et al., 2010) . Such areas are not prominent in current models of multisensory convergence, unlike early sensory and association cortices (Stein and Stanford, 2008) .
To clarify the position of voice/face areas in the multisensory processing hierarchy, we studied the specificity of neuronal auditory and audiovisual processing in an fMRI-identified voicesensitive cluster, in the right anterior supratemporal plane (STP) of two Rhesus macaques. Results were compared with those from neurons in an adjoining multisensory region in the upper bank of the anterior STS. We first characterized the auditory sensitivity of neuronal responses to features such as vocalization "call type" and "voice identity" in communication signals. Using dynamic face and voice stimuli, we also quantified cross-modal interactions. The results supported the hypothesis that neurons in voicesensitive STP, a high-level auditory area, are strongly involved in auditory analysis of vocal features. Visual influences in this area, although prominent, were less specific than in the STS, which, on the other hand, was less sensitive than the STP to auditory features.
Materials and Methods

Subjects
Two adult male Rhesus macaques (Macaca mulatta) participated in these experiments (S1: 10 years old, 17 kg; S2: 11 years old, 9 kg). The animals were in two separate group-housed colonies and worked with two different human scientists. Thus, some of the macaques' conspecifics and one of the human scientists would be familiar to one of the subjects but not the other and vice versa. This aspect of the subjects' environment was used in our experimental design to evaluate familiarity effects (see below). All procedures were approved by the local authorities (Regierungspräsidium Tübingen, Germany) and were in full compliance with the guidelines of the European Community (EUVD 86/609/EEC) for the care and use of laboratory animals.
Audiovisual stimuli
Naturalistic audiovisual stimuli consisted of digital video clips (recorded with a Panasonic NV-GS17 digital camera) of a carefully selected set of "coo" and "grunt" vocalizations by rhesus monkeys, and recordings of humans imitating monkey "coo" vocalizations (for details on the different caller-related factors included in the stimulus set, see Experimental design). All videos were recorded in the same sound-attenuated booth with the same lighting configuration, ensuring that each video had similar auditory and visual background. The stimuli were filmed while monkeys spontaneously vocalized, seated in a primate chair. The videos were acquired at 25 frames per second (640 ϫ 480 pixels), 24 bits resolution, and compressed using Indeo video5. The audio tracks were acquired at 48 kHz and 16 bits resolution in stereo (PCM format). We selected the stimuli to ensure that the callers' head position and eye gaze direction were similar across all videos played within one experimental run. A dynamic mask and uniform black background were placed around the callers' faces to crop all but the moving facial features, so that the entire face was visible while the back of the head and neck were masked. Finally, the faces were centered in the images, and the head size was matched for all callers in a given experimental run to occupy similar portions of the visual field. Movie clips were cropped at the beginning of the first mouth movement. Image contrast and luminance for each channel (RGB) were normalized in all videos using Adobe Photoshop CS2. The video clips were 960 and 760 ms in duration, respectively, for the two main experiments (see below).
Auditory stimuli consisted of vocalizations that were matched in average RMS energy using MATLAB (MathWorks) scripts. All sounds were stored as WAV files, amplified using a Yamaha amplifier (AX-496), and delivered from 2 free-field speakers (JBL Professional), which were positioned at ear level 70 cm from the head and 50 degrees to the left and right. Sound presentation was calibrated using a condenser microphone (Brüel and Kjaer, 4188) and sound level meter (Brüel and Kjaer, 2238 Mediator) to ensure a linear (Ϯ4 dB) transfer function of sound delivery (between 88 Hz and 20 kHz). The intensity of all of the sounds was calibrated at the position of the head to be presented at an average intensity of 65 dB SPL within a sound-attenuating chamber (Illtec). The duration of the vocalizations was, on average, 402 Ϯ 111 ms (mean Ϯ SD; range: 271-590 ms).
Experimental design
For the main experiment, we recorded neural responses to 10 vocalizations each presented in auditory (A), visual (V), and audiovisual (AV) modalities (see Fig. 1B , examples) plus three incongruent audiovisual combinations (AVi) of pairs of some of these stimuli and two acoustically manipulated vocalizations. For data acquisition and analysis purposes, we broke up the large number of stimuli (35) into two subsets, each presented separately during the recordings, with at least 12 repeats of each stimulus condition. The first type of analysis focused on 3 subsets of 4 stimuli organized in the following 2 ϫ 2 balanced factorial designs: AVCallType/Identity, AVSpecies/Familiarity, and AVCallerSize. The second type of analysis pooled the stimuli to assess visual influences on auditory responses across the datasets. The congruency conditions were analyzed separately (AVCongruency). Finally, a subset of the recordings also included acoustically manipulated vocalizations (Phase-scrambled vocalizations). It was not possible to balance all of the factors in a combined factorial analysis.
AVCallType/Identity. This subset of stimuli varied the "voice identity" (monkey 1, M1; and monkey 2, M2) and "call type" (coo/grunt) factors in a 2 ϫ 2 factorial design by combining a "coo" and a "grunt" vocalization from two different callers. The familiarity of the callers was balanced across the subjects: one caller was familiar to the first subject but unfamiliar to the second, and vice versa.
AVSpecies/Familiarity. This 2 ϫ 2 factorial design evaluates differences in the factors: "caller species" (monkey/human) and "caller familiarity to the listener" (familiar/unfamiliar). The species specificity was established by contrasting 2 monkey "coo" vocalizations and 2 humans imitating a monkey "coo" call. The caller familiarity factor was established in the following way: we considered a stimulus of a (monkey) caller familiar to the listener (subject) if they were living in the same colony with considerable audiovisual contact (shared or neighboring cage). The unfamiliar caller came from a different colony. Thus, we were able to "cross" the familiarity factor between the two monkeys by carefully selecting the stimuli used in the stimulus set (i.e., one individual was familiar to one subject and unfamiliar to the other, and vice-versa). We applied the same strategy when selecting the human stimuli: both humans used in the stimulus set are researchers, each of whom was working closely with one subject, and having limited contact with the other subject. Moreover, by asking humans to imitate monkey "coo" calls, we sought to obtain audiovisual human vocalizations that were similar to the conspecific calls in their low-level dynamic visual and acoustic characteristics but were unmistakably human voices. After pooling the neural responses from both subjects in the analysis, this meant that the "familiar" and "unfamiliar" categories actually contain the same acoustic stimuli, but familiarity is crossed with respect to the subject.
AVCallerSize. This subset of stimuli tested the influence of the "caller body size" (large/small) and "caller familiarity" (familiar/unfamiliar) factors, and contained 4 coo calls by four different callers. Callers defined as large were 10 and 12 years old, and weighed 10 and 16 kg, respectively. "Small" callers were 6 and 7 years old, and weighed 8 and 9 kg. The familiarity factor was crossed between participants as described above.
AVCongruency. To test the specificity of visual influences to behaviorally relevant (matching) voice-face pairs and whether they would be disrupted in response to mismatching voice-face pairs, we included incongruent audiovisual combinations of stimuli. We designed 3 mismatched audiovisual "control" pairs, created by combining auditory and visual versions of the previously detailed vocalizations. In particular, two mismatched pairs violated the "caller species" congruency of the stimu-lus, by combining (1) a human voice with a monkey face and (2) a monkey voice with a human face. The third audiovisual mismatch violated the temporal synchrony of a monkey voice-face pair, by delaying the onset of the voice with a 340 ms temporal delay (see Fig. 7A for a schematic of the design). The global sensitivity to voice-face congruency was assessed by pooling together the 3 incongruent controls and comparing with the congruent versions. We also analyzed each of the 3 controls separately to assess the impact of individual congruency violations on neuronal responses.
Phase-scrambled vocalizations. To test whether units would be sensitive to disruption of the temporal pattern of vocalizations, some of our experiments also included phase-scrambled versions of a coo and grunt call from the AVCallType/Identity stimulus set. This acoustic manipulation was implemented by scrambling the phase of the vocalization stimuli in the Fourier domain, which removes the temporal envelope structure of the sounds while preserving the overall frequency spectrum. Thus, this last stimulus subset varied the "call type" (coo/grunt) and the "acoustic manipulation" factors (original vs phase-scrambled vocalizations).
Behavioral paradigm
Recordings were performed in a darkened and sound-insulated booth (Illtec, Illbruck Acoustic) while the animals sat in a primate restraint chair in front of a 21-inch color monitor. The animals were required to restrict their eye movements to a certain visual fixation window within the video frame around the central spot for the entire duration of the trial. Successful completion of a trial resulted in a juice reward. A trial began with the appearance of a central fixation spot. The eye position was measured using an infrared eye-tracking system (iView X RED P/T, Sen-soMotoric Instruments). Once the animal engaged in the central fixation task, data acquisition started. A trial consisted of an initial 500 ms baseline period, followed by a 1200 ms stimulation period, and a 300 ms poststimulus recording time. Intertrial intervals were at least 1800 ms. The duration of the stimulation period was chosen to encompass the longest stimuli (960 ms) to ensure that the timing was consistent across different behavioral trials. During the stimulation period, a visual stimulus (video sequence only), an auditory stimulus (audio track only, black screen) or an audiovisual stimulus was presented. The visual stimuli (dynamic, vocalizing primate faces) covered a visual field with a 15°diameter. The stimuli and stimulus conditions (such as modality) were randomly selected for presentation. Each stimulus presentation was repeated 12 times. Subject 1 performed visual fixation during single trials at a time (2 s), within a 4°diameter fixation window. This subject was scanned anesthetized in the prior fMRI experiment used to localize his voice-sensitive cluster (Perrodin et al., 2011) . Subject 2 was accustomed from participating in the prior fMRI study to working on longer fixation trials with more lenient fixation criterion. For this project, this subject was allowed to browse the area within which the visual stimuli were presented on the monitor (4 -6 consecutive trials, 8 -12 s, 8 -20°diameter fixation window), aborting the trial if eye movements breached this area. Only data from successfully completed trials in both animals were analyzed further.
Electrophysiological recording procedures
The two macaques had previously participated in fMRI experiments to localize their voice-preferring regions, including the anterior voice identity sensitive clusters Perrodin et al., 2011) . A combination of neurological targeting software, fMRI, and stereotactic coordinates of the voice cluster centers, including postmortem histology at the end of the experiments, were used to guide or ascertain the electrophysiological recording electrodes to the voice-sensitive clusters in each animal (for details on the targeting procedures, see Perrodin et al. (2011)) .
A custom-made multielectrode system was used to independently advance up to 5 epoxy-coated tungsten microelectrodes (FHC; 0.8 -2 MOhm impedance). Electrophysiological signals were amplified using an Alpha Omega amplifier system (Alpha Omega), filtered between 4 Hz and 10 kHz (4-point Butterworth filter) and digitized at a 20.83 kHz sampling rate. Further details on the recording procedures have been reported previously (Perrodin et al., 2011).
The electrodes were advanced to the MRI-calculated depth of the anterior auditory cortex on the STP through an angled grid placed on the recording chamber. The coordinates of each electrode along the AP and mediolateral axes were noted, as were the angle of the grid and the depth of the recording sites. During a recording session, each electrode was advanced toward the STP. Auditory LFP and/or spiking activity for recording was identified as follows. Experimental recordings were initiated if at least one electrode had LFP or neurons that could be driven by any of a large set of search sounds, including tones, frequency modulated sweeps, band-passed noise, clicks, musical samples and other natural sounds from a large library. No attempt was made to select neurons with a particular response preference and any neuron or LFP site that appeared responsive to sound was recorded. Once a responsive site was isolated, the experiment began. After data collection was completed each electrode was advanced at least 250 m to a new recording site and until the neuronal activity pattern considerably changed. Unit responses were often obtained at two depths along one electrode penetration track, but most of our electrodes were inserted with anterior angles (5-15°). Thus, successive recording sites would not necessarily sample from the same neuronal microcolumn. Indeed, no obvious patterns of sound selectivity were seen when comparing neuronal responses at the two depths.
Sites in the auditory cortex were distinguished from deeper recording sites in the upper bank of the STS using the depth of the electrodes, the crossing of the lateral sulcus that is devoid of neuronal activity (i.e., the occurrence of Ͼ2 mm of white matter between auditory cortex and STS) and the emergence of visual evoked potentials at deeper recording sites.
Electrophysiological data preprocessing
The data were analyzed in MATLAB (MathWorks). The spiking activity was obtained by first high-pass filtering the recorded broadband signal at 500 Hz (third-order Butterworth filter), then extracted offline using commercial spike-sorting software (Plexon Offline Sorter, Plexon). For many sites, spike-sorting could extract well-isolated single-unit activity. We characterized clusters as single units if the waveform signal-to-noise ratio was larger than 4 (signal-to-noise ratio ϭ average waveform peak amplitude/average waveform SD), combined with a clear refractory period (Ͻ1.5% of the total number of spikes occurring in the first 1.5 ms after a spike). For other sites where the spike-sorting did not yield wellseparated clusters, the activity was combined into multiunit activity. To increase statistical power, for the spiking activity results we combined single and multiunit clusters for analysis, except when otherwise noted. Spike times were saved at a resolution of 1 ms. Peristimulus time histograms were obtained using 5 ms bins and 10 ms Gaussian smoothing (full-width at half-maximum).
Neuronal populations and subpopulations
We studied neuronal responses to our main audiovisual experiment within two brain regions: STP units are defined as the set of auditory responsive units sampled across the voice-sensitive fMRI cluster in the anterior STP. STS units are defined as the set of auditory responsive units sampled from recording sites in the upper bank of the STS (below the STP).
In addition to the main audiovisual experiment, the same units were also probed with a previously described, auditory "voice localizer" containing three categories of complex natural sounds: (1) conspecific monkey vocalizations (MVocs), (2) heterospecific animal vocalizations (AVocs), and (3) natural and environmental sounds (NSnds) Perrodin et al., 2011) . Within the STP, we defined two subpopulations, based on the response of the units to the different sound categories: Voice/vocalization-sensitive units (VS) are defined as units that responded maximally to the MVocs category. Non-voice-sensitive units (non-VS) are defined as units that responded maximally to either the AVocs or the NSnds categories.
Data analysis
A significant response to sensory stimulation was determined by comparing the response amplitude of the average response to the response variability during the baseline period. The average response was normalized to standard deviation (SD) units with respect to baseline (i.e., z-scores), and a response was considered significant if the z-score exceeded 2 SDs during a continuous period of at least 50 ms during stimulus presentation. A unit was considered auditory responsive if its activity breached this threshold for any of the experimental sounds in the considered set of auditory or audiovisual stimuli (Table 1) . When characterizing sensory responses and visual influences in the main audiovisual experiment, we included all units that responded to sensory stimulation in any modality (A, auditory only; V, visual only; or AV, audiovisual) to account for the likely bimodal nature of some units, across the STS in particular. For subsequent analyses (factorial analyses: AVCallType/Identity, AVSpecies/Familiarity, AVCallerSize, Phasescrambled vocalizations, and audiovisual controls: AVCongruency), we only included units responsive to an auditory stimulus presentation (A, AV or AVi), to have a fair comparison between auditory responsive neuronal populations in the STP and STS.
Units in the anterior STP have been previously shown (Kikuchi et al., 2010; Perrodin et al., 2011) to be highly stimulus-selective, and to respond to a minority of the presented vocalizations. Thus, we chose for each analysis to only include the units that significantly responded to at least one stimulus in the relevant subset. This approach accounts for the high stimulus selectivity of units in the studied area and prevents the inclusion of unresponsive units, yet yields different sample sizes for each of the stimulus subset considered, which are summarized in Table 1 . It is important to note that analyses restricted to subcategories of units (e.g., non-VS units with a significant sensitivity to voice identity) can result in small sample sizes that might not be representative in the results from both of the animals. To confirm that the results were supported by data from each animal, all analyses were also performed on each monkey's dataset separately. It was observed that all of the main conclusions regarding STP/STS sensitivity to the auditory factors, multisensory influences, and the STP's voice identity sensitivity in the subpopulations of VS and non-VS units are supported by the results from each animal. This also justified pooling the data from the two animals for analysis and reporting here.
For each unit and each stimulus, the mean of the baseline response was subtracted to compensate for fluctuations in spontaneous activity. Response amplitudes were defined by first computing the mean response for each stimulus across trials. The peak of the stimulus response was calculated, and the response amplitude was defined as the average response in a 400 ms window centered on the peak of the stimulus response.
The auditory response onset latency was computed for each unit by taking the average auditory response to all sounds the unit was responsive to, calculating a z-score relative to the baseline firing rate, and identifying the first time point after sound onset where the response exceeded our response criterion (2 SD for at least 50 consecutive milliseconds).
Multisensory interactions were assessed individually for each unit with a significant response to sensory stimulation (A, V, or AV). We considered a sensory responsive unit "visually influenced" if it was classified as either "bimodal" or "nonlinear multisensory." Bimodal units were defined as exhibiting a significant response to both A and V presentations of a stimulus. A unit was termed "nonlinear multisensory" if its response to the audiovisual stimulus was significantly different from linear (additive) sum of the two unimodal responses: AV ϳ (A ϩ V). This was computed for each unit and for each stimulus that elicited a significant sensory response, by implementing a randomization procedure (Stanford et al., 2005; Kayser et al., 2008; Dahl et al., 2009 ): a pool of all possible summations (n ϭ #trials * #trials) of trial-based auditory and visual responses for a given stimulus was created. A bootstrapped distribution of trialaveraged, summed unimodal responses was built by averaging n ϭ #trials randomly sampled trial-based values of A ϩ V responses from the pool, and repeating this step for N ϭ 1000 iterations. Units for which the trial-averaged audiovisual (AV) response was sufficiently far from the bootstrapped distribution of summed unimodal (A ϩ V) responses (z test, p Ͻ 0.05) were termed nonadditive (nonlinear) multisensory. False discovery rate (FDR) correction for multiple comparisons was applied to all p values (Benjamini, 1995) . All statistical tests used were two-tailed.
The direction and amplitude of the deviation from additivity were quantified using the following index: The time course of superadditive and subadditive visual modulation was estimated as follows. For each nonlinear multisensory unit, we computed the AV Ϫ (A ϩ V) difference between the audiovisual and summed unimodal responses. This difference time course was averaged separately for units that showed enhanced or suppressed responses. We then converted it into SD from baseline. The onset (respectively offset) of the multisensory effect was defined for each unit, as the first (last) time point during which the time course breached 2 SD of its baseline level for at least 10 ms.
Friedman's two-way ANOVA was performed on the responses to different subsets of 4 stimuli, each organized in a 2 ϫ 2 factorial design, to explore the effects of several stimulus factors on neuronal responses (see Experimental design). The nonparametric tests were chosen to account for our non-normally distributed data. More specifically, repeatedmeasures (RM-) ANOVAs were used to test for differences in two levels of one factor of interest (column factor) while accounting for potential effects of the second factor (row factor/nuisance effect). For each of the studied subsets, all units that significantly responded to the auditory presentation of at least one of the four stimuli in the set were included in the analysis. For the population analyses, the nonparametric RM-ANOVA tests used trial-averaged response amplitudes as observations, with the different responsive units as replicates. When looking at individual units, the analyses of variance used trial-based response amplitudes as observations, with the different trials as replicates (n ϭ 8 -12 repetitions). Neuronal responses tested were the auditory response amplitudes (A) and the magnitude of the nonlinear audiovisual influences (measured as the absolute value of the additivity index; see previous paragraph and Fig. 4 ). The population response was considered to be sensitive to a given factor if the analysis was significant at p Ͻ 0.05. Individual units were considered to be sensitive to a given factor if the analysis was significant at p Ͻ 0.05, with an FDR correction for multiple comparisons. We only report results for which a given factor significantly modulated the responses of at least 5% of the tested units. Wilcoxon rank sum tests were used for post hoc comparisons of the Friedman ANOVA. Scheirer-Ray-Hare tests (Sokal and Rohlf, 1995) were performed to assess interaction effects between identified stimulus features and the two brain areas (STP and STS) on the neuronal population responses. They are nonparametric multifactorial analyses of variance (a generalization of the Kruskal-Wallis test) for assessing the impact of the 2 factors: identified stimulus feature and brain area (STP vs STS), including their interactions.
Characterization of auditory temporal response profiles was done by taking, for each unit, the average auditory response to the two grunt calls from the AVCallType/Identity stimulus subset. After calculating a z-score relative to the baseline firing rate, we divided the poststimulus time into three intervals of equal duration (25-175, 175-325, 325-475 ms after sound onset) and identified in which interval(s) the response exceeded 2 SD for at least 10 consecutive milliseconds. Responses were characterized as "phasic onset responses" if they breached the criterion during the first one or two time intervals. Responses were characterized as "offset responses" if they breached the criterion during the third interval only, or during the third interval and any one of the other two. Reponses were characterized as "sustained" if they breached the criterion during the middle interval only, or during all three.
Spontaneous firing rates were computed for well-isolated single units (SU) by computing the average firing rate in a 400 ms window preceding stimulus onset (before baseline subtraction). The waveform duration of units' action potentials was computed as the time between the trough and the peak of each action potential waveform (Mitchell et al., 2007) .
Results
We targeted neurons for extracellular electrophysiological recordings in a previously identified voice-preferring fMRI cluster Perrodin et al., 2011) in the right hemisphere of two rhesus macaques (Fig. 1A) . This area resides in anatomical areas Ts1/Ts2 on the supratemporal plane, which are anatomical areas anterior to the tonotopically organized auditory core and belt fields (Kaas and Hackett, 2000; Perrodin et al., 2011) . The anterior STP receives particularly dense afferent inputs from the adjacent anterior belt and parabelt areas (Galaburda and Pandya, 1983; Romanski et al., 1997; Hackett et al., 1998) as well as afferent input from area TPO in the STS (Cipolloni and Pandya, 1989). We also recorded from a population of auditory responsive units in the upper bank of the anterior STS, ventral to the STP recording sites.
Sensitivity of auditory responses to stimulus features
Unlike the well-described auditory fields along the STP, the role of the anterior STP in auditory processing has been less investigated (Kikuchi et al., 2010; Perrodin et al., 2011) . Until recently, whether the anterior STP belonged to auditory cortex in rhesus macaques was uncertain based solely on anatomical studies (Galaburda and Pandya, 1983; Hackett et al., 1998) . In contrast, the STS is a classically multisensory association cortex, thought to be involved in multisensory representations. One hypothesis is that neurons in the STP, more so than those in the STS, would be primarily involved in the analysis of auditory features, including distinguishing between voice identity or call type aspects. Alternatively, the STS is known to have auditory responsive clusters of neurons and thus might be engaged in both auditory and visual feature analysis (Beauchamp et al., 2004a; Dahl et al., 2009) . Our results supported the former hypothesis and identified a neuronal subpopulation particularly sensitive to voice identity in the population of STP units that were recorded from.
Our experimental design factorially varied vocal features, such as call type, caller identity, species, size, and familiarity to the listener (AVCallType/Identity, AVSpecies/Familiarity, and AVCallerSize; see Materials and Methods). Using 2-way nonparametric Friedman's ANOVA tests on the population of STP units, we initially tested whether a global preference to certain auditory factors was observable across the STP (Table 1 , rows 1-3, column 5 for sample sizes related to these analyses). Within the STP, the call type factor significantly modulated the population of auditory responsive units (n ϭ 95 auditory responsive STP units; Friedman RM-ANOVA; main effect of call type: 2 (1) ϭ 14.3, p ϭ 2.50 ϫ 10 Ϫ4 ). Here, grunts elicited larger responses than coo calls ( Fig. 2A) . Representation of the several other vocal factors in our experimental design was not evident in the population response ( p Ͼ 0.05), presumably because of heterogeneity in the responses of individual units, which we next studied using Friedman's ANOVA (FDR-corrected) on individual unit responses.
The unit analyses showed that across the STP considerable proportions of units were significantly sensitive to the following factors, ordered by the proportions of units seen, as follows: (1) call type, (2) caller species (human or monkey), (3) voice identity, (4) familiarity, and (5) caller size. First, sensitivity to call type was evident in the auditory responses of 23% of auditory responsive units across the STP (call type factor significant in 22 of 95 of auditory responsive STP units; p Ͻ 0.05, FDR-corrected). Second, 20% of neurons showed sensitivity to the species of the caller (monkey or human) that produced "coo" calls (17 of 84 auditory responsive STP units; p Ͻ 0.05, FDR correction). Third, a considerable proportion of STP units were also modulated by the voice identity factor (13 of 95 ϭ 14% of auditory responsive units; p Ͻ 0.05, FDR-corrected; Fig. 2D ). Here, for example, neuronal responses were more similar across the two acoustically distinct "coo" and "grunt" call types produced by the same individual than they were to the same call type produced by different individuals. A significant sensitivity to the familiarity factor was seen in 11% of neurons, for all stimuli in which this factor was available (18 of 160 auditory responsive STP units; pooled results from the AVSpecies/Familiarity and AVCallerSize subsets; Table  1 , rows 2 and 3). Finally, the body size factor modulated 9% of STP units (7 of 76 auditory responsive STP units; p Ͻ 0.05, FDR correction). We also noted that a minority of the STP units sensitive to a given auditory factor (12 of 53 ϭ 23% of factorsensitive STP units) displayed co-tuning to combinations of two vocal features. However, the majority of STP units (36 of 53 ϭ 68%) were sensitive to one feature, showing little co-tuning to the auditory factors (Fig. 2F ) .
In contrast to the STP units, none of the stimulus factors significantly modulated the population of STS units (Friedman's ANOVA, all p Ͼ 0.05; Table 1 , rows 1-3, column 8 for sample sizes related to these analyses). In addition, auditory responses of STS units were sensitive to much fewer auditory factors: caller size (4 of 22 ϭ 18% of auditory responsive STS units) and call type (4 of 24 ϭ 17%; all other factors p Ͼ 0.05; FDR correction). None of the STS units showed any co-tuning and were sensitive to one acoustic feature at a time. The spontaneous firing rates of well-isolated single units did not differ between both recording locations (STP: n ϭ 60 SU, 4.6 Ϯ 0.9 spks/s (mean Ϯ SEM), STS: n ϭ 23 SU, 3.5 Ϯ 0.5 spks/s; paired-sample t test, p Ͼ 0.4).
Testing the acoustical factor sensitivity of the STP and STS directly, we observed that auditory features modulated a significantly larger number of STP units than STS units ( 2 test ϭ 372.25, p Ͻ 0.001). Together, our results indicate auditory sensitivity to a number of features in communication signals in STP neurons, which was not evident in the STS.
Functionally distinct auditory neuronal subpopulations in the STP: voice identity versus call type
To further probe the auditory processes of neuronal subpopulations in the STP, we evaluated neuronal responses to the different auditory factors by subdividing the STP neuronal population based on response properties assessed in a "voice localizer" experiment Perrodin et al., 2011) , which was conducted separately. Using the localizer experiment, we identified VS versus non-VS units (Perrodin et al., 2011) , as follows: VS units were characterized by a categorical response preference for conspecific vocalizations from many different callers (MVocs) over other types of vocalizations or complex natural sounds (Table 1, rows 1-3, column 6 for sample sizes related to the factorial analyses on VS units). Non-VS units were defined as units preferentially responding to heterospecific vocalizations or natural sounds (Table 1 , rows 1-3, column 7).
The VS units alone seemed to account for much of the observed STP sensitivity to voice identity. The auditory response of 42% (10 of 24) of VS and 5% (1 of 21) of non-VS units was significantly modulated by the voice identity factor (p Ͻ 0.05, FDR correction; Fig. 2E , example response). Notably, from the 13 voice identity-sensitive units identified in the STP, most belonged to the subset of VS units (10 of 13 ϭ 77%; Fig. 2D, red section) .
Sensitivity to the call type factor was prominent in both the VS and non-VS units. The call type factor significantly modulated 24% (5 of 21) of non-VS neurons, and 38% (9 of 24) of VS neurons. Interestingly, the subset of non-VS units, but not that of VS units (Fig. 2B) , also displayed a population preference for grunts over coos (main effect of call type on the population of non-VS units: 2
(1) ϭ 4.94, p ϭ 0.026; Fig. 2C ), which is comparable with the overall STP population call type effect. Both VS and non-VS units reflected the remaining vocal factors in fairly comparable proportions (caller species: 23%, 6 of 26 of VS units and 32%, 8 of 25 of non-VS units, respectively; caller size: 19%, 4 of 21 and 14%, 3 of 21 of units, respectively; caller familiarity: 19%, 9 of 47 and 11%, 5 of 46 of units, respectively). Figure 2 illustrates the differential neuronal representations of call type and voice identity features in these subpopulations of STP neurons: A prominent sensitivity to call type is observed in both subpopulations, and grunts elicited larger responses than coos in non-VS units (Fig. 2C) . However, the units sensitive to voice identity were more likely to belong to units classified as VS (Fig. 2D) .
Further characterization of VS and non-VS units' acoustic response properties revealed that both neuronal populations differed in their sensitivity to temporal dynamics of vocalizations. We first investigated the units' sensitivity to acoustic control stimuli that randomized the phases of the vocalization stimuli, which was designed to disrupt the temporal envelope of the vocalization stimuli but preserve the overall frequency spectrum (for similar manipulations, see Petkov et al., 2006 . We compared the auditory responses of the units to intact versus phase-scrambled versions of two vocalizations (Table 1 row 6 for sample sizes related to this analysis). Units with a significant sensitivity to the acoustic manipulation were only found in the non-VS subset (3 of 8 ϭ 38% units), whereas none of the VS units responded differentially to the original and the phase-scrambled vocalizations. This suggests that VS units are less likely to be affected by disruptions in the temporal dynamics of the vocalizations, consistent with the notion that a prominent acoustical cue of voice identification is present in the spectral filtering of the vocal tract (Fitch and Fritz, 2006, Ghazanfar et al., 2007) , which our acoustical control preserves in the vocalization stimuli.
Next, we studied the temporal response profiles of individual unit responses to grunts, as vocalizations with strong sound envelope modulation (see an example vocalization in Fig. 1B , average responses (black traces) in Fig. 2 B, C, and Table 1 row 1 for sample sizes related to this analysis). The majority of VS units (13 of 24 ϭ 54% of auditory responsive VS units), but few non-VS units (7 of 21 ϭ 33% of auditory responsive non-VS units) displayed phasic-onset responses. In contrast, the majority of non-VS units (12 of 21 ϭ 57%) showed sustained responses, whereas such responses were less prominent in the VS units (9 of 24 ϭ 38%). Phasic-offset responses proportions were comparable between the VS and non-VS units (respectively, 2 of 24 ϭ 8%; 2 of 21 ϭ 10%). Thus, the typical response profiles differed between VS and non-VS subsets, with VS units favoring phasiconset responses, and sustained/envelope-following responses in non-VS units ( 2 test ϭ 5.9, p ϭ 0.015). Finally, complementing the analysis on temporal response profiles, we computed the timing of the peak spiking response. We found that responses of non-VS units peaked later after sound onset than those of VS units (VS: mean peak latency ϭ 134 Ϯ 10.8 ms, non-VS: mean ϭ 189 Ϯ 16.0 ms, paired-sample t test: p ϭ 0.0031). This confirms the prominence of early, onset-type responses by VS units. In contrast, non-VS units preferentially responded with sustained temporal profiles.
Beyond these differences, similarities were observed between the VS and non-VS subsets of units. First, VS and non-VS units displayed comparable stimulus selectivity to monkey vocalizations, animal vocalizations, and natural sounds. Overall, units from both subsets responded strongly to a select 17% of the presented complex sounds (6 of 36, median number of sounds eliciting response amplitudes larger than the half-maximum response), with no differences in selectivity between the VS and non-VS units for any of the sound categories. Computing the average auditory response onset latency separately for VS and non-VS units in the STP showed no differences (paired-sample t test, p Ͼ 0.5): the VS units had auditory response latencies of 100 Ϯ 29.6 ms after sound onset (mean Ϯ SEM), and non-VS units responses started at 92 Ϯ 19.7 ms. Auditory response latencies of STS units were 109 ms Ϯ 22.4 ms and did not differ from those in the STP (paired-sample t test, p Ͼ 0.5). Finally, we compared the action potential waveform durations of the single units. Action potential waveform durations from both neuronal subsets followed a bimodal distribution, but the proportions of narrow versus broad duration spikes did not differ between VS and non-VS subpopulations ( 2 test, p Ͼ 0.05).
In summary, we identify two functionally distinct neuronal subpopulations in the STP using a previously described "voice localizer". VS units seem to support the area's sensitivity to voice identity. In relation to non-VS units, the VS units were less sensitive to disruptions in the temporal structure of the vocalizations and showed a preponderance of phasic responses.
Visual influences on auditory activity
We assessed to what extent auditory responses are modulated by visual information from face content. Neurons in the anterior STP have not, to our knowledge, been previously probed with audiovisual stimuli (Fig. 1B, example stimuli) . The STS has been better studied in this regard.
In the STP, we recorded spiking activity in response to either auditory or visual input (n ϭ 159 single units and multiunits respon-sive to auditory, visual, or audiovisual stimuli; Table 1 row 4, column 5). The majority of sensory responsive STP units were auditory (84 of 159 ϭ 53%; Fig. 3A, light gray section) , whereas very few responded to purely visual stimulation (10 of 159 ϭ 6%; Fig. 3A, pink  section) . Unlike the primarily auditory responses in the STP, STS units were as likely to be purely auditory (19 of 67 ϭ 29% of sensory responsive STS units; Table 1 row 4, column 8; Fig. 3B , light gray section) as purely visual (21 of 67 ϭ 31%; Fig. 3B, pink section) .
In the STP, 41% of responsive units demonstrated different types of visual influences, defined by either nonlinear multisensory responses or bimodal responses (Fig. 3A) . Bimodal units are defined as showing significant responses to both the auditory and visual stimuli. The majority of the visual influences was characterized by audiovisual responses that significantly deviated from the sum of the responses to both unimodal stimuli (63 of 159 ϭ 40% of sensory responsive STP units; z test between trial-based AV responses and a bootstrapped sample of possible A ϩ V summations, p Ͻ 0.01, FDR correction; Fig. 3A, dark gray section) . Nonlinear audiovisual interactions consisted of both superadditive (AV Ͼ A ϩ V, 43% of nonlinear multisensory units) and subadditive (AV Ͻ A ϩ V, 57% of nonlinear multisensory units) visual influences. Figure 4A, B shows some exemplary unit responses that were either superadditive (Fig.  4A) or subadditive (Fig. 4B ). Other types of visual influences were less common in the STP, such as a few bimodal units with responses to both the auditory and the visual stimuli (10 of 67 ϭ 15% of visually modulated STP units; Fig. 3A, blue sections) .
In the STS, nonlinear multisensory interactions were apparent in 40% of the sensory responsive units (27 of 67; Fig. 3B , dark gray section). However, in contrast to the STP, a large portion of the nonlinear multisensory units were also bimodal (12 of 27 ϭ 44% of nonlinear multisensory units; Fig. 3B , blue section in the small pie), and a larger proportion responded to the visual stimuli (4 of 27 ϭ 15%; Fig. 3B , red section in the small pie; 2 test on the numbers of auditory, visual and bimodal STP and STS units showing nonlinear visual interactions: 2 ϭ 146.79, p Ͻ 10 Ϫ6 ).
A time-resolved analysis of the timing of the visual effect revealed that, in the STP, the onset latency of the nonlinear visual modulation occurred at 108 Ϯ 13.3 ms (mean Ϯ SEM) after sound onset and was similar for superadditive and subadditive influences. On average, the visual effect lasted for 400 ms (offset at 508 Ϯ 21.9 ms after sound onset; Fig. 4C ). In the STS, the nonlinear visual modulation started at 120 Ϯ 20.4 ms and lasted for 368 ms (average offset at 488 Ϯ 28.6 ms after sound onset). Despite a trend for later onset of visual modulation in the STS compared with the STP, the differences in visual effect latency and duration were not significant.
In summary, whereas the proportion of nonlinear visual modulation was similar between the STP and the STS, visually influenced units reflecting direct cross-modal convergence through bimodal responses were more prominent in the STS.
Sensitivity of visual influences to features in communication signals
Having observed a general prominence of audiovisual influences on STP units, we asked whether audiovisual interactions would be modulated by certain communication signal-related stimulus features. In the population of auditory responsive STP units, we found no significant impact of any of the stimulus factors on the amplitude of visual modulation (Fig. 5A,B ; Table 1 rows 1-3, column 5 for sample sizes related to these analyses). However in the auditory responsive population of STS units, visual influences were modulated by the stimulus factors, despite the above observation that the auditory responses of these neurons did not reflect any auditory stimulus features (Table 1 , rows 1-3, column 8 for sample sizes). The magnitude of the nonlinear audiovisual response in STS units was significantly modulated by voice identity and caller size (Friedman's RM-ANOVA on auditory responsive STS units; main effect "voice identity": 2
(1) ϭ 9.93, p ϭ 0.0016; Fig. 5C ; main effect "caller size": 2
(1) ϭ 3.97, p ϭ 0.046; Figure 5D ). To assess whether visual influences on neuronal populations from both brain areas were differentially sensitive to stimulus features, we extended our nonparametric ANOVA to include a brain area factor and its interaction with the stimulus factor. This revealed a significant interaction between the voice identity and area factors (Scheirer-Ray-Hare test, p ϭ 0.0072), confirming that the effect of voice identity on the visual modulation depends on the brain area studied. A trend for an interaction between caller size and brain area failed to reach significance ( p ϭ 0.081).
These results suggest a double dissociation between STP and STS units on the cross-modal sensitivity to specific stimulus features, at least for the voice identity factor: STP units' cross-modal visual influences did not seem sensitive to different stimulus characteristics. In contrast, the cross-modal effects in the STS were modulated by stimulus-related features.
Cross-sensory sensitivity to audiovisual congruency
We tested the specificity of visual interactions using a set of incongruent audiovisual stimuli that paired the original auditory stimulus (voice) with a mismatched visual (face) context (AV-Congruency, see Materials and Methods for details; for sample sizes related to this analysis, see Table 1 row 5). We hypothesized that the visual influences in the STP and STS would differently depend on the congruency of voice-face pairs. One prediction is that the visual influences in the STS would, more so than the STP, depend upon the congruency of face-voice pairings, which was supported by the results.
On the whole, visual influences on auditory responsive STP units were as likely to occur in response to incongruent versions of the voice-face pairs as to congruent stimuli (distribution of modulated units not differing from uniformity, 2 test: 2 ϭ 0.74, p ϭ 0.69; Fig. 6A ). In contrast, audiovisual interactions in the STS showed a strong sensitivity to stimulus congruency, with a significant majority of units modulated by a congruent version of the audiovisual pairs, and reduced visual influences in response to incongruent pairs ( 2 test against uniformity: 2 ϭ 12.29, p ϭ 0.0021; Fig. 6B ). The sensitivity to voice-face congruency significantly differed between both brain areas ( 2 test comparing the distribution of STP and STS modulated units: 2 ϭ 18.67, p ϭ 8.83 ϫ 10 Ϫ5 ). These differences in sensitivity to congruent/incongruent stimulus relationships did not affect the types of multisensory influences, which remained constant and primarily subadditive in both STP and STS units (proportions of subadditive influences during congruency/incongruency: respectively, 62% and 66% in the STP; 80% and 77% in the STS).
To better pinpoint whether some of these effects were sensitive to different types of audiovisual congruency violations, we next analyzed responses to each of the mismatched controls separately. The audiovisual controls violated either the caller species congruency (controls 1 and 2), or temporal congruency (control 3) ( Fig. 7A ). Control stimulus pairing 1 combined a human mimicking a monkey "coo" vocalization with the video of a conspecific monkey mouthing a "coo" vocalization. Control 2 paired a monkey "coo" with the video of the human mimicking a monkey "coo" vocalization. Control 3 introduced a temporal asynchrony between two original congruent stimuli: a monkey "coo" vocalization was paired with the corresponding monkey face mouthing the coo call, but with a 340 ms auditory lag.
Noticeably, violating the caller species congruency (controls 1 and 2) was most disruptive on visual influences, in both the STP and the STS. Despite the STP units not being strongly influenced by the congruency of all of the stimuli (Fig. 6A) , units were significantly sensitive to the congruency violation of a human face replacing the monkey face in this pairing (Control 2; 2 test on distribution of modulated units for control 1 compared with uniformity: 2 ϭ 7.0, p ϭ 0.030; Fig.  7C ; example response, Fig. 7B ). STS units were also sensitive to the cross-species violation, but instead for Control 1 where a human face was replaced with a monkey face ( 2 test: 2 ϭ 9.50, p ϭ 0.0087; Fig.  7D ). The temporal asynchrony, on the other hand, whereby a monkey voice onset was delayed by 300 ms relative to the monkey dynamic face onset, did not have an obvious impact ( Fig. 7, Control 3) .
These results show that visual influences in the STS were more specific to congruent voice-face stimuli than those in the STP, although the STP showed some congruency sensitivity to one of the control stimuli used.
Discussion
Our results revealed a number of double dissociations between the auditory and multisensory processing in STP and STS neurons: we observed considerable sensitivity in a "voice" region in the right STP to several auditory features in communication signals (such as call type, caller species, voice identity, and caller familiarity). This was not the case for auditory responses in the STS, an association area. Moreover, an unexpected finding was that the sensitivity to voice identity was primarily supported by a subpopulation of auditory STP units identified using a "voice localizer," whereas the sensitivity to call type was prominent throughout the STP. The results also reveal, to our Fig. 7A) . B, Visual influences in STS units (n ϭ 57 auditory responsive units). **p Ͻ 0.01 (resulting from a 2 test comparing the numbers of visually modulated units for each of the three categories to a uniform distribution). n.s., Not significant. knowledge, first evidence of cross-modal influences on spiking activity in a voice/face cluster. However, STS neurons had stronger responses to visual stimulation, a greater variety of cross-sensory response types, and stronger sensitivity to stimulus congruency than STP neurons. This study clarifies the position of STP and STS regions in unisensory and multisensory processing hierarchies and generates hypotheses for testing of face-sensitive clusters.
Auditory sensitivity of the anterior STP and voice-sensitive neurons
Temporal lobe voice-sensitive areas (also known as temporal voice areas [TVA]) are identified by their preference for voice versus non-voice stimulation. This contrast results in a number of fMRI-identified TVA clusters in humans or monkeys (Belin et al., 2002; Poremba et al., 2004; von Kriegstein and Giraud, 2004; . Among these TVA clusters, the one in the right anterior temporal lobe (superior-temporal gyrus/STS in humans: von Kriegstein et al., 2003; STP in monkeys: Petkov et al., 2008) in particular seems to be sensitive to voice identity. This was shown using either voice identity fMRI adaptation experiments in humans and monkeys (i.e., holding the call type constant and varying the callers: Belin and Zatorre, 2003; or by selective attention to voice versus speech content in humans (von Kriegstein et al., 2003) . Initial neuronal recordings from the anterior voice-sensitive cluster in monkeys have shown that "voice cells", classified analogously to "face cells" in the visual domain (Perrodin et al., 2011), can be sensitive to both voice identity and call type. A comparable dual sensitivity has also 7. Specific violations of voice-face congruency and their impact on cross-sensory modulation. A, Design of the AVCongruency stimulus subset, containing three congruency violations within primate voice/face pairs. B, Example response of a unit in which visual influences were sensitive to audiovisual stimulus congruency: a congruent, but not an incongruent, visual stimulus significantly modulated the auditory response. The plot shows spiking activity in response to the auditory stimulus alone (A), the congruent visual stimulus alone (Vc), the congruent audiovisual (AVc), and the incongruent audiovisual (AVi) pairs. The horizontal gray line indicates the duration of the auditory stimulus, and the light gray box represents the 400 ms response window in which the response amplitude was computed. Bar plots indicate the response amplitudes in the 400 ms response window (mean Ϯ SEM). The symbols refer to significantly nonlinear audiovisual interactions, defined by comparing the audiovisual response with all possible summations of auditory and visual responses: AVc vs (A ϩ Vc) and AVi vs (A ϩ Vi). *p Ͻ 0.05 (z test). n.s., Not significant. C, Summary of the specificity of the visually modulated STP units for each of the 3 stimulus pairs tested. Bar plots indicate the percentage of auditory responsive units (n ϭ 38 units responding to control 1, n ϭ 41 for control 2, and n ϭ 44 for control 3) that showed significant nonadditive audiovisual interactions in response to the congruent pair only (black bars), the incongruent pair only (light gray bar), or that integrated both the congruent and the incongruent stimuli (dark gray bar). D, Summary of the specificity of the visually modulated STS units for each of the 3 stimulus pairs tested. Bar plots indicate the percentage of auditory responsive units (n ϭ 18 for control 1, n ϭ 20 for control 2, and n ϭ 19 for control 3). **p Ͻ 0.01, *p Ͻ 0.05 (resulting from a 2 test comparing the numbers of visually modulated units for each category to a uniform distribution). n.s., Not significant.
been found in some of the auditory responsive neurons of the ventrolateral prefrontal cortex . However, using a multifactorial design in this study and subdividing the STP neuronal population into conspecific VS and non-VS units, we observed that the strong call type sensitivity is prominent throughout the STP, including these two subpopulations. Yet the VS neurons, unlike the non-VS neurons, seemed to carry the voice identity factor sensitivity observed in the STP.
This observation is interesting, in light of recent human neuroimaging work (Belin and Zatorre, 2003; Formisano et al., 2008) and recordings from neuronal populations in patients (Mesgarani and Chang, 2012; Zion Golumbic et al., 2013) , suggesting that speech and voice content are processed in largely overlapping temporal lobe regions. Such an overlap brings up the question of how neuronal representations to these different features in communication signals are segregated. Attentional selection has been highlighted as a key mechanism for this process (von Kriegstein et al., 2003; Mesgarani and Chang, 2012; Zion Golumbic et al., 2013) . However, our results in macaques using passive auditory stimulation (with the animals performing a simple visual task) show that there is already some evidence for functional segregation of at least voice identity sensitivity at the neuronal level in the anterior TVA cluster.
Visual influences along the multisensory processing hierarchy: STP versus STS
Our results also show evidence for robust visual modulation of auditory neuronal responses at a voice-sensitive area in the anterior STP. Approximately 40% of units in the STP demonstrated visual influences, seen mostly as nonlinear visual modulation of auditory responses. Other audiovisual studies have reported visual influences in ϳ12% of auditory responsive units either in monkey posterior core/belt auditory areas or several ferret auditory cortical fields (Bizley et al., 2007) . The visual influences that we observed in the STP are similar to the numbers reported by Ghazanfar et al. (2005) , who used dynamic voice and face stimuli to identify 40% and 35% of visually modulated units in the belt and core fields, respectively. Comparably, in visual area TE of the inferotemporal cortex, ϳ24% of visually responsive units are modulated by cross-sensory input (Kaposvari et al., 2011) . Potential sources of modulatory visual "face" input into the auditory STP include corticocortical projections from visual areas (Bizley et al., 2007; Blank et al., 2011) and feedback projections from higher association areas, such as the frontal lobe, including the voice/face sensitive ventrolateral PFC (Romanski et al., 1999a, b) , and the STS (Pandya et al., 1969; Kaas and Hackett, 1998) .
In the STS, the proportion of nonlinear multisensory influences was comparable to that in the STP, with cross-modal effects modulating ϳ40% of sensory responsive units. However, we found that audiovisual interactions in the STS were more likely to be mediated by direct cross-modal convergence than in the STP. This observation is in line with previous electrophysiological studies that have reported multimodal neuronal proportions of 36 -38% (Benevento et al., 1977; Bruce et al., 1981) and 53% (Dahl et al., 2009) in the anterior STS, and is consistent with studies highlighting the STS as an association cortical region that is a prominent target for both auditory and visual afferents (Seltzer and Pandya, 1994; Beauchamp et al., 2004a) .
Behaviorally, intermediate noise levels yield the strongest audiovisual benefits (Ross et al., 2007) . Although our study did not manipulate sensory noise, it would be interesting for future studies to evaluate the impact of noise on multisensory processes . In this regard, we hypothesize that crossmodal influences in the STS and STP would be similarly affected.
Beyond the proportions and types of audiovisual interactions, we also tested the specificity of visual influences to stimulus congruency, using a set of incongruent voice-face pairings. Our data show that visual influences on STP units were relatively generic to different pairings of dynamic primate faces and voices and were not strongly disrupted by mismatched audiovisual stimulus pairs. The exception was some sensitivity to a species incongruency affecting a conspecific caller, suggesting that STP units can in some cases tune out mismatching visual information during the processing of conspecific sounds. Ghazanfar et al. (2005) noted sensitivity to a congruency violation pairing a voice with an artificial visual mouth movement in caudal auditory cortex. It remains possible that, with such or other stimulus conditions, the STP may have been more strongly sensitive to violations of audiovisual congruency. However, even in this case, our STP and STS results would predict a relative difference between the form and/or preponderance of audiovisual congruency sensitivity between auditory cortex and the STS. Our STS results are consistent with Dahl et al. (2010) , who also reported congruency-sensitive auditory influences on visual responses in the monkey lowerbank STS.
The role of the STP in the unisensory and multisensory hierarchies
Our results comparing auditory and audiovisual analysis of communication signals between the neurons in the STP and STS are relevant for models of multisensory processing and would suggest some revision or updating of current notions. The voicesensitive STP characterized here represents a hierarchically higher-level auditory association cortex, positioned at the later stage of a ventral auditory cortical processing stream (Rauschecker et al., 1997; Romanski et al., 1999b; Kikuchi et al., 2010) . However, such regions do not yet feature in models of multisensory processing. For instance, direct interactions between voice and face recognition units are proposed in models of person perception (Ellis et al., 1997; Campanella and Belin, 2007) and are supported by recent tractography data in humans (Blank et al., 2011) . However, the specificity of crosssensory influences is not clear, leaving uncertain whether (1) association areas are the primary sites for multisensory integration, (2) most cortical and many subcortical regions are multisensory in presumably comparable ways, and/or (3) there is clearly a multisensory processing hierarchy that relates in certain ways to anatomical processing hierarchies. Also, these possibilities are not mutually exclusive (for review, see, e.g., Ghazanfar and Schroeder, 2006; Campanella and Belin, 2007; Stein and Stanford, 2008) .
Our results certainly contribute to the set of regions in the auditory cortical processing hierarchy that are influenced by visual input and motivate the hypothesis for testing in the visual modality that at least the anterior face-sensitive IT cluster has prominent cross-sensory modulation. However, the results also suggest that such auditory/visual regions, perhaps because they are primarily engaged in sensory analysis in the dominant modality, have less specificity regarding cross-sensory influences. This might prevent disruption of vocal or facial analysis during incongruent cross-sensory situations (e.g., looking at an individual that is not the one vocalizing). On the other hand, association cortical areas, such as the STS, appear to lose the fidelity of unisensory processes but seem to be well involved in resolving cross-sensory conflict. Overall, our results are consistent with reversed gra-dients of functional specificity in unisensory processing and multisensory influences, along their respective hierarchical processing pathways.
