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ABSTRACT
Signature-based detectors for hyperspectral target detection
rely on knowing the specific target signature in advance.
However, target signature are often difficult or impossible to
obtain. Furthermore, common methods for obtaining target
signatures, such as from laboratory measurements or manual
selection from an image scene, usually do not capture the
discriminative features of target class. In this paper, an ap-
proach for estimating a discriminative target signature from
imprecise labels is presented. The proposed approach maxi-
mizes the response of the hybrid sub-pixel detector within a
multiple instance learning framework and estimates a set of
discriminative target signatures. After learning target signa-
tures, any signature based detector can then be applied on test
data. Both simulated and real hyperspectral target detection
experiments are shown to illustrate the effectiveness of the
method.
Index Terms— target detection, concept learning, hyper-
spectral, multiple instance, target characterization, subpixel.
1. INTRODUCTION
The wealth of spectral information in hyperspectral imagery
provides for the ability to perform sub-pixel target detection.
Signature-based hyperspectral target detectors need to know
the target signature in advance. However, in a number of sce-
narios, obtaining an effective target signature is often a chal-
lenging problem. For instance, in some situations analysts
may have approximate locations of sub-pixel targets and want
to estimate their target signature and search for the target ma-
terial elsewhere. In these situations, manual selection of a
target signature from an image cube would not only be diffi-
cult (as only approximate locations are known) but may result
in selecting a mixed (as opposed to pure target) pixels.
In this paper, we address this problem by proposing a
method to characterize a target signature from imprecisely la-
beled hyperspectral imagery. Specifically, we model the hy-
perspectral target estimation task as a multiple instance con-
cept learning problem. In multiple instance learning (MIL)
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[1], training data is partitioned into sets of labeled bags (in-
stead of being individually labeled). A positive bag must con-
tain at least one true positive (target) data point and nega-
tive bags are composed entirely of negative data. Multiple in-
stance concept learning is a branch of MIL that aims to learn
one or a set of concepts to describe the target class. For ex-
ample, Diversity Density (DD) [2] identifies a target concept
that is close to the intersection of all positive bags and far from
negative instances. The expectation maximization version of
DD [3] improves convergence. Previous methods for MIL tar-
get characterization were proposed in [4, 5]. [4] combines all
positive bags into one large positive bag and, thus, discards
bag-level label information. [5] does not assume a mixing
model and, thus, may fail to take advantage of the mixing
model if it is known. In contrast, the proposed method maxi-
mizes the response of the hybrid sub-pixel detector, preserves
bag-level labels, and assumes the linear mixing model [6].
2. MULTIPLE INSTANCE HYBRID ESTIMATOR
Let X = [x1, · · · ,xN ] ∈ Rd×N be training data where d
is the dimensionality of an instance and N is the total num-
ber of training instances. The data is grouped into K bags,
B = {B1, . . . ,BK}, with associated binary bag-level labels,
L = {L1, . . . , LK} where Li ∈ {0, 1}; ni is the number of
instances in bag Bi and xij ∈ Bi denotes the jth instance in
bag Bi with instance-level label lij ∈ {0, 1}. When identi-
fying the label on certain bag or instance is important, pos-
itive bags will be indicated as B+i with associated bag level
label L+i containing instances x
+
ij with instance-level labels
l+ij , j = 1, · · · , n+i , where n+i is the number of instances in
positive bag B+i . Similarly, B
−
i , L
−
i , x
−
ij , l
−
ij and n
−
i rep-
resent a negative bag, label for this negative bag, the jth in-
stance in this bag, label for the jth instance and total number
of instances in this bag. The number of positive and negative
bags are denoted as K+ and K−, N+ and N− represent the
total number of positive and negative instances, respectively.
Thus N = N+ + N− =
∑K+
i=1 n
+
i +
∑K−
i=1 n
−
i and B
+,
B− represent the union of all positive instances and negative
instances, respectively.
Given this notation, the proposed multiple instance hy-
brid estimator (MI-HE) aims to maximize the probability of
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the labels of the bags as in (1). Since, in MIL, each pos-
itive bag must contain at least one positive instance, we can
then substitute the probability for a bag to be positive with the
probability of the most likely point in the bag to be a target,
i.e., maxj∈n+i Pr(x
+
ij = +|B+i ). Since each negative bag is
assumed to only contain non-target instances, then the proba-
bility for a negative bag to be negative can be represented by
the joint probability of all instances in this bag to be negative,
J1 =
K+∏
i=1
Pr(L+i = +|B+i )
K−∏
i=1
Pr(L−i = −|B−i ). (1)
=
K+∏
i=1
max
j∈n+i
Pr(l+ij = +|B+i )
K−∏
i=1
n−i∏
j=1
Pr(l−ij = −|x−ij).(2)
Eq. (2) contains a max operation that is difficult to opti-
mize numerically. Some algorithms in the literature adopt a
noisy-OR model instead of a max [2, 3]. However, exper-
imental results show that the noisy-OR is non-smooth and
generally needs to be optimized repeatedly with many dif-
ferent initializations to avoid local optima. In the proposed
approach, we adopt the generalized mean as an alternative,
J2 =
K+∏
i=1
 1
n+i
n+i∑
j=1
Pr(l+ij = +|B+i )p

1
p
K−∏
i=1
n−i∏
j=1
Pr(l−ij = −|x−ij),
(3)
where p ∈ [−∞,+∞] is a parameter that varies the operation
from a min to a max, respectively. We then optimize the
negative logarithm of J2 and add a scaling factor, ρ < 1, to
the second term to control the influence of the negative bags
(when N− 6= N+) as shown in (4).
We now must define Pr(l+ij = +|B+i ) and Pr(l−ij =
−|x−ij). As in [7], each instance is modeled as a sparse lin-
ear combination of target and/or background signatures D,
xj ≈ Dαj , where αj is the sparse vector of weights. Each
positive bag contains at least one instance with target:
if Li = 1,∃xj ∈ B+i s.t.
xj =
T∑
t=1
αjtd
+
t +
M∑
k=1
αjkd
−
k + εj , αjt 6= 0, (5)
where εj is a noise term. A negatively labeled bagB−i should
not contain any target:
if Li = 0,∀xj ∈ B−i ,xj =
M∑
k=1
αjkd
−
k + εj . (6)
Given this model, we introduce the hybrid subpixel detec-
tor to estimate the probability instances from positive bags are
positive. Specifically, the probability for x+ij in B
+
i is a target
point is defined as:
Pr(l+ij = +|B+i ) = exp
(
−β ‖x
+
ij −Dα+ij‖2
‖x+ij −D−α+bij ‖2
)
, (7)
whereD =
[
D+ D−
] ∈ Rd×(T+M),D+ = [d+1 , · · · ,d+T ]
is the set of T target signatures and D− =
[
d−1 , · · · ,d−M
]
is
the set of M background signatures, β is a scaling parameter;
α+ij and α
+b
ij are the sparse representation of x
+
ij given entire
signatures set D and background signatures set D−, respec-
tively. Specifically, solving for a sparse α given a dictionary
set D is modeled as the Lasso problem [8, 9] shown in (8):
αˆ = argmin
1
2
‖x−Dα‖22 + λ‖α‖1, (8)
where λ is a scaling vector to control the sparsity of α.
Here we adopt the iterative shrinkage-thresholding algorithm
(ISTA) [10] for solving the sparse codes α.
Algorithm 1 MI-HE algorithm
1: Initialize D0, iter = 0
2: repeat
3: for t = 1, · · · , T do
4: Solving
{
α+i
}N
i=1
,
{
α−i
}N
i=1
by ISTA
5: Update dt by optimizing (4) using gradient descent
6: dt ← 1‖dt‖2dt
7: end for
8: for k = 1, · · · ,M do
9: Solving
{
α+i
}N
i=1
,
{
α−i
}N
i=1
by ISTA
10: Update dk by optimizing (4) using gradient descent
11: dk ← 1‖dk‖2dk
12: end for
13: iter ← iter + 1
14: until Stopping criterion meets
15: return D
For points from negative bags, following (6), we model
the reconstruction error of points x−ij ∈ B+i as a zero mean
Gaussian distribution with unknown variance,
Pr(l−ij = −|x−ij) = exp
(‖x−ij −D−α−ij‖2) , (9)
where α−ij is the sparse representation of x
−
ij given D
−. The
objective function (4) is then optimized by gradient descent
with sparse coding as outlined in Alg. 1
3. EXPERIMENTS
MI-HE was applied to simulated data generated from four
spectra selected from the ASTER spectral library [11] shown
in Fig. 1. Specifically, the Red Slate, Verde Antique, Phyl-
lite and Pyroxenite spectra from the rock class with 211 bands
and wavelengths ranging from 0.4µm to 2.5µm were used as
endmembers to generate hyperspectral data. Red Slate was
labeled as the target endmember. [4] provides a precise de-
scription of how the simulated data was generated.
Three sets of highly-mixed noisy data with varied mean
target proportion value (pt mean) were generated. Specifi-
cally, this synthetic data has 15 positive and 5 negative bags
− ln J = −
K+∑
i=1
1
p
ln
 1
n+i
n+i∑
j=1
Pr(l+ij = +|B+i )p
− ρ K−∑
i=1
n−i∑
j=1
ln Pr(l−ij = −|x−ij), (4)
0.5 1 1.5 2 2.5
0
0.2
0.4
0.6
0.8
1
1.2
Wavelength (µm)
R
ef
le
ct
an
ce
 
 
Red Slate
Verde Antique
Phyllite
Pyroxenite
Fig. 1. Signatures used to generate simulated data
Table 1. List of Background Endmembers for Synthetic Data
Bag Number Bag Label Background Endmember
1-5 + Verde Antique, Phyllite, Pyroxenite
6-10 + Phyllite, Pyroxenite
11-15 + Pyroxenite
16-20 − Phyllite, Pyroxenite
with each bag has 500 points. If it is positively labeled,
there are 100 target points containing mean target (Red Slate)
proportion pt mean. The parameter pt mean that controls the
mean target proportion value was set to 0.3, 0.5 and 0.7 re-
spectively to vary the level of target presence from weak to
high. Gaussian white noise was added so that signal-to-noise
ratio of the data was set to 30dB. To highlight the ability of
MI-HE to leverage individual bag-level labels, we use dif-
ferent subsets of background endmembers to build synthetic
data as shown in Tab. 1.
MI-HE was compared to eFUMI and EM-DD. As we
mentioned before, eFUMI combines all positive bags into
one big positive bag. Given the aforementioned synthetic
data, eFUMI confuses both Red Slate and Verde Antique as
target signatures since Verde Antique is missing in the train-
ing negative bags (and eFUMI does not preserve bag-level
labels). However, the proposed MI-HE is able to learn the
target signature correctly. Fig. 2(a) shows the target signature
estimated by MI-HE and comparison algorithms eFUMI [4]
and EM-DD [3]. We can see that MI-HE is able to learn
a target signature that matches the groundtruth, but eFUMI
mistakes Verde Antique as target signature and EM-DD learns
one noisy, non-pure target signature.
For quantitative evaluation, receiver operating curves
(ROC) from detection on testing data generated using the
same method are shown in Fig. 2(b). Tab. 2 shows the area of
probability of detection (PD) under the curve (AUC), where
we can see proposed MI-HE outperforms the comparison
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Fig. 2. Comparison of MI-HE, eFUMI, EM-DD and mi-SVM
on synthetic data with mean target proportion 0.3
Table 2. Simulated Hyperspectral Data Experiments. Results
listed in Median AUC over 5 Runs
Algorithm Pt mean0.3 0.5 0.7
MI-HE (HD) 0.944 0.981 0.996
MI-HE (ACE) 0.974 0.997 0.999
eFUMI (ACE) 0.810 0.843 0.843
eFUMI (HD) 0.471 0.467 0.504
EM-DD (ACE) 0.841 0.876 0.998
mi-SVM 0.834 0.884 0.891
algorithms eFUMI, EM-DD and mi-SVM [12]. For MI-HE
and eFUMI, both the structured-background adaptive coher-
ence/cosine estimator (ACE) [13, 14] and Hybrid Sub-pixel
Detector (HD) [6] were applied; for EM-DD, only ACE was
applied since EM-DD does not learn a set of background sig-
natures simultaneously. The results reported are the median
results over five runs of the algorithm on the same data.
For experiments on real hyperspectral target detection
data, the MUUFL Gulfport Hyperspectral data set was used.
This data set was collected over the University of Southern
Mississippi-Gulfpark Campus and contains 325× 337 pixels
Table 3. Gulfport Brown Detection. Results listed in Median
NAUC over 5 Runs at FAR = 1× 10−3m2
Algorithm Train: Flight 1, Test: Flight 3 Train: Flight 3, Test: Flight 1
MI-HE (HD) 0.552 0.792
MI-HE (ACE) 0.442 0.699
eFUMI (ACE) 0.437 0.746
eFUMI (HD) 0.417 0.765
EM-DD (ACE) 0.420 0.749
mi-SVM 0.353 0.333
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Fig. 3. MUUFL Gulfport data set RGB image and the 64
target locations
with 72 bands corresponding to wavelengths from 367.7nm
to 1043.4nm at a 9.5 − 9.6nm spectral sampling interval.
The spatial resolution is 1 m. [15] provides more detailed
information about the data. Two flights over the area from
this data (Gulfport Campus Flight 1 and Gulfport Campus
Flight 3) were selected as cross-validated training and testing
data. Throughout the scene, there are 64 emplaced man-made
targets shown in Fig. 3. The targets are cloth panels of four
different colors: Brown (15 examples), Dark Green (15 ex-
amples), Faux Vineyard Green (FVG) (12 examples) and Pea
Green (15 examples). We take Brown as our target type and
for each target in the training flight, a 5×5 rectangular region
around each ground truth point for each target were labeled
as positive bags to account the drift coming from inaccurate
GPS groundtruthing.
For the quantitative analysis of the estimated brown sig-
natures, the normalized area of probability of detection (PD)
under the curve (NAUC) at false alarm rate (FAR) 1×10−3m2
were computed and were shown in Tab. 3, where the proposed
MI-HE combined with HD preserves the best detection per-
formance. Results reported are the median results over five
runs.
4. CONCLUSION AND FUTUREWORK
The proposed MI-HE is able to learn target signatures with
better quality and achieve competitive and state-of-the-art hy-
perspectral target detection results when compared to existing
multiple instance concept learning methods. The future work
includes optimizing the objective function by quasi-newton
method to improve its convergence and adding a discrimina-
tive term to promote the discriminativeness of the estimated
target signature.
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