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Abstract  
 
The research described in this thesis has been focused on the detailed investigation of horizontal 
co-current liquid-liquid two-phase flows. The experiments were carried out in channels of 
square and circular cross section and involved the use of two immiscible liquids of matched 
refractive index; namely an oil (ExxolTMD80) and a 81.7 wt% glycerol-water solution.  The 
experiments were carried out in a refurbished liquid-liquid flow facility (TOWER) and the focus 
was on examining the flows using high-speed laser-based visualisation methods which allowed 
both qualitative evaluation of the nature of the flows (i.e. the flow patterns) and quantitative 
measurements of parameters such as drop size and velocity distribution. The laser-based 
techniques used included Planar Laser Induced Fluorescence (PLIF), Particle Tracking 
Velocimetry (PTV) and Particle Image Velocimetry (PIV).  Using these techniques, it was 
possible to obtain high spatial and temporal resolution measurements of velocity and phase 
distribution of liquid-liquid flows which enabled the detailed diagnostic inspection to an extent 
that has not been previously possible.  144 experiments were carried out in three  experimental 
campaigns. In the first campaign, a square cross section channel was used in order to avoid 
image distortion by the channel walls. In the second and third campaigns, a circular tube was 
employed and a graticule correction method was used to correct the distortion to the PLIF and 
PTV/PIV images which occurs when the circular cross-section visualisation cell is used.  In the 
two circular tube experiments, two methods of injection of the phases were used: (1) the heavier 
(glycerol solution) phase was injected in its natural location at the bottom of the channel, and 
(2) in the second case the heavier phase was injected at the top of the channel.  
 
The PLIF images gave a clear indication of the distribution of the phases at the channel centre 
line and have been used qualitatively in obtaining information about the flow patterns occurring.  
  
 
The PLIF images have also been used quantitatively in generating data on phase distribution, in-
situ phase fraction, interface level and drop size distribution.  Much of the data on in-situ phase 
fraction and interface level fits well with a simple laminar-laminar stratified flow model.  The 
PTV/PIV method provided extensive data on velocity profiles; in the lower (aqueous glycerol 
solution) phase, the profile usually showed the curved shape characteristic of laminar flow and 
in the upper (ExxolTMD80) phase, the velocity profile often showed the flattened form 
characteristic of turbulent flow. 
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significantly developed in the intervening 50 years.  Multiphase pumping for subsea boosting 
from oil wells enables the cost-efficient development of marginal and previously inaccessible 
fields.  Enhanced oil recovery from ultra-deep wells, such as those in the oil fields of the Santos 
Basin, Brazil and the Gulf of Mexico, has benefited from the development of multiphase 
pumping, as has the recovery from more remote oil reservoirs (Bell et al., 2005).  However, in 
these applications, it is often necessary to pass the multiphase mixtures along long distance 
subsea flowlines to a central processing facility.  The design of the subsea infrastructure, such as 
flowline sizing, hinges on being able to predict the hydrodynamic behaviour of the flows they 
contain.  An improved understanding of the rheological behaviour and flow dynamics of such 
multiphase flows can lead to significant advancements in empirical and phenomenological 
models capable of the accurate prediction of these flows, and in turn to better designs and 
operation of related industrial facilities.  Obtaining a comprehensive mechanistic understanding 
and being able to develop such models hinges crucially on being able to visualise the flows and 
to provide detailed and high-quality experimental data.  Since Russell et al. (1959) embarked on 
investigating oil-water flows, considerable effort has been focused on the characterisation of 
liquid-liquid flows (Charles et al., 1961; Hasson et al., 1970; Guzhov et al., 1973; Arirachakaran 
et al., 1989; Hussain, 2004; Liu, 2005).  However, in contrast to the case of gas-liquid flows 
(see for instance Taitel and Dukler, 1976), only limited work has been done on developing 
predictive tools for the transition between liquid-liquid flow regimes.  Modelling endeavours for 
liquid-liquid flows have focused on the transition from oil-continuous flows to water-continuous 
flows (“phase inversion”) (Arirachakaran et al., 1989; Chen, 2001; Yeo et al., 2002) and 
pressure gradient prediction (Malinowsky, 1975). 
 
Most horizontal liquid-liquid flow visualisation studies have employed high-speed photography 
(Soleimani 1999) or high-speed photography coupled with an endoscopic technique (Angeli and 
Hewitt, 2000a,b).  However, one of the most powerful tools for the study of fluid flow and 
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details of the experimental facility and methods that have been used, to firstly, acquire images 
of flows containing two immiscible liquids using the LIF technique, and secondly, to process 
these images to generate quantitative results.  Chapter 3 begins by providing details of the Two-
Phase Oil–Water Experimental Rig (TOWER); TOWER is a multiphase flow facility at 
Imperial College London, designed for the investigation of liquid-liquid flows. Considerable 
improvement and development of this facility was necessary to carry out the work described 
here. Chapter 3 continues by presenting information pertaining to the pulsed laser system, the, 
high-speed camera system and the methods used to synchronise these two systems. 
Synchronisation of the laser produced pulses with camera exposures allowed capturing of 
successive laser-induced fluorescence images.  Chapter 3 also provides details on the test fluids, 
including their physical properties and the basis for their selection, i.e., refractive index 
matching.  Information is also provided on the design of the two visualisation cells (one with a 
square cross-section, the other with a circular cross-section) that that have been used in the PLIF 
experimental campaigns.  It is necessary to correct the distortion to the PLIF and PTV/PIV 
images which occurs when the circular cross-section visualisation cell is used and details of the 
graticule correction methodology are presented (together with the image binarisation technique 
and the methods used to generate results)  are also provided in Chapter 3.   
 
The results of the experimental campaigns are presented in Chapters 4, 5 and 6.  Chapter 4 
presents LIF results acquired using a square cross-section visualisation cell placed in a square 
cross section horizontal duct; the use of this duct geometry avoided the image distortion which 
occurs with circular channel geometry. Though the results obtained using the square section 
duct were very interesting, it is clear that a duct of circular cross-section would be more 
representative of industrial pipe systems. In order to obtain results with circular cross section 
ducts, a method employing photography of a graticule within the duct was developed. Knowing 
the positions of locations on the graticule, it was possible to correct the images obtained for the 
circular tube cross section. In the studies on circular tubes, the experiments were extended to 




include velocity measurements using PTV/PIV (Particle Tracking Velocimetry / Particle Image 
Velocimetry).  Chapters 5 presents the results of the PLIF and PTV/PIV study performed when 
using the circular cross-section visualisation cell; in this study, the (heavier) aqueous phase was 
injected below the lighter (oil) phase at the test section entrance (i.e. in its natural location).  
Chapter 6 presents the results of a second PLIF and PTV/PIV study performed using the circular 
cross-section visualisation section.  In this second study, the fluids were introduced to the test 
section such that the denser fluid is above the lighter fluid at the inlet.  This was done to 
investigate the influence that entrance effects have on liquid-liquid flows. 
 
Each of the studies presented in Chapters 4, 5 and 6 consist of two parts.  Firstly, the observed 
flows are described qualitatively and classified into flow regimes and a flow regime map is 
presented.  Secondly, the quantitative measurements are presented; for all the studies, these 
measurements included phase distribution, in-situ phase fraction, interface level and droplet size 
distribution. For the circular tube experiments (Chapters 5 and 6) interface wave velocity and 
velocity profile measurements were also made and are reported.  
 
Finally, the conclusions of the investigations and recommendations for future work are 
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flow pattern and the nature of the liquid-liquid interface (see Figure 2-1).  Thirteen different ܷ୵ 
values (ranging from 0.116 ft/sec to 3.55 ft/sec) were used with oil-water inlet velocity ratios 
(U୭/U୵ ) ranging from 0.1 to 10.  The oil used in the research had a viscosity of 18 mPa. s and 
a density of 834 kg.m‐ଷ.  Russell et al. (1959) observed three main flow patterns which are 
categorised as: 
 
1. Stratified flow – oil and water travel along the pipe in two separate layers. 
2. Mixed flow – oil and water phases are completely mixed; this occurred at high flow rates. 
3. Bubble flow – oil drops (called “bubbles” in this investigation) travel along the top of the 
pipe. 
 
The flow was found to be stratified (1 from the above list) for low flowrates.  For stratified 
flow, the experimental results of Russell et al. (1959) conform to the findings of a theoretical 
analysis which shows that for laminar flow the hold-up (i.e., interface level) was independent of 
the superficial water velocity and is only a function of viscosity and the phase input ratio.  Phase 
break-up and droplet formation were observed at higher flowrates i.e., this regime was termed 
mixed flow (pattern 2 from the above list).  The third flow regime, “bubble flow” occurred at the 
lowest oil-water velocity ratios investigated, typically ܷ୭/ܷ୵ ൌ 1.4 to 1.5.  In summary, the 
Russell et al. (1959) observations reveal that increasing the mixture flowrate leads to an increase 
in the turbulence in the flow resulting in fingering and ligament formation that in turn results in 
droplet formation and ultimately a droplet layer i.e., mixed flow.   
 
Charles et al. (1961) investigated flow patterns in horizontal two-phase oil-water flows in a 
8.78 m long pipe with a 25.4 mm internal diameter using oil phases of three different 
viscosities, namely: ߤoil ൌ 6.29, 16.8 and 65.0	mPa. s. The densities of the oil phases were 
adjusted to values close to that of the water (ߩoil ൎ 988 kg.mିଷ) by the addition of carbon 




tetrachloride (Liu, 2004).  Experimental runs were performed for a decreasing oil phase flowrate 
at a constant water flowrate for each of the three oil phases. The range of oil phase-water 
velocity ratio and the ranges of superficial velocity for each of the test liquids were similar to 
those studies by Russell et al. (1959).  Charles et al. (1961) observed the following flow patterns 
as the input oil phase-water ratio was decreased;  
 





Here, a distinction was made between “drops” and “bubbles” of the oil phase in that the 
“bubbles” were much larger that the “drops”. The results obtained by Charles et al. (1961) are 
shown in Figure 2-2 and are somewhat similar to the observations by Russell et al. (1959), 
though Charles et al. (1961) did not observe stratified flow. Though (in terms of superficial 
mixture velocity and flowrate ratios) Charles et al. (1961) did operate in the regime in which 
Russell et al. (1959) observed stratified flow, it has to be recalled that the phase densities were 
made nearly equal in the Charles et al. (1961) study.  The degree of stratification of two 
immiscible liquids when flowing in a pipeline will depend on the density ratio (R) between the 
oil and water phases. In the Charles et al. (1961) study, ܴ ൎ 0.99 and stratified flows were not 
observed. On the other hand, Russell et al. (1959) used phases for which ܴ ൎ 0.83 and the 
density difference was sufficient to promote stratified flow.  The corresponding flow pattern 
terminologies adopted by Russell et al. (1959) and Charles et al. (1961) are tabulated in Table 2-
1. 
 




Charles et al. (1961) concluded the oil-water flow pattern is “largely independent” of the oil 
viscosity.  The flow patterns observed for the different viscosity oils are the same apart for the 
most viscous oil (65.0 mPa. s), which at high oil-water input ratios yielded different results, as 
seen by comparing Figures 2-2(a) and 2-2(b) with Figure 2-2(c).  Charles et al. (1961) attributed 
the difference in behaviour to surface forces which may become significant enough for the 
higher viscosity fluids to affect the flow pattern.  It was also postulated by Charles et al. (1961) 
that the more viscous oil wetted the pipe wall more than the other oils.  From the findings 
presented pictorially in Figure 2.2, Charles et al (1961) constructed two flow regime maps, one 
for the lower viscosity oils (ߤ୭୧୪ ൌ 6.29 mPa. s and 16.8 mPa. s) and another for the higher 
viscosity oil (ߤ୭୧୪ ൌ 65.0 mPa. s ).  From this, Charles et al. (1961) identified the conditions 
under which an oil-continuous flow pattern inverts to a water-continuous flow pattern.  This is 
represented by the line PQ in Figure 2-3(b).  This phenomenon has subsequently been termed 
phase inversion and is discussed in Section 2.3.   
 
Table 2-1: Corresponding flow classifications for Russell et al. (1959) and Charles et al. (1961) 
Corresponding flow pattern terminologies 
Russell et al (1959) classification  Charles et al (1961) classification  
Bubble flow Oil-drops-in-water 
Oil-bubbles-in-water 
Oil-slugs-in-water 
Mixed flow Water-drops-in-oil 
Stratified flow Not observed 
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1. Dispersions – oil-in-water and water-in-oil dispersions; this corresponds to the flow 
regimes termed water-drops-in-oil and oil-drops-in-water 
2. Slugs – water slugs in oil and oil slugs in water 
3. Stratified layers 
4. Annular flow 
 
Hasson et al. (1970) found that the flow patterns that follow annular flow as the velocity is 
increased depend on three main factors: 
 
1. The break-up mechanism of the annulus core  
2. The liquid flow rates 
3. The wetting properties of the pipe wall (as was observed by Charles et al., 1961) 
 
Hasson et al. (1970) experimented with hydrophobic and hydrophilic pipelines and found that 
the different wetting properties of the wall can affect the break-up mechanism of the annular 
core and the flow pattern that it develops into.  It was found that in hydrophobic pipes the flow 
pattern tends to be water-continuous and the wall film break-up mechanism did not occur.  In 
contrast, in a hydrophilic pipeline both water-continuous and oil-continuous flow regimes were 
identified after annular flow break-up.  Annular core break-up was found to be a high flowrate 
phenomenon, caused when the amplitude of interfacial waves reached the centre of the core, 
which give rise to slug flow.  Conversely, wall film rupture is a low flowrate phenomenon.  
Hasson et al. (1970) constructed flow pattern maps of oil flowrate against water flowate for: (1) 
hydrophobic; (2) hydrophilic, and; (3) an intermediate pipeline at 200 cm from the pipe inlet.  
These flow regime maps can be seen in Figure 2-5 below.  
 
The annular flow break-up mechanisms that Hasson et al. (1970) observed can be categorised 
into two groups: (1) wall film rupture, and; (2) annular core break-up due to interfacial waves.   














Figure 2-4: Flow patterns observed for equal density two-phase distilled water 
(ߤ୭୧୪ ൌ 0.82 mPa. s) and kerosene-perchloroethylene solution (ߤ୭୧୪ ൌ 1.0 mPa. s) flows: (a) 
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Arirachakaran et al. (1989) found that when water is the continuous phase the oil viscosity has 
little effect on the flow pattern.  This is in agreement with the observations made by Charles et 
al. (1961).  Arirachakaran et al. (1989) revised the flow pattern map of Guzhov et al. (1973) 
using earlier flow pattern classifications and found good agreement with their own map.  The 
definitions used in Figure 2-8 are as follows: Stratified flow (S); Mixture flow (MO, MW; 
Annular Flow (AO); Intermittent flow (IO, IW), and; Dispersed flow (DO, DW).  
 
Nädler & Mewes (1995) used conductivity probes to investigate two-phase oil-water flow 
patterns in a horizontal Perspex pipeline with a 59 mm internal diameter. In this work, 
ߤ୭୧୪ ൌ 20 mPa. s and ߩ୭୧୪ ൌ 841 kg.mିଷ.   Nädler & Mewes (1995) observed 7 flow patterns 
and constructed flow regime maps of their findings; these are shown in Figures 2-9 and 2-10, 
respectively.  It should be noted that they did not observe annular flow.  Nädler & Mewes 
(1995) identified regions between oil and water continuous dispersed flow (regions II and V 
respectively in Figure 2-10) where oil and water occurred in continuous layers simultaneously, 
regions IIIa and IIIb in Figure 2-10.   
 
One key development they made was to distinguish between dispersions and emulsions.  Nadler 
and Mewes (1995) identified a flow as an emulsion when one phase is uniformly dispersed in 
nearly equal sized droplets in the other, continuous, phase.  Conversely, they identified a flow as 
a dispersion when:   
 
“Layers of one continuous phase in which the other phase is nonuniformly dispersed.” 
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Figure 2-10: Oil-water flow regime map for a horizontal pipeline of 59mm ID as identified by 
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Hussain (2004) extended the research by Angeli (1996) and Soleimani (1999) using the same 
experimental facility and fluids which have been detailed earlier in this section of this report.  
Hussain (2004) conducted two different experimental campaigns; a case with a 5-element 
Kenic™ element kinetic mixer placed immediately downstream of the tube inlet and another 
without a mixer at the inlet.  Flow regime maps for each of these cases were constructed and are 
presented in Figures 2-15 and 2-16.  The results obtained are consistent with findings of Angeli 
(1996) and Soleimani (1999).  There is a noticeable difference between the flow patterns 
Hussain (2004) observed with and without a mixer present.  Without a mixer present Hussain 
observed 6 flow regimes: 
 
1. Stratified wavy [SW] 
2. Stratified wavy / drops [SWD] 
3. Stratified mixed / oil layer [SM/O layer] 
4. Three-layer [3L] 
5. Stratified mixer / water layer [SM/W layer] 
6. Dispersed-flow [DF] 
 
When the mixer was in used Hussain (2004) only observed 4 flow regimes; 
1. Wavy-flow 
2. Dispersed oil-in-water 
3. Dispersed water-in-oil 
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Yeh et al. (1964) developed an equation to predict the phase inversion point of two immiscible 
liquids based upon the viscosities of the two components: 
 
߮ୈ୧ୱ୮






Where ߮ୈ୧ୱ୮ is the volume fraction of the dispersed phase at the inversion point, ߤୈ୧ୱ୮ is the 
dynamic viscosity of the dispersed phase and ߤେ୭୬୲ is the dynamic viscosity of the continuous 
phase. 
 
Yeh et al. (1964) found that phase inversion predictions from Equation 2.1 were poor for some 
experimental systems, including water–cyclohexanol, water–oleic acid, water–n-octyl alcohol 
and also for most of the ternary systems they investigated.  Yeh et al. (1964) found agreement 
with experimental results was greatly improved when the bulk-phase viscosity (viscosity of the 









     
Clayton (1935) calculated that the volume fraction of the dispersed phase could not exceed 
74.02%.  This maximum value represents the point as which uniform spheres touch each other 
and coalescence occurs (Yeh et al., 1964).  This value represents the Ostwald Ratio for the 
maximum packing efficiency of a rhombohedral face centred cubic structure.  The volume 
fraction of the dispersed phase can exceed this value because the dispersed phase is not limited 
to uniform spheres i.e., the dispersed phase drops need not be spherical or uniform in size.   
 




Arashmid & Jeffreys (1980) established that the collision frequency and coalescence frequency 
of agitated dispersions can be combined to accurately predict the ambivalent range and the 
phase inversion concentration.  They found that the volume percentage of the dispersed phase 
can range from 20% to 90% and the extent of the ambivalent range depends on how the 
dispersion was produced.  A series of other factors have been identified that affect phase 
inversion including the physical properties of the liquids, the process conditions, wettability 
characteristics, the pipe materials and the associated geometry and orientation (McClarey & 
Mansoori, 1978).  An alternative theory for the occurrence of phase inversion was presented by 
Efthimiadu and Moore (1993) who proposed that it is a form of instability with regard to the 
type of dispersion and it can occur whenever the equilibrium between coalescence and re-
dispersion shifts towards coalescence.   
 
Arirachakaran et al. (1989) investigated the phase inversion phenomenon in an oil-water system, 
researching the effects of input water fraction, oil viscosity, mixture viscosity and laminar flow 
regime on the process.  Although they did not investigate the effects of droplet size, droplet size 
distribution and flow regime on phase inversion they did identify them as influential factors.  
Arirachakaran et al. (1989) presented a mechanism for the phase inversion process in an oil-
water system, which is shown in Figure 2-22.  Their mechanism shows there is a range of 
volume fractions over which either component can form the dispersed phase; the ambivalent 
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tension would cause phase inversion to occur at 50%. However, other factors need to be taken 
into account. Yeo et al. (2002) presented a simple equation (based on the criterion of interfacial 
energy minimisation) to predict the limits of the ambivalence region:  
 
߮୭,௜





where φ୭,୧ is the holdup of the organic phase at phase inversion and dଷଶ is the Sauter mean 
diameter which is defined as the diameter of a sphere that has the same volume to surface area 
ratio as the object of interest.  The subscripts o/w and w/o denote oil-in-water and water-in-oil 
dispersions respectively. The predictions of this equation were in good agreement with 
experimental results obtained by Selker and Sleicher (1965).   
 
The Yeo et al (2002) model does not, however, account for wetting effects which further 
accentuate the hysteresis effect (ambivalent range).  The wetting effects (interfacial energy 
associated with the solid surface) only become significant when the surface area to volume ratio 
is large enough or when the drops are large which is the case with pipe flow but is not the case 
with agitated vessels hence its omission from the model in this case (Tidhar et al., 1986).   
 
One of the key observations from the experimental work by Arirachakaran et al. (1989) is that 
the mixture viscosity exhibits a peak at the phase inversion point, shown in Figure 2-24; here, 
the viscosity is calculated from the pressure gradient which also shows a peak at the phase 
inversion location. Arirachakaran et al. (1989) conclude that the magnitude of this peak depends 
predominantly on the flow regime of the mixture when inversion takes place.  Martinez et al. 
(1988) and Pal (1993) also observed that for an oil-water system the viscosity increases as water 
fraction is increased until it reaches a maximum at the phase inversion point, and then begins to 
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Nadler and Mewes (1997) developed a simplified phase inversion model based upon the 
momentum equations for two-phase liquid-liquid stratified flow.  They modelled phase 
inversion in terms of the critical water cut (φେ) at which phase inversion occurs (Equation 2.5).   
 
߮େ ൌ 1












In Equation 2.5, ߩ୭ and ߩ୵ are the oil and water density respectively, ߤ୭  and ߤ୵  are the oil and 
water viscosity respectively, ݀ and ݒ୫ are the pipe diameter and the total liquid velocity 
respectively and ܥ′୵, ܥ′୭, ݊୭ and ݊୵ are the parameters of the Blasius friction factor equation 
which is given as; 
 
݂ ൌ ܥ′Reି௡ 2.6 
 
where Re is the Reynolds number. 
 
Nadler & Mewes (1995a) reported that for a well-mixed two-phase liquid-liquid flow where 
both layers are in the same flow regime – for example in slug flow, ݊୭ is equivalent to ݊୵, 
inferring that the liquid velocity does not affect the critical water cut.  
 
Decarre and Fabre (1997) proposed the following correlation to predict the dispersed phase 
concentration (߮ୈ୧ୱ୮) at the phase inversion point based on the dispersed and continuous phase 
properties:  












Chen (2001) proposed the following correlation to predict the critical water fraction based on 




















 4841.26533.9log1108.03788.0 10  2.8 
 
Although Chen (2001) accounted for the oil-water density ratio the correlation did not take into 
account the mixture velocity (Xu et al., 2007).  The scope of the Chen correlation is limited 
because it was developed with reference to a configuration of laminar flow in stratified layers. 
 
Brauner and Ullmann (2002) developed a model for phase inversion based on the free energy of 
the dispersion; the dispersion (oil-in –water or water-in-oil, say) showing the minimum free 
energy was the stable one. This model is reviewed in detail by Xu et al. (2007).  To develop a 
correlation for the critical water fraction, Brauner and Ullmann (2002) made the following 
assumptions:   
1) The composition of the oil phase and water phase and the system temperature are 
invariant with phase inversion. 
2) Wall-liquid wettability effects can be neglected. 
3) The free energy of the oil phase and water phase remains the same. 
4) Only the free energies of the interfaces have to be considered.   
 
Where wo  /
~   (density ratio) and wo  /
~   (kinematic viscosity ratio).  Xu et al. (2007) 
reported that the Brauner and Ullmann (2002) correlation performed well when compared with 
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The principle factors affecting the viscosity of an emulsion μ୉ are: (i) the volume fraction of the 
dispersed phase ߮ୈ୧ୱ୮, and; (ii) the temperature 	T .  Farah et al (2005) listed nine other minor 
factors that influence the effective viscosity of a water-in-oil emulsion, these being the: 
 
1. viscosity of the continuous phase, 
μେ୭୬୲ 
2. viscosity of the dispersed phase, μୈ୧ୱ୮ 
3. shear rate, 	γ  4. average  droplet size, μୈ୰୭୮ 
5. droplet size distribution  6. density of the continuous phase, ρେ୭୬୲ 
7. density of the dispersed phase, ρୈ୧ୱ୮ 8. nature and concentration of emulsifying 
agents 
9. presence of solids  
 
There are essentially two groupings of emulsion viscosity models (i) those at constant 
temperature, and; (ii) those that account for the influence of temperature changes on effective 
viscosity.  Following an investigation in to the effect of temperature on the test fluids used in 
the experimental campaigns detailed in Chapters 4, 5 and 6 (i.e., Exxsol D80 and a water-
glycerol-dyestuff solution) which is presented in Section 3.8, a thermocouple was inserted 
directly upstream of the test section inlet (see Figure 3.5) to monitor the temperature of the 
fluids.  Many of the existing models define the relative emulsion viscosity μୖ as a ratio of the 
emulsion viscosity μ୉ to that of the continuous phase μେ୭୬୲: 
 
ߤୖ ൌ ߤ୉ߤେ୭୬୲ 
2.12 
        
 
Einstein (1906) developed a viscosity prediction model for infinitely dilute suspension systems 
in which the volume fraction of the dispersed phase ߮ୈ୧ୱ୮ is less than 2% in a solid-liquid 
dispersion.  The model is limited to rigid spheres and owing to the diluteness of the suspension 




there is no appreciable interaction between the dispersed spheres.  The model proposed is as 
follows: 
 
ߤୖ ൌ 1 ൅ ݇. ܥ 2.13 
 
 
where ݇ is 2.5 and ܥ is the volume fraction of the dispersed phase, or more precisely it is the 
volume of dispersed phase spheres in unit volume of suspension.   
 
Numerous researchers have used the work by Einstein (1906) as a basis from which to develop 
models for concentrated emulsions, non-spherical and polydisperse liquid-liquid systems.   
Taylor (1932) presented a model for the relative emulsion viscosity  μୖ that accounts for the 
influence of the dispersed phase viscosity ߤୈ୧ୱ୮ as well the continuous phase viscosity ߤେ୭୬୲.  
The model, which is valid for emulsions with a low concentration of dispersed spherical drops, 
is given as: 
 




where ܭ is the ratio of the dispersed phase viscosity ߤୈ୧ୱ୮ to that of the continuous phase ߤେ୭୬୲: 
 
ܭ ൌ ߤୈ୧ୱ୮ߤେ୭୬୲ 
2.15 
 
For dispersions of spherical solid particles 	K  tends to infinity and Equation 2.14 reduced the 
Einstein viscosity model (Equation 2.13) i.e., the Taylor (1932) equation is a modified form of 
the Einstein (1906) viscosity model for emulsions where 	K  is given as: 
 




ܭ ൌ 2.5 ቆߤୈ୧ୱ୮ ൅ 0.4ߤେ୭୬୲ߤୈ୧ୱ୮ ൅ ߤେ୭୬୲ ቇ 
2.16 
 
Eiler (1943) presented a relative emulsion viscosity μୖ correlation for Newtonian systems using 
bitumen emulsions.  This is given as: 
 
ߤୖ ൌ ቈ1 ൅ ቆ
1.25߮ୈ୧ୱ୮
1 െ ߙா߮ୈ୧ୱ୮ቇ቉ 
2.17 
 
where,  1.28 ൏ α୉ ൏ 1.30. 
 
Hatschek (1928) obtained the following relationship: 
 
ߤୖ ൌ 11 െ ඥ߮ୈ୧ୱ୮య  
2.18 
 
Mooney (1950) extended Einstein’s viscosity model to predict the relative emulsion viscosity 
μୖ of finite concentration monodisperse systems i.e., systems in which the dispersed particles 
having the same shape, size and mass.  In order to do so the interaction between the dispersed 
spheres must be taken into account.  Mooney (1950) described this interaction as a crowding 
effect.  The equation is given as:   
 
ߤୖ ൌ ݁ݔ݌ ቆ
2.5߮ୢ୧ୱ୮
1 െ ݇. ߮ୢ୧ୱ୮ቇ 
2.19 
 
where 2.5 was selected to give correspondence with the Einstein (1906) viscosity model for 
very dilute suspensions when the volume fraction approaches zero.  The constant k is a self-
crowding factor.   




Mooney (1950) also presented a model com for polydisperse systems, those being systems 
wherein the dispersed phase particles have a broad range of size, shape and mass characteristics.  
These systems involve a variable factor, ߣ୧୨, which measures the crowding of spheres of radius 
ݎ୨ by spheres of radius ݎ୧.  For a suspension comprised of ݊ groups of spheres of different 
diameters Mooney (1950) presented the following equation: 
 






Based on a geometric argument, Mooney presented the following limits for the crowding factor: 
1.35 ൏ λ୧୨ ൏ 1.91.  On comparison with data obtained by Vand (1950) 1.43 was presented as a 
suitable value for λ୧୨. 
 
Brinkman (1952) considered the impact to the relative emulsion viscosity ߤୖ of adding a single 
dispersed particle to a system already containing 	n  dispersed particles.  It was assumed that the 
relative emulsion viscosity ߤୖ would increase by the factor given by the Einstein (1906) 
viscosity equation.  Brinkman (1952) derived the following expression for the relative emulsion 
viscosity ߤୖ:  
 
ߤୖ ൌ 1൫1 െ ߮ୈ୧ୱ୮൯ଶ.ହ
 2.21 
 
Roscoe (1952) investigated the effect of the of the size distribution of the dispersed droplets on 
the relative emulsion viscosity μୖ and found that when the spherical droplets have a wide 
spectrum of sizes, the Brinkman (1952) viscosity model works well for all dispersed phase 
fraction φୈ୧ୱ୮ values.  However, when the dispersed phase is comprised of uniform sized 




spheres, Roscoe (1952) found the Einstein (1906) model is limited to dispersed phase fractions 
߮ୈ୧ୱ୮ ൏ 0.05.  For medium and high dispersed phase fractions φୈ୧ୱ୮ Roscoe (1952) proposed a 
modified form of the Brinkman (1952) model in which the phase fraction of the dispersed phase 
is multiplied by 1.35, i.e.: 
ߤୖ ൌ 1൫1 െ 1.35߮ୈ୧ୱ୮൯ଶ.ହ
 2.22 
 
Pal and Rhodes (1989) developed the correlation presented by Brinkman (1952) into model for 
both Newtonian and non-Newtonian emulsions which accounts for hydrate effects and the 
flocculation of dispersed droplets:   
 
ߤୖ ൌ 1൫1 െ ܭைܭ௙ሺߛሻ߮ୈ୧ୱ୮൯ଶ.ହ
 2.23 
 
Where, ܭை is a hydration factor that depends on the nature of any emulsifying agents that may 
be present and, ܭ௙ሺߛሻ accounts for flocculation and only used in non-Newtonian emulsions.    
 
Phan-Thein & Pham (1997) presented a different equation for the effective viscosity for a 
droplet suspension model for which they used the model by Taylor (1932) as a starting point.  
The model, in which the particles are of a size where Brownian motion is unimportant, is given 
as: 
 
ሺߤୖሻଶ ହൗ . ൬2ߤୖ ൅ 5ܭ2 ൅ 5ܭ ൰
ଷ ହൗ ൌ ൫1 െ ߮ୈ୧ୱ୮൯ିଵ 
2.24 
 
For rigid droplets (μୈ୧ୱ୮ → ∞ ) the effective viscosity reduces to: 
 




ሺߤୖሻ ൌ ൫1 െ ߮ୈ୧ୱ୮൯ିଶ.ହ 2.25 
 
Equation 2.25 reduces to the Einstein (1906) model (Equation 2.13) in the limit of small volume 
fractions of the dispersed phase.   
 
Pal (2000) reviewed the model proposed by Phan-Thein & Pham (1997) and found that it under 
predicts the relative viscosity for concentrated emulsions by a large amount and fails to account 
for the presence of surfactants.  Pal (2000) presented a modified form of Equation 2.26 to 
describe the viscosity-concentration relationship of emulsions of nearly spherical droplets.  This 
model showed good predictive ability when compared to experimental data.  The correlation is 
given as: 
 
ሺߤୖሻ. ൬2ߤୖ ൅ 5ܭ2 ൅ 5ܭ ൰
ଷ ହൗ ൌ ൫1 െ ܭை. ߮ୈ୧ୱ୮൯
ିହ ଶൗ  
2.26 
 
where, ܭை is a constant that factors for the presence of absorbed surfactants on the surface of 
droplets.  It is a constant for a given emulsion, but varies between systems.  
 
Krieger – Dougherty (1959) presented an equation for concentrated solid-in-liquid suspensions 
which is given as:  







where, 	ሾμ୧୬୲ሿ is the intrinsic viscosity and has a theoretical value of 2.4 for rigid spheres, ߮୑ୟ୶ 
is the maximum packing concentration and represents an effective fluidity limit at which the 
system loses liquid characteristics and becomes an elastic solid.  A difficulty arises when 
calculating emulsion viscosity due to problems associated with measuring ߮୑ୟ୶ for emulsions.  




Chong et al. (1971) presented a graphical extrapolation technique to determine ߮୑ୟ୶ for solid-
in-liquid suspensions.  Unlike soild-in-liquid suspensions, emulsion viscosities ߤ୉ do not tend to 
infinity as φୈ୧ୱ୮ approaches ߮୑ୟ୶.  Furthermore, for emulsions ߮ୈ୧ୱ୮ can exceed ߮୑ୟ୶, when 
߮ୈ୧ୱ୮ ൐ ߤ୑ୟ୶ the droplets of the dispersed phases can no longer remain spherical and undergo 
deformation.  Due to these reasons extrapolation methods to determine μ୑ୟ୶ are unsuitable.   
 
A limitation of the Krieger-Doughtery (1959) model is that it is confined to Newtonian systems.  
However, Barnes (1994) postulated that the system could be adopted for use with non-
Newtonian fluids by making ߤ୫  dependent on shear-rate.  
  
Aoamari et al. (1998) presented shear viscosity data for water-in-oil systems using a Crude 
Arabian Light (CAL) which, showed the existence of not only ߮୑ୟ୶  but also ߮େ୰୧୲, the critical 
water volume fraction which represents the onset of physical contact between water droplets.  
 
Ronningsen (1995) presented a model for predicting the viscosity of water-in-crude oil (w/o) 
emulsions based on experimental results from eight different North Sea crude oils.  The model 
is a development of the exponential model proposed by Richardson (1933).  The exponential 
relationship between viscosity and the volume fraction of the dispersed phase represents the fact 
that the emulsion becomes increasingly more non-Newtonian and that such emulsions exhibit a 
non-linear relationship.  The model is given as: 




ߤୖ ൌ ݁௄.ఝీ౟౩౦  2.28 
 
where K is a constant.   
 
A modified form of this model was presented by Broughton & Squires (1938) as follows: 
 
ߤୖ ൌ ܣ݁௄.ఝీ౟౩౦  2.29 
 
Equation 2.29 was the basis for the Ronningsen (1995) model who postulated that A and K 
could be expressed as linear function of temperature such that: 
 
ܣ ൌ ݇ଵ ൅ ݇ଶ. ܶ 2.30 
 
ܭ ൌ ݇ଷ ൅ ݇ସ. ܶ 2.31 
 
which can be substituted into Equation 2.29 to give: 
 
ln ߤୖ ൌ ݇ଵ ൅ ݇ଶ. ܶ ൅ ݇ଷ. ߮ୈ୧ୱ୮ ൅ ݇ସ. ߮ୈ୧ୱ୮. ܶ 2.32 
 
where ݇ଵ, ݇ଶ, ݇ଷ and ݇ସ	are constants. 
 
Pal (1998) correlated emulsion viscosity μ୉ data using experimental data for mineral oil-in-
water and kerosene-in-water emulsions.  In the correlation presented emulsion viscosity is a 
function of particle Reynolds number Re୮, the volume fraction of the dispersed phase φୈ୧ୱ୮, the 
maximum packing concentration of the dispersed phase ߮୑ୟ୶ and intrinsic viscosity ሾμ୧୬୲].  The 
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A Transparent (colourless or pale) liquids. 
B Matched Refractive Indices 
C One phase (the organic phase) to be able to dissolve the fluorescent dyestuff (Eosin Y). 
D Suitable physical properties - importance of density and viscosity with regards to 
pumping. 
A Transparent (colourless or pale) liquids. 
B Matched Refractive Indices 
C One phase (the organic phase) to be able to dissolve the fluorescent dyestuff (Eosin Y). 
D Suitable physical properties - importance of density and viscosity with regards to 
pumping. 
E Low toxicity 
F Low flammability 
G Low corrosiveness 
H Economic considerations require the fluid to be of low cost 
 
2	 Selection	Criteria	for	the	Fluorescent	Dyestuff
A Soluble in either the oil phase (Exxsol 080) or the aqueous solution (water-glycerol 
solution). 
B The absorption spectrum of the dye should be between wavelengths 500-520nm and 
the emission spectrum should be in the range of visible light. 
C The interfacial surface behaviour is not changed by the addition of the dye. 
D The disturbances to the flow due to localised heating due to the LIF process should be 
minimal. 
E The dye should have a minimal effect on the refractive index of the test fluids. 
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95 
experiments.  This was taken a preliminary guide to how closely matched the refractive indices 
needed to be.  Prior to loading the matched fluids into the TOWER facility offline LIF tests 
were performed to establish whether the fluids identified were sufficiently well matched to 
produce images of an acceptable clarity. 
 
 
(a)                                                                       (b)  
Figure 3-11: Refractive indices of (a) Exxsol D80 and water-glycerol solutions as a function of 
a temperature and composition and (b) Exxsol D80 and water-glycerol-dye (0.2mL/L of 
Eosin Y) at 20°C 
 
Once a narrower band of glycerol-water solutions had been identified (79 to 81wt%), the 
refractive indices of water-glycerol solutions with Eosin Y were measured to establish the effect 
of adding the dyestuff and a composition that matched with the refractive index of Exxsol D80. 
These results are shown in Figure 3-11(b) above.  From Figure 3-11(b) it can be seen that the 
refractive index of Exxsol D80 matches that of a 81.5 wt.% glycerol solution with 0.2 ml per 
litre of a 5 wt.% solution of Eosin Y.   
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From Figure 3-12(a) it is seen that the concentration of Eosin Y has little effect on the density of 
the glycerol solution.  Attention has been drawn to the densities at 15°C and 35°C because these 
temperatures were found to be the upper and lower limits encountered during operation of the 
TOWER facility.  Hence, these are the upper and lower density limits of the test fluids 
encountered during experimental operation.  An 81.7wt% glycerol-solution with 0.4mL/L of 
Eosin Y has a density of 1204.1 kg.mିଷ to 1216.4	kg.mିଷ, whereas that of Exxsol D80 is 
792.1 kg.mିଷ to 806 kg.mିଷ across this temperature range.  
 
It should be noted that the samples used to construct Figures 3-12(a) and 3-13(a) have a glycerol 
weight percentage of 81.7wt% opposed to 81.5wt% as identified in Figure 3-11(b).  This is 
because upon completion of loading the glycerol-solution into the storage tank (see Section 
3.2.1.4) – due to the batch nature of the loading process – was 81.7wt%.  Upon measuring the 
refractive index of this glycerol-solution it was found to still be matched (to three decimal 
places) to Exxsol D80 so was not altered.    
 
Viscosity values were measured using a Physica MCR301 viscometer produced by Anton Paar.  
The temperature dependence of the viscosities of the test fluids are presented graphically in 
Figure 3-13 below.  The values at 15°C and 35°C have been highlighted for the aforementioned 
reason.   
 




(a)                                                                       (b)  
Figure 3-13: Viscosity as a function of temperature for (a) 81.7wt% water-glycerol solution 
with different concentrations of Eosin Y and (b) Exxsol D80 oil 
 
An 81.7wt% glycerol-solution with 0.4mL/L of Eosin Y has a viscosity of 109.8 mPa. s at 
15°C, which reduces to 40.8 mPa. s at 35°C; a range of almost 70 mPa. s.  Whereas, Exxsol 
D80 has a viscosity from 2.1 mPa. s to 1.4 mPa. s across this temperature range, which, 
although much more stable than the glycerol-solution, still represents a reduction of over 30%.  
Hence, the importance of temperature monitoring (and ideally, regulation) during experimental 
runs is evident.     
 
Figure 3-14 demonstrates that shear stress versus strain rate graph is linear and passes through 
the origin, where the constant of proportionality is viscosity, i.e., the tests fluids obey 
Newtonian fluid behaviour as defined in Equation 3.1 below.   
 
߬ ൌ ߤ. ݀ݑ݀ݕ ൌ ߤ. ߛሶ  (3.1) 
 




















































(a)                                                                       (b)  
Figure 3-14: Shear stress, τ, against strain rate, γ, for (a) 81.7wt% water-glycerol solution with 
0.4 mL/L of Eosin Y and (b) Exxsol D80 oil 
 
Furthermore, direct measurements were made of the interfacial tension between the glycerol 
solution and oil phases at varying concentrations of Eosin Y dye in the glycerol solution phase.  
This was done in order to ascertain whether, and if so to what degree, the addition of the Eosin 
Y dye (whose addition was necessary for the fluorescence measurements) affected this 
important property of the two-phase system.  A significant modification of the interfacial 
tension could lead to altered observations of interfacial phenomena and, consequently, for the 
system to be non-representative of normal liquid-liquid flows. Figure 3-15 shows the results 
from these measurements.  The abscissa shows the concentration of Eosin Y in mL of 5% wt. 
aqueous solution per litre of glycerol solution.  Error bars signify the total relative experimental 
uncertainty in the measurements at a 95% confidence level (2 standard deviations), which was 
estimated by showing that the repeatability of the measurements was ±4%.  The result implies 
that, within our ability to measure interfacial tension to this stated accuracy and certainly within 
the variability in this fluid property over a range of water-oil combinations (typically oil-water 
interfacial tension is from 10 to 50 mN.m-1, with most values around 17 – 30 mN.m-1), the 
interfacial tension is not altered significantly from its value at zero dye concentration, giving 





























































Chapter 3: Experimental Methods 
 
101 
confidence that the results shown here are representative of a liquid-liquid flow in the absence 
of the fluorescent dyestuff.  
 
 
Figure 3-15: Variation in glycerol solution-oil interfacial tension as a function of Eosin Y 
concentration 
 
The properties of the fluids are summarised in Table 3-1 below: 
 
Table 3-1: Physical properties of the selected test fluids at 20°C 
 Oil Phase Aqueous Phase  
Composition Exxsol D80 81.7wt% w/ 0.4 mL/L Eosin Y
Density (݇݃.݉ିଷ) 802.7 1213.3
Viscosity (݉ܲܽ. ݏ) 1.9  82.3
Refractive Index 1.444 1.444
 
 
It is interesting to compare the physical properties of the fluids used in the present tests to those 
employed in previous liquid-liquid flow studies. The oil has identical physical properties to 
those of the oils used by Soleimani (1999), Hussain (2004) and Liu (2005) and has similar 
property values to those of the oils used by Angeli (1996) and Angeli and Hewitt (2000).  The 
density ratio of the test fluids (glycerol solution to oil) is 1.5 and is comparable to the density 
ratio (1 to 1.5) applicable in many previous studies  (Russell et al., 1959; Charles and Lilleleht, 
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1966; Simmons and Azzopardi, 2001; Ioannou et al., 2005).  In the present work, the fluids have 
a viscosity ratio (glycerol solution to oil) of approximately 20. Though this viscosity ratio is 
comparable to that in some of the earlier work (Charles and Lilleleht, 1966 and Guzhov et al., 
1973) it should be noted that, in contrast to the earlier work (where the oil is the less dense and 
more viscous fluid), in the current study the oil is the less dense and also  the less viscous fluid.  
This interesting difference to the previous studies needs to be recognised clearly in considering 
the present results.  
 
It is emphasised at this point that the two liquids under investigation are immiscible and that 
there is no diffusion of one phase into the other. As such, the purpose here is not the recovery of 
instantaneous concentration information that would be necessary in diffusive flows (as done 
elsewhere, for example, by Markides and Mastorakos (2006)).  Indeed, in the flows presented in 
Chapters 4, 5 and 6 the normalised concentration of the two phases is at all times either locally 
zero or unity.  Instead, the key measurement of interest relates to the correct identification of the 
interface between the two phases, where this exists in the flow.  Towards this end, the PLIF 
measurement methodology employed is purely concerned with the presence or absence of 
fluorescent dye, which (given that the dye is only soluble in the glycerol/water phase and 
insoluble in oil) signifies the local, unique presence of glycerol solution.  This is dissimilar to 
PLIF-based concentration measurements (e.g., those by Markides and Mastorakos, 2006), where 
the local concentration of dye and light intensity are crucial in recovering concentration 
information from the emitted fluorescent light.  As long as adequate laser light is present in the 
entire measurement plane our ability to determine the presence of dye does not depend on a 
uniform light illumination, or if this is not possible, on corrections for light intensity variations.  
Details of the procedure used to determine the local on/off presence of glycerol solution are 
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A square cross section duct was used in the vertical flow LIF experiments of Liu (2005) and the 
use of a similar duct was a natural starting point in the current horizontal flow studies. The use 
of a square cross section duct does, of course, compromise the geometric similarity of the duct 
with subsea pipelines.  However, as a means to mitigate the hydrodynamic disparity, 
visualisation is focused in the centre line of the cell.  An important consideration that needs to 
be factored into the design of the visualisation cell is the optical clarity of the build material.  
Selection of the wall material was based on analysis of the transmittance spectra of potential 
materials.  On this basis a square cross section quartz cuvette with the ends cut off was selected.   
 
The quartz cell has the following dimensions; 18 mm internal length sides, 2 mm wall thickness 
and 48 mm long.  The quartz cell is housed in a brass casing which has windows cut out of it to 
allow one to view the quartz cell (see Figure 3-17). In these experiments, the aqueous glycerol 
solution and the Exxsol-D80 were introduced into the normal inlet zone of the 25.4 mm 
diameter circular stainless steel horizontal test line with the Exxsol-D80 being fed in at the top 
of the tube.  The mixture then flowed for 6.20 m along the circular test line before reaching a 
circular-to-square smooth transition piece. Following this transition piece, the fluid flowed 
through a 360 mm long, 18x18 mm square cross section brass duct before reaching the quartz 
cell (of the same cross section) where the LIF measurements were made. Following the quartz 
cell, the mixture passed through a further 200 mm length of square cross section duct before 
reaching a square-to-circular transition piece and passing into the normal outlet line for 
transmission to the separator.  The orientation of the square visualisation section relative to the 
laser sheet and the camera is shown in Figure 3-7.  The square geometry reduces laser light 
intensity non-uniformity in the measurement plane and image distortion due to the effects of 
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dismissed due its milky translucent appearance meaning it is not sufficiently transparent to the 
laser and fluorescence light.  Though it is still possible that a suitable triply matched refractive 
index system could ultimately be found, efforts to do so in the present study were abandoned 
and an alternative approach to using LIF in circular tube geometries was pursued.  
 
The alternative approach to using LIF in circular tubes was to accept that the images initially 
produced would be distorted due to lack of refractive index matching between the fluids and the 
flow tube walls and to correct for this distortion using an image processing technique. Basically, 
a short length of circular cross section transparent tube was inserted concentrically into the main 
(circular) test section. As a precursor to the experiments, a graticule was mounted in the short 
transparent tube such that its surface was in the same position as that traversed by the planar 
laser sheet. Points on the graticule were in a known position and these could be related to their 
apparent position in the (distorted) image. This allowed the image to be corrected for the 
distortion effect.  
 
The circular cross-section visualisation cell design adopted is shown in Figure 3-18 and 
comprises of an LS ൌ 100 mm long (or, 3.6 equivalent diameters, LS/HT = 3.6) length of 
borosilicate glass pipe with an internal diameter of HT = 27.6 mm housed in a Perspex box.  The 
void between the pipe section and the internal walls of the box are filled with the test fluid that 
is not seeded with fluorescent dye (i.e., Exxsol D80).   The cell is located LE = 6.20 m 
downstream of the inlet of the 25.4 mm diameter test section pipe (such that LE/D = 244) which 
was used to set up the flows. The borosilicate glass tube had a slightly larger diameter than the 
test section pipe but the effect of this is expected to be small.  As was stated above, the 
difference in refractive index between the wall material and the fluids causes a distortion of the 
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correction is only applicable to liquid – liquid flow images if the cell has not moved, 
considerable care was taken to immobilise the test section and adjoining visualisation section.  
A permissibility limit of 1 pixel was imposed on the movement of the visualisation cell when 
compared with the calibration images. 
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The post-processing procedure involved, firstly, the identification of a typical decay profile into 
the fluorescent glycerol solution phase, which was found to be well approximated by a first 
order decay.  A normalised correction profile was then defined as the inverse of this decay.  
Each vertical instantaneous image was then corrected by multiplying all vertical (y-direction) 
intensity profiles, i.e., at each horizontal position x, by the correction profile.  This was done 
from the location of the interface into the regions of presence of fluorescent signal, based on the 
intensity value at the interface location. 
 
In a second stage, following this correction, the image was binarised by applying an adaptive 
threshold that was selected to be at the 5% rise height between the minimum (dark) single in the 
image and maximum (bright) signal, corresponding to the pure oil and pure glycerol solution 
phases respectively.  Figure 3-21(b) demonstrates the ability of the correction and thresholding 
procedures to eliminate the attenuation of the incident light and then to convert this image into 
black and white, corresponding to the instantaneous presence of pure oil and pure glycerol 
solution respectively.  The threshold value was chosen as a compromise between smaller values 
that were more sensitive in identifying the exact location of the interface and larger values 
which were more robust to noise. 
 
Figure 3-22 demonstrates the effect of varying levels of thresholding.  Here, the thresholding 
parameter α is the rise height from the dark background, as a % relative to the image maximum. 
Specifically, Figure 3-22(a) shows the effect of α on the identification of the interface shown in 
Figure 3-21, while Figure 3-22(b) shows the effect of α on the calculation of the instantaneous 
image-averaged in-situ phase fraction 〈φ〉y(t) from the image in Figure 3-21 (this variable is 
defined below, in Equation 3-3).  The resulting relative uncertainty that is introduced by the 
choice of the threshold value α in the result for the interface locations and consequently the 
instantaneous vertical phase fraction profiles, as in Figure 3-21(c), has been estimated from 
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measurements to be about  ±10% at a 95% confidence level, with a corresponding (systematic) 
uncertainty in the result for the instantaneous phase fraction of ±4%. 
 
Figure 3-21(c) shows an example (from Figure 3-21(b)) of instantaneous phase fraction 
(horizontal axis) φሺy,tሻ	≡	φሺyሻi against the height inside the visualisation cell y for the processed 
image, zero being the bottom of the channel/cell (vertical axis).  The vertical phase profiles φത(y) 
reported in Chapters 4, 5 and 6 refer to aggregated (i.e., time-averaged) phase profiles over a 







At least 1,000 frames were used to evaluate the time-averaged vertical profile of (oil) phase 
fraction from Equation 3.3 for each condition.  As with all other flow parameters calculated 
from the raw images, the number of pixels was converted to a length by using the known 
dimensions of the height of visualisation cell. The relative experimental uncertainty in the 
estimation of the time-averaged profiles amounts to less than ±1% at a 95% confidence level. 
 
   
 (a) Raw PLIF image (b) Binarised image, from (a) (c) Instantaneous vertical phase 
   fraction profile, from (b) 
Figure 3-21: Diagram to show MATLAB image processing technique to generate phase 
distribution data 
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between the images (which is known though the frame rate), enables the interface velocity 
between two successive images to be calculated via Equation 3.10.  It should be noted that for a 
given run the sampled images were selected such that the time interval between them was 
sufficient to provide an interface wave displacement of at least 15 pixels.   
୧ܷ୬୲ ൌ ܦ୧୬୲∆ݐ  
(3.10) 
 
For a give run (i.e., a fixed mixture velocity Um and input oil fraction φin combination) a series 
of Uint values are generated for successive images.  From these, a time-average interface wave 
velocity 〈 ୧ܷ୬୲〉௧ and corresponding standard deviation can be computed.  These are shown in 
Equations 3.11 and 3.12. 













For a given run, the interface wave velocity Uint between two successive images that lie outside 
the range 〈 ୧ܷ୬୲〉௧ േ 4ߪ௎౟౤౪  are discarded.  From the data set that remains, new values for the 
average interface wave velocity 〈 ୧ܷ୬୲〉௧  and associated standard deviation ߪ௎౟౤౪  are calculated 
and the interface wave velocity Uint values that lie outside the 95% confidence interval (i.e., 
〈 ୧ܷ୬୲〉௧ േ 2ߪ௎౟౤౪) are discarded. It is the data set that remains that has been used to compute the 
average interface wave velocity 〈 ୧ܷ୬୲〉௧ for a given run.    
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(a) (b) 
   
(c)  (d)  
Figure 3-24: Process for determining the velocity of the waves at the liquid – liquid interface, 
specifically: (a) interface level profiles for two successive images; (b) the two successive 
images shown in Figure 3-26(a) after having undergone pre-processing; (c) the correlation 
between the pre-processed interface levels shown in Figure 3-26(b), including a ܥ ൌ0.99 
acceptability threshold, and; (d) illustration that the peak ܥ value corresponds to the interface 
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interrogation windows of 64 ൈ 64 pixels.  The final velocity vectors are calculated using a PTV 
approach in which individual micro-bubbles are tracked.  The 64 ൈ 64 interrogation windows 
are split into sixty four 8 ൈ 8 interrogation windows.  A size restriction on the micro-bubbles 
was imposed, a range of 3 to 5 pixels.  This was in order to prevent over sampling of individual 
micro-bubbles.  Figure 3-27(d) presents an example of the velocity vectors that are generated 




    
(c) (d)  
Figure 3-25: The PIV-PTV process for acquiring velocity vectors between two images 
separated by a known time interval: (a) a distortion-corrected LIF image; (b) shows the image in 
Figure 3-25(a) after it has undergone pre-processing (i.e., subtraction of sliding minimum pixel 
intensity); (c) a velocity vector map calculated using the PIV technique between two successive 
images, and; (d) a PTV vector map which is calculated from the PIV vector map shown in 
Figure 3-25(c).  In (c) and (d) the size of the vectors (arrows) refers to the velocity 
 
0.5 m/s0.5 m/s 
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For a given run, i.e., time series of images, the vectors can be aggregated into a single image 
(shown in Figure 3-26).  Such an image (i.e., time-averaged PTV velocity vector map) may 
contain spurious velocity vectors due to the fact no filter was applied on the instantaneous PTV 
velocity vector maps (see Figure 3-25(d)) due to the low vector density in those maps.  
However, this constraint does not apply to the time-averaged PTV maps (Figure 3-26) and 
filtering can be applied at this stage to remove the spurious vectors.  This was done by 
employing a permissibility range on the velocity vectors in both the abscissa and ordinate 
directions.  Vectors outside the ranges ௫ܸ ൌ 10	 േ 10 m.s-1 and ௬ܸ ൌ 10	 േ 10 m.s-1 were 
removed.  As a next step, a median filter was used.  In this step, velocity vectors in the time-
average PTV vector map were removed if they were larger than 1.8 times the RMS (root mean 
square) of their neighbouring velocity vectors.  An individual velocity vector is based upon the 
correlation peak between corresponding interrogation windows in successive images.  If a 
velocity vector is removed due to the aforementioned criterion, it is replaced by another vector, 
that relates to the next highest peak in the correlation, if, it is less than 2.2 times the RMS of the 
neighbouring velocity vectors.  If the second highest peak does not fit the third highest peak is 
tested and so on.  From the aggregated PTV velocity vector map (Figure 3-26), a velocity 
profile can be generated (see Figure 3-27).  The velocity profiles presented in Chapter 5 and 
Chapter 6 have been curve-fitted using the TableCurve 2D software package produced by Systat 
Software.   
 




Figure 3-26: Aggregated PTV vectors for a given time series of LIF images at a fixed 
superficial velocity Um and input oil fraction φin combination 
 
 
Figure 3-27: Flow velocity profile.  The dotted red line indicates the average interface level ߤு 
for the particular flow run (superficial velocity Um and input oil fraction φin combination) 
analysed
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Table 4-1: Categorisation of observed flow regimes 
Flow Regime Categories  Flow Regimes 
Stratified Flow 
Stratified flow 
Stratified flow with droplets 
Mixed Flow 
Oil droplet layer 
Glycerol solution droplet layer 
Three-layer flow 
Two-Layer, Dispersed 
Over/Under Continuous Flow 
Oil dispersion over glycerol solution flow 
Oil flow over glycerol solution dispersion 
Dispersed Flow 
Oil continuous dispersed flow 




The observed flow regimes are in good general agreement with previous observations 
(Soleimani, 1999; Lovick and Angeli, 2003; Hussain, 2004).  However, some regimes observed 
in previous investigations were not seen in the current study.  Some investigators reported the 
establishment of oil-annulus annular flows (Russell et al. 1959; Charles et al. 1961; Hasson et 
al. 1970; Arirachakaran et al. 1989).  In addition, Charles et al. (1961) and Hasson et al. (1970) 
reported the presence of water-annulus annular flow and oil-slugs-in-water.  Neither annular or 
slug flow were observed in the current experimental campaign. 
 
The absence of oil-annulus annular flow in the current campaign aligns with the findings and 
conclusions of Arirachakaran et al. (1989) who attributed the presence of annular flow to the 
physical properties of the oil phase.  Specifically, that as the oil viscosity decreases the range of 
conditions (the input oil phase fraction φin and the superficial mixture velocity Um) over which 
oil-annulus flow is observed diminishes, i.e., the oil is not dense and viscous enough to sustain a 
water core.  Arirachakaran et al. (1989) reached this conclusion following an experimental 
campaign involving four different oils, each with a different viscosity; for the lowest viscosity 




oil (ߤ୭୧୪ ൌ 4.7 mPa. s) oil-annulus annular flow was not observed.  Angeli (1995), Nadler and 
Mewes (1995), Soleimani (1999) and Hussain (2004) did not observe the existence of annular 
flows but their results are consistent with those  of Arirachakaran et al. (1989) as they all used 
oils with viscosity values below the oil viscosity value (ߤ୭୧୪ ൌ	4.7 mPa.s) for which 
Arirachakaran et al. (1989) did not observe annular flow. 
 
However, several investigators observed annular flow when using oils with viscosities 
ߤ୭୧୪ ൐ 4.7	mPa. s.  For example, Hasson et al. (1970) used an oil viscosity ߤ୭୧୪ ൌ	21.7	mPa. s; 
Charles et al. (1961) used oils of viscosity ߤ୭୧୪ ൌ	6.27	mPa. s and ߤ୭୧୪ ൌ	65	mPa. s, and; 
Oglesby et al. (1979) used an oil of viscosity ߤ୭୧୪ ൌ 84	mPa. s.  Hasson et al. (1970) attributed 
the presence of water-annulus annular flow to the preferential wetting properties of water.  The 
absence of annular flows has also been attributed to the effect of relative densities of the two 
test fluids.  Those who observed the regime (Hasson et al. 1970; Charles et al. 1961) employed 
fluids of similar densities, i.e., ߩ୭୧୪ ߩୟ୯⁄ ൎ 1.  Investigators who used fluids with density ratios 
dissimilar to unity, e.g. ߩ୭୧୪ ߩୟ୯⁄ ൎ 0.8 (Kurban 1997, Angeli,1996, Soleimani, 1999 and 
Hussain,2004) did not observe annular flow.  The density ratio of the fluids used in the present 
study is ߩ୭୧୪ ߩ୥ୱ⁄ ൎ 0.66. 
 





Figure 4-2: Flow regime map 
 
The locations of the flow patterns observed in the present experiments are shown in Figure 4-2 
as a function of total mixture superficial velocity and input oil fraction.  From the flow regime 
map (Figure 4-2) it can be seen that the smooth stratified flow regime is observed for all 
investigated oil input phase fractions (φin ൌ 0.25 to 0.75) at superficial mixture velocities of 
Um ൌ 0.07 m.s-1.  As the total superficial velocity increases, different arrangements of stratified 
flow with droplets were observed up to the onset of three-layer flow at a superficial mixture 
velocity of Um ൌ 0.36 m.s-1.  As the superficial mixture velocity increases further, the range of 
oil input phase fractions over which three-layer flow is observed diminishes and dispersed flows 
are seen to cover a boarder range of oil input phase fractions.  Oil dispersions are found at 
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Oil Droplet Layer
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increasingly higher oil input phase fractions and glycerol solution dispersions at increasingly 
lower oil input phase fractions as the superficial mixture velocity increases.   
 
A notable finding in the present work has been the positive identification of three-layer flows 
(e.g., see Figure 4.1(e)).  Three-layer flow is characterised by distinct continuous oil and 
glycerol solution phase regions at the top and bottom of the pipe respectively with a highly 
mixed zone between them.  There have been some reports of such flows (Angeli and Hewitt, 
2000a,b; Soleimani, 1999; Hussain, 2004), but the present investigation sheds further light onto 
their nature.  Lovick and Angeli (2004) reported a dual continuous flow regime that is 
characterised by both phases retaining their continuity at the top and bottom of the pipe while 
each phase is dispersed, at various degrees, into the continuum of the other (see Figure 2-18).  
This description has a large degree of commonality with three layer flow.  The flow regime map 
constructed from the PLIF images is presented in Figure 4-2.  
 
An earlier version of the experimental facility employed in this study was used in the liquid-
liquid flow studies by Soleimani (1999) and Hussain (2004).  Hence, one can make direct 
comparisons with the flow regime maps of these investigators.  The fundamental modification 
has involved the replacement of the water phase used in the previous investigations with a 
glycerol solution containing a small concentration of a fluorescent dye.  The use of the glycerol 
solution allows matching of the refractive indices of the two fluids; an essential requirement for 
the generation of PLIF images free of distortion arising from refraction.  In the present 
experiments, the heavier (glycerol solution) had a density somewhat higher than water 
(1213.3	kg.mିଷ) and a viscosity much higher than water (82.3 mPa. s). It is interesting to 
observe the effect of these changes in physical properties on the resulting flow regimes.  
Hussain (2004) reported stratified wavy flow at higher superficial mixture velocities (up to 
Um ൌ3 m.s-1), whereas in the current campaign the limit for stratified flow is Um ൌ0.3 m.s-1.  
Furthermore, Hussain (2004) reported three layer flow in the oil fraction range φin ൌ 0.2 to 0.5 




which is different to the range observed in the current experiments, namely φin ൌ 0.3 to 0.7.  
Soleimani (1999) found the onset of stratified wavy flow with droplets and the onset of three 
layer flows occur at lower superficial mixture velocities than found in the present experiments.  
There is a significant overlap in the superficial mixture velocity and oil fraction combinations 
between the three layer flow regime observed in the present study with the dual continuous flow 
regime reported by Lovick and Angeli (2004).  Lovick and Angeli (2004) reported the onset of 
dual continuous at   Um ൌ0.80 m.s-1 and that, as the superficial mixture velocity increases, the 
range of oil input fractions over with the regime is observed diminishes; this behaviour is 
similar to that for three layer flows in the present experiments.    
 
Another pertinent finding of the present campaign has been the positive identification of 
secondary and multiple dispersions.  Such dispersions have been widely reported in agitated 
vessels (Luhning and Sawistowski, 1971; Pacek and Nienow, 1995 and Liu et al, 2005).  
However, their presence in two-phase dispersed flows has been reported less widely.  Pal (1993) 
observed secondary dispersions in pipeline flow exclusively around the transition from water-
in-oil (w/o) to oil-in-water (o/w) dispersions.  However, in the current campaign secondary 
dispersions were not limited to the ambivalent range (see Section 2.3 for details).  This is 
illustrated in Figures 4-3(a) and 4-3(b) in which oil-in-glycerol solution-in-oil (i.e. o/w/o) and 
glycerol solution-in-oil-in-glycerol solution droplets (i.e. w/o/w) are observed at φin ൌ 0.13 and 
φin ൌ 0.87, respectively. 
 
The results are in agreement with the findings of Liu (2005) who found that both water-in-oil-
in-water (w/o/w) and oil-in-water-in-oil (o/w/o) droplets could appear under the same 
experimental conditions.  This is shown in Figures 4.3(b) and 4.4(a) in which both oil-in-
glycerol solution-in-oil (i.e. o/w/o) and glycerol solution-in-oil-in-glycerol solution (i.e. w/o/w) 
droplets can be seen.  Multiple dispersions were also observed, Figure 4.4(b) shows a ternary 
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this section is the phase fraction of the dispersed phase φdisp above and below the interface i.e., 
the glycerol solution phase fraction entrained in the oil above the interface and the oil entrained 
in the glycerol solution below the interface.  This has been achieved by coupling the phase 
distribution profiles with the respective interface level H measurements as detailed in Section 
4.6.   Measurements of the entrained fraction can be used to determine effective viscosity of 
each layer (aqueous phase continuous and oil phase continuous) by accounting for the presence 
of droplets in the respective layers. This in turn yields a revised viscosity ratio (of the fluid 
above the interface to that of the fluid below the interface), which is a key input required for the 
closure of predictive techniques to predict the in-situ phase fraction (Section 4.5).  
 
Figure 4-5 shows vertical oil phase fraction profiles φത(y) (defined in Equation 3.3) for the full 
range of oil fractions φin and with selected superficial mixture velocities Um of: (a) 0.07 m.s-1, 
(b) 0.14 m.s-1, (c) 0.21 m.s-1 and (d) 0.29 m.s-1.  Figure 4.6 shows vertical phase profiles φത(y) for 
the full range of superficial mixture velocities Um and selected input oil fractions φin of: (a) 
0.25, (b) 0.50 and (c) 0.75. 
 







 (c) (d)  
Figure 4-5: Vertical oil phase fraction profiles φത(y) at different input oil fractions φin for a 
superficial mixture velocity Um of: (a) 0.07 m.s-1; (b) 0.14 m.s-1; (c) 0.21 m.s-1, and; (d) 
0.29 m.s-1 
 
From inspection of Figures 4-5 and 4-6 one can infer that there are three distinct regions in the 
flow; an oil zone at the top of the channel, an aqueous phase zone at the bottom of the channel 
and a mixed region between them.  This zone categorisation of the flow is illustrated in Figure 
4-7. 
 



























































































































































 (a) (b) 
 
 (c) 
Figure 4-6: Vertical oil phase fraction profiles φത(y) for different superficial mixture velocities 
Um at an input oil fraction φin of: (a) 0.25, (b) 0.50, and (c) 0.75 
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A constant gradient transition from the glycerol zone to the oil zone (i.e. φ ൌ 0 to φ ൌ 1), such 
as that for φin ൌ 0.74 and Um ൌ 0.14 m.s-1 shown in Figure 4-5(b), can be explained by the 
presence of waves at the interface of regular frequency ݂ and constant amplitude ܣ, such as the 
case of a sine wave at the interface, see Figure 4-9(a).  When time-averaged, results for such an 
interface configuration have the form shown in Figure 4-9(b). 
 
   
 (a) (b) 
Figure 4-9: (a) Sine wave profile, and; (b) the associated phase distribution profile 
 
Figure 4-5 shows that as the input oil fraction increases the height of the glycerol zone 
decreases.  In addition, one can observe from Figures 4-5 and 4-6 that as the superficial mixture 
velocity increases the height of the mixed zone increases, i.e., the gradient of the transition 
between the glycerol zone the oil zone increases; this is more clearly seen in Figure 4-10(a).  If 
one looks beyond the scope of the superficial mixture velocities analysed in this study to those 
investigated by Soleimani (1999) it can be seen that this trend would be expected to continue all 
the way to fully dispersed flows in which there the phase fraction is constant along the vertical 
axis of the channel. From Figure 4-10(b) it can be seen that for a low superficial mixture 
velocities, the height of the mixed zone has a maximum at an oil input phase fraction of 


































































1) the aforementioned trend continues, though peaks in the mixed zone height are also seen at 
low and high oil input phase fractions.   
 
  
 (a) (b) 
Figure 4-10: Height of Interface Zone for as a function of (a) superficial mixture velocities Um 
for constant input oil fraction φin; (b) input oil fraction φin for constant superficial mixture 
velocities Um 
 
The presence of droplets and the non-uniform wave characteristics of dual continuous flow give 
rise to more complex features in the vertical phase distribution profiles, such as seen at the 
points labelled “a” and “b” in Figure 4-5(d), both for a superficial mixture velocity of 
Um ൌ 0.29 m.s-1 and oil input phase fraction of φin ൌ 0.13 and φin ൌ 0.25, respectively.  This 
“S” shape in the mixed region (see Figure 4-7) can be explained by the presence of an oil 
droplet layer below the interface.  Figures 4-11(a) and 4-11(b) present instantaneous images of 
the flow for both of these conditions showing that there is an oil-droplet layer below the 
interface. 
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One key liquid-liquid flow phenomenon which is dependent on the in-situ phase fraction is 
phase inversion (see Section 2.3).  This phenomenon, i.e., the transition from an oil-in-water 
dispersion to a water-in-oil dispersion, is associated with a sharp peak in the mixture viscosity 
(see Figure 2-23), and thus in turn, a sharp peak in the pressure drop.  If one considers 
multiphase flow production lines from oil wells, there can be significant ramifications from 
operating in this region.  The higher viscosity can increase the pumping requirements and 
furthermore, result in pressure surges that risk exceeding the maximum arrival pressure of the 
facility the oil lines feed into.  Thus with accurate prediction of the in-situ phase fractions one 
can set and monitor the input conditions so as to ensure they do not encounter the issues 
associated with phase inversion and continue to operate in a preferred flow regime.  The sound 
prediction of in-situ phase fraction is also a key parameter for predicting heat transfer from flow 
lines.  A comprehensive grasp of the heat dissipation from flow lines is essential as it allows the 
prediction of the in-situ fluid temperature, which is the controlling parameter in the formation of 
solid phases such as waxes and hydrates. Knowledge of the fluid temperature in these cases is a 
key factor in designing systems for the mitigation of solid formation.  
 
This section presents the in-situ phase fraction experimental results and assesses the suitability 
of various prediction techniques for characterising it.  In addition, comparison of the results 
obtained for in-situ phase fraction 〈φ〉y,t, as a function of the input phase fraction φin, with 
results obtained for other systems is evaluated as a means to gain insight in the influence the 
physical properties of the test fluids.  
 
The results for the in-situ oil phase fraction 〈φ〉y,t (from Equation 3.5) are shown in Figure 4-12.  
It can be seen that the in-situ phase fraction 〈φ〉y,t is lower than the input oil fraction φin for 
almost all flow conditions, indicated by the data points in the figure lying below the straight line 
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.  Now, bearing in mind that Yoil ൌ Ygs ൌ HT/2 we obtain: 
 






Hence, φmod,2 ൌ φin can be evaluated from the ratio of the average/bulk velocities of each liquid 
in the co-current flow, which is derived from differential momentum balances: 
 
















ቆ7ߤ୥ୱ ൅ ߤ୭୧୪ߤ୥ୱ ൅ ߤ୭୧୪ ቇ 
(4.8) 
 







଻ఓౝ౩ାఓ౥౟ౢ൰   
(4.9) 
 
and finally from Equation 4.5:  
 
߮୫୭ୢ,ଶ ൌ ௠ା଻௠ାଵସା௠షభ    (4.10) 
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Hence the following expression is obtained for the slip ratio: 
 
ܵ ൌ ൬ φinଵିφin൰ . ൬
ଵି〈ఝ〉೤,೟
〈ఝ〉೤,೟ ൰    
(4.14) 
 
One can see that under homogenous flow conditions, i.e., when S = 1, Equation 4.14 reduces to 
φin ൌ 〈φ〉y,t.  The homogenous flow model is denoted by the thin sold line labelled S = 1 in 
Figure 4-12. 
 
It is seen that this approach over-predicts the in-situ phase fraction, with the extent of the over-
prediction increasing with an increasing oil input fraction (this will be accounted for and 
explained to a large extent for in the further analysis below).  Hence, a slip ratio of S = 1 does 
not adequately characterise the experimental results contained herein. 
 
In a bid to address the predictive shortcoming of this approach, Figure 4-14 investigates whether 
a single S value, or alternatively an expression, can be used to characterise these flows.  
 
  
 (a) (b)  
Figure 4-14: Experimental results and correlations for: (a) slip ratio S as a function of input oil 
fraction φin, and: (b) in-situ oil phase fraction 〈φ〉y,t as a function of input oil fraction φin 

















































y, t = 0.4111in+0.1099
y, t = in/[(5.8251in-0.1448)(1-in)+in]




It can be seen in Figure 4-14(a) that the fluids do not have a slip ratio of S = 1 except at the low 
end of input oil phase fractions φin. This observation gives further confirmation of the 
inadequacy of the homogeneous flow model to characterise the results presented in this chapter.  
 
From Figure 4-14(a) a “best fit” correlation for the slip ratio is shown, the equation for which is:  
 
ܵ ൌ 5.8251߮୧୬ െ 0.1448    (4.15) 
 
From Figure 4-14(b) it can be seen that using the above correlation for the slip ratio coupled 
with Equation 4.14 offers a better correlation between the input oil phase fraction φin and the in-
situ phase fraction 〈φ〉y,t compared with a simple linear relationship.  The plot presented in 
Figure 4-14(b) (given by the solid blue line) is of the relation:  
 
〈φ〉y,t ൌ ߮୧୬ሺ5.8251߮୧୬ െ 0.1448 ሻሺ1 െ ߮୧୬ሻ ൅ ߮୧୬ 
(4.16) 
 
One significant shortcoming of Figure 4-14(a) and ultimately of Equation 4.16 is that the 
superficial mixture velocity is not accounted for, and as seen in Figure 4-12, the in-situ phase 
fraction is a function of this the superficial mixture velocity.   
 
Figure 4-15 examines the effect of the input oil phase fraction φin on the slip ratio S at constant 
superficial mixture velocities Um.  The figure includes a comparison with the experimental data 
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Figure 4-15: Slip ratio S as a function of input oil fraction φin for different superficial mixture 
velocities Um PLIF data is presented in blue and the results from Lovick and Angeli (2004) are 
presented in red) 
 
Figures 4-16 and 4-17 compare the in-situ phase fraction results of Russell et al. (1959) and 
Lovick and Angeli (2004) with the present PLIF results and examine the ability of φmod,1 to 
predict their data using the revised form of Equations 4.1 to 4.4 for flow in a circular cross-
sectional pipeline, given in Equation 5.6 in Chapter 5.  It should be noted that Figure 4-16 does 
not distinguish between the different constant superficial mixture velocities investigated.  
However, this distinction is made in Figure 4-17. 
 

















Um = 0.07 m/s
Um = 0.14 m/s
Um = 0.22 m/s
Um = 0.14 m/s
Um = 0.80 m/s (Lovick and Angeli, 2004)
Um = 3.00 m/s (Lovick and Angeli, 2004)





Figure 4-16: In-situ fraction 〈φ〉y,t as a function of input oil fraction φin compared with data 
from Lovick and Angeli (2004) and Russell et al. (1959) 
 
The first notable observation is that the φmod,1 predictive curves for the Russell et al. (1959) and 
Lovick and Angeli (2004) data (red and black lines) occupy the opposite side of the S = 1 line 
(i.e., the 〈φ〉y,t ൐ φin region) than that occupied by the φmod,1b predictive curve for the present 
PLIF data (blue line), i.e.,  〈φ〉y,t ൏ φin.  This can be attributed to the viscosity ratio of the fluids.  
The laminar drag model predicts that the in-situ oil phase fraction will be less than the input oil 
phase fraction when the oil viscosity is less than that of the other fluid (in this case, glycerol 
solution) and the oil density is less than that of the other fluid.  Whereas, the laminar drag model 
predicts that the in-situ oil phase fraction will be greater than the input oil phase fraction when 
the oil viscosity is greater than that of the other phase and again, has the lower density of the 
two fluids.  This is observed in the experimental results.  In the current campaign, 
μoil μaqൗ ൎ 0.04 whereas for Lovick and Angeli (2004) and Russell et al. (1959), the ratio values 
were 
μoil μwൗ ൎ 6 and 
μoil μwൗ ൎ 18, respectively.  It can be seen from Figure 4-16 that the 
predictive φmod,1 curve for Lovick and Angeli (2004) is closer to the S = 1 line compared with 
the predictive curve for Russell et al. (1959) data.  The viscosity ratio for the fluids used by 
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Russell et al. (1959)
mod,1b(PLIF Data)
mod,1(Lovick and Angeli, 2004)
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mod,2(Lovick and Angeli, 2004)
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Lovick and Angeli (2004) is closer to unity than those used by Russell et al. (1959).  Hence, as 
μoil μaqൗ → 1, S → 1 and a flow in which 〈φ〉y,t tends to φin occurs. 
 
Figure 4-17 presents the data of Lovick and Angeli (2004) and Russell et al. (1959) for a range 
of constant superficial mixture velocities.  It can be seen that the trend observed in Figure 4-14 
– that as the superficial mixture velocity increases the in-situ oil phase fraction 〈φ〉y,t  tends 
towards the input oil phase fraction φin and hence, towards homogenous flow – is again seen 
from the data plotted in this form.  
 
 
Figure 4-17: In-situ fraction 〈φ〉y,t as a function of input oil fraction φin for different superficial 
mixture velocities Um for data by Lovick and Angeli (2004) and Russell et al. (1959) 
 
Consideration of Figures 4-12, 4-16 and 4-17 together leads to the observation that at low 
superficial mixture velocities a laminar drag model provides excellent agreement with the 
experimental results, and as the superficial mixture velocity increases the flow becomes 
sufficiently well mixed (i.e., it is in the dispersed flow regime) that φin ൌ 〈φ〉y,t can be evaluated 
via the homogenous flow model (i.e. S = 1). 































mod,1(Lovick and Angeli, 2004)
mod,1(Russell et al. 1959)
Um = 0.80 m/s (Lovick and Angeli, 2004)
Um = 3.00 m/s (Lovick and Angeli, 2004)
Um = 0.22 m/s (Russell et al. 1959)
Um = 0.55 m/s (Russell et al. 1959)




These two conditions, i.e., smooth stratified flow and dispersed flow, present the extreme 
conditions of an envelope in which the in-situ phase fraction can be found.  This is presented in 
Figure 4-18.  The complexity arises in predicting the in-situ phase fraction at intermediate flow 
regimes, i.e., the flow regime termed dual continuous flow by Lovick and Angeli (2004) and 
three-layer flows in the current study. Here, both phases are dispersed at various degrees into 
the continuum of the other.  This underpins the need for a modified form of the two-fluid model 
that accounts for the entrainment of one phase in a continuum of the other in dual continuous 
flows.  The information on phase distribution detailed in Section 4.4 can begin to provide an 
insight into phase entrainment to make these developments.   
 
 
Figure 4-18: In-situ phase fraction envelope 
 
Section 4.8 presents a revised approach for the laminar drag model to account for the 
entrainment of one phase in a continuum of the other to enable the prediction of the in-situ 
phase fraction beyond the smooth stratified flow regime.   
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Figure 4-19 shows the interface level H as a function of input oil fraction φin for fixed 
superficial mixture velocities from Um ൌ 0.07 to 0.29 m.s-1, while Figure 4-20 shows the 
interface level H as a function of superficial mixture velocities Um for given oil fractions 
ranging from φin ൌ 0.25 to 0.75.  The results presented are for the mean values and for the 95% 






Figure 4-20: The mean (μ) and upper (μ + 2σ) and lower (μ – 2σ) limits for the interface level H 
as a function of superficial mixture velocity Um for input oil fractions φin of: (a) 0.25, (b) 0.50, 
and (c) 0.75.  Points a, b, c; k, l, m; and x, y, z correspond to the example images and 
probability histograms in Figures 4-23, 4-24 and 4-25 respectively   
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where ܺ୓୛ଶ  is the Martinelli parameter given by ܺଶ ൌ ఓoil௨oilఓw௨w  and ݄ is the dimensionless 
interface height ݄ ൌ ுு౐. 
 
For gas-liquid flow a revised version of Equation 4.16 was presented: 
 
ሺ1 െ ݄ሻଷ െ ቆ 2ܺீ௅ଶ ቇ ݄
ଶሺ1 ൅ ݄ሻ ൌ 0 (4.17) 
 
Predicted interface level curves based on Equations 4.16 and 4.17 are plotted along with the 
experimental results in Figures 4-22(a) and 4-22(b), respectively.  The Hall and Hewitt liquid-
liquid flow model over-predicts the observed liquid levels, the over-prediction increasing with 
increasing superficial velocity and oil input fraction. This over-prediction probably arises 
because the interface is disturbed (and hence rough) whereas the model assumes a flat interface. 




 (a) (b) 
Figure 4-22: Interface Level H as a function of input oil fraction φin for different superficial 
mixture velocities Um featuring interface level models presented by Hall and Hewitt (1993) for: 
(a) stratified liquid-liquid flow, and (b) stratified gas-liquid flow 


























Um = 0.07 m/s
Um = 0.14 m/s
Um = 0.22 m/s
Um = 0.29 m/s


























Um = 0.07 m/s
Um = 0.14 m/s
Um = 0.22 m/s































es 4-23 to 4
to construc
ctively.  Fro
















2 and x2 → z
perficial mi
widens.  We













 of the imag























es (a1 → c1,
onclude tha
ity Um whi
ct that at a l











 k1 → m1 an
t the mean in





 φin ൌ 0.25
ively.  Data 







r 4: Square S
s for the poi
Figures 4-2






; (a2), (b2) a
corresponds




















 to Points a, 
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 (a2) (b2) (c2) 
Figure 4-24: Flow images with superficial mixture velocities Um of: (k1) 0.07 m.s-1, (l1) 0.14 
m.s-1, (m1) 0.29 m.s-1, all at an input oil fraction φin ൌ 0.50; (k2), (l2) and (m2) show the 
probability histograms for the same conditions respectively.  Data corresponds to Points k, l and 
m, as labelled in Figure 4.23(b) 
 
From inspection of Figures 4-23 to 4-25 it is seen that at low superficial mixture velocities the 
interface is found only over a narrow vertical range i.e., as seen in Figure 4-23(a2), thus fits with 
the classification of smooth stratified flow.  As the superficial mixture velocity increases, it is 
seen that the range of vertical heights over which it is found widens, with the flow first 
transitioning into stratified wavy flow, and then, as the superficial mixture velocity continues to 
increases the flow becomes increasingly disturbed resulting in droplet formation, i.e., the flow 
regime being mixed flow (see Table 4-1).  This is coupled with a further widening of the range 
of interface level heights; see Figures 4-24(c2) and 4-25(z2).   
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 (a) (b) 
Figure 4-27: Mean droplet diameter μd for: (a) varying input oil fraction φin and constant 
superficial mixture velocities Um ൌ 0.14 m.s-1, 0.22 m.s-1 and 0.29 m.s-1, and (b) varying 
superficial mixture velocity Um and a constant input oil fraction of φin ൌ 0.5.  Points a, b and c 
correspond to the probability histograms in Figures 4-28 (for oil) and 4-29 (for glycerol-water).  
Red symbols represent glycerol-solution droplets and blue symbols for oil droplets 
 
At the lowest tested input oil fraction φin no glycerol solution-in-oil (w/o) droplets are observed 
and the droplets are exclusively of oil-in-glycerol solution (o/w).  Starting from an input oil 
fraction φin ൌ 0.1 – 0.3, Figure 4-27(a) indicates that the average oil droplet diameter μd,oil 
increases monotonically with an increasing input oil fraction φin.  This is the case for all three 
tested superficial mixture velocities, Um ൌ 0.14 m.s-1, 0.22 m.s-1 and 0.29 m.s-1.  When the input 
oil fraction reaches φin~ 0.5, glycerol solution droplets begin to appear in the flow together with 
the oil droplets, and as the input oil fraction φin is increased further the number of oil droplets 
observed in the flow decreases quickly and the flow becomes dominated by glycerol solution 
droplets.  Interestingly, as the input oil fraction φin is increased in the range φin ൐ 0.5 the 
average oil droplet diameter μd,oil tends generally to become smaller.  This trend, however, is 
not as clear for the highest superficial mixture velocity of Um ൌ 0.29 m.s-1 (at least with the 
investigated envelope of Um), for which the average oil droplet diameter remains in the range 




























Um = 0.14 m/s
Um = 0.22 m/s
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μd,gs ൌ 	2.4 – 2.9 mm (or, μd,gs ≅ 2.6 mm to within 10% that is comparable to the experimental 
uncertainty in this measurements) between φin ൌ 0.5 and φin ൌ 0.87.  While noting this 
exception, if one considers all (both glycerol solution and oil) droplets in the flow it is possible 
to conclude by considering Figure 4-27(a) that the mean droplet size in the flow increases, 
reaches a maximum at around φin~ 0.5 and then decreases again as the input oil fraction φin is 
increased.  The peak in the mean droplet diameter μd  occurs in the range 0.5 ൏ φin ൏ 0.6.  This 
is consistent with the finding of Pal (1993) who observed a peak in Sauter mean diameter (when 
measured as a function of water concentration) around the water-in-oil to oil-in-water phase 
inversion point, though it must be stated that those results were generated in a dispersed flow 
regime.  The peak was found at a water concentration of 30%, which is comparable with the 
glycerol solution concentration at which the peak occurs in the current study. 
 
Having considered the effect of varying the input oil fraction of φin at constant superficial 
mixture velocities Um, Figure 4-27(b) shows results of mean droplet size as a function of 
superficial mixture velocity Um but for a given (fixed) input oil fraction of φin ൌ 0.5.   This 
value was chosen as it corresponds to conditions in which both glycerol solution and oil droplets 
exist concurrently in the flow.  The mean oil droplet diameter μd,oil increases slightly (by about 
15%) and then decreases significantly (by about 36%) as a result of the increase in the 
superficial mixture velocity Um from 0.14 m.s-1 to 0.22 m.s-1, and then to 0.29 m.s-1.  At the 
same time, the mean glycerol solution droplet diameter μd,gs remains approximately constant at 
low superficial velocities Um from 0.14 m.s-1 to 0.22 m.s-1, and then decreases by about 12% at 
high velocities Um ൌ 0.29 m.s-1.  From Figure 4-27(b) and if all droplets in the flow are taken 
into consideration, it is found that the mean droplet size is small at both low and high superficial 
mixture velocities Um and is largest at intermediate velocity values, which is in this work is 
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μd,oil.  This reveals a strong preference for a certain size of droplet at low and high velocities in 
the case of oil.  At intermediate superficial mixture velocities (i.e., Um ൌ 0.22 m.s-1) some 
spreading is apparent, in particular at larger diameters, which explains the slight increase in the 
mean oil droplet diameter μd,oil shown directly in Figure 4-27(b). 
 
     
 (a1) (b1) (c1) 
   
 (a2) (b2) (c2) 
Figure 4-29: Flow images with superficial mixture velocities Um of: (a1) 0.07 m.s-1, (b1) 
0.22 m.s-1, (c1) 0.29 m.s-1, all at an input oil fraction φin ൌ 0. 5; (a2), (b2) and (c2) show the 
glycerol solution droplet size distribution probability histograms for the same conditions 
respectively.  Data corresponds to Points a, b and c, as labelled in Figure 4-27(b) 
 
On the other hand, although glycerol solution droplets are more broadly distributed as stated 
previously, when the superficial mixture velocity Um is increased from 0.07 m.s-1 to 0.22 m.s-1, 
the distribution broadens even further and gives rise to a higher probability of having both 
smaller and larger glycerol solution droplets.  Then, at the even higher superficial mixture 
velocity of Um ൌ 0.29 m.s-1, the probability of finding larger droplets in the flow decreases, as 
the probability of finding smaller ones continues to increase.  Importantly, this latter observation 
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 (a) (b) 
Figure 4-30: Oil phase fraction as a function of input oil phase fraction φin  for different 
superficial mixture velocity Um: (a) above the interface level, and (b) below the interface level 
 
  
 (a) (b) 
Figure 4-31: Oil phase fraction as a function of superficial mixture velocity Um for different 
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From inspection of Figure 4-32 it can be seen that accounting for the phase distribution (i.e., the 
phase fraction of the dispersed phase above and below the interface) coupled with φmod,1b  
provided excellent agreement with the experimental data and a marked improved on just using 
the viscosity ratio of the individual fluids.  In essence, the viscosity ratio and the superficial 
mixture velocity are the fundamental parameters that have to be accounted for in order to 
adequately predict the in-situ phase fraction.  As ߤoil ߤaqൗ → 1 and the superficial mixture 
velocities Um increases the in-situ phase fraction tends 〈φ〉y,t to the input phase fraction φin. 
 
  
 (a) (b)  
  
 (c) (d)  
Figure 4-32: In-situ fraction 〈φ〉y,t as a function of input oil fraction φin for superficial mixture 
velocities Um: (a) 0.07 m.s-1; (b) 0.14 m.s-1; (c) 0.21 m.s-1, and; (d) 0.29 m.s-1 
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horizontal liquid-liquid flows and has allowed a flow regime map describing this flow 
behaviour to be generated in a more unequivocal way.  Eight distinct flow regimes were 
observed.  These were approximated into four flow types:  (1) stratified flow; (2) mixed flow 
(i.e., a flow with two distinct continuous phase regions with droplets); (3) continuous oil-phase 
dispersion; and (4) continuous aqueous-phase dispersion. 
 
The investigated flows can be categorised generally as comprising three distinct zones, with a 
continuous oil phase at the top and a continuous glycerol-water phase at the bottom, separated 
by a mixed zone.  The vertical space covered by the mixed zone increased at higher superficial 
velocities.  The interface level (vertical height from the bottom of the channel) separating the oil 
and glycerol-water phases decreased when increased input oil fractions were tested, as expected, 
though it was also found that the measured in-situ oil phase fraction at the measurement plane 
was considerably lower than the oil phase fraction at the pipe inlet based on the supplied flow 
rates of oil and glycerol-water.  This was explained in terms of the different viscosities of the 
two liquids and the associated viscous drag in the channel that led to a considerable difference 
in bulk velocities in the measurement section.  At low input oil phase fractions the interface 
level was not affected by changes to the superficial mixture velocity.  However, at higher input 
oil fractions the interface height decreased as the superficial mixture velocity was increased.  
Higher superficial mixture velocities also led to increased fluctuations of the interface level and 
a smaller mean size of droplets in the flow.  Glycerol solution droplets were observed 
predominantly at the lower end of input oil fractions, whereas oil droplets were observed at the 
higher end.  For all tested mixture velocities, the mean droplet size increased initially, reached a 
maximum and then decreased as the input oil fraction was increased.  Further, for a fixed 
(intermediate) input oil fraction, the mean droplet diameters were largest at intermediate 
mixture velocities and smallest at high mixture velocities.  Of these two observations the more 
pronounced was the latter. 
 




Having considered the phase fraction and interface information provided by the analysis of the 
novel spatiotemporal measurements contained herein, the most important lesson learnt is that 
simplistic modelling approaches, such as the two-fluid model, are unlikely to be capable of 
representing adequately flows for such complexly mixed fluids.  For example, it was reported 
by Ishii and Mishima (1984) that their conventional one-dimensional two-fluid model exhibited 
a number of serious shortcomings, which mainly arose due to the inadequate treatment of phase 
distributions in the domain.  The experimental results presented here emphasise the existence of 
complex mixing patterns encountered in secondary (i.e., aqueous droplet in an oil droplet in a 
continuous aqueous phase – w/o/w, or oil droplet in an aqueous droplet in a continuous oil 
phase – o/w/o), and multiple (i.e., o/w/o/w and w/o/w/o, etc.) dispersions, as well as 
complexities at the interface in liquid-liquid flow.  Thus the current investigation underscores 
the need for these particular flow behaviours to be modelled in order to achieve accurate 
analytical descriptions of these important flows. 
 
Though interesting and informative results have been obtained with a square cross section duct, 
it would clearly be closer to industrial practice to use channels of circular cross section. In this 
latter case, and even with matching of the refractive index of the two fluids and the use of a 
transparent tube, the wall curvature can lead to significant image distortion. The work presented 
in Chapter 5 attempts to overcome this disparity by use of a circular cross section visualisation 
cell and a graticule method to a correct for the image distortion arising from the wall curvature 
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which comprised of a dispersed region and a continuous, unmixed region; and (4) dispersed 
flows.  These are the same as those identified in Chapter 4; the generalised grouping is 
presented in Table 4-1. 
 
A flow regime map relating the flow classifications to the input oil fraction φin and the 
superficial mixture velocity Um is presented in Figure 5-2.  From the flow regime map (Figure 
5-2) it can be seen that the stratified flow regime is observed up to a superficial mixture velocity 
of Um ൌ 0.34 m.s-1; this being 0.27 m.s-1 higher than the highest  superficial mixture velocity 
(i.e., Um ൌ 0.07 m.s-1) at which the stratified regime was observed for the square cross-section 
visualisation section (see Figure 4-2).  However, above a superficial mixture velocity of 








    
 (a) Stratified flow (b) Stratified flow with droplets 
    
 (c) Oil droplet layer (d) Glycerol solution droplet layer 
    
 (e) Three layer flow (f) Oil dispersion over glycerol solution 
    
  (g) Oil flow over glycerol solution dispersion (h) Glycerol solution dispersion 
  with glycerol solution film with glycerol solution film 
Figure 5-1: Images of the 8 distinct flow regimes observed in the circular cross section 
experimental campaign 
1 mm 




Above a superficial mixture velocity of Um ൌ 0.34 m.s-1 droplets are found at all oil input phase 
fraction and the flow is different forms of stratified flow with droplet i.e., above Um ൌ 0.34 m.s-
1 the flow has transitioned to dual continuous flow for all oil input phase fractions.  As the 
superficial mixture velocity increases, the range of oil input phase fractions covered by dual 
continuous flow diminishes and dispersed flows being to form at the oil input phase fraction 
extremes i.e., very low (near zero) and very high (near unity) oil input phase fractions.  
 
 
Figure 5-2: Flow regime map 
 
At a superficial mixture velocity of Um ൌ 0.84 m.s-1 the flow changes to three-layer flow at an 
oil input phase fraction of φin ൌ 0.5 and to dispersed flows at higher oil input phase fractions. 
Oil dispersions begin to form at an oil input phase fraction of φin ൌ 0.1 and glycerol solution 
dispersions begin to form at an oil input phase fraction of φin ൌ 0.9.  Compared with the flow 






























Stratified Flow with Droplets
Oil Droplet Layer
Three Layer Flow
Stratified Flow with Glycerol Solution Droplet Layer
Oil Dispersion over Glycerol Solution
Oil Flow over Glycerol Solution Dispersion with Film
Glycerol Solution Dispersion with Film




regime map constructed from the results obtained for the PLIF campaign using the square cross-
section visualisation cell (see Figure 4-2), the flow regime transitions occur at higher superficial 
mixture velocities for the circular tube case. For all the oil input phase fractions investigated, 
dual continuous flow was not seen for superficial mixture velocity below Um ൌ 0.34 m.s-1 
whereas, this transition occurred at a superficial mixture velocity of Um ൌ 0.07 m.s-1i in the case 
of the square cross-section duct. 
 
Furthermore, dispersions were observed at a superficial mixture velocity of Um ൎ 0.6 m.s-1 
when using the square cross-section duct, whereas the transition to dispersions is first seen at a 
superficial mixture velocity of Um ൎ 0.8 m.s-1 in the circular cross section duct. One possible 
explanation for these differences might be the extra turbulent mixing caused at the transition 
from the circular cross section duct to the square cross section duct in the experiments described 
in Chapter 4 (though every effort had been made to make this transition a smooth one).   
 
As was the case with the PLIF study presented in Chapter 4, the flow regimes are in good 
general agreement with those from previous studies (Soleimani, 1999; Lovick and Angeli, 2003; 
Hussain, 2004), yet some flow regimes identified by previous researchers were not observed in 
the present study.  Neither, oil-slugs-in-water (Charles et al., 1961; Hasson et al., 1970) nor 
annular flows (Russell et al., 1959; Charles et al., 1961; Hasson et al., 1970 and Arirachakaran 
et al., 1989) were observed in the current study.  This absence of annular flows is consistent 
with the observations of Angeli (1995), Nädler and Mewes (1995), Soleimani (1999) and 
Hussain (2004).  The absence of annular flows might be attributed to the fact that the oil phase 
used in investigations where annular flow was not observed (including the present experiments) 
was not dense and viscous enough to sustain an oil core. 
 
The regime transitions observed with the circular pipe section relate much more closely to the 
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Figure 5-3: Vertical oil phase fraction profiles φത(y) for different superficial mixture velocities 
Um at an input oil fraction φin of: (a) 0.25; (b) 0.50, and; (c) 0.75 
 
From inspection of Figures 5-3 and 5-4 it can been seen that the flows show similar vertical 
distribution characteristics to those observed in the experimental study for square cross section 
ducts presented in Chapter 4.  Specifically, that the flow has three distinct regimes: (1) an oil 
region at the top of the pipe; (2) a glycerol solution region at the bottom of the pipe and; (3) a 
mixed region separating them.  This zone characterisation is illustrated in Figure 4-7 of Chapter 
4.   
 
 































































































































(c) (d)  
  
 (e) (f) 
Figure 5-4: Vertical oil phase fraction profiles φത(y) at different input oil fractions φin for a 
superficial mixture velocity Um of: (a) 0.11 m.s-1; (b) 0.17 m.s-1; (c) 0.22 m.s-1; (d) 0.28 m.s-1; 
(e) 0.34 m.s-1, and; (f) 0.42 m.s-1 








































































































































































































































For stratified flows (such as for the Um = 0.22 m.s-1 and φin = 0.12 case, presented in Figure 5-
4(c)) the mixed region covers a narrow vertical band.  Figure 5-5 presents instantaneous flow 
images for the flow under these conditions to demonstrate the flow is stratified.  As the oil input 
fraction increases for a given superficial mixture velocity, two observations are made: (1) the 
height of the glycerol solution at the bottom of the pipe decreases, and; (2) the vertical range 
covered by the mixed region increases i.e., the gradient of the transition from the glycerol 
solution region to the oil region increases (see Section 5.4.1).  From inspection of Figure 5-3 it 
is seen that the gradient of the transition from the glycerol solution region to the oil region (i.e., 
the height of the mixed region) also increases as the superficial mixture velocity increases for a 
given oil input fraction.  The three aforementioned findings concur with the findings presented 
in Chapter 4.  As discussed in Chapter 4 (Section 4.3), Soleimani (1999) and Hussain (2004) 
presented phase distribution profiles but for higher superficial mixture velocities (Um ≈ 2-3 m.s-
1) than analysed in the current study.  Their results indicate that the gradient of the transition 
from the aqueous phase (glycerol solution in the present study) region to the oil region increases 
until there is a constant oil phase fraction all along the vertical profile of the pipe.   
 
     
 (a) (b) (c) 
Figure 5-5: Instantaneous flow images for an oil input phase fraction  φin ൌ 0.12 and superficial 
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As was the case with the results presented in Chapter 4 (see Figure 4-12), it is seen from 
Figure 5-7 that the homogenous flow model over-predicts the in-situ phase fraction.  Again, the 
extent of the over-prediction increases with an increasing oil input fraction.  In a bid to address 
the predictive shortcoming of adopting a homogenous flow model, Figure 5-9 investigates 
whether a single S value or expression, can be used to characterise these flows.  
 
From Figure 5-9(a) it is evident that the use of the homogenous flow model (i.e., S = 1) gives a 
very poor characterisation of the flows of the current experimental campaign, albeit except at 
the lowest input oil phase fractions investigated.  The findings are the same as those of 
Chapter 4 (see Figure 4-14) and hence give further validation of the inadequacy of the 
homogeneous flow model to characterise the result for the flow matrix investigated (which are 
roughly the same for Chapters 4 and 5).    
 
  
(a) (b)  
Figure 5-9: Experimental results and correlations for: (a) slip ratio S as a function of input oil 
fraction φin, and: (b) in-situ oil phase fraction 〈φ〉y,t as a function of input oil fraction φin 
 
From Figure 5-9(a) a “best fit” correlation for the slip ratio is shown, the equation for which is: 
 


















































y, t = 0.5404in+0.0104
y, t = in/[(5.7177in+0.3626)(1-in)+in]




ܵ ൌ 5.7177߮୧୬ ൅ 0.3626 (5.7) 
 
This is rather similar to the “best fit” correlation for the slip ratio for the experimental results of 
Chapter 4.  To highlight the similarity, the in-situ phase fraction that can be calculated from the 
slip ratio correlations (Equations 5.7 and 4.15) i.e., Equations 4.16 and 5.8, are shown together 
in Figure 5-10.  The correlation for in-situ phase fraction derived from Equation 5.7 and 
Equation 4.14 (Equation 5.8 below) is seen to have excellent agreement with the experimental 
data and is (again) an improvement on using a linear expression to relate the input oil phase 
fraction to the in-situ phase fraction. 
 




Figure 5-10:  Comparison of the correlations for in-situ oil phase fraction 〈φ〉y,t as a function of 
input oil fraction φin for the square cross-section visualisation cell PLIF results (Equation 4.16) 
shown in blue and the circular cross-section visualisation cell PLIF results (Equation 5.8) shown 
in red 
 






























y, t = in/[(5.7177in+0.3626)(1-in)+in]
y, t = in/[(5.8251in-0.1448)(1-in)+in]




Due to the fact that the superficial mixture velocity is not accounted for in Figure 5-9, Figure 5-
11 examines the effect of the input oil phase fraction φin on the slip ratio S at constant 
superficial mixture velocities Um and includes a comparison with experimental data acquired by 
Lovick and Angeli (2004) for an oil-water system. 
 
 
Figure 5-11: Slip ratio S as a function of input oil fraction φin for different superficial mixture 
velocities Um PLIF data is presented in blue and the results from Lovick and Angeli (2004) are 
presented in red) 
 
The same conclusions can be drawn from Figure 5-11 as from Figure 4-15 in Chapter 4.  
Specifically, that for a given oil input phase fraction, as the superficial mixture velocity 
increases the slip ratio decreases.  For the reasons outlined in Section 4.5.3, it can again be 
deduced that as the superficial mixture velocity increases beyond a critical point, the flow is 
sufficiently well mixed (i.e., dispersed) that it can be can be adequately described via the 
homogenous flow model.  In Section 5.9 the slip ratio is linked to the velocity profile (and the 
associated flow regime) as a means to verify the conditions under which a homogenous flow 
model suitably describes the flows. 
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Figure 5-12: In-situ fraction 〈φ〉y,t as a function of input oil fraction φin for different superficial 
mixture velocities Um compared with data from Lovick and Angeli (2004) and Russell et al. 
(1959) 
 
As mentioned in Section 4.5, the difficulty arises when trying to predict the in-situ phase 
fraction between these two boundaries (stratified and dispersed flows), i.e., for dual continuous 
flows.  However, as was demonstrated in Chapter 4, good agreement with the laminar drag 
model can be obtained for dual continuous flow when effective viscosities are calculated for the 
fluid mixtures below and above the interface.  It will be demonstrated in Section 5.8 that very 
good agreement is yielded when using an amended form of the laminar drag model in which the 
entrainment of one fluid in a continuum of the other is accounted for to enable the viscosities of 
the flow above and below the interface to be deduced from the values for the single fluids.  As 
this has been demonstrated to work in Chapter 4, the undertaking has not been repeated herein, 
however, the principle is demonstrated pictorially by means of an envelope plot in Figure 5-13. 
 






























mod,1(Lovick and Angeli, 2004)
mod,1(Russell et al. 1959)
Um=0.17 m/s
Um=0.34 m/s
Um = 0.80 m/s (Lovick and Angeli, 2004)
Um = 3.00 m/s (Lovick and Angeli, 2004)
Um = 0.22 m/s (Russell et al. 1959)































































































































 as a 
.11 to 
194 








 (c) (d) 
Figure 5-14: The mean (μ) and upper (μ + 2σ) and lower (μ  a2σ) limits for the interface level H 
as a function of input oil fraction φin for superficial mixture velocities Um of: (a) 0.11 m.s-1; (b) 
0.17 m.s-1; (c) 0.22 m.s-1, and (d) 0.28 m.s-1 
 
The results reveal that, for a given superficial mixture velocity Um, the interface level decreases 
as the oil input fraction increases.  This trend is seen to be more prominent for higher superficial 
mixture velocities.  Figure 5-14 shows the interface level H as a function of superficial mixture 
velocity Um for a given oil input fraction ranging from φin ൌ 0.25 to 0.75.   
 
























































































































Figure 5-15: The mean (μ) and upper (μ + 2σ) and lower (μ  a2σ) limits for the interface level H 
as a function of superficial mixture velocity Um for input oil fractions φin of: (a) 0.25, (b) 0.50, 
and (c) 0.75.  Points a, b, c; k, l, m; and x, y, z correspond to the example images and 
probability histograms in Figures 5-16, 5-17 and 5-18 respectively 
 
Inspection of Figure 5-15 reveals that as the superficial mixture velocity Um increases, the mean 
interface level decreases for a given oil input fraction φin.  From comparison of Figures 5-15(a) 
to 5-15(c) it is seen that as the oil input oil fraction φin increases, the rate at which the interface 
level decreases for an increasing superficial mixture velocity Um increases. These trends are 
seen more clearly in Figures 5-21 and 5-22.  
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 (a1) (b1) (c1) 
 
 (a2) (b2) (c2) 
Figure 5-16: Flow images with input oil fraction φin of (a1) 0.25, (b1) 0.50, (c1) 0.75, all at a 
superficial mixture velocities Um = 0.11 m.s-1; (a2), (b2) and (c2) show the probability 
histograms for the same conditions respectively.  Data corresponds to Points a, b and c, as 
labelled in Figure 5-14(a) 
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 (x1) (y1) (z1) 
 
 (x2) (y2) (z2) 
Figure 5-17: Flow images with input oil fraction φin of (x1) 0.25 m.s-1, (y1) 0.50, (z1) 0.75, all at 
a superficial mixture velocities Um = 0.28 m.s-1; (x2), (y2) and (z2) show the probability 
histograms for the same conditions respectively.  Data corresponds to Points a, b and c, as 
labelled in Figure 5-14(d) 
 
Figures 5-16 to 5-18 present frames and the probability histograms for the points that have been 
used to construct the mean interface level plots shown in Figures 5-15(a) to 5-15(c), 
respectively.  From inspection of the images (a1 → c1, k1 → m1 and x1 → z1) and the histograms 
(a2 → c2, k2 → m2 and x2 → z2), one can conclude that the mean interface level μH decreases for 
an increasing superficial mixture velocity Um while at the same time the interface level 
fluctuation range widens.  We would expect that at a low superficial mixture velocity Um, when 
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 (a1) (b1) (c1) 
 
 (a2) (b2) (c2) 
Figure 5-18: Flow images with superficial mixture velocities Um of: (a1) 0.11 m.s-1, (b1) 0.17 
m.s-1, (c1) 0.28 m.s-1, all at an input oil fraction φin ൌ 0.25; (a2), (b2) and (c2) show the 
probability histograms for the same conditions respectively.  Data corresponds to Points a, b and 
c, as labelled in Figure 5-14(a) 
 
From inspection of Figures 5-16 to 5-20 it can be seen that at lower superficial mixture 
velocities the interface level is found to cover only a narrow range of vertical heights (see 
Figures 5-16(a2) and 5-18(a2)) consistent with a smooth stratified flow.  The height of the mixed 
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Figure 5-19: Flow images with superficial mixture velocities Um of: (k1) 0.11 m.s-1, (l1) 0.17 
m.s-1, (m1) 0.28 m.s-1, all at an input oil fraction φin ൌ 0.50; (k2), (l2) and (m2) show the 
probability histograms for the same conditions respectively.  Data corresponds to Points k, l and 
m, as labelled in Figure 5-14(b)   
 
The widening of the interface height range with increasing superficial mixture velocity is a 
manifestation of the corresponding increase of the amplitude of the waves on the interface and 
is probably linked to the onset and increase of turbulence in the flow as the superficial mixture 
velocity increases. Increased turbulence can lead to droplet formation and the entrainment of 
one phase in a continuum of another which can further widen the range of interface level 
heights. 
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 (a) (b) 
Figure 5-22: Interface Level H as a function of input oil fraction φin for different superficial 
mixture velocities Um featuring interface level models presented by Hall and Hewitt (1993) for: 
(a) stratified liquid-liquid flow, and (b) stratified gas-liquid flow 
 
It is seen that both predictive techniques capture the lowering of the interface level with an 
increasing oil input phase fraction.  However, the liquid-liquid model over-predicts the interface 
level for all flowing conditions investigated; the difference increases with an increasing oil input 
phase fraction for a given superficial mixture velocity.  The model for gas-liquid systems shows 
excellent agreement with the present experimental data. 
 
The breakdown in the ability of the Hall and Hewitt (1993) liquid-liquid model to accurately 
predict the interface level as the superficial mixture velocity increases can be attributed to the 
model assuming a flat interface between the two liquids.  However, and particularly at higher 
mixture velocities, the interface is not flat and is covered with waves. The Hall and Hewitt gas 
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 (a) (b) 
Figure 5-23: Mean glycerol solution droplet diameter μd,gs for: (a) varying input oil fraction φin 
and constant superficial mixture velocities Um ൌ 0.22 m.s-1, and; (b) varying superficial mixture 
velocity Um and a constant input oil fraction of φin ൌ 0.25.  Points a, b and c correspond to the 
instantaneous images a1 → c1 and probability histograms a2 → c2 in Figure 5-24.  Points x, y 
and z correspond to the instantaneous images x1 → z1 and probability histograms x2 → z2 in 
Figure 5-25 
 
Figure 5-23(a) indicates that for a fixed superficial mixture velocity Um, the average glycerol 
solution droplet diameter μd,gs increases at a constant rate with an increasing oil input fraction 
up to φin ൌ 0.5.  However, as the oil input fraction φin is increased further, the average glycerol 
solution droplet diameter decreases monotonically, i.e., the mean droplet diameter is shown to 
peak at an oil input fraction of φin ൌ 0.5 with a value of μd,gs ൌ 4.1 mm, at a superficial mixture 
velocity of Um ൌ 0.22 m.s-1.  As was seen with the PLIF study presented in Chapter 4, this 
result is consistent with the fining of Pal (1993) who observed a peak in the droplet size at the 
phase inversion point, φin,water ൌ 0.3.  This is also consistent with the findings of Liu (2005) 
who also observed a maximum in the droplet size at the phase inversion point. 
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 (a1) (b1) (c1) 
 
 (a2) (b2) (c2) 
Figure 5-24: Flow images with a superficial mixture velocity Um = 0.22 m.s-1 at oil input 
fractions φin of: (a1) 0.25, (b1) 0.50 and, (c1) 0.87; (a2), (b2) and (c2) show the glycerol solution 
droplet size distribution probability histograms for the same conditions respectively.  Data 
corresponds to Points a, b and c, as labelled in Figure 5-23(a) 
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Table 5-1: Interface wave velocity 〈 ୧ܷ୬୲〉௧ results 
Superficial Mixture 
Velocity, Um (m.s-1) 
Oil Input 
Fraction, φin 
Interface Wave Velocity 〈ࢁܑܖܜ〉࢚   
Mean (m.s-1) Standard Deviation (m.s-1) 
0.11 
0.25 0.00 0.00 
0.50 0.01 0.00 
0.75 0.22 0.09 
0.17 
0.25 0.14 0.08 
0.33 0.39 0.13 
0.50 0.40 0.18 
0.66 0.14 0.09 
0.75 0.39 0.17 
0.22 
0.12 0.00 0.00 
0.25 0.37 0.12 
0.50 0.41 0.13 
0.63 0.40 0.11 
0.75 0.24 0.07 
0.87 0.28 0.06 
0.28 
0.10 0.47 0.26 
0.20 0.44 0.17 
0.25 0.41 0.14 
0.40 0.48 0.16 
0.50 0.52 0.13 
0.60 0.53 0.10 
0.70 0.53 0.10 
0.75 0.49 0.11 
0.80 0.45 0.09 
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conditions.  From Figure 5-11 it is also seen that the Slip Ratio increases with input oil phase 
fraction.  Comparing Figures 5-26(a) and 5-26(b), the “step-change” at the interface is seen to 
increase with oil input phase fraction.  Ultimately, if there is sufficient shear (i.e., a sufficient 
velocity difference) across the interface, this will give rise to the Kelvin-Helmhotlz instability 
which can cause waves at the common interface and the onset of a transition to other flow 
regimes, first dual continuous flow and ultimately dispersed flow which have their own 






Figure 5-26: Normalised velocity profiles ܷ௫ 〈ܷm〉⁄  for different superficial mixture velocities 
Um at an input oil fraction φin of: (a) 0.25; (b) 0.50, and; (c) 0.75 
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characteristic of a velocity profile for laminar flow (see Figure 5-27(a)). For Um =0.28 m.s-1 
(Figure 5-28 (2)) the velocity profile in the upper region is clearly of a turbulent type. For 
Um = 0.17m.s-1 there is a step change in velocity in the interface region and, above this region,  
the velocity profile in the oil phase seems to be more characteristic of a laminar than a turbulent 
flow.   
 
    
  (a1) (b1) 
    
 (a2) (b2) 
Figure 5-28: Velocity profiles (a1 → a2) and instantaneous images (b1 → b2) for: (1) Um = 0.17 
m.s-1 and φin = 0.17, and; (2) Um = 0.28 m.s-1 and φin = 0.38 
 
The results shown in Figure 5-28 are consistent with the Reynolds numbers of the individual 
phases which can be calculated using a combination of the volumetric flow-rates (ܳ௜ሻ of the 
individual phases coupled with the respective in-situ phase fractions, such that, 
 

















































































where ܣ is the total cross-sectional area of the pipe and ܣ௜ is the cross-sectional area occupied 
by phase i. 
 
It is found that for the results shown in Figure 5-28 (1) both liquids have a Reynolds number in 
the laminar range (Re < 2000), Reoil = 943 and Regs = 60, i.e., the flow is dominated by viscous 
forces rather than inertial forces and hence both the Reynolds number and velocity profile for 
each of the phases indicates that away from the interface both liquids are travelling as laminar 
flow.  Performing the same analysis for the case shown in Figure 5-28(2) indicates that the 
glycerol solution is still travelling as laminar flow (Regs = 55); this is supported by the shape of 
the velocity profile for the glycerol solution in Figure 5-28(a2).  However, the Reynolds number 
for the oil phase is no longer in the laminar region (Reoil = 3414).  This is in line with the shape 
of the velocity profile of the oil phase in Figure 5-28(a2), which is steeper closer to the pipe wall 
and so more characteristic of a turbulent flow.  It should be emphasised that the results 
presented in Figure 5-28 and the associated calculations of the Reynolds numbers of the 
individual phases were for runs in which the two phases remain separated and there are no 
droplets present, i.e., for stratified flow only.  




Figure 5-29 presents a velocity profile and an instantaneous flow image for the case of a 
stratified flow with droplets; the stratified flow regime changes into the stratified flow with 
droplets as the superficial velocity is increased. On comparison with the velocity profiles 
presented for stratified flow (see Figure 5-28), the step-change (arising due to a shear layer) is 
no longer observed and the profile follows a much smoother transition due to the mixing at the 
interface of the two fluids. 
 
    
 (a) (b) 
Figure 5-29: Velocity profile (a) and instantaneous flow image (b) for stratified flow with 
droplets at Um = 0.42 m.s-1 and φin = 0.50 
 
It can be seen that the flow profile within the glycerol solution phase (i.e., up to ܪ ≈ 8 mm) is 
parabolic, which, on comparison with Figure 5-28(a) indicates that the glycerol solution is 
travelling as laminar flow.  Above the mixing zone the same observation is made with respect to 
the oil phase, indicating it is also laminar flow. 
 
 
Figure 5-30 presents a velocity profile and an instantaneous flow image for at Um = 0.84 m.s-1 
and φin = 0.50. Here the flow regime is three-layer flow.  Three distinct regions to the profile are 
identifiable, these being: (1) a single phase glycerol-solution region (i.e., up to ܪ ≈ 16 mm), (2) 
a highly dispersed region (i.e., from ܪ ≈ 8 mm up to ܪ ≈ 24 mm), and (3) a single phase oil 


































region up to the top of the channel.  From the shape of the velocity profile it is deduced that all 
three regions are turbulent. 
 
    
 (a) (b) 
Figure 5-30: Velocity profile (a) and instantaneous flow image (b) for three-layer flow with 
droplets at Um = 0.84 m.s-1 and φin = 0.50 
 
Figure 5-31 presents velocity profiles and instantaneous flow images for (1) Um = 0.67 m.s-1 
and φin = 0.75, and; (2) Um = 0.56 m.s-1 and φin = 0.75, respectively.  In both cases, there is a 
thin layer (up to ܪ ≈ 2 mm) of glycerol-solution on the pipe wall.  Above ܪ ≈ 2 mm there is a 
second layer arising from the flow of a glycerol-solution droplet region above the glycerol-
solution film, travelling at a different velocity to that of the film. 
 





































    
 (a1) (b1) 
    
 (a2) (b2) 
Figure 5-31: Velocity profiles (a1 → a2) and instantaneous images (b1 → b2) for: (1) 
Um = 0.67 m.s-1 and φin = 0.75, and; (2) Um = 0.56 m.s-1 and φin = 0.75 
 
Figure 5-32 presents normalised velocity profiles (a1 → a2) and instantaneous images (b1 → b2) 
for dispersed flows. Figure 5-32 (1) (Um = 0.84 m.s-1 and φin = 0.25) shows results for a 
dispersion of oil droplets in glycerol solution and Figure 5-32 (2) (Um = 0.83 m.s-1 and 
φin = 0.90) shows results for a dispersion of glycerol solution droplets in oil.  Inspection of the 
velocity profile in Figure 5-32(a1) in relation to the instantaneous flow image shown in Figure 
5-32(b1) shows that the step changes in the velocity profile observed at ܪ ≈ 24 mm and ܪ ≈ 20 




































































    
 (a1) (b1) 
    
 (a2) (b2) 
Figure 5-32: Velocity profiles (a1 → a2) and instantaneous images (b1 → b2) for dispersed flows, 
at: (1) Um = 0.84 m.s-1 and φin = 0.25, and; (2) Um = 0.83 m.s-1 and φin = 0.90 
 
Finally, Figure 5-33 presents interface level ܪ values as a function normalised interface level 
velocity (ܷ௫ 〈ܷm〉⁄ ).  From inspection of the figure it is evident that once normalised, the 
velocity at the interface increases with an increase in the interface level.   
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technique is again shown to be a powerful tool that can provide detailed spatiotemporal 
information of the flowing behaviour.  Characterisation of the flows has been developed herein 
to include both phase information and velocity profiles.     
 
The findings of the current study in terms of flow regimes are comparable to those of Chapter 4.  
Eight distinct flow regimes have again been observed.  These have been grouped into the 
following four flow types:  (1) stratified flow; (2) mixed flow (i.e., a flow with two distinct 
continuous phase regions with droplets); (3) continuous oil-phase dispersion; and (4) continuous 
aqueous-phase dispersion. 
 
As was the case in Chapter 4, the flow is again seen to be comprised of three distinct zones, 
with a continuous oil phase at the top and a continuous glycerol-water phase at the bottom, 
separated by a mixed zone.  The vertical space covered by the mixed zone increased at higher 
superficial velocities.   
 
The laminar drag model (tailored for a circular cross-section pipeline) is again shown to give 
excellent agreement with experimental in-situ phase fraction and interface level results.  The 
gas-liquid interface level predictive technique presented by Hall and Hewitt (1993) is shown to 
have excellent agreement with the current experimental results.  
 
The velocity profile results give insights into the nature of the flow (laminar or turbulent) in 
various regions of the cross section and at various flow conditions.  
 
Though the current Chapter presents a detailed account of the behaviour of co-current liquid-
liquid flows, there is  little discussion is made about the instability mechanisms that are driving 
flow regime transition and development of the flow.  The work described in Chapter 6 develops 




the current study by using a different inlet orientation to investigate the effects different 
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(2) To investigate whether the additional instabilities might arise as a result of the change 
in injection strategy giving rise to different flow structures (flow patterns). Specifically, 
in the case of the aqueous phase being injected above the oil phase, Rayleigh-Taylor 
instability may occur, giving rise to a phase breakup mechanism whose effects may 
persist from the inlet to the measurement section.  
Though the main focus of this Chapter is on the presentation of this new set of experimental 
results, several additional features have also been addressed which include: 
(1) Considering the effects of interfacial instabilities on flow patterns. A background 
discussion on this topic is given in what follows below in Section 6.1.  
(2) The effects of contact angle and interfacial tension have been evaluated on the basis of 
the analysis of Ng (2002). This work is presented in Section 6.8.2.  
  
The development of the flow from (initially) stratified flow  to the more complex flow regimes 
(i.e., dual continuous and dispersed flows) can arise due to increased flow complexity and 
enhanced mixing that is associated with turbulence.  
 
Turbulence arises at higher flow velocities (i.e. higher liquid flow rates), from nonlinear inertial 
effects (described by the Reynolds number) that cannot get damped out (or, dissipated) by 
viscous (momentum) diffusion.  It is no surprise that the regimes maps presented in Chapters 4 
and 5 showed stratified flows at lower superficial mixture velocities, and increasing 
phenomenological flow complexity at higher velocities. 
 
However, the flow complexity can also be augmented by the following instability mechanisms: 
1. Kelvin–Helmholtz (KH) instability 
If small amplitude waves are present at the interface in a stratified flow, the pressure 
above the waves changes in a manner which is out of phase with wave height. This 
causes a suction force on the wave peaks. If this suction force is sufficient to overcome 




the influences of gravity and surface tension, then the waves can grow leading to the 
Kelvin-Helmholtz instability.  
2. Rayleigh–Taylor (RT) instability 
This instability mechanism is relevant to flows where a dense fluid is situated above a 
lighter fluid with gravity acting, and again, involves the instability of the interface 
between two liquid layers. In this case the heavier liquid will sinks under gravity into 
the lighter liquid which is displaced, and the lighter liquid flows upwards and has a 
fingering nature with bubbles of the lighter liquid rising into the denser liquid above, 
and spikes of the heavier liquid descending into the lighter liquid below. 
 
Either of these mechanisms can give rise to mixing of the stratified layers. 
 
The onset of the aforementioned instabilities can be predicted by means of several 
dimensionless numbers that can characterise liquid-liquid flows.  Those pertinent to the current 
analysis are detailed below. 
 
The Richardson number (Ri) expresses the ratio of potential to kinetic energy: 
 
Ri ൌ ݄ܷ݃ଶ, (6.1) 
 
where ݄ is a representative vertical lengthscale and ܷ a representative velocity. 
 
For a flow with a varying distribution of density and velocity (though with the lighter fluid 
layers over the heavier ones), the onset of the Kelvin-Helmholtz (KH) instability is given by a 
suitably-defined Ri number. Typically the layer is unstable for Ri ൏ 0.25.  The Ri number values 




for the matrix of experimental conditions for the high-speed PLIF-PTIV campaigns of Chapter 5 
and in the present chapter are: 
 
Riൌ݄݃ ܷଶ⁄ ൌ 0.05 0.3ଶ⁄  – 0.05 0.07ଶ⁄ ൌ 0.5 െ	 10 with ݄~0.005m and Um ൌ 0.07 – 0.3 m.s-1 
Riൌ݄݃ ܷଶ⁄ ൌ 0.1 0.3ଶ⁄  – 0.1 0.07ଶ⁄ ൌ 1 െ 	20 with ݄~0.01m and Um ൌ 0.07 – 0.3 m.s-1 
Riൌ݄݃ ܷଶ⁄ ൌ 0.05 0.5ଶ⁄  ൌ 0.3 with ݄~0.005 m and Um ൌ 0.4 m.s-1 
Riൌ݄݃ ܷଶ⁄ ൌ 0.1 0.6ଶ⁄  ൌ 0.3 with ݄~0.01 m and Um ൌ 0.6 m.s-1 
 
We can see that for the range of superficial velocities used, the Richardson number is typically 
greater than 0.25, and we would not expect the KH instability mode to occur, though at the 
higher velocity ratios between the two phases (i.e., highest and lowest inlet phase fractions) it 
would begin to play a role.   
 
The Atwood number (A) is a ratio of buoyancy to gravity and is employed in the study of 
hydrodynamic instabilities in density stratified flows. It is written as a ratio of the density 
difference between the two liquids to the sum of the same densities, 
 
A ൌ ሺߩଵ െ ߩଶሻ ሺߩଵ ൅ ߩଶሻ⁄ , (6.2) 
 
where the subscript "1" denotes the heavier and "2" the lighter fluid. 
 
In Rayleigh-Taylor (RT) instability, the vertical penetration distance y (this is actually denoted 
as z in Figure 6-1(a)) of the fluid interface into the two phases (or equivalently, the outer edges 
of the “mixing zone”) is a function of the timescale τ ൌ Agݐଶ, where ݐ is the time, such that an 
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for the spikes to reach to the top of the pipe is ݐଵ ൌ ሺܦ/ߙଵܣ݃ሻଵ/ଶ ൌ 0.42 s.  The distance 
travelled by the bulk flow during this advection time is 0.07 to 0.3 m.s-1 × 0.45 s = 0.03 to 0.14 
m. This is at least 44 times less the 6.20 m distance from the inlet to the visualisation section. 
Certainly it is expected that there is enough time for the bubbles and spikes to extend all the 
way across the liquid height and the fluid to mix in the vertical direction due to the RT 
instability. Even at the highest investigated velocity of Um ൌ 1.46 m.s-1, the distance travelled is 
1.46 m.s-1 × 0.45 s = 0.66 m, an order of magnitude shorter than the 6.2 m development length. 
 
As mentioned previously, the Reynolds number measures the ratio of inertial to viscous forces: 
 
ܴ݁ ൌ ߩܷܦߤ . (6.4) 
 
When the viscous forces dominate, the flow is characterised by smooth laminar flow (i.e., 
stratified flow).  On the other hand, when the inertial forces dominate the viscous forces, the 
flow becomes turbulent leading to instabilities such as eddies, vortices and waves (at the 
interface).  The values of Re for the current experimental conditions are given in Table 6-1. 
 
Table 6-1: Reynolds numbers for the current experimental matrix 
Um (m/s) Re (Oil) Re (G-S) 
0.07 240 20 
0.3 1,040 80 
1 3,480 260 
1.46 5,080 370 
N.B.: Typically Re < 2,000 – 3,000 should be a laminar flow, with little “mixing”, such that a 
flow should remain mainly stratified in the absence of the RT instability. 
 




Considering the above, there are two main mechanisms for “mixing” in the liquid-liquid flows 
studied in the work described in this thesis: 
1. High Reynolds numbers (hence inertial forces dominated flow) leading to turbulence.  
This is observed in the velocity profiles shown in Figure 5-28(a2) in which it is seen that 
the oil layer is turbulent (detected from the oil profile shape and the Reynolds number 
of the oil phase, ܴ݁୭୧୪ ൌ 3414) whereas the glycerol solution layer is laminar 
(ܴ݁୥ୱ ൌ 55) and has a and parabolic velocity profile for the phase.  For these 
independent variable conditions (Um = 0.28 m.s-1 and φin = 0.38) the onset of waves at 
the interface are observed and the transition from stratified flow to stratified wavy flow 
is triggered by the transition of the oil phase to the turbulent Reynolds number region. 
2. RT instability in the inverted flow (the inverted inlet orientation is explained in Section 
6.2), which is the motivation behind the experiments presented in the present chapter. 
Recall also that, from the above calculated Ri values and considering the KH instability onset 
threshold (Ri ൏0.25), we can say that this instability is not usually an issue at the flows 
discussed here, but could begin to play a role at the extreme inlet phase fractions and at higher 
superficial mixture velocities, where the shear between the two liquid-liquid flow layer is at its 
greatest. 
 
Considering the independent variable matrix and the inlet configuration, there are, between 
Chapter 5 and the experimental results presented herein, four different flow instability scenarios, 
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(1) the oil droplet layer flow regime, see Figure 6-3(c) and 6-3(e), and; (2) the glycerol solution 
droplet layer regime, see Figures 6-3(d) and 6-3(f). 
 
 A flow regime map relating the flow regime classifications to the independent variables, the 
superficial mixture velocity ܷ୫ and the inlet volumetric phase fraction of oil in the pipe ߮୧୬ is 
presented in Figure 6-4.  The flow regime map is again in good agreement with those presented 
by previous researchers (Soleimani, 1999; Lovick and Angeli, 2003; Hussain, 2004).  However, 
on comparison with the flow regime map presented in Chapter 5 (see Figure 5-2) it can be seen 
that the stratified flow with droplets flow regime is seen at both lower superficial mixture 
velocities (ܷ୫ ൌ 0.17 m.s-1 opposed to ܷ୫ ൌ 0.22 m.s-1) and lower oil input fractions in the 
current campaign (see Figure 6-2).  It is found that the onset of the flow regime characterised 
stratified flow with a glycerol solution droplet layer occurs at the same superficial mixture 
velocity (i.e., ܷ୫ ൌ 0.42 m.s-1 ) in both the results described in Chapter 5 (aqueous phase 
injected at bottom of tube) and in the study reported in the current chapter (aqueous phase 

















       
 (a) Stratified flow (b) Stratified flow with droplets 
       
 (c) Oil droplet layer (d) Glycerol solution droplet layer 
       
 (c) Oil droplet layer (d) Glycerol solution droplet layer 
       
 (e) Oil dispersion over glycerol solution (f) Oil flow over glycerol solution dispersion 
                                                with glycerol solution film 
Figure 6-3: Images of the 8 distinct flow regimes observed in the circular cross experimental 
campaign with an “inverted” inlet configuration 





On visual inspection of Figure 6-4, in comparison with Figure 5-2 in Chapter 5, it can be seen 
that the flow regime maps are largely comparable.  The major difference between the flow 
regime maps presented in Chapters 5 and 6 is that oil droplets are a considerably more prevalent 
in Figure 6-4 (in Chapter 6) than they are in Figure 5-2 (in Chapter 5).  In particular, the oil 
droplet layer flow regime is seen across a much broader range of conditions (ܷ୫ ൌ 0.28 -
0.55 m.s-1) in Figure 6-4 as opposed to just at ܷ୫ ൌ 0.55 m.s-1 in Figure 5-2. 
 
 
Figure 6-4: Flow regime map 
 
From the RT instability preliminary analysis in Section 6-1, based on Equation 6.3, and 
considering the time that should elapse from the flow entering the test section to reach the 






























Stratified Flow with Droplets
Oil Droplet Layer
Stratified Flow with Glycerol Solution Droplet Layer
Oil Dispersion over Glycerol Solution
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mixture velocities in the range Um ൌ 0.11 to 0.42 m.s-1 at selected input oil fractions φin of: (a) 
0.25; (b) 0.50, and; (c) 0.75.  It corresponds to Figure 5-3 of Chapter 5 albeit with the different 
inlet configuration to the test section and, has been calculated using the same technique i.e., that 
given in Section 3.11.2.  Figure 6-6 shows vertical phase distribution profiles φത(y) for a range of 
input oil fractions φin for superficial mixture velocities Um of: (a) 0.11 m.s-1; (b) 0.17 m.s-1; (c) 0.22 
m.s-1; (d) 0.28 m.s-1; (e) 0.34 m.s-1 and; (f) 0.42 m.s-1;  This relates to Figure 5-4 of Chapter 5.    
 
 
(a)  (b) 
 
 (c) 
Figure 6-5: Vertical oil phase fraction profiles φത(y) for different superficial mixture velocities 
Um at an input oil fraction φin of: (a) 0.25, (b) 0.50, and (c) 0.75 
 
 































































































































(c) (d)  
 
 (e) (f)  
Figure 6-6: Vertical oil phase fraction profiles φത(y) at different input oil fractions φin for a 
superficial mixture velocity Um of: (a) 0.11 m.s-1, (b) 0.17 m.s-1, (c) 0.22 m.s-1, (d) 0.28 m.s-1, 
(c) 0.33 m.s-1, (d) 0.42 m.s-1  
















































































































































































































































Figure 6-6 shows vertical phase distribution profiles φത(y) for a range of input oil fractions φin for 
superficial mixture velocities Um of: (a) 0.11 m.s-1; (b) 0.17 m.s-1; (c) 0.22 m.s-1; (d) 0.28 m.s-1; 
(e) 0.34 m.s-1 and; (f) 0.42 m.s-1.  This relates to Figure 5-4 of Chapter 5. 
 
Once again, the flow is seen to adhere to the zone characterisation first presented in Chapter 4 
and illustrated in Figure 4-7, i.e., there are three distinct regions to the flow: (1) an oil region; 
(2) a glycerol solution region, and; (3) a mixed region separating them.  The dynamics of the 
mixed region parallel the findings of Chapters 4 and 5.  Specifically, the mixed region covers a 
very narrow vertical band for stratified flows and increases for a given superficial mixture 
velocity; as oil input fraction is increased the height of the mixed band increases.  In addition, 
the height of the glycerol solution layer at the bottom of the pipe decreases under the 
aforementioned conditions.  The vertical height covered by the mixed region is also seen to 
increase as the superficial mixture velocity (for a given oil input fraction) increases. 
 
However, on further inspection it is seen that the phase distribution profiles for several of the 
runs (i.e., independent variable combinations) feature “kinks” in the mixed zone (labelled a → e 
in Figure 6-6). These are found exclusively at low oil input phase fractions, predominantly at 
φin ൌ 0.1 to 0.25.  On visual inspection of these instantaneous flow images (see Figure 6-7) it is 
observed that the kinks can be attributed to an oil droplet layer below the interface. 
 
Figure 6-7 also features instantaneous images of the flow for the same independent variables but 
for the “normal” inlet configuration from Chapter 5 (left hand side, i.e., those denoted by an 
“a”).  From comparing the “inverted” inlet condition results (right-hand side, i.e., those denoted 
by a “b”) with the “normal” inlet condition results (left hand side), it is concluded that the inlet 
configuration does have an effect on the flow regime at the distance far downstream of the inlet 
(L/D = 244) at which the PLIF-PTIV measurements were taken. 











4a  4b 
Figure 6-7: Instantaneous flow images for: (1) ܷ୫ ൌ 0.17 m.s-1 for ߮୧୬ ൌ 0.17; (2); 
ܷ୫ ൌ 0.22 m.s-1 for ߮୧୬ ൌ 0.12; (3) ܷ୫ ൌ 0.28 m.s-1 for ߮୧୬ ൌ 0.25, and; (4) ܷ୫ ൌ 0.33 m.s-1 
for ߮୧୬ ൌ 0.25; “a” refers to the “normal” inlet configuration and “b” to the “inverted” inlet 
configuration.   




A more complex mixed-zone profile is seen for the conditions  ܷ୫ ൌ 0.28 m.s-1 for ߮୧୬ ൌ 0.1 
(labelled “1” in Figure 6-6(d)).  An instantaneous image of the flow for these conditions is 
presented in Figure 6-8(b); this is presented alongside an instantaneous image of the flow for the 
same independent variable values but taken for the “normal” inlet configuration (see Figure 6-
8(a)).  Analysis of the profile labelled “1” from Figure 6-6(d) in relation to Figure 6-8(b) (in 
actual fact, the following remark is based upon observation of the video of the aforementioned 
flowing conditions) reveals that there are three distinct regions to the oil dispersion in the flow.  
These are: (i) a layer of small oil droplets at the top of the pipe, below which there is (ii) a layer 
of fast moving long oil droplets, and below which (iii) is another layer of oil droplets albeit the 
same size as those at the top of the channel.  On comparison with Figure 6-8(a) it is seen that the 
flow is significantly different.  This can be attributed to the inlet configuration inducing a RT 
instability hence more mixing in the flow.  As calculated in Section 6.1, enough time has 
elapsed for the droplets to reach the top of the channel, which is what is observed in Figure 6-
8(b).  However, these risen oil droplets have not coalesced to form a continuous oil region at the 
top of the channel.  The reasons for this result are discussed below. 
 
     
(a) (b) 
Figure 6-8: Instantaneous flow images for a superficial mixture velocity ܷ୫ ൌ 0.28 m.s-1 and an 
oil input phase fraction ߮୧୬ ൌ 0.1 for: (a) the “normal” inlet configuration, and; (b) the 
“inverted” inlet configuration 
 
 




The coalescence of two droplets of one phase (in this case, oil) in a continuum of another phase 
(in this case, glycerol solution) is governed by the dynamics of the intervening film.  
Essentially, for coalescence to occur, the film has to drain away under the pressure created by 
the two droplets coming together until the film is sufficiently thin locally for intermolecular 
effects to come into operation to rupture it.  However, this drainage, and ultimately coalescence, 
is retarded by the viscosity of the film (and also any surfactants present that can rigidify the 
interface).  In this case, the glycerol solution film has a significantly higher viscosity than the oil 
phase and hence results in the drainage process being slower, retarding the coalescence process. 
 
It is possible to estimate the time take for the film to drain based on the viscosity of the 
continuous phase.  This offers one possible explanation why oil droplets are more readily seen 
than glycerol solution droplets; should glycerol solution droplets form, the oil film drainage 
time necessary for their coalescence may be much lower than the glycerol solution film drainage 
time for the coalescence of two oil droplets.  Furthermore, one would expect the “inverted” inlet 
configuration to results in smaller oil droplets than the “normal” inlet configuration (whether 
this is in fact the case will be examined in Section 6.7) and droplet size will also have a role to 
play in the coalescence of the two oil droplets. 
 
This reasoning presents a possible explanation of the difference in flow regimes arising from the 
two different inlet orientations and that if a “fully developed” flow regime does exist for a given 
set of independent variables (superficial mixture velocity and input oil phase fraction) the time 
necessary for its formation (for the “inverted” inlet case in particular) cannot be solely based on 
the droplet and spike settling times but must also account for the conditions necessary for the 
droplets to coalesce.  In other words, the droplet coalescence dynamics may persist far 
downstream of the inlet, giving rise to (possibly) very different flow regimes.  It also 
emphasises the need to consider the inlet conditions when comparing results from modelling 
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were calculated by using the phase distribution profiles coupled with a numerical integration 
technique to account for the curvature of the visualisation cell wall; see Equations 5.1 and 3.5. 
 
 
Figure 6-10: In-situ fraction 〈φ〉y,t as a function of input oil fraction φin for different superficial 
mixture velocities Um 
 
The results concur with the findings in Chapters 4 and 5 (see Figure 4-12 and 5-7, respectively); 
specifically, from Figure 6-10 it can be seen that the in-situ oil fraction 〈φ〉y,t is lower than the 
input oil fraction φin for almost all flow conditions; indicated by the data points being below the 
ܵ ൌ 1 (homogeneous flow model) line in Figure 6-10.  
 
Two different, but in both cases simple, approaches have been taken to estimate (i.e., model) the 
in-situ oil phase fraction as a function of the input oil phase fraction.  These are presented in 
Figure 6-10 as φmod,1 and φmod,2; their derivations are explained below and have been calculated 
using the same basis as φmod,1b and φmod,2 in Figure 4-12. 
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The slip ratio results are extremely similar to the correlations for the in-situ phase fraction 
results in Chapters 4 and 5.  The correlation for the current results is given in Equation 6.5. 
 
ܵ ൌ 5.6228߮୧୬ ൅ 0.0828 (6.5) 
 
A correlation for the in-situ phase fraction based on Equations 6.5 and 4.14 is given in Equation 
6.6 below: 
 
〈φ〉y,t ൌ ߮୧୬ሺ5.6228߮୧୬ ൅ 0.0828ሻሺ1 െ ߮୧୬ሻ ൅ ߮୧୬ 
(6.6) 
 
This is plotted along with the correlations for the results in Chapters 4 and 5 (Equations 4.16 
and 5.8, respectively) in Figure 6-13; more below.  
 
Figure 6-12 compares the experimental results slip ratio from all three experimental campaigns.  
Figure 6-12(a) indicates that the results are broadly similar.  This leads to the conclusion that the 
flows, at least with regards to the slip ratio, are dominated by the same flow and mixing 











   
(a) (b)  
Figure 6-12: (a) Slip ratio S as a function of input oil fraction φin for all three PLIF 
experimental campaigns, and; (b) Slip ratio S as a function of input oil fraction φin for different 
superficial mixture velocities Um, where “a” denotes the “normal” inlet configuration and “b” 
the “inverted” inlet configuration 
 
Figure 6-12(b) explores the relative trends between the two circular cross-section campaigns for 
constant superficial mixture velocities Um , from which two observations are made:  (1) that as 
the superficial mixture velocity increases, the slip ratio tends towards unity, and; (2) the results 
are largely independent of the inlet orientation.  Figure 6-12(b) also shows that there is an 
exception to the earlier conclusion concerning the similarity of the slip ratio across the flow 
campaigns; the “normal” inlet flows at medium inlet fractions (φin ~ 0.3-0.7) and velocities 
(Um = 0.14 - 0.28 m.s-1) typically experience lower slip ratios than their “inverted” counterparts. 
Clearly a secondary mechanism must be responsible for this, not accounted for by Um (or Re). 
 
Figure 6-13 indicates that there is a characteristic in-situ phase fraction curve for the current 
system, based upon the test fluids and the independent variables (superficial mixture velocity 
and input oil phase fraction).  Hence, it can be deduced that after the entrance length 



















Square Cell PLIF Results
Cicular Cell PLIF Results
Circular Cell PLIF Results - "Inverted" Inlet

















Um = 0.07 m/s
Um = 0.14 m/s
Um = 0.22 m/s



















































































ut Oil Phase Fr
ell PLIF Results
Cell PLIF Results









ts of the inte
ocities from










.  The sectio
cting the int
rface level H


































n is also co
erface level 
 as a functi
 to 0.28 m.
























 on the “inv
ncerned with
in stratified 
on of input 
s-1.  Figure 
esponding s
0.3 0.4 0.5











































Figure 6-14: The mean (μ) and upper (μ	+	2σ) and lower (μ	–	2σ) limits for the interface level H 
as a function of input oil fraction φin for superficial mixture velocities Um of: (a) 0.11 m.s-1, (b) 
0.17 m.s-1, (c) 0.22 m.s-1, and (d) 0.28 m.s-1 
 
Two trends are observed from Figures 6-14 and 6-15.  Firstly, that for a given superficial 
mixture velocity, as the oil input phase fraction increases, the interface level reduces.  The 
second observation is that as the superficial mixture velocity increases, the fluctuation of the 
interface level heights also increases; this is seen most prominently in Figure 6-15(b) and is 
pursued in Section 6.6.1. 
 






















































































































Figure 6-15: The mean (μ) and upper (μ	+	2σ) and lower (μ	–	2σ) limits for the interface level H 
as a function of superficial mixture velocity Um for input oil fractions φin of: (a) 0.25, (b) 0.50, 
and (c) 0.75.  Points a, b, c; k, l, m; and x, y, z correspond to the example images and 
probability histograms in Figures 4.12, 4.13 and 4.14 respectively.   
 
The widening of the upper (μ - 2σ) and lower (μ + 2σ) interface level limits (for the 95% 
confidence interval) with an increasing superficial mixture velocity can be attributed to 
turbulence.  As the superficial mixture velocity increases, the Reynolds number increases, 
which, when sufficiently high will lead to turbulence which can present as waves at the 
common interface which can grow in amplitude with superficial mixture velocity.  This trend 
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From inspection of the instantaneous images (a1 → c1 and x1 → z1) and  the histograms (a2 → c2 
and x2 → z2), one can readily see that the mean interface level μH decreases gradually with an 
increasing oil input oil fraction φin for a given superficial mixture velocity Um.  For the 
histograms presented in Figure 6-16, the superficial mixture velocity is Um ൌ  0.11 m.s-1.  From 
Table 6-1 it is seen that for a superficial mixture velocity of this order, both phases have a 
Reynolds number that corresponds to laminar flow.  As a result, the influence of the transport 
(mixing) associated with turbulent fluctuations at the common interface will be absent, and only 
very low amplitude waves are to be expected and in turn, for the interface level to cover only a 
very narrow range of heights.  This is what is seen in the results in Figure 6-16. 
 
   
 (x1) (y1) (z1) 
 
 (x2) (y2) (z2) 
Figure 6-17: Flow images with input oil fraction φin of (x1) 0.25, (y1) 0.50, (z1) 0.75, all at a 
superficial mixture velocities Um = 0.17 m.s-1; (x2), (y2) and (z2) show the probability 
histograms for the same conditions respectively.  Data corresponds to Points x, y and z, as 
labelled in Figure 6-14(c) 
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For the histograms presented in Figure 6-17, the superficial mixture velocity is Um ൌ 0.22 m.s-1, 
thus, the flow cases in Figure 6-17 have higher Reynolds numbers than those in Figure 6-16.  As 
a result, the influence of turbulent disturbances at the interface will be greater and, in turn, 
waves of greater amplitude are expected in Figure 6-17; albeit still relatively low amplitude 
waves owing to the Reynolds numbers still being low.  On comparison with Figure 6-16, it is 
observed that the interface level probability distributions presented in Figure 6-17 are associated 
with a larger spread (higher standard deviation), as expected. 
 
Proceeding further, Figures 6-18 to 6-20 present instantaneous images and interface level 
probability histograms for the points that have been used to construct the mean interface level 
plots shown in Figures 6-15(a) to 6-15(c), respectively. 
 
   
 (a1) (b1) (c1) 
 
 (a2) (b2) (c2) 
Figure 6-18: Flow images with superficial mixture velocities Um of: (a1) 0.11 m.s-1, (b1) 
0.17 m.s-1, (c1) 0.28 m.s-1, all at an input oil fraction φin ൌ 0.25; (a2), (b2) and (c2) show the 
probability histograms for the same conditions respectively.  Data corresponds to Points a, b and 
c, as labelled in Figure 6-15(a)  
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From the instantaneous images (a1 → c1 and x1 → z1) and the histograms (a2 → c2 and x2 → z2), 
two key observations are made.  Firstly, that as the superficial mixture velocity increases for a 
constant oil input phase fraction, the mean interface level remains roughly constant; this is more 
obviously noticeable in Figure 6-15.  The second key observation is aligned with the findings of 
Figures 6-16 and 6-17; that as the superficial mixture velocity increases the probability 
distribution for the interface level heights widens.  Further to this, these trends are seen to be 
most prominent for intermediate input oil phase fractions (φin ൌ 0.5). 
 
     
 (k1) (l1) (m1) 
 
 (k2) (l2) (m2) 
Figure 6-19: Flow images with superficial mixture velocities Um of: (k1) 0.11 m.s-1, (l1) 
0.17 m.s-1, (m1) 0.28 m.s-1, all at an input oil fraction φin ൌ 0.50; (k2), (l2) and (m2) show the 
probability histograms for the same conditions respectively.  Data corresponds to Points k, l and 
m, as labelled in Figure 6-15(b)  
 
The interface level probability distribution results for low superficial mixture velocities and low 
input oil phase fractions are found to be highly comparable for both inlet configurations 
investigated; compare Figures 5-18 and 6-18.  However, a disparity between the results for the 
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two different inlet orientations develops as the superficial mixture velocity increases for 
intermediate input oil phase fraction (φin ൌ 0.5).  This can be attributed to the fact that under 
these conditions, oil droplets below in the interface are more readily found when using the 
“inverted” inlet orientation which gives rise to further fluctuations in the interface level. 
 
   
 (x1) (y1) (z1) 
 
 (x2) (y2) (z2) 
Figure 6-20: Flow images with superficial mixture velocities Um of: (x1) 0.11 m.s-1, (x1) 0.17 
m.s-1, (x1) 0.29 m.s-1, all at an input oil fraction φin ൌ 0.75; (x2), (y2) and (z2) show the 
probability histograms for the same conditions respectively.  Data corresponds to Points x, y 
and z, as labelled in Figure 6-15(c) 
 
On further comparison of Figures 5-18 to 5-20 with Figures 6-18 to 6-20 it is seen that the mean 
interface level height is largely the same, regardless of the inlet configuration which just widens 
the probability distribution when it is set to impose a RT instability (i.e., is “inverted). 
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Figure 6-24: Normalised velocity profiles ܷ௫ 〈ܷ୫〉⁄  for different superficial mixture velocities 
Um at an input oil fraction φin of: (a) 0.25; (b) 0.50, and; (c) 0.75 
 
In more detail, the interface region is seen to retain a dependence on the superficial mixture 
velocity, with the “step change” observed in Figure 5.9 also present in the results for the 
inverted inlet configuration.  In the “normal” inlet orientation flows in Chapter 5 this step 
change was attributed to a velocity difference between the two liquids either side of the 
interface – there is slippage (i.e., a non-unity slip ratio) across the interface – with the trends 
aligning with those found for the slip ratio.  The shear layer is seen to increase with input oil 
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thus, the parabolic velocity profile [which is a characteristic of laminar flow, see Figure 5-27(a)] 
of the glycerol solution flow is expected. 
 
A “step” is seen in the velocity profile at a height of approximately 20 mm, which is a shear 
layer arising from the bulk velocity difference of the two phases.  Based on the run conditions, 
namely the input oil phase fraction (φin = 0.50) and the in-situ oil phase fraction (〈φ〉y,t ൌ 0.21) 
and Equation 4.14, it can be calculated that the flow has a non-unity slip ratio (in this case, 
S ൌ 3.8), and thus (from Equation 4.11) it is seen that the oil velocity is larger than the glycerol 
solution velocity.  Owing to this, a shear layer and thus a shift to the right in the velocity profile 




Figure 6-25: Velocity profiles (a) and instantaneous images (b) for a superficial mixture 
velocity of Um = 0.11 m.s-1 and an input oil phase fraction φin = 0.50 
 
For the flow regimes that can collectively be termed dual continuous flow, the “step” (shear 
layer) at the interface is absent and the profile over the mixed region becomes flatter, i.e., the 
flow regime develops from a parabolic velocity profile that is characteristic of laminar flows to 
a flatter one indicative of turbulent flows.  This would be expected since for the flow to develop 
a mixed region, flow mixing arising from some form of instability or fluctuations will need to 
occur.  As previously discussed (and although a Rayleigh-Taylor instability has been imposed 


































on the flow in the current study) the main driver for mixing in the experimental conditions 
covered in the work done with both inlet configurations is related to the broadband turbulent 
fluctuations (and enhanced transport) which can cause mixing of the flow and thus the 
formation of droplets in one phase in a continuum of the other.  These fluctuations are produced 
from nonlinear inertial forces in the flow and can be described by the Reynolds number (owing 
to increased superficial mixture velocities), which passes a transitional threshold value.  Here a 
flow with a turbulent velocity profile (see, Figure 5-27(b)) is expected. 
 
Figure 6-26 presents a velocity profile and an instantaneous image for the glycerol solution 
droplet layer flow regime (i.e., dual continuous flow).  From Table 6-1 it can be seen that the 





Figure 6-26: Velocity profiles (a) and instantaneous images (b) for a superficial mixture 
velocity of Um = 0.84 m.s-1 and an input oil phase fraction φin = 0.50 
 
At even higher superficial mixture velocities (relative to the flow case presented in Figure 6-26) 
the turbulence intensity (magnitude of the fluctuations in the flow) increases leading to further 
mixing of the phases.  In addition, high levels of shear at the interface, at high or low inlet phase 
fractions, can lead to the onset of the Kelvin-Helmholtz instability mechanism and in turn, 
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have a flat interface; this ignores the effects of surface tension and the contact angle at the pipe 
wall (see Figure 6-28) which is a reasonable assumption when the density difference between 
the two fluids is large, Ng (2002).  Curvature at the interface can become significant for systems 
with a density ratio near unity, small diameter pipelines and large interfacial tension.  Hence the 
appropriateness of this assumption to the current PLIF studies needs to be investigated. 
 
The interface between two fluids can be characterised by some key parameters, one of which is 
the Bond number (Bo) which is a ratio of the gravitational forces to the inertial forces; as the 
Bond number increases the common interface tends towards a flat surface.  The expression for 
the Bond number is given in Equation 6.7 below, 
 





where ∆ߩ is the density difference between the phases; ݃ is the acceleration due to gravity; ݎ is 
the radius of the pipe; ߙ is the inclination of the pipeline, for the current system ߙ ൌ 0° (see 
Figure 6-28(b)), and; ߛ୅୆ is the interfacial tension.   
 
Prior to evaluating the Bond number for the current system it should be noted that the interface 
will be a flat surface if Equation 6.8 is satisfied: 
 
ߝ ൌ 1 െ 〈φ〉y,t, ൌ ߠ െ cos ߠ sin ߠߨ , 
(6.8) 
 
















 a box cons













 in Figure 6
mageJ.  Thi




 test fluids h
e same mate
n into the oi
this.  Then
-29, and the
s was then 
.3° with a sta
6-29: Conta
 
tes of the f
as been me
rial as the te
l.  Then allo










as used to 
les at either
times.  Usin







 time for th
take an im









e droplet to 



















Now, applying this value to Equation 6.6, it is found that ߝ ൌ 0.28. This implies that when the 
glycerol solution hold-up is ߝ ൌ 0.28 (i.e., the in-situ oil phase fraction 〈φ〉y,t, ൌ 0.72) the 
interface will be a flat surface.  However, for holdup values less than this, ߝ ൏ 0.28 (i.e., in-situ 
oil phase fraction 〈φ〉y,t, ൐ 0.72) the interface is expected to be concave and conversely, for 
holdup values less than this, ߝ ൐ 0.28 (i.e., in-situ oil phase fraction 〈φ〉y,t, ൏ 0.72) the interface 
is expected to be convex.  From reviewing the in-situ phase fraction results (see Figures 5-7 and 
6-10) it is seen that a glycerol solution hold-up value of ߝ ൌ 0.28 (i.e., the in-situ oil phase 
fraction 〈φ〉y,t, ൌ 0.72) was not encounter in either of the PLIF campaigns involving the circular 
cross section visualisation cell (all recorded hold-up values were higher).  However, based upon 
the prediction from φmod,1 for stratified flow, a glycerol solution hold-up value of ߝ ൌ 0.28 is 
obtained for an input oil phase fraction of φin ൎ 0.95.  Now, considering that all measured 
glycerol solution hold-up value are lower than the value yielded from Equation 6.6, it is 
expected that the liquid-liquid interface for stratified flow will be convex.  Therefore, it is 
necessary to calculate the Bond number to assistance in the evaluation of the interface 
curvature; from Equation it is found to be Bo ൎ 250. 
 
Ng (2002) presented predictions for the shape of the interface which can be compared with the 
current liquid-liquid system using the calculated Bond number (Bo ൎ 250) and the contact angle 
(ߠ ൌ 51.3°).  Figure 6-30 presents the predictions from Ng (2002) for the shape of the interface 
based upon a Bond number of Bo ൌ 250 and different contact angles (note that the results 
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system, the three-dimensional results generated by Ng (2002) can give an insight into the 
overall shape of the velocity profile of the flow. 
 
Figure 6-31 presents interface level ܪ values as a function normalised interface level velocity 
ሺܷ௫ 〈ܷ୫〉⁄ ሻ.  The trend observed is the same as that seen in Chapter 5 (see Figure 5-33).  




Figure 6-31: Interface level ܪ as a function normalised interface level velocity (ܷୌ 〈ܷ୫〉⁄ ). 
 
Ng (2002) presented dimensionless flowrate values as a function of hold-up (i.e., the 
dimensionless interface level).  The modelled results Ng (2002) obtained are based on a contact 
angle of   ߙ ൌ ߨ 3⁄  (≈ 51.6°) are shown in Figure 6-32.  From Figure 6-32 it is seen that the 
dimensionless flowrate increases with interface level.  Furthermore, when the Bond number is 
sufficiently high (Bo ൒ 25), the dimensionless flowrate (as a function of hold-up) results tend 
towards the same profile; for the current system, the value is Bo ൎ 250.  Now, although this is 
higher than the Bond number Ng (2002) used to generate the velocity profile results in Figure 6-
33, one can infer that because the Bond number Ng (2002) used to generate the results was 
sufficiently high (Bo ൌ 50), the results are applicable to the current system.  From Figure 6-33 it 
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From the flow regime map it is seen that for flows in which roughly equal volumetric flowrates 
(i.e., ߮୧୬ ൎ 0.5) of the two-liquids are injected into the pipeline, the velocity for transition from 
stratified flow to other flow regimes (i.e., dual continuous and in turn, dispersed flow) is higher 
than for input oil phase fractions that approach the limits (i.e., ߮୧୬ ൌ 0 and 1).  This is expected 
because at ߮୧୬ ൎ 0.5 flow regime transition is governed by turbulence (i.e., related to Reynolds 
number).   
 
The same velocity profile behaviour has been found in the current study as were found in 
Chapter 5. In addition, in the current Chapter the work has been extended to analyse the 
horizontal interface shape that separates the two phases, which has been found to be relatively 
flat.  This validates the methodology for calculating the in-situ phase fraction, the central tenet 
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graticule placed at the centre of the channel and using a computer image processing 
system to generate undistorted images.  
 
(3) The PLIF images gave a clear indication of the distribution of the phases at the channel 
centre line and the images (and particularly the movie sequences of images) could be 
used qualitatively in obtaining information about the flow patterns occurring. New 
insights were obtained about the nature of the flow patterns as a result of this process. 
The PLIF images could also be used quantitatively in generating data on phase 
distribution, in-situ phase fraction, interface level and drop size distribution. Extensive 
information on all these quantities (and comparison of the measurements with previous 
information and models) is presented in this thesis.  
 
(4) In the circular tube experiments, two methods of injection of the phases were used. In 
the first (see Chapter 5), the heavier (glycerol solution) phase was injected in its natural 
location at the bottom of the channel. In the second case (see Chapter 6), the heavier 
phase was injected at the top of the channel. In this case, breakup of the liquid at the 
injector would be expected to occur as a result of Raleigh-Taylor instability. Even with 
the considerable distance between the injection point and the measurement location 
(6.20 m, such that ܮ ܦ⁄ = 244) some differences are still observed between the flows 
resulting from the two injection strategies.  
 
(5) Extensive data on velocity profiles were obtained using PTV and PIV. Examination of 
these profiles indicated major differences between the two phases. In the lower 
(aqueous glycerol solution) phase, the profile usually showed the curved shape 
characteristic of laminar flow. In the upper (ExxolTM D80) phase, the velocity profile 
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(2) It is strongly suggested that an investigation should be performed to identify a series of 
refractive index matched test fluid pairs that can be employed in the TOWER facility, 
so that the influence of the physical properties of the test fluids on flow development 
can be investigated.  Further to this, PLIF campaigns in which surfactants are added to 
the flow should be performed to enhance understanding of how their presence effects 
the flowing behaviour, particular the flow regimes and velocity profiles.  
 
(3) The refractive indices of the test fluids are functions of temperature.  If a heat exchanger 
were inserted into the TOWER facility prior to the test section inlet it would allow the 
flow inlet temperature to be maintained at a value for which the refractive indices of the 
two test fluids are most closely matched, hence minimising the distortion to the PLIF 
images arising due to the disparity in the refractive indices of the test fluids caused by 
the temperature fluctuations.   
 
(4) Fitting the TOWER facility with pressure transducers would allow the simultaneous 
recording of pressure drop with PLIF and PTV/PIV measurements.  The availability of 
pressure gradient measurements would allow a much broader scope of analysis to be 
undertaken. 
 
(5) There is a need for better prediction methods for flow regime transitions in liquid-liquid 
flows. The development of such methods might lean on what has been done in gas-
liquid flow. A detailed investigation of the phase inversion phenomenon (which is 
accompanied with a characteristic spike in pressure drop) could be carried out with the 
aid of PLIF and PIV/PTV images and measurements. 
 
(6) In light of the differences in the flow regimes arising from the different inlet 
orientations, the current work could be progressed by investigating the flow at different 
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axial positions downstream of the test section inlet to develop the understanding of the 
progression to fully developed flow.  This could be further developed by investigating 
the influence of mixing elements at the inlet to the test section upon reaching fully 
developed flow.   
 
(7) For the PLIF studies presented in Chapters 4 to 6, the test section was horizontal; the 
influence of different inclinations on the flow is an area of significant practical 
importance and this area could be pursued with the methods developed in the present 
study.  
 
(8) The channel wall material can have a significant influence on liquid-liquid flows (as 
was shown in the work of Angeli and Hewitt, 2000a). In the present work, the test 
section upstream of the measurement section was made of stainless steel. It would be 
instructive to study any changes which might occur with different pipe materials, such 
as acrylic resin. 
 
(9) Though the focus in the present work has been on pipeline flows (and there is scope for 
much further work in this area as discussed above) the PLIF and PTV/PIV system 
developed in the current work  could be utilised to investigate other forms of liquid-
liquid systems, such as stirred vessels.  
 
(10) In the present work, the PTV and PIV methods have been used primarily to measure 
mean velocity fields. However, there is no reason why this technology could not be 
extended to the investigation of fluctuating velocities including fluctuations arising 
from interfacial wave action and turbulence and such an extension is strongly 
recommended.  
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Start-Up and Shut-Down Procedure  
 
The TOWER rig is a complex facility. It is important to operate it in an efficient and safe 
manner. Thus, for the benefit of future users, it has been considered useful to place on record 




1. Check all valves are closed 
2. Ensure that the aqueous phase (water or, in the present work aqueous glycerol solution) and 
oil tanks are at least ¾ full. If not, open valve CV5 and/or CV6 respectively and add water 
and/or oil until tanks reach desired level, then fully close both valves 
3. Fully open the valves before (BV5 & BV2) and the valves after (BV6 & BV7) the pumps 
4. Fully open control valves CV1 and CV3, and partially open CV2 and CV4 
5. If running the aqueous phase at low flow, fully open valve BV10. If running the aqueous 
phase at high flow, fully open valve BV11 
6. If running oil at low flow, fully open valve BV12. If running oil at high flow, fully open 
valve BV13 
7. To introduce water flow to the top of the inlet, open valves BV15 and BV19. To introduce 
water flow to the bottom of the inlet, open valves BV14 and BV18 
8. To introduce oil flow to the top of the inlet, open valves BV17 and BV19. To introduce oil 
flow to the bottom of the inlet, open valve BV16 and BV18. Ensure that the phases are always 
introduced at opposing orientations. 
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9. Open valve BV21 
10. Open CV5 and CV6 
11. Switch on pumps M1 and M2 
12. Bleed pressure transducer tappings upstream and downstream to remove any trapped air.  
13. Increase aqueous phase  flowrate by opening CV2 whilst simultaneously closing valve CV1. 





1. Turn off pumps M1 and M2 
2. Close valves CV5 and CV6 
3. Close valve BV21 
4. Shut all valves in the mixing section (BV15-BV19) 
5. Close all valves flow meter valves (BV10-BV13) 
6. Fully close valves CV4, CV3, CV2 and CV1 
7. Close BV5 and BV6, BV2 and BV7 
 




Derivation of Laminar Drag Model 
 
Equation 4.2 has been derived by first considering the frictional pressure drop Δp experienced 
by each of the two test fluids over a pipe length L: 
 
   Δ݌௜ ൌ ଵଶ ߩ௜ ௜ܷଶ	 ௜݂
ସ௅
஽೔ ,      (A1) 
 
   Δ݌୭୧୪ ൌ ଵଶ ߩ୭୧୪ܷ୭୧୪ଶ 	 ୭݂୧୪
ସ௅
஽౥౟ౢ ,     (A2) 
 
   Δ݌୥ୱ ൌ ଵଶ ߩ୥ୱ ୥ܷୱଶ 	 ୥݂ୱ
ସ௅
஽ౝ౩ ,     (A3) 
 
where the subscript ‘oil’ denotes the oil flow and the subscript ‘gs’ that of the glycerol solution.  
The hydraulic diameter D is, 
 
   ܦ௜ ൌ ସ஺೔௉೔  ,       (A4) 
 
with Ai and Pi the cross-sectional area and the wetted perimeter of fluid ‘݅’ respectively.  Also, fi 
denotes the Fanning friction factor of fluid ‘݅’ that for laminar flow is given as, 
 
   ௜݂ ൌ ଵ଺ோ௘೔ ,       (A5) 
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and, Rei is the Reynolds number associated with the flow of fluid ‘݅’, which in turn is defined 
as, 
 
   ܴ݁௜ ൌ ఘ೔௎೔஽೔ఓ೔  .       (A6) 
 
Equating the pressure drops for each liquid flow in our arrangement gives, 
 
   Δ݌௜ ൌ Δ݌୭୧୪ ൌ Δ݌୥ୱ .      (A7) 
 
Now, substituting the laminar relation for the Fanning friction factor from Eq. A5 into the 
frictional pressure drop equation for each liquid, i.e., Eq. A2 for oil and Eq. A3 for the glycerol 
solution, and dividing the oil pressure drop by that of the glycerol solution, i.e., Eq. A2/Eq. A3, 
gives, 
 






஽౥౟ౢ ൌ 1 .     (A8) 
 
After substituting the Reynolds number definition (Eq. A6) for each liquid flow into Eq. A8 we 
obtain, 
 





ଶ ൌ 1 .      (A9) 
 
Returning to the hydraulic diameters of the two fluid flows from Eq. A4, we can also write, 
 
   ܦ୭୧୪ ൌ 2 ௒౥౟ౢௐ௒౥౟ౢାௐ ,      (A10) 
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   ܦ୥ୱ ൌ 2 ௒ౝ౩ௐ௒ౝ౩ାௐ .       (A11) 
 
where Yi is the (absolute) time-averaged depth of liquid ‘i’ and W is the width of the square 
channel, such that, 
 
   ܹ ൌ ୭ܻ୧୪ ൅ ୥ܻୱ .      (A12) 
 
Note that, in Equation A11, the wetted perimeter for each phase is taken as the sum of the 
perimeter of the phase in contact with the wall of the channel plus the interfacial perimeter. 
 
Dividing through the expressions for the two hydraulic diameters (Eqs. A10 and 11), we have, 
 




ሺ௒౥౟ౢାௐሻ .      (A13) 
 
Now we define a dimensionless liquid flow depth, 
 
   ݕଵ ൌ ௒౥౟ౢ௒ౝ౩  ,       (A14) 
 
and substitute this into Eq. A13 to obtain, 
 






ሺ௬భାଶሻ  .      (A15) 
 
The substitution of the hydraulic diameter ratio Dgs Doil⁄  from Eq. A15 into the expression for 
the pressure drop ratio Δpoil Δpgsൗ , Eq. A9, gives, 
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ଶ ൌ 1 .     (A16) 
 
Finally, performing a mass balance gives: 
 










ொౝ౩  .     (A17) 
 
Substituting the superficial velocity ratio Uoil Ugs⁄  from Eq. A17 into the pressure drop ratio 
Δpoil Δpgsൗ , Eq. A16 gives: 
 









ଶ ൌ 1 ,     (A18) 
 




ఓ౥౟ౢ ൌ ܺ ,     (A19) 
 
in which, parameter X has been defined as being equal to the multiple of the ratios of the 
volumetric flow rates and dynamic viscosities of the glycerol solution to the oil flows. 
Therefore, we obtain Eq. 4.2 as, 
 













“Stay hungry. Stay foolish." 
 
The Whole Earth Catolog 
