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RESUMO
O controle preditivo é uma técnica de controle avançado que vem recebendo
cada vez mais atenção tanto da indústria quanto do meio acadêmico. Suas
características como a capacidade de tratar restrições de maneira sistemática
e a utilização de algoritmos que encontram soluções ótimas definem a grande
vantagem de sua utilização. Na indústria já existem diversas aplicações do
controle preditivo, porém, devido à necessidade de troca de informações com
os sensores e atuadores do processo, sua utilização às vezes se torna inviável,
principalmente quando o sistema a ser controlado possui muita esparsidade
geográfica. Uma alternativa que vem se tornando interessante é a utilização
de controladores preditivos distribuídos (DMPC), que são implementados lo-
calmente mas trabalham em conjunto, conseguindo ao final um desempenho
similar ao controlador centralizado, porém com a vantagem da descentraliza-
ção da computação das ações de controle. Este trabalho propõe uma estrutura
DMPC onde o sistema é dividido em subsistemas, cada qual com o seu sub-
problema, e é tratado através de uma rede de agentes. Neste caso, a formula-
ção utilizada engloba problemas de controle onde podem existir acoplamen-
tos entre as saídas dos subsistemas. É proposto um algoritmo distribuído que
coordena a rede de agentes e utiliza métodos de ponto-interior para resolver o
conjunto de subproblemas, encontrando a solução ótima global. Além de tes-
tar a formulação do controlador distribuído de maneira numérica, é realizado
um estudo utilizando a estratégia DMPC para o caso de alocação de recur-
sos de energia. Neste caso, um conjunto de sistemas consumidores tem suas
necessidades energéticas supridas por uma fonte comum, cuja capacidade é
limitada e às vezes não atende as demandas. A estratégia DMPC foi testada
neste caso através de uma metodologia hardware-in-the-loop em uma planta
solar para demonstrar a boa funcionalidade e a possibilidade de aplicação de
controladores distribuídos em sistemas reais.
Palavras-chave: Controle preditivo baseado em modelo, otimização distri-
buída, método de ponto-interior, conforto térmico.
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ABSTRACT
Predictive control is an advanced control technique that has been getting in-
creasing attention from both industry and academia. Its characteristics such as
the ability to handle constraints in a systematic way and the use of algorithms
that find optimal solutions define the great advantage of its use. In industry
there are already several applications of predictive control, however, due to
the necessity of information exchange with the sensors and actuators of the
process, their use is sometimes not feasible, especially when the system to be
controlled has much geographical sparsity. An alternative that is becoming
interesting is the use of distributed predictive controllers (DMPC), which are
implemented locally but work together, achieving at the end a performance
similar to a centralized controller, but with the advantage of decentralization
in the computation of control actions. This thesis proposes a DMPC struc-
ture where the system is divided into subsystems, each with its subproblem,
and is treated through a network of agents. In this case, the formulation used
comprises control problems which may exist couplings between the outputs
of the subsystems. It is proposed a distributed algorithm that coordinates the
network of agents and use interior-point methods to solve the set of subpro-
blems, finding the optimal global solution. Besides testing the formulation of
the distributed controller in a numerical manner, a study using the DMPC stra-
tegy for the case of allocation of energy resources is performed. In this case,
a set of consumer systems have their energy needs supplied by a common
source, whose capacity is limited and sometimes does not meet the demands.
The DMPC strategy was tested in this case through a hardware-in-the-loop
methodology in a solar plant to demonstrate the good functionality and appli-
cability of distributed controllers in real systems.
Keywords: Model predictive control, distributed optimization, interior-point
method, thermal comfort.
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11 INTRODUÇÃO
O controle automático de processos é um conceito antigo, com um
marco inicial nos processos industriais através do regulador centrífugo de
James Watt em 1769 (DORF; BISHOP, 2010), que foi utilizado para controlar
a velocidade de máquinas a vapor. Deste ponto em diante, como uma das
consequências diretas da globalização e aumento da competitividade entre
os mercados produtores, as técnicas de controle automático vêm evoluindo
e se tornando cada vez mais importantes nas indústrias, visando acelerar o
processo de fabricação de produtos e atender às restrições ambientais e de
segurança, porém da maneira mais rentável possível.
Com todo esse avanço na indústria, é evidente não somente o desen-
volvimento das técnicas de controle de processos, mas também de outras
áreas afins, tais como a modelagem de sistemas dinâmicos e a otimização,
que se tornaram necessárias no controle de processos industriais que estão se
tornando cada vez mais complexos e flexíveis.
Além disso, o rápido desenvolvimento das tecnologias de computa-
ção, comunicação e informação, refletido em equipamentos eletrônicos cada
vez mais rápidos e mais baratos, permitiu que as aplicações das técnicas de
controle não ficassem restritas às indústrias e teorias, sendo empregadas nas
mais diversas áreas, com crescente atenção em sistemas de infraestrutura, tais
como redes elétricas inteligentes (VENKAT et al., 2008), redes de água (PAR-
TAN; KUROSE; LEVINE, 2007), controle de tráfego urbano (ZHAO; DAI; ZHANG,
2012), entre tantas outras.
Com o desenvolvimento crescente dos sistemas de controle, uma das
estratégias que vem ganhando cada vez mais espaço é o Controle Preditivo
Baseado em Modelo (MPC) (CAMACHO; BORDONS, 2004). O MPC já possui
uma história de longa data, principalmente na indústria petroquímica (RICHA-
LET et al., 1978; CUTLER; RAMAKER, 1979), porém ainda está longe de utilizar
todo o seu potencial no controle de processos, sendo o foco de muitas pesqui-
sas realizadas tanto na indústria quanto no meio acadêmico (LEE, 2011).
Os principais aspectos de seu sucesso se devem à sua formulação in-
tuitiva, com características importantes que envolvem a possibilidade de apli-
cação multivariável, a facilidade de incorporar e tratar restrições operacionais
e a operação baseada em uma função custo (CAMACHO; BORDONS, 2004; QIN;
BADGWELL, 2003).
Em essência, o MPC converte um problema de controle dinâmico em
uma série de problemas de otimização estáticos que são resolvidos com algo-
ritmos de otimização específicos em tempo real. Mais detalhes de seu funci-
onamento serão dados no capítulo 2.
2Na aplicação do MPC, existe a necessidade da centralização das in-
formações dos sensores do sistema a ser controlado, direcionadas para uma
central de processamento que utilizará estas informações para resolver o pro-
blema atual de controle e enviará os novos comandos para os atuadores do
sistema.
Aparece aqui um limitante para a aplicação do MPC quando o obje-
tivo é controlar sistemas demasiadamente grandes e/ou geograficamente dis-
tribuídos, chamados aqui de sistemas de larga escala. As aplicações do MPC
podem ser restringidas tanto por causa da quantidade de informações que de-
vem ser manipuladas simultaneamente quanto pela dificuldade na transmissão
dessas informações por longas distâncias.
Nesta tese, a pesquisa foi direcionada principalmente para sistemas
geograficamente distribuídos. Nos casos estudados, além da barreira da dis-
tância que desfavorece a aplicação do MPC, existe um acoplamento entre
as partes do sistema, resultando em desempenhos de controle inaceitáveis
quando controlados de maneira descentralizada. Para esses casos, uma das
metodologias promissoras e que vem se tornando viável é o Controle Predi-
tivo Distribuído (DMPC), que possibilita a distribuição do problema de con-
trole, enquanto preserva as mesmas características do MPC padrão, tais como
a utilização de um modelo de predição e a manipulação explícita de restrições
(CAMPONOGARA et al., 2002; NEGENBORN; SCHUTTER; HELLENDOORN, 2009;
RAWLINGS; STEWART, 2008; SCATTOLINI, 2009; CHRISTOFIDES et al., 2013).
Nessa estratégia de controle, o sistema é tratado através de uma rede
de agentes acoplados, que podem trabalhar em conjunto visando resolver o
problema de controle do sistema, normalmente buscando resultados similares
aos que podem ser obtidos com um MPC centralizado.
Os estudos sobre o DMPC podem abordar as mais diversas áreas, tais
como tratamento dos problemas de otimização distribuídos, considerações
sobre os acoplamentos dinâmicos entre os subsistemas, questões de coopera-
ção entre os agentes da rede, tratamento de restrições de maneira distribuída,
condições de estabilidade em malha fechada, entre outras.
Com tantas linhas de pesquisa, surgiram diversas classificações do
DMPC, sendo as mais comuns dadas pela topologia da rede de comunicação,
diferentes protocolos de comunicação utilizados pelos controladores locais e
função custo dos problemas de otimização locais (SCATTOLINI, 2009). Neste
trabalho, a principal classificação entre os tipos de DMPC que será utilizada
divide as estratégias entre não cooperativas e cooperativas. Nesta tese foi de-
senvolvida uma estratégia de controle preditivo distribuído que segue a linha
das abordagens cooperativas.
Dentre as técnicas não cooperativas são encontrados diversos traba-
lhos (DUNBAR, 2007; TRODDEN; RICHARDS, 2006; FARINA; SCATTOLINI, 2012),
3com destaque para uma linha de pesquisa que utiliza a abordagem de tubos
(MAYNE; SERON; RAKOVI ´C, 2005), com resultados envolvendo aplicações em
sistemas incertos e projetos de controladores robustos (FARINA; SCATTOLINI,
2012; RIVERSO; FERRARI-TRECATE, 2012).
Um ponto importante de se destacar em algumas dessas técnicas é a
necessidade de uma computação offline centralizada que precisa ser refeita
em caso de reconfiguração. Além disso, este trabalho engloba característi-
cas que não são abordadas nesses trabalhos, como questões de otimalidade
e subotimalidade, processo iterativo e acoplamentos através das restrições de
entrada e saída.
Em relação à modelagem de redes dinâmicas lineares, é mostrado que
foram realizados alguns avanços através do tratamento de problemas mais
gerais com o desenvolvimento de modelos de redes dinâmicas com restri-
ções nas variáveis de saída do sistema, que anteriormente eram restritos aos
sinais de controle dos subsistemas (CAMPONOGARA; OLIVEIRA, 2009). É de-
monstrado que este tipo de restrição torna a rede dinâmica mais acoplada,
aumentando a quantidade de informações trocadas entre os agentes, além da
necessidade de algoritmos específicos para encontrar a solução dos problemas
de controle.
Uma contribuição importante deste trabalho foi o desenvolvimento de
um algoritmo de ponto-interior distribuído para a otimização utilizada no
DMPC, que aplicado em redes dinâmicas lineares converge para uma solu-
ção ótima do problema de controle.
Outra contribuição foi a implementação do DMPC em um sistema
real. Neste caso, o DMPC foi utilizado no controle de distribuição de re-
cursos de uma planta solar que alimenta o sistema de ar condicionado de um
edifício. Para esta aplicação, a formulação desenvolvida teve que ser adap-
tada para se encaixar com o estudo de caso, pois existia uma restrição que
acoplava todo o sistema. Porém, foi possível tirar benefício da estrutura em
linha do sistema para reduzir o efeito do acoplamento.
Buscando relacionar as contribuições desta tese com outros trabalhos,
abaixo são discutidas as principais abordagens cooperativas encontradas na
literatura.
Cheng, Forbes e Yip (2007) desenvolvem um algoritmo de ajuste de
preços baseado no método de Newton, no qual técnicas de análise de sensi-
bilidade e identificação de mudança de conjuntos ativos são aplicadas. Uma
técnica de coordenação é proposta para controladores MPC descentralizados
utilizando um esquema de coordenação baseado em preço que envolve um
modelo de entrada e saída. Nesse caso, cada controlador individual tem uma
função objetivo que considera as entradas e saídas da unidade local e o im-
pacto de outras unidades, caracterizando um algoritmo cooperativo.
4Uma das características que diferem esse trabalho do nosso é a influên-
cia dinâmica mútua entre os controladores descentralizados, contabilizados
apenas na forma de restrições. Além disso, as restrições de acoplamento de
recursos físicos dos controladores descentralizados não fazem parte da for-
mulação, como em um dos casos apresentados neste trabalho.
Negenborn, Schutter e Hellendoorn (2008) tratam a solução de proble-
mas de otimização para a estratégia DMPC aplicado em redes de subsistemas
que possuam apenas acoplamento dinâmico, diferente do nosso trabalho que
trata também acoplamentos por restrições. Além disso, é utilizada a dualidade
Lagrangeana para conciliar os valores das variáveis de acoplamento utiliza-
dos para desacoplar os subproblemas de subsistemas vizinhos, diferente deste
trabalho que utiliza um método primal que produz uma sequência de soluções
factíveis.
Venkat et al. (2008) desenvolvem um procedimento iterativo baseado
em cooperação que alcança o ótimo global para subsistemas lineares acopla-
dos com restrições locais nos sinais de controle. Condições de estabilidade de
malha fechada são estabelecidas utilizando custo terminal quadrático, obtido
através da solução de equações de Lyapunov. Diferente do nosso trabalho,
são consideradas apenas restrições nos sinais de controle, desconsiderando
quaisquer restrições nas variáveis de saída.
Em Pannocchia et al. (2009) é utilizado o princípio da subotimalidade,
cujos resultados são comparados com soluções centralizadas para um grupo
de subsistemas acoplados dinamicamente. A estratégia apresentada poderia
ser aplicada aos nossos estudos de caso, porém tornaria todo o sistema aco-
plado e não garantiria otimalidade. Além disso, existe a questão em relação
à solução factível inicial, diferente neste trabalho por apresentar um método
para encontrar uma solução factível de forma distribuída.
Em Stewart et al. (2010), é desenvolvido um algoritmo DMPC para
sistemas lineares com garantia de estabilidade através de comunicação ite-
rativa entre os controladores distribuídos e funções objetivos que levam em
consideração todo o sistema de controle. Neste caso, a estabilidade é assegu-
rada mesmo quando o processo iterativo dos controladores termina antes da
convergência.
Apesar da quantidade de semelhanças, o trabalho de Stewart et al.
(2010) possui dois pontos principais que o diferem desta tese. O primeiro
é em relação às restrições, se restrigindo em receber apenas restrições de
entrada, e o segundo é em relação à informação em cada subsistema, pois é
necessário que cada controlador possua total conhecimento das dinâmicas do
sistema.
Ferramosca et al. (2013) desenvolvem controladores baseados em jo-
gos cooperativos que são aplicados em processos com equilíbrio variável cu-
5jas referências das plantas controladas podem mudar. Técnicas de factibili-
dade recursiva e a definição de um conjunto terminal admissível são utiliza-
dos para garantir a estabilidade do sistema, porém pode produzir respostas
subótimas.
Diferente do nosso trabalho, não é apresentada uma garantia que os
agentes não ficarão presos em soluções subótimas, caso em que os agentes
não conseguem realizar muito progresso através de uma otimização unilate-
ral quando encontram um limite dado por alguma restrição. Além disto, o
desempenho deste algoritmo pode ser lento, pois será dependente da primeira
solução factível encontrada.
Em síntese, a presente tese desenvolveu as seguintes contribuições ci-
entíficas e tecnológicas:
1. um modelo distribuído de redes dinâmicas lineares com restrições nos
sinais de controle e saídas;
2. um algoritmo distribuído baseado no método de ponto-interior que ga-
rante convergência das decisões de controladores distribuídos à solução
ótima global, que seria encontrada por um controlador centralizado;
3. aplicação do DMPC em um sistema real, comprovando a aplicabilidade
da metodologia distribuída.
Este trabalho está organizado em seis capítulos, incluindo a Introdu-
ção. O Capítulo 2 é dedicado à modelagem de redes dinâmicas lineares e a
formulação dos problemas de controle preditivo, desde o problema centrali-
zado até a formulação distribuída. No Capítulo 3 estão descritos os algorit-
mos de otimização utilizados nos controladores distribuídos. O Capítulo 4
se refere aos resultados numéricos deste trabalho. O Capítulo 5 trata de uma
adaptação das formulações desenvolvidas para aplicação em um caso prático
envolvendo uma planta solar. E por último, o Capítulo 6 faz uma síntese das
contribuições e sugere direções de pesquisa para trabalhos futuros.
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72 MODELAGEM DE SISTEMAS DE LARGA ESCALA E
FORMULAÇÃO DOS PROBLEMAS DE CONTROLE
Este capítulo trata de três assuntos principais, sendo eles modelagem
de sistemas dinâmicos, formulação do controlador MPC e aplicação de uma
estratégia DMPC. A primeira parte tem como objetivo modelar sistemas di-
nâmicos de larga escala, de tal maneira que sejam facilmente visualizados e
representativos para a aplicação das técnicas de controle deste trabalho. Par-
tindo dos modelos obtidos, é formulado o problema de controle preditivo
para o sistema, sendo referenciado aqui como MPC centralizado. Após es-
tas etapas, é feita a formulação do problema de controle tratado de maneira
distribuída.
Foram utilizadas neste trabalho redes dinâmicas lineares para modelar
as dinâmicas dos sistemas estudados. Este tipo de representação já vem sendo
utilizada para representar sistemas esparsos e geograficamente distribuídos,
tais como redes de tráfego urbano (CAMPONOGARA; SCHERER; MOURA, 2009;
OLIVEIRA; CAMPONOGARA, 2010), redes de energia elétrica (VENKAT et al.,
2008), plantas petroquímicas (SCHERER; CAMPONOGARA; PLUCENIO, 2009),
entre outros (DOLD; STURSBERG, 2009; MERCANGÖZ; DOYLE III, 2007). Uma
das vantagens desta representação é a facilidade para visualizar os acopla-
mentos que ocorrem através dos sinais de um dado elemento com os demais
elementos do sistema.
Com a utilização das redes dinâmicas lineares, o sistema é dividido em
subsistemas e a cada subsistema é atribuído uma dinâmica local e dinâmicas
de acoplamentos. Para os modelos matemáticos destes subsistemas dinâmi-
cos, tanto para a dinâmica local quanto para a influência entre os subsistemas,
é possível utilizar diversas representações, podendo ser classificadas em line-
ares e não lineares, contínuas e discretas, cada qual possuindo vantagens e
desvantagens para os estudos realizados (ÅSTRÖM; MURRAY, 2010). Este tra-
balho utiliza em cada subsistema modelos no espaço de estados representando
sistemas lineares discretos (CHEN, 1999; FRANKLIN; POWELL; EMAMI-NAEINI,
2009).
Representações no espaço de estados são modelos matemáticos de sis-
temas físicos compostos por conjuntos de variáveis de entrada, de saída e de
estado relacionadas entre si por meio de equações diferenciais de primeira
ordem, ou equações à diferença para o caso discreto. As variáveis são expres-
sas em vetores e as equações diferenciais e algébricas são escritas na forma
matricial quando o sistema dinâmico é linear e invariante no tempo. A repre-
sentação em espaço de estados fornece uma maneira prática e compacta para
modelar e analisar sistemas com múltiplas entradas e saídas. O espaço de
8estados refere-se ao espaço cujos eixos são as variáveis de estado e o estado
do sistema pode ser representado como um vetor dentro desse espaço (CHEN,
1999).
Optou-se por modelos no espaço de estados pois grande parte da teoria
de controle preditivo distribuído desenvolvida utiliza modelagem de sistemas
dinâmicos através de variáveis de estado para a realização da predição do
comportamento da planta, sendo com estas formulações os principais resul-
tados quando se trata de convergência, estabilidade e desempenho (VENKAT;
RAWLINGS; WRIGHT, 2005). Definir o modelo para representar o sistema é
uma das bases para a formulação do controlador preditivo.
O termo MPC é utilizado para designar uma vasta classe de algorit-
mos de controle que utilizam explicitamente um modelo de processo e mini-
mização de uma função objetivo em um dado horizonte para obter o sinal de
controle (CAMACHO; BORDONS, 2004). O MPC pode ser formulado utilizando
diversos tipos de modelos para representar as dinâmicas dos processos, assim
como pode utilizar diferentes tipos de funções objetivo. Neste caso, ficou
definido o modelo no espaço de estados para a formulação dos problemas de
controle.
A história deste tipo de controlador já possui vários anos, com uma das
primeiras formulações descrita em 1976 (RICHALET et al., 1976), sendo tam-
bém conhecido como controlador preditivo de horizonte retrocedente (RHPC)
(CAMACHO; BORDONS, 2004). O MPC já possui grande aceitação na acade-
mia, com diversos livros que tratam do assunto (CAMACHO; BORDONS, 2004;
MORARI; LEE, 1999; NORMEY-RICO; CAMACHO, 2007; GRÜNE et al., 2011) e é
cada vez mais aceito na indústria, com possibilidade de aplicações em di-
versas áreas, como indústria petroquímica (MINH; MUHAMAD, 2010), usinas
geradoras de energia elétrica (HINES; JIA; TALUKDAR, 2004), plantas solares
(CASTILLA et al., 2011), entre outras tantas mais.
De maneira geral, o MPC é um método baseado em otimização, no
qual a seguinte estratégia é comum a todos os controladores (CAMACHO; BOR-
DONS, 2004; ARAUJO, 2008):
• a cada período de amostragem, um modelo do processo é utilizado para
predizer as saídas do sistema em uma janela temporal futura chamada
de horizonte de predição;
• o algoritmo de otimização recebe este modelo de predição juntamente
com as restrições do sistema e resolve um problema de otimização que
visa minimizar uma função objetivo definida previamente. A solução
deste problema fornece uma sequência de sinais de controle;
• somente os sinais de controle computados para o primeiro período de
amostragem são enviados para os atuadores do sistema;
9• o horizonte é deslocado adiante para começar no próximo período de
amostragem e todo o processo é repetido.
O MPC normalmente é implementado de maneira centralizada, ou
seja, um único controlador possui todo o conhecimento do processo e cal-
cula as ações de controle para todo o sistema. Porém, para aplicações em
larga escala, a complexidade do MPC pode crescer de maneira significativa
com o aumento do número de variáveis, potencialmente tornando os cálculos
com o MPC centralizado proibitivos.
Para estes casos, pode ser útil (e às vezes necessário) utilizar estraté-
gias que dividam o problema de controle em subproblemas locais, no qual é
atribuído a cada subproblema um agente, responsável por um controlador, e
este conjunto de agentes será responsável por calcular as ações de controle lo-
cais, utilizando medições e modelos de ordem reduzida das dinâmicas locais
(CAMPONOGARA et al., 2002).
Quando o problema é particionado e resolvido por uma rede de agen-
tes, pode existir ou não comunicação entre estes agentes, chamados aqui,
respectivamente, de controle distribuído e controle descentralizado.
Para o segundo caso, uma das opções é o DMPC, cujas funções do
controlador MPC são distribuídas ao longo do sistema, reduzindo assim a
distância e a quantidade de sensores e atuadores interligados em cada contro-
lador, o que consequentemente reduz o tamanho dos problemas de otimiza-
ção. Neste caso, os problemas de cálculo de ações de controle são resolvidos
por uma rede de agentes, porém mantendo as mesmas características do MPC
padrão (CAMPONOGARA et al., 2002).
Na literatura atual, já existem alguns trabalhos que fazem um levanta-
mento dos tipos de controladores preditivos distribuídos que já foram desen-
volvidos, discutindo sobre as tecnologias existentes e definindo alguns dos
desafios e rumos para pesquisas futuras (NEGENBORN; SCHUTTER; HELLENDO-
ORN, 2009; RAWLINGS; STEWART, 2008; SCATTOLINI, 2009; ALVARADO et al.,
2011).
Em linhas gerais, algumas das características que podem ser utilizadas
para classificar os tipos de controladores preditivos distribuídos são:
Tipo de abordagem, que define se a abordagem é ascendente ou descen-
dente, isto é, se o DMPC é formulado partindo da visão de cada sub-
sistema até chegar no problema completo ou se o problema de controle
centralizado é particionado em subproblemas menores. Este trabalho
descreve a formulação ascendente, na qual se inicia com conjuntos e
informações sobre vizinhanças e os problemas vão sendo formulados
gradualmente. No entanto, para fins de comparação, foi formulado pri-
meiramente o problema centralizado e descrito os passos para que dele
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seja possível chegar ao problema equivalente distribuído;
Arquitetura, que define como será a coordenação entre os agentes. Algu-
mas estratégias utilizam hierarquia, com uma camada superior respon-
sável pela coordenação, enquanto outras utilizam comunicação direta
ponto a ponto. Este trabalho utiliza a segunda abordagem;
Tipo do modelo utilizado para representar as dinâmicas dos sistemas a se-
rem controlados. Neste caso, foi adotada a modelagem via espaço de
estados;
Tipo de computação, que define como as ações de controle são calcula-
das, de modo iterativo ou não iterativo. Este trabalho utiliza processos
iterativos para resolver os problemas de controle distribuídos.
Com relação a este trabalho, pode-se dizer que deu continuidade ao
trabalho de Camponogara e Oliveira (2009), que foca em DMPC aplicado em
redes dinâmicas lineares com restrições locais de controle, além do desenvol-
vimento de um método de direção factível distribuído que consegue alcançar
o ótimo global. Neste caso, a aplicação utilizada foi de controle de tráfego
urbano, cujas dinâmicas dos subsistemas são acopladas e as restrições são
locais.
Esta tese avançou a tecnologia do DMPC com a manipulação de res-
trições sobre as variáveis de saída de redes dinâmicas lineares, que anterior-
mente eram limitadas aos sinais de controle dos nós da rede (VENKAT et al.,
2008; CAMPONOGARA; OLIVEIRA, 2009; STEWART et al., 2010), além do de-
senvolvimento de um método de ponto-interior distribuído. Na sequência se
apresentam as formulações matemáticas relacionadas com a modelagem uti-
lizada e a própria formulação do DMPC.
2.1 REDES DINÂMICAS LINEARES
As formulações desta seção serão dadas de maneira genérica e exem-
plificadas através de um sistema dinâmico representado na Figura 1. Uma
maneira ilustrativa de representar sistemas dinâmicos é através de um grafo
direcionado, G = (M ,E), em que M = {1, . . . ,M} representa o conjunto de
elementos que formam a rede dinâmica, sendo aqui chamados de subsistemas
e E ⊆M ×M representa as influências que existem entre os subsistemas.
A rede dinâmica genérica representada no formato de grafo pela Fi-
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gura 1 é escrita como:
M = {1,2,3,4,5,6}
E = {(1,2),(2,3),(3,6),(4,5),(5,6),(6,3)}
1 2 3
4 5 6
Figura 1 – Grafo de acoplamento de uma rede dinâmica linear com 6 subsis-
temas.
É definida aqui a vizinhança de entrada de um dado elemento m ∈M ,
dada pelo conjunto I (m) = {i : (i,m)∈E}∪{m}, que contém os subsistemas
que influenciam a dinâmica do subsistema m.
Para representar as dinâmicas de cada subsistema e seus acoplamentos
foi utilizada a representação no espaço de estados. Esta representação define
xm ∈R
nm como sendo o vetor com os estados, um ∈Rpm o vetor com os sinais
de controle locais e ym ∈Rqm como o vetor de saídas do subsistema m. Neste
caso nm representa o número de estados, pm representa o número de entradas
e qm o número de saídas.
Quando se escrevem as equações dinâmicas para representar as in-
fluências existentes entre os subsistemas, a representação dos acoplamentos é
dada através dos estados ou dos sinais de controle. Prevendo uma formulação
que englobasse ambos os casos, foi utilizada aqui uma formulação mais ge-
nérica, em que aparecem influências nos estados e controles dos subsistemas
vizinhos.
Será considerado que os estados dos subsistemas m ∈ M evoluem de
acordo com o seguinte modelo matemático:
xm(k+1) = ∑
i∈I (m)
(Am,ixi(k)+Bm,iui(k)) (2.1)
em que xi(k) é o estado e ui(k) é o controle do subsistema i no tempo k, e Am,i
e Bm,i são matrizes constantes de dimensões adequadas, chamadas também
12
de matriz dinâmica e matriz de controle respectivamente (ÅSTRÖM; MURRAY,
2010).
A saída ym ∈Rqm do subsistema m será dada por uma combinação dos
estados. A equação que define este comportamento é dada por:
ym(k) = ∑
i∈I (m)
Cm,ixi(k) (2.2)
em que Cm,i é uma matriz constante, chamada também de matriz de saída.
Este tipo de sistema é dito linear invariante no tempo (ÅSTRÖM; MURRAY,
2010).
Após atribuir modelos matemáticos para as dinâmicas de cada subsis-
tema e seus acoplamentos tem-se o modelo do sistema dinâmico completo
em mãos, sendo possível partir para a formulação das predições, que são uma
parte fundamental na formulação de controladores preditivos.
Dado o estado da rede x(k) = (x1, . . . ,xM)(k) no tempo k, o estado
de um subsistema m depois de t instantes de tempo torna-se uma função das
entradas de controle dado por:
xm(k+ t) = ∑
ωt∈pi(m,t)
A(ωt)xit (k)+ ∑
ωt∈pi(m,t)
B(ωt)uit (k)
+ ∑
ωt−1∈pi(m,t−1)
B(ωt−1)uit−1(k+1)+ . . .
. . .+ ∑
ω1∈pi(m,1)
B(ω1)ui1(k+ t−1) (2.3)
onde:
• pi(m, t) = {〈i0, i1, . . . , it〉 : i0 = m, i1 ∈ I (i0), i2 ∈ I (i1), . . . , it ∈ I (it−1)}
são as cadeias dinâmicas pelas quais o estado ou entrada de controle de
um subsistema it influencia, t passos depois, o estado do subsistema m;
• A(ωt) = Ai0,i1Ai1,i2 . . .Ait−1,it modela a influência do estado do subsis-
tema it no tempo k sobre o estado do subsistema i0 no tempo k + t,
sendo ωt = 〈i0, i1, . . . , it〉;
• B(ωt) = Ai0,i1Ai1,i2 . . .Ait−2,it−1Bit−1,it é a matriz que modela como a en-
trada de controle do subsistema it no tempo k influencia o estado do
subsistema i0 no tempo k+ t.
Para ilustrar estes conceitos, considere a rede da Figura 1. Neste caso,
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os conjuntos de entrada são dados por:
I (1) = {1} I (2) = {1,2} I (3) = {2,3,6}
I (4) = {4} I (5) = {4,5} I (6) = {3,5,6}
Para esta rede, temos algumas cadeias dinâmicas representadas nas
equações abaixo para o subsistema 3 em t = 1 e t = 2:
pi(3,1) = {〈3,2〉,〈3,3〉,〈3,6〉}
pi(3,2) = {〈3,2,1〉,〈3,2,2〉,〈3,3,2〉,〈3,3,3〉,〈3,3,6〉,
〈3,6,3〉,〈3,6,5〉,〈3,6,6〉}
Neste caso, a cadeia dinâmica em pi(3,2) induz as matrizes dinâmicas
de estado A(〈3,2,1〉) = A3,2A2,1 até A(〈3,6,6〉) = A3,6A6,6 e as matrizes de
controle B(〈3,2,1〉) = A3,2B2,1 até B(〈3,6,6〉) = A3,6B6,6.
Por simplificação, será considerado um horizonte de predição N de
mesmo tamanho para o controle e a saída do sistema. A predição é uma
função do estado no tempo k, x(k), e dos sinais de controle do tempo k até
k+N−1.
É definido pi(m, t, j) = {ωt ∈ pi(m, t) : it = j} como o subconjunto
de cadeias dinâmicas em que estado e controles no subsistema j afetam o
subsistema m em t passos. Definem-se os vetores xm = (xm(k+ 1),xm(k+
2), . . . ,xm(k+N)), um =(um(k),um(k+1), . . . ,um(k+N−1)), e u=(u1,u2, . . . ,uM).
Também são definidas as matrizes1 Am,i e Bm,i com as informações dinâmicas
do sistema para todo o horizonte de predição conforme segue:
Am,i =

∑
ω∈pi(m,1,i)
A(ω)
.
.
.
∑
ω∈pi(m,N,i)
A(ω)

Bm,i =

∑
ω∈pi(m,1,i)
B(ω) 0 · · · 0
∑
ω∈pi(m,2,i)
B(ω) ∑
ω∈pi(m,1,i)
B(ω) · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
∑
ω∈pi(m,N,i)
B(ω) ∑
ω∈pi(m,N−1,i)
B(ω) · · · ∑
ω∈pi(m,1,i)
B(ω)

1A soma sobre um conjunto vazio é assumido como uma matriz nula de dimensão apropriada.
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Com base nestas definições, as predições do estado para o horizonte
são dadas como:
xm = ∑
i∈I (m)
(
Am,ixi(k)+Bm,iui
) (2.4)
em que I (m) = { j : 〈i0, i1, . . . , iN〉 ∈ pi(m,N, j), iN = j} é a vizinhança de
entrada para um horizonte de predição de tamanho N. Na rede ilustrativa, a
vizinhança de entrada do subsistema m = 3 para um horizonte N = 2 é I (3) =
{1,2,3,5,6}. Observe que I (m) = I (m) para N = 1, enquanto I (m)⊆ I (m)
para N ≥ 2.
Realizando um tratamento semelhante, temos que a saída do subsis-
tema m no instante k+ t é uma função do estado da rede no tempo k e dos
sinais de controle do tempo k até k+ t−1, dada por:
ym(k+ t) = ∑
i∈I (m)
Cm,ixi(k+ t) (2.5)
e, portanto,
ym(k+ t) = ∑
i∈I (m)
Cm,i
(
∑
ωt∈pi(i,t)
A(ωt)xit (k)+ ∑
ωt∈pi(i,t)
B(ωt)uit (k)+ · · ·
· · ·+ ∑
ω1∈pi(i,1)
B(ω1)ui1(k+ t−1)
)
(2.6)
em que pi( j, t) contém somente a matriz identidade quando t = 0, isto é,
pi( j,0) = {ω0} e A(ω0) = I. Assim, (2.6) se torna (2.2) quando t = 0.
Definimos neste ponto o vetor ym = (ym(k+1),ym(k+2), . . . ,ym(k+
N)) e as matrizes Cm,i e Dm,i2 dadas abaixo, sendo Cm,i definida somente se
i ∈ I (m), de outra maneira ela se torna uma matriz nula.
Cm,i =

Cm,i
∑
j∈I (m)
∑
ω∈pi( j,1,i)
Cm, jA(ω)
.
.
.
∑
j∈I (m)
∑
ω∈pi( j,N−1,i)
Cm, jA(ω)

2Vale ressaltar que não existe transferência direta no modelo, sendo a matriz Dm,i um resul-
tado da predição.
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Dm,i =

ψ ∑
ω∈pi( j,1,i)
ζ 0 · · · 0
ψ ∑
ω∈pi( j,2,i)
ζ ψ ∑
ω∈pi( j,1,i)
ζ · · · 0
.
.
.
.
.
.
.
.
.
.
.
.
ψ ∑
ω∈pi( j,N−1,i)
ζ ψ ∑
ω∈pi( j,N−2,i)
ζ · · · ψ ∑
ω∈pi( j,1,i)
ζ

em que foi utilizado ψ = ∑
j∈I (m)
e ζ = Cm, jB(ω) para facilitar a visualização
da matriz.
Com estes vetores e matrizes são definidas as predições para as va-
riáveis de saída do subsistema m ao longo do horizonte de tempo como uma
função do estado atual da rede, x(k), e dos sinais de controle para o horizonte.
Matematicamente a equação de predição da saída é dada por:
ym = ∑
i∈I (m)
(Cm,ixi(k)+Dm,iui) (2.7)
Na sequência será formulado o controlador MPC, que utilizará as equa-
ções de predição como parte de sua estrutura.
2.2 FORMULAÇÃO DO MPC
De maneira geral, os controladores MPC possuem alguns elementos
principais, dados por:
Função objetivo, que quantifica o problema de controle, utilizado como cri-
tério de comparação na escolha das ações de controle durante a otimi-
zação. As funções objetivo podem ser dos mais variados tipos, porém
é comum utilizar termos com o objetivo de seguimento de referência e
esforço de controle (CAMACHO; BORDONS, 2004).
Restrições, que definem as limitações do processo, podendo ser de nature-
zas diversas, sendo as restrições mais comuns aplicadas nos sinais de
saída, controle e taxa de variação de controle.
Algoritmo de otimização, que define o funcionamento do MPC, utilizando
os demais elementos para calcular as ações de controle.
Modelo de predição, utilizado para prever as saídas futuras do sistema com
respeito às ações de controle atuais. Este item foi discutido anterior-
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mente na Seção 2.1, definido neste trabalho com modelos no espaço de
estados.
A função objetivo escolhida possui uma parte que define a minimiza-
ção do sinal de controle e outra parte que define a minimização da saída, com
pontos ótimos em zero. Optou-se por este caso para facilitar a visualização e
o desenvolvimento dos problemas. Adiante, no Capítulo 5, serão tratados os
casos mais tradicionais, envolvendo seguimento de referência e minimização
do incremento de controle. A função objetivo é matematicamente dada por:
J =
M
∑
m=1
fm, (2.8)
sendo
fm =
N
∑
t=1
‖ŷm(k+ t|k)‖2Qm +‖um(k+ t−1)‖
2
Rm ,
em que ŷm(k+t|k) é a predição da saída ym(k+t) com as informações obtidas
até o instante k, ‖x‖2λ com a variável λ semi-definida positiva significa x′λx,
Qm é uma matriz simétrica (i.e., Qm = Q′m) e positiva semidefinida (denotado
por Qm  0) e Rm = R′m é positiva definida (denotado por Rm ≻ 0).
Normalmente são utilizadas funções objetivo mais elaboradas, porém
decidimos manter esta versão simplificada para as formulações atuais, facili-
tando a visualização e a formulação distribuída que será abordada posterior-
mente.
As restrições serão dadas nos sinais de saída e sinais de controle dos
subsistemas. Em resumo, este trabalho é sobre a solução distribuída do pro-
blema MPC, dado por:
P : min J (2.9a)
s.a : para m ∈M , t = 1, . . . ,N :
yminm ≤ ŷm(k+ t|k)≤ ymaxm (2.9b)
uminm ≤ um(k+ t−1)≤ umaxm (2.9c)
O MPC resolve P em cada período de amostragem k e apenas os sinais
de controle u(k) são implementados para o intervalo [k,k+ 1]. Na amostra
seguinte, o horizonte é rolado para frente, P é instanciado a partir do tempo
k+1 até k+N +1, e o processo é repetido.
Vale ressaltar aqui que no problema de controle foram consideradas
restrições de acoplamento na saída dos subsistemas e foi permitido que a dinâ-
mica do subsistema dependesse dos estados, além dos sinais de controle, dos
subsistemas na vizinhança. Os acoplamentos decorrentes das restrições sobre
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as saídas são mais complexos de serem tratados de maneira distribuída em
relação aos acoplamentos devidos às restrições sobre os sinais de controle e
função objetivo, tratadas em trabalhos anteriores (CAMPONOGARA; OLIVEIRA,
2009)
Observe que a função objetivo (2.9a) seria separável caso não existis-
sem as dependências lineares dadas por (2.3) e (2.6), que introduzem termos
quadráticos dependentes de ui e u j para (i, j) ∈ E .
Observação 1. P é um problema de programação quadrática convexo.
O problema P definido em (2.9) é reformulado em termos de variáveis
de controle por substituição das variáveis de estado por (2.4) e das variáveis
de saída por (2.7). As seguintes definições são necessárias em tal reformula-
ção:
• Qm = IN ⊗Qm em que IN é uma matriz identidade N×N e ⊗ denota o
produto de Kronecker3,
• Hm,m,m = 2(D
′
m,mQmDm,m +Rm) com Rm = IN ⊗Rm,
• Hm,i, j = 2(D
′
m,iQmDm, j) para i, j ∈ I (m)\{m} em que i ou j 6= m,
• gm, j = 2(∑i∈I (m) D′m, jQmCm,ixi(k)), j ∈ I (m),
• cm = ∑i∈I (m) ∑ j∈I (m) xi(k)′C
′
m,iQmCm, jx j(k).
sendo que \ significa exceto. Com esta terminologia, o problema MPC defi-
nido em (2.9) pode ser reescrito como:
P : min f (u) = 1
2 ∑
m∈M
∑
i∈I (m)
∑
j∈I (m)
u′iHm,i, ju j
+ ∑
m∈M
∑
i∈I (m)
g′m,iui + ∑
m∈M
cm (2.10a)
s.a : para todo m ∈M :
yminm ≤ ∑
i∈I (m)
(Cm,ixi(k)+Dm,iui)≤ ymaxm (2.10b)
uminm ≤ um ≤ u
max
m (2.10c)
em que yminm = (yminm , . . . ,yminm ) é um vetor de dimensão apropriada, ymaxm , uminm
e umaxm são definidos de maneira similar. Em 2.10b, xi(k) deve ser atualizado
3Qm é bloco diagonal com cada bloco sendo Qm.
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após cada período de amostragem e, em seguida, pode ser combinado com
yminm e ymaxm .
Vale ressaltar aqui que a restrição (2.10c) implica em um conjunto
factível fechado e limitado, consequentemente compacto. Esta observação
será utilizada mais adiante em definições de convexidade.
Corolário 1. O conjunto factível é compacto.
Para simplificar o projeto do algoritmo, o problema P dado em (2.10)
é colocado em uma forma compacta:
P : min f (u) (2.11a)
s.a : hi(u)≤ 0, i = 1, . . . , p (2.11b)
sendo que f : Rn → R representa o objetivo e hi, . . . ,hp : Rn → R represen-
tam as restrições dadas por (2.10b) e (2.10c), com n = N ∑m∈M pm sendo a
dimensão de u e p sendo o número de desigualdades. Na realidade, f (u) =
1
2 u
′Hu+g′u+ c e hi = a′iu−bi, para uma matriz adequada H, vetores g e ai,
e constantes c e bi. H  0 tendo em conta a Observação 1.
Proposição 1. f (u) é fortemente convexa.
Demonstração. De (2.9a),
f =
M
∑
m=1
(y′mQmym +u′mRmum) = y′Qy+u′Ru
sendo que Q é bloco diagonal com blocos sendo Q1, . . . ,QM , R é bloco diago-
nal com blocos sendo R1, . . . ,RM , e y e u são vetores apropriados coletando
todas as variáveis de controle e as predições de saídas. Reescrevendo em
função dos sinais de controle, a função fica da forma
f = (Du+d)′Q(Du+d)+u′Ru
para D e d adequados. Realocando os termos, tem-se:
f = u′(D′QD+R)u+2d′QDu+d′Qd = f (u),
que é função de u. Seja λ o menor autovalor da Hessiana ∇2 f (u)= 2(D′QD+
R). Já que ∇2 f (u)≻ 0, λ > 0 e ∇2 f (u) λI para todo u, f (u) é fortemente
convexa.
Corolário 2. f (u) é estritamente convexa.
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2.3 DISTRIBUIÇÃO DO PROBLEMA DE CONTROLE
Como foi dito anteriormente, este trabalho tem como objetivo resolver
o problema P de maneira distribuída, utilizando uma rede de agentes distri-
buídos, ao invés de usar um algoritmo centralizado tradicional. Neste caso,
o problema de controle é reduzido ao ponto de vista do subsistema, chamado
aqui subproblema Pm, e a cada subproblema é atribuído um agente, que deve
resolver Pm utilizando os sinais locais do subsistema m e os sinais dos subsis-
temas na sua vizinhança.
O primeiro passo é a decomposição de P em um conjunto {Pm} de
subproblemas menores, porém acoplados. Dado um agente m e um horizonte
de predição de tamanho N, é necessário definir alguns conjuntos para estabe-
lecer a relação deste agente com seus vizinhos. Estes conjuntos são:
• O(m) = {i : m∈ I (i)}, que consiste nos subsistemas cujo objetivo e res-
trições são afetados pelo subsistema m; este conjunto será denominado
vizinhança de saída do subsistema m; note que m ∈ O(m);
• N˜ (m) = {i : ∃ j, j 6= i,m, tal que i,m∈ I ( j)}\(I (m)∪O(m)), chamada
de vizinhança indireta, consiste dos subsistemas i que não influenciam
ou não são influenciados pelo subsistema m, mas ambos afetam a fun-
ção objetivo e as restrições de saída de algum subsistema j;
• N (m) = (I (m)∪O(m)∪ N˜ (m))\{m}, será denominada como a vizi-
nhança e compreende os subsistemas que são acoplados com o subsis-
tema m.
Utilizando como exemplo a rede da Figura 1 e N = 2, temos alguns destes
conjuntos dados por:
Para o subsistema 1: I (1) = {1}, O(1) = {1,2,3}, N˜ (1) = {5,6} e
N (1) = {2,3,5,6}.
Para o subsistema 3: I (3) = {1,2,3,5,6}, O(3) = {3,6}, N˜ (3) = {4} e
N (3) = {1,2,4,5,6}.
O problema P pode ser decomposto em subproblemas de diversas for-
mas. Por exemplo, modelos e algoritmos para decomposição imperfeita são
encontrados em (CAMPONOGARA; TALUKDAR, 2005).
Este trabalho utiliza uma decomposição do problema P em {Pm} de
maneira perfeita, isto é, existe um equivalência entre P e {Pm}. Com isto, as
formulações ascendente e descendente são equivalentes, sendo possível for-
mular cada Pm a partir dos conjuntos definidos anteriormente ou removendo
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do problema P todos os termos da função objetivo e descartando todas as
restrições que não dependem de um
Para uma decomposição perfeita, a visão do agente m sobre as variá-
veis de controle do sistema global pode ser dividida em:
• variáveis locais: vetor um cujos valores são definidos pelo agente m;
• variáveis da vizinhança: vetor wm = (ui : i ∈N (m)) cujos valores são
definidos pelos agentes na vizinhança;
• variáveis remotas: vetor rm = (ui : i 6∈ N (m)∪ {m}) com todas as
demais variáveis.
Para qualquer agente m, u = (um,wm,rm) é dado através de uma reordenação
das variáveis. Um subproblema Pm é definido como:
Pm(wm) : min fm(um,wm) = 12u
′
mHmum +g′mum + cm (2.12a)
sujeito a:
ymini ≤ ∑
j∈I (i)
Ci, jx j(k)+ ∑
j∈I (i)
Di, ju j ≤ ymaxi , i ∈ O(m)
(2.12b)
uminm ≤ um ≤ u
max
m (2.12c)
em que Hm e gm são agrupamentos de termos dados pelas equações (2.13a) e
(2.13b) respectivamente, conforme segue:
Hm = ∑
i∈O(m)
Hi,m,m (2.13a)
gm = ∑
i∈O(m)
gi,m +
1
2 ∑
i∈O(m)
∑
j∈I (i)\{m}
(H ′i, j,m +Hi,m, j)u j (2.13b)
Para facilitar a visualização, o subproblema Pm é reescrito como:
Pm(wm) : min fm(um,wm) (2.14a)
s.a : hi(um,wm)≤ 0, i ∈ h(m) (2.14b)
sendo h(m) = {i : hi função de um}. Como foi utilizada uma decomposição
perfeita, hi não é função de rm para todo i ∈ h(m), e hi não é função de um
para todo i 6∈ h(m).
Corolário 3. fm(um,wm) é fortemente convexa em um (para wm fixo) e tam-
bém em (um,wm).
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Seja h = (h1, . . . ,hp) um vetor de funções com todas as restrições em
P. Então, Ω = {u : h(u) ≤ 0} é o conjunto factível. Um vetor u⋆ ∈ Ω é um
ponto fixo para o conjunto do subproblema {Pm} se e somente se u⋆m é uma
solução ótima para Pm(w⋆m) para cada m.
Sem restrições acoplando os subsistemas, tal como (2.10b) em P, pode
ser mostrado que u⋆ é um ponto fixo para {Pm} se e somente se u⋆ satisfaz
as condições de otimalidade de primeira ordem para P, e assim condições de
ótimo global, pois P é convexo (CAMPONOGARA; OLIVEIRA, 2009). Com esta
propriedade, resolver {Pm} com uma rede de agentes é visto como um jogo
dinâmico, em que cada agente reage às decisões de seus vizinhos de modo a
melhorar a sua função custo (TALUKDAR; CAMPONOGARA, 2001).
No entanto, a equivalência entre um ponto fixo de {Pm} e uma solução
ótima para P não é válida na presença de restrições de acoplamento, cujo
processo de otimização pode chegar em pontos subótimos em alguns casos.
Para facilitar o entendimento desta observação, considere um exemplo
ilustrativo apresentado em (2.15a), cuja solução ótima é dada por u⋆ = (4,3):
P : min f (u1,u2) = 12u
2
1−u1u2 +u
2
2−4u2 (2.15a)
s.a :
−u1 +2u2 ≤ 2, (2.15b)
−u1 ≤−1, (2.15c)
u1 ≤ 7, (2.15d)
−u2 ≤−
1
2
. (2.15e)
A estratégia de otimização estabelecida primeiramente foi através de
um método sequencial, isto é, dado u2, o agente 1 ajusta u1 para o valor
de reação r1(u2) = argminu1{ f (u1,u2) : −u1 +2u2 ≤ 2,−u1 ≤ −1,u1 ≤ 7}.
Similarmente, o agente 2 reage com r2(u1) = argminu2{ f (u1,u2) : −u1 +
2u2 ≤ 2,−u2 ≤ − 12}. Com uma estratégia deste tipo, todos os pontos no
segmento de linha {(u1,(2+u1)/2) : 2≤ u1 ≤ 7} se tornam pontos fixos para
P1(u2) e P2(u1), ou seja, o primeiro ponto fixo corresponde ao ponto onde
a direção horizontal se torna tangente à curva de nível, enquanto os demais
pontos apontam para o lado de fora da curva de nível, direção contrária ao
sentido de minimização do problema P.
Na Figura 2 estão representadas as curvas de contorno de f , a re-
gião factível e um subconjunto de pontos fixos. Também é possível obser-
var a trajetória (u(k)1 ,u(k)2 ) traçada começando em (u(0)1 ,u(0)2 ) = (3,1), sendo
u
(2i+1)
1 = r1(u
(2i)
2 ) e u
(2i+1)
2 = u
(2i)
2 para i = 0,1,2, . . . e u
(2i)
1 = u
(2i−1)
1 e u
(2i)
2 =
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Ótimo sem restrições
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Figura 2 – Ilustração de não equivalência entre os pontos fixos e as soluções
ótimas na presença de restrições de acoplamento.
r2(u
(2i−1)
1 ) para i= 1,2,3, . . .A trajetória converge para o ponto fixo (u1,u2)=
(2,2), ou seja, converge para um ponto subótimo.
Como foi dito anteriormente, o ponto ótimo é u⋆ = (4,3), conforme
indicado pelo caminho central, que caracteriza a solução algorítmica a ser
desenvolvida nesta tese.
A utilização do DMPC com estratégias de coordenação deste tipo não
é aceitável, podendo o sistema operar em pontos muito distantes do ótimo.
Uma alternativa para solucionar este problema foi a concepção de um algo-
ritmo de ponto-interior distribuído, que induz um comportamento de coopera-
ção entre os agentes da rede de tal forma que os subsistemas consigam evoluir
no sentido de um ótimo global, produzindo uma trajetória similar à indicada
como caminho central na Figura 2. Este algoritmo será tratado com detalhes
no Capítulo 3.
2.4 SUMÁRIO
Este capítulo tratou da modelagem de sistemas dinâmicos através de
redes dinâmicas lineares utilizando variáveis de estado. Foi também abor-
dada a formulação dos problemas de controle preditivo para controlar estas
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redes, tanto centralizados quanto distribuídos, manipulando os problemas até
chegar a formulações quadráticas. No próximo capítulo será apresentado um
algoritmo para resolver os problemas distribuídos, de tal forma que a rede de
agentes consiga convergir para a solução ótima.
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3 ALGORITMO DE PONTO-INTERIOR DISTRIBUÍDO
Uma das contribuições deste trabalho é o desenvolvimento de um al-
goritmo de otimização que utiliza o método de ponto-interior de maneira dis-
tribuída voltado à implementação da estratégia DMPC, garantindo assim que
a rede de agentes consiga convergir para o resultado ótimo global.
3.1 MÉTODO DE BARREIRA DISTRIBUÍDA
Foi desenvolvido um método de barreira logarítmica distribuído para
que a rede de agentes consiga resolver o conjunto de subproblemas {Pm},
que contam também com restrições de saída e entrada de controle, conforme
definido nas equações (2.11a)–(2.11b). Primeiramente, o método de barreira
logarítmica padrão é apresentado e, para facilitar o entendimento do trabalho
desenvolvido, é aplicado ao problema MPC centralizado. O Apêndice A pode
ser consultado para definições básicas de otimização convexa.
Observação 2. As propriedades de P dadas por (2.11a)-(2.11b) são:
i) P é um problema convexo porque f é convexa e seu conjunto factível
Ω é um conjunto convexo;
ii) f : Rn → R é fortemente convexa e duas vezes continuamente diferen-
ciável;
iii) h1, . . . ,hp : Rn → R são lineares, e assim duas vezes continuamente
diferenciáveis.
Hipótese 1. O interior do conjunto factível é não vazio, i.e., Ω = {u : hi(u)<
0, i = 1, . . . , p} 6= /0.
Em Strichartz (2000), que trata de análise de convexidade, é encon-
trado o seguinte teorema:
Teorema 1. Seja f : X →R uma função contínua definida para um conjunto
X compacto. A imagem I = { f (x) : x ∈ X} é um conjunto compacto, por-
tanto um intervalo fechado. Logo, a função f possui um ponto mínimo e um
máximo em X.
Conforme definido no Corolário 1, nosso estudo de caso possui um
domínio compacto. A partir do Corolário 1 e o Teorema 1, conclui-se que
existe uma solução ótima para o problema P.
Corolário 4. Existe uma solução ótima u⋆ para P.
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3.1.1 Método de Barreira Logarítmica
O objetivo da formulação é transformar o problema de otimização com
restrições em um problema irrestrito no qual o método de Newton pode ser
aplicado. No caso ideal, as restrições de desigualdades estariam implícitas na
função objetivo (BOYD; VANDENBERGHE, 2004) podendo ser descritas como:
min f (u)+I(u)
em que I : ℜ→ℜ é uma função indicadora para os reais não positivos, dada
por:
I(u) =
{
0 u≤ 0
∞ u > 0.
Porém, utilizar diretamente este conjunto de desigualdades torna a
função objetivo não-diferenciável, o que impede a aplicação do método de
Newton.
Para contornar este problema, é utilizada uma representação das restri-
ções na função objetivo através de uma função de barreira, que é uma função
real dentro do interior do conjunto, que tende ao infinito quando a solução se
aproxima da fronteira definida por alguma restrição. Uma das possibilidades
é a função barreira logarítmica, que aplicada ao problema P fornece:
φ(u) =−
p
∑
i=1
ln(−hi(u)) (3.1)
com domínio domφ = Ω. A formulação aproximada que representa as desi-
gualdades é chamada aqui de problema de centralização, matematicamente
definido como:
P(ε) : min
u∈domθ
θ(u) = f (u)+ εφ(u) (3.2)
em que domθ = Ω e ε > 0 definem a precisão da aproximação. Independen-
temente do valor de ε, a barreira logarítmica φ(u)→ ∞ se hi(u)→ 0 para
qualquer i.
Vale ressaltar que a função θ(u) é duas vezes continuamente diferen-
ciável, que aproxima o problema (2.11a)–(2.11b) como um problema irres-
trito para o qual o método de gradiente descendente e o método de New-
ton podem ser aplicados (NOCEDAL; WRIGHT, 1999; BOYD; VANDENBERGHE,
2004).
A Figura 3 representa a curva indicadora I e algumas curvas da função
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Figura 3 – Função indicadora e curvas de aproximação da função barreira
logarítmica
barreira logarítmica, variando o valor de ε, sendo possível notar a qualidade
da aproximação das curvas em função do parâmetro ε.
Assim, a minimização irrestrita pode obter uma solução para P(ε) de
precisão satisfatória com um ε suficientemente pequeno. No entanto, a função
θ(u) torna-se difícil de minimizar quando ε→ 0, porque a sua Hessiana varia
rapidamente perto da fronteira da região factível.
Ao invés disso, o método de barreira resolve uma sequência de pro-
blemas irrestritos P(ε) diminuindo ε a cada problema resolvido e iniciando
cada minimização a partir da solução anterior, aumentando assim a precisão
dos resultados. Assumindo que as restrições hi são lineares, o gradiente da
barreira logarítmica e sua Hessiana são dados por:
∇φ(u) =−
p
∑
i=1
∇hi(u)
hi(u)
∇2φ(u) =
p
∑
i=1
∇hi(u)∇hi(u)′
hi(u)2
Sabendo que θ(u) é estritamente convexo, P(ε) possui uma solução
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única u(ε), conhecida como ponto central. P = {u(ε) : ε > 0} é o caminho
central, o qual é mostrado na Figura 2. Um ponto central u(ε) é totalmente
caracterizado pela seguinte condição de otimalidade de primeira ordem, dada
por (3.3), que é necessária e suficiente:
∇θ = ∇ f (u(ε))+ ε
p
∑
i=1
1
−hi(u(ε))
∇hi(u(ε)) = 0 (3.3)
Considere o Lagrangeano de P dado por:
L(u,λ) = f (u)+
p
∑
i=1
λihi(u) (3.4)
Dados quaisquer multiplicadores de Lagrange não negativos, λ > 0,
min{L(u,λ) : u}= d(λ)
é um limite inferior para o objetivo ótimo f ⋆ de P. Para ver isso, usamos
a condição (3.3) para mostrar que cada ponto central u(ε) rende um ponto
factível dual. Associando com u(ε) os multiplicadores de Lagrange:
λi(ε) =−
ε
hi(u(ε))
, i = 1, . . . , p
Claramente, λi(ε) > 0 porque hi(u(ε)) < 0 para todo i. Usando a condição
de otimalidade de primeira ordem (3.3), pode ser mostrado que (λi(ε),u(ε))
é um par factível dual e, portanto:
d(λ(ε)) = min{L(u,λ(ε)) : u}
= f (u(ε))+ ε
p
∑
i=1
−
1
hi(u(ε))
hi(u(ε))
= f (u(ε))− εp,
produzindo assim um limite inferior sobre o objetivo ótimo:
f (u(ε))− f ⋆ ≤ εp, (3.5)
confirmando que u(ε) converge para u⋆ quando ε→ 0. Resolver P(ε) com ε≤
τ/p, para uma precisão desejada τ, não é eficiente. Ao invés disto, o método
de barreira resolve uma sequência de problemas de centralização decrescendo
ε até que ε≤ τ/p, conforme descrito no Algoritmo 1.
O método de barreira apresentado é um arcabouço geral para otimiza-
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Algoritmo 1: Método de Barreira
entrada: u estritamente factível, ε inicial, taxa de decrescimento
µ ∈ (0,1) e tolerância τ;
inicializar: l :=−1 e ε(0) := ε;
repita
l := l +1;
passo de centralização: obter u(l) através da solução de
P(ε(l)) com solução inicial u;
se ε(l) > τ/p então
u := u(l);
ε(l+1) := µε(l);
até que ε(l) ≤ τ/p;
saída: u(l)
ção de problemas com restrições de desigualdade, que são resolvidos através
da solução de uma sequência de problemas irrestritos. Questões como a es-
colha da taxa de decréscimo µ, a escolha da solução inicial e o parâmetro
inicial ε, os quais desempenham um papel importante no desempenho do al-
goritmo, serão abordados mais tarde. O mesmo método é utilizado na estraté-
gia DMPC para resolver o conjunto de subproblemas {Pm}, porém incluindo
toda a questão de coordenação da rede de agentes.
3.1.2 Método do Gradiente Descendente Distribuído para a Centraliza-
ção
Aqui, um método de direção descendente é desenvolvido para uma
rede de agentes resolver P(ε), equivalente a {Pm}, a partir de um sinal de
controle u estritamente factível. Os agentes produzem uma série de itera-
ções u(l) que convergem para u(ε). Dadas as variáveis da vizinhança wm, o
subproblema de centralização associado com o agente m é dado por:
Pm(ε,wm) : min
um∈domθm
θm(um) = fm(um,wm)+ εφm(um,wm) (3.6)
sendo que φm(um,wm) = −∑i∈h(m) ln(−hi(um,wm)) é a função de barreira
logarítmica das restrições que dependem de um. Dado o par (u(l)m ,w(l)m ), o
agente m produz a próxima iteração u(l+1)m dando um passo na direção do
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gradiente descendente:
u
(l+1)
m = u
(l)
m − s
(l)
m ∇θm(u(l)m ), (3.7)
em que s(l)m > 0 define o tamanho do passo na direção −∇θm(u(l)m ). Para sim-
plificar a notação, o operador gradiente é calculado em relação às variáveis
explicitamente enunciadas entre parênteses, considerando constantes as variá-
veis não enunciadas. Por exemplo, o gradiente ∇θm(u(l)m ) é calculado sobre
um para um vetor fixo wm definido em Pm(ε,wm) e calculado em um = u(l)m .
Um vetor d(l)m é uma direção de descenso se ∇θm(u(l)m )′d(l)m < 0. Este
trabalho foca na utilização da direção do gradiente, mas existem outras op-
ções, tal como a direção de Newton, −∇2θm(u(l)m )−1∇θm(u(l)m ), em que deta-
lhes de seu desenvolvimento e análise de convergência para o caso centrali-
zado podem ser encontrados em Boyd e Vandenberghe (2004).
Seguindo com a direção do gradiente, duas estratégias para encontrar
o passo são as seguintes:
• Busca linear exata: o passo induz a máxima redução de custo sobre a
direção de descenso:
s
(l)
m = arg
s>0
minθm(u(l)m − s∇θm(u(l)m )), (3.8)
que é um problema de minimização de uma variável. Como θm é con-
vexo, o passo ideal pode ser calculado utilizando buscas especiais, tais
como o método da bissecção(BURDEN; FAIRES, 2005).
• Busca linear com backtracking: muitas vezes uma pesquisa inexata
ao longo da direção de descenso produz uma diminuição suficiente no
objetivo. Backtracking é uma busca linear inexata que depende de dois
parâmetros, α e β, em que α ∈ (0;0,5) e β ∈ (0;1). O passo é definido
como s
(l)
m = βt , no qual t ≥ 0 é o menor inteiro tal que:
θm(u(l)m −βt∇θm(u(l)m ))≤ θm(u(l)m )−αβt‖∇θm(u(l)m )‖2
Para βt suficientemente pequeno, o backtracking eventualmente ter-
mina porque
θm(u(l)m −βt∇θm(u(l)m ))≈ θm(u(l)m )−βt‖∇θm(u(l)m )‖2
< θm(u(l)m )−αβt‖∇θm(u(l)m )‖2 com α < 1
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São necessárias algumas hipóteses para a sequência u(l) convergir para um
ponto estacionário1 de P(ε), e assim um ótimo. As hipóteses (2)–(5) são
utilizadas para definir como os agentes trabalham e resolvem Pm(ε,wm).
Hipótese 2. (Trabalho Síncrono) Se o agente m atualiza suas variáveis na
iteração l, então:
1. o agente m usa wm = w
(l)
m e segue o método de descenso para obter
uma solução aproximada u(l+1)m para Pm(ε,wm);
2. u(l)m não é uma solução ótima para Pm(ε,wm); e
3. cada vizinho do agente m não itera, significando que u(l+1)i = u(l)i para
todo i ∈N (m).
Hipótese 3. (Trabalho Contínuo e Máximo) Seja J (l) ⊆ M o conjunto de
agentes tal que ‖∇θ j(u(l)j )‖= max{‖∇θi(u
(l)
i )‖ : i ∈M } para todo j ∈ J (l).
Se u(l) não é ótimo para P(ε) na iteração l, então qualquer agente m(l)∈ J (l)
realiza uma busca linear com backtracking ou busca exata, começando em
u
(l)
m(l), para produzir sua próxima solução u
(l+1)
m(l) .
Vale ressaltar aqui que, para realizar as análises de convergência, foi
assumido que todos os agentes realizam o mesmo tipo de busca. Porém, é
possível realizar uma abordagem mista, com um grupo de agentes execu-
tando busca exata e outro grupo executando busca inexata, pois em ambos os
casos os agentes iriam garantir um decréscimo maior ou igual ao exigido pela
condição de Armijo(NOCEDAL; WRIGHT, 1999).
Observação 3. θ(u) = θm(um,wm) + θm(wm,rm) para todo m ∈ M , dada
uma função apropriada θm.
A proposição abaixo é uma consequência da decomposição perfeita
do problema, pela qual cada problema de agente Pm(wm) e problema de bar-
reira Pm(ε,wm) englobam todos os termos e restrições do objetivo de P que
dependem de um.
Proposição 2. u⋆ é um ponto estacionário para P(ε) se, e somente se, o par
(u⋆m,w
⋆
m) é um ponto estacionário para Pm(ε,w⋆m) para todo m ∈M .
Demonstração.
∇θ(u⋆) = (∇u1 θ(u⋆), . . . ,∇uM θ(u⋆))
= (∇u1 θ1(u⋆1,w⋆1), . . . ,∇uM θM(u⋆M,w⋆M))
1Um vetor satisfazendo as condições de otimalidade de primeira ordem.
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da Observação 3. Assim, u⋆ é estacionário para P(ε), i.e., ∇θ(u⋆) = 0 ⇐⇒
∇umθm(u⋆m,w⋆m) = 0 para todo m ∈ M ⇐⇒ o par (u⋆m,w⋆m) é estacionário
para Pm(ε,w⋆m) para todo m ∈M .
Claramente, a função θ(u) é estritamente convexa já que f (u) é forte-
mente convexa e φ(u) é convexa. Para o propósito da análise de convergência,
a hipótese (4) é normalmente feita.
Hipótese 4. O conjunto subnível L = {u∈ domθ : θ(u)≤ θ(u(0))} é fechado
para qualquer u(0) ∈ domθ (BOYD; VANDENBERGHE, 2004)2.
Hipótese 5. A função θ(u) é fortemente convexa em todo o domínio domθ.
Uma vez que f é fortemente convexa em todo o domínio domθ, exis-
tem constantes positivas λ† e Λ† tal que λ†I  ∇2θ(u) Λ†I.
3.1.3 Análise de Convergência para Busca Linear Exata
A Hipótese 2 assegura que somente agentes desacoplados podem tra-
balhar simultaneamente, ou seja, se o agente i e j iteram então ui não é parte
de w j e vice-versa. Assim, as Hipóteses 2 e 3 nos permitem, para o propó-
sito da análise de convergência, assumir que somente o agente m(l) atualiza
sua decisão na iteração l, mesmo que outros agentes não vizinhos do agente
m(l) possam iterar e reduzir a função custo global θ. Porque θm é fortemente
convexo em (um,wm), uma consequência da Hipótese 5 e de acordo com a
Hipótese 4, segue que:
λI  ∇2umθm(um,wm) ΛI,
para todo (um,wm,rm) ∈Ω e todo m ∈M (3.9)
Usando a notação de (BOYD; VANDENBERGHE, 2004, pp. 466–469), seja um =
u
(l)
m(l) o iterando corrente e u
+
m = u
(l+1)
m(l) o iterando seguinte do agente de má-
2Esta condição garante um ponto inicial u(0) adequado
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ximo descenso m = m(l). Pela convexidade de θm e Hipótese 4,
θ˜m(s) = θm(um− s∇θm(um))
= θm(um)− s∇θm(um)T ∇θm(um)
+
1
2
(−s∇θm(um))T ∇2θm(z)(−s∇θm(um))
= θm(um)− s‖∇θm(um)‖2
+
s2
2
∇θm(um)T ∇2θm(z)∇θm(um)
≤ θm(um)− s‖∇θm(um)‖2 +
Λs2
2
‖∇θm(um)‖2 (3.10)
para z = αum +(1−α)(um − s∇θm(um) = um − (1−α)s∇θm(um) e algum
α ∈ [0,1].
O mínimo global do lado direito da desigualdade (3.10) é dado por:
−‖∇θm(um)‖2 +Λs‖∇θ(um)‖2 = 0
Λs = 1
s =
1
Λ
Uma busca linear exata juntamente com s⋆ = 1Λ irá produzir u+m tal
que:
θm(u+m) = min
s>0
θ˜m(s)
≤min
s>0
θm(um)− s‖∇θm(um)‖2 +
Λs2
2
‖∇θm(um)‖2
= θm(um)−
1
Λ‖∇θm(um)‖
2 +
Λ
2Λ2 ‖∇θm(um)‖
2 (3.11)
= θm(um)−
1
Λ‖∇θm(um)‖
2 +
1
2Λ‖∇θm(um)‖
2 (3.12)
= θm(um)−
1
2Λ‖∇θm(um)‖
2 (3.13)
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Sendo θ⋆ o valor objetivo ótimo de P(ε), chega-se a
θ(u+)−θ⋆ = θm(w+m ,r+m)+θm(u+m ,w+m)−θ⋆
≤ θm(wm,rm)+θm(u+m ,wm)−θ⋆
≤ θ(u)−θ⋆− 1
2Λ‖∇θm(um)‖
2. (3.14)
Da Observação 3,
‖∇θ(u)‖2 = ‖∇θm(um)‖2 +‖∇(θm(wm)+θm(wm))‖2 +‖∇θm(rm)‖2,
logo:
‖∇θm(um)‖2 = ‖∇θ(u)‖2−‖∇(θm(wm)+θm(wm))‖2−‖∇θm(rm)‖2
= ‖∇θ(u)‖2− ∑
i∈M \{m}
‖∇θi(ui)‖2
≥ ‖∇θ(u)‖2− (M−1)‖∇θm(um)‖2 (3.15)
cuja última desigualdade resulta da Hipótese 3, com m = m(l), e assim:
‖∇θm(um)‖2 ≥
1
M
‖∇θ(u)‖2. (3.16)
Combinando (3.14) e (3.16), um limite no decrescimento do objetivo segue:
θ(u+)−θ⋆ ≤ θ(u)−θ⋆− 1
2ΛM ‖∇θ(u)‖
2. (3.17)
Uma vez que θ(u) é fortemente convexo (da Hipótese 5), existe uma
constante positiva λ† tal que λ†I  ∇2θ(u) para todo u ∈ Ω. Utilizando um
raciocínio semelhante ao das expressões (3.10)-(3.13), mostra-se no Apên-
dice B que ‖∇θ(u)‖2 ≥ 2λ†(θ(u)− θ⋆). Este resultado é combinado com
(3.17) para obter:
θ(u+)−θ⋆ ≤ (1− λ
†
ΛM )(θ(u)−θ
⋆). (3.18)
Definindo c = (1−λ†/(ΛM)) e aplicando (3.18) recursivamente,
θ(u(l))−θ⋆ ≤ cl(θ(u(0))−θ⋆). (3.19)
Esta expressão recursiva é válida porque o limite superior Λ, de acordo com
(3.9), aplica-se independentemente do agente de máximo descenso m(l) e
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dos valores das variáveis de sua vizinhança. Tomando o limite em ambos
os lados de (3.19), (θ(u(l))− θ⋆) tende para 0 quando l → ∞, já que c <
1. Assim, as iterações u(l) da rede de agentes são atraídas para a solução
ótima u(ε) de P(ε). A taxa de convergência c diminui com o aumento do
número de agentes, sendo mais lento do que (1− λ†/Λ†), que é a taxa de
convergência do método de descenso centralizado3. Este é o compromisso
entre computação centralizada e distribuída. No entanto, a análise considera o
pior cenário, não levando em consideração iterações em paralelo dos agentes
que podem ocorrer dependendo da topologia da rede e horizonte de predição
considerados.
3.1.4 Análise de Convergência para Busca Linear com Backtracking
Das Hipóteses 2 e 3, é assumido que somente o agente m(l) atualiza
suas decisões na iteração l para efeito de análise de convergência. Seja um =
u
(l)
m(l) o iterando corrente e u
+
m = u
(l+1)
m(l) o iterando seguinte do agente m =
m(l). Para qualquer s ∈ [0, 1Λ ],
0≤ s≤ 1Λ =⇒ −s+
Λ
2
s2 ≤−
s
2
,
porque g(s) =−s/2+Λs2/2 é convexa e suas raízes são 0 e 1/Λ, portanto,
−
s
2
+
Λ
2
s2 ≤ 0 para s ∈ [0, 1Λ ] =⇒ −
s
2
−
s
2
+
Λ
2
s2 ≤−
s
2
=⇒ −s+
Λ
2
s2 ≤−
s
2
De (3.10) e para qualquer s ∈ [0,1/Λ], segue que:
θ˜m(s) = θm(um− s∇θm(um))
≤ θm(um)− s‖∇θm(um)‖2 +
Λ
2
s2‖∇θm(um)‖2
≤ θm(um)−
s
2
‖∇θm(um)‖2
≤ θm(um)−αs‖∇θm(um)‖2
já que α < 1/2. Assim, para qualquer s ∈ (0,1/Λ], a condição de saída da
3Se ∇2θ(u) for uma matriz constante H, então λ† and Λ† seriam o menor e o maior autovalor
de H, respectivamente.
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busca linear com backtracking
θ˜m(s)≤ θm(um)−αs‖∇θm(um)‖2
é satisfeita. Por isso, a busca linear com backtracking termina com s = 1 ou
então com algum s ≥ β/Λ, porque β ∈ (0,1). No primeiro caso, θm(u+m) ≤
θm(um)−α‖∇θm(um)‖2 enquanto que no segundo caso, θm(u+m)≤ θm(um)−βα
Λ ‖∇θm(um)‖2. Seja qual for a condição de parada,
θm(u+m)≤ θm(um)−min{α,
βα
Λ }‖∇θm(um)‖
2. (3.20)
Um raciocínio semelhante ao da desigualdade (3.14) na busca linear
exata leva à seguinte desigualdade para a busca linear inexata:
θ(u+)−θ⋆ ≤ θ(u)−θ⋆− 1
M
min{α, βαΛ }‖∇
2θ(u)‖2,
que combinada com ‖∇θ(u)‖2 ≥ 2λ†(θ(u)−θ⋆) fornece
θ(u+)−θ⋆ ≤
(
1−
2αλ†
MΛ min{Λ,β}
)
(θ(u)−θ⋆). (3.21)
Note que c = (1− 2αλ†MΛ min{Λ,β}) < 1 porque α < 1/2, β < 1, e λ† ≤ Λ.
Como na busca linear exata, a taxa de convergência decresce quando M au-
menta.
3.1.5 Esboço do Algoritmo
O Algoritmo 2 representa o método de gradiente descendente distri-
buído para resolver P(ε) com busca linear com backtracking. Em cada passo
l, os agentes seguem um protocolo de comunicação para assegurar que o
agente de máximo descenso, m(l) ∈ J (l), itera em paralelo com qualquer
outro conjunto de agentes mutuamente desacoplados. O conjunto S(l)⊆M ,
com os agentes que iteram, satisfaz a propriedade que m(l) ∈ S(l) e i 6∈N ( j)
para todo i, j ∈ S(l).
As análises de convergência acima implicam no teorema 2.
Teorema 2. Com as Hipóteses 2, 3, e 5, o algoritmo de gradiente descen-
dente distribuído fornece uma sequência de iterandos u(l) que convergem
para uma solução ótima u(ε) para o problema de centralização P(ε) usando
busca exata ou busca linear com backtracking.
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Algoritmo 2: Gradiente Descendente Distribuído para Resolver
P(ε)
entrada: u estritamente factível, parâmetro de barreira ε,
parâmetros de backtracking α ∈ (0,1/2) e β ∈ (0,1), e
tolerância τ
inicialize: l := 0 e u(0) := u
repita
seja S(l) um subconjunto de agentes não vizinhos tal que
m(l) ∈ S(l)
para cada m ∈ S(l) em paralelo faça
obter w(l)m dos agentes vizinhos i ∈N (m)
s
(l)
m := 1
repita
s
(l)
m := βs(l)m
enquanto
θm(u(l)m − s(l)m ∇θm(u(l)m ))> θm(u(l)m )−αs(l)m ‖∇θm(u(l)m )‖2;
u
(l+1)
m := u
(l)
m − s
(l)
m ∇θm(u(l)m )
para cada m ∈M \S(l) em paralelo faça
u
(l+1)
m := u
(l)
m
l := l +1
enquanto ‖∇θ(u(l))‖> τ;
saída: u(l)
3.2 OUTRAS QUESTÕES
Algumas questões importantes sobre a aplicação do método de bar-
reira distribuído são discutidas na sequência. Estes pontos são importantes
para tornar a implementação do método de barreira distribuído viável.
3.2.1 Inicialização Factível
Um fator necessário para assegurar o funcionamento do algoritmo dis-
tribuído é que o ponto inicial seja factível. Um u estritamente factível existe
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se, e somente se, zero é o objetivo ótimo do problema:
P′ : min
p
∑
i=1
si (3.22a)
s.a : hi(u)≤ si, i = 1, . . . , p (3.22b)
si ≥ 0, i = 1, . . . , p (3.22c)
que, por sua vez, pode ser aproximado como um problema de barreira:
P′(ε) : min θ′(z) = f ′(s)+ εφ′(z)
em que z = (u,s), s = (s1, . . . ,sp), f ′(s) = ∑pi=1 si, e φ′(z) é a função de bar-
reira logarítmica dada por:
φ′(z) =−
p
∑
i=1
(ln(si−hi(u))+ ln(si))
O problema auxiliar P′ dado por (3.22a)–(3.22c) é adequado para ser
resolvido com uma rede de agentes, porque tem os mesmos acoplamentos e
vizinhança dos subproblemas de P. Em essência, a mesma rede de agentes
pode resolver ambos os problemas.
3.2.2 Projeto do Método de Barreira
A taxa de decréscimo µ pode influenciar fortemente o desempenho
global do método de barreira. Sejam iterações externas as iterações do ci-
clo repetir do Algoritmo 1, enquanto iterações internas são as iterações do
método iterativo que resolve o problema de centralização, dadas pelo laço
mais interno do Algoritmo 2. As iterações internas para cada iteração externa
tendem a diminuir quando µ aumenta, mas à custa de um aumento nas itera-
ções externas. Por outro lado, os pontos centrais estão distantes quando µ é
pequeno, reduzindo as iterações externas e aumentando as iterações internas.
Estes efeitos quase anulam um ao outro para µ de 1/100 até 1/3 quando o
problema de centralização é resolvido com o método de Newton amortecido
(BOYD; VANDENBERGHE, 2004).
O método de barreira realizará menos iterações para reduzir o intervalo
de dualidade (Gap dual) para a tolerância desejada se ε(0) é muito pequeno,
mas as iterações internas aumentarão substancialmente para resolver o pri-
meiro problema de centralização. Assim, ε(0) deve ser escolhido de forma que
o intervalo de dualidade ε(0)p ≈ ( f (u(0))− f ⋆), sendo p o número de restri-
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ções. Uma possibilidade é definir ε(0) = argminε>0 ‖∇ f (u(0))+ ε∇φ(u(0))‖,
que tenta satisfazer a condição de otimalidade (3.3) de um ponto central.
Uma solução ótima u(ε) para o problema da centralização P(ε) só é
exigida para seguir o caminho central precisamente. A sequência u(l) produ-
zida pelo método de barreira ainda converge para uma solução ótima u⋆ de P
se o problema de centralização não for resolvido exatamente. A desvantagem
é que (u(l),λ(l)) não é mais um par dual factível e, portanto, não induz o limite
( f (u(l))− f ⋆) ≤ ε(l)p. No entanto, um limite válido pode ser obtido através
da correção das variáveis duais λ(l)i (BOYD; VANDENBERGHE, 2004, Ex. 11.9).
3.2.3 Solução Ótima dos Problemas dos Agentes
No algoritmo de gradiente descendente distribuído, os agentes apli-
cam apenas uma pesquisa exata ou busca linear com backtracking para pro-
duzir a próxima iteração u(l+1). Essa estratégia acarreta sobrecarga de co-
municação para garantir o trabalho síncrono e contínuo. Em vez disso, uma
solução ótima u⋆m(ε) para Pm(ε) pode ser obtida por cada agente m ∈ S(l).
Isso levaria à redução máxima do objetivo induzida pela solução do conjunto
{Pm(ε) : m ∈ S(l)} dos subproblemas desacoplados na iteração l. Isto abre
a possibilidade de resolver Pm(ε) com outros métodos de gradiente descen-
dente. Em particular, Pm(ε) pode ser resolvido com o método de Newton
amortecido, que é essencialmente o gradiente descendente com busca linear
com backtracking na direção de Newton−∇2θm(u(l)m )−1∇θm(u(l)m ). O método
de Newton para resolver Pm(ε) é formalizado no Algoritmo 3.
3.3 SUMÁRIO
Neste capítulo foram apresentados os algoritmos desenvolvidos para
utilização nos controladores preditivos distribuídos de tal maneira que a rede
de agentes consiga encontrar os valores ótimos de ações de controle. Foram
apresentados alguns métodos de otimização, assim como análises de conver-
gência destes métodos. Outras questões importantes foram abordadas, como
o problema de inicialização factível do algoritmo, escolha de parâmetros para
o método de barreira e a solução ótima dos subproblemas.
No capítulo 4 são apresentados alguns resultados numéricos que foram
obtidos utilizando a rede de subsistemas definida na Figura 1.
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Algoritmo 3: Método de Newton para resolver Pm(ε)
entrada: o par corrente (u(l)m ,w(l)m ) na iteração l, parâmetro de
barreira ε, parâmetros de backtracking α ∈ (0,1/2) e
β ∈ (0,1) e tolerância τ
inicialize: um := u(l)m
repita
obtenha o passo de Newton: ∆um :=−∇2θm(um)−1∇θm(um)
defina sm := 1
repita
sm := βsm
enquanto θm(um + sm∆um)> θm(um)+αsm∇θm(um)′∆um;
um := um + sm∆um
enquanto ‖∇θm(um)‖> τ;
saída: um
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4 ANÁLISE NUMÉRICA
Para as pesquisas deste trabalho foram utilizadas diversas redes di-
nâmicas para a análise dos algoritmos desenvolvidos, cada uma com suas
peculiaridades e objetivos do controle. Uma delas utilizava a metodologia
DMPC no controle de tráfego urbano (CAMPONOGARA; SCHERER; MOURA,
2009), com controladores em cada cruzamento, que comunicavam-se com
sua vizinhança para calcular os tempos de verde dos semáforos. Outro tra-
balho realizado com o DMPC envolvia o controle da produção de colunas de
destilação (SCHERER; CAMPONOGARA; CODAS, 2011).
Para este trabalho, optou-se em restringir a apresentação dos resulta-
dos a fim de manter o texto sucinto. Os resultados que serão apresentados
envolvem um caso simulado e um caso de aplicação em uma planta solar real
(SCHERER et al., 2013b, 2013a). Neste capítulo será apresentada a aplicação
do DMPC utilizando uma rede genérica, assim como os resultados numéri-
cos obtidos com a aplicação da estratégia DMPC descrita no capítulo 3. No
capítulo 5 será apresentada a aplicação do DMPC em uma planta solar real.
Neste capítulo são comparados os desempenhos do método de Gra-
diente Descendente Distribuído (DGD) com o método de Gradiente Descen-
dente Centralizado (CGD) para resolver os problemas de centralização. Tam-
bém são avaliados os desempenhos dos métodos de otimização distribuída na
resolução de Problemas Quadráticos (QP), similares aos problemas de con-
trole que devem ser resolvidos pelo DMPC na rede de agentes.
4.1 CENTRALIZAÇÃO DISTRIBUÍDA
O objetivo é comparar o CGD resolvendo o problema centralizado
P(ε) com o DGD resolvendo o conjunto de problemas {Pm(ε,wm)}. Para
isto, foram instanciados problemas de controle preditivo genéricos, baseando-
se na rede ilustrativa representada na Figura 1. As principais características
dos problemas utilizados nos experimentos são as seguintes:
• amostragem aleatória das matrizes Am,i, Bm,i e Cm,i a partir de uma
distribuição uniforme, variando de -1 a +1;
• as matrizes de custo foram definidas como Qm = Q˜′mQ˜m e Rm = R˜′mR˜m,
para garantir que sejam positivas definidas, em que Q˜m e R˜m foram
amostradas a partir de uma distribuição uniforme, variando de 0 a 1;
• os vetores yminm = −1, ymaxm = 1, uminm = −5× 1 e umaxm = 5× 1 repre-
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sentam as restrições na saída do sistema e na aplicação dos sinais de
controle respectivamente;
• o tamanho do horizonte de predição foi definido como N = 2, tornando
todos os agentes acoplados, exceto os agentes 1 e 4;
• as dimensões dos subsistemas são as seguintes:
– xi,yi,ui ∈ R1 para i = 1,2,4,5
– xi,yi,ui ∈ R2 para i = 3,6
• ambos os métodos centralizado e distribuído de gradiente descendente
utilizaram busca linear com backtracking, tendo parâmetros α = 0,2 e
β = 0,7.
Com esta abordagem, foi criado um grupo de problemas convexos
quaisquer que possuiam uma estrutura em rede. Posteriormente, foram reali-
zadas análises com sistemas representativos para abordagens de controle de
tráfego urbano (CAMPONOGARA; OLIVEIRA, 2009; CAMPONOGARA; SCHERER;
MOURA, 2009), controle de colunas de destilação (SCHERER; CAMPONOGARA;
PLUCENIO, 2009) e controle de uma planta solar (SCHERER et al., 2013, 2013b).
As dimensões das matrizes que definem as equações dinâmicas e a
função objetivo podem ser inferidas a partir das dimensões dos vetores de
estados, saídas e vetores de controle.
Foi utilizado um algoritmo padrão disponível no Matlab R© para a solu-
ção de problemas QP para resolver o problema P′, dado por (3.22a)-(3.22c),
e obter uma solução inicial factível u para P(ε) e {Pm(ε)}. Neste caso, um
algoritmo centralizado resolveu o problema de inicialização factível ao invés
do algoritmo distribuído para reduzir o esforço de implementação.
A partir deste ponto factível, o CGD iterou até chegar a uma solução
uCGD tal que ‖∇θ(uCGD)‖ ≤ 10−5, enquanto que o DGD iterou até encontrar
uma solução uDGD tal que θ(uDGD)≤ θ(uCGD) ou até exceder 12.000 passos
internos.
O parâmetro de barreira assumiu valores ε ∈ {0.1,1,10} para estes
experimentos. O número de passos de descida do Algoritmo 2, apresentado
na Seção 3.1.5, variou nos experimentos: o corpo do ciclo para foi iterado
κ ∈ {1,10,20} vezes1.
Os algoritmos foram implementados em Matlab R© em um computador
com um processador de 800 MHz Intel T8100 utilizando GNU-Linux. O
DGD foi emulado em série e a comunicação dos agentes foi realizada com
memória compartilhada para assegurar as Hipóteses 2 e 3.
1DGD resolve Pm(ε,wm) se κ→ ∞ e torna-se o Algoritmo 2 se κ = 1.
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Para simplificar, o tempo de execução do DGD foi contabilizado como
sendo o tempo total para executar um agente por vez, que superestima o seu
tempo de funcionamento real, pois os agentes 1 e 4 poderiam iterar em para-
lelo.
A Tabela 1 apresenta os resultados computacionais em que cada en-
trada é a média de 10 experimentos independentes e aleatórios do CGD e
DGD, os quais foram aplicados no mesmo problema e partindo da mesma
solução inicial. A qualidade da solução produzida pelo DGD é medida pelo
erro relativo em relação à solução centralizada, sendo definida como:
θ(uDGD)−θ(uCGD)
θ(uCGD)
.
Quanto maior o erro, menor a qualidade do DGD. Os experimentos
indicam que a qualidade do DGD degrada e o número de iterações aumenta
à medida que P(ε) se aproxima com maior precisão de P (ε → 0). O DGD
produz soluções de qualidade superior quando mais passos de descida de gra-
diente são executados em cada iteração do agente, isto é, quando κ aumenta.
4.2 BARREIRA DISTRIBUÍDA
Para a rede exemplo representada pela Figura 1, uma sequência de pro-
blemas {P(ε(l))} foi resolvida através do método de barreira logarítmica, ao
invés de resolver o problema centralizado P. O CGD e o método de Newton
(CN) resolveram {P(ε(l))} para uma sequência decrescente do parâmetro ε(l),
enquanto o DGD e o Newton Descendente Distribuído (DND) resolveram o
subconjunto {Pm(ε(l))} no lugar de cada P(ε(l)).
As instâncias do problema de controle preditivo P foram obtidas de
forma aleatória, como descrito anteriormente. Todos os métodos resolveram
o problema P′ para obter uma solução estritamente factível que se tornou a
primeira iteração u para resolver P(ε(0)).
O parâmetro de barreira inicial foi ε(0) = 10 que diminuiu a uma taxa
de µ= 1/30 até ε(l) < 10−12. O parâmetro µ está dentro da faixa (1/100,1/3)
sugerida em (BOYD; VANDENBERGHE, 2004). Ambos os parâmetros foram
selecionados por tentativa e erro até que a solução da sequência {P(ε(l))}
convergisse de forma relativamente rápida para a solução de P.
Em essência, o CN é idêntico ao CGD, porém com a direção de busca
−∇θ(u) substituída pela direção de Newton−∇2θ(u)−1∇θ(u) em uma busca
linear com backtracking. O vetor gradiente e a matriz Hessiana de θ(u) foram
computados analiticamente a partir da estrutura da rede. Da mesma forma,
o DND usa a direção de Newton −∇2θ(um)−1∇θ(um) ao invés de −∇θ(um)
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Tabela 1 – Comparação entre os métodos centralizado e distribuído de gradiente descendente
Gradiente Descendente Centralizado Gradiente Descendente Distribuído
ε κ iter CPU (s) θ(uCGD) iter CPU (s) θ(uDGD) erro
1 1722 17,70 0,61443 2,40%
10 10 768 14,74 0,60000 2053 7,23 0,60717 1,19%
20 2641 10,34 0,60000 0,00%
1 4305 44,55 0,34773 1,90%
1 10 503 3,42 0,34125 6182 34,39 0,34204 0,23%
20 6292 36,21 0,34125 0,00%
1 9668 128,85 0,22218 1,36%
0,1 10 360 1,69 0,21920 7396 60,02 0,21987 0,30%
20 6317 43,69 0,21969 0,22%
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Tabela 2 – Desempenho do Gradiente Descendente Centralizado
instância iter CPU (s) f (uQP) f (uCGD) erro
1 771 32,96 0,0657 0,0657 0,00%
2 771 33,77 0,5045 0,5045 0,00%
3 771 17,50 0,6826 0,6826 0,00%
4 771 26,84 0,1193 0,1193 0,00%
5 1548 88,51 0,2195 0,2195 0,00%
6 771 21,66 0,0946 0,0946 0,00%
7 771 19,15 0,0522 0,0522 0,00%
8 771 22,58 0,0959 0,0959 0,00%
9 771 26,70 0,1546 0,1546 0,00%
10 771 34,86 0,1189 0,1189 0,00%
média 849 32,45 0,2108 0,2108 0,00%
para realizar sua busca.
Os parâmetros para busca linear com backtracking foram definidos
de uma maneira específica para induzir um bom desempenho dos algoritmos
analisados (CGD, CN, DGD, e DND). Estes parâmetros são:
• parâmetros da busca linear com backtracking: α = 0,1 e β = 0,8 para
todos os algoritmos;
• a condição de parada para o problema da centralização nos métodos
centralizados é dada pela solução u(ε(l)) tal que ‖∇u(ε(l))‖ ≤ 10−5 ou
caso o algoritmo execute mais que 3|u|2 = 3×162 = 768 iterações;
• a condição de parada para o problema da centralização nos métodos
distribuídos é ‖∇u(ε(l))‖≤ 10−5 ou no máximo 4|u|2 = 4×162 = 1024
iterações.
Os resultados dos experimentos computacionais aparecem nas Tabelas
2, 3, 4 e 5. As tabelas mostram o número total de iterações internas, o tempo
de CPU, o valor objetivo f (uQP) para a solução uQP encontrado pelo algo-
ritmo QP disponível em Matlab R© e o valor objetivo da solução encontrada
pelos respectivos algoritmos. As tabelas também fornecem o erro relativo em
relação a uQP, dado por:
f (umétodo)− f (uQP)
f (uQP) .
Concluindo sobre os resultados, era esperado que o método de Newton
centralizado fosse mais rápido do que o gradiente descendente centralizado,
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Tabela 3 – Desempenho do Newton Centralizado
instância iter CPU (s) f (uQP) f (uCN) erro
1 515 4,84 0,0657 0,0657 0,00%
2 515 3,74 0,5045 0,5045 0,00%
3 515 4,27 0,6826 0,6826 0,00%
4 515 3,22 0,1193 0,1193 0,00%
5 516 6,61 0,2195 0,2195 0,00%
6 515 3,36 0,0946 0,0946 0,00%
7 515 3,44 0,0522 0,0522 0,00%
8 515 2,94 0,0959 0,0959 0,00%
9 515 3,31 0,1546 0,1546 0,00%
10 515 3,30 0,1189 0,1189 0,00%
média 515 3,90 0,2108 0,2108 0,00%
Tabela 4 – Desempenho do Gradiente Descendente Distribuído
instância iter CPU (s) f (uQP) f (uDGD) erro
1 8239 103,22 0,0657 0,0658 0,15%
2 8287 114,80 0,5045 0,5045 0,00%
3 7290 105,58 0,6827 0,6837 0,15%
4 7276 98,89 0,1193 0,1193 0,00%
5 8875 136,49 0,2195 0,2195 0,01%
6 6247 81,80 0,0946 0,0946 0,00%
7 7396 99,28 0,0522 0,0522 0,00%
8 7304 111,32 0,0959 0,0966 0,68%
9 7276 109,29 0,1546 0,1547 0,03%
10 6216 45,90 0,1189 0,1189 0,00%
média 7441 100,66 0,2108 0,2110 0,10%
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Tabela 5 – Desempenho do Newton Distribuído
instância iter CPU (s) f (uQP) f (uDND) erro
1 7293 92,81 0,0657 0,0658 0,16%
2 6502 69,08 0,5045 0,5045 0,00%
3 7284 106,31 0,6827 0,6830 0,06%
4 7276 97,67 0,1193 0,1193 0,00%
5 8616 60,28 0,2195 0,2195 0,01%
6 6216 55,59 0,0946 0,0946 0,00%
7 7290 92,79 0,0522 0,0522 0,00%
8 7285 90,22 0,0959 0,0963 0,39%
9 7281 100,00 0,1546 0,1547 0,03%
10 6216 48,42 0,1189 0,1189 0,00%
média 7126 81,32 0,2108 0,2109 0,06%
porém com ambos produzindo as soluções ótimas. Em relação aos métodos
distribuídos, verificou-se que são mais lentos que as abordagens centraliza-
das, devido à necessidade de comunicação entre os agentes, chegando à solu-
ções ótimas do ponto de vista prático. Ainda sobre os métodos distribuídos,
foi possível observar que o método Newton distribuído é um pouco mais rá-
pido e mais eficaz do que o gradiente descendente distribuído.
4.3 SUMÁRIO
Neste capítulo foram apresentados os resultados de análises numéri-
cas e simulações realizadas com os controladores preditivos distribuídos que
foram desenvolvidos. Foram analisados diversos algoritmos de otimização,
centralizados e distribuídos, realizando comparações de desempenho entre
eles.
Os resultados obtidos até o momento foram de grande importância
para verificar a aplicabilidade da teoria desenvolvida. Porém, foi apresentada
uma rede genérica, que torna a visualização da utilidade do algoritmo um
pouco difícil.
Mais recentemente, uma aplicação forneceu resultados interessantes,
em que foram utilizadas as teorias desenvolvidas no reparto de energia em um
sistema de uma planta solar. Estudos preliminares aparecem em Scherer et al.
(2013), porém mais recentemente o problema foi tratado de uma maneira que
se encaixa com os estudos deste trabalho. Este estudo será apresentado no
capítulo 5, assim como algumas manipulações que foram necessárias para o
tratamento adequado do problema.
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5 DMPC APLICADO EM ALOCAÇÃO DE RECURSOS
Utilizando como base as teorias desenvolvidas neste trabalho, foi re-
alizada a aplicação da metodologia DMPC no gerenciamento de recursos,
mais especificadamente na divisão de energia de uma fonte produtora para
um conjunto de sistemas consumidores (aqui denominados subsistemas). O
objetivo é distribuir de maneira otimizada a energia disponível utilizando um
conjunto de agentes para encontrar a solução dos problemas de controle, pre-
ferencialmente levando ao resultado ótimo global (SCHERER; CAMPONOGARA;
NORMEY-RICO; ÁLVAREZ; GUZMÁN, 2013).
Neste caso, será mostrado que uma estratégia de controle totalmente
descentralizada poderia resultar em casos inaceitáveis, pois sendo a fonte de
energia utilizada por todo o conjunto de sistemas consumidores, uns acabam
por interferir na resposta dos outros.
A estratégia DMPC da maneira que foi desenvolvida neste trabalho
não se aplica diretamente neste problema, pois existe uma restrição de con-
sumo que acopla todos os subsistemas, tornando o DMPC totalmente aco-
plado. Por esta razão, uma contribuição deste trabalho é a decomposição do
problema de controle original em termos de variáveis de folga, convertendo
o acoplamento global entre subsistemas em um conjunto de restrições locais,
favorecendo a aplicação do DMPC com um elevado grau de paralelismo na
ação dos agentes e garantia de convergência para o resultado ótimo global do
problema de controle.
Visando investigar a eficácia da estratégia de controle proposta, fo-
ram conduzidos vários experimentos utilizando uma planta solar real, que faz
parte do Centro de Investigación de Energía Solar (CIESOL) localizado na
Universidad de Almería (sudeste da Espanha) (PASAMONTES et al., 2009), que
foi adaptada neste trabalho para possibilitar a análise das principais proprie-
dades do DMPC proposto.
Foi utilizada a metodologia hardware-in-the-loop para a realização de
experimentos, ou seja, a planta solar foi conectada a um simulador de siste-
mas consumidores. O simulador recebe os valores de vazão e temperatura
da planta solar e, em seguida, calcula as ações de controle e simula as saídas
dos subsistemas. Os valores de saída são então realimentados na planta solar
através de um simulador de carga conectado à planta solar.
Neste capítulo será apresentada a modelagem da planta solar e o mo-
delo do conjunto de sistemas consumidores utilizado. Também será apresen-
tado o problema de controle considerado, as manipulações utilizando variá-
veis de folga e o problema de controle distribuído. Por fim, são discutidos os
resultados dos experimentos realizados.
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5.1 A PLANTA SOLAR E SISTEMAS CONSUMIDORES
O cenário utilizado para estes estudos consiste de uma planta solar
termal e quatro subsistemas consumidores, conectados conforme a estrutura
apresentada na Figura 4.
replacements
Campo de coletor solar
Tanques de acumulação
Torre de refrigeração
aquecedor a gás
Máquina de absorção
V1
V2 V3 V4 V5
VS1VS2VS3VS4
Subsistema 1Subsistema 2Subsistema 3Subsistema 4
B3.1/2
Figura 4 – Esquema de instalação solar para resfriamento ou aquecimento
Na figura podem ser observadas as duas partes: a planta solar e o
conjunto de subsistemas consumidores. A planta solar captura a energia do
sol através de um campo de coletores e a água quente produzida é armazenada
em dois tanques de acumulação. Um sistema de controle da vazão de água
pelos coletores se encarrega de manipular esta vazão para manter as condições
térmicas desejadas nos tanques. A água quente (entre 70 a 80 ◦C) produzida
alimenta uma máquina de absorção que é responsável por produzir água fria
(entre 6 a 11 ◦C). Caso a irradiação solar não seja suficiente para atingir a
temperatura desejada de água quente, uma caldeira a gás pode ser acionada
para suprir a energia que falta. No caso de o sistema ser utilizado como
gerador de água quente, a máquina de absorção não é utilizada. No esquema
da Figura 4 se observa também uma torre de refrigeração que não se utiliza
nesta configuração.
Os subsistemas consumidores representam os ambientes do edifício
cuja temperatura ambiente deve ser controlada. Assim, a planta solar é res-
ponsável por alimentar com água quente ou fria o sistema de tubulações que
chega a todos os ambientes. Em cada ambiente há instalado um trocador
de calor que é responsável por transformar a energia térmica da água em ar
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quente ou frio. Assim, o conjunto de subsistemas representam os ambientes
distintos do edifício, considerados aqui sistemas de Aquecimento, Ventilação
e Ar Condicionado (HVAC) (MOROS¸AN et al., 2010; PÉREZ-LOMBARD; ORTIZ;
POUT, 2008; YANG; YEO; KIM, 2003).
No caso real, a planta solar é responsável pelo sistema de ar condi-
cionado do edifício CIESOL. Porém, o estudo de caso foi adaptado neste
trabalho, pois as instalações ainda não permitem uma aplicação de controle
totalmente distribuída, sendo utilizado um simulador de consumo para esta
parte.
Como comentado, o fluido utilizado pela planta solar é água, podendo
ser aquecida ou refrigerada, dependendo diretamente da estação do ano. Os
estudos apresentados neste capítulo são resultado da realização de um estágio
de doutorado do tipo sanduíche, finalizados na estação quente local. Sendo
assim, somente o caso de água refrigerada foi analisado. Neste caso, a má-
quina de absorção teve que ser ativada. Esta máquina utiliza uma solução
aquosa de brometo de lítio, cuja temperatura de entrada da água deve ser en-
tre 65 e 98 ◦C para um funcionamento adequado do processo.
O objetivo da estratégia de controle neste caso é gerenciar a água re-
frigerada produzida na planta solar, distribuindo-a entre um conjunto de sis-
temas HVAC, a fim de manter a temperatura do ar de saída de cada sistema
de climatização de acordo com a sua referência, minimizando o consumo de
energia e os custos envolvidos (ESCRIVÁ-ESCRIVÁ; SEGURA-HERAS; ALCÁZAR-
ORTEGA, 2010; MIRINEJAD; WELCH; SPICER, 2012).
Na planta solar existem dois circuitos, em que o circuito primário in-
clui o campo coletor, tanques de armazenagem, aquecedores a gás e a má-
quina de absorção, enquanto que o circuito secundário inclui as válvulas VS1
a VS4, que desviam parte da vazão do circuito secundário para cada sistema
HVAC, e a bomba B3.1/2, que regula a vazão do circuito primário. Detalhes
físicos e operação deste sistema podem ser encontrados em Pasamontes et al.
(2009), Castilla et al. (2011).
Neste caso, a temperatura de água refrigerada flutua entre 6 ◦C e 11 ◦C,
devido a uma característica inerente do controlador tipo liga-desliga (on-off )
utilizado no controle de temperatura da planta solar.
É considerado que a temperatura de referência de cada ambiente é cal-
culada pelo seu sistema HVAC, responsável por manter o conforto térmico
dos usuários. Com esta abordagem, o conforto térmico em cada ambiente e
o controle de distribuição de água refrigerada possuem certo grau de inde-
pendência. Sendo assim, cada subsistema é representado por uma dinâmica
rápida e não linear, representando o trocador de calor, e uma dinâmica lenta e
simplificada, representando a dinâmica de temperatura do ambiente.
A dinâmica da temperatura do ambiente é dada através de um modelo
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com as características de um dos ambientes do edifício CIESOL utilizado
para simular dinâmicas internas de temperatura (PASAMONTES et al., 2009;
CASTILLA et al., 2012). Neste modelo, o volume considerado do ambiente é
de 4,96× 5,53× 2,8 m3, contando com um sistema complexo formado por
diversos elementos, tais como paredes, janelas, condições ambientais exter-
nas, entre outras. As relações foram obtidas utilizando leis de transferência de
massa e calor (condução, convecção e radiação). Um resumo das dinâmicas
consideradas para a temperatura do ambiente é dado nas equações (5.1a)-
(5.1g)
ma ·Cpa ·
dTair
dt = Qconv +Qwind +QHVAC +Qnatvent +Qin f +QintGain
(5.1a)
Qconv = f (Tair,TN ,TS,TW ,TE ,Tgr,Tc) (5.1b)
Qwind = f (Tair,Tout , Idr, Id f , Ir f ) (5.1c)
QHVAC = f (Ta imp) (5.1d)
Qnatvent = f (Tair,Tout) (5.1e)
Qin f = f (Tair,Tout) (5.1f)
QintGain = f (Tair,Tmr,Hr,Np) (5.1g)
sendo Hr a umidade relativa, as temperaturas TN , TS, TW , TE , Tgr e Tc se
referem às temperaturas radiantes das superfícies do ambiente, Idr, Id f e Ir f
são irradiações, e Np é o número de pessoas dentro do ambiente. As variáveis
e parâmetros restantes estão listados na Tabela 6.
Este modelo pode ser facilmente extrapolado para qualquer ambiente
do edifício, necessitando apenas de uma rede de sensores adequada e um
sistema HVAC. O sistema de controle será simplificado, considerando as se-
guintes variáveis como perturbações: temperatura do ambiente externo (Tout);
todas irradiações (Ix); umidade relativa (Hr); e o número de pessoas dentro do
ambiente (Np).
Foi assumido que um trocador de calor é o único atuador disponível
para realizar o controle térmico dentro do ambiente. Assim, é possível con-
trolar a temperatura dentro do ambiente, Tair, através do calor que o sistema
HVAC troca com o ar dentro do ambiente, QHVAC, conforme as equações
(5.1a) e (5.1d).
Cada um dos sistemas HVAC foi modelado como um trocador de calor
de vazão paralela (veja Figura 5), em que os dois fluidos, neste caso a água
refrigerada e o ar, entram no trocador de calor no mesmo lado e viajam em
paralelo até a outra extremidade. A dinâmica trocador de calor é dada pelo
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seguinte modelo (ÁLVAREZ; YEBRA; BERENGUEL, 2007):
dTwo
dt =−q˙w
Two−Twi
Vw
+
1
τw
(Ta imp−Two) (5.2a)
dTa imp
dt =−va
Ta imp−Ta ret
L
−
1
τa
(Ta imp−Two) (5.2b)
em que os índices w e a referem-se a água e ar, respectivamente, enquanto
que os índices i, o, imp e ret referem-se a entrada, saída, impulso e retorno,
respectivamente.
temperatura de entrada
da água (Twi)
velocidade do ar (va)
temperatura de
retorno (Tret )
vazão de água (q˙w) temperatura de saída
da água (Two)
temperatura do ar
de impulso (Ta imp)
Figura 5 – Esquema de trocador de calor adotado para cada um dos subsiste-
mas
O modelo do trocador de calor possui duas entradas utilizadas como
variáveis manipuladas: a vazão de água (q˙w) e a velocidade do ar (va); duas
outras entradas consideradas perturbações: a temperatura do ar de admissão,
isto é, a temperatura de retorno (Tret), e a temperatura de entrada da água
(Twi); e duas variáveis de saída ou variáveis controladas, a temperatura de
saída da água (Two) e a temperatura de saída do ar, isto é, a temperatura do ar
de impulso (Ta imp). As demais variáveis estão listadas na Tabela 6.
Neste trabalho, foi utilizado a vazão de água refrigerada para controlar
a temperatura de saída do ar. A ventilação em cada ambiente é forçada e
poderia ser utilizada como variável manipulada, porém decidiu-se manter a
velocidade do ar constante por simplificação.
Para este estudo de caso, a temperatura de saída do ar (saída contro-
lada) de um dado subsistema m será representada por ym. A variável manipu-
lada será representada por um, indicando a vazão de água refrigerada entrando
no subsistema m, e sm é a vazão remanescente do subsistema m para o sub-
sistema m+ 1. A vazão de água entregue pela planta solar e suprido através
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Tabela 6 – Variáveis e parâmetros para os modelos
Parâmetros Descrição unidades SI
ma massa de ar kg
Tair temperatura do ar do ambiente ◦C
Tout temperatura externa do ar ◦C
Qconv ganho de calor por convecção W
livre através de paredes
Qwind ganho de calor através da janela W
QHVAC ganho de calor por ventilação forçada W
Qnatvent ganho de calor por ventilação natural W
Qin f ganho de calor por infiltrações W
QintGain ganho de calor por elementos internos W
(pessoas, aparelhos elétricos e luzes.)
Aa Área da seção transversal para o ar m2
Aw Área da seção transversal para a água m2
Cpa Capacidade de calor específico do ar J/kg◦C
Cpw Capacidade de calor específico da água J/kg◦C
da Diâmetro do cano de ar m
dw Diâmetro do cano de água m
ha Coeficiente de transferência de calor W/m2
◦C
do ar por convecção
hw Coeficiente de transferência de calor W/m2
◦C
da água por convecção
L Comprimento do ventiloconvector m
q˙ Vazão volumétrica de água m3/s
ρa Densidade do ar kg/m3
ρw Densidade da água kg/m3
Ta Temperatura do ar ◦C
Tw Temperatura da parede de água ◦C
va Velocidade de impulso do ar m/s
Vw Volume do cano de água m3
τa =
AaρaCpa
pidaha Constante de tempo fundamental s
relacionando Ta contra variações de Tw
τw =
AwρwCpw
pidwhw Constante de tempo fundamental s
relacionando Tw contra variações de Ta
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da bomba B3.1/2 é dado pela variável s0, enquanto s4 é a vazão restante, no
caso de a produção exceder o consumo.
No estudo de caso supõe-se que a produção de água refrigerada nem
sempre é suficiente para suprir a demanda de energia de todos os subsiste-
mas, forçando uma restrição física equivalente à restrição (5.8e), em que a
soma dos consumos dos subsistemas não pode ser superior à vazão de saída
da bomba B3.1/2. Esta condição torna proibitiva a aplicação de estratégias
de controle desacopladas, pois a disposição física dos subsistemas (em série)
implica em um esgotamento dos recursos, sendo que os primeiros subsiste-
mas acabariam por consumir toda a energia disponível deixando os últimos
subsistemas sem recursos.
Para evitar este caso, foi proposta a aplicação da metodologia DMPC.
Este problema de controle de conforto térmico pode ser tratado a partir da
perspectiva de um problema de otimização distribuído devido a duas razões:
i) o número de variáveis de controle e sinais de sensores e atuadores podem
crescer rapidamente, dependendo do número de sistemas HVAC sendo con-
trolados simultaneamente, o que não afeta de forma significativa o tamanho
dos problemas de controle distribuídos, e ii) cada HVAC é situado em um am-
biente distinto, podendo ser inclusive em edifícios diferentes, contando com
seu próprio sistema de controle. Estes pontos tornam o DMPC mais interes-
sante que o MPC em termos de implementação.
5.2 PROBLEMA DE CONTROLE COM RESTRIÇÃO DE RECURSOS
Esta seção apresenta a formulação MPC para o sistema de gerencia-
mento de recursos, seguido por uma formulação compacta e uma reformu-
lação em termos de variáveis de folga que irá ser útil para desenvolver uma
solução utilizando DMPC.
Para a aplicação no gerenciamento de recursos, a função custo teve
que englobar mais elementos que no caso desenvolvido no Capítulo 2, por
questões de operação do sistema. Para um dado subsistema m, a função custo
escolhida foi:
J =
N2,m
∑
j=N1,m
qm [yˆm(k+ j|k)−wm(k+ j)]2 +
Nu,m−1
∑
j=0
rm[∆um(k+ j)]2, (5.3)
em que yˆm(k+ j|k) e wm(k+ j) com j = N1,m; . . . ;N2,m são, respectivamente,
as predições de saída computadas com as informações disponíveis até o tempo
k e a referência. ∆um(k+ j) é uma sequência de incrementos de controle fu-
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turos, obtidos com a minimização da função custo1, N1,m e N2,m são respec-
tivamente o mínimo e o máximo do horizonte de predição do subsistema m,
e Nu,m é o horizonte de controle do mesmo subsistema. Estes horizontes em
conjunto com os ajustes qm e rm são os parâmetros de sintonização do contro-
lador, em que qm penaliza o erro de seguimento futuro e rm penaliza o esforço
de controle para o horizonte considerado.
Para obter a sequência de controle que minimiza J, novamente o mo-
delo de processo deve ser considerado, uma vez que impõe a relação entre
as ações de controle e as saídas do modelo. Será utilizada a formulação no
espaço de estados, descrita aqui através de uma formulação genérica consi-
derando um conjunto de M = {1, . . . ,M} subsistemas dinamicamente desa-
coplados, em que cada subsistema m terá a seguinte equação linear de tempo
discreto:
x˜m(k+1) = ˜Amx˜m(k)+ ˜Bmum(k) (5.4a)
ym(k) = ˜Cmx˜m(k) (5.4b)
sendo x˜m ∈ Rnm o estado, ym ∈ R é a saída, um ∈ R é a entrada de controle, e
˜Am, ˜Bm, e ˜Cm são matrizes de dimensões apropriadas.
Um modelo incremental pode ser utilizado caso a entrada de controle
seja ∆um(k) ao invés de um(k). Utilizando a relação ∆um(k) = um(k)−um(k−
1) chega-se em:
xm(k+1)︷ ︸︸ ︷[
x˜m(k+1)
um(k)
]
=
Am︷ ︸︸ ︷[
˜Am ˜Bm
0m I
] xm(k)︷ ︸︸ ︷[
x˜m(k)
um(k−1)
]
+
Bm︷ ︸︸ ︷[
˜Bm
I
]
∆um(k) (5.5)
ym(k) =
Cm︷ ︸︸ ︷
[ ˜Cm 0′m ]
[
x˜m(k)
um(k−1)
]
(5.6)
com xm sendo o estado aumentado.
Da mesma maneira que as teorias desenvolvidas no Capítulo 2, as
predições de estado e saída podem ser escritas como (CAMACHO; BORDONS,
2004):
yˆm(k+ j|k) =Cmxˆm(k+ j|k) (5.7a)
xˆm(k+ j|k) = A jmxm(k)+
j
∑
l=1
A j−lm Bm∆um(k−1+ l) (5.7b)
1∆um(k) = um(k)−um(k−1)
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Assim, substituindo a expressão (5.7) na função de custo, a única variável
desconhecida no problema de otimização é a sequência de controle futuro.
Para este caso, foram definidas restrições para a amplitude do sinal de
controle, taxa de variação dos atuadores e sinal de saída, descritas por:
uminm ≤ um(k) ≤ umaxm ; ∀k ≥ 0,
∆uminm ≤ um(k)−um(k−1) ≤ ∆umaxm ; ∀k ≥ 0,
yminm ≤ ym(k) ≤ ymaxm ; ∀k ≥ 0.
O controlador MPC centralizado concebido para coordenar as ações
de controle de modo a atingir um objetivo global deve resolver o seguinte
problema de otimização:
P : min J = ∑
m∈M
(
N2,m
∑
j=N1,m
qm (yˆm(k+ j|k)−wm(k+ j))2 +
Nu,m−1
∑
j=0
rm∆um(k+ j)2)
(5.8a)
s.a : ∀m ∈M , j = N1,m, . . . ,N2,m :
yminm ≤ yˆm(k+ j|k)≤ ymaxm (5.8b)
∀m ∈M , j = 0, . . . ,Nu,m−1 :
∆uminm ≤ ∆um(k+ j)≤ ∆umaxm (5.8c)
uminm ≤ um(k−1)+
j
∑
l=0
∆um(k+ l)≤ umaxm (5.8d)
∑
m∈M
(
um(k−1)+
j
∑
l=0
∆um(k+ l)
)
≤ rmax, j = 0, . . . ,Nu,m−1
(5.8e)
Aqui aparece um elemento particular deste estudo de caso, em que foi
considerado que os subsistemas dinâmicos compartilham um recurso limi-
tado para as ações de controle, definido pela restrição 5.8e, em que rmax é o
recurso disponível e uminm ≥ 0 garante o uso do recurso um ≥ 0 para todos os
subsistemas.
Será desenvolvida a formulação compacta do problema MPC (5.8).
Isto é feito coletando as variáveis de controle em um vetor para o horizonte
de controle e eliminando as predições de variáveis de estado utilizando as
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equações anteriores. Para isto, serão utilizadas as seguintes matrizes:
Cm =

CmA
N1,m
m
CmA
N1,m+1
m
.
.
.
CmA
N2,m
m
 Dm =

CmA
N1,m−1
m Bm · · · CmA
N1,m−Nu,m
m Bm
CmA
N1,m
m Bm · · · CmA
N1,m−Nu,m+1
m Bm
.
.
.
.
.
.
.
.
.
CmA
N2,m−1
m Bm · · · CmA
N2,m−Nu,m
m Bm

em que as matrizes Aim são nulas para i < 0, por exemplo em A
N1,m−Nu,m
m com
Nu,m > N1,m. Coletando as variáveis para o respectivo horizonte, os seguintes
vetores são obtidos:
ym =
 yˆm(k+N1,m|k)..
.
yˆm(k+N2,m|k)
 wm =
 wm(k+N1,m)..
.
wm(k+N2,m)

∆um =
 ∆um(k)..
.
∆um(k+Nu,m−1)

Com esta notação, o problema MPC pode ser reescrito como:
P : min J = ∑
m∈M
(‖Cmxm(k)+Dm∆um−wm‖2Qm +‖∆um‖
2
Rm) (5.9a)
s.a : ∀m ∈M :
yminm ≤Cmxm(k)+Dm∆um ≤ ymaxm (5.9b)
∆uminm ≤ ∆um ≤ ∆umaxm (5.9c)
uminm ≤ um(k−1)1Nu,m +Tm∆um ≤ umaxm (5.9d)
∑
m∈M
(um(k−1)1Nu,m +Tm∆um)≤ rmax (5.9e)
em que Tm é uma matriz triangular inferior formada por elementos unitários,
rmax é um vetor de dimensão adequada com todos os elementos iguais ao
limite de recurso rmax, e Qm (Rm) é uma matriz diagonal cujos elementos
não nulos são iguais a qm (rm). Os vetores remanescentes são definidos de
maneira similar a rmax.
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5.2.1 MPC Utilizando Variáveis de Folga
Para o estudo de caso, foi considerado o caso particular em que os sub-
sistemas estão arranjados em série, com o subsistema m fisicamente disposto
precedendo o subsistema m+1. Isto significa que o recurso é primeiramente
disponibilizado para o subsistema m e o que sobra fica disponível para os
subsistemas seguintes, m+1, . . . ,M.
Foi considerado que a produção da planta solar nem sempre seria su-
ficiente para satisfazer todos os subsistemas, sendo assim uma estratégia des-
centralizada não seria adequada. Porém, a formulação tratada até este ponto
não é adequada para a estratégia DMPC, pois a restrição (5.8e) resulta em um
acoplamento total na formulação dos subproblemas. Sendo assim, foi estu-
dada uma formulação alternativa, utilizando variáveis de folga representando
a energia disponível ao longo do sistema.
Seja sm−1(k) o recurso disponível para o subsistema m no tempo k,
como ilustrado na Figura 6, computado como sm−1(k) = rmax−∑m−1i=1 (ui(k−
1)+∆ui(k)). Localmente no subsistema m, a equação de balanço de recursos
um(k−1)+∆um(k)+ sm(k) = sm−1(k) deve ser satisfeita.
sm−1(k) sm(k)
um(k−1)+∆um(k)
subsistema m
Figura 6 – Visão local do uso e vazão de recursos no subsistema m.
A restrição de recursos (5.8e) pode ser representada de maneira equi-
valente através de um conjunto de restrições, definidas para j = 0, . . . ,Nu,m−1
como:
s0(k+ j) = rmax (5.10a)
um(k−1)+
j
∑
l=0
∆um(k+ l)+ sm(k+ j) = sm−1(k+ j), ∀m ∈M (5.10b)
sm(k+ j)≥ 0, ∀m ∈M (5.10c)
Proposição 3. O sistema de desigualdades (5.10) é equivalente à desigual-
dade (5.8e).
Demonstração. A seguir, define-se um(k+ j) = um(k−1)+∑ jl=0 ∆um(k+ l)
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e omite-se o índice (k + j) para simplificar a visualização do desenvolvi-
mento. Suponha que o sistema de desigualdades (5.10) é satisfeito para ve-
tores u = (um : m = 1, . . . ,M) e s = (sm : m = 0, . . . ,M). Somando-se as
equações (5.10b) para todo m ∈M chegamos em
∑
m∈M
um + sM = s0 =⇒ ∑
m∈M
um ≤ r
max, (5.11)
pois sM ≥ 0 e s0 = rmax. Agora, para mostrar a outra direção, suponha que
u satisfaz a restrição (5.8e). A equação (5.10a) é obviamente satisfeita e
a equação (5.10b) é satisfeita definindo sm = sm−1 − um para m = 1, . . . ,M.
Assim, resta mostrar que sm ≥ 0 para todo m∈M . Pela soma sm = sm−1−um
sobre m ∈M chega-se a
sM = s0− ∑
m∈M
um = r
max− ∑
m∈M
um ≥ 0 (5.12)
pois (5.8e) é válida. Para m = M− 1, temos que sM−1 = sM + um ≥ sM ≥ 0
porque um ≥ 0. Continuando até m = 1, é mostrado que sm ≥ 0 para todo
m ∈M .
Esta representação alternativa para as restrições de recurso permite re-
definir o problema MPC (5.9) em termos de variáveis de folga sm. Sejam
s0 = r
max e sm = (sm(k), . . . ,sm(k+Nu,m−1)) vetores de dimensões apropri-
adas, então o incremento de controle pode ser expresso como:
∆um = T−1m (sm−1− sm−um(k−1)1Nu,m)
=−T−1m um(k−1)1Nu,m +[T−1m −T−1m ]sm,
sendo sm = [s′m−1 s′m]′ um vetor com valores atuais e passados de recursos
disponíveis. Um desenvolvimento similar para os sinais de saída fornece:
ym =Cmxm(k)+Dm∆um
=Cmxm(k)−DmT−1m um(k−1)1Nu,m +[DmT−1m −DmT−1m ]sm.
Substituindo as expressões acima no problema (5.9), chega-se na reformula-
ção dada por:
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P : min J = ∑
m∈M
(
1
2
s′mHmsm + f′msm + cm
)
(5.13a)
s.a : ∀m ∈M :
yminm ≤Cmxm(k)−DmT−1m um(k−1)1Nu,m
+[DmT−1m −DmT
−1
m ]sm ≤ ymaxm (5.13b)
∆uminm ≤−T−1m um(k−1)1Nu,m +[T−1m −T−1m ]sm ≤ ∆umaxm
(5.13c)
uminm ≤ [I
Nu,m − INu,m ]sm ≤ umaxm (5.13d)
sm ≥ 0Nu,m (5.13e)
onde:
Hm = 2([DmT−1m −DmT−1m ]′Qm[DmT−1m −DmT−1m ]
+ [T−1m −T
−1
m ]
′Rm[T−1m −T
−1
m ])
f′m = 2(Cmxm(k)−DmT−1m um(k−1)1Nu,m −wm)′Qm[DmT−1m −DmT−1m ]
−2(T−1m um(k−1)1Nu,m)′Rm[T−1m −T−1m ]
cm = ‖Cmxm(k)−DmT−1m um(k−1)1Nu,m −wm‖2Qm +‖T
−1
m um(k−1)1Nu,m‖2Rm
A formulação do problema MPC dado em (5.13) é um problema de
programação quadrático definido utilizando variáveis de folga sm. Neste caso,
o acoplamento entre os subsistemas se torna aos pares, diferente do problema
original em que todos os subsistemas estavam acoplados através da restrição
(5.8e). Esta estrutura acoplada aos pares permite uma decomposição eficiente
do problema de controle para a aplicação do DMPC.
5.3 DMPC COM VARIÁVEIS DE FOLGA
O desenvolvimento do DMPC se assemelha muito ao do Capítulo 2,
porém será repetido aqui para facilitar a visualização da utilização das variá-
veis de folga na formulação do conjunto de subproblemas {Pm}. A decom-
posição novamente será dada de uma maneira perfeita, ou seja, a solução de
{Pm} induz a solução de P.
Neste caso foi utilizado o problema MPC (5.13), que é formado por
subsistemas acoplados apenas localmente, ou seja, um dado subsistema m
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está acoplado somente com os subsistemas m− 1 e m+ 1, através da função
objetivo e restrições (5.13b)-(5.13d) através das variáveis sm−1 e sm+1.
Esta estrutura especial permite a decomposição de P em um conjunto
de subproblemas {Pm(sm−1,sm+1)} em cada subsistema. O problema de um
dado subsistema m pode ser definido como:
Pm(sm−1,sm+1) :
min
sm
Jm =
1
2
s′m
(
min(m+1,M)
∑
i=m
Hm,i
)
sm +
(
min(m+1,M)
∑
i=m
f′m,i
)
sm +
min(m+1,M)
∑
i=m
cm,i
(5.14a)
sujeito às restrições:
yminm ≤Cmxm(k)−DmT−1m um(k−1)1Nu,m
+DmT−1m sm−1−DmT
−1
m sm ≤ ymaxm (5.14b)
yminm+1 ≤Cm+1xm+1(k)−Dm+1T−1m+1um+1(k−1)1
Nu,m+1
−Dm+1T−1m+1sm+1 +Dm+1T
−1
m+1sm ≤ y
max
m+1 (5.14c)
∆uminm ≤−T−1m um(k−1)1Nu,m +T−1m sm−1−T−1m sm ≤ ∆umaxm (5.14d)
∆uminm+1 ≤−T−1m+1um+1(k−1)1
Nu,m+1 −T−1m+1sm+1 +T
−1
m+1sm ≤ ∆u
max
m+1
(5.14e)
uminm ≤ sm−1− sm ≤ u
max
m (5.14f)
uminm+1 ≤−sm+1 + sm ≤ u
max
m+1 (5.14g)
sm ≥ 0Nu,m (5.14h)
com matrizes definidas como:
Hm,m = 2
(
(DmT−1m )
′Qm(DmT−1m )+(T−1m )′RmT−1m
)
Hm,m+1 = 2
(
(Dm+1T−1m+1)
′Qm+1(Dm+1T−1m+1)+(T−1m+1)′Rm+1T−1m+1
)
vetores definidos como:
f′m,m = 2(Cmxm(k)−DmT−1m um(k−1)1Nu,m −wm +DmT−1m sm−1)′
Qm(−DmT−1m )+2(−T−1m um(k−1)1Nu,m +T−1m sm−1)′Rm(−T−1m )
f′m,m+1 = 2(Cm+1xm+1(k)−Dm+1T−1m+1um+1(k−1)1
Nu,m+1 −wm+1
−Dm+1T−1m+1sm+1)
′Qm+1(Dm+1T−1m+1)
+2(−T−1m+1um+1(k−1)1
Nu,m+1 −T−1m+1sm+1)
′Rm+1T−1m+1
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e constantes definidas como:
cm,m = ‖Cmxm(k)−DmT−1m um(k−1)1Nu,m −wm +DmT−1m sm−1‖2Qm
+‖T−1m um(k−1)1Nu,m +T−1m sm−1‖2Rm
cm,m+1 = ‖Cm+1xm+1(k)−Dm+1T−1m+1um+1(k−1)1
Nu,m+1 −wm+1
−Dm+1T−1m+1sm+1‖
2
Qm+1
+‖T−1m+1um+1(k−1)1
Nu,m+1 −T−1m+1sm+1‖
2
Rm+1
Vale a pena ressaltar que Pm(sm−1,sm+1) pode ser obtido do problema
P ao remover todos os termos da função objetivo e restrições que não de-
pendem das variáveis de decisão do subsistema m e seu sucessor e antecessor
imediato, definida aqui como sua vizinhança N(m) = {(m−1),(m+1)}∩M .
5.4 ALGORITMO DISTRIBUÍDO
O algoritmo distribuído seguirá o método de ponto-interior, muito se-
melhante ao desenvolvido no Capítulo 3, porém com simplificações devido
à estrutura em série dos subproblemas, que facilita a coordenação entre os
agentes. Para simplificar a visualização, considere a forma do problema P
dada por:
P : min f0(s) (5.15a)
s.a : f j(s)≤ 0, j = 1, . . . , p (5.15b)
sendo que f0 corresponde a (5.13a), as funções de restrição f j correspondem a
(5.13b)-(5.13e), e p é o número total de restrições. Novamente será utilizado
o método de ponto-interior (BOYD; VANDENBERGHE, 2004), resolvendo uma
sequência de problemas de centralização dados por:
P(ε) : min
s∈domθ
θ(s) = f0(s)+ εφ(s) (5.16a)
em que
φ(s) =−
p
∑
j=1
ln(− f j(s)) (5.16b)
é a função barreira e ε > 0 é um parâmetro que controla o grau de aproxima-
ção das restrições. O domínio de θ, domθ = {s : f j(s)< 0, j = 1, . . . , p}, é o
interior do conjunto de restrições.
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O método de ponto-interior é relembrado no Algoritmo 4 e garante que
s(ε) converge para a solução ótima s⋆ para P para uma sequência decrescente
{ε(q)}.
Algoritmo 4: Método de ponto-interior
Entrada: sin estritamente factível, ε := ε(0), µ < 1, tolerância τ;
repita
Passo de centralização: encontre s(ε) := argminθ(s)
começando por sin;
Atualizar: sin := s(ε);
Decrescer ε: ε := µε;
até que pε/µ < τ;
Sendo P(ε) um problema irrestrito dentro do domínio, ele pode ser
resolvido por um algoritmo distribuído baseado em gradiente, em que a rede
de agentes resolve a decomposição {Pm(ε)} do problema de centralização.
Na decomposição, o subproblema associado a cada subsistema m é definido
como:
Pm(ε,sm−1,sm+1) : min
sm∈domθm
θm(sm) = Jm(sm)+ εφm(sm) (5.17a)
em que
φm(sm) =− ∑
j∈Lm
ln(− f j(sm)) (5.17b)
é a barreira do subsistema e Lm ⊆{1, . . . ,m} corresponde às restrições (5.14b)-
(5.14h) que aparecem em Pm(sm−1,sm+1). O domínio de θm é definido como
domθm = {sm : f j(sm)< 0, j ∈ Lm}.
O algoritmo para resolver o conjunto de subproblemas é o mesmo
desenvolvido no Capítulo 3, tratado também em (CAMPONOGARA; SCHERER,
2011). Relembrando que se trata de um algoritmo iterativo que garante a
convergência da solução distribuída {s(ε)q} para a solução centralizada s(ε).
Neste caso, um agente m produz a próxima iteração sm(ε)q+1 resolvendo
Pm(ε,s
q
m−1,s
q
m+1) utilizando as soluções mais recentes de sua vizinhança, en-
quanto seus vizinhos mantêm suas decisões na iteração q.
Este estudo de caso, em que os subsistemas estão alocados fisicamente
em série, facilitou a coordenação da rede de agentes. Aqui, a coordenação
e convergência podem ser alcançados separando os agentes em dois grupos,
Mpar = {m∈M : m for par} e Mimpar = {m∈M : m for ímpar}, e permitindo
que somente os agentes em Mpar revisem suas decisões quando o contador de
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iterações q é par, e de maneira análoga, quando q é ímpar. Um esboço de
um algoritmo distribuído utilizando gradiente para resolver {Pm(ε)} é dado
no Algoritmo 5.
Algoritmo 5: Algoritmo distribuído com gradiente.
Entrada: ε, s0 := sin estritamente factível, tolerância η;
q := 0;
repita
se q é ímpar então
Mq := Mimpar;
senão
Mq := Mpar;
para todo m ∈Mq em paralelo faça
Agente m recebe sqm−1 e s
q
m+1 de seus agentes vizinhos;
Agente m produz sq+1m resolvendo Pm(ε,sqm−1,s
q
m+1)
começando de sqm;
para todo m ∈M \Mq em paralelo faça
Agente m define sq+1m := sqm;
q := q+1;
até que ‖∇θ(sq)‖< η;
retorne s(ε) := sq;
O Algoritmo 5 é um caso particular do algoritmo desenvolvido no Ca-
pítulo 3. Aqui, o problema Pm(ε,sqm−1,s
q
m+1) foi resolvido aproximadamente
utilizando busca linear com retrocesso ao longo de uma direção de descenso
ou direção de Newton, até satisfazer a regra de Armijo (NOCEDAL; WRIGHT,
1999). No entanto, estratégias distintas podem ser utilizadas, como por exem-
plo a busca linear exata.
Uma implementação distribuída requer sincronização entre os agentes.
Isto pode ser alcançado utilizando protocolos de troca de mensagens, discuti-
dos em (CAMPONOGARA; LIMA, 2012) cujos agentes de um grupo (por exem-
plo Mimpar) permanecem em espera até receber um sinal do outro grupo de
agentes (neste caso Mpares). Ao receberem o sinal, os agentes m ∈Mimpar re-
visam suas decisões resolvendo Pm(ε) e enviam o sinal para os agentes Mpar,
e o processo é repetido. A convergência global pode ser detectada de maneira
similar, rastreando o número de iterações consecutivas em que não ocorrem
mudanças na solução global sq.
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5.5 RESULTADOS E ANÁLISES
Nesta seção são apresentados os resultados de experimentos e simula-
ções realizados para avaliar a eficácia da estratégia de controle proposta. A
metodologia hardware-in-the-loop foi utilizada para realizar os experimentos,
segundo a qual a planta solar real foi ligada com um simulador de carga, que
é responsável pela representação da dinâmica de um conjunto de subsistemas
simulados. Neste esquema, o simulador recebe os dados da planta real e, em
seguida, calcula as ações de controle e simula as saídas dos subsistemas.
Para os experimentos, alguns critérios operacionais foram definidos.
Um deles define que os controladores devem aguardar no mínimo 3 minu-
tos do início do experimento antes de entrar em operação, permitindo que a
planta solar e os subsistemas cheguem a estados estacionários. O primeiro
ponto de operação do controlador é definido aqui como k0. Foram necessá-
rios observadores de estado na implementação dos controladores (ÅSTRÖM;
MURRAY, 2010; WANG, 2009), assim, este tempo de espera de 3 minutos é
utilizado também para alimentar os controladores com dados consistentes.
O algoritmo distribuído utiliza o método de Newton com retrocesso
para resolver cada Pm. Alguns dos parâmetros utilizados nos experimentos
para o conjunto de subsistemas M = {1,2,3,4} foram:
• período de amostragem Ts = 3 (s);
• horizontes de controle e predição Nu,m = 10, N1,m = 1 e N2,m = 30 para
todo m ∈M ;
• tolerância do ponto-interior τ = 0,01/p;
• tolerância de barreira η = 0,001;
• pólos do observadores de estado discreto em −0,01, −0,02 e −0,021.
O algoritmo foi implementado em Matlab R©, em um computador Intel
Core 2 Duo CPU 2.13GHz.
5.5.1 Comparando Controladores Descentralizados com Distribuídos
O primeiro caso apresentado compara o funcionamento do controlador
distribuído com controladores descentralizados. A ideia é demonstrar que,
apesar das dinâmicas dos subsistemas serem desacopladas, a restrição física
relacionada ao consumo de recursos torna o sistema fortemente acoplado,
em que técnicas mais simples de controle podem levar a pontos de operação
indesejáveis.
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Neste caso foi utilizada uma simulação de um fornecimento fixo da
planta solar, com vazão e temperatura constantes. Durante o experimento
ocorrem três fases distintas:
• a fase 1 se estende do início do experimento até 3 minutos. Nesta fase
os controladores estão desligados;
• a fase 2 inicia em 3 minutos e vai até 10 minutos do experimento. Nesta
fase os controladores estão ligados com uma referência de 20◦C para
todos os subsistemas;
• a fase 3 inicia em 10 minutos e vai até 20 minutos do experimento.
Nesta fase existe uma troca de referência de temperatura para 18◦C em
todos os subsistemas.
Para simplificar as comparações, todos os subsistemas utilizam o mesmo
modelo, descrito no Apêndice C. Para os parâmetros do DMPC foram defini-
dos os valores ε0 = 10, µ = 0,1 e qmax = 5. A seleção destes parâmetros será
discutida mais adiante, na seção 5.5.3.
As Figuras 7 e 8 ilustram o funcionamento das duas técnicas para o
modo de operação definido. As figuras foram divididas em quatro sub figu-
ras, representando i) as saídas dos subsistemas; ii) as ações de controle dos
subsistemas; iii) a temperatura de saída da planta solar e iv) a vazão de saída
da planta solar e a soma das ações de controle dos subsistemas.
Durante a primeira e a segunda fase da simulação não é possível visu-
alizar grandes diferenças entre as abordagens, pois cada subsistema trabalha
isoladamente e os recursos são suficientes para atender toda a demanda dos
subsistemas, gerando uma folga na restrição acopladora.
Durante a terceira fase da simulação, é possível visualizar claramente
a diferença entre a as aplicações das técnicas descentralizada e distribuída,
pois neste momento a produção é insuficiente para atender a demanda de to-
dos os subsistemas. Na Figura 7, após 10 minutos é gerado um esgotamento
de recursos com a técnica descentralizada, que afetou primeiramente o último
subsistema e posteriormente o penúltimo subsistema. Neste caso, a técnica
cooperativa entre os subsistemas gera uma distribuição igualitária dos recur-
sos, como pode ser observado na Figura 8.
A questão seguinte a ser analizada é a proximidade do resultado obtido
com controladores distribuídos em relação ao resultado ótimo, obtido com
um controlador centralizado. Para isto os próximos experimentos exploram a
sintonia de parâmetros.
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5.5.2 Resultados Centralizados e Distribuídos
Alguns experimentos foram realizados visando comparar os resultados
obtidos com um controlador MPC centralizado, resolvendo P, com os resul-
tados obtidos utilizando a estratégia distribuída resolvendo {Pm}. O objetivo
era verificar se a reformulação utilizando variáveis de folga sm juntamente
com o algoritmo distribuído iria convergir para o resultado ótimo.
Primeiro, foi realizado um experimento na planta solar utilizando o
algoritmo centralizado, com uma referência de 18 ◦C para todos os subsis-
temas. Após, a fim de comparar as soluções obtidas com a estratégia dis-
tribuída, foram utilizados os mesmos dados de entrada coletados durante o
experimento para a realização de simulações utilizando o DMPC, permitindo
assim a comparação dos valores calculados para as duas abordagens.
Os valores adotados para os parâmetros do algoritmo distribuído foram
ε0 = 50 e µ = 0,4, sem considerar um número máximo de iterações q entre
os agentes.
A Figura 9 representa o primeiro valor do vetor de ações de controle
calculadas para o subsistema 1 (∆u1), calculado para os três primeiros pe-
ríodos de amostragem após o tempo de espera de 3 minutos, assim como o
número de iterações entre os agentes para atingirem a solução {Pm(ε)}. Os
resultados para os demais subsistemas será omitido por apresentarem resulta-
dos semelhantes.
Nesta figura, o índice i é utilizado para indicar o decrescimento de ε,
sendo i o número de vezes que ε foi multiplicado por µ.
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Figura 9 – Resultados comparando as abordagens centralizada e distribuída.
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Nesta figura é possível observar a evolução dos valores das ações de
controle calculadas pela rede de agentes, que vão gradualmente se aproxi-
mando do valor ótimo, reforçando a afirmação que a solução distribuída de
{Pm(ε)}, para uma sequência decrescente de ε, converge para o resultado cen-
tralizado. Ao mesmo tempo, é possível observar que a quantidade de trocas
de informações necessárias para o agente convergir em cada iteração i, reduz
de maneira significativa quando é utilizada a informação da iteração anterior,
tal como ocorre em k = k0 +Ts e k = k0 +2Ts.
Neste caso, os parâmetros utilizados foram conservadores, gerando
um número grande iterações q. Porém, é válido enfatizar que o tempo de
convergência do algoritmo distribuído sempre ficou abaixo dos 3 segundos
do período de amostragem sendo iguais a 1,75; 1,13; e 1,00 segundo para os
três primeiros pontos calculados.
5.5.3 Análise dos Parâmetros de Barreira
O primeiro caso analisado mostrou que a estratégia DMPC chega ao
mesmo resultado obtido com o MPC centralizado. Porém, dependendo do
ajuste dos parâmetros, este processo pode levar a um excesso de iterações
entre os agentes.
Sabendo que o número de iterações entre agentes é um ponto impor-
tante para definir a aplicabilidade do algoritmo distribuído, foram conduzidas
análises para verificar a possibilidade de modificar os parâmetros do algo-
ritmo distribuído, de modo que os resultados fossem obtidos mais rapida-
mente, porém mantendo certa qualidade.
O primeiro estudo de caso centrou-se na avaliação dos parâmetros ε0
e µ, mudando seus valores e comparando com o caso base ε0 = 50 e µ = 0,4.
A Figura 10 representa alguns dos resultados obtidos no subsistema 1, em
k = k0 +Ts.
É possível observar a grande importância da sintonia do parâmetro µ,
que pode reduzir de maneira significativa o número de iterações q entre os
agentes. Para este sistema, o qual possui um comportamento suave e estável
em malha aberta, é possível a utilização de valores pequenos para ambos os
parâmetros e ainda conseguir a convergência para o resultado ótimo global.
5.5.4 Restringindo as Iterações entre os Agentes
Outra estratégia que pode ser adotada para reduzir o tempo de conver-
gência do algoritmo distribuído é definir um número máximo de iterações q
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Figura 10 – Convergência de ∆u1 em k = k0 +T s.
entre os agentes, dado aqui como qmax. O estudo teve como objetivo avaliar a
perda na qualidade dos resultados em comparação com o ganho no tempo de
convergência, avaliando se essa é uma estratégia possível de ser adotada no
algoritmo distribuído para a aplicação na planta solar.
A Figura 11 representa as respostas obtidas no subsistema 1 em k =
k0 +Ts, utilizando como caso base ε0 = 50 e µ = 0,4, e variando o número
máximo de iterações permitidas entre os agentes.
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Figura 11 – Convergência de ∆u1 em k = k0 +T s limitando as iterações q.
Foi observada uma grande vantagem ao limitar o número de iterações
q, especialmente para os valores iniciais de ε, enquanto os problemas de cen-
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tralização ainda estão distantes da barreira e não necessitam apresentar um
resultado ótimo.
No entanto, um número muito pequeno de iterações entre os agentes
restringe o deslocamento das informações, fazendo a rede de agentes con-
vergir para pontos afastados do ótimo. A Figura 11 também representa uma
situação em que o sistema não elimina o erro em regime permanente, ocor-
rendo com qmax = 2, que pode ser indesejável dependendo da aplicação.
5.5.5 Experimentos Distribuídos
Finalmente, foram realizados experimentos para avaliar o desempe-
nho do DMPC ao controlar a distribuição de água refrigerada produzida pela
planta solar. Foi utilizada uma configuração para um algoritmo rápido, com
tempo de convergência bem inferior ao período de amostragem, em que o
número de iterações q foi limitado em 5 e os parâmetros do algoritmo foram
ajustados para ε0 = 10 e µ = 0,1.
A Figura 12 representa um dos resultados obtidos para um pouco mais
de uma hora de experimento, sendo possível perceber as oscilações de tem-
peratura e vazão da planta solar, provocadas pelas condições climáticas e de
operação. Neste caso, as referências de todos os subsistemas foram defini-
das em 19 ◦C. Após 30 minutos, os subsistemas 2 e 4 modificavam suas
referências para 16 ◦C, e após 20 minutos estes subsistemas retornavam suas
referências para o valor de 19 ◦C, permanecendo com esta configuração até o
fim do experimento.
O modelo considerado para o trocador de calor e ambientes é baseado
nos trabalhos de Álvarez, Yebra e Berenguel (2007), Castilla et al. (2011,
2012). Neste caso, cada subsistema foi configurado para possuir um modelo
não linear distinto, considerando diferenças principalmente nas velocidades
e tamanhos de cada trocador de calor. No entanto, apesar das diferenças dos
subsistemas, os controladores seguiram utilizando o mesmo modelo definido
no Apêndice C.
Para este experimento, foi definido que os controladores só entrariam
em operação após 10 minutos, pois com as modificações em cada subsistema,
alguns levavam mais tempo para chegar a um regime estacionário.
A Figura 12 ilustra o comportamento dos subsistemas para este expe-
rimento.
Neste caso, é possível notar que as curvas de saída estão diferentes
entre si antes dos 10 minutos, apesar de possuirem a mesma entrada, de-
monstrando as diferenças entre os subsistemas.
Após os 10 minutos, o que pode ser observado com este tipo de ex-
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perimento é o comportamento satisfatório da estratégia distribuída, em que
mesmo os subsistemas possuindo modelos ligeiramente distintos, o recurso
foi repartido de tal maneira que até os 30 minutos todos tinham a mesma
saída para a mesma referência.
No intervale de 30 até 50 minutos, a combinação vazão e temperatura
se tornou insuficiente para atender todos os subsistemas. Porém, novamente
pode ser observada uma distribuição proporcional dos recursos, de tal maneira
que todos os subsistemas permaneceram próximos de suas referências.
Após 50 minutos, existem momentos em que a temperatura se eleva,
tornando o recurso insuficiente para atender todas as demandas. Novamente,
todos os subsistemas respondem de maneira similar, minimizando a distância
entre cada subsistema e sua referência de maneira igualitária.
Para fins de comparação, os dados de entrada foram utilizados posteri-
ormente em uma simulação com um controlador MPC centralizado. Com
isto, foram calculados dois índices para quantificar as diferenças entre as
abordagens (SEBORG et al., 2010):
• Integral do Erro Quadrático (IEQ), para medir o desempenho do segui-
mento de referência;
• Variação Total (VT), para avaliar o esforço de controle.
As fórmulas utilizadas foram as seguintes:
IEQ =
∫ Tend
0
e2(t)dt V T =
Tend∑
i=0
‖u(i+1)−u(i)‖
em que Tend se refere ao tempo final do experimento. A Tabela 7 apresenta os
resultados obtidos.
Tabela 7 – Resultados dos controladores centralizado e distribuído.
IEQ (×103) VT
MPC 7,9721 38,1269
DMPC 7,9745 38,1467
Com os resultados quantificados, foi possível evidenciar a pequena
diferença entre as abordagens, com os dois índices praticamente iguais. Pode-
se dizer que a diferença entre o resultado de um controlador centralizado
e a resposta obtida com o DMPC não influencia de maneira significativa o
resultado para este caso.
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Mesmo com uma configuração de resposta rápida, representada na Fi-
gura 12, foi possível observar que os subsistemas repartiram de maneira ade-
quada a água refrigerada, com tempo médio de resposta de 0,10 segundo e
não superior a 0,32 segundo. Os resultados de tempo foram mensurados em
um PC Intel R© CoreTM i5-3470 CPU 3.20GHz.
5.6 SUMÁRIO
Concluindo o capítulo, foi demonstrada a possibilidade de aplicação
da estratégia de controle preditivo distribuído em sistemas reais. Neste caso,
a estratégia se favoreceu da disposição física dos subsistemas, por isso não
foi necessário o uso de técnicas sofisticadas para garantir a sincronização e
convergência de redes.
Em resumo, a formulação DMPC apresentou as seguintes vantagens:
• cada agente se comunica apenas com seu vizinho direto (acima e abaixo
da linha de vazão de água fria);
• o problema de controle a ser resolvido por cada agente é menor e mais
simples, independente do número de subsistemas;
• os agentes podem ser divididos em dois grandes grupos que podem
operar em paralelo (pares e ímpares), induzindo um aumento na velo-
cidade de convergência da rede de agentes;
• apesar do problema tratado lidar com ambientes em um mesmo edifí-
cio, a abordagem DMPC pode ser extrapolada para casos em que os
ambientes estão mais distantes uns dos outros e a abordagem centrali-
zada pode não ser tão adequada.
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6 CONCLUSÕES
O controle avançado de maneira geral é de suma importância para a
melhoria dos processos produtivos das indústrias e para melhorar o desem-
penho de qualquer sistema em que seja possível aplicar controle. Dentre os
tipos de controle avançado, o controle preditivo baseado em modelo (MPC)
já possui grande destaque, com características de operação muito apreciadas,
como a maneira sistemática que utiliza para tratar restrições do sistema, a
maneira de resolver os problemas de controle que geram soluções ótimas e a
utilização de um horizonte de predição que ajuda a suavizar as respostas dos
sistemas, dentre outras mais.
Mais recentemente surgiu uma variação desta estratégia, que vem se
tornando uma importante estratégia para casos em que a aplicação do MPC
pode ficar comprometida (principalmente) quando o sistema é distribuído fi-
sicamente, conhecida como controle preditivo distribuído (DMPC). Seu fun-
cionamento é similar ao MPC, porém aplicado em um conjunto de controla-
dores, cada qual com seu problema de controle, os quais devem se comunicar
para resolver o problema global de maneira distribuída, preferencialmente
buscando cooperar entre si.
O controle preditivo distribuído é o foco principal de estudos neste
trabalho, tratado com uma revisão de seus principais conceitos, estudos sobre
modelagem de redes dinâmicas lineares, algoritmos distribuídos e resultados
de aplicações dos controladores preditivos distribuídos que foram abordados.
Cada uma das principais contribuições desta tese é sintetizada abaixo.
Modelagem de redes dinâmicas lineares: foram desenvolvidos mo-
delos de redes dinâmicas com restrições nas variáveis de saída do sistema,
diferentemente de trabalhos anteriores que consideravam apenas restrições
nas ações de controle. Este tipo de restrição torna a rede dinâmica mais aco-
plada, por isto o problema de controle preditivo distribuído em cada agente
fica mais complexo, necessitando de mais informações sobre sua vizinhança
e algoritmos específicos para encontrar a solução destes problemas.
Algoritmo de ponto-interior distribuído: sendo esta uma contribui-
ção na parte de otimização do DMPC aplicado em redes dinâmicas lineares.
O estudo envolveu diversas etapas, em que foram analisados diversos méto-
dos de otimização, realizadas algumas análises de convergência, tratamento
do problema de inicialização factível e solução do problema de centralização,
entre outros tópicos. O principal resultado com este algoritmo foi a possibi-
lidade de se obter respostas ótimas do problema de controle utilizando a rede
de agentes.
Aplicação do DMPC na divisão de recursos: em que é possível des-
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tacar diversos aspectos positivos desta aplicação. O caso de estudo envolvia
aplicação do DMPC em alocação de recursos, cujo problema tratado possuía
uma restrição de consumo que acoplava todo o sistema. Neste caso, uma
contribuição paralela foi a utilização de variáveis de folga, que resultou na
conversão do problema de controle de tal maneira que favoreceu a aplicação
do DMPC. Além disto, vale ressaltar que o cenário de teste foi uma planta
solar real, que serviu para realizar experimentos utilizando uma metodologia
hardware-in-the-loop, validando a aplicabilidade da estratégia DMPC.
Em resumo, este trabalho tratou problemas de modelagem, passando
por um tópico aprofundado sobre algoritmos distribuídos e finalizando com
a aplicação do DMPC em um sistema real. As etapas do trabalho incluíram
testes comparativos com algoritmos centralizados, que demonstraram o fun-
cionamento adequado da teoria desenvolvida. Além disto, foram analisados
aspectos do algoritmo distribuído, explorando questões de sintonia de parâ-
metros, avaliando a possibilidade de aplicação em redes dinâmicas de larga
escala.
Como conclusão, pode-se afirmar que a abordagem de controle pre-
ditivo distribuído pode ser aplicada em redes maiores, desde que os tempos
de processamento e de comunicação entre os subsistemas sejam considera-
dos adequadamente. Como vantagem da aplicação do DMPC pode-se citar o
custo computacional reduzido, com a rede de agentes resolvendo problemas
de controle menores. Além disto, aparece a vantagem da aplicação do DMPC
aparece quando a rede é modificada, sendo possível realizar uma reconfigura-
ção dinâmica dos controladores, ao invés de reconfigurar todo o controlador
centralizado.
Como sugestão de sequência deste trabalho, é possível direcionar pes-
quisas para os seguintes pontos:
• Algoritmos duais distribuídos para DMPC: continuando os trabalhos
sobre o desenvolvimento de algoritmos para otimização distribuída, é
possível que sejam realizados mais avanços explorando a utilização de
algoritmos duais para resolver os problemas de otimização distribuídos,
visando melhorar o desempenho da rede de agentes.
• Abordagens para tratamento de incertezas voltadas ao DMPC: as incer-
tezas paramétricas podem dificultar a aplicação do controle preditivo
distribuído em alguns sistemas. Poderiam ser explorados os aspectos
de estabilidade destes sistemas quando controlados por uma rede de
agentes, assim como possíveis modificações nos algoritmos utilizados.
• Para o caso de estudo com a planta solar, a teoria poderia ser esten-
dida para redes com ramificações, verificando como isto se reflete na
utilização de variáveis de folga.
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• Estudo de casos com falha de comunicação entre agentes ou mesmo a
falha de agentes. Estudando as maneiras que estes eventos podem ocor-
rer e quais seriam as estratégias que melhor se aplicariam para evitar a
instabilidade do sistema.
Estudos nestas linhas de pesquisa certamente agregariam conhecimento
à estratégia DMPC, possibilitando a expansão de suas aplicações.
Para conhecimento, durante o doutorado foram escritos alguns artigos
com a temática de controle preditivo distribuído. Estes artigos são relaciona-
dos e descritos na sequência:
• Camponogara, E.; Scherer, H.F., (2011): Este artigo extende o mo-
delo dinâmico para subsistemas acrescentando restrições em suas saí-
das, além de permitir que a dinâmica de cada subsistema possa dependa
dos estados e sinais de controle de seus vizinhos. Além disto, um algo-
ritmo de ponto interior é desenvolvido para resolver problemas de oti-
mização utilizando uma rede de agentes, cujo resultado converge para
a solução ótima.
• Scherer, H. F.; Pasamontes, M.; Guzmán, J. L.; Álvarez, J. D.; Cam-
ponogara, E.; Normey-Rico, J. E., (2013): É apresentado um esquema
DMPC para uma distribuição eficiente de energia dentro de edifícios.
Algumas extensões são propostas para superar dificuldades que apa-
recem com a aplicação direta do DMPC. Simulações e experimentos
foram obtidos em um centro de pesquisa de energia solar localizado
em Almería, Espanha.
• Scherer, H.F.; Camponogara, E.; Normey-Rico, J.E.; Álvarez, J.D.;
Guzmán, J.L., (2013): Uma metodologia DMPC para gerenciamento
de recursos de energia é apresentado. A metodologia proposta fornece
uma solução que converge para o mesmo resultado que seria encon-
trado por um controlador centralizado. Este desempenho ótimo é al-
cançado com a utilização de variáveis de folga, expressando uma res-
trição acopladora como um conjunto de restrições locais. Experimentos
foram realizados em uma planta solar localizada em Almería, Espanha.
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APÊNDICE A -- Definições
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A.1 CONJUNTOS
A.1.1 Conjunto Convexo
Definição 1. Um conjunto C é convexo se para todo ponto x, y∈C e qualquer
α ∈ [0, 1] temos
αx+(1−α)y ∈C. (A.1)
A.1.2 Conjuntos Abertos e Fechados
Um dado elemento x ∈C ⊆ Rn é chamado de ponto interior de C se
existe um ε > 0 tal que
{y|‖y− x‖2 ≤ ε} ⊆C,
isto é, existe uma bola centrada em x que fica inteiramente dentro de C. O
conjunto de todos os pontos no interior de C é chamado de interior de C,
denotado aqui por int C.
Um conjunto é dito aberto se int C = C, i.e., todo ponto em C é um
ponto interior.
Um conjunto é dito fechado se seu complementoRn\C = {x ∈Rn|x /∈
C} é aberto.
O fechamento de um conjunto C ou complemento do interior de um
conjunto C é definido como
cl C =Rn\int(Rn\C).
A fronteira de um conjunto C é dado por
bd C = cl C\int C.
A.2 CONVEXIDADE DE FUNÇÕES
Definição 2. f : Rn → R é uma função convexa se o domínio de f , dom f ,
for um conjunto convexo e para todo x, y ∈ dom f e α ∈ [0,1]
f (αx+(1−α)y)≤ α f (x)+(1−α) f (y). (A.2)
Uma função f é dita estritamente convexa se a desigualdade (A.2) for
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estrita para todo x 6= y e α ∈ (0,1).
Proposição 4. Se f é diferenciável, então f é convexa se e somente se dom f
é convexo e para todo x, y ∈ dom f
f (y)≥ ∇ f (x)T (y− x). (A.3)
A condição (A.3) é conhecida como condição de otimalidade de pri-
meira ordem.
Proposição 5. Se f é duas vezes diferenciável, ou seja, a Hessiana ou deri-
vada segunda ∇2 f existe em todo o ponto de dom f , que é aberto, então f é
convexa se e somente se dom f é convexo e sua Hessiana é positiva semidefi-
nida:
∇2 f (x) 0, para todo x ∈ dom f . (A.4)
A Condição (A.4) é conhecida como condição de segunda Ordem.
Definição 3. Uma função f diferenciável é fortemente convexa com parâme-
tro λ se para todo x, y ∈ dom f
(∇ f (x)−∇ f (y))T (x− y)≥ λ‖x− y‖2.
Uma condição equivalente para todo x, y ∈ dom f é a seguinte:
f (y)≥ f (x)+∇ f (x)T (x− y)+ λ
2
‖y− x‖2.
Proposição 6. Uma função f duas vezes diferenciável é fortemente convexa
com parâmetro λ se e somente se para todo x ∈ dom f
∇2 f (x) λI.
Proposição 7. Se f é duas vezes diferenciável e fortemente convexa, então
para todo x, y ∈ dom f
f (y) = f (x)+∇ f (x)T (y− x)+ 1
2
(x− y)T ∇2 f (z)(x− y)
para algum z no segmento de x para y.
APÊNDICE B -- Prova de Convergência
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Para quaisquer û, û′ ∈Ω, temos
θ(û′) = θ(û)+∇θ(û)T (û′− û)+ 1
2
(û′− û)T ∇2θ(u˜)(û′− û)
para algum u˜ no segmento [û′, û].
Por convexidade forte, ∇2θ(u˜) λ†I para todo u˜ ∈Ω, assim:
θ(û′)≥ θ(û)+∇θ(û)T (û′− û)+ λ
†
2
‖û′− û‖2
≥min
u¯
θ(û)+∇θ(û)T (u¯− û)+ λ
†
2
‖u¯− û‖2
= θ(û)+∇θ(û)T (û− 1λ† ∇θ(û)− û)+
λ†
2
‖û−
1
λ† ∇θ(û)− û‖
2
= θ(û)− 1λ† ‖∇θ(û)‖
2 +
1
2λ† ‖∇θ(û)‖
2
= θ(û)− 1
2λ† ‖∇θ(û)‖
2. (B.1)
Sendo B.1 válida para qualquer û′, temos que:
θ⋆ ≥ θ(û)− 1
2λ† ‖∇θ(û)‖
2
implicando em
‖∇θ(û)‖2 ≥ 2λ†(θ(û)−θ⋆). (B.2)
Combinando este resultado com 3.17 temos um limite no decresci-
mento do objetivo dado por:
θ(û+)−θ⋆ ≤ θ(û)−θ⋆− 1
2ΛM ‖∇θ(û)‖
2
≤ θ(û)−θ⋆− 2λ
†
2ΛM (θ(û)−θ
⋆)
= (1−
λ†
ΛM )(θ(û)−θ
⋆). (B.3)
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APÊNDICE C -- Modelo Linear de Trocadores de Calor

97
É representado aqui o modelo linear atribuído aos controladores pre-
ditivos utilizados no capítulo 5.
No caso, existe uma dinâmica rápida relacionada ao trocador de calor
e uma dinâmica lenta, referente à variação de temperatura do ambiente. Para
o controlador, foi utilizada somente a dinâmica do trocador de calor, cujos
parâmetros definidos para a obtencão do modelo são os seguintes:
•período de amostragem de 3 s;
•fluxo constante de entrada 2,5 m3/s;
•temperatura constante de entrada 8◦C.
O ponto de operação para a linearização foi obtido após 100 segundos
do início da simulação, para garantir um ponto em regime estacionário. O
modelo obtido no espaço de estados foi o seguinte:
[
A B
C D
]
=
 −0,2679 0,2385 −0,096120,8369 −0,932 0
0 1 0

