Abstract. We propose a combination of the Eulerian Lagrangian Localised Adjoint Method (ELLAM) and the Modified Method of Characteristics (MMOC) for time-dependent advection-dominated PDEs. The combined scheme, socalled GEM scheme, takes advantages of both ELLAM scheme (mass conservation) and MMOC scheme (easier computations), while at the same time avoids their disadvantages (respectively, harder tracking around the injection regions, and loss of mass). We present a precise analysis of mass conservation properties for these three schemes and numerical results illustrating the advantages of the GEM scheme. A convergence analysis of the MMOC scheme, motivated by our previous work [5] , is provided which can be extended to obtain the convergence of GEM scheme.
1. Models and assumptions 1.1. Introduction. In this paper, we present a time-dependent advection-dominated PDE (1) , and study some numerical schemes for this equation that are based on characteristic methods. These types of PDEs are encountered in many important fields, such as mathematical models in porous medium flow (e.g. reservoir simulation), and fluid dynamics (e.g. Navier-Stokes equations). A short summary of the numerical schemes for (1), together with their advantages and disadvantages, have been presented in [11] .
In particular, our work focuses on two types of numerical schemes based on characteristic methods which are popularly used, namely the Eulerian Lagrangian Localised Adjoint Method (ELLAM) and the Modified Method of Characteristics (MMOC). The advantages of these schemes lie on the fact that they are based on characteristic methods, and thus capture the advective component of the PDE better than upwinding schemes. Moreover, these schemes are not limited by CFL constraints, and hence large time steps can be taken for numerical simulations. These are usually combined with finite difference (FD), finite element (FE) or finite volume (FV) discretisations, in order to provide a complete numerical scheme for (1) . To cite a few examples, the FE-MMOC [8] , FE-ELLAM [3] , and FV-ELLAM [12] , have been used to discretise (1) . Other variants of the ELLAM, as well as a summary of its properties, have also been presented in [16] . More recent studies of the MMOC involves MMOC with adjusted advection (MMOCAA) [6] . Compared to the MMOC, MMOCAA has better mass conservation properties, which is usually required for an accurate numerical simulation of models that are related to engineering problems. On the other hand, of particular difficulty in the implementation of ELLAM is an accurate evaluation of integrals involving steep back-tracked functions (see Remark 2.3 ). An inaccurate evaluation of these integrals will yield a loss in mass conservation; a fix in order to simplify the evaluation of these integrals, which will preserve the mass conservation property, have been proposed recently in [2] .
Here, we present a detailed analysis in terms of the mass conservation properties, and provide an idea of combining the ELLAM and MMOC schemes, so that we can capitalise on the advantage of both schemes, while at the same time avoid their disadvantages. The complete coupled scheme then consists of a characteristic component (the combined ELLAM-MMOC), accompanied by a discretisation of the diffusive terms using the Gradient Discretisation Method (GDM) framework [9] . This framework contains many classical methods (finite elements, finite volumes, etc.) for diffusion equations. The complete coupled scheme, named GEM (for GDM-ELLAM-MMOC), therefore presents in one form several possible discretisations of the advection-diffusion model.
The main contributions of this work are
• precise analysis of mass balance errors for MMOC scheme and a combined ELLAM-MMOC scheme for the advection-reaction equation (2), • application of the ELLAM-MMOC for the Peaceman model (GEM scheme), • convergence analysis of the MMOC scheme, which can then be extended, together with the convergence analysis of the ELLAM scheme, to obtain the convergence of the ELLAM-MMOC scheme for (1). The paper is made up of three major components. The first component focuses on the advection-reaction equation (2) and the characteristic based schemes used to discretise this equation. We start here by studying the ELLAM scheme and the MMOC scheme in Sections 2 and 3 respectively. We then propose in Section 4 a combined ELLAM-MMOC scheme, and discuss its advantages over both the ELLAM and the MMOC. The second component then focuses on the application of the proposed ELLAM-MMOC combination to the Peaceman model (28) for flows in porous medium. This model involves diffusion terms, that are discretised using the generic GDM framework. Numerical results are presented and illustrate the clear advantages of this GEM scheme, as presented in Section 4. The final component then provides a convergence result for the MMOC scheme. This can then be extended, together with the convergence result for the ELLAM scheme [5] , to obtain the convergence of the ELLAM-MMOC scheme for (1).
1.2. Models. Our objective is to design a robust, characteristic-based numerical scheme for a model of miscible discplacement in porous medium. This model, described in Section 5, involves an elliptic equation for the pressure, and a advectionreaction-diffusion equation for the concentration of the invading fluid. For simplicity, we describe the characteristic-based scheme for the concentration equation without explicitly referring to the pressure equation. We therefore consider the scalar model 
in which T > 0, Ω is an open bounded domain of R d (d ≥ 1), the diffuson tensor Λ and the velocity u are given, u · n = 0 on ∂Ω, and f (c) = f (c, x, t) is a function R×Q T → R. The unknown c(x, t) represents the amount of material (in percentage) present at (x, t). The characteristic method only deals with the advective part of the model, and will therefore be described on the advection-reaction equation (corresponding to Λ ≡ 0):
Note that the boundary is non-characteristic due to the assumption u · n = 0 on ∂Ω, and thus no boundary conditions need to be enforced in (2).
1.3.
Assumptions on the data, and numerical setting. Throughout the article we assume the following properties:
f : R × Q T → R is Lipschitz continuous w.r.t. its first variable and sup (x,t)∈Q T |f (0, x, t)| < +∞.
(3a)
φ : Ω → R is measurable and there exists φ * , φ * > 0 such that
) and divu ∈ L ∞ (Q T ) (3c) Our objective in this paper is to describe numerical methods in a general setting, to ensure that our design and analysis of ELLAM-MMOC schemes applies at once to various possible spatial discretisations (e.g. finite-element or finite-volume based). To achieve this, we use the Gradient Discretisation Method (GDM), a generic framework for numerical methods for diffusion equations [9] . Although most of our work will be done here on the advective-reactive parts of (1), we will demonstrate that the GDM also provides all the required tools to describe ELLAM and MMOC schemes.
The GDM consists in replacing, in weak formulations of the models, the continuous (infinite-dimensional) spaces and corresponding operators by a discrete (finitedimensional space) and reconstructions of functions and gradients. A space-time Gradient Discretisation is C = (X C , Π C , ∇ C , I C , (t (n) ) n=0,...,N ), where
• X C is a finite-dimensional real space, describing the unknowns of the chosen scheme,
is a linear operator that reconstructs a function from the unknowns,
d is a linear operator that reconstructs a gradient from the unknowns, • I C c ini is a rule to interpolate c ini onto an element of X C , • (t (n) ) n=0,...,N are the time steps of the method, and we let δt
Different choices of C lead to different schemes, e.g. finite element or finite volumes [9] .
Finally, we assume in the following that u is approximated on each time interval (t (n) , t (n+1) ) by a function
Precise assumptions regarding this approximation will be described in Section 6. In the rest of the paper, the variables are only made explicit in the integrals when there is a risk of confusion. Otherwise we simply write, e.g., Ω qdx.
ELLAM scheme for the advection-reaction equation
We describe here the ELLAM discretisation of the advection-reaction equation (2).
2.1. Motivation. For any sufficiently smooth function ϕ, the product rule yields
Hence, (2) gives, for any time interval (t (n) , t (n+1) ),
To simplify the second term on the left hand side of the above equation, the ELLAM requires that test functions ϕ satisfy
with ϕ(·, t (n+1) ) given. The advection equation (2) then leads to the relation
2.2. ELLAM scheme. The ELLAM scheme consists in exploiting the motivation above, in the discrete context of the GDM in which trial and test functions are replaced by reconstructions Π C applied to trial and test vectors in X C .
Definition 2.1 (ELLAM scheme). Given a Gradient Discretisation C and using a weighted trapezoid rule with weight w ∈ [0, 1] for the time-integration of the source term, the ELLAM scheme for (2) reads as:
where v z is the solution to
Here and in the rest of the paper, we let
Define the flow F t : Ω → Ω such that, for a.e. x ∈ Ω,
Under Assumption (4), the existence of this flow is proved in [5, Lemma 5.1] . The solution to (7) is then understood in the sense: for t ∈ (t (n) , t (n+1) ] and a.e. x ∈ Ω, v z (x, t) = Π C z(F t (n+1) −t (x)). In particular,
For any functions f and g, defining the vector functions f (n,w) and g F by
the time-stepping (6) can be rewritten in the condensed form
2.3. Physical Interpretation. We provide a simple physical interpretation of the ELLAM, by supposing to simplify that Π C is a piecewise-contant reconstruction on a given mesh M. We also assume that for each cell
and (9) give
which reduces to
where |E| φ = E φ is the available porous volume in a set E ⊂ R d . The first term on the right hand side of (12) tells us that the amount of material c
is obtained by locating where the material in cell K comes from, hence tracing back the cell K to F −δt (n+1/2) (K), measuring how much of the material c (n) M is taken from each M ∈ M, and deposing this material into the cell K. These are accompanied by the contribution of the source term f in the particular cell K, which is given by the second term. We note here that this second term has a very similar treatment as the first term, i.e. the contribution that comes from f at time t (n) is determined by the traceback region associated to cell K.
2.4.
Mass balance properties. One desirable property for numerical schemes is conservation of mass. Essentially, we want a discrete form of the following equation, obtained by integrating (2) over Ω and which tells us that the change in c is dictated by the amount of inflow/outflow given by the source term.
Hence, it is important to define a measure of the mass balance error. The (discrete) mass balance error is defined by
where e := (1, 1).
Remark 2.2 (Source term in the mass balance error).
A weighted trapezoidal rule was chosen for the source term in e mass since this is the choice we made for our schemes. Other time quadrature rules could be considered, depending on how this source term is discretised in the considered numerical schemes.
A mass balance-preserving method is one for which e mass = 0. The ELLAM scheme (6) satisfies this property. Indeed, taking z 1 = K∈M z K , which satisfies Π C z 1 = 1 over Ω, as a test function in (11) gives e mass = 0.
Remark 2.3 (Steep back-tracked functions).
The natural physical interpretation of ELLAM, together with its mass conservation property, seem to indicate that the ELLAM scheme should be preferred over other numerical schemes for the advection equation (2) . However, for Darcy velocities typically encountered in reservoir engineering, the streamlines of the flow F t concentrate around injection wells, and the functions v z defined by (9) are then extremely steep in these regions. An accurate approximation of the integral of these functions in cells close to the injection well then requires to track a lot of quadrature points, which is very costly [17] . In some instances, even tracking several points along these regions would not give an accurate depiction of the integral. This is one of the main issues with ELLAM implementations. Fixes have been proposed, but they consist is resorting to a different approach, near the injection wells, than the ELLAM process [2] . We aim at designing a numerical scheme that readily behaves well, without having to implement specific fixes in certain regions. The MMOC will be instrumental to that objective.
3. MMOC scheme for the advection-reaction equation 3.1. Motivation. We use the product rule to write div(uc) = cdiv(u) + u · ∇c. By treating φ ∂c ∂t + u · ∇c as a directional derivative, and denoting by τ the associated characteristic direction, we rewrite (2) as follows
where ζ = (φ + |u| 2 ) 1 2 . The MMOC then approximates the characteristic derivative by
Here
2 ) and the flow F t is defined by (8) .
By integrating (15) over the time interval [t (n) , t (n+1) ] and using the approximation (16) of the characteristic derivative, we obtain (17) 3.2. MMOC scheme. The MMOC scheme is written, in the GDM setting, by exploiting (17) .
Definition 3.1 (MMOC scheme). Given a Gradient Discretisation C and using a weighted trapezoid rule with weight w ∈ [0, 1] for the time-integration of the source term, the MMOC scheme for (2) reads as:
where we recall that e := (1, 1), and where we have set (by slight abuse of the notation (10))
3.3. Physical Interpretation. As with the ELLAM, an interpretation of the MMOC will be provided for the simple case wherein we have a piecewise constant approximation of c. Fixing K ∈ M and taking in (18) the test vector z K ,
and thus
The first term on the right hand side of the equation tells us that the amount of material c
is obtained by taking all cells M ∈ M, advecting material from each of these cells (by computing the trace-forward regions F δt (n+1/2) (M )), and determining which portion of each cell flows into K. The second term simply represents the change that comes from the source term f . We note that, unlike in the ELLAM, the contribution of the source term f for the MMOC is taken exactly to be from cell K. By itself, this term tells us that, if the source term f is nonconstant over regions close to one another, the MMOC will give either an excess or miss some amount that has flowed into the region K. The third term in (20) represents taking away a percentage of the net inflow/outflow in cell K and, in some sense, attempts to balance out the excessive or missing amount resulting from the second term. 
Physically, the equivalence is expected, as we are now just comparing the first terms of equations (12) and (20), which both compute the amount of substance that has flowed into cell K. This can be done in two ways: Either we first locate the regions from which the substance has come from (ELLAM), or we let the substances in all cells flow, and determine which ones enter the cell K (MMOC). Mathematically, this equivalence can be established by performing a change of variables in |F 3.4. Analysis of mass balance error. Consider the MMOC scheme (18) . By taking the test function z 1 = K∈M z K , we have Π C z 1 = 1 in Ω and we obtain thus the discrete mass balance equation
From this, we see that one of the disadvantages of MMOC schemes over ELLAM schemes is that, in general, MMOC schemes do not preserve mass. The mass balance error e mass for MMOC is estimated by using (21) to substitute Ω φΠ C c (n+1) dx in (14) . Performing a change of variables, we obtain
Hence,
By the triangle inequality and recalling the definition (19) of (Π C c) (n,w) , we infer
This estimate shows that the mass balance error e mass is minimal when δt tends to 0 (as F −t → Id as t → 0) or the approximate amount of substance c near the non divergence-free regions, denoted by U , is almost constant. More precisely,
(U ).
Remark 3.3 (Conservation of mass for the MMOC)
. Estimate (24) shows that if the velocity field is divergence free then the MMOC scheme conserves mass, which is consistent with Remark 3.2. 
A combined ELLAM-MMOC scheme for the advection-reaction equation
Here, we propose a combined ELLAM-MMOC scheme, to benefit from the mass balance property of the ELLAM and mitigate its costly implementation near the injection wells by using the MMOC method, much less expensive in these regions.
We start by applying a pure ELLAM scheme over the first few time steps, until c is almost constant in areas near the non divergence-free regions. After which, we do a split ELLAM-MMOC scheme, where we apply MMOC over these areas, and ELLAM elsewhere. The interest of such a scheme is twofold. First, the computational cost is reduced compared to a pure ELLAM scheme as we no longer have to compute integrals of steep functions. Second, upon using MMOC only in regions where divu = 0 or c is already almost constant, no mass balance error occurs. This combined scheme takes out the main disadvantages of both methods.
Presentation of the ELLAM-MMOC scheme.
Take α a function of the space variable, write c = αc + (1 − α)c and decompose the model (2) into
Discretise this by applying ELLAM on the first part αc (and αf ) and MMOC on the second part (1 − α)c (and (1 − α)f ). One time step of this leads to
and we find
Remark 4.1 (Interpretation of the combined ELLAM-MMOC).
An interpretation can be given by considering c 1 = αc and c 2 = (1 − α)c as two miscible fluids (that are also miscible in their surroundings) that do not react with each other, and are advected by the velocity u. We can consider the combination of these two as one single fluid with concentration c, that is advected at velocity u (one can also consider that c 1 is made of red molecules, c 2 of green molecules, in which case the combination c is yellow; to advect this yellow fluid, one can advect the red molecules with u and the green ones with u too). The presentations (2) or (25) correspond to one or the other of these interpretations: do we want to consider both fluids together, or do we treat them separately. For the numerical method, it consists in applying ELLAM on one and MMOC on the other.
The following definition summarises the combined ELLAM-MMOC scheme.
Definition 4.2 (ELLAM-MMOC scheme)
. Given a Gradient Discretisation C and using a weighted trapezoid rule with weight w ∈ [0, 1] for the time-integration of the source term, the ELLAM-MMOC scheme for (2) reads as:
4.2. Analysis of mass balance error. (26) and plugging into (14), the mass balance error e mass of the ELLAM-MMOC scheme is estimated as follows:
By using (22) and doing a change of variable F −t as in (23), we obtain
Hence, the mass balance error e mass of the ELLAM-MMOC scheme is minimal when δt
Remark 4.3 (mass conserving α). In particular, mass conservation is achieved if
(U ) (that is, pure ELLAM is used on the trace-back of non-divergence free regions), or
(that is, if MMOC is used -partially or entirely-on a domain D that is inside the trace-back of non-divergence free regions, then the approximate concentration should almost be constant and stationary on D, and α should also be constant on D).
Implementation for piecewise constant test functions. Suppose that the basis of
partition of Ω. Then, considering the ELLAM-MMOC scheme in (26), we write
Assume that α is piecewise constant on M and only takes the values 0 and 1. Each cell M ∈ M can then be classified as M ELLAM (corresponding to α = 1) or M MMOC (corresponding to α = 0). The above relation is then re-written
If K ∈ M ELLAM , then we only need to compute the integral of the first term on the right hand side of (27) since the latter terms will be zero. Otherwise, only the second and third terms are computed. These are approximated by taking the average value of f and divu (n+1) on the respective cells.
Remark 4.4 (An alternative implementation).
Another way of implementing the ELLAM-MMOC scheme can be obtained by writing the left hand side of (27) as
We then note that if
(K) lies in a divergence free region, by (22) and using a change of variables we have
Hence, on divergence free regions, we may compute the left hand side of (27) by evaluating c
We will demonstrate in Section 5 that, with a proper choice of α, the combined ELLAM-MMOC scheme can be implemented with an equivalent or cheaper computational cost than ELLAM, notably reduces the overshoots compared with ELLAM, and does not degrade much (or at all) the mass conservation properties (contrary to MMOC).
4.4.
Comparison with the MMOCAA. Of particular interest is a comparison with the MMOC scheme with adjusted advection (MMOCAA), first introduced in [6] . The MMOCCA is a modification of MMOC designed to conserve the discrete mass. Simply stated, the modification consists of perturbing the foot of the characteristic F −δt
For simplicity of notation, we denote the difference in mass for the MMOC scheme d mass to be
We then define
In order to enforce a discrete conservation of mass, the term Π C c(F
where γ is chosen so that d mass , with Π C c(F
is equal to 0. For a more detailed presentation and implementation of the MMO-CAA, we refer the readers to [6, 7, 15] . It should be noticed that, contrary to the underlying principles of the ELLAM-MMOC scheme, there is no physical justification for using this parameter γ to enforce the mass conservation (that is, d mass = 0). Moreover, in some instances,
dx and thus mass conservation cannot be achieved for any γ. Also, in order to be able to determine the proper value for γ, one needs to evaluate both
Evaluating these integrals is the most expensive part of the scheme since it involves tracking points along the characteristics (as well as implementing a proper quadrature rule). For piecewise constant test functions, this involves taking intersections of polygonal regions. The ELLAM-MMOC method, in most cases, only requires one evaluation of an integral of this type where MMOCAA requires two evaluations. Hence, in general, if N is the dimension of X C , and thus the number of basis test vectors z, ELLAM-MMOC requires the computation of only N such integrals whereas MMOCA requires 2N such integrals. Even in the worst case, as encountered in severely distorted meshes (see Section 5.3.3), the combined ELLAM-MMOC scheme only requires to compute two integrals only for basis functions covering the severely distorted regions, which form a proper subset of Ω, whereas MMOCAA requires evaluation two integrals for all basis functions.
5.
Application: The Peaceman model 5.1. Presentation of the model. We consider the model of miscible flow in porous medium represented by the following coupled system of elliptic and parabolic PDEs:
The unknowns are p(x, t), u(x, t), and c(x, t) which denote the pressure of the mixture, the Darcy velocity, and the concentration of the injected solvent, respectively. The functions q + and q − represent the injection and production wells respectively, and D(x, u) is the diffusion-dispersion tensor
Here, d m > 0 is the molecular diffusion coefficient, d l > 0 and d t > 0 are the longitudinal and transverse dispersion coefficients respectively, and E(u) is the projection matrix along the direction of u. The absolute permeability is K, a spacedependent symmetric, bounded uniformly coercive diffusion tensor, and
is the viscosity of the fluid mixture, where M = µ(0)/µ(1) is the mobility ratio of the two fluids. As usually considered in numerical tests, we take no-flow boundary conditions:
The concentration equation is completed by an initial condition, and the pressure equation by an average condition:
c(x, 0) = c ini for all x ∈ Ω, Ω p(x, t)dx = 0 for all t ∈ (0, T ).
GDM-ELLAM-MMOC (GEM) scheme.
The idea is to implement a time-marching algorithm, wherein gradient discretisations (as described in Section 1.3) are used to approximate the diffusive terms for both (28a) and (28b). Some examples for which different GDs are applied for each equation in (28) have been presented in [5] . Note that the GDs used for the pressure equation do not need to involve the time components (time steps and interpolant of the initial condition).
As highlighted in Section 4, combining the ELLAM and MMOC for the treatment of the advective terms removes the main disadvantages of each of the schemes. Hence, we propose to use the combined ELLAM-MMOC scheme for the advective component. We will refer to the combination of the GDM with the ELLAM-MMOC scheme for the complete coupled model (28) as the GDM-ELLAM-MMOC (GEM) scheme.
The following definition of the GEM scheme is inspired by the construction of the GDM-ELLAM scheme in [4, 5] and by the design of the ELLAM-MMOC scheme for the advection-reaction model (Definition 4.2).
Definition 5.1 (GEM scheme). Let P = (X P , Π P , ∇ P ) be a space GD for the pressure, and
..,N ) be a time-space GD for the concentration. Let α : Ω → [0, 1]. The GEM scheme for (28) reads as:
such that c (0) = I C c ini and, for all n = 0, . . . , N −1,
is reconstructed from p (n+1) and, to account for the advection term in the concentration equation, the following advection equation is considered; it defines space-time test functions from chosen final values:
iii) Using a weighted trapezoid rule with weight w ∈ [0, 1] for the time-integration of the source term and setting U
where we recall the notations (10), and we set q ± N = q ± N −1 if these quantities are defined by averages on time intervals (there is no time interval (t (N ) , t (N +1) )).
Key to an efficient and accurate implementation of the GEM scheme is a proper choice of α so that mass conservation is achieved without having to deal with the steep source terms encountered in ELLAM. Remarks 2.3 and 4.3 give us an idea of how to define the function α. In the context of the complete coupled model (28), the non-divergence free regions are the injection and production cells. Moreover, it is expected that, for an injection cell C + , F [−δt (n+ 1 2 ) ,0]
(C + ) ⊂ C + since the Darcy velocity flows outward the injection well. On the contrary, for a production cell C − , we have that
(C − ). This indicates that for an efficient application of the GEM scheme, the MMOC component should be implemented on regions near the injection cells once the concentration c is almost constant in these regions. This happens after some time T + when the injection cells C + are almost filled up, i.e. c ≈ 1 in C + . Before this, we should implement a pure ELLAM scheme. Hence, we start by defining α = 1 over Ω for all n such that t (n) ≤ T + , the time where the injection cells are filled up; typically, T + ≈ 1 to 1.5 years. Note that T + can actually be found during the simulation, by checking if the concentration is almost constant in and around the injection cells or not. To be specific, T + is determined to be the time such that |Π C c (n) − Π C c (n+1) | < in the cells surrounding the injection well(s) and the well(s) themselves. For our numerical tests, we take = 10 −4 . For n such that t (n) > T + , and assuming for simplicity one injection cell C + and one production cell C − , a possible choice is
Here, |x − C + | and |x − C − | denote the distance between x and the center of the cells C + and C − , respectively. This tells us to use ELLAM for regions far from the injection well, and MMOC otherwise. In case of multiple injection and production wells, the same rule can be applied by taking α(x) = 1 if the closest well to x is a production well, and α(x) = 0 if the closest well to x is an injection well.
Numerical Results.
In this section, we compare numerical results obtained from the GEM scheme to those obtained from GDM-ELLAM. For completeness, we will also present a comparison with GDM-MMOC. As with the GEM scheme, for the GDM-MMOC, an ELLAM scheme is first implemented for the first few time steps, when t (n) ≤ T + , after which, a pure MMOC scheme is implemented, i.e. for t (n) > T + , we take α = 0 over Ω in (31). Here, we use the HMM scheme [10] for discretising the diffusive terms. This HMM corresponds to a certain choice of the gradient discretisation C and P, see [9, Chapter 13] . The numerical simulations are performed under the following standard test case (see, e.g., [18] ):
(1) Ω = (0, 1000) × (0, 1000) ft 2 , (2) injection well at (1000, 1000) and production well at (0, 0), both with flow rate of 30ft 2 /day, (3) constant porosity φ = 0.1 and constant permeability tensor K = 80I md, (4) oil viscosity µ(0) = 1.0 cp and mobility ratio M = 41, (5) φd m = 0.0ft 2 /day, φd l = 5.0ft, and φd t = 0.5ft.
For the time discretisation, we take a constant time step of ∆t = 36 days. The simulations are run on Cartesian meshes (square cells of dimension 62.5 × 62.5 ft), hexahedral meshes, and on Kershaw meshes as described in [13] (see Fig. 1 ). For HMM schemes, the reconstructed Π C z are piecewise constant functions on the mesh, and z K ∈ X C exist such that Π C z K = 1 K . Using these test functions, we have to compute the integral K φ(x)Π C c (n) (x)dx for each cell K, where
) (K). In general, the region K (see Figure 2 , left) cannot be exactly described, and hence we approximate it by polygons obtained from tracing back the vertices, together with a number of points along the edges of the cell K. Figure 2 (right) gives an illustration of the approximate trace back region obtained by tracing the vertices, together with the edge midpoints of the cell K. Here, the Darcy velocity u (n+1) P used to approximate the trace back region K is obtained from the discrete fluxes (approximations of − σ (K/µ(c))∇p · n K,σ at time t (n) ), by reconstructing an RT 0 function over a sub-triangulation of cell K. For more details on the appropriate implementation of the HMM-ELLAM scheme, we refer the reader to [4] . 
Cartesian meshes.
To compare the numerical solutions, we start by presenting the concentration profiles on a Cartesian mesh at t = 10 years obtained through HMM-ELLAM and the HMM-MMOC schemes in Figure 3 . This is followed by a solution obtained by a HMM-GEM scheme (GEM scheme using the HMM gradient discretisation, with advection components computed as described in (27)) in Figure  4 . These are accompanied by Table 1 , which presents some important features, such as the number of points tracked along each edge, overshoots/undershoots, e 
.
In practice, we have e Upon comparing the concentration profiles, when tracking only edge midpoints, the one obtained from an HMM-GEM scheme yields an overshoot of around 5%.
However, upon tracking 3 points along each edge, the one obtained by both HMM-MMOC and HMM-GEM schemes has overshoots of less than 1%, which is much better than that from the HMM-ELLAM, around 5%. Even tracking 7 points along each edge (more than twice of what is needed for a good implementation of HMM-GEM), the overshoots from the HMM-ELLAM do not get lower. On another hand, we note that the HMM-MMOC scheme introduces some artificial diffusion along the diagonal, which smears the expected fingering effect. Next, upon comparing the approximate amount of oil recovered after 10 years, the 66.94% to 68.16% obtained for the HMM-GEM scheme is comparable to the amount from the HMM-ELLAM, which ranges from 65.42% to 68.07%. We further note that both are not far from the reference 65% recovery provided by a high order scheme in [1] . The HMM-MMOC, on the other hand, provides an overestimate of the oil recovered, due to the excess diffusion it introduces along the diagonal. We also notice in Figure 4 that the profile for the HMM-GEM displays less spurious oscillations than the profile obtained by HMM-ELLAM, which corroborates the better monotonicity properties, already seen in the analysis of the overshoots, of the combined ELLAM-MMOC scheme over the pure ELLAM scheme.
Lastly, we compare the mass balance errors. In particular, we focus on the mass balance errors obtained once we track 3 or more points along each edge. The error obtained from the GEM (0.24%) is much better than the one from MMOC (2.80%). This large mass balance error from MMOC also explains why it overestimates the amount of oil recovered. These results agree with the analysis provided in Sections 3.4 and 4.2, due to the fact that the MMOC will fail to conserve mass as soon as the fluid starts invading the production well (which translates to
(C − )). We also note that the HMM-GEM has a slightly better mass conservation property than HMM-ELLAM.
Hexahedral meshes.
We then compare the numerical results on hexahedral meshes. Note that unlike the regular square cells for the Cartesian type meshes, the cells for the hexahedral meshes are irregular. To implement the HMM-ELLAM scheme on these types of cells, the proper amount of points to track along each edge is determined by the cell regularity parameter [4] , defined for each cell K ∈ M to be Upon looking at the results in Figures 5-6 and Table 2 , we observe something similar to that from the Cartesian meshes: overshoot of less than 1% for both HMM-MMOC and HMM-GEM, and around 7% for HMM-ELLAM. Even tracking more than twice the number of points along each edge, the overshoot is still around 3.65% for the HMM-ELLAM. Moreover, we notice that the 'wiggle' in the solution present for HMM-ELLAM near the top right corner, which is more pronounced than for Cartesian meshes, is no longer present when using the HMM-GEM or the HMM-MMOC. The amount of oil recovered from all three schemes are comparable, as they are within 1% of each other. Upon comparing the mass balance errors, we note that the HMM-GEM (0.93%) performs much better than the HMM-MMOC (1.82%), and only slightly worse than the HMM-ELLAM (0.62%). This example shows that the HMM-GEM provides a better-looking solution, with reduced overshoots and acceptable mass conservation properties, even on meshes with generic geometry and some distortion, than the HMM-ELLAM method. Moreover, the HMM-GEM conserves mass better than the HMM-MMOC.
Remark 5.2 (Mass conservation properties).
In general , the HMM-ELLAM exhibits a slightly better mass conservation property than the HMM-GEM. This is explained by two factors: first, in HMM-ELLAM, an adjustment has been made on the terms around the injection cell in order for mass conservation to be achieved almost exactly [4] ; second, ELLAM exactly conserves the mass, whereas this mass conservation remains approximate in GEM (which becomes slightly worse than that of HMM-ELLAM once we deal with cells that are irregular). We however notice that this approximation is quite good, with a maximum mass balance error < 1%. Hence, with the choice of α driven by the discussion in Section 4.2, GEM achieves both a good preservation of the physical bounds on c, and of mass conservation.
Kershaw meshes.
Finally, we compare the numerical results on a much more challenging mesh, the Kershaw mesh. Using the choice of α described in (32), it seems that the HMM-GEM is worse than both the HMM-ELLAM and HMM-MMOC. This is due to the bad mass conservation properties presented in the fourth row of Table 3 , together with the fact that Figure 8 exhibits a large discrepancy along the diagonal that traverses from the top left to the lower right corner for the GEM scheme. Due to this, we also expect the GEM to exhibit an underestimate of the amount of oil recovered, which is not desirable. We note however, that this discrepancy on the concentration profile was not present in the other types of meshes. Furthermore, we see that this occurs precisely in the region where α transitions from being 1 to 0. Since the discrepancy for Kershaw type meshes has been observed in the divergence free regions, to explain the huge mass balance error for the HMM-GEM with α as in (32), we only need to focus on the latter two terms on the left hand Figure 8 . concentration profile at t = 10 years, Kershaw mesh, GEM scheme (α given by (32)). side of (26). Here, we take piecewise constant reconstructions of the test functions Π C z K = 1 K for each cell K, and take a generic piecewise constant α, with value
Each of the terms
) (M )| φ correspond to the ELLAM and MMOC component of the scheme, respectively. In order to have exact mass conservation, the term (33) should approximate Ω φΠ C c (n) dx properly. We then have
Taking α as in (32), we should have, theoretically, e MMOC mass = 0. However, due to the fact that |F δt ) (M )| φ properly was already perceptible, albeit less, in Cartesian and hexahedral type meshes (we had to track more than just the edge midpoints before having a good mass balance property). On the other hand, Kershaw type meshes are very distorted, and the Darcy velocity reconstructed through fluxes obtained from the HMM is not very accurate. Hence, even tracking more points along the edges of the cells, each of the quantities |F δt (n+ 1 2 ) (M )| φ is still approximated badly. Owing to (34), we see that the error in mass balance comes from the bad approximations arising from the MMOC terms of the GEM scheme. One way to minimise the computational error associated with e MMOC mass is to set α M = 1 if M is a distorted cell. For square cells, m Kreg = 2 and for Kershaw type meshes, max K∈M m Kreg ≈ 32. Here, we say that a cell is distorted if its regularity parameter exceeds the threshold for regularity R thres . We then modify α given in (32) slightly so that Figure 9 . concentration profile at t = 10 years, Kershaw mesh, GEM scheme (α given by (35)).
Taking R thres > 3, we still observe discrepancies similar to that in Figure 8 . Upon taking α as in (35) with R thres = 3, the discrepancy along the diagonal present in Figure 8 is no longer observed. The mass balance error has also been decreased by a factor of 5. This error could further be decreased by making a stricter assumption on regularity (i.e. setting R thres = 2 ). However, these choices of α lead us closer to a pure HMM-ELLAM scheme, and the overshoots, as well as the oscillation near the top right corner that is only slightly noticed in Figure 9 will become more prominent and similar to that of Figure 7 (left). These overshoots and oscillations arise due to the fact that we apply ELLAM onto cells that are close to the injection cell, leading to steep back-tracked functions.
Another way to mitigate the mass balance error would be to consider a smoother α, for which α slowly transitions from 1 to 0. In this context, we fix β ∈ [0.5, 1) and define α so that
Essentially, this tells us that α is chosen so that for regions very close (determined by β) to the injection and production wells, we use a pure MMOC and ELLAM scheme respectively; whereas for regions which are moderately between the injection and production wells, a combination of ELLAM and MMOC is implemented, with the weight of ELLAM and MMOC determined through the ratio of the distances between the concerned region and the injection and production wells. Hence, the modified α consists of a discontinuity that jumps from 1 to β, and a continuous part where it takes the values from β to 1 − β, followed by a discontinuity which jumps from 1 − β to 0. Taking α in (36) with β = 0.85, α M is neither 0 nor 1 on the severely distorted regions. On the one hand, the computational mass balance errors from the MMOC terms are now scaled down by a factor (1 − α M ). On the other hand, we have that
Hence, the errors arising from estimating |F δt ) (L)| φ has been underestimated). This ultimately leads to a better mass conservation property. In fact, upon looking at the last row of Table 4 , the mass balance error for the HMM-GEM is significantly reduced by this choice of α, and actually comes back to acceptable levels. Figure 10 . concentration profile at t = 10 years, Kershaw mesh, GEM scheme (α given by (36)). Table 4 . Comparison between different choices of α, HMM-GEM, Kershaw mesh points per edge overshoot e mass recovery HMM-GEM (α given by (35)) log 2 (m Kreg ) 2.61% 4.46% 67.63% HMM-GEM (α given by (36)) < log 2 (m Kreg ) < 1% 0.57% 69.74%
We now compare the numerical results for the HMM-GEM obtained with α given by (36) to those from HMM-ELLAM and HMM-MMOC. As can be seen in Figure 10 , the discrepancy observed in Figure 8 is no longer present. As with the hexahedral type meshes, the wiggles near the top right corner for HMM-ELLAM are no longer observed for the HMM-GEM and HMM-MMOC schemes. Moreover, the concentration profiles for both HMM-GEM and HMM-MMOC observe only a slight overshoot and undershoot, respectively, of less than 1%, as compared to the HMM-ELLAM, which yields an overshoot of around 5% (going down to 3% upon tracking more than twice the number of points than HMM-GEM and HMM-MMOC). Upon comparing the results in Table 3 and Table 4 , using for HMM-GEM α given by (36), we observe similar conclusions as in the Cartesian and hexahedral meshes.
Although HMM-GEM with the choice of α in (36) requires to compute, for each test function, two integrals over some regions (one for ELLAM, one for MMOC), a reduced number of points may be used for tracking compared to the HMM-ELLAM. Here, in particular, we use log 2 (m Kreg ) − 1 points for tracking if log 2 (m Kreg ) > 1. Ultimately, the computational cost of GEM with that smoother α is comparable to the cost of the HMM-ELLAM, but GEM provides a better-looking solution, with comparable recovery and mass conservation. Moreover, the HMM-GEM (provided α is chosen properly) is much better than the HMM-MMOC in almost all aspects, with only a slightly more expensive computational cost for the choice of a smoother α.
Remark 5.3 (Choice of α).
We note here that the choice β = 0.5 in (36) gives back the initial choice for the function α (32), which jumps from 0 to 1. In terms of computational cost, this would be the cheapest to implement, as we only need to compute one integral for each test function (either the one associated with ELLAM, or the one with MMOC). Hence, as a general guideline, if the cells are not severely distorted, we choose β = 0.5. Otherwise, we modify α optimally (in order to minimise the number of regions for which we need to do both ELLAM and MMOC) so that there is a smooth transition in the regions involving the distorted cells.
Notably, the numerical solution on Kershaw type meshes is skewed towards the lower right corner. This is expected due to the fact that the numerical fluxes for HMM schemes on this type of mesh are prone to grid effects, as has been explained in [4] . Ongoing work to mitigate this poor approximation of the Darcy velocity on extremely distorted meshes involves solving the pressure equation (28a) with a higher order scheme (as in [1] ).
Convergence analysis of GDM-MMOC scheme
The convergence of the GDM-ELLAM discretisation of the coupled model (28) was fully analysed in [5] , with minimal assumptions on the data corresponding to practical applications. To deal with the non-linearities in the model, and the limited regularity of the data, this convergence analysis was performed using compactness techniques. A number of elements of this analysis can be re-used to prove the convergence of the GEM scheme given in Definition 5.1. The treatment of the MMOC part of the GEM however requires some adaptations.
In this section, we perform the analysis of the GDM-MMOC scheme for the scalar advection-reaction-diffusion model (1) . By considering this simpler model than (28) and focusing on the MMOC discretisation, we focus on the techniques specific to deal with this form of discretisation. The reader can then easily convinced her/himself that, combined with the complete analysis in [5] , the techniques we present here enable the proof of convergence of the complete GEM scheme on the coupled model (28).
We assume here (3), as well as, denoting by S d (R) the set of d × d symmetric matrices, Λ : Q T → S d (R) is measurable, bounded and uniformly coercive:
Adding the diffusion term to the MMOC scheme (18) for the advection-reaction model, we obtain the definition of the GDM-MMOC scheme for (1).
Definition 6.1 (GDM-MMOC scheme). The GDM-MMOC scheme for (1) reads as:
where
The convergence analysis of gradient schemes (that is, schemes constructed using the GDM) requires some properties on the underlying gradient discretisations. We will assume here these properties (see (A1) below), without recalling them, and we refer the reader to [5, 9] for a complete statement of these properties. They will only be useful to invoke compactness theorems established in the GDM. Assumptions (A3) and (A4) were already used in [5, 9] , and proved there to be satisfied by several classical schemes (including HMM schemes and RT 0 schemes) of interest for (1) and (28). Assumption (A2) makes precise the sense in which the velocities used to construct the flows over each time step (see (8) ) approximate the given velocity u. (A1) (C T m ) m∈N is a coercive, GD-consistent, limit-conforming and compact sequence of space-time GDs. Denoting by (t (n) m ) n=0,...,Nm the time steps of C m and setting δt
m , it is assumed that there exists M t ≥ 0 such that, for all m ∈ N and n = 1, . . . , N m − 1, δt
, and there are M div , M vel ≥ 0 such that, for all m ∈ N and n = 0, . . . , N m − 1,
) and all n = 0, . . . , N m − 1, we have, as
(A3) There exists M F ≥ 0 such that, for all m ∈ N, z ∈ X Cm , all n = 0, . . . , N m −1, and all s ∈ [−T, T ],
We also notice that Assumption (3a) entails
where, here and in the following, a b means that a ≤ Cb for some constant C that only depends on the constants in (3), (37) and (A1)-(A4), and on the number sup m∈N Π Cm I Cm c ini L ∞ (Ω) (whose boundedness is ensured by the consistency of (C m ) m∈N , see [5, Definition 2.2] ).
We now define the notion of weak solution to the advection-reaction-diffusion model, and state the convergence result for the GDM-MMOC.
Definition 6.2 (Weak solution to the advection-reaction-diffusion equation
(40) 
where c is a weak solution of (1).
6.1. A priori estimates. In this section, we take c = c m a solution to the GDM-MMOC with C = C m , and we drop the indices m for convenience. Note that some parts of the proof of the following lemmas are similar to parts of proofs in [5] , but are repeated in full for the reader's convenience.
Lemma 6.4 (Spatial estimates).
The following estimate holds:
Applying the Cauchy-Schwarz inequality on the left-hand side and using the coercivity property of the diffusion tensor Λ,
(41) If v is a solution to the advection equation (7) 
We apply this estimate with t = t (n) and s = −δt (9)), and thus the second term of (41) is estimated by
where C depends only on φ * , φ * , M div and T , and where we have used the Young inequality to pass to the third line. Using (42) together with (41) yields
, which implies that
Now, using the property (39) on f , Young's inequality, (A2) and the fact that w ∈ [0, 1], we estimate ∆ as follows
Combining with (43), we find
which, upon taking a telescoping sum, yields
can be integrated in the last sum and we find
Dropping for a moment the second term in the left-hand side, and letting C denote the hidden multiplicative constant in , a discrete Gronwall's inequality [14, Section 5] yields, for any n = 0, . . . , N − 1,
. Plugging this estimate in (44) with n = N − 1 trivially provides a bound on ∇ C c L 2 (0,T ;L 2 (Ω)) .
The estimate on the discrete time derivative of the solutions to the GDM-MMOC scheme are expressed in the following dual norm · ,φ,C , defined on Π C (X C ) by: for all w ∈ Π C (X C ),
Lemma 6.5. Defining the discrete time derivative of c by
for all t ∈ (t (n) , t (n+1) ) and all n = 0, . . . , N − 1,
For the term T 1 , if n = 0, performing a change of variables and applying (22) yields T 1 = T 11 − T 12 with
Recalling that c (0) = I C c ini and applying (A3) shows that
By [5, Lemma 5.2], |JF s (x)| ≤ C 1 (T ) and thus, using (A2),
If n ≥ 1, using (A3) leads to
The term T 2 is estimated by the Hölder inequality and (37):
To estimate T 3 and T 4 we use the Cauchy-Schwarz inequality, (39) and (A2):
For n ≥ 1, combining the estimates from T 1 to T 4 leads to
Take the supremum over all z ∈ X C with ∇ C z L 4 (Ω) + Π C z L ∞ (Ω) = 1 to obtain, for all n = 1, . . . , N − 1 and t ∈ (t (n) , t (n+1) ),
Square this, integrate for t ∈ (t (n) , t (n+1) ), sum over n = 1, . . . , N − 1 and use (A2) to obtain T t (1) δ C c(t)
To estimate
,φ,C dt, we use (45), (46) and the estimates on T 2 , T 3 and T 4 to write Take a test function ϕ(x, t) = Θ(t)ω(x) with Θ ∈ C ∞ ([0, T )) and ω ∈ C ∞ (Ω). For m ∈ N let Θ δtm : (0, T ) → R be such that Θ δtm = Θ(t (n+1) ) on (t (n) , t (n+1) ] for all n = 0, . . . , N m − 1 (for legibility, we drop the index m in the time steps t (k) m ). Using Assumption (A4), set z m := J Cm ω of ω. Use z = Θ(t (n+1) )z m ∈ X Cm in (38) and sum the resulting equations over n = 0, . . . , N m − 1. Letting F (n+1) t be given by (8) for the velocity u (n+1) over (t (n) , t (n+1) ) (here, we make explicit the dependency on the flow F (n+1) t with respect to n, but not with respect to m), we obtain 
whereū m (x, ·) is a piecewise constant function in time withū m (·, t) = u m (·, t (n+1) ) for t ∈ (t (n) , t (n+1) ). By (A4), (A2) and the strong convergence of (Π Cm c m ) m∈N , it can easily be shown that as m → ∞ the right hand side converges to Λ∇c(x, t) · ∇ϕ(x, t). We now deal with the remaining terms on the left hand side of (51), which we refer to as T 1 . By performing a change of index and noting that Θ(t (Nm) ) = 0, we have c(x, t)u(x, t) · ∇ϕ(x, t)dxdt.
We deal with T 14 by performing a change of variables to obtain, owing to (22), 2 ) for all t ∈ (t (n) , t (n+1) ) and all n = 0, . . . , N m − 1, The proof that c is a solution of (1) is complete by gathering the convergences of T 11 , T 12 , T 13 and T 14 into T 1 = T 11 − T 12 + T 13 + T 14 , and by plugging the resulting convergence in (51) (in which we recall that T 1 is the sum of the first two terms).
