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We introduce three practical algorithms to construct certain flnite groups up to isomor-
phism. The flrst one can be used to construct all soluble groups of a given order. This
method can be restricted to compute the soluble groups with certain properties such as
nilpotent, non-nilpotent or supersoluble groups. The second algorithm can be used to
determine the groups of order pn ¢ q with a normal Sylow subgroup for distinct primes
p and q. The third method is a general method to construct flnite groups which we use
to compute insoluble groups.
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1. Introduction
When attempting to determine up to isomorphism the groups of a given order it is often
known how to compute a list of groups of this order which contains each isomorphism type
at least once. The central problem is to reduce to isomorphism type representatives. In
Magnus (1937) one can flnd the following quote on this problem: \Die Hauptschwierigkeit
besteht dabei nicht in einer Konstruktion aller Gruppen eines bestimmten Typs, sondern
in der Angabe eines vollsta˜ndigen Systems nicht isomorpher Gruppen aus den konstru-
ierten Gruppen".
For certain classes of groups there exist practical methods to list such groups and
to reduce to isomorphism classes. For example, Newman and O’Brien introduced an
algorithm to determine up to isomorphism the groups of prime-power order, see O’Brien
(1990). For soluble groups it is well known how to list such groups. But the reduction
to isomorphism classes has been a comparatively di–cult problem. In particular, there
was no method to test isomorphism of flnite soluble groups known which was su–ciently
efiective for this type of application.
Here we introduce practical algorithms to construct flnite groups up to isomorphism.
There are three difierent methods, as we developed difierent ways to solve the isomor-
phism problem for difierent classes of groups.
Our flrst method, the Frattini extension method, is an algorithm to determine up to
isomorphism all flnite soluble groups of a given order. Our approach is to compute a
list of soluble groups which contains few isomorphic redundancies and then to reduce
this list to isomorphism types. We introduce a new method to solve the isomorphism
problem for flnite soluble groups for this purpose. Moreover, the Frattini extension
method can be restricted to compute soluble groups with certain properties only (see
Section 4).
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The second algorithm, the cyclic split extension method, is a method to construct the
groups of order pn ¢ q for distinct primes p and q with a normal Sylow subgroup. This
method is more practical on this class of groups than the Frattini extension method. In
particular, the isomorphism problem is reduced to computations within automorphism
groups of p-groups and explicit isomorphism testing is avoided (see Section 5).
The third algorithm, the upwards extension method, is a general approach to construct
flnite groups. It is less practical than either of the above two methods and we will only
use it to construct insoluble groups. As the number of insoluble groups of a given order
is much less than the number of soluble groups, this algorithm has been su–cient for our
applications (see Section 6).
We used our algorithms to determine up to isomorphism the groups of order at most
1000 except 512 and 768. For details on implementations and results the reader is referred
to Besche and Eick (1998).
2. Motivation
The determination of all groups of a given order up to isomorphism is a very old
question in group theory. It was introduced by Cayley who constructed the groups of
order 4 and 6 in 1854, see Cayley (1854).
A large number of publications have since studied this problem. For example, Hall and
Senior (1964) determined the groups of order 2n for n • 6. Neubu˜ser (1967) listed all
groups of order at most 100 except for 64 and 96. The groups of order 96 were added by
Laue (1982).
Moreover, for certain factorizations of orders the corresponding groups have been clas-
sifled, e.g. Ho˜lder (1893) determined the groups of order pq2 and pqr, and James (1980)
determined the groups of order pn for odd primes p and n • 6.
More recently, algorithms have been used to determine certain groups. For example,
O’Brien (1991) determined the 2-groups of order at most 28 and the 3-groups of order at
most 36. Moreover, Betten (1996) developed a method to construct flnite soluble groups
and used this to construct the soluble groups of order at most 242 at the same time as
we worked on our project.
It was probably Ho˜lder who asked for the construction of all groups of order at most
200 as \Preisaufgabe der Fu˜rstlich Jablonowskischen Gesellschaft" of the year 1938, see
Crelle (1936). As far as we know, of the groups having order at most 200 those of order
192 had not been enumerated when we started our work on this subject.
3. Descriptions of Finite Soluble Groups
A large part of this paper will be concerned with computations with flnite soluble
groups and we will need difierent ways to represent a flnite soluble group suitably for
our constructions. On the one hand we want to compute with these groups and thus we
need a representation which is useful for this purpose. We will use (special) polycyclic
generating sequences and their associated presentations (see Sections 3.1 and 3.2). On
the other hand, we want to store a large number of flnite soluble groups. Thus we need a
very space e–cient way to represent flnite soluble groups. We introduce a representation
of a flnite soluble group by an integer in Section 3.3.
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3.1. polycyclic generating sequences
Let G be a flnite soluble group and let G = C1 ¤ C2 ¤ ¢ ¢ ¢ ¤ Cn ¤ Cn+1 = f1g be a
composition series of G. Then for 1 • i • n the order of the factor Ci=Ci+1 is a prime
which we denote by pi. If we choose an element ai 2 Ci n Ci+1 for 1 • i • n, then the
resulting sequence of elements (a1; : : : ; an) is called a polycyclic generating sequence. One
can easily see that the subsequence (ai; : : : ; an) forms a polycyclic generating sequence
of the group Ci for 1 • i • n. Furthermore, one can write G as the set fae11 ¢ ¢ ¢ aenn j 0 •
ei < pi for 1 • i • ng. A polycyclic generating sequence determines a flnite presentation
of G with relations of the following form.
[aj ; ai] = a
ei;j;i+1
i+1 ¢ ¢ ¢ aei;j;nn for 1 • i < j • n
apii = a
ei;i;i+1
i+1 ¢ ¢ ¢ aei;i;nn for 1 • i • n;
where 0 • ei;j;k < pk:
This type of presentation is called power commutator presentation. The words on the
right-hand sides of the relations are denoted by wi;j for 1 • i • j • n. These presenta-
tions can be used to compute with flnite soluble groups efiectively. See Laue et al. (1984)
for further information.
3.2. special polycyclic generating sequences
A special polycyclic generating sequence is a polycyclic generating sequence having
some additional properties. We will only give a brief outline of the main ideas of a
special polycyclic generating sequence. We refer to Cannon and Leedham-Green (1998)
for an algorithm to compute a special polycyclic generating sequence from an arbitrary
one and some applications of special polycyclic generating sequences. In Eick (1997) one
can flnd a more detailed overview of the properties of a special polycyclic generating
sequence.
First, for a special polycyclic generating sequence we choose a composition series of G
such that it reflnes a certain unique, characteristic series of G with elementary abelian
factors which is called an LG-series.
Secondly, the choice of the elements ai 2 Ci nCi+1 is restricted for a special polycyclic
generating sequence. For example, the sequence of elements ai with pi 2 … for a set
of primes … must form a polycyclic generating sequence of a Hall …-subgroup of G. In
particular, this implies that each element ai is of pi-power order.
3.3. coding power commutator presentations by integers
Suppose a power commutator presentation of G is given in the above form. Then the
aim is to store su–cient information about the presentation in one integer to be able
to reconstruct the presentation from it. Thus we have to store the sequence of primes
p1; : : : ; pn and the right-hand sides wi;j of the power commutator presentation.
The resulting integer consists of three parts. The flrst is a code for the primes p1; : : : ; pn,
the second tells which words wi;j are non-trivial and the third contains the code for the
non-trivial words wi;j . The second part is introduced to reduce the length of the integer.
Each part will be written as integer to a certain base. For the flrst part, the base is m :=
maxfpi j 1 • i • ng¡ 1, for the second part it is b := 2 and for the third part we choose
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o := jGj. To code the primes we compute t1 := (p1¡2)+(p2¡2) ¢m+ ¢ ¢ ¢+(pn¡2) ¢mn¡1.
Then for the second part we calculate t2 :=
Pn
i=1
Pn
j=i wi;jb
n(i¡1)+j , where wi;j is equal
to 1, whenever the word wi;j is non-trivial, and wi;j is equal to 0 otherwise. To code the
non-trivial words in the presentation we sum t3 :=
P
wi;j jwi;j=1 gwi;jol, where l counts the
summands and gwi;j + 1 is equal to the position of wi;j in a canonically ordered list of
elements of G. Here we assume that the identity is the flrst element of G yielding ~1 = 0.
The flnal code is then derived as t1 +mn ¢ (t2 + bn(n+1)=2+1 ¢ t3).
Hence it is straighforward to compute a code corresponding to a power commutator
presentation. For the decoding we need the code and the order of the group. Then it is a
simple calcalutation to obtain the power commutator presentation corresponding to the
code.
4. The Frattini Extension Method
Gaschu˜tz (1953) suggested an approach to construct flnite groups. We modifled this to
obtain a practical algorithm to construct flnite soluble groups up to isomorphism. The
Frattini subgroup `(G) of a flnite soluble group G, i.e. the intersection of all maximal
subgroups of G, plays a fundamental role in this approach. As the Frattini subgroup is
invariant under isomorphisms, we can split the construction process in two steps.
In the flrst step we compute up to isomorphism a list of candidates for the Frattini
factors G=`(G) of the soluble groups G of order o. Gaschu˜tz determined a class of groups
to be suitable as candidates and described a method to list them up to isomorphism, see
Section 4.1.
In the second step we consider each computed candidate F in turn and compute up to
isomorphism the extensions G of F of order o with G=`(G) »= F . Extensions G of this
type are called Frattini extensions and we outline their construction in Section 4.2.
One advantage of this two-step approach is that we obtain the Frattini factors of the
desired groups without explicit isomorphism testing. However, in the second step of this
algorithm we may need to fllter out isomorphic copies from a computed list of groups.
In Section 4.3 we introduce a practical method to reduce a list of flnite soluble groups to
isomorphism type representatives.
We give a summary of the second step of our algorithm in Section 4.4 and in Section
4.6 we describe an example for an application of the Frattini extension method.
Another advantage of this overall approach is that we can restrict the method to extend
certain candidates for Frattini factors only. This is useful, because a number of properties
of flnite soluble groups are inherited from Frattini factors and hence we can use this to
determine groups with certain properties only, see Section 4.5.
4.1. construction of candidates for Frattini factors
First we consider the Frattini factors of the flnite groups of order o in general and we
restrict to soluble groups later.
Lemma 4.1. (Gaschu˜tz, 1953) Let G be a flnite group. Then `(G=`(G)) = `(G)=`(G).
Thus Frattini factors of flnite groups have trivial Frattini subgroup; that is, they are
Frattini free. In the following lemma we recall a well-known restriction on the order of
the Frattini factors of the flnite groups of order o.
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Lemma 4.2. Let F be the Frattini factor of a group of order o. Then jF j divides o and
jF j is divisible by each prime divisor of o.
In the following theorem a construction of Frattini free groups is described. Recall that
the socle of a flnite group is a direct product of flnite simple groups. We say that a group
K acts semisimply on an abelian group A, if the intersection of all maximal K-normal
subgroups of A is trivial.
Theorem 4.3. (Gaschu˜tz, 1953) Let S be a direct product of flnite simple groups.
Write S = A £ B where A is abelian and B is a direct product of non-abelian simple
groups. Consider the subgroups of Aut(S) which contain Inn(S) and act semisimply on
A and let ¡ be a set of conjugacy class representatives of such subgroups. Then the set
fAoK j K 2 ¡g is a full set of isomorphism type representatives of Frattini free groups
with socle isomorphic to S.
This yields a method to construct all Frattini free groups with given socle S. As the
flnite simple groups are classifled, we can deduce a method to construct the Frattini free
groups of order f .
As candidates for the Frattini factors of the soluble groups of order o we choose
the soluble Frattini free groups of order dividing o and divisible by each prime divi-
sor of o. In practice, this list of groups is usually very close to the desired Frattini
factors.
By Theorem 4.3 we can determine up to isomorphism the soluble Frattini free groups
of order f , if we consider all direct products A of groups of prime order with a := jAj
dividing f and compute up to conjugacy the semisimple soluble subgroups K of Aut(A)
with order k = f=a.
4.1.1. semisimple soluble groups
Let p1; : : : pn be distinct primes and consider A »= Ce1p1 £ ¢ ¢ ¢ £ Cenpn .
We will use semidirect products to compute up to conjugacy the semisimple soluble
subgroups of order k in Aut(A) »= GL(e1; p1) £ ¢ ¢ ¢ £ GL(en; pn). Semidirect products
have been investigated by Remak (1930), and in Eick (1996) a method to compute them
up to conjugacy has been introduced.
If K is a semisimple subgroup of Aut(A), then K induces a semisimple action on the
Sylow subgroups Ceipi of A. Thus K is a subdirect product of semisimple subgroups Ki
of Aut(Ceipi ) = GL(ei; pi). Moreover, two semisimple subgroups of Aut(A) are conjugate,
if and only if their subdirect factors in GL(ei; pi) are conjugate for all i.
Now we want to determine up to conjugacy the semisimple soluble subgroups of
GL(e; p). Here we consider all partitions d1; : : : ; dr of e and construct semisimple groups
as subdirect products of irreducible soluble subgroups of GL(di; p). In this case two
subdirect products are conjugate, if their subdirect factors are conjugate.
Thus it remains to determine up to conjugacy the irreducible soluble subgroups of
GL(d; p) of order dividing k. Short (1992) has developed an algorithm to compute
up to conjugacy all soluble irreducible subgroups of a general linear group. However,
there are some important special cases in which these groups can be obtained more
easily.
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† d = 1: This is the trivial case, as GL(d; p) is cyclic and every subgroup of GL(d; p)
is soluble and acts irreducibly.
† pd < 256: Short used his method to obtain a catalog of the soluble irreducible
subgroups of GL(d; p) for pd < 256 which we can use here.
† \small" k: As k < o we may assume by induction that the soluble groups of order
dividing k are known. Then for each such group L we determine up to equivalence
the irreducible FpL-representations of dimension d, see Plesken (1987) for a practical
method. From this list of representations we discard the non-faithful ones. Now it
remains to reduce the list of modules obtained to conjugacy class representatives
in GL(d; p). This approach is practical, if there are only few groups L to process.
The following lemma shows that we may reduce the computation to groups L with
Op(L) = f1g.
Lemma 4.4. (Gaschu˜tz, 1954) Let L be a flnite group. Then there exists an irreducible
faithful FpL-module if and only if Op(L) = f1g and there exists a conjugacy class of
elements of L which generates the socle of L.
4.2. construction of Frattini extensions
Now we assume that we have a soluble Frattini free group F of order f dividing o and
divisible by each prime divisor of o. We want to construct up to isomorphism all groups
G of order o with G=`(G) »= F . To begin, we need a more detailed deflnition of Frattini
extensions.
Definition 4.5. Let G, H and M be flnite groups.
† G is an extension of H by M , if there exists N £G with N »= M and G=N »= H.
† G is a Frattini extension of H by M , if G is an extension of H by M and G=`(G) »=
H=`(H).
† G is a minimal Frattini extension of H by M , if G is a Frattini extension of H by
M and there exists a minimal normal subgroup N£G with N »= M and G=N »= H.
Suppose G is a Frattini extension of H and H is a Frattini extension of F . Then G is
an extension of F as well and G=`(G) »= H=`(H) »= F . Thus G is a Frattini extension
of F . Therefore our overall approach to construct Frattini extensions is to iterate the
construction of minimal Frattini extensions until we obtain groups of order o.
Lemma 4.6. Let G be an extension of H by M . Then G is a minimal Frattini extension
of H, if and only if there exists a minimal, non-complemented normal subgroup N of G
with N »= M and G=N »= H.
Proof. Let N be a minimal normal subgroup of G. If N is not complemented, then
N • `(G) and thus `(H) »= `(G=N) »= `(G)=N . Hence H=`(H) »= G=N=`(G=N) »=
G=`(G) and G is a minimal Frattini extension of H.
On the other hand, if N is a complemented minimal normal subgroup of G, then
N \ `(G) = f1g and `(G)N=N • `(G=N). Thus H=`(H) »= G=N=`(G=N) is a proper
factor group of G=`(G). Hence G is not a Frattini extension of H.2
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Thus the minimal Frattini extensions of H are exactly the non-split extensions of H
by an irreducible H-module M .
To construct minimal Frattini extensions of H we have to consider all suitable ir-
reducible H-modules M . Clearly, M can be viewed as an irreducible FpH-module for
some prime p. Moreover, we may assume that we construct Frattini extensions G of F
along a central series of the nilpotent group `(G). Thus it is enough to consider up to
equivalence all irreducible FpH-modules which are centralized by `(H); that is, irre-
ducible FpF -modules. A practical method to compute such modules up to equivalence is
described in Plesken (1987).
Then we have to determine non-split extensions of H by M . For this purpose we
compute the second cohomomology group H2(H;M), see Wegner (1992) for a practical
method. The non-trivial elements of H2(H;M) correspond one-to-one to the equivalence
classes of non-split extensions of H by M . As equivalent extensions are isomorphic, the
non-trivial elements of H2(H;M) lead to a set of extensions of H by M which contains
each isomorphism type of minimal Frattini extension at least once.
In Section 4.2.1 we introduce a method to compute certain subsets of H2(H;M) which
lead to isomorphic extensions. Using this algorithm the number of computed extensions
can be reduced substantially.
By iteration of minimal Frattini extension steps, we obtain a list of Frattini extensions
G of F of order o which contains each isomorphism type at least once. However, the list
can contain isomorphic groups. Thus we have to reduce the computed list of extensions
to isomorphism class representatives. For this purpose we use the method described in
Section 4.3. Clearly, we reduce the list of extensions after each minimal Frattini extension
step to avoid the extension of isomorphic groups.
4.2.1. construction of extensions up to strong isomorphism
Let H be a flnite group and M an FpH-module and consider two extensions L1 and L2
of H by M via two cocycles ˆ1 and ˆ2. Let Mi £ Li be the subgroups corresponding to
M for i = 1; 2. Then L1 and L2 are strongly isomorphic, if there exists an isomorphism
¶ : L1 ! L2 with M ¶1 = M2. If ˆ1 · ˆ2 mod B2(H;M), then L1 and L2 are strongly
isomorphic. But this condition does not characterize strong isomorphism.
In this section we introduce a method to flnd a subset of Z2(H;M) which leads
to representatives of strong isomorphism classes of extensions of H by M . Let A :=
Aut(H) £ Aut(M) where M is considered as an elementary abelian p-group and let
H ! Aut(M) : h 7! h be the operation homomorphism to the operation of H on M . We
say that (fi; ”) 2 A is a compatible pair, if hfi = (h)” holds for all h 2 H. Let C be the
subgroup of all compatible pairs in A.
We want to introduce an action of C on H2(H;M). Suppose that (fi; ”) 2 C and let ˆ 2
Z2(H;M) be a cocycle. Then we deflne ˆ(fi;”) : H£H !M : (x; y) 7! ((xfi; yfi)ˆ)”¡1 . It
is straightforward, but technical, to prove that this deflnes an action of C on Z2(H;M)
and that B2(H;M) is setwise invariant under this action, see Robinson (1981). Thus we
obtain an induced action of C on H2(H;M) which is linear, because ” is linear. The next
theorem shows that the orbits of this action on H2(H;M) correspond one-to-one to the
strong isomorphism classes of extensions of H with M .
Note that in Robinson (1981) similar methods to determine the automorphism group
of the extension of H by M via a cocycle ˆ have been used. Furthermore in Laue
(1982) the classiflcation of strong isomorphism classes of extensions of H has been con-
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sidered. While we use the intermediate step of computing the subgroup of compatible
pairs and consider one module M at a time only, Laue determined these classes in a
single step approach which involves the di–culty that the module considered is not
flxed.
Theorem 4.7. Let Li be an extension of a flnite group H by an FpH-module M via the
cocycle ˆi for i = 1; 2. Then L1 is strongly isomorphic to L2, if and only if there exists
an element (fi; ”) 2 C such that ˆ(fi;”)1 · ˆ2 mod B2(H;M).
Proof. ) Let ¶ : L1 ! L2 be a strong isomorphism and denote by ¿i : H ! Li for
i = 1; 2 the canonical transversals to the extensions. Then ¶ induces automorphisms
¶ jL1=M1=: fi¡1 2 Aut(H) and ¶ jM1=: ”¡1 2 Aut(M). Furthermore, there exists a
function · : H !M : h 7! mh such that
((hfi)¿1)¶ = h¿2 ¢mh:
Let ° : H £H ! M : (g; h) 7! mgh ¢m¡hg ¢m¡1h be the coboundary corresponding to
the function ·. We have to show that ˆ(fi;”)1 ¢ ° = ˆ2. Let g; h 2 H. Then
((gfi)¿1 ¢ (hfi)¿1)¶ = ((gfi)¿1)¶ ¢ ((hfi)¿1)¶
= g¿2 ¢mg ¢ h¿2 ¢mh
= g¿2 ¢ h¿2 ¢mhg ¢mh:
On the other hand, we have
((gfi)¿1 ¢ (hfi)¿1)¶ = ((gfi ¢ hfi)¿1 ¢ (gfi; hfi)ˆ1)¶
= ((gfi ¢ hfi)¿1)¶ ¢ ((gfi; hfi)ˆ1)¶
= (gh)¿2 ¢mgh ¢ ((gfi; hfi)ˆ1)”¡1 :
Combining the results of the two equations we obtain
(g; h)ˆ2 = ((gh)¿2)¡1 ¢ g¿2 ¢ h¿2
= mgh ¢ ((gfi; hfi)ˆ1)”¡1 ¢m¡hg ¢m¡1h
= (g; h)ˆ
(fi;”)
1 ¢mgh ¢m¡hg ¢m¡1h
= (g; h)ˆ
(fi;”)
1 ¢ (g; h)°
which yields the flrst part of the equivalence.
( Let (fi; ”) 2 C and ° 2 B2(H;M) such that ˆ(fi;”)1 ¢ ° = ˆ2. By deflnition there
exists a function · : H ! M : h 7! mh corresponding to the coboundary °. Deflne a
mapping ¶ : L1 ! L2 : h¿1m 7! (hfi¡1)¿2 ¢mhfi¡1 ¢m”
¡1
. Now we have to show that ¶ is a
strong isomorphism from L1 to L2.
First, one has to show that ¶ is in fact an homomorphism. This is done by computations
similar to above. Then it is easy to see that ¶ is injective and thus, because jL1j = jL2j,
it has to be surjective as well. Finally, one can observe from the deflnition of ¶ that
M ¶1 = M2 and thus ¶ is a strong isomorphism from L1 to L2.2
Thus, by Theorem 4.7, we have to compute orbit representatives under action of C on
H2(H;M) to obtain strong isomorphism classes of extensions. For a method to compute
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C the reader is referred to Smith (1995). Note that the action of C on H2(H;M) is linear.
Therefore we can compute a matrix representation of the action of C on H2(H;M) and
then it remains to compute orbits of vectors under action of a matrix group.
4.3. solving the isomorphism problem
In this section we introduce a method to reduce a given list of flnite soluble groups to
isomorphism class representatives. Our method proceeds in three steps.
In the flrst step we compute invariants of the given groups and use them to split the
list of groups up in sublists. As the given list of groups may be large, we need invariants
which are e–cient to compute, see Section 4.3.1.
In the second step we consider each sublist separately and search for isomorphisms
among the groups in a sublist using a probabilistic method. We describe a method to
detect isomorphisms in a list of flnite soluble groups at random in Section 4.3.2. The
output of this algorithm is a sublist of the input list in which only isomorphic copies
have been removed.
Finally, in step three, we have to verify that the lists of groups obtained do not contain
isomorphic copies (or remove copies). The lists of groups should be small now; in fact,
many of them should have a length of one. For the lists of length more than one we can
continue to compute invariants of groups. As we are dealing with small lists of groups
now we can afiord to use invariants which are less e–cient to compute here. Another
possibility is to use a general, deterministic isomorphism test to verify the result, see
Hulpke (1996).
4.3.1. invariants of groups
To distinguish groups by invariants it is important to choose a suitable set of invariants
for the given groups; they should be fast to compute and nevertheless helpful. Therefore,
the choice of invariants depends on the number of groups in the list as well as on the
structure of the groups and their representation.
In our applications G is a flnite soluble group given by a power-commutator presen-
tation. Then, for example, the order of G or the isomorphism types of the factors in the
derived series of G will be very e–cient to compute, but they will not help very much in
distinguishing groups.
We have chosen a set of invariants which is based on the set of conjugacy classes
C of G. We compute a partition of C into subsets C1; : : : ; Cl which is respected by the
automorphism group of G. The aim is to obtain as many subsets as possible, but without
explicitly computing the automorphism group.
We initialize a partition of C by the subsets of C containing the classes of a certain
length and a certain representative order. Then we apply the following operations to split
this initial partition into smaller subsets. For every subset Ci of a partition we derive a
three-tuple consisting of the number of classes in Ci, their length and their representative
order and we combine these three-tuples to obtain an invariant of the group.
† Fixed points under power maps: Let Ci be a partition containing classes with
representative order o and let p be coprime to o with p < o. Then we consider the
power map fp : x 7! xp and separate the classes in Ci which are flxed under fp from
the non-flxed classes.
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† Powers of classes: Let Ci be a partition containing classes with representative order
o and let p be a prime dividing o. Again we consider the map fp : x 7! xp. If we
apply fp to an element in a class of Ci, then we obtain an element in a class of a
difierent partition Cj , because the order of this element is smaller than o. Thus to
each class in Ci we can assign the partition containing the powers of this class. Now
we separate the classes in Ci according to their power partition.
† Roots of classes: We use the same approach as above together with the examination
of pth roots instead of pth powers.
† Mapped words: We generalize the above approaches by applying functions fw :
(a; b) 7! w(a; b) to tuples of partitions Ci £ Cj where w(a; b) is a word in a and b.
The flrst operation is very e–cient, while the second and third are slower. The last
approach might be too slow to apply it to large lists of groups. Moreover, it may be useful
to iterate the last three operations until no further splitting of partitions occurs.
4.3.2. removing isomorphic copies
Our general approach is to loop over a given list of flnite soluble groups and compute
a random special polycyclic generating sequence and its associated power commutator
presentation for each group in turn. Then each computed new presentation will be coded
as an integer and stored. If we flnd the same presentation for two difierent groups, they
must be isomorphic. Hence we can discard one of them.
We loop over the list (possibly several times) until either only one group remains
or until the list has remained constant after a number of applications of the procedure
described here; that is, until for each of the groups we computed n times a known presen-
tation for some given integer n. Thus n controls the probability to flnd all isomorphisms
among groups in the list. In particular, if n = 0, then the algorithm will return the
input list of groups. Note that we can never guarantee that the algorithm will flnd all
isomorphisms. An outline of the algorithm is given in Figure 1.
This procedure will perform better when many groups in the list groups are isomorphic
copies of another group, as in this case only for a few groups the limit n for the number of
identical presentations has to be reached. Thus the preceding computation of invariants
as outlined in Section 4.3.1 is essential.
It remains to describe a procedure to compute a random special polycyclic generating
sequence for a flnite soluble group G. We assume that G is given by a power commutator
presentation associated to a special polycyclic generating sequence. Such a polycyclic
generating sequence goes through the LG-series G = L1 ¥L2 ¥ ¢ ¢ ¢¥Lm ¥ f1g of G and
exhibits a Sylow system S = fSp j p primeg of G.
In the flrst step we want to determine a random polycyclic generating sequence which
goes through the LG-series and exhibits a Sylow system of G. As G is soluble, all Sy-
low systems of G are conjugate. Hence each polycyclic generating sequence exhibiting a
Sylow system of G is conjugate to a polycyclic generating sequence exhibiting S. How-
ever, conjugation of a polycyclic generating sequence does not change the corresponding
power commutator presentation. Hence we may compute a random polycyclic generating
sequence which exhibits the given Sylow system S.
Consider a factor group Lj=Lj+1 »= Cdp . First we choose a random basis b1; : : : ; bd of
this elementary abelian group. Each basis element bi corresponds to a word w(bi) in the
elements of the given special polycyclic generating sequence of G contained in Lj nLj+1.
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RemoveIsomorphicCopies(groups; n)
let l be the length of the list groups
initialize codes as list of length l consisting of empty lists
initialize hit as list of length l consisting of zeros
while Minimum(hit) • n and there is more than one group in groups unmarked do
for i = 1; 2; : : : ; l do
if groups[i] is unmarked
compute a new special polycyclic generating sequence of groups[i] at random
compute the associated power commutator presentation and code it as integer c
if c 2 codes[i] then
hit[i] := hit[i] + 1
elif c 2 codes[j] for some j 6= i then
mark groups[i]
concatenate codes[i] to codes[j] and reset codes[i] := []
reset hit[j] := 0 and reset hit[i] := n+ 1
else
add c to codes[i]
fl
fl
od
od
return the list of unmarked members in groups
Figure 1. The algorithm RemoveIsomorphicCopies.
Note that w(bi) is an element of the exhibited Sylow subgroup Sp. Then we compute a
random element fi 2 Lj \ Sp. This amounts to the computation of a random exponent
vector, as Lj+1 as well as Sp are exhibited by the special polycyclic generating sequence
of G. We assign ai := w(bi) ¢ fi. Then the concatenation of the sequences (a1; : : : ; ad) for
each of the factors Lj=Lj+1 yields a random polycyclic generating sequence of G which
goes through the LG-series and exhibits S.
Thus we constructed a random polycyclic generating sequence of G which is \nearly"
special and it remains to compute a unique special polycyclic generating sequence and
the associated power commutator presentation from it.
Clearly, it is useful to restrict the choice of the random elements ai as far as possible.
For example, if Lj \Sp is small enough to list all its elements, then we allow elements of
smallest possible order only.
4.4. a summary of the algorithm
Let F be a soluble Frattini free group and o an integer. Suppose that the order of
F divides o and is divisible by each prime divisor of o. In Figure 2 we summarize the
determination up to isomorphism of the soluble groups of order o with Frattini factor
isomorphic to F .
4.5. restriction to classes of groups
A number of properties of a flnite soluble group can be read ofi its Frattini factor; for
example, a flnite soluble group is nilpotent, if and only if its Frattini factor is nilpotent.
The same holds for supersoluble groups and groups with a normal Sylow p-subgroup. In
fact, this is possible for all properties such that the groups with this property form a
\saturated formation", see Gaschu˜tz (1963) for details.
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FrattiniExtensions(F; o)
for each prime p dividing o=jF j do
compute the list mods[p] of irreducible FpF -modules
od
initialize groups as empty list
initialize extend as list containing F
set h := jF j
while h < o do
let p be the smallest prime dividing o=h
for H in extend do
for each module M in mods[p] with jM j dividing o=h do
consider M as FpH-module
compute H2(H;M)
if H2(H;M) has su–ciently large order then
compute the compatible pairs C • Aut(H)£Aut(M)
compute orbits of C on H2(H;M)
fl
for each non-trivial representative of cocycles ˆ do
add the extension G of H by M via ˆ to groups
od
od
od
reset h to the minimal order of groups in groups (or h := o, if groups is empty)
reset extend := [] and move the groups of order h from groups to extend
reduce extend to representatives of isomorphism classes
od
return the list extend
Figure 2. The algorithm FrattiniExtensions.
Hence we construct the soluble groups with or without such a property by restricting to
the corresponding Frattini factor candidates. In the next lemma we describe the structure
of such Frattini free groups for three important properties.
Lemma 4.8. Let F be a soluble Frattini free group with socle A and socle complement
K. Then the following equivalences hold.
(i) F is nilpotent if and only if K is trivial.
(ii) F has a normal Sylow p-subgroup if and only if p does not divide the order of K.
(iii) F is supersoluble if and only if A is the direct sum of irreducible K-modules of
dimension 1.
Proof. Part (i) is trivial.
Consider part (ii). In Gaschu˜tz (1953) it is observed that Soc(F ) = Fit(F ) holds for
a soluble Frattini free group F . Thus if F is a soluble Frattini free group with normal
Sylow p-subgroup T , then T • Fit(F ) = Soc(F ) = A is obtained. Therefore p cannot
divide jKj. Conversely, if p does not divide jKj, then the Sylow p-subgroup of A is also
the Sylow p-subgroup of F and must be normal.
It remains to prove part (iii). If A is a direct sum of irreducible K-modules of dimension
1, then K is an iterated subdirect product of abelian groups and thus K is abelian. This
yields that there exists a chief series with prime factors for F and thus F is supersoluble.
On the other hand, if F is supersoluble, then there exists a chief series of F through A
with prime factors. Thus each irreducible K-submodule of A is of dimension 1. As F is
Frattini free, we know that A is the direct sum of irreducible K-modules.2
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Thus the construction of nilpotent Frattini free groups is trivial. The supersoluble
Frattini free groups can be determined as subdirect products of irreducible linear groups
of dimension 1. Hence it is trivial to obtain the irreducible subdirect factors for these
groups. To obtain the soluble Frattini free groups with a normal Sylow p-subgroup we
can restrict the order of K and hence have to consider only certain possible socles A.
4.6. example
We describe the calculation of all groups of order 192 = 26 ¢ 3 without a normal Sylow
subgroup.
The flrst step in the construction is the determination of the candidates for the Frattini
factors. As explained in Section 4.1 we use Frattini free groups of order f where 2 ¢ 3 j f
and f j 26 ¢3 as candidates for the Frattini factors of all groups of order 192. To restrict the
construction to groups without a normal Sylow subgroup, we restrict the computation
of Frattini free groups to groups without normal Sylow subgroups. Thus, as shown in
Lemma 4.8, we have to list the Frattini free groups of the form AoK such that A »= Ce2
for 1 • e • 5 and 2 ¢ 3 j jKj.
Thus we have to start with the irreducible soluble subgroups of GL(e; 2) for 1 • e • 5
of order dividing 26¡e ¢ 3. Here GL(1; 2) and GL(2; 2) are the only two groups with these
properties.
The next step is to compute all subdirect products up to conjugacy of these two groups
up to dimension 5 with suitable order. There are three categories of subdirect products
fulfllling this dimension-bound: flrst the direct product of up to 5 copies of GL(1; 2),
secondly the direct product of up to 3 copies of GL(1; 2) and 1 copy of GL(2; 2) and
thirdly the direct product of up to one copy of GL(1; 2) with any subdirect product
GL(2; 2) ^ GL(2; 2). The groups in the flrst category all have order 1 and thus do not
fulfll the order requirements. The groups in the second category all have order 6 and thus
fulfll the order requirements. It remains to consider the groups in the third category. Up
to conjugacy in GL(4; 2) there are three subdirect products of GL(2; 2) with GL(2; 2)
of orders 36, 18 and 6. We can only use the one of order 6 here which we denote by
GL(2; 2) • GL(4; 2). We obtain the following list of possible socle complements:
K1;j := GL(1; 2)j £GL(2; 2) for 0 • j • 3;
K2;j := GL(1; 2)j £GL(2; 2) for 0 • j • 1:
This yields the following list of candidates for the Frattini factors:
F1;j := C
2+j
2 oK1;j for 0 • j • 3;
F2;j := C
4+j
2 oK2;j for 0 • j • 1:
Now we have to determine Frattini extensions of order 192 of each of these groups.
We compute iterated minimal Frattini extensions for this purpose. In Table 1 we list the
number of Frattini extensions of order dividing 192 for each of the groups Fi;j .
Note that each of the Frattini free groups appears as the Frattini factor of a group of
order 192.
5. The Cyclic Split Extension Method
Let p and q be distinct primes throughout this section. Here we want to outline a
method to construct up to isomorphism all groups G of order pn ¢ q which have a normal
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Table 1.
F1;0 F1;1 F1;2 F2;0 F1;3 F2;1
24 1
48 3 1
96 4 11 1 1
192 8 48 21 7 1 1
Sylow subgroup, say S. Clearly, S is complemented in G by a subgroup K and K has to
be a Sylow subgroup for the other prime. Hence the structure of G is completely deflned
by the structure of S and K and the operation of K on S.
The idea is to construct operations of K on S where S or K runs over all groups
of order pn and the other group is isomorphic to Cq. We assume that we have a list
of isomorphism types of representatives of the groups of order pn. If such a list is not
known, it may be determined using the p-group generation method, see O’Brien (1990).
Thus we have to flnd a set of operations of K on S which leads to a list of isomorphism
type representatives of such groups.
Theorem 5.1. (Taunt, 1955) Let S and K be flnite soluble groups with (jSj; jKj) = 1.
Furthermore let ˆi : K ! Aut(S) for i = 1; 2 be two homomorphisms from K into
Aut(S). Deflne Gi := S oˆi K for i = 1; 2.
Then G1 »= G2, if and only if there exist automorphisms fi 2 Aut(S) and fl 2 Aut(K)
such that (kfl)ˆ2 = (kˆ1)fi for all k 2 K.
5.1. the case S »= Cq and K of order pn
Here Aut(S) »= Cq¡1. In particular, Aut(S) is abelian. Thus, according to Theorem 5.1,
two homomorphisms ˆ1 and ˆ2 lead to isomorphic split extensions, if and only if there
exists an automorphism fl 2 Aut(K) with kˆ1 = (kfl)ˆ2 for all k 2 K; that is, ˆ1 = fl ¢ˆ2.
Furthermore, if fl exists, then we obtain Kˆ1 = Kˆ2 and Ker(ˆ1)fl = Ker(ˆ2).
Suppose we have two homomorphisms ˆ1 and ˆ2 from K into Aut(S) such that Kˆ1 =
Kˆ2 and such that there exists an automorphism – 2 Aut(K) with Ker(ˆ1)– = Ker(ˆ2).
We deflne ˆ02 := –¢ˆ2. Clearly, there exists an automorphism fl 2 Aut(K) with ˆ1 = fl¢ˆ2,
if and only if there exists an automorphism fl0 2 Aut(K) with ˆ1 = fl0 ¢ ˆ02. Moreover,
ˆ1 and ˆ02 have the same image, say H, and the same kernel, say N £K. Therefore, if
fl0 exists, then it has to stabilize N .
The homomorphisms K ! Aut(S) with kernel N and image H are in one-to-one
correspondence with the isomorphisms K=N ! H. They may be obtained by choosing
a flxed isomorphism ¶ : K=N ! H and computing ° ¢ ¶ for all ° 2 Aut(K=N). Then
two isomorphisms °1 ¢ ¶ and °2 ¢ ¶ lead to isomorphic split extensions, if and only if there
exists fl0 in the stabilizer Aut(K)N of N in Aut(K) with °1 ¢ ¶ = fl0 ¢ °2 ¢ ¶ where fl0 is the
automorphism of K=N induced by fl0. That means that °1 and °2 are in the same left
coset of the subgroup Aut(K)N of Aut(K=N) induced by the stabilizer of N in Aut(K).
This leads to a practical method to construct a set of operation homomorphisms corre-
sponding to isomorphism type representatives of extensions of K by S. First, we compute
up to conjugacy in Aut(K) all possible kernels of operation homomorphisms; that is, all
normal subgroups N with cyclic factor group of order dividing q¡1. As Aut(S) is cyclic,
there exists exactly one subgroup H of Aut(S) isomorphic to K=N for each N . Next we
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have to compute the subgroup Aut(K)N of Aut(K=N) induced by the stabilizer of N
in Aut(K). Note that K=N is cyclic and hence Aut(K=N) is trivial to obtain. Then we
compute a set of coset representatives of Aut(K)N in Aut(K=N). This set corresponds to
a set of operation homomorphisms from K ! Aut(S) with kernel N and image H. This
set in turn leads to isomorphism type representatives of those split extensions which cor-
respond to an operation homomorphism with image H and kernel conjugate to N under
Aut(K).
In Figure 3 we summarize the algorithm to construct all groups of the form S oK up
to isomorphism.
5.2. the case K »= Cq and S of order pn
Let x be a generator of the cyclic group K. Then, according to Theorem 5.1, two
homomorphisms ˆ1 and ˆ2 from K to Aut(S) lead to isomorphic split extensions, if
and only if there exist two automorphisms fi 2 Aut(S) and fl 2 Aut(K) with (xˆ1)fi =
(xfl)ˆ2 .
The automorphisms of K permute the generators of the cyclic group K. Thus to check
whether two homomorphisms ˆ1 and ˆ2 lead to isomorphic split extensions it is therefore
enough to check whether there exists an automorphism fi 2 Aut(S) which conjugates
a generator of Kˆ1 onto a generator of Kˆ2 . Thus we have to check whether Kˆ1 is
conjugate to Kˆ2 , because the two subgroups of Aut(S) are cyclic.
The homomorphic images of K in Aut(S) have order 1 or q. Hence to determine a
set of operation homomorphisms as desired we have to compute the conjugacy classes of
cyclic subgroups of order q in Aut(S). The algorithm is outlined in Figure 4.
The cyclic split extension method is the combination of both algorithms. It is straight-
forward to restrict this method to construct non-nilpotent groups only, as the only nilpo-
tent group constructed by the two above algorithms is the split extension corresponding
to the trivial homomorphism.
5.3. example
We give an example of the algorithm CyclicSplitExtensionsDown(S;K) for S := C5
and K := C16oAut(C16). As Aut(C5) »= C4, we have to compute the normal subgroups
of K with cyclic factor group of order 2 or 4. We obtain 7 subgroups of index 2 and 4
subgroups of index 4.
The 7 subgroups of index 2 are characteristic in K. As the automorphism group
Aut(K=N) for N of index 2 is trivial, we obtain one split extension S o K for each
of the 7 subgroups.
The 4 subgroups with factor isomorphic to C4 fall into two orbits of length 2 under
action of Aut(K). For each of these subgroups N we have that Aut(K)N induces the
trivial automorphism group on K=N . As Aut(K=N) has order two, we obtain for each of
the orbit representatives two non-isomorphic split extensions S oK.
Altogether we determine 11 non-isomorphic non-nilpotent split extensions S oK.
6. Upwards Extension Method
In this section we describe a general method to construct the flnite groups of given
order o. Our aim is to use this method for the determination of insoluble groups. Note
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CyclicSplitExtensionsDown(S;K)
initialize result as empty list
compute Aut(K)
determine a list norms of subgroups N £K with factor cyclic of order dividing q ¡ 1
compute orbits and stabilisers in norms under action of Aut(K)
for each orbit representative N do
determine the cyclic subgroup H of Aut(S) of order jK=N j
choose an isomorphism ¶ : K=N ! H
compute the subgroup Aut(K)N of Aut(K=N) induced by Aut(K)N
for each coset representative ° of Aut(K)N in Aut(K=N) do
compute the isomorphism ˆ := ° ¢ ¶
compute the corresponding homomorphism ˆ : K ! Aut(S)
compute the split extension G := S oˆ K
add G to the list of split extensions result
od
od
return result
Figure 3. The algorithm CyclicSplitExtensionsDown
CyclicSplitExtensionsUp(S;K)
initialize result as empty list
compute Aut(S)
compute conjugacy class representatives of cyclic subgroups of order q in Aut(S)
for each representative U do
choose an isomorphism ˆ : K ! U
compute G := S oˆ K
add G to the list result
od
add the direct product S £K to the list result
return result
Figure 4. The algorithm CyclicSplitExtensionsUp.
that a similar approach has been proposed in Laue (1982) and used in Betten (1996) to
construct flnite soluble groups.
Let G be a flnite group and let GS be the soluble residuum of G; that is, GS is the
smallest normal subgroup of G with soluble factor group G=GS . Then GS is a perfect
subgroup of G which is invariant under isomorphisms. Moreover, as G=GS is soluble,
there exists a subnormal series
G := C1 ¤ C2 ¤ ¢ ¢ ¢¤ Cn ¤ Cn+1 = GS
from G down to GS with factors of prime order, say [Ci : Ci+1] = pi.
We want to determine up to isomorphism all flnite groups G of order o having a given
perfect group P as soluble residuum GS . For this purpose we will use iterated cyclic
extensions upwards along a subnormal series with factors of prime order. Note that there
are catalogs containing the perfect groups of order less than 104, see Sandlo˜bes (1981)
and Holt and Plesken (1989), which can be used to obtain the perfect group P .
In Section 6.1 we describe a method to construct cyclic upwards extensions of a flnite
group N ; that is, groups G of order jN j ¢ p for a prime p which have a normal subgroup
isomorphic to N . By iterated use of this method we obtain a set of groups of a given order
o with soluble residuum P which contains each isomorphism type of extension at least
once. However, non-isomorphic groups may have isomorphic cyclic upwards extensions
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and thus we may obtain isomorphic groups by this approach. Hence we have to reduce
the computed list of groups to isomorphism types as flnal step in this algorithm. For a
method to test isomorphism of flnite groups see Hulpke (1996).
6.1. upwards cyclic extensions
Suppose we have a group N and a prime p given and we want to construct all upwards
cyclic extensions of N of order jN j ¢ p. For any such extension G there exists g 2 G with
G = hg;Ni and g induces an automorphism fi of N by its conjugation action. To describe
G uniquely it su–ces to know N , the automorphism fi 2 Aut(N) and the element n 2 N
with gp = n, because with this knowledge one can extend a flnite presentation of N to a
flnite presentation of G.
Thus we want to determine a set of tuples (fi; n) describing the upwards extension of
N by Cp. It is necessary and su–cient for all such tuples that conjugation by n induces
the inner automorphism fip and nfi = n holds.
To determine all tuples with these two conditions, we may flrst compute the elements
fi of Aut(N) with fip 2 Inn(N), see Hulpke (1996) for a method to compute Aut(N).
Then it is straightforward to obtain an element m 2 N inducing the inner automorphism
fip. Thus the elements in the coset mZ(N) are exactly the elements of N inducing fip
and it remains to compute the flxed points n in mZ(N) under action of fi.
As we are only interested in isomorphism type representatives of upwards cyclic exten-
sions, we do not need to compute all tuples (fi; n) with the above conditions. In particular,
it is not necessary to examine all elements fi 2 Aut(N) with fip 2 Inn(N) in the flrst
step, but it is enough for our purposes to consider a generator of each conjugacy class
representative of cyclic subgroups of order p in the factor Aut(N)=Inn(N).
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