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After completing this lecture, you will 
understand…
1
Independent Variables (X) and Dependent Variables (Y)
Scatter Diagrams
Coefficient of Correlation, r
Positive and Negative Correlations
Coefficient of Determination, r2
1
Clear-Sighted Statistics
After completing this lecture, you will 
understand…
Testing the significance of a correlation and the importance 
of statistical power
Simple Linear Regression Analysis
Spurious Correlations and confounding variables






• Measures the strength of the association between
the Independent Variable (X) and the Dependent
Variable (Y)
Correlation
• Prediction of the Y variable based on the X variable

































The independent and 
dependent variables are 
quantitative and 
continuous
The correlated data 
should approximate a 
normal distribution
The relationship between 
the independent and 
dependent variables is 
linear
If this relationship is not 
linear, the data on one or 
both of the variables may 
have to be transformed
The variance around the 
regression line should be 
homoscedastic (roughly 
equal) for all values 
predicted by X
Outliers can distort the 
correlation: all data 
should be within ± 3.29 


















Correlation measures the strength 







Francis Galton coined the term 
correlation in 1880s*
8
Used “r” to represent the correlation coefficient 
in a sample*
Invented the regression or least squares line
Francis Galton
1822 - 1911
* Brian E. Clauser, “The Life and Labors of Francis Galton: A Review of Four Recent Books About the Father of Behavioral
Statistics,” Journal of Educational and Behavioral Statistics, Vol. 32, No. 4. December 1, 2007, pp. 440-444.
* Michael Bulmer, “Galton’s Law of Ancestral Heredity,” Heredity, Vol. 81, No. 5 1998. pp. 579-585.
*Correlation in a population is symbolized by the Greek letter rho (ρ)
8
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Karl Pearson developed the coefficient 
of correlation in the 1890s*
Coefficient of correlation also known as the Pearson product-
moment coefficient of correlation (PMCC)
Measures the strength of the association between 
X and Y
Scores range from -1.00 to +1.00





*Karl Pearson, “VII. Mathematical Contributions to the Theory of Evolutions.—III. Regression, Heredity, and Panmixia,” Philosophical Transactions of the Royal
Society, Vol. 187, January 1, 1896. https://royalsocietypublishing.org/doi/abs/10.1098/rsta.1896.0007
*Karl Pearson, “Mathematical contributions to the Theory of Evolution, On the Law of Ancestral Heredity.” Philosophical Transactions of the Royal Society, 
Vol. 62, Issue 379-387, January 27, 19. pp. 386-412.  https://royalsocietypublishing.org/doi/10.1098/rspl.1897.0128
9
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A “unit-free” measure is very important
10
Because the correlation coefficient is “unit-free,” we can 
correlate two variables whose values are measured by 
different units (Example: Income and Incidence of Smoking)
r is a measure of standardized effect size
r may be reported as an absolute value (no negative sign) 
when estimating statistical power
10
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Correlation Coefficient Formulas for 




X−X( ) Y−Y( )∑
(n−1)sXs Y
ρ=
X−µX( ) Y−µY( )∑
σXσY
Where: r = correlacon coefficient for a sample
ρ = correlacon coefficient for a populacon
X = a random independent variable
Y = a random dependent variable
μX and μY are the populacon means for the independent and dependent variables
σX and σY are the populacon standard deviacons for the independent and dependent variables
Xj and Yj are the sample means for the independent and dependent variables
sX and sY are the sample standard deviacons for the independent and dependent variables
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Interpreting r Scores Effect Sizes
Negative Positive Meaning
0 to -0.099 0 to 0.099 No Correlation
-0.10 to -0.299 0.10 to 0.299 Small Correlation
-0.30 to -0.499 0.30 to 0.499 Medium Correlation 


















Independent Variable (X) — Fahrenheit


















Independent Variabce (X) — Speed 
Speed and Travel Time, r = -1.00
































X: Letters in First Name
No Correlation: r = 0.0001
Zero Correlation: No relationship between 





Strong and weak positive correlations
15
r = +0.90






Strong and weak negative correlations
16




Key points about the coefficient of 
correlation, r
Time-consuming to calculate if done by hand (More about this latter)
Assumes that the independent and dependent variable are 
independent
Assumes the relaWonship between the independent and 
dependent variables is linear*
Outliers can distort the value of r
17




Models the relationship between a single independent or 
explanatory variable (X) and a dependent or response 
variable (Y)
The relationship of X and Y is fitted to the least squares 
(regression) line









These models are very simple: 1 predictive variable (X), 






All models are wrong!
20*George E. P. Box and Norman R. Draper, Empirical Model-Building and Response Surfaces,” (New York: John Wiley & Sons, 1987), p. 74.
“(Remember that all models are wrong; 
the practical question is how wrong do 
they have to be to not be useful.)” p. 74*
“EssenWally, all models are wrong, but 









Is an NBA Basketball player’s height associated with 
his average number of rebounds per game?
A rebound is a statistic awarded to a player who 
retrieves the ball after a missed field goal or foul shot
30 NBA Players randomly selected from current 
players: Heights range from 73” (6’1”) to 84” (7’0”)
Data sourced on 12/12/19 from 
https://stats.nba.com/leaders/?Season=2019-
20&SeasonType=Regular%20Season




Is a player’s height X or Y?
Players’ heights are the independent 
or predictor variable (X)









































Independent Variable (X) — Height in Inches
Basketball Player's Height  (X) & Average Rebounds per Game (Y)
24
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Steps in correlation and regression analysis
Step 1: Calculate the coefficient of correlation, r
Step 2: Calculate the coefficient of determination, r2
Step 3: Conduct a NHST to determine whether there is a correlation in 
the population (Important: Do not ignore a power analysis)





Measures the strength and direction of a linear relationship 




The Coefficient of Correlation Equation
27
r=
X−X( ) Y−Y( )∑
n−1( )sXs YWhere:
r = Coefficient of Correla`on
X = Independent variable
Xa = Mean of the independent variable
Ya = Mean of the dependent variable
Y = Dependent variable
sX = Standard devia`on for the independent variable
sY = Standard devia`on for the dependent variable




Calculating the Coefficient 
of Correlation, r
28
#1: Count the number of paired observations, n
#2: Calculate the Means: XD and YD
#3: Calculate the Standard DeviaIons: sX and sY
#4 Find the deviations from the mean for each variable
#5: MulIply (X - XD) and (Y - YD) for each pair of random variables
#6: Sum (X - XD)(Y - YD): Σ(X - XD)(Y - YD) 
#7: Complete the formula: Divide Σ(X - XD)(Y - YD) by (n - 1)sXsY
r=




Calculating r by hand
29
Performing these humdrum 
calculaWons takes a lot of Wme!
r=
X−X( ) Y−Y( )∑
n−1( )sXs Y
X Y
Player Height X - X̅ (X - X&  )2 Rebounds Y - Y̅ (Y - Y̅)2 (X - X̅ )(Y - Y̅) 
1 82 3.67 13.44 10.0 5.36 28.68 19.64
2 76 -2.33 5.44 3.7 -0.94 0.89 2.20
3 78 -0.33 0.11 4.1 -0.54 0.30 0.18
4 82 3.67 13.44 4.7 0.06 0.00 0.20
5 83 4.67 21.78 9.4 4.76 22.62 22.19
6 78 -0.33 0.11 5.7 1.06 1.11 -0.35
7 74 -4.33 18.78 2.0 -2.64 6.99 11.46
8 75 -3.33 11.11 2.9 -1.74 3.04 5.81
9 83 4.67 21.78 11.0 6.36 40.39 29.66
10 78 -0.33 0.11 4.7 0.06 0.00 -0.02
11 75 -3.33 11.11 3.2 -1.44 2.09 4.81
12 80 1.67 2.78 2.4 -2.24 5.04 -3.74
13 77 -1.33 1.78 5.9 1.26 1.58 -1.67
14 83 4.67 21.78 10.5 5.86 34.29 27.33
15 80 1.67 2.78 7.1 2.46 6.03 4.09
16 74 -4.33 18.78 2.7 -1.94 3.78 8.43
17 76 -2.33 5.44 4.2 -0.44 0.20 1.04
18 79 0.67 0.44 1.7 -2.94 8.67 -1.96
19 80 1.67 2.78 2.8 -1.84 3.40 -3.07
20 75 -3.33 11.11 1.4 -3.24 10.53 10.81
21 81 2.67 7.11 6.0 1.36 1.84 3.62
22 73 -5.33 28.44 4.2 -0.41 0.17 2.21
23 73 -5.33 28.44 1.1 -3.54 12.56 18.90
24 74 -4.33 18.78 1.9 -2.74 7.53 11.89
25 83 4.67 21.78 9.4 4.76 22.62 22.19
26 79 0.67 0.44 1.2 -3.44 11.86 -2.30
27 80 1.67 2.78 3.4 -1.24 1.55 -2.07
28 77 -1.33 1.78 1.1 -3.54 12.56 4.73
29 84 5.67 32.11 6.5 1.86 3.44 10.52
30 78 -0.33 0.11 4.4 -0.24 0.06 0.08
Σ 2,350 0.00 326.67 Σ 139 0.00 253.83 206.81
n 30 n - 1 29 n 30 n - 1 29
Mean 78.33 s2 11.26 Mean 4.64 s2 8.75
s 3.36 s 2.96
= 206.81




Pearson used computers to do the 
drudgery of these calculations
“In the history of compu9ng, the humbler levels of scien9fic work were open, even welcoming, to women. 
Indeed, by the early twen9eth century compu9ng was thought of as women’s work and computers were 
assumed to be female. Respected mathema9cians would blithely approximate the problem-solving horsepower 
of compu9ng machines in ‘girl-years’ and describe a unit of machine labor as equal to one ‘kilo-girl.’”* 
Today you probably cannot hire teams of intelligent women 
to do your mundane calculaWons
Use Microso^ Excel to get some “kilo-girls”
30
*David Skinner, “The Age of Female Computers,”
The New Atlan,s: A Journal of technology and Society, Number 12, Spring 2006, p. 97.
30
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Using Excel to calculate r saves Ome
By hand: More than 20 minutes





Excel’s CORREL FuncOon is fast!
32
=CORREL(Independent Variable,Dependent Variable)
Excel has another funcSon called PEARSON that yields idenScal results
With both funcSons, the independent and dependent variables must 
have the same number of observaSons
Both functions ignore text and logical values
32
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What does an r score of 0.7182 mean?
A large, positive correlation
As a player’s height increases, his rebound average goes up 
34
Negative Positive Meaning
0 to -0.099 0 to 0.099 No Correlation
-0.10 to -0.299 0.10 to 0.299 Small Correlation
-0.30 to -0.499 0.30 to 0.499 Medium Correlation 




You can also use Excel’s DataAnalysis 
Toolpak to calculate r
35
This Analysis tool 
will not save you 
`me
Height (X) Rebounds (Y)
Height (X) 1




Coefficient of Determina3on, r2
Indicates how much of the variaWon in the dependent 




Coefficient of DeterminaOon, r2
Easy to calculate once the coefficient 
of correlaXon is found
37
r=
X−X( ) Y−Y( )∑
n−2( )sXs Y
= 206.81





Why use Excel to calculate r2?
Not much faster than using a handheld 
calculator, but…
Excel is more accurate because it 





Using Excel to calculate the 













What the coefficient of 
determinaOon tells us
41
Coefficient of determinaSon measures the proporSon of variaSon in the 
dependent variable that is explained by variaSon in the independent 
variable
Terms like small, medium, and large (weak, moderate, and strong) used 
with the coefficient of correlation lack precision
Coefficient of determinaSon is more precise measure of Effect Size than 
the coefficient of correlaSon
41
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What does the r2 score of 0.5158 mean?
A player’s height explains 51.58% of the changes in 
his per-game rebound average
48.42% of a player’s rebound average is explained 
by other unknown factors, found by 1 – 0.5158












Is there a correlaWon 
in the populaWon?
Could the correlation 
be due to sampling 
error?
The populaWon parameter is rho, ρ
44
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A"er the research ques-on 
has been stated and 





State the Null and Alternate Hypotheses
H0: ρ = 0 [The correlation in the population (ρ) equals zero; there is no 
correlation]
H0: ρ ≠ 0 [The correlaSon in the populaSon (ρ) does not equal zero; 
there is a correlaSon]
If the test statistic is in the right tail, we have a positive correlation








t Test for the Coefficient of Correlation
with n - 2 degrees of freedom
Where
r is Coefficient of Correla`on
r2 is the Coefficient of Determina`on




Compose the Decision Rule
0.05 significance level
28 degrees of freedom (30 – 2) = 28
Two-tailed test
CriWcal values = -2.048 and +2.048
Reject the H0 if t is <-2.048 or >2.048
48
          Confidence Level, c
80% 90% 95% 98% 99% 99.9%
    α — One-Tailed Test
0.10 0.05 0.025 0.01 0.005 0.0005
    α — Two-Tailed Test
df 0.20 0.10 0.05 0.02 0.01 0.001
27 1.314 1.703 2.052 2.473 2.771 3.690
28 1.313 1.701 2.048 2.467 2.763 3.674
29 1.311 1.699 2.045 2.462 2.756 3.659
48
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Fail to reject H0:




Calculate Test Sta3s3c, Power, 
and make a decision









p-value = 0.00001 (Two-Tailed Test) 
51
Excel’s Func`on for p-value:
=TDIST(ABS(5.461),28,2)
The low p-value indicates that we should reject the H0
Student-t Distribution
t = 5.436 Decision Regarding H0
df = 28 α = 0.100 0.05 0.01
p-value: 1-tailed test = 0.00000 1 tail Reject Reject Reject 
p-value: 2-tailed test = 0.00001 2 tails Reject Reject Reject 




G*Power Power Analysis: 






G*Power post hoc Power Analysis
52
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An priori power analysis and sample size
An a priori power analysis 
shows that we could have 
achieved 80% power with 
only 10 matched pairs
We would need to have 
esWmate the approximate 
size of the ES (r-value)




Strong evidence against the H0, given p-value of 0.00001
Large posiWve correlaWon in the populaWon between a 
player’s height and his average rebounds per game




Caveats about r and r2
r and r2 are 
measures of 
associaSon
They describe the 
strength of the linear 
relaSonship between 
the X and Y variables
High r and r2 values 
do not necessarily 
mean that X is a 
useful predictor of Y
To determine how 
well X predicts Y, 














EsOmaOng Y based on X
MathemaWcal formula represenWng linear relaWonship 
between X and Y 
Least Squares Line (regression line)
Minimizes the sum of the squares of the verWcal distance 
between the Actual Y Value and the Predicted Y Value, Ŷ




For each independent variable (X) there is a dependent 
variable (Y)
The value of Y is independent of X
Y variables are normally distributed
The mean of the Y variables is on the regression line





What is the Least Squares Line?
It is the line in “linear” correlaWon/regression
“Best fit” line that makes the verWcal distance between 
each data point as small as possible









Step 1: Draw the scalergram
61
Maybe your data is not linear*
*Data may have to be transformed or a more 
sophis`cated analysis may have to be conducted
61
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Steps to draw the sca[er diagram
1) Select the X and 
Y variables on 
the Excel 
worksheet























































Independent Variable (X) — Height in Inches
Formaled scaler diagram
65












Slope of the 






• Rate a line rises or falls 
when covering a 
horizontal distance
• An increase in X equals 
an increase or decrease 
in Y
Y-Intercept (a)
• The point where the 
least squares line 






Three steps to calculate the 
regression equaOon





Where: r = Coefficient of Correla9on
sY = Standard Devia9on of the Dependent Variable
sX = Standard Devia9on of the Independent Variable 
b = Slope of the line (average change in Ŷ for each change in X)  
As a player’s height increases an inch, his 






Excel’s SLOPE FuncOon calculates 





Where: YY = Mean of the Dependent Variable
XZ = Mean of the Independent Variable
a = The Y-Intercept (Value of Y when X = 0)
b = Slope of the line (average change in Ŷ for for each change in X)  
Three steps to calculate the 
regression equaOon
Step 2: Calculate the Y-Intercept (a)
70
a= Y−bX = 4.64−(0.6331*78.33)=−44.95
A nega@ve Y-Intercept has no prac@cal meaning
70
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Three steps to calculate the 
regression equaOon
Step 3: Calculate the regression equaWon (Predicted value of 
Y for a given X; X = 80” and X = 74”)
72
This player, who is 80” tall, is expected to average 5.7 rebounds
This player, who is 74” tall, is expected to average 1.9 rebounds
Where: Ŷ (Y-hat) = Es9mated value of Y for selected X value
a = The Y-Intercept (Value of Y when X = 0). -44.9471 in this example
b = Slope of the line (average change in !𝐘 for for each change in X). 0.6331 in this example
X = Any selected value of X  




CalculaOng Ŷ in Excel
=TREND(Y-array,X-Array,new-X,Const)
Y-array = the array of Y variables
X-array = the array of X variables
new-X = the X variable to predict Y, this argument is opSonal







Ŷ (Y-Hat) = Predicted 
number of rebounds






Residuals: Y - Ŷ
Residuals are the errors in the predicWon 
of the dependent variable (Y) 
It is the difference between the predicted 
value (Ŷ) and the observed value of Y






Standard Error of the EsOmate (SEE)
Standard error (standard devia]on) of the 
residuals
The lower the SEE the stronger the rela]onship 






Where: Ŷ (Y-hat) = Es[mated value of Y for selected X value
Y = Dependent Variable




X Y Y -  Ŷ
Height Rebounds Ŷ Residuals (Y -  Ŷ)2
82 10.0 7.0 3.0 9.21
76 3.7 3.2 0.5 0.28
78 4.1 4.4 -0.3 0.11
82 4.7 7.0 -2.3 5.13
83 9.4 7.6 1.8 3.24
78 5.7 4.4 1.3 1.60
74 2.0 1.9 0.1 0.01
75 2.9 2.5 0.4 0.13
83 11.0 7.6 3.4 11.57
78 4.7 4.4 0.3 0.07
75 3.2 2.5 0.7 0.44
80 2.4 5.7 -3.3 10.89
77 5.9 3.8 2.1 4.41
83 10.5 7.6 2.9 8.42
80 7.1 5.7 1.4 1.96
74 2.7 1.9 0.8 0.64
76 4.2 3.2 1.0 1.07
79 1.7 5.1 -3.4 11.33
80 2.8 5.7 -2.9 8.41
75 1.4 2.5 -1.1 1.29
81 6.0 6.3 -0.3 0.11
73 4.2 1.3 3.0 8.77
73 1.1 1.3 -0.2 0.03
74 1.9 1.9 0.0 0.00
83 9.4 7.6 1.8 3.24
79 1.2 5.1 -3.9 14.95
80 3.4 5.7 -2.3 5.29
77 1.1 3.8 -2.7 7.29
84 6.5 8.2 -1.7 3.00
78 4.4 4.4 0.0 0.00
sx 3.36 0.0 122.90
sy 2.96 n - 2 28
r 0.7182 SEE 2.10










Excel’s STEYX FuncOon 
Calculates the SEE for the regression line
=STEYX(Y_variable_range,X_variable_range)




NHST: Slope of the regression line
Is the slope of the regression line different from zero?
If yes, the regression equaWon predicts Y based on X





The Null and AlternaXve Hypotheses
The slope of the line in a sample = b
The slope of the line in a populaWon = β
Do not confuse this β (parameter for the slope of the line, 
with the Type II error symbol
H0: β = 0; H1: β ≠ 0
H1 means there is a significant slope in the regression line 




Level of Significance & the cri]cal values for t
α = 0.05
Degrees of freedom = n – 2 
(30 – 2) = 28
Critical Values for t = -2.048 & 
+2.048
81
          Confidence Level, c
80% 90% 95% 98% 99% 99.9%
    α — One-Tailed Test
0.10 0.05 0.025 0.01 0.005 0.0005
    α — Two-Tailed Test
df 0.20 0.10 0.05 0.02 0.01 0.001
27 1.314 1.703 2.052 2.473 2.771 3.690
28 1.313 1.701 2.048 2.467 2.763 3.674
29 1.311 1.699 2.045 2.462 2.756 3.659
81
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Decision Rule: Reject the null 








Fail to reject H0:




The test staXsXc for the slope of the line
83
Where: b = Es9mate of the slope of the least squares line based on sample data
sb = Standard error of the es9mated slope based on sample data
SEE = Standard Error or the Es9mate
sX = Standard devia9on of the independent variable
n = number of paired observa9ons
With n – 2 degrees of freedom
t= b
sb


























Using confidence intervals to predict 
the value of Y given any X variable
Regression 
equation predicts 
the mean value of 
Y for any given X
Confidence 
interval provides 
the margin of 











Where: Ŷ = Predicted value of Y
t = Critical value of t with n – 2 degrees of freedom





The MoE are in column F
For this 82” tall player, 95% probability of 7.0 
± 1.17 rebounds per game
LCL = 5.83 (7.0 – 1.17)





Prediction Intervals for Ŷ
Likely value of a future observaSon
PredicSon intervals are wider than the confidence intervals
Allows for random errors associated with future observations
88









The Prediction Intervals are in column F
For this 82” tall player there’s 95% 
probability of 7.0 ± 4.55 rebounds per game
Lower limit = 2.45 (7.0 – 4.55)









Using Excel’s Analysis TookPak
Step 1: Click on the Data 
Analysis icon on the Data 
ribbon
Step 2: Select Regression in 





Using Excel’s Analysis TookPak
92
Step 3: Enter data
Input Y Range: Y-array
Input X Range: X-array
Check Labels & Confidence Level
Check Residuals





F- and t-tests to determine whether X is a 
significant predictor of Y





Multiple R is the regression 
coefficient, r, 0.7185
This tool can be used for 
multiple regression












R Square is the coefficient of 
determination, r2, 0.5158
Ignore Adjusted R Square, which is 
for mulSple regression
Standard Error is SEE, 2.10













Tests whether the slope of the 




ANOVA Table: Shows the relationship 
between the ANOVA Table values and…
Standard Error of the EsOmate, SEE





H0: β = 0; H1: β ≠ 0
Significance F (p-value = 0.00001)
Reject H0: The slope of the regression line is not 0 
Conclusion: X predicts Y
98
ANOVA
df SS MS F Significance F
Regression 1 130.9255022 130.925502 29.8278393 0.00001




ANOVA Table, SEE, and r2
99
ANOVA
df SS MS F Significance F
Regression 1 130.9255022 130.925502 29.8278393 0.00001
Residual 28 122.9024345 4.38937266
Total 29 253.8279367











t-Test also predicts the significance of 
the Model (slope of the line, β)
Height (X) is the test of the regression (β = 0.6331)
H0: β = 0; H1: β ≠ 0
t-value = 5.461, p-value = 0.00001
Reject H0 Conclusion: X predicts Y
100
Coefficients Standard Error t Stat P-value Lower 95% Upper 95% Lower 95.0% Upper 95.0%
Intercept -44.94706122 9.088253308 -4.9456215 0.000032 -63.56350421 -26.330618 -63.563504 -26.330618




The predicted rebounds, Ŷ, 
and residuals, Y - Ŷ
101
RESIDUAL OUTPUT






















































Beware: Extrapolation is risky
Extrapola`on: Using a regression model to predict Y for X values beyond the 
value included in the model
Our model can only predict rebounds for players between 73” and 82” tall
Cannot predict the rebounds for a player who is 72” (6’0”) or 83” (7’1”) tall











Correla]on measures how close the data points on a 
sca[ergram are to the least squares line
For at least 120 years, statisticians have warned that 









Correlation: Necessary but not 




Correlation and causation are different
There is a very strong correlation between a rooster’s crow at sunrise
No reasonable person believes a rooster’s cock-a-doodle-doo causes the sun 
to rise
Ice cream sales and forest fires are highly correlated 
Both tend to peak in the summer, but no one believes increased ice cream 







Every statistics textbook cautions students that correlation 
does not imply causation
This is typically the only menWon of causaWon in StaWsWcs 
textbooks
Pearson and Fisher rarely mentioned causation
Fisher strongly rejected the notion that smoking causes lung 
cancer
StaWsWcians sWll are reluctant to discuss causaWon, yet…
108
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“Correlation is not 
causation, but it sure 
is a hint.”*
109
*Edward Tufte, The Cognitive Style of PowerPoint: Pitching






“We study causation because 
we need to make sense of data, 
to guide actions and policies, 
and to learn from our success 
and failures…we also need to 
know how and why causes 
influence their effects.”*
110
*Judea Pearl, Madelyn Glymour, and Nicholas p. Jewell, Statistical Inference in Statistics: A Primer, (West Sussex, UK: John Wiley & Sons, 2016), p. 1.
110
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Science has been focused on cause and 
effect for at least 400 years
“Human knowledge and 
human power meet in 
one; for where the cause 
is not known the effect 
cannot be produced.”
111






Physical and social sciences are focused 
on causal inference
Do statins lower LDL 
cholesterol and 
reduce the risk of 
heart disease?
Does drinking Coke or 
Pepsi cause a person 
to gain weight?
Will doubling a 
brand’s advertising 
spending lead to 
higher sales?
Do mosquitos spread 
the West Nile virus?
Does reducing taxes 
on corporations and 
billionaires increase 
the national debt?
Will taking an 





Important aspects of causation








CausaOon is not determinisOc
Not all smokers will get lung cancer






Causation means that Y is more likely to occur when X 
has happened
Proving causation is very complicated







Smoking causes 7 out of 10 lung cancers
Switching to an insulin pump will contribute to reducing 
Type I diabetics’ A1C score to below 7%
When Coca-Cola reduces the price of Diet Coke by 20%, 




Random Controlled Trials (RCT) are the 
gold standard for establishing causaXon
Subjects in a study are 
divided into a control 
group and one or more 
treatment groups
Subjects are randomly 
assigned to the control 
group and treatment 
groups
Subjects should not 
know whether they are 
in a treatment or 
control group 
The researchers should 
not know which group 
the subjects have been 
assigned
The only difference 
between the groups 
should be the 
treatment
Those analyzing the 
data should not know 
whether the groups 
are part of the control 
or treatment
























R. A. Fisher on Smoking
In 1957, The Bri(sh Medical Journal called 
for a broad publicity campaign to alert the 
public to the link between cigareres and 
cancer (June 29, 1957, p. 1518)
In a letter to the editors, Fisher argued the “…we 
have seen how unscrupulously the ‘modern 
devices of publicity’ are liable to be used under 
the impulsion of fear; and surely the ‘yellow 
peril’ of modern times is not the mild and 
soothing weed but the organized creation of 
states of frantic alarm.”*
119
R. A. Fisher smoking his pipe
Photo sourced from 
hops://priceonomics.com/why-the-father-of-modern-stacsccs-didnt-believe/
Photo may be copyrighted





the ethics of RCT
“But the most difficult field for the application 
of these [RCT] principles has always been the 
medical field….no one feels—and especially a 
medical man could not feel—that it is right to 
do things to a human being which probably 
would do him harm. Consequently, deliberate 
experimentation has not been very widely 
used in the medical field.”*
120
*Ronald A, Fisher, “Cigare^es, Cancer, and Sta[s[cs,” 
The Centennial Review of Arts & Sciences, Vol. 2, 1958, p. 156.
RCT = Random Controlled Tests
120
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Sometimes you cannot conduct 
controlled experiments
121
Decades-long RCTs would be needed to determine 
whether smoking causes lung cancer, but…




Observational Studies on the link 










Causal inference is possible using 
observational studies
In the mid-1950s, AusOn Bradford Hill and Richard Doll 
conducted observaOonal research that confirmed a 
causal link between smoking and lung cancer






Hill’s Criteria for Causation: 1 to 4
Strength of the Effect: Small effects do not mean that there is not a causal effect, 
though the larger the effect, the more likely there is a causal effect
Reproducibility: Consistent findings observed by different researchers in 
different places with different samples strengthen the likelihood of a causal 
effect
Specificity: Causation is likely when there is a very specific population at a 
specific site and disease with no other likely explanation




Hill’s Criteria for CausaOon: 4 to 9
Dose Responsiveness: Greater exposure should generally lead to greater 
incidence of the effect and the effect reduces upon a reduction of exposure
Plausibility: Biological, chemical, or mechanical evidence for a “causal chain”
Coherence: The effect fits with established knowledge
Experiment: The effect can be replicated with experiments





“…statisticians are generally reluctant 
to attribute causation unless there 
has been an experiment, although 
computer scientist Judea Pearl and 
others have made progress in setting 
out the principles for building causal 
regression models from observational 
data.”*
126
*David Spiegelhalter, The Art of Sta.s.cs: How to Learn from Data, (New York: Basic Books, 2019), p. 128.
Dr. Spiegelhalter is a past president of the Royal Stacsccal Society
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Judea Pearl’s Causal Revolution*
The calculus of 
causation is based on 
two languages
Causal diagrams to 
express what we know
Symbolic language 
to express what we 
want to know
127Judea Pearl and Dana MacKenzie, The Book of Why: The New Science of Cause and Effect, (New York: Basic Books, 2018), p. 7.
Pearl’s ideas on causal
inference are beyond 









What is a spurious correlation?
129
A 1907 “Pearsonian” textbook quoted by John Aldrich, “Correlacon Genuine and Spurious in Pearson and Yule,” Sta.s.cal Science,
Vol. 10, No. 4, 1995, p. 364.
Two or more events that are mathematically related by coincidence or 
unobserved (confounding or lurking) variables
“…it is possible to obtain a significant value for a coefficient of 
correlation when in reality the two functions are absolutely unrelated”*
Dangerous when assumed to imply a causal relationship
129
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A dangerous spurious correlaXon: 
Childhood vaccinaXons cause auXsm
1998: Study published 
in Lancet suggest a 
causal link between 
measles-mumps-rubella 
vaccine causes autism
























A dangerous spurious correlation: 
Childhood vaccinations cause autism
1998 study published in 
Lancet claimed that the 
measles-mumps-rubella 
vaccine causes autism
















Spurious Correlation: Ice Cream Sales 








Do ice cream sales 





There is a missing—confounding or 
lurking—variable that explains ice 





Ice Cream Sales    Lifeguard Rescues
137
Hot Weather    Ice Cream Sales
Hot Weather    Lifeguard Rescues
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Spurious CorrelaOon: Number of 








Does the decline in the 
donkey population cause an 










What is the confounding variable?
140
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Some famous spurious correlations
141
StaWsWcian Udny Yule: ImportaWon of apples and the 
divorce rate in the UK (cited by R. A. Fisher in his criIque of Hill and Doll)
Stork nesting on Danish homes and number of children 
born in those homes
Women’s hemlines and the stock market
Spurious correlations vastly out-number genuine correlations*
*Cristian S. Calude and Giuseppe Longo, “The Deluge of Spurious Correlations in Big Data,” 













CorrelaIon describes the 
strength of the associaIon 
between an independent 
and dependent variable
These variables are 
quanItaIve 
The coefficient of 
correlation is between 
-1.00 and +1.00
As the value of the 
correlation becomes more 
extreme, the strength of 
the correlation increases
The coefficient of 
determination measures 
the proportional variance 
in the dependent variable 
predicted by variance in 
the independent variable
NHST can test inferences 






Models the rela`onship 
between the 
independent variable 
and the dependent 
variable
Based on the least 
squares line that 
minimizes the sum of 
the squares between 
the actual and predicted 
dependent variables
All models are wrong, 
some are useful based 
on…
The Standard Error 
of the Estimate
The significance of the 
slope of the least 
squares line
Confidence and 






Other types of regression
Multiple Regression: Multiple independent variables and a quantitative 
dependent variable
Nonparametric measures of association: Spearman’s Rho & Kendall’s Tau
Logistic Regression: Analyses of multiple independent variables and a 
categorical or qualitative dependent variable









Except where otherwise noted Clear-Sighted Statistics is licensed under
a Creative Commons License. You are free to share derivatives of this work
for non-commercial purposes only. Please attribute this work to Edward Volchok.
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