An identity between two versions of the large deviations rate function of the probability a certain rare event is established. This identity has an interpretation in statistical physics, namely, an isothermal equilibrium of a composite system that consists of multiple subsystems. Several informationtheoretic application examples, where the analysis of this large deviations probability naturally arises, are then described from the viewpoint of this statistical mechanical interpretation. This results in several relationships between information theory and statistical physics, which we hope, the reader will find insightful.
I. INTRODUCTION
Relations between information theory and statistical physics have been extensively recognized over the last few decades, and they are drawn from different aspects (see the full version of this paper [6] for a brief description). One of the aspects is rooted at the interplay between statistical physics and large deviations theory, a line of research advocated to a large extent by Ellis [4] but developed also by others. Large deviations techniques are harnessed for the analysis of manyparticle systems as well as to the identification of Chernoff bounds and more general large deviations rate functions with free energies, thermodynamical entropies, and the underlying maximum-entropy/equilibrium principle associated with them. Ellis' book [4] is largely devoted to the application of large deviations theory to the statistical physics pertaining to models of multidimensional arrays of spins in order to explore phase transitions phenomena of spontaneous magnetization (see also [8] ).
This paper, which is mostly expository, lies in the intersection of information theory, large deviations theory, and statistical physics. In particular, we establish a simple identity between two quantities which can both be interpreted as the rate function of a certain large deviations event that involves multiple distributions of sets of independent random variables (as opposed to the usual, single set of i.i.d. random variables), and show that this identity has a simple physical interpretation. The analysis of this large deviations event is of a general form that is frequently encountered in numerous applications in information theory. Informally, its description is as follows:
Let v 1 , . . . , v n be an arbitrary deterministic sequence whose components take on values in a finite set and let U 1 , . . . , U n be a sequence of random variables (RV's), where each component is generated independently according to a distribution q(u i |v i ), i = 1, . . . , n. For a given function f and a constant E, we consider the large deviations rate function of the probability of the event
assuing that E is sufficiently small to make this a rare event for large n. There are two ways to drive this rate function. The first is to treat the entire sequence of RV's, {f (U i , v i )} as a whole, and the second is to consider the separate large deviations events of the partial sums, i:vi=v f (U i , v), v ∈ V, for all possible allocations of nE among the various {v}. These two approaches lead to two (seemingly) different expressions of the rate function but since they correspond to the same event, they must agree. The identity between them has a natural interpretation in statistical physics: it is viewed as a situation of thermal equilibrium in a system that consists of several subsystems, each of them with many particles. As will be shown in Section 4, the event (1) is encountered in many applications in information theory, such as ratedistortion coding, channel capacity, hypothesis testing (signal detection, in particular), and others. The above mentioned statistical mechanical interpretation then applies to all of them. Accordingly, Section 4 is devoted to expository descriptions of each of these applications, along with the underlying physics that is inspired by the proposed thermal equilibrium interpretation. The reader is assumed to have very elementary background in statistical physics.
II. NOTATION
Throughout the sequel, scalar RV's will be denoted by capital letters, like U ,V ,X, and Y , their sample values will be denoted by the respective lower case letters, and their alphabets will be denoted by the respective calligraphic letters. A similar convention will apply to random vectors and their sample values, which will be denoted with same symbols superscripted by the dimension. Sources and channels will be denoted by the letter P or Q. Specific letter probabilities corresponding to a source P will be denoted by the corresponding lower case letter, e.g., p(v). A similar convention applies to a channel Q and the corresponding transition probabilities, e.g., q(u|v). The cardinality of a finite set A will be denoted by |A|. Information theoretic quantities like entropies and mutual informations will be denoted following the usual conventions of the information theory literature.
Notation pertaining to statistical physics will also follow the customary conventions: k will denote Boltzmann's constant, T -temperature, β = 1/(kT ) -the inverse temperature, Eenergy, and Z will denote the partition function.
III. MAIN RESULT
Let U and V be finite sets and let f : U × V → IR be a given function.
and for a given E v in the range
let
For a given E in the range
Our main result is the following:
While the direct proof of (4) is fairly simple, there is an alternative proof 1 which provides some additional insight. As described briefly in the Introduction, it is based on two different approaches to the analysis of the rate function of the probability of (1), where {U i } are RV's taking values in U and drawn according to q(u n |v n ) = n i=1 q(u i |v i ), and v n = (v 1 , . . . , v n ) is a given deterministic vector whose components are in V, with each v ∈ V appearing n v times ( v∈V n v = n), and the related relative frequency, n v /n is exactly p(v). The function Z v (β) is similar to the partition function of the Boltzmann distribution w.r.t. the Hamiltonian (energy function) E v (u) = f (u, v), except that each exponential term is weighted by q(u|v), as opposed to the usual form, which is just u∈U e −βEv (u) . The function Z v (β) can easily be related to the ordinary partition function as explained in [6] .
We now describe our interpretation of eq. (4) from the viewpoint of elementary statistical physics: Consider a physical system which consists of |V| subsystems of particles. 1 Both proofs are found in [6] .
The total number of particles is n and the total amount of energy is nE. For each v ∈ V, the subsystem indexed by v contains n v = np(v) particles, each of which can lie in any microstate within a finite set U, and it is characterized by an additive Hamiltonian
The total amount of energy possessed by subsystem v is n v E v . As long as the subsystems are in thermal isolation and separate, each may have its own temperature
where the maximum is over all energy allocations {E v } such that the total energy E is conserved. This maximum is attained by the r.h.s. of (4), where there is only one temperature parameter, and hence it corresponds to thermal equilibrium. The whole system then lies in the same temperature T * = 1/(kβ * ), where β * is the minimizer ofS(E). Theorem 1 is then interpreted as expressing the second law of thermodynamics.
Two comments are now in order. The first is that (4) can be thought of as a generalized concavity property of the entropy: Had all the entropy functions S v (·) been the same, this would have been the usual concavity property. What makes this equality less trivial and more interesting is that it continues to hold even when S v (·), for the various v ∈ V, are different. The second comment is about physical units. The products βE, βE v , βf (u, v), etc., should all be pure numbers, of course. Since β = 1/(kT ) and kT has units of energy, it is understood that E, E v , and f (u, v) should all have units of energy as well. In the applications described below, whenever these quantities are pure numbers, we will reparametrize β by β 0 , where 0 is an arbitrary constant possessing units of energy, and we absorb 0 in the Hamiltonian, i.e., redefine E v (u) = 0 f (u, v). Thus, in this case, S v (E), where E is the now the energy in units of 0 , is redefined as (u) .
This kind of modification is not essential, but it may help to avoid confusion about units when the picture is viewed from the aspects of physics.
IV. APPLICATIONS
Equipped with our main result and its statistical mechanical interpretation, we next introduce a few applications that fall within the framework considered. In all off them there is an underlying large deviations event of the form (1), whose rate function is of interest. The above described viewpoint of statistical physics is then relevant in all these applications.
A. The Rate-Distortion Function
Let P = {p(x), x ∈ X} designate the vector of letter probabilities associated with a given discrete memoryless source (DMS), and for a given reproduction alphabetX , let d : X ×X → IR + denote a single-letter distortion measure. Let R(D) denote the rate-distortion function of the DMS P . One useful way to think of the rate-distortion function is inspired by the classical random coding argument: Let (X 1 , . . . ,X n ) be drawn i.i.d. from the optimum random coding distribution q * (x 1 , . . . ,x n ) = n i=1 q * (x i ) and consider the event
where x n is a given source vector, typical to P , i.e., the composition of x n consists of n x = np(x) occurrences of each x ∈ X . This is exactly an event of the type (1) d(x,x) , and E = D. I.e., the Hamiltonian E x (x) is given by 0 d(x,x) and the total energy is nD in units of 0 . Suppose that this probability is of the exponential order of e −nI (D) . Then, it takes about M = e n[I(D)+ ] ( > 0, however small) independent trials to 'succeed' at least once (with high probability) in having some realization ofX n within distance nD from x n . This is the well-known the classical random coding achievability argument that leads to I(D) = R(D). Thus, the large-deviations rate function of interest agrees exactly with the rate-distortion function (cf. [1, Sect. 3.4] ), which is:
Interestingly, in [5, p. 90, Corollary 4.2.3]), the rate-distortion function is shown, using completely different considerations, to have a parametric representation which can be written exactly in this form.
The fact that the rate-distortion function has an interpretation of an isothermal equilibrium situation in statistical thermodynamics is not quite new (cf. e.g. [1, Sect. 6.4], [9] ). Here, however, we obtain it in a more explicit manner and as a special case of a more general principle.
It is instructive to examine the high resolution regime, which turns out to be related to (a generalized version of) the law of equipartition of energy in statistical physics: Consider the L θ distortion measure, d(x,x) = |x −x| θ . Let us assume that D is very small and consider the (continuous) uniform random coding distribution over the interval [−A, A]. For every x ∈ X , the partition function is given by
When D is very small, β is very large, and then the finiteinterval integral pertaining to Z x (β) can be approximated 2 by an infinite one, provided that the support of {p(x)} is included 3 in the interval [−A, A]:
which then becomes independent of x. The average distortion (internal energy) can be evaluated using the same technique as the one that leads to the law of equipartition in statistical physics:
[Note that for θ = 2, where the Hamiltonian is quadratic in the integration variablex, this is exactly the law of equipartition.] Thus, for low temperatures, the distortion is given by D = kT /( 0 θ), i.e., distortion is linear in temperature in that regime, and the constant of proportionality is related to the heat capacity, C = k/θ. Since the temperature is proportional to the negative local slope of the distortion-rate function, this means that the distortion is proportional to its derivative w.r.t. R, which means an exponential relationship of the form D = D 0 e −θR (D 0 -constant). For θ = 2 (mean square error), this is recognized as the well-known characterization of distortion as function of rate in the high resolution regime. Specifically, in this case, the factor of 2 at the denominator of kT /2, the universal expression of the internal energy per degree of freedom according to the equipartition theorem, has the same origin as the factor of 2 that appears in the exponent of D(R) = D 0 e −2R (decay of 6dB per bit).
To compute the rate associated with this temperature more explicitly, note that the minimizing β * is given by 1/(θ 0 D), and so a straightforward calculation (see [6] ) gives:
B. Channel Capacity
In duality to the random coding argument that puts the ratedistortion function in the framework discussed in Section 3, a parallel argument can be made with regard to channel capacity.
Given a discrete memoryless channel (DMC) with a finite input alphabet X , and a finite output alphabet Y, we can obtain capacity using the following argument. Let {q * (x), x ∈ X } be the optimum random coding distribution according to which, each codeword X n is drawn independently. Let y n be a given channel output sequence which is typical to the output distribution p(y) = x∈X q(x)W (y|x), where {W (y|x), x ∈ X , y ∈ Y} are the channel transition probabilities. That is, each y appears n y = np(y) times in y n . Consider now the large deviations event
By the union bound, as long as the number of randomly chosen codewords is exponentially less than e −nI , where I is the rate function of this large-deviations event, then the average error probability vanishes as n → ∞. Since this is the exactly the achievability argument of the channel coding theorem, then I = C, where C the channel capacity.
Again, this complies with our model setting with the assignments,
In other words, channel capacity can be represented as
It is easy to see that, in this case, the equilibrium temperature always corresponds to β 0 = 1, namely, T = 0 /k. Similarly, one can derive an expression of the random coding capacity pertaining to mismatched decoding, where the decoder uses an additive metric m(x, y) other than the optimum metric, − log W (y|x) (see, e.g., [3] and references therein). Here, however, it is no longer necessarily true that the equilibrium temperature is T = 0 /k.
C. Signal Detection and Hypothesis Testing
Consider the following binary hypothesis testing problem: Given an underlying signal x n and a noisy version y n , a decision is to be made between two hypotheses regarding the noise level, or the temperature. There is a certain Hamiltonian E x (y) for each x ∈ X , and we assume a Boltzmann-Gibbs distribution parametrized by the temperature q(y|x, β) = e −βEx(y) /ζ x (β) where ζ x (β) = y e −βEx (y) . Note that here ζ x (β) is an ordinary partition function, without weighting. We shall also denotē
AsΣ(E) is induced by a convex combination of non-weighted partition functions, it has the significance of the normalized logarithm of the number of microstates with energy about nE. Thus, k ·Σ(E), where k is Boltzmann's constant, is the thermodynamic entropy.
Given two values β 1 and β 2 (say, β 1 > β 2 ), one has to decide between the following two hypotheses:
The likelihood ratio test compares n i=1 E xi (Y i ) to a threshold, nE 0 , and decides in favor of H 2 if the threshold is exceeded, otherwise, it favors H 1 . Here, E 0 should lie in the interval (E 1 , E 2 ), where
In this situation, the exponent of the error probability under H 2 can be shown (see [6] ) to be given by −S(E 0 ), wherē
It then follows that the error exponent I 2 under H 2 is given by
where T (E) = 1/(kβ(E)) is the temperature corresponding to energy E, T i = T (E i ), i = 0, 1, 2, andC(T ) = dE/dT is the average heat capacity per particle of the system, which is the weighted average of heat capacities of all subsystems, i.e.,
. Thus,
which is interpreted as the weighted average of the relative contributions of all subsystems, which all lie in the same temperature T 0 . In a similar manner, the rate function I 1 of the probability of error under H 1 is given by:
Thus, the error exponents are linear functionals of the average heat capacity,C(T ), in the range of temperatures [T 1 , T 2 ]. The higher is the heat capacity, the better is the discrimination between the hypotheses. This is related to the fact that Fisher information of the parameter β is given by
namely, again, a linear function ofC(T ). However, while the Fisher information depends only on one local value ofC(T ) (as it measures the sensitivity of the likelihood function to the parameter in a local manner), the error exponents depend on {C(T ) : T 1 ≤ T ≤ T 2 } in a cumulative manner, via the above integrals. The tradeoff between I 1 and I 2 is also obvious: by enlarging the threshold E 0 , or, correspondingly, T 0 , the range of integration pertaining to I 1 increases at the expense of the one of I 2 and vice versa. In the extreme case, where I 2 = 0, we get
D. Error Exponents of Time-Varying Scalar Quantizers
In this application example, we are back to the problem area of lossy data compression, but this time, it is about scalar (symbol-by-symbol) compression. This setup is motivated by earlier results about the optimality of time-shared scalar quantizers within the class of causal source codes for memoryless sources under large-deviations performance criteria [7] . In particular, it was shown that optimum time-sharing between at most two (entropy coded) scalar quantizers is as good as any causal source code for memoryless sources. Consider a time-varying scalar quantizerX i = f i (X i ), acting on a DMS X 1 , X 2 , . . ., X i ∈ X , drawn from q, where {f i } is an arbitrary (deterministic) sequence of quantizers from a given finite set F = {F 1 , . . . , F S }, where F s : X →X s ,X s being the reproduction alphabet corresponding to F s , s = 1, . . . , S. In other words, for every i = 1, 2, . . . , n, f i = F si , for a certain arbitrary sequence of 'states', s 1 , s 2 , . . . (known to the decoder) with components in S = {1, 2, . . . , S}. The distortion incurred by such a time-varying scalar quantizer, over n units of time, is 
For the sake of simplicity of the exposition, let us assume fixed-rate coding. We will denote by n s , s ∈ S, the number of times that s i = s occurs in s n , and p(s) = n s /n is the corresponding relative frequency. In [7] , the rate function of the excess distortion event n i=1 d(X i , F si (X i )) > nD, D > (x,s)∈X ×S q(x)p(s)d(x, F s (x)) was optimized across the class of all time-varying scalar quantizers (each one corresponding to a different sequence s 1 , . . . , s n ) subject to a code-length constraint n i=1 R si ≤ nR, or equivalently, s∈S n s R s ≤ nR, for a given pair (D, R). In the notation of our generic model, the assignments are obvious, and the excess distortion exponent is of the same form as before (see also [7] ). Here, however, unlike the previous application examples, we have a degree of freedom to select the relative frequency of usage, p(s), of each member of F, i.e., the time-sharing protocol, but we also have the constraint
From the statistical physics point of view, these additional ingredients mean that we have a freedom to select the number of particles in each subsystem (though the total number, n, is still fixed), and the additional constraint, s p(s)R s ≤ R, which is actually equivalent to the equality constraint s p(s)R s = R (in the interesting region of (R, D) pairs) can be viewed as an additional conservation law with respect to some other constant of motion, in addition to energy (e.g., the momentum), where in subsystem s, the (average) value of the corresponding physical quantity per particle is R s .
While in [7] , we have considered the problem of maximizing the rate function (the source coding exponent) of the excess distortion event n i=1 d(X i , F si (X i )) > nD, a related objective (although somewhat less well motivated, but still interesting) is to minimize the rate function (or maximize the probability) of the small distortion event F s (x) ).
In this case, the optimum performance is given by 
where P(R) is the class of all probability distributions P = {p(s), s ∈ S} with s p(s)R s ≤ R. From the viewpoint of statistical physics, this corresponds to a situation where the various subsystems are allowed to interact, not only thermally, but also chemically, i.e., an exchange of particles is enabled in addition to the exchange of energy, and the maximization over P(R) (maximum entropy) is achieved when the chemical potentials of the various subsystems reach a balance.
As the maximization over P ∈ P(R) subject to the constraint s p(s)R s ≤ R, for a given β, is a linear programming problem with one constraint (in addition to s p(s) = 1), then as was shown in [7] , for each distortion level (or energy) D, the optimum P ∈ P(R) may be non-zero for at most two members of S only, which means that at most two subsystems are populated by particles in thermal and chemical equilibrium under the two conservation laws (of D and of R). However, the choice of these two members of S depends, in general, on D, which in turn depends on the temperature. Thus, when the system is heated gradually, certain phase transitions may occur, whenever there is a change in the choice of the two populated subsystems.
