Abstract-This paper presents a multidimensional extension of the Schur-Cohn algorithm for testing BIBO stability in variables. This new method only needs a unique condition to be checked, as an alternative to the set of conditions of the well-known Huang-Jury-Anderson stability test. The proposed algorithm is based on a generalization of the Schur coefficients recently obtained by the authors. In the two-variable case a simplification to the Sturm algorithm is presented, which can also be used in the case of a polynomial with complex coefficients. This approach is illustrated on several numerical examples.
I. INTRODUCTION
T HE problem of testing BIBO stability of multivariable systems is a quite difficult issue, unlike the one-variable case where the solution is given by the well-known Schur-Cohn algorithm [15] . In order to recall the definition of BIBO stability, let us denote by and two coprime polynomials in variables with complex coefficients, the open unit disk in the complex plane, the unit circle, and the closed unit disk. A linear filter with rational transfer function and no nonessential singularities of the second kind is BIBO stable if has no zeros in the closed unit polydisk . A 2-D criterion for testing stability was given by Huang and further developed for the multidimensional case by Anderson and Jury and by Strintzis (see [5] and [10] for more details). Several methods for testing the multidimensional stability where proposed (see [5] and [12, Ch. 3] for an overwiew). More recent developments were obtained in [3] , [7] - [9] , and [22] . The common background is to characterize BIBO stability throughout a set of positivity conditions, parameterized respectively over . The one-dimensional Schur-Cohn stability test relies on Schur coefficients associated to rational functions, which are a powerful tool used in many fields of applications [13] . A widely used framework regards the Cholesky factorization for autocorrelation matrices, where the Schur coefficients appear in an equivalent form known as the reflection coefficients, computed via the Levinson algorithm. In the multidimensional case, this equivalence is not longer true.
On one hand, in [14] Liu and Najim proposed a 2-D representation based on the 2-D reflection coefficients and a fast recursive algorithm for their estimation. In [1] , the authors tried to extend the Schur-Cohn stability condition in the bidimensional case, using these 2-D reflection coefficients. They obtained a necessary but not sufficient condition of stability. On the other hand, in [20] an analytic extension of the Schur coefficients associated to a contractive analytic function is given. This approach provides a stronger condition of stability, which is a necessary and sufficient condition of stability for multidimensional linear systems. In [19] , an overview of the two extensions of the Schur-Cohn stability test that derive from these extended Schur coefficients is presented.
The functional Schur parameters introduced in [20] are a multivariable analogue of the Schur coefficients. They are associated to contractive several-variable analytic functions by means of the notion of "slice functions", a useful tool in multivariable analysis [17] . These coefficients are used to characterize rational inner functions in polydisk algebra, leading to a stability characterization for -variable polynomials.
In this paper, we make use of this analytic approach in order to derive a Schur-Cohn multidimensional extension in the Jurytable form. The stability criterion obtained via slice functions involves only one positivity condition, parameterized over , rather than the conditions in the Huang test. We also show how such types of positivity conditions for trigonometric polynomials with complex coefficients can be reduced, in the two-variable case, to the Sturm algorithm. Such simplifications were developed by several authors [5] .
The paper is organized as follows: in Section II we recall the background of the 1-D Schur-Cohn test in connection with the Schur algorithm. In Section III, the multidimensional Schur criterion given in [20] is used in order to derive a new stability test in a Jury-table form. Section IV provides examples and comparisons with other existing methods. Section V analyzes the 2-D case, and a simplification to the Sturm algorithm in the case of a polynomial with complex coefficients is proposed. We also provide in this section several 2-D numerical illustrations. 
The Schur-Cohn matrix associated to a pair of polynomials is defined by (2) and denotes the leading principal submatrix of . An important particular case of a polynomial pair is # ,
where # is the transpose of , defined by
In this case, all the entries of the matrix # are zero outside # , and this latter submatrix is known as the Schur-Cohn matrix associated to . The Schur-Cohn criterion can be stated as follows [15] : the polynomial has all the roots inside the unit disk if and only if the matrix # is positive definite, which amounts to #
This connection between the roots of and the leading minors of the Schur-Cohn matrix goes through the Schur recursion and the so called Schur coefficients i.e., given a pair of polynomials, one can construct a sequence of pairs of polynomials defined in the following way: and
where (7) are called the Schur coefficients of the pair . The connection with the Schur-Cohn matrix is the following relation: (8) for
. In particular, the positivity condition (4) Now the equivalence between (9) and the fact that has all the roots in the unit disk can be proved by writing the Schur recursion (5), (6) in an equivalent way which emphasizes the quotients rather than the pairs . Consider the transform that maps a complex function analytic around the origin to the function defined by if is a constant unimodular function, and (10) otherwise [4] .
Starting with any function , one can construct the sequence of functions using the recursion (11) The parameters (12) are called the Schur coefficients of the function , and they characterize the function in the sense that a different sequence of Schur coefficients is associated to each function. A straight computation shows that if , then for , where are defined by (5) and (6) . Therefore, (11), (5) and (6) define the same Schur recursion, and the Schur coefficients defined, respectively, in (7) and (12) coincide.
The Schur class is by definition the closed unit ball of . Schur proved in [18] , using a simple argument given by the Schwartz lemma, that if is in the Schur class, then is also bounded by 1. This means that whenever for , the Schur coefficients (12) of necessarily verify (13) Moreover, equality in (13) can occur for at most one , since implies, by the maximum modulus principle, that for in . Therefore, is a constant unimodular function and so for (by the definition of ). Consider now a polynomial of degree and let # . If is the root factorization of , then (14) We recall that in digital filtering an all pass filter is a Blaschke product of degree , defined by (15) The fact that all the roots of lie in the open unit disk is equivalent to the fact that is a Blaschke product of degree . This means that is bounded by 1 in and that . But this happens, as explained earlier, if and only if for , i.e., (9) . The equivalent stability condition for to have all the roots outside the closed unit disk is then simply obtained by switching the roles of and # . The Jury table for instance [11] is a way to write the recursion given by (5) and (6) for the pair # and test positivity of in (8) .
The Jury 
III. FUNCTIONAL SCHUR COEFFICIENTS AND EXTENDED SCHUR-COHN CRITERION
In [20] , the definition of the Schur coefficients sequence for an analytic function is extended to analytic functions in several variables, by means of the so-called "slice functions" [17] .
Let be an analytic function in the open unit polydisk . For each point on the polytorus let be the one-dimensional disk that "slices" through the origin and through (16) Consider the restriction of to the one-dimensional disk , which can be regarded as a one variable function (17) is called the slice of through [17] . For each on define, by the Schur recursion (11), the sequence
The functions defined in [20] by (18) are called the functional Schur coefficients of the function . In order to write the transpose of a polynomial in the multivariable case we will introduce some notations. For a multiindex and for the multi-index notation stands for the monomial whose degree is . If is a polynomial in variables of degree , one can define the transpose polynomial # as # where is the monomial of the least degree such that is a polynomial, and More explicitly, define by (19) which represent the dimensions of the smallest -dimensional rectangular "box" in with one corner at the origin and containing the multiindexes of all the coefficients of different from zero. Then the transpose # is the polynomial of degree # (20) It is shown in [20] that for any variable analytic function and for each , the functional Schur coefficient is a continuous function in every point of for which the slice is not a Blaschke product of degree less than or equal to . This is a consequence of the fact that the correspondence is weakly continuous. The particular case of most interest is, as in the 1-D case, when is written as # for some -variable polynomial . The properties of these rational inner functions [17] are used in [20] in conjunction with the continuity property aforementioned in order to show the following equivalent conditions relating the stability to the functional Schur coefficients. belongs to the disk algebra (i.e., is contin-
is a Blaschke product of degree # for all ; e) For each we have
These equivalent conditions can be simplified using two independent arguments.
1) Take as in (19) , so # , and put # . A simple computation shows the following relationship between slicing and transposing:
and, therefore # #
The last relationship shows that the condition d) in the Theorem 3.1 is equivalent to the fact that # is a 
The following statements are equivalent: A) has no zeros in the closed unit polydisk ; B) has no zeros in for ; C) for and . The stability condition C) in the last corollary can be written in Jury table form by developing the slice expansions in (26) and using positivity in (8) instead of (9). If and , then
where the coefficients are polynomials in given by
The extended algorithm then goes through the following steps:
The Jury (29) is positive for . 
IV. COMPARISONS AND EXAMPLES
It is natural to compare condition B) in Corollary 3.2 with the Huang-Jury-Anderson stability conditions which we state here for the convenience of the reader: has no zeros in if and only if the following conditions hold for :
It follows from (27) and (28) that, for and (30) where the polynomial is obtained from by "shifting up" the coefficients of along the last coordinate: (see Fig. 1 ) (31) Thus, (30) shows that the slice-based condition B) in the Corollary 3.2 is equivalent to only the first condition , applied for instead of , so by using B) one has to check only one condition instead of . A counterpart is that the degree of exceeds (it is no greater than ), so numerically it is more efficient to use 3.2 B) for polynomials of small degree in many variables.
Since the normalization (25) can be done in any of the variables, the normalization variable can be chosen in order to minimize the degree of in the range . More precisely, if are, as in (19) , the dimensions of the minimal -dimensional "box" containing the coefficients indexes for , then it follows from (31) that the minimal degree of is attained when normalizing in the variable such that is the minimum of . Let us illustrate by some comparative examples the simplifications provided by the proposed method.
Example 1: Consider the following polynomial:
I. Checking the stability of for instance with the method in [9] requires the following conditions to be satisfied: 1) has no zeros on the unit circle; 2) The following matrix function is positive definite on the unit circle: 
Condition (40) is equivalent with the positivity of and of for , where
Thus, a total of five conditions are to be verified, i.e., (38) and (41) to (44). II. When testing the stability of with the proposed criterion, one has to check 
Therefore, when using the proposed n-D Schur-Cohn criterion two conditions are needed, i.e., (45) and (46) instead of five. Note that the positivity of and of is equivalent with and , where are the functional Schur coefficients for (see Fig. 2 ).
V. A SIMPLIFICATION TO THE STURM ALGORITHM FOR TWO-VARIABLE POLYNOMIALS
As shown in the previous section, testing the stability of an -variable polynomial , either with Huang-type conditions or with slice-based conditions, goes through testing the positivity on a several-dimension polytorus of some real valued trigonometric polynomials with complex coefficients, such as in (29).
In the particular case of a two-variable polynomial with complex coefficients, this comes down to checking if some trigonometric polynomials of the type (47) with , are positive on the unit circle. A common way to numerically check such positivity conditions is to use a change of variable in , in order to reduce it to a real variable polynomial with real coefficients. Several methods can be then used to check the positivity of the reduced polynomial. This can be done either directly, with Sturm type algorithms [21] , or by checking if the polynomial can be written as a sum of squares such in [16] , which is more efficient in terms of complexity. Remark that [16] can also deal with polynomials of two variables and that in this case the generalized Sturm theorem can be used (see [ However, (48) is no longer true in the general case of polynomials with complex coefficients. The stability of polynomials with complex coefficients can be then tested by multiplying the given polynomial with the polynomial obtained by complex conjugation of its coefficients [5] , [7] .
We propose in this paper a different approach using a change of variable based on the omographic transform carrying the unit circle onto the imaginary axis, and involving the Q-matrix methods [10] . They are suitable for computer implementation and are used in the real coefficient case [6] . Let us present some numerical examples for testing the stability of a 2-D polynomial with real or complex coefficients, using the algorithm presented.
Example 1, Continued: Consider again the polynomial and the principal leading Schur-Cohn minors and given by (36) and (37).
By the variable change as previously presented in (53), one needs to check that the following polynomials are positive: This is easily checked using for instance the software package [16] .
Example 3: Consider the polynomial and his slice
The stability of is equivalent with the positivity on the unit circle of
Checking the positivity of via the change of variable (53) yields to check if is positive, which is not true, therefore, is unstable. Example 4: This is an example of a stable polynomial The polynomials to be tested for the positivity are and VI. CONCLUSION
In the paper, we have proposed a new multidimensional necessary and sufficient BIBO stability condition based on slicetype extensions of the Schur coefficients. This leads to a new Schur-Cohn type extension, which only needs a unique condition to be checked, as an alternative to the set of conditions of the known algorithms. In the bidimensional case, we have also presented a method to reduce this algorithm to the Sturm algorithm, for polynomials with complex coefficients. Numerical 2-D and 3-D examples where given to illustrate these developments. 
which shows (59).
