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Histogram of oriented phase (HOP): A new descriptor based on  
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Hussin K. Ragb*a, Vijayan K. Asaria 
aVision Lab., 300 College Park, Dayton, OH, USA 45469-0232  
ABSTRACT   
In this paper we present a low level image descriptor called Histogram of Oriented Phase based on phase congruency 
concept and the Principal Component Analysis (PCA). Since the phase of the signal conveys more information regarding 
signal structure than the magnitude, the proposed descriptor can precisely identify and localize image features over the 
gradient based techniques, especially in the regions affected by illumination changes. The proposed features can be 
formed by extracting the phase congruency information for each pixel in the image with respect to its neighborhood. 
Histograms of the phase congruency values of the local regions in the image are computed with respect to its orientation. 
These histograms are concatenated to construct the Histogram of Oriented Phase (HOP) features.  The dimensionality of 
HOP features is reduced using PCA algorithm to form HOP-PCA descriptor. The dimensionless quantity of the phase 
congruency leads the HOP-PCA descriptor to be more robust to the image scale variations as well as contrast and 
illumination changes. Several experiments were performed using INRIA and DaimlerChrysler datasets to evaluate the 
performance of the HOP-PCA descriptor. The experimental results show that the proposed descriptor has better detection 
performance and less error rates than a set of the state of the art feature extraction methodologies. 
Keywords: Phase congruency, HOP, HOG, INRIA dataset, SVM classifier  
 
1. INTRODUCTION  
Human detection is considered one of the significant tasks in pattern recognition and computer vision due to its extended 
applications that include human computer interaction, autonomous navigation, visual surveillance, person identification, 
event detection, robotics, automotive safety systems, etc. The fluctuating appearance of the human body such as the 
pose, clothes and scale variations in addition to the occlusion, cluttered scenes, and illumination changes, make the 
human detection one of the challenging tasks in object detection. This task is tackled with different and diverse 
techniques.  One of these techniques is the Holistic approach which is a training method proposed to classify and identify 
the full-human body as a single detection region.  Part-based method is another approach proposed to identify each part 
of the body separately, and the human can be detected if some or all these parts are presented in a reasonable spatial 
configuration [1].  Various types of features are used to depict the human body, ranging from the low level features to 
complex visual descriptors. These features are used in combination with different types of classifiers [1], [2], [3].  One of 
the earliest algorithms used for the pedestrian detection system is proposed by Papageorgiou et al. [4]. This technique 
used sliding window detector and applied the Support Vector Machine (SVM) with the multi-scale Haar wavelet.  Viola 
and Jones [VJ] [5] has up-graded this idea and introduced the integral images for fast features computations and a 
cascade structure for efficient detection. In addition they developed a detector that integrates Haar-like features with 
Adaboost classifier. These contributions continue today to serve as a foundation of the modern detection techniques.  An 
important gain in the detection performance came with the adoption of the gradient based features. Inspired by Scale 
Invariant Features Transform (SIFT), Dalal and Triggs [6] introduced the Histogram of Oriented Gradient (HOG) 
algorithm. This algorithm is the most popular gradient based technique.  It provides a high efficient and robustness 
features and showing substantial gains over the intensity based features [2].  HOG features is used as a base of the most 
modern complex descriptors of the human detection system. Wu and Nevatia [7] combined HOG, covariance and 
edgelets features into one descriptor to improve the detection perormance.  Wang et al [8] combined HOG features with 
texture features. Wojek and Schiele [9] combined Haar-like features, shapelets, shape context and HOG features.  Zhang 
and Ram [10] have combined the Edgelets with the HOG features and they improved the detection performance of IR 
images. Dollar [11] developed the integral channel features (ICF) that combined HOG, gradient magnitude and LUV 
color. Although HOG features played a vital role in human detection systems, it was lacking to deal effectively with 
images impacted by noise, contrast, and illumination variations [12], [13].  In this paper we present a descriptor based on 
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the phase congruency concept, called Histogram of Oriented Phase (HOP). This descriptor can be used to depict and 
represent the human objects more efficiently than the gradient based approach especially those images exposed to the 
illumination and contrast variations. The significance of the phase information proved by the experiment of Oppenheim 
and Lim [12] played an important motivation factor for using the phase congruency as a base of the HOP descriptor. This 
experiment showed that a phase of the image can carry more structural information than the amplitude does. Hence, the 
phase congruency approach can be used to detect and localize the significant point features of the image better than the 
traditional gradient operators such as Prewitt, Laplace, Sobel, and Canny edge detector especially in the regions affected 
by illuminations.  Furthermore, phase congruency is a dimension-less quantity that makes it more robust to image scale 
changes as well as illumination and image contrast variations [14],[15]. This property gives an advantage for phase 
congruency to detect and measure the significant features of the image over a constant threshold value that can be 
applied across a wide range of image classes. However the gradient based operators, which are sensitive to illumination 
and contrast variation, cannot localize the features accurately or consistently under a fixed threshold [14], [15]. The 
framework that illustrates the HOP descriptor is shown in Figure 1. The input image is divided into local regions.  The 
phase congruency magnitude and orientation are computed for each pixel in the input image. The histogram of oriented 
phase are computed and normalized for each local region. These histograms are concatenated to construct the HOP 
descriptor. The dimensionality of HOP feature vector is reduced using the principal component analyses technique to 
form HOP-PCA descriptor.   
 
 
   
 
  
 
 
 
 
  
 
       HOP-PCA 
        descriptor 
 
                                                         Figure 1. Framework of the construction of HOP-PCA descriptor.  
 
The remaining sections of this paper are organized as following: In section 2, we discuss the concept and theoretical 
derivation of the phase congruency. In Section 3, we describe how to construct the HOP features. In section 4, the 
principal component analysis technique is discussed. Then, in Section 5, the experimental results are explained. Finally, 
the conclusion is presented in Section 6. 
 
2. PHASE CONGRUENCY CONCEPT AND COMPUTATION   
Phase congruency (ܲܥ) is an algorithm developed by Kovesi [16] to detect and localize edges and corners of digital 
images. This algorithm was based on a local energy model [17] and postulates that the features are perceived at the 
points of the strong phase congruency [16], [14], [25], [26]. 
Assume that an input periodic signal ܫ(ݔ) is a one dimensional signal defined in the range [−π, π]. The Fourier 
components of the input signal meet in the edges where the phase congruency is maximum. Since the Fourier 
components meet at the edges, the local energy ܧ(ݔ) would be also maximum at these points. The phase congruency 
becomes a dimensionless quantity by the normalization with the sum of all Fourier components amplitudes	ܣ௡ [18], 
[19], [25], [26]. Hence, the phase congruency		ܲܥ is given by:   
             
																																						ܲܥ(ݔ) = ܧ(ݔ)ߝ + ∑ ܣ௡௡ 																																																																																		(1)	 
where ߝ is a small number to avoid division by zero. 
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Equation 1 shows that the peaks in the local energy correspond to the peaks in phase congruency [14], [16]. It shows also 
that the phase congruency does not depend on the signal overall magnitude, making the features invariant to scale, 
illumination and contrast variations [14], [25], [26]. 
Assume ܨ(ݔ) is the same as the input signal ܫ(ݔ) filtered from a ܦܥ component and ܨு(ݔ) is 90˚ phase shift of ܨ(ݔ) 
(Hilbert Transform). Using ܨ(ݔ)	and Hilbert Transform	ܨு(ݔ), The local energy function ܧ(ݔ) can be defined as given 
in Eq. 2 [19], [25], [26]. 
ܧ(ݔ) = ඥܨ(ݔ)ଶ + ܨு(ݔ)ଶ                                                                      (2) 
Phase congruency can be computed by convolving the two dimensional signal with a pair of quadrature filters to 
extract the local frequencies and phase information. Log-Gabor filter is an efficient band pass filter used in this paper to 
extract the local phase information spread over a wide spectrum. The transfer function of the log-Gabor filter is given by 
[20], [25], [26]: 
														ܩ(߱) 		= ݁ݔ ݌ ൭−൫݈݋݃(߱ ߱௢⁄ )൯
ଶ
2൫݈݋݃(݇ ߱௢⁄ )൯ଶ
൱																																																																														(3) 
where ߱௢ is the center frequency of the filter. ݇ ߱௢⁄ 	 is kept constant for various	߱௢ [21], [22]. 	The transfer function of    
2-D log-Gabor filter constructed by using Gaussian function in the angular direction is given by: 
																	ܩ(ߠ) = ݁ݔ݌ ቆ−(ߠ − ߠ௢)
ଶ
2ߪఏଶ
ቇ																																																																																		(4) 
where ߠ௢ is the center orientation of the filter, and ߪఏ	is the standard deviation of the Gaussian function in angular 
direction [19], [21], [25], [26].  
Consider ܯ௡௢௢  and ܯ௡௘௘  are the odd symmetric and even symmetric components of the Log- Gabor filter at scale ݊	 and 
orientation ݋ so that they form a quadrature pair. The response vector at scale ݊ and orientation o is obtained by the 
convolution of each quadrature pair with the input signal ܫ(ݔ, ݕ) and is given by [25], [26]:   
       [݁௡௢(ݔ, ݕ)	, ݋௡௢(ݔ, ݕ)] = [ܫ(ݔ, ݕ) ∗ ܯ௡௢௘  , ܫ(ݔ, ݕ) ∗ ܯ௡௢௢ ]                                              (5) 
The amplitude of the response 	ܣ௡௢	and the phase angle ߰௡௢	at scale ݊	and orientation ݋ are given by:  
 
	࡭࢔࢕ = 	ඥ(ࢋ࢔࢕૛ 	(࢞, ࢟) + ࢕࢔࢕૛ 	(࢞, ࢟))                                                                (6) 
                      
																												߰௡௢(ݔ, ݕ) = ݐܽ݊ିଵ ൬
݋௡(ݔ, ݕ)
݁௡(ݔ, ݕ)൰																																																																										(7) 
Referring to equation (2), ܨ(ݔ, ݕ) and ܨு(ݔ, ݕ) for a 2D signal are given by: 
                        
																											ܨ(ݔ, ݕ) = 	෍෍݁௡௢(ݔ, ݕ)	
௡௢
																																																																												(8)	
               
																																	ܨு(ݔ, ݕ) = 	෍෍݋௡௢(ݔ, ݕ)
௡௢
																																																																											(9) 
Hence, phase congruency ܲ(ݔ, ݕ) of the 2D signal can be computed over various scales and orientation as [25], [26]: 
			ܲܥ(ݔ, ݕ) = 	∑ ඥ(∑ ݁௡௢(ݔ, ݕ)௡ )
ଶ + (∑ ݋௡௢(ݔ, ݕ)௡ )ଶ௢
ߝ + ∑ ∑ ܣ௡௢(ݔ, ݕ)௡଴ 																																																					(10) 
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The orientation angle ߮(ݔ, ݕ) is given by [25], [26]:   
																				߮(ݔ, ݕ) = ݐܽ݊ିଵ ቆܨு(ݔ, ݕ)ܨ(ݔ, ݕ) ቇ																																																																													(11) 
The level of phase congruency lies between the values 0 and 1. Figure 2 illustrates an example of phase congruency for 
an image at various illumination and contrast levels. We can note that the phase congruency is the same and invariant 
with illumination changes [25], [26]. 
                                                                                                          
                                                                   
            Figure 2. Phase congruency of the image at various illumination levels 
 
3. EXTRACTION OF HOP FEATURES 
After computing the phase congruency and its corresponding orientation angle for the input image	ܫ(ݔ, ݕ), the Histogram 
of Oriented Phase (HOP) features can be constructed as described below.  
Suppose (W) is a cell centred at (ܽ, ܾ) with a window size	(2݀ + 1) 	× (2݀ + 1). ܰ-bin histogram of oriented phase 
ܤ(ܽ, ܾ, ݖ) within the cell window can be formed by accumulating the votes ܶ(ܽ, ܾ, ݖ) of each pixel as in Eq. 12.  
ܤ(ܽ, ܾ, ݖ) = 	 ෍ ෍ 		ܶ(ܽ + ݅	, ܾ + ݆, ݖ)	,																0 ≤ ݖ ≤ ܰ − 1																																											(12)
ௗ	
௝ୀିௗ
ௗ
௜ୀିௗ
 
where ܰ is the bin size of the histogram. 
Since the bins of the orientation angle are in discrete values, a bilinear interpolation is used to vote into two neighbouring 
bins for the values that does not locate at the centre of the bin within the cell window [23].  Assume, ߮ଵ(ܽ, ܾ) and ߮ଶ(ܽ, ܾ) are the nearest bin centres to the orientation angle	߮(ܽ, ܾ). Suppose ݖଵ(ܽ, ܾ)  and ݖଶ(ܽ, ܾ) are the indexes in the 
histogram of the oriented phase ܤ(ܽ, ܾ, ݖ)	 corresponding to the bin centres ߮ଵ(ܽ, ܾ) and ߮ଶ(ܽ, ܾ) respectively. 
Therefore the vote ܶ(ܽ	, ܾ, ݖ) at the location (ܽ, ܾ) is consisting from the contribution of the bins ݖଵ(ܽ, ܾ)  and ݖଶ(ܽ, ܾ) 
as given in Eq. 13.  
			ܶ(ܽ, ܾ, ݖ) = ܶ൫ܽ, ܾ, ݖଵ(ܽ, ܾ)൯ߜ൫ݖ − ݖଵ(ܽ, ܾ)൯ + ܶ൫ܽ, ܾ, ݖଶ(ܽ, ܾ)൯ߜ൫ݖ − ݖଶ(ܽ, ܾ)൯                          (13) 
where	ߜ is the discrete time impulse function.   
  
ܶ൫ܽ, ܾ, ݖଵ(ܽ, ܾ)൯ = ቆ1 −
߮(ܽ, ܾ) − ߮ଵ(ܽ, ܾ)
ܦ ቇܲܥ(ܽ, ܾ)																																																													(14) 
where D is the bandwidth of the histogram such that ܦ = ߨ ܰ.⁄  
ܶ൫ܽ, ܾ, ݖଶ(ܽ, ܾ)൯ = ቆ
߮(ܽ, ܾ) − ߮ଶ(ܽ, ܾ)
ܦ ቇܲܥ(ܽ, ܾ)																																																													(15) 
Proc. of SPIE Vol. 9869  98690V-4
Downloaded From: http://proceedings.spiedigitallibrary.org/ on 10/12/2016 Terms of Use: http://spiedigitallibrary.org/ss/termsofuse.aspx
  
	ݖଵ(ܽ, ܾ) = ቞
߮(ܽ, ܾ) − ܦ 2⁄
ܦ ቟ + 1																																																																														(16) 
ݖଶ(ܽ, ܾ) = 	 ൜		0																																	ݖଵ(ܽ, ܾ) = ܰ − 1		ݖଵ(ܽ, ܾ) + 1																					݋ݐℎ݁ݎݓ݅ݏ݁				 																																																											(17) 
߮(ܽ, ܾ) = (ݖଵ(ܽ, ܾ) − 1 2⁄ )ܦ																																																																																		(18)  
The operator ہ	. ۂ denotes that the enclosed quantity is rounded towards minus infinity.  
Now, the image ܫ(ݔ, ݕ) is divided into a local regions called blocks in the size 16×16 pixels. Each block consists of              
2×2 cells with a cell size of 8×8 pixels. These blocks are 50% overlapped. The histogram of the oriented phase of cell in 
block region is computed. Finally, the overall Histogram of Oriented Phase for the entire image is constructed by 
concatenating the whole histograms extracted from each block in one feature vector representing the HOP features. 
   
4. PRINCIPAL COMPONENT ANALYSIS (PCA) 
Principal Component Analysis is one of the well-known techniques used for dimensionality reduction to make the 
characteristic expression more compact. Assume there is a training sample set		ܷ = ሼݑଵ, ݑଶ, … , ݑோሽ, where ܴ is the size 
of these training samples. The mean of the training sample can be computed as: 
                                                              
ݑത = 1ܴ ෍ ݑ௠
ோ
௠ୀ଴
																																																																																										(19) 
The covariance matrix S of the training samples is defined as: 
ܵ = 1ܴ ෍(ݑ௠ − ݑത)
ோ
௠ୀଵ
(ݑ௠ − ݑത)்																																																																								(20) 
 
We can note that the covariance matrix ܵ is a real symmetric matrix. Therefore, its eigenvectors are also real values [27].  
These eigenvectors are sorted in the descending order as ߣଵ ≥ 	ߣଶ ≥ ⋯	ߣ௣ where ݌ is the number of eigenvectors. So the 
ݍ number of the selected feature vectors are corresponding to the ݍ number of the largest eigenvectors. 
  
5. THE EXPERIMENTAL RESULTS 
In this section, the feature extraction algorithm HOP-PCA is applied for human detection system. The framework of this 
system is illustrated in Figure 3. The linear Support Vector Machine (SVM) from the VLfeat toolbox is used as classifier 
of this system.     
 
 
 
 
 
                                                   Figure 3. Framework of the human detection of HOP-PCA descriptor. 
The detection system based on HOP-PCA descriptor is evaluated in comparison with the detection systems based on the 
feature algorithms: Histogram of Oriented Phase (HOP), Histogram of Oriented Gradient (HOG), Pyramid HOG 
(PHOG), Uniform Local Binary Pattern (uLBP), and Central symmetric Local Binary Pattern (CSLBP). 
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The performance of the detection system is analyzed and tested with various experiments using INRIA and 
DaimlerChrysler dataset. In INRIA dataset [6], 2416 positive training samples and 1126 positive testing samples of the 
size 128×64 pixels are used for training and testing the system respectively. On the other hand, 9000 negative training 
samples and 3750 negative testing samples of size 128×64 pixels are cropped from the negative images to train and test 
the system with the non-pedestrian samples. To evaluate the detector performance, we plot the curve of the miss rate 
(݉݅ݏݏ	ݎܽݐ݁	 = ி௔௟௦௘	ே௘௚௔௧௜௩௘்௥௨௘	௉௢௦௜௧௜௩௘ାி௔௟௦௘	ே௘௚௔௧௜௩௘) versus the false positive rate per window (FPPW) in the semi-log scale.  
In the first experiment, the effect of the histogram binning size (6-bins, 9-bins, 18-bins) on the detection performance is 
analyzed. Figure 4 shows that the least miss rate of the detection system can be achieved at 9-bins orientation binning 
size.  
 
Figure 4. The detection performance at a different orientation binning size 
Figure 5 illustrates the detection performance of the system at different forms of HOP descriptors. The first one uses a 
histogram with non-overlapped blocks {block size=2×2 cells, cell size= 8×8 pixels}; the second one uses                      
50% block-overlap {block size=2×2 cells, cell size= 8×8 pixels}; the third one uses histogram of 50% block-overlap 
{block size=4×4 cells, cell size= 4×4 pixels}. Based on these results, the optimal parameters that we selected to 
construct the HOP descriptor and used in the next analysis is 9-bin of orientation binning size; 50% block-overlap;                     
block size=2×2 cells; and cell size= 8×8 pixels. 
 
                                  Figure 5. The detection performance at a different forms of the HOP descriptor histogram  
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In the next experiment, the principal component analysis PCA algorithm is applied to reduce the vector dimensionality of 
the HOP descriptor and to select just the strongest features. Figure 6a shows the miss rates of the detection system at 
various lengths of the HOP-PCA feature vector. Figure 6b illustrates the improvement in the system detection 
performance by applying the feature selection algorithm PCA and reducing the dimensionality of the HOP descriptor 
from 3780 to only 50 elements.   
 
(a) 
Figure 6.  (a) The miss rates of the detection system at various dimensions of HOP feature vector. 
 
                                                                                               (b) 
                            Figure 6.  (b) The improvement in the system detection performance by applying PCA algorithm 
                                            
In the second experiment, the INRIA dataset used to evaluate the human detection system based on HOP-PCA descriptor 
in comparison with various detection systems based on low level feature algorithms as shown in Figure 7.  At 
FPPW=10ିସ, the miss rates of the detectors based on HOP, HOG, CSLBP, PHOG, and uLBP feature extraction 
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algorithms are (26.87%), (33.48%),  (37.02%),(66.16%), and (98.75%) respectively. The miss rate of HOP-PCA based 
detector is (20.8%).  
 
Figure 7. Detection performance of HOP_PCA based detector and its comparison with HOP, HOG, PHOG, uLBP, and  
CSLBP based detectors 
 
In the third experiment, DaimlerChrysler dataset is used to evaluate the human detection system based on the proposed 
descriptor. DaimlerChrysler dataset contains a collection of low resolution grayscale pedestrian and non-pedestrian 
images in the size of 18×36 pixels [24]. It is composed of five disconnected sets, three of them ("1", "2", and "3") are 
assigned for training phase and two ("T1", "T2") are used for testing. Each of these sets consists of (4800 pedestrian, 
5000 non-pedestrian). In this experiment the sets ''1'' & ''T1'' are used for training and testing the detection system 
respectively. At FPPW=10ିଷ, the miss rate of HOP-PCA based detector is (70.83%). However, the miss rates of the 
detectors based on HOP, HOG, PHOG, uLBP, and CSLBP feature extraction algorithms are (73.88%), (77.83%), 
(88.84%), (85.42%), and (93.85%) respectively as shown in Figure 8.  
 
Figure 8. Detection performance of HOP_PCA based detector and its comparison with HOP, HOG, PHOG, uLBP, and  
CSLBP based detectors 
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6. CONCLUSION 
Histogram of Oriented Phase (HOP) based on phase congruency is a feature extraction algorithm that has been presented 
for human detection. This descriptor can localize image details better than the gradient based approaches especially in 
the regions impacted by illumination and contrast changes. The principal component analysis PCA is applied to reduce 
the dimensionality of this descriptor and then improve the detection performance. The human detection performance 
based on HOP and HOP-PCA descriptors has been evaluated using the pedestrian datasets INRIA. The results of the 
experiments show better detection performance for the descriptor HOP-PCA over the HOP, HOG, PHOG, uLBP, and 
CSLBP feature extraction algorithms. 
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