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Abstract
In this paperwe discuss the total domination numberwith respect to the conjunction of two graphs.We estimate the total domination
number of the conjunction G ∧ H , showing that t (G ∧ H)t (G)t (H), for graphs having no isolated vertices. Additionally, we
show that for GPn or for G and H having the domination number equal to half their orders, the equality is attained.
© 2006 Published by Elsevier B.V.
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1. Preliminaries and basic concepts
In this paper we consider ﬁnite, undirected graphs without loops and multiple edges. By V (G) and E(G), we mean
the vertex set and the edge set of a graph G, respectively.We write 〈S〉G, for a subgraph of G induced by S ⊆ V (G). A
path Pn is a graph on n1 distinct vertices x1, x2, . . . , xn and the n− 1 edges xixi+1, for i = 1, 2, . . . , n− 1. A cycle
Cn is a graph on n3 distinct vertices x1, x2, . . . , xn with the edges xixi+1, for 1 in − 1 and xnx1. By NG(x),
where x ∈ V (G) we mean the (open) neighbourhood of x in G deﬁned as NG(x) := {u ∈ V (G) : xu ∈ E(G)},
whereas NG[x] := NG(x) ∪ {x} is the closed neighbourhood of x in G. The union⋃x∈XNG(x) we denote as NG(X).
By degG(x) we denote the degree of a vertex x as the cardinality of NG(x). A vertex x ∈ V (G) is called an isolated
vertex [a hanging vertex] of G, if degG(x) = 0 [degG(x) = 1]. If any vertex of G has the same degree, say k, then G is
called a k-regular graph. By G we mean the complement of a graph G.
The conjunction of two graphs G and H is a graph G ∧ H with the vertex set V (G ∧ H) = V (G) × V (H) and two
vertices (g1, h1), (g2, h2) are adjacent in G ∧ H when g1g2 ∈ E(G) and h1h2 ∈ E(H).
A subset D ⊆ V (G) is a dominating set of G if for any x ∈ V (G) − D, there exists a vertex y ∈ D such that
xy ∈ E(G). (In particular, V (G) is such a set.) We also say that x is dominated by D or by y in G. By the domination
number (G) we mean the cardinality of a smallest dominating set of G. A dominating set of G with the cardinality
(G) is called (G)-set. Additionally, observe that for every graph G a (G)-set exists.
A subset D ⊆ V (G) is a total dominating set of G if for any x ∈ V (G), there exists a vertex y ∈ D such that
xy ∈ E(G). By t (G) we mean the cardinality of a smallest total dominating set of G. Obviously, any total dominating
set of G also is a dominating set of G. From the above deﬁnition it follows immediately that t (G)(G). Similarly,
as (G)-set, we deﬁne t (G)-set. For a connected graph G with at least two vertices, in particular the vertex set V (G)
is a total dominating set and therefore, a set a t (G)-set exists. Obviously, t (K1)-set does not exists. The concept of
E-mail address: mzwierz@ps.pl.
0012-365X/$ - see front matter © 2006 Published by Elsevier B.V.
doi:10.1016/j.disc.2005.11.047
M. Zwierzchowski / Discrete Mathematics 307 (2007) 1016–1020 1017
the total domination comes from [1]. From the above it follows the result which gives the necessary and sufﬁcient
condition for the existence of a total dominating set of a graph.
Proposition 1. A graph G possesses a total dominating set if and only if any connected component of G is different
from K1.
Additionally, note that 2t (G) |V (G)|.
In this sectionwe study the total domination number with respect to the conjunction of two graphs. Before proceeding
we state the following proposition, which will be left to the reader as an exercise.
Proposition 2. Let n2 and n3 for Pn and Cn, respectively. Then
t (Pn) = t (Cn) =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
n
2
for n ≡ 0 (mod 4),
n + 1
2
for n ≡ 1 (mod 4),
n + 2
2
for n ≡ 2 (mod 4),
n + 1
2
for n ≡ 3 (mod 4).
Now we estimate the total domination number of the conjunction G ∧ H . The following theorem is the solution
of the Nordhaus–Gaddum problem, consisting in the estimation of some parameter of the product with respect to the
parameters of the components of this product.
Theorem 3. For any G and H without isolated vertices holds
t (G ∧ H)t (G)t (H).
Proof. Let D1 and D2 be a t (G)-set and a t (H)-set, respectively. Such subsets exist by Proposition 1. We show that
D1 × D2 is a total dominating set of G ∧ H . For any vertex (x, y) ∈ V (G ∧ H), there exist vertices v ∈ D1 and
w ∈ D2 such that vx ∈ E(G) and wy ∈ E(H). Thus, according to the deﬁnition of the conjunction, the vertex (x, y)
is adjacent to (v,w) ∈ D1 × D2 in G ∧ H . Hence D1 × D2 is a total dominating set of G ∧ H and consequently,
t (G ∧ H) |D1 × D2| = t (G)t (H). 
In the next sections we show that the equal sign of the above inequality is valid in two special cases, namely: if G
(or H) is a nontrivial path and if G as well as H has the domination number equal to half its respective order.
2. Total domination number of Pn ∧H
First we determine the total domination number ofPn∧H . To do it we give some notations as also some useful results.
Let n2 and V (Pn) = {x1, x2, . . . , xn}, E(Pn) = {x1x2, x2x3, . . . , xn−1xn}. By V (Hi) we mean the set {(xi, y) ∈
V (Pn ∧ H) : y ∈ V (H)}, for i = 1, 2, . . . , n. By the deﬁnition of the conjunction, it follows that the subgraph
〈V (Hi)〉Pn∧H has no edge and for i = 0, 1, . . . , n − 1, NPn∧H (V (Hi+1)) ⊆ V (Hi) ∪ V (Hi+2), where V (H0) :=
V (Hn+1) := ∅.
The duplication of a set A ⊆ V (H) into V (Hi) is deﬁned to be the set Ai := {(xi, y) : y ∈ A}. Conversely, A is
called the duplication of Ai ⊆ V (Hi) into V (H), too.
Proposition 4. Let n2 and i ∈ {0, 1, . . . , n − 1}. Deﬁne A0 := An+1 := ∅, and if i 
= 0, n − 1 let Ai and Ai+2 be
any subsets of V (Hi) and V (Hi+2), respectively. If V (Hi+1) ⊆ NPn∧H (Ai ∪ Ai+2), then |Ai ∪ Ai+2|t (H).
Proof. Let A∗i ⊆ V (H) be the duplication of Ai into V (H), similarly we deﬁne A∗i+2. Of course, it can be that
Ai = A∗i = ∅ or Ai+2 = A∗i+2 = ∅. We show that A∗i ∪ A∗i+2 is a total dominating set of H .
Let y ∈ V (H). Consider the corresponding vertex (xi+1, y) ∈ V (Hi+1). Since V (Hi+1) ⊆ NPn∧H (Ai ∪ Ai+2),
thus there exists a vertex of Ai ∪ Ai+2 adjacent to (xi+1, y) in Pn ∧ H . Without loss of generality, assume that
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(xi, z)(xi+1, y) ∈ E(Pn ∧H). Then z 
= y, yz ∈ E(H) and z ∈ A∗i ∪A∗i+2. Therefore, A∗i ∪A∗i+2 is a total dominating
set of H and consequently |A∗i ∪ A∗i+2| = |Ai ∪ Ai+2|t (H). 
Proposition 5. Letn2 and letDbe a t (Pn∧H)-set.DeﬁneAi := V (Hi)∩D for i=1, . . . , n,andA0 := An+1 := .
Then for i = 0, 1, . . . , n − 1, V (Hi+1) ⊆ NPn∧H (Ai ∪ Ai+2) and |Ai ∪ Ai+2|t (H).
Moreover, |A2|= |A1 ∪A3|= t (H), and (D− (A1 ∪A2 ∪A3))∪ (S2 ∪S3) is a t (Pn ∧H)-set, where for j = 2, 3,
Sj denotes the duplication of a t (H)-set S ⊆ V (H) into V (Hj ).
Proof. Let i ∈ {0, 1, . . . , n − 1}. Since D is a total dominating set of Pn ∧ H every vertex of V (Hi+1) is adjacent to
at least one vertex of Ai ∪ Ai+2 ⊆ V (Hi) ∪ V (Hi+2) in Pn ∧ H . It means that V (Hi+1) ⊆ NPn∧H (Ai ∪ Ai+2) and
by Proposition 4 we obtain that |Ai ∪ Ai+2|t (H).
Consider the set D′ = (D − (A1 ∪ A2 ∪ A3)) ∪ (S2 ∪ S3). It is easy to verify that D′ is a total dominating set of
Pn ∧ H . Thus, |D′| |D| or equivalently |A1 ∪ A2 ∪ A3| |S2 ∪ S3| = 2t (H). Further, according to Proposition 4
with i = 0, 1, we have that |A2|t (H) and |A1 ∪ A3|t (H), respectively. Therefore, |A2| = |A1 ∪ A3| = t (H).
Finally, since (D − (A1 ∪A2 ∪A3))∪ (S2 ∪ S3) is a total dominating set with the cardinality |D| = t (Pn ∧H), so
it is a t (Pn ∧ H)-set. 
Proposition 6. Let n2 and let D be a t (Pn ∧H)-set. Deﬁne Ai := V (Hi)∩D for i = 1, . . . , n, and An+1 := . If
3 in−2 and both V (Hi−1) ⊆ NPn∧H (Ai−2) and V (Hi) ⊆ NPn∧H (Ai−1) are fulﬁlled, then |Ai ∪Ai+2|= |Ai+1 ∪
Ai+3| = t (H). Moreover, (D −
⋃i+3
j=iAj ) ∪ (Si+2 ∪Si+3) is a t (Pn ∧ H)-set, where Sj denotes the duplication of a
t (H)-set S ⊆ V (H) into V (Hj ), j = 1, . . . , n, and Sn+1 := ∅.
Proof. For 3 in−2, considerD′ =(D−⋃i+3j=iAj )∪(Si+2∪Si+3). Since V (Hi−1) ⊆ NPn∧H (Ai−2) and V (Hi) ⊆
NPn∧H (Ai−1), thus V (Hi−1) ∪ V (Hi) ⊆ NPn∧H (Ai−2 ∪ Ai−1). Moreover,
⋃i+3
j=i+1V (Hj ) ⊆ NPn∧H (Si+2 ∪ Si+3).
Additionally, if in− 4 then every vertex of V (Hi+4) is dominated by at least one vertex of Si+3. Therefore, V (Pn ∧
H) = NPn∧H (D′). It means that D′ is a total dominating set of Pn ∧ H and |D′| |D|. Thus |
⋃i+3
j=iAj | = |Ai ∪
Ai+2|+ |Ai+1 ∪Ai+3|2t (H). Since |Ai ∪Ai+2|t (H) and |Ai+1 ∪Ai+3|t (H), by Proposition 5, so we obtain
that |Ai ∪ Ai+2| = |Ai+1 ∪ Ai+3| = t (H), as desired. Further, observe that |D′| = |D| = t (Pn ∧ H) and D′ is a
t (Pn ∧ H)-set. 
Theorem 7. Let H be a graph without isolated vertices and n2, then
t (Pn ∧ H) = t (Pn)t (H).
Proof. Let n2, n = 4p + q with q ∈ {0, 1, 2, 3}. (If n 
= 2, 3 then p1.) Let D be any t (Pn ∧ H)-set and S
any t (H)-set. Let Sj denotes the duplication of S into V (Hj ) and Aj the set V (Hj ) ∩ D, j = 1, . . . , n, and deﬁne
A0 := An+1 := ∅. Now we consider the following sets:
For k = 0, 1, . . . , p and j = 0, . . . , n + 1, deﬁne Akj := ∅ if 0j < 4k and j ≡ 0, 1 (mod 4); Akj := Sj if
0j < 4k and j ≡ 2, 3 (mod 4); Akj := Aj if 4kjn + 1. Further put Dk :=
⋃n
j=1Akj , k = 0, 1, . . . , p, and
Dr := ⋃nj=rAj , r = 0, 1, . . . , n. Obviously, for every k = 0, 1, . . . , p, we get Akj = V (Hj ) ∩ Dk , j = 1, . . . , n, and
Dk =⋃kl=1(S4l−2∪S4l−1)∪D4k . Now, using Propositions 5 and 6 it can be shown by induction thatDk is a t (Pn∧H)-
set for k = 0, 1, . . . , p. Finally, consider the subset D4p =⋃nj=4pAj (for n= 4p+ q) in the cases q = 0, 1, 2, 3.Again
using Propositions 5 and 6 it can be shown that if D4p in the set Dp is replaced by the empty set if q = 0, by the set
S4p if q = 1, and by the set S4p+1 ∪ S4p+2 if q = 2, 3 then the set D′ arising from Dp is a t (Pn ∧ H)-set. Thus
t (Pn ∧ H) = |D′| =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
n
2
t (H) for n = 4p,
n + 1
2
t (H) for n = 4p + 1,
n + 2
2
t (H) for n = 4p + 2,
n + 1
2
t (H) for n = 4p + 3
= t (Pn)t (H),
by Proposition 2. 
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3. Total domination number of conjunction of the graphs having domination number equal to half their
orders
Now we consider the total domination number with respect to the conjunction of the graphs having the domination
number equal to half their orders. Such graphs play important role in the literature. In [2] it was proved that for the
graphs from this class (G×H)= (G)(H), where G×H is the Cartesian product of graphs. It is a partial solution
of the Vizing Conjecture, i.e. (G × H)(G)(H), for any graphs G and H .
First we introduce property (∗∗) deﬁned in [3].
Property (∗∗). The vertices of G can be partitioned into two subsets, V1 ={v1, v2, . . . , vn} and V2 ={u1, u2, . . . , un}
with only matching between V1 and V2 and satisfying 〈V1〉GKn and 〈V2〉G connected.
In [2] it was proved the following result.
Theorem 8. A connected graph G of order 2n has (G) = n if, and only if either GC4 or G satisﬁes property (∗∗).
Note that, for a connected graph G different from P2 and C4 with (G) = |V (G)|/2, it follows that V1 is the set of
all hanging vertices of G, no two adjacent and no two having a common neighbour in G and V2 is the set of interior
vertices of G.
Proposition 9. Let G be a connected graph of order 2n (n2) having (G) = n. Then t (G) = n.
Proof. IfGC4, then the subset D containing exactly two adjacent vertices ofC4 is a total dominating set ofC4. Thus
t (C4) = 2, as required. Now, assume that G satisﬁes property (∗∗). Then V (G) can be partitioned into two subsets,
V1 and V2 such that |V1| = |V2| = |V (G)|/2 with a matching between V1 and V2 and satisfying 〈V1〉GKn and 〈V2〉G
connected. Observe that V2 is a total dominating set of G. Since V2 also is a minimum dominating set of G, then V2 is
a t (G)-set with the required cardinality. 
Proposition 10. Let H be a connected graph of order 2n with (H) = n. Then
t (C4 ∧ H) = t (C4)t (H).
Proof. By Theorem 8 H satisﬁes (∗∗) or HC4.
First, suppose that HC4. Since C4 ∧C4 is 4-regular graph and |V (C4 ∧C4)|= 16, thus less than 4 vertices cannot
dominate the rest of vertices in C4 ∧ C4. As a consequence we have that t (C4 ∧ C4)4. Moreover, since t (C4) = 2
(see Proposition 2) and according to Theorem 3 we obtain that t (C4 ∧C4)t (C4)t (C4)=4. Thus the result follows.
Now, assume that H satisﬁes (∗∗). IfHP2, then byTheorem 7we obtain t (C4∧P2)=t (P2∧C4)=t (P2)t (C4),
as desired. Further, let H be as in the supposition of the proposition with 2n4 and let C4 = x1x2x3x4. Put V1 =
{v1, v2, . . . , vn} be the set of all hanging vertices of H and let ui be the vertex adjacent to vi in H , for i = 1, 2, . . . , n.
Note that V (H) − V1 = {u1, u2, . . . , un}. Additionally observe that in C4 ∧ H there are 4n vertices of order 2.
Moreover, from the deﬁnition of the conjunction it follows that NC4∧H (x1, vi) = {(x2, ui), (x4, ui)} = NC4∧H (x3, vi)
and NC4∧H (x2, vi)={(x1, ui), (x3, ui)}=NC4∧H (x4, vi), for i = 1, 2, . . . , n. Thus in C4 ∧H , there are 2n vertices of
order 2 no two adjacent and no two having a common neighbour. Therefore, any total dominating set of C4 ∧ H must
contain at least one (of the two) neighbours of each of these 2n vertices. Hence t (C4 ∧ H)2n = t (C4)t (H), and
using Theorem 3 we obtain t (C4 ∧ H) = t (C4)t (H) = 2t (H), as desired. 
Now we calculate the domination number of the conjunction of graphs having the domination number half their
order.
Theorem 11. Let G and H be connected graphs of order at least 4 satisfying (∗∗). Then
(G ∧ H) = (G)(H).
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Proof. Let G and H be as stated above of order 2n and 2m (n,m2), respectively. By Theorem 8 (G) = n and
(H)=m. We show that (G∧H)=nm. Let X andY be the sets of all hanging vertices of G and H , respectively. Then
|X| = n and |Y | = m (see the remark after Theorem 8). By the deﬁnition of the conjunction G ∧ H contains exactly
nm hanging vertices no two adjacent in G ∧ H and no two having a common neighbour in G ∧ H . Thus in G ∧ H
there is no vertex which dominates more than one of the hanging vertices of G ∧ H . Therefore, any dominating set of
G ∧ H must contain at least nm vertices (it must contain a hanging vertex of G ∧ H or the neighbour of a hanging
vertex). Consequently, (G ∧ H)nm. The inequality (G ∧ H)nm is a straightforward consequence of Theorem
3 and Proposition 9 which completes the proof. 
Additionally, observe that V (G) − X (deﬁned as in the proof of the above theorem) is a t (G)-set, since it is a
(G)-set and 〈V (G) − X〉G is connected of order at least 2. A similar argument shows that V (H) − Y is a t (H)-set.
Moreover, D = (V (G) − X) × (V (H) − Y ) is a total dominating set of G ∧ H . Indeed, as we noticed above D is a
dominating set ofG∧H . It remains to show that any vertex (u, v) ∈ D is adjacent to some vertex of D inG∧H . Since
V (G) − X [similarly V (H) − Y ] is a total dominating set of G [H ], then u [v] has a neighbour, say x ∈ V (G) − X
[y ∈ V (H)−Y ]. Then (x, y) ∈ D is a neighbour of (u, v). From the above and fromTheorem 11 immediately follows.
Corollary 12. Let G and H be connected graphs of order at least 4 satisfying (∗∗). Then
t (G ∧ H) = (G ∧ H) = (G)(H) = t (G)t (H).
Theorem 13. Let G and H be connected graphs having the domination number equal to half their orders. Then
t (G ∧ H) = t (G)t (H).
Proof. The result follows from Theorem 7, Proposition 10 and Corollary 12. 
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