In this paper we investigate admissibility of the control operator B in a Hilbert space state-delayed dynamical system setting of the formż(t) = Az(t − τ ) + Bu(t), where A generates a diagonal semigroup and u is a scalar input function. Our approach is based on the Laplace embedding between L 2 and the Hardy space. The sufficient conditions for infinite-time admissibility are stated in terms of eigenvalues of the generator and in terms of the control operator itself.
Introduction
In this article we analyse dynamical system with delay in the state variable from the perspective of admissibility of the control operator. Thus the object of our interest is an abstract dynamical system ż(t) = Az(t − τ ) + Bu(t) z(0) = z 0 ,
where, in general, A : D(A) ⊂ X → X is the infinitesimal generator of a C 0 -semigroup (T (t)) t≥0 on X. The Hilbert space X possesses a sequence of normalized eigenvectors (φ k ) k∈N forming a Riesz basis, with associated eigenvalues (λ k ) k∈N . The input function is u ∈ L 2 (0, ∞; C), B is the control operator and τ < ∞ is a delay.
Infinite-time admissibility of B in the undelayed case of (1) is well analysed and the necessary and sufficient conditions for it were given using e.g. Carleson measures. In particular, the link between Carleson measures and infinite-time admissibility was studied in [10, 11, 22] . Those results were extended to normal semigroups [23] , then generalized to the case when u ∈ L 2 (0, ∞; t α dt) for α ∈ (−1, 0) in [24] and further to the case u ∈ L 2 (0, ∞; w(t)dt) in [13, 14] . For a thorough presentation of admissibility results, not restricted to diagonal systems, for the undelayed case we refer the reader to [12] and a rich list of references therein.
The results in [9] and [5] form a basis for considerations in [2] in terms of developing a correct setting in which we conduct the admissibility analysis for state-delayed diagonal systems. The same setting is used by us for the admissibility analysis in a more general case when (1) takes a form of the socalled retarded equation, where we assume only a contraction property of the undelayed semigroup (T (t)) t≥0 (full details will be published elsewhere [25] ) Section 2 contains the necessary background results, leading to the main results in Section 3. An example is given in Section 4, and some conclusions are given in Section 5.
Preliminaries
Apart from definitions introduced in the previous section throughout this paper we use the following Sobolev spaces (see [16] for vector valued functions or [7, Chapter 5] for functionals): W 1,2 (J, X) := {f ∈ L 2 (J, X) : 0 (J, X) := {f ∈ W 1,2 (J, X) : f (∂J) = 0}, where J is an interval. For any α ∈ R we denote C α := {s ∈ C : Res > α} with an exception for two special cases, namely C + := {s ∈ C : Re s > 0} and C − := {s ∈ C : Res < 0}.
The Hardy space H 2 (C + ) consists of all analytic functions f : C + → C for which
If f ∈ H 2 (C + ) then for almost every ω ∈ R the limit
exists and defines a function f * ∈ L 2 (iR) called the boundary trace of f . Using boundary traces H 2 (C + ) is made into a Hilbert space with the inner product defined as
for every f, g ∈ H 2 (C + ). For more information about Hardy spaces see [17] , [8] or [15] . We also make use of the following Theorem 2.1 (Paley-Wiener). Let Y be a Hilbert space. Then the Laplace transform L :
For a detailed proof of Theorem 2.1 see [19, Chapter 19] for the scalar version or [1, Theorem 1.8.3] for the vector-valued one.
The delayed equation setting
For details of the setting in which we consider a state-delayed diagonal system see [6, Chapter VI.6] and [2, Chapter 3.1] . Consider a function z : [−τ, ∞) → X. For each t ≥ 0 we call the function z t : [−τ, 0] → X, z t (σ) := z(t + σ), a history segment with respect to t ≥ 0. With history segments we consider a function called the history function of z, that is 
Then X becomes a Hilbert space (X , · X ) with the norm
where Ψ ∈ L(W 1,2 (−τ, 0; X), X) is a delay operator, the pair x ∈ D(A) and f ∈ L 2 (−τ, 0; X) forms an initial condition. Due to Proposition 2.2 equation (6) may be written as an abstract Cauchy problem
where v : t → z(t) zt ∈ X and A is an operator on X defined as
with domain
The operator (A, D(A)) is closed and densely defined on X [2, Lemma 3.6]. Let A = A 0 + A Ψ , where
and
We will need the following for the Miyadera-Voigt Perturbation Theorem and a description of admissibility.
Similarly, we set x −1 := (βI − A) −1 x (x ∈ X). Then the space (X −1 , · −1 ) denotes the completion of X under the norm · −1 . For t ≥ 0 we define T −1 (t) as the continuous extension of T (t) to the space (X −1 , · −1 ).
In the sequel, much of our reasoning is justified by the following Proposition, to which we do not refer directly but include here for the reader's convenience. (ii) (T 1 (t)) t≥0 is a strongly continuous semigroup on the Banach space (X 1 , · 1 ) and we have T 1 (t) 1 = T (t) for all t ≥ 0.
(iii) (T −1 (t)) t≥0 is a strongly continuous semigroup on the Banach space (X −1 , · −1 ) and we have
See [6, Chapter II.5] or [20, Chapter 2.10] for more details on these elements. A sufficient condition for P ∈ L(X 1 , X) to be a perturbation of Miyadera-Voigt class, and hence implying that A + P is a generator on X, takes the form of [6, Corollary III.3.16] Proposition 2.5. Let (A, D(A)) be the generator of a strongly continuous semigroup T (t) t≥0 on a Banach space X and let P ∈ L(X 1 , X) be a perturbation which satisfies
for some 0 ≤ q < 1. Then the sum A + P with domain D(A + P ) := D(A) generates a strongly continuous semigroup (S(t)) t≥0 on X.
To describe the resolvent of (A, D(A)), let us introduce the notation
be the generator of the nilpotent left shift semigroup on Moreover, for s ∈ ρ(A) the resolvent operator R(s, A) is given by
The admissibility problem
The basic object in the formulation of admissibility problem is a linear system and its mild solution
where x : [0, ∞) → X, u ∈ V where V is a space of measurable functions from [0, ∞) to U and B is a control operator ; x 0 ∈ X is an initial state. In many practical examples the control operator B is unbounded, hence (14) is viewed on an extrapolation space X −1 ⊃ X where B ∈ L(U, X −1 ). To ensure that the state x(t) lies in X it is sufficient that t 0 T −1 (t − s)Bu(s) ds ∈ X for all inputs u ∈ V . Put differently, we have Definition 2.7. The control operator B ∈ L(U, X −1 ) is said to be finite-time admissible for a semigroup T (t) t≥0 on a Hilbert space X if for each τ > 0 there is a constant c(τ ) such that the condition
holds for all inputs u, and an infinite-time admissible if the condition (15) holds for all τ > 0 with c(τ ) uniformly bounded.
Diagonal non-autonomous delay systems
We begin with an analysis of (1) in a more concrete setting. Consider the system   ż
where the state space is X := l 2 (C), the control function u ∈ L 2 (0, ∞; C) and (λ k ) k∈N is a sequence in C such that
The semigroup generator (A, D(A)) is defined by
As the space X 1 we take (D(A, · gr ), where the graph norm is equivalent to z
The adjoint generator A * is represented in the same way, with the sequence
and the square root of the above series gives an equivalent norm on X −1 . The
can be identified with X −1 . The above is the standard setting for diagonal systems; we refer the reader to [20, Chapters 2.6 and 5.3] for more details.
Remark 3.1. Although we restrict ourselves to contraction semigroups, this does not lead to loss of generality due to the semigroup rescaling property. That is when A does not generate a contraction semigroup, we may replace it with a shifted version A − αI for a sufficiently large α > 0. This does not change the admissibility of control operator for the rescaled semigroup, but may change the infinite time admissibility.
Analysis of a single component
Let us now focus on the k-th component of (16), that is
. For the sake of clarity of notation, let us now until the end of this subsection drop the subscript k and rewrite (19) in the form
where the delay operator Ψ ∈ L(W 1,2 (−τ, 0; C), C) is defined as
Observe that, without the input function bu ∈ L 2 (0, ∞; C), system (20) is a simplified form of (6) . As for such, we can apply the procedure described in the Preliminaries secion and represent it as an abstract Cauchy problem of the form (7) . For that purpose note that
with an inner product
What follows is the non-autonomous Cauchy problem describing the dynamics of the k-th component
.To state explicitly how the X −1 space looks like we use again (25) and (26) as well as Proposition 3.1 from [25] . As a result,
where
0 (−τ, 0; C) with respect to the pivot space L 2 (−τ, 0; C). The generator A may again be represented as A = A 0 +A Ψ , where
We have the following Proposition 3.2. The abstract Cauchy problem (24) is well-posed.
Proof. The delay operator Ψ defined in (21) is an example of a much wider class of delay operators, with which condition (12) Due to Proposition 3.2 we can formally write the X −1 -valued k-th component mild solution of (24) 
where T (t) ∈ L(X −1 ) and the control operator is again B = b 0 ∈ L(C, X −1 ). The following Proposition gives information concerning spectral properties and the resolvent operator R(s, A). 
Moreover, for s ∈ ρ(A) the resolvent operator R(s, A) is given by
Proof.
1. Condition (31) and the form of R(s, A) in (32) follow directly from Proposition 2.6 and the form of A given in (25).
As is well known, for any Banach space X and operator
3. According to definitions given before Proposition 2.6 in this case there is Ψ s ∈ L(C), Ψ s x := λ e −sτ x and Ψ s = |λ| e − Re sτ . Point 2. now gives σ(Ψ s ) ⊂ {s ∈ C : |s| ≤ |λ| e − Re sτ } ⊂ {s ∈ C : Re s ≤ |λ|}.
In consequence we get C |λ| := {s ∈ C : Re s > |λ|} ⊂ ρ(Ψ s ). Chose any s ∈ C |λ| . As Ψ s generates a uniformly continuous semigroup (e tΨs ) t≥0 on C, the Laplace transform formula for the resolvent of Ψ s gives
with an initial condition imposed on f in the form f (0) = x. Solving firstly a homogeneous equation and then using the method of variation of constants one obtains
. This means that R s is in fact a resolvent operator and we may write
Proposition 3.3 gives the form of the resolvent R(s, Ψ s ) on a right half-plane C |λ| , which depends on λ. The operator R(s, Ψ s ) may, in general, have an analytic continuation beyond the C |λ| half-plane, and this continuation will be expressed by the same formula. Additionally, as the value of λ is valid for the given mode only and at this stage |λ| → ∞ is allowed, a different approach is needed. As we will later require analyticity of R(s, Ψ s ) in C + , we turn our attention to the complex coefficient exponential polynomial P : C → C,
where λ ∈ C − is a complex coefficient and τ > 0.
The polynomial (36) in a more general form A(s) + B(s) e −sτ is known and widely studied in the theory of stability of finite dimensional dynamical systems -see e.g. [3, Chapter 13] Remark 3.4. We take the principal argument of λ to be Arg(λ) ∈ (−π, π].
We shall require the following subset of the complex plane, depending on τ > 0:
Proposition 3.5. For a given τ > 0 and λ ∈ C − the condition λ ∈ Λ τ is sufficient for the polynomial P defined in (36) no to have right half-plane zeros (to be stable). In other words, all the solutions of the characteristic equation P (s) = 0 belong to C − .
Proof. 1. Consider initially the case when τ = 0. The polynomial P has one root s 0 = λ and s 0 ∈ C − .
2. Using Rouché's theorem (see e.g. [3, Theorem 12.2]) one can show that the zeros move continuously with τ . As they start in C − it remains to establish when they cross the imaginary axis.
3. At the crossing of the imaginary axis there is s = iω for some ω ∈ R and the characteristic equation takes the form 4. Taking the complex conugate of (38) we obtain −s −λ e sτ = 0.
Using both of the above equations to eliminate the exponential part we obtain s 2 = −|λ| 2 , hence s = ±i|λ|. As this is a symmetric solution about the real axis we may choose w.l.o.g to work further only with s = i|λ|. Substituting this into (38) we get
5. Let now λ = |λ| e i Arg λ where Arg(λ)
and from (39) we have
6. From (41) we can draw two conclusions:
(a) given a diagonal system, with fixed (λ k ) k∈N , the delay τ assuring that each mode is stable satisfies
(b) given a delay τ , the distribution of (λ k ) k∈N ⊂ C − for each mode to remain stable is
7. Performing the same analysis for the second root s = −i|λ| in point 4. yields a symmetric result. Taking the intersection of both cases we obtain the region Λ τ in (37).
In geometrical terms Proposition 3.5 states that the stability of P is preserved for given τ provided that we choose the λ coefficients from the interior of the set that resembles an ellipse with apsides in 0 and − π 2τ , and is elongated towards the latter one.
Referring now to Definition 2.7 and the mild solution of the k-th component (30) we introduce the forcing operator Φ ∞ ∈ L(L 2 (0, ∞; C), X −1 ),
Hence the forcing operator becomes
We can represent formally a similar product with the resolvent operator R(s, A) from (32), namely
where the correspondence of sub-indices with elements of (32) is obvious and will be used from now on to shorten the notation. The connection between the semigroup T (t) and the resolvent R(s, A) is given by the Laplace transform (see e.g. [20, Chapter 2.3]) whenever the integral converges and
We can now state the main theorem for the k-th component of the delay system (16), namely Theorem 3.6. Let for the given delay τ the eigenvalue λ satisfy λ ∈ Λ τ . Then the control operator B = b 0 for the system (24) is infinite-time admissible for every u ∈ L 2 (0, ∞; C) and
for some δ, m ∈ (0, 1), which can be given explicitly in terms of λ.
Consider the standard inner product on L
Using (45) and (27) we may write
assuming that T 11 ∈ L 2 (0, ∞; C). This assumption is equivalent, due to the Paley-Wiener Theorem 2.1, to L(T 11 ) ∈ H 2 (C + ), where the last inclusion holds. Indeed, using (46) and (47) we see that L(T 11 )(s) = bR 11 (s) = b s−λ e −sτ . Now the assumption on λ gives R 11 ∈ H 2 (C + ) and the result follows.
The boundary trace
Again by Theorem 2.1 and definition of the inner product on
The Cauchy-Schwarz inequality now gives
Combining this result with point 1 we obtain
3. Consider now the second element of the forcing operator (45), namely
To shorten the notation we write W := W −1,2 (−τ, 0; C). If we assume that T 21 ∈ L 2 (0, ∞; W ) then using the vector-valued version of Theorem 2.1 this is equivalent to L(T 21 ) ∈ H 2 (C + , W ), but the last inclusion holds. Indeed, to show it notice that
is, as a function of s, analytic everywhere for every value of σ, and follow exactly the reasoning in point 1.
4. We introduce an auxiliary function φ : [0, ∞) → C. For that purpose fix T 21 ∈ L 2 (0, ∞; W ) and x 0 ∈ W and define
The Cauchy-Schwarz inequality gives
hence φ ∈ L 2 (0, ∞; C).
Consider now the following:
We also have
To obtain the boundary trace L(φ) * notice that
Using now (46) yields the result
Finally, using the inner product on L 2 (iR) and the fact that L(ū) * (iω) ∈ C for every ω ∈ R we obtain
6. Using the norm on L 2 (−τ, 0; C) we have
Combining this result with point 5 gives
7. Taking now the norm · X resulting from (23) and using (45), (49) and (51) we arrive at
The remaining part is to deal with the integral in the above estimation. Note, that trying to calculate it directly this problem is equivalent (up to a constant) to calculation of the integral +i∞ −i∞ ds (s − λ e −sτ )(−s −λ e sτ ) with s and λ as complex variables. This inevitably leads to the Lambert-W function related pole placement and complications with finding a suitable contour of integration. To avoid these difficulties we will content ourselves with estimation only. We will find the upper bound for the second integral in (53).
9. For clarity of presentation we assume in the sequel that Arg(λ) ∈ ( π 2 , π]. For the other case the reasoning is symmetric and will be omitted. Hence, w.l.o.g., the assumption gives λ = |λ| e i Arg(λ) , where
Fix now δ ∈ (0, 1) such that
Let η ∈ [1 − δ, 1 + δ] and consider ω = η|λ|. For such ω we have
with the obvious definition of k η and q η vectors and v η := |k η − q η |. Due to (54) and the definition of η we have
Define ε(η) as the angle between k η and q, that is
The law of cosines in the η-dependent triangle (k η , q η , v η ) gives
The strict monotonicity of the cosine function on (0, and m ∈ (0, 1). Hence, for every η ∈ [1 − δ, 1 + δ] we have
where ∆ = 4m 2 − 4 < 0 is a discriminant of the quadratic polynomial 1 + η 2 − 2ηm. Now (55) and (59) give
and, in consequence, lead to a finite upper bound of the second integral in (53), that is
10. Taking together (52), (53) and (60) we arrive at
Analysis of the whole system
Let us return now to the diagonal non-autonomous system (16) with state space X = l 2 (C) and to denoting its k-th component with the subscript. As shown in the previous subsection, Proposition 3.2 states that the system (19) describing the k-th component is well-posed and its mild solution is given by
Given the structure of the Hilbert space X in (5) the mild solution (61) has values in the subspace of X spanned by the k-th element of its basis. Hence,
we obtain a unique mild solution of (16) and this system is well-posed. Using (62) and (5) we have
where we used again (22) and notation from (19) . We can formally write the mild solution (62) as a function v : [0, ∞) → X −1 ,
. We may now state the main theorem of this article.
Theorem 3.7. Let for the given delay τ every element of the sequence (λ k ) k∈N satisfy λ k ∈ Λ τ , where Λ τ was defined in (37). Then the control operator B ∈ L(C, X −1 ) given by B =
is infinite-time admissible if the sequence (C k ) k∈N ∈ l 1 , where
k )|λ k | and δ k , m k fulfil the conditions (54) and (58).
Proof. Define the forcing operator for (64) as Φ ∞ :
From (62) it can be represented as
where Φ ∞ k (u) is given by (44) for every k ∈ N. Then, similarly as in (63) and using the assumption we see that
Examples
In construction of an appropriate example fulfilling assumptions of Theorem 3.7 the biggest difficulty lies in the condition imposed on the eigenvalues (λ k ) k∈N of the generator (A, D(A) ), defined in (18) . Apart from a somewhat artificial case where one could simply define λ k := (− π 2τ + ε) 1 k for some fixed τ, ε > 0 and all k ∈ N, we provide two additional, more illustrative examples.
Multiplication operator
Consider the multiplication operator on the space L 2 (Ω, µ), with a σ-finite measure space (Ω, M, µ), as shown and described in detail in [6, Section I.4.b]. More precisely, for a measurable function (called symbol ) q : Ω → C, we call the set q ess (Ω) := λ ∈ C : µ {s ∈ Ω : |q(s) − λ| < ε} = 0 for all ε > 0 the essential range of q and define the associated multiplication operator M q as
The importance of this example lies in the fact that each normal operator on a Hilbert space is isomorphic to a multiplication operator on some L 2 space. From the perspective of Theorem 3.7 the multiplication operator has a useful property, namely the spectrum of M q is the essential range of q, that is σ(M q ) = q ess (Ω).
Hence, by choosing a suitable symbol it would be easy to control the eigenvalues. However, due to the boundedness of the region of interest in Theorem 3.7, the symbol q would have to be essentailly bounded, what is a neccessary and sufficient condition for the boundedness of the multiplication operator M q and would limit further considerations to uniformly bounded semigroups.
Reciprocal system
Following [4] we introduce the notion of a state linear system Σ(A, B, C, D) considered on the extrapolation space X −1 , where B ∈ L(U,
A generates the semigroup (T (t)) on X −1 and G is a transfer function of this system. Suppose that system Σ(A, B, C, D) is such that 0 ∈ ρ(A). Then its reciprocal system is the state linear system Σ(A −1 , A −1 B, −CA −1 , G(0)). This means that for a diagonal generator A with eigenvalues (λ k ) k∈N the generator A −1 of the reciprocal system has eigenvalues (λ
Note that by Theorem 5 of [4] , the operator B is admissible for the semigroup (T (t)) if and only if A −1 B is admissible for the reciprocal semigroup generated by A −1 .
Consider a heat propagation model in a homogeneous rod with zero temperature imposed on its both ends (see [20, Example 2.6 .9] for more details). In terms of PDEs this model takes the form    ∂w ∂t (x, t) = ∂ 2 w ∂x 2 (x, t), x ∈ (0, π), t ≥ 0, w(0, t) = 0, w(π, t) = 0, t ∈ [0, ∞), w(x, 0) = w 0 (x),
x ∈ (0, π),
where the temperature profile belongs to the state space X = L 2 (0, π), the initial condition (the initial temperature distribution) is w 0 ∈ W 2,2 (0, π) ∩ W 
Note also that 0 ∈ ρ(A). For k ∈ N let φ k ∈ D(A), φ k (x) := 2 π sin(kx) for every x ∈ (0, π). Then (φ k ) k∈N is an orthornormal Riesz basis in X and
Using standard Hilbert space methods and transforming system (66) into the l 2 space (we use the same notation for the l 2 version of (66)) we see that the associated eigenvalue sequence (λ k ) k∈N is λ k = −k 2 for every k ∈ N. Take the delay τ = 1. Then the system being the reciprocal of (66) has a generator with a sequence of eigenvalues (− 1 k 2 ) k∈N fulfilling the assumption of Theorem 3.7.
Conclusions
We have cast our results in the language of infinite-time admissibility, since this allowed us to make use of Laplace transform techniques, but since for exponentially stable systems (with sup Re λ k < 0) this is equivalent to finite-time admissibility, similar conclusions hold in this situation as in our main theorem, Theorem 3.7.
The region Λ τ is a very natural one to find in our analysis, as may be seen by observing that the system with transfer function 1/(s + λe −sτ ) (where τ > 0 and λ ∈ C) is H ∞ stable if and only if λ ∈ Λ τ . Thus, paradoxically, a large negative eigenvalue λ, although seemingly contributing to stability, actually causes destabilization, and loss of admissibility, in the presence of delays. Thus for a system such as the heat equation, where the set of eigenvalues is not contained in any single Λ τ , one cannot expect a positive result in the presence of delay. This is also interesting from the reciprocal systems point of view, as given in Example 4.2, for the following reason. According to [4, Theorem 5] , B is an infinite-time admissible operator if and only if A −1 B is. As our analysis shows, adding a positive delay breaks this symmetry.
The last conclusion concerns the open question we formulated in [25] , where we looked for admissibility criteria of retarded delay systems formed by contraction semigroups. In light of our results for diagonal state-delayed system it seems that contraction is not a sufficient condition for admissibility of a diagonal retarded delay system. Instead, sufficiency is reached when the sequence of eigenvalues of the undelayed semigroup fulfils a condition similar to λ k ∈ Λ τ .
