ABSTRACT In past decades, the goodness-of-fit test has been widely used to evaluate the calibration of prediction models. The test helps to determine whether poor predictions (lack of fit) are significant, which would indicate that problems exist in the model. However, the goodness-of-fit test is usually performed at the end of data collection, which may not detect changes in the model's fit as data are generated sequentially. In this paper, we examined the potential for using a new online goodness-of-fit test to determine the goodnessof-fit at each time point and provide an early signal if significant changes occur during model fitting. The simulation results indicate that the proposed online chi-square test was more sensitive than the traditional goodness-of-fit tests and online Hosmer-Lemeshow test for studies that aim to monitor the adequacy of a fitted model. An example using real hospital data is then used to illustrate the applicability of the proposed test.
I. INTRODUCTION
Logistic regression is commonly used to analyze binary outcomes in biomedical studies. It is a standard statistical model used to investigate the association between multiple explanatory variables and binary outcomes. For example, [11] used a logistic regression model to examine the relationship between sudden infant death syndrome and smoking during pregnancy; postnatal tobacco smoke exposure from the mother, father, live-in adults, and day care providers; and postnatal smoke exposure from breast-feeding. Based on the established logistic model, the mortality risk was calculated to assist clinicians in making medical decisions.
One of the most important steps in applying logistic models to predict risk is the assessment of the model's calibration. It reflects the consistency between the predicted risk of the model and the actual occurrence risk. Goodness-of-fit test is a test method for evaluating the calibration of prediction models. In the past decades, several goodness-of-fit tests
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have been proposed to evaluate how well a logistic regression model fits a set of observations when the outcome variable is binary [6] . Tsiatis [2] proposed a goodness-of-fit test for the logistic regression model, this test is based on efficient score test, which is asymptotically chi-squared and is computed as a quadratic form of observed counts minus the expected counts. Hosmer and Lemeshow [7] proposed a commonly used goodness-of-fit test for logistic regression when outcome variable is binary, this test method partition the observations into groups based on the predicted probabilities. Fagerland et al. [9] compared the test performance of Hosmer-Lemeshow test with those of the ungrouped Pearson's chi-square test and its normalized test for goodness-offit for multinomial logistic regression.
However, the existing methods aim to assess the model's calibration at the end of data collection, which may not reveal changes in goodness-of-fit during the study period. For example, for a total of 10,000 cases, a model's calibration for the first 1000 cases may be quite poor, but the calibration improves in the remaining 9000 cases. Such a model would be considered to have an acceptable goodness-of-fit, as long as we perform the traditional Hosmer-Lemeshow test or Pearson's chi-square test on all 10,000 cases. However, the poor calibration of the model at the beginning of the study period may have severe consequences if the prediction is being used to assist with a medical decision early in a study process. Therefore, a goodness-of-fit test that can describe a model's calibration during the study process could be more appropriate than a traditional one-time method, if the investigators want to assess the changes of goodness-of-fit during the data collection process.
In this paper, we propose a new method for evaluating the calibration of prediction models during the study process. The proposed method was adapted from the Pearson's chi-square test [9] and Hosmer-Lemeshow test [16] . Specifically, an online goodness-of-fit test was performed for each time point where data were collected adequately. Compared to conducting the single traditional goodness-of-fit test performed at the end of data collection, the proposed method could detect the calibration changes of prediction model during the study period.
This paper is organized as follows. In the next section, we introduce goodness-of-fit tests. In Section 3, we propose the online goodness-of-fit test. Section 4 reports the results of a simulation study that was conducted to assess the performance of the proposed online test under different process changes. Then, in Section 5, the proposed online test was applied to fetal data from hospital. The results are discussed in Section 6.
II. MODEL AND METHODOLOGY

A. MODELING IN MORTALITY OUTCOMES
In studies of mortality outcomes [17] , methods accounting for the heterogeneity of the death risk are called ''risk-adjusted'' methods. For example, when considering independent binary outcomes such as y i , i = 1, 2, . . . If the observed patient is dead, y i = 1 and otherwise, y i = 0, where i represents the i th patient. Suppose p i denotes estimated death rate. The risk-adjusted model could then be written as
where m-dimentional vector x i denotes a set of risk factors of y i , β is a m * 1 vector of parameters, and β 0 is an intercept parameter. The outcome is binary, so a logistic regression model is usually used. A non-significant goodness-of-fit indicates that the predicted risk of the model is consistent with the actual occurrence risk, In this case, the dataset is from the same distribution and y i follows a Bernoulli distribution where p(y i = 1) = 1−p(y i = 0) = p i . Suppose y i is collected over time from the following change-point model
where t is an unknown change-point, and p * i corresponds to the probability of a patient's death after patient t. p * i = p i indicates that the average risk changed after patient t. Thus, the constructed model, which was based on the data collected before t, may have poor calibration after patient t.
There are several reasons why p * i = p i . We give two examples below:
, where ω is a constant representing the shift.
2. Emergence of a random effect term. p i changes from invlogit(x i β + β 0 ) to invlogit(x i β + β 0 + γ i ), where γ i is a random effect, which has a normal distribution with a mean µ and a variance of σ 2 .
B. THE GOODNESS-OF-FIT TEST
The calibration of the prediction model is an important index to evaluate the accuracy of a disease risk model in predicting the probability of an individual's outcomes in the future. It reflects the consistency between the predicted risk of the model and the actual occurrence risk. Good calibration indicates that the prediction model has high accuracy and poor calibration indicates that the model may overestimate or underestimate the risk of disease occurrence. Goodnessof-fit test is a test method for evaluating the calibration of prediction models. The goodness-of-fit test determines the adequacy of the fitted model for describing the relationship between the explanatory variables and the response variables. In the field of biomedical science, Pearson's chi-square test and Hosmer-Lemeshow test are two commonly used methods for evaluating the calibration of risk prediction models.
Pearson's chi-square test determines whether an observed frequency distribution differs from a theoretical distribution. Fagerland et al. [9] pointed out that the Pearson's chi-square statistic is:
where n denotes the number of observations, and c denotes the number of possible outcomes. In binary outcomes, c = 2. Based on this idea, Pearson's chi-square statistic for binary outcomes is:
where the sum is taken across all individuals, y i is the observed value of the dependent variable (0 or 1), p i is the estimated probability, and n is the number of the observations. Evidence for prediction model lack-of-fit occurs when the values of this statistic is large. When the null hypothesis is established, the statistic follows the chi-square distribution where the degrees of freedom are: n − m − 1 (m is the number of free parameters). The computed chi-square test statistic is compared to the chi-square distribution with (n − p − 1) degrees of freedom to calculate the p-value. If the p-value is below the significance level, then the null hypothesis that the observed and expected proportions are consistent across all is rejected. If it is above the significance level, then the null hypothesis is accepted. Previous researchers [16] highlighted that the HosmerLemeshow test is also a commonly used test for assessing the goodness-of-fit of a model and allows for any number of continuous or categorical explanatory variables. The Hosmer-Lemeshow test is similar to the chi-square goodnessof-fit test, except that Hosmer-Lemeshow test is grouped according to the probability of predictions and the estimated probabilities are sorted from small to large and subsequently grouped into G groups. The Hosmer-Lemeshow test has the advantage of partitioning the observations into groups based on the predicted probabilities, and therefore there are less likely to be groups with very low observed and expected frequencies. At the same time, the degree of freedom of the Hosmer-Lemeshow test is smaller than that of the Pearson's chi-square test. The test statistic is given by:
for g = 1, . . . , G, j = 0 or 1, where ω g is the set of observations in group g. O 1g denotes the number of the y i = 1 events observed in group g, E 1g denotes the estimated frequencies which equals the sum of the model-based estimated probabilities for all y i = 1 events in group g, O 0g denotes the number of the y i = 0 events observed in group g, and E 0g denotes the estimated frequencies which equals the sum of the model-based estimated probabilities for all y i = 0 events in group g. G is the number of groups, group size of G = 8, G = 10, G = 12 were used in [9] , most statistical packages have adopted G = 10 as their default value. The test statistic asymptotically follows a chi-square distribution with G − 2 degrees of freedom.
C. PROPOSED ONLINE GOODNESS-OF-FIT TEST
The traditional chi-square and Hosmer-Lemeshow tests are used to assessing model's calibration at the end of data collection, which may not provide insight into changes in goodnessof-fit that occur during the study. In this study, we propose an online goodness-of-fit test to reveal such changes and determine if any of the changes that occurred during the study process were significant. In contrast to the traditional method, which is conducted at the end of a study, we perform a goodness-of-fit test on the first set of k data in the study (k can be selected according to the specific situation, e.g., 200, 500, etc.). When a new data are added, the oldest data are removed from the test to maintain the size at k. For example, if there are n observations in a random sample from a population, i(i = 1, 2, . . . , n) represents the ith observation. Starting with i = 1, the first observation is tested with the other (k − 1) observations behind it, then i = 2, the second observation, is tested with the other (k − 1) observations behind it, and so on. This produces a series of p-values, which can be seen as a dynamic testing process. We consider it as online goodnessof-fit test. In this paper, we mainly carry out online chi-square test and online Hosmer-Lemesow test for prediction models. The online chi-square test statistic is:
The steps of the online chi-square test are: 1. Calculating the predicted probability of these k individuals according to the prediction model; 2. χ 2 j+k−1 is calculated according to the actual observation value (y i ) and the predicted probability of the model (p i ), and the corresponding p-value is obtained according to the chi-square distribution; 3. Then repeating the above two steps for the next group of k individuals, and so on, a list of p-values can be obtained.
The online Hosmer-Lemeshow test statistic is:
It is worth noting that: where O 1g denotes the number of the y i = 1 (i ∈ [j, j + k − 1]) events observed in group g, E 1g denotes the estimated frequencies which equals the sum of the model-based estimated probabilities for all
denotes the number of the y i = 0 (i ∈ [j, j + k − 1]) events observed in group g, and E 0g denotes the estimated frequencies which equals the sum of the model-based estimated probabilities for all
The steps of the online Hosmer-Lemeshow test are: 1. Calculating the predicted probability of these k individuals according to the prediction model;
2. The predicted probabilities are sorted from small to large and subsequently divided into 10 groups; 3. The actual occurrence frequencies O 1g , O 0g , and estimated frequencies E 1g , E 0g of each group are calculated respectively. The estimated frequencies of each group equals VOLUME 7, 2019 the predicted probability of each individual times the number of individuals, and then the sum is obtained. Here the number of individuals is 1, and the final sum is equivalent to the direct sum of the predicted probability of each individual;
4. 2. Confirm the value of significance level α, where α represents the probability of rejecting the null hypothesis when the null hypothesis is true. As α increases, the false alarm rate increases. In most cases, a significance level of either 0.05 or 0.01 is cited [23] . It should be noted that the significance level α can be changed to accommodate the needs of a specific study. If checking errors and improving the model can cause severe problems, then the significance level α could take a small value. When the cost of checking errors and making improvements are not too high, a larger α can be used, at this time, the test is sensitive to the deviation between observations and predictions. Compared to conducting the single traditional goodness-of-fit test performed at the end of data collection, online goodness-of-fit test carries out a series of goodness-of-fit tests, So online goodness-of-fit test can be regarded as multiple testing. If multiple hypotheses are tested, the chance of a rare event increases, and therefore, the Type I error increases. The Bonferroni correction [22] compensates for that increase by testing each individual hypothesis at a significance level of α/o, where α is the desired overall significance level and o is the number of hypotheses. For example, if a trial is testing o = 2 hypotheses with a desired α = 0.05, then the Bonferroni correction would test each individual hypothesis at α = 0.05/2 = 0.025. As a result, if the significance level of traditional goodness-of-fit test is α, the significance level of online goodness-of-fit test is α/(total number of tests in online goodness-of-fit test).
3. A p-value lower than α indicates that the calibration is not good and reflects that the predicted risk of the model is inconsistent with the actual occurrence risk of these k individuals, if the predicted risk model is used to predict the occurrence probability of these k individuals, the results will be inaccurate, it may overestimate or underestimate the risk of disease occurrence. In this case, we can check for errors and make improvements, as necessary.
III. SIMULATION STUDY
In this section, we present the results of a simulation that demonstrate the performance of the proposed online goodness-of-fit test. Because a similar conclusion applies in most cases, we simply chose one-dimension, β 1 = 0.5, and β 0 = −1.386, for the simulation and present the results for this case. For the traditional goodness-of-fit test, we focus on the average value of P in 1000 cycles. Compared to conducting the single traditional goodness-of-fit test performed at the end of data collection, online goodness-of-fit test carries out a series of goodness-of-fit tests, the online goodness-of-fit test produces a series of p-values during the data generation process. In the results, the number of p-values that were below the significance level were recorded. To reduce the volatility of the results, we used the bootstrap method, performing 1000 cycles and using the average number of the p-values that were below the significance level in the 1000 replications, and every cycle with sample sizes at 10000. In this paper, for the traditional goodness-of-fit test, the significance level α is 0.05, and the significance level of online goodness-of-fit test is 0.05/(total number of tests in online goodness-of-fit test).
Next, we show the performance of the online goodnessof-fit tests and the traditional goodness-of-fit tests. In this paper, we used k = 200, 500, and 800 for all simulations. First, we show the performance of these four tests when there was a shift in the intercept of the link function between 4000 and 5000 with k = 200, 500, and 800. We increased the value of the intercept shift to observe how large it became, the online goodness-of-fit tests and the traditional goodnessof-fit tests detected the shift. Next, we show the performance of these four tests when a random effect term appeared between 4000 and 5000 with k = 200, 500, and 800. To measure the influence of noise items on the results of the tests, we performed a simulation where the mean of the random effect was zero and had different levels of variance in the random effect term. We increased the value of the variance of the random effect term and observed the performance of these four tests. The average p-value was obtained from 1000 replications for both the traditional chi-square test and the Hosmer-Lemeshow test.
To assess the performance of these four tests when a process change occurred, we added an intercept shift between 4000 and 5000. TABLE 1 shows that when ω = 0, i.e., in the absence of a shift in the process, the results of the traditional chi-square test and the Hosmer-Lemeshow test were not significant, indicating that the calibration of the prediction model is not poor, at the same time, when k = 200, 500, and 800, the online chi-square test had an average of 0.865, 0.639, 0.857 p-values below significance level, respectively, and the online Hosmer-Lemeshow test had an average of 1.101, 0.727, 0.612 p-values below significance level, respectively. Considering that the gynecological department in the application has 800 cases every year and the number of annual cases in one hospital is smaller than 10000, therefore setting the p-value for online methods as 0.05/(total number of tests in online goodness-of-fit test) could guarantee the number of false positive (or false alarm) less than one, which may enhance the credibility of the significance results in practice. A greater number of significant p-values were observed as the shift increased, this is because with the shifts increase, the possibility of detecting the shifts will increase. For exam- ple, when k = 500 and the intercept shift ω = 0.3, the p-value of traditional chi-square test and Hosmer-Lemeshow test are all above α = 0.05, which indicates that the model is considered to have an acceptable goodness-of-fit, but through online chi-square test and online Hosmer-Lemeshow test, there are average 66.438 p-values and 19.188 p-values below significance level, respectively, this indicates that the accuracy of the prediction model is low for a portion of the data, if we use traditional goodness-of-fit test, it may not provide insight into these changes in goodness-of-fit that occur during the study. At the same time, the average number of all p-values that were below significance level in the online chi-square test is larger than the online Hosmer-Lemeshow test, which indicates that the online chi-square test is more sensitive to detect the intercept shift in the process study. When the ω increased to 0.6, the p-values for the Pearson's chi-square test were all below α = 0.05. However, the p-values for the Hosmer-Lemeshow test were all above α = 0.05. Therefore, it was not effective in detecting shifts in the process until ω was increased to 0.6. From these results, it is clear that the online chi-square test is more sensitive for detecting intercept changes of prediction model during the study process. Additionally, the larger the size of the selected subset, the more p-values below significance level are detected, the larger * an.cht and * an.hlt value are.
Next, we discuss the performance of the four tests after the addition of a random effect term between 4000 and 5000. In TABLE 2, γ i is a random effect with mean of 0 and different values of variance. The larger the variance, the greater the measured value of the volatility of the shifts, even though the average shift was zero. As the variance value of γ i increased, the online goodness-of-fit tests were effective in detecting the shifts in the process and more significant p-values were observed. For example, when k = 500 and the variance of γ i equals 1.5, the p-value of traditional chi-square test and Hosmer-Lemeshow test are all above α = 0.05, which indicates that the model is considered to have an acceptable goodness-of-fit, but through online chi-square test and online Hosmer-Lemeshow test, there are average 305.968 p-values and 104.632 p-values are below significance level, respectively, this indicates that the accuracy of the prediction model is low for a portion of the data, if we use traditional goodness-of-fit test, it may not provide insight into these changes in goodness-of-fit that occur during the study. At the same time, the average number of all p-values that were below significance level in the online chi-square test is larger than the online Hosmer-Lemeshow test, which indicates that the online chi-square test is more sensitive to detect changes in goodness-of-fit that occur during the study. As the variance increased to 2, the p-values in the Pearson's chi-square test were all below α = 0.05, and the p-values of the Hosmer-Lemeshow test were all still above α = 0.05. Therefore, it was not effective in detecting the process trend in these conditions. From these results, it is clear that the online chi-square test is more sensitive for detecting random effect changes of prediction model during the study process. Additionally, the larger the size of the selected subset, the more p-values below significance level are detected, the larger * an.cht and * an.hlt value are. From the simulation results, it could be observed that increasing the value of k can increase the power to detect the changes in the process. However, the larger k indicates that more data are needed to start the online test and may not detect the changes at early stage. Therefore, the selection of optimal k-value should accommodate these two aspects. The medium or small k-value can be applied If the purpose is to detect the changes at early stage, and the large k could be chosen if the changes occur at the late stage and the practitioners expect high power in online testing. The rigorous method of determining the optimum k requires a great amount of assumption and derivation for aforementioned two aspects, which deserves a further study to explore the details
IV. APPLICATION
In this section, we applied the proposed online goodnessof-fit tests with k = 500 and the traditional goodness-offit tests to a dataset from a hospital in Guangzhou. The dataset consisted of the binary fetal mortality outcomes and demographic characteristics of 3784 babies who received a prenatal diagnosis in a hospital from Guangzhou between 2011 and 2015. The dataset contained 89 indexes, such as binary outcomes of fetus dead or alive, native place of maternal, sex of fetus, maternal age, puncture method, mode of delivery, puncture results, puncture reason, puncture project . . .. Since whether the fetus will die or not is the focus of the study, the binary discrete variable of whether the fetus will die is taken as the model explanatory variable, which is recorded as Y . The remaining information is transformed into 88 variables as explanatory variables. To build the model, we coded these discrete random variables as 0-1 variables. For example, Y = 1 indicates that the fetus dead and Y = 0 indicates that the fetus did not dead. (1) is the value of logλ corresponding to the smallest misclassification error, and the dotted line on the right is a range of standard deviations from the left. Tibshirani [12] thought that the value between the two dotted lines indicates that the range of the misclassification error for the model was small.
In Figure( 2), with an increase of λ, the degree of the model compression increased and the number of explanatory variables in the model was reduced, the ability of models to select important variables is enhanced. From Figure(1) , we used the logλ corresponding to the dotted line on the right, then in Figure(2 The results of the traditional chi-square and HosmerLemeshow tests between 2011 to 2015 were 1 and 0.1054816, respectively. They both had α above 0.05, thus accepting the null hypothesis. This indicates that the observed number of deaths was not significantly different from those predicted by the model and that there was no evidence of poor calibration. Figure(3) shows that the online Hosmer-Lemeshow test produced p-values for the whole process, the p-values are all (4) shows that the online chi-square test produced p-values for the whole process. At the 1500th case, the p-value fell below significance level 0.00001522 and the p-value for the cases between 1500 and 1753 are all fell below significance level 0.00001522. Therefore, the online chi-square test was able to provide an early alert of when significant changes of goodness-of-fit occurred during the study process. There were 254 p-values below significance level 0.00001522 in online chi-square test. This phenomenon indicates that model calibration was not constant during the study. At the beginning stage, the calibration of the prediction model was acceptable for the incoming data, but the p-value for the cases between 1500 and 1753 are all fell below significance level 0.00001522 indicates that it becomes significantly poor calibration at this stage, which suggests that the established logit model may not provide accurate risk predictions at this stage. Thus, a revision should be implemented to avoid severe bias when using risk models to assist with medical decisions.
V. CONCLUSION
In this paper, we proposed online goodness-of-fit tests to assess whether a given model have acceptable goodness-offit during a study process. The proposed method was adapted from the traditional goodness-of-fit test. Online goodnessof-fit test conducts a goodness-of-fit test at each time point rather than using a single test at the end of the data collection process. Therefore, it can detect trends and the process shifts. By performing a goodness-of-fit test at each time point as data accumulate, this test is able to detect trends and process shifts and indicate changes of goodness-of-fit in the process as data are generated sequentially. The new online goodnessof-fit test can be used to monitor the goodness-of-fit of fitted models in biomedical studies or industrial fields. It can assist decision makers with determining whether the current prediction model is accurate and whether it is necessary to stop a procedure and take measures to improve it to reduce losses as soon as possible. The reported simulation studies indicate that the proposed online chi-square test was more sensitive in detecting process changes of goodness-of-fit during a study process. The proposed test was applied to fetal data from a hospital in Guangzhou, where a Lasso-Logit method was employed to fit the binary outcomes. The online chi-square test detected that the model has a poor accuracy for a portion of the individuals between 2011 and 2015, while the traditional goodness-of-fit tests and online Hosmer-Lemeshow test did not.
