Abstract-Textile industry, which is one of the most prominent industries in Indonesia, faces a problem caused by the condition of machine productions. This situation leads to a need of good machine scheduling system. Generally, production processes in textile industry belong to the flow shop scheduling problems (FSSP). Many approaches/heuristics have been proposed for solving FSSP. Two of them are Palmer's algorithm and Gupta's algorithm. This paper investigates a method, called genetic algorithm hyper-heuristic, for combining those heuristics in order to obtain some new better heuristics. This method is then implemented in a framework.
I. INTRODUCTION
Textile industry belongs to the most prominent industries in Indonesia. One important problem that should be tackled by this industry is the condition of production machines. The relatively old machines (around 20 years old) can cause a large amount of energy consumption and affect the optimality of working speed and quality of the products. Good production scheduling can be a solution for this problem.
Like in many other manufacture industries, in textile industry, production scheduling plays an important role. In this context, scheduling is understood as assigning jobs to machines or human (such as operators) for specified time period satisfying some constraints.
The scheduling problem in textile industry generally belongs to the flow shop scheduling problem (FSSP). Given m machines and n jobs that will be processed on each machine, an FSSP is the problem to find a sequence of jobs that satisfies some particular criteria. One of the important objectives is to find the minimum makespan. Makespan is the time between the beginning of the execution of the first job of the sequence on the first machine and the completion of the execution of the last job of the sequence on the last machine.
There are many proposed algorithms/approaches/methods for solving FSSP that can be found in the literature. These methods can be classified into two techniques: constructive or improvement [1] , [2] . The difference between the two techniques lies on how the job sequence is constructed. A constructive technique iteratively builds the sequence by adding jobs one by one into the sequence. Some examples of these techniques are FCFS, Johnson's algorithm, Gupta's algorithm, Palmer's algorithm, NEH, CDS, Dannenbring's algorithm, Pour's algorithm, and MOD [3] - [8] . These algorithms are usually called (low level) heuristics. An improvement technique starts with a solution candidate (an arbitrary job sequence) and then by using particular mechanism it iteratively changes the sequence in order to find a best solution. Some examples of these techniques are genetic algorithm, simulated annealing, tabu search, etc. Improvement techniques are sometimes also called metaheuristics.
Each heuristic has strengths and weaknesses. There are some approaches for combining heuristics in order to obtain some new better heuristics. One of them is hyper-heuristic. A hyper-heuristic is a heuristic search method that seeks to automate the process of selecting, combining, generating or adapting several simpler heuristics to efficiently solve computational search problems. The important feature of hyper-heuristics is that they search a space of heuristics rather than a space of solutions directly.
We are interested in developing a hyper-heuristics based framework that can be used to solve FSSPs. For achieving the goal, some research have been conducted. At the first stage, a survey on some low-level heuristics for FSSP was done [8] . Nine heuristics have been collected and applied to some simple scheduling problems related to textile industry. At the second stage, a prototype program implementing all the heuristics has been developed. Using the program, some experiments to compare the performance of the heuristics have been conducted [9] . At the third stage, the current stage, we are developing a framework for solving FSSP using the principle of hyper-heuristic. In particular, we use genetic programming hyper heuristic in this work. We try to combine two low level heuristics that share the similar principle, which are Palmer's algorithm and Gupta's algorithm. It is expected that this framework can produce some new heuristics that are better than the original Palmer's algorithm and Gupta's algorithm.
There are many work dedicated to the solution of FSSP found in the literature. The contribution of our work is the using of genetic programming hyper heuristics techniques to combine Palmer's algorithm and Gupta's algorithm. This same topic, as far as our knowledge, is not yet reported in the literature.
The rest of this paper is structured as follows. Section II gives a brief explanation of Palmer's algorithm and Gupta's algorithm based on [5] , [9] . Section 3 describes the basic terminology and principle of genetic programming according to [10] . Section IV presents the framework design. Section 5Vconcludes the paper.
II. PALMER'S ALGORITHM AND GUPTA'S ALGORITHM
Given m machines and n jobs that will be processed on each machine, a FSSP objective is to find a sequence of jobs that meets a particular optimality criterion. In this work, makespan is chosen as the objective of the optimality.
There are many approaches to solve FSSP. Among of them are Palmer's algorithm and Gupta's algorithm. Both algorithms use the similar principle in producing the job sequence. The ordering is based on a value or slope index. Each algorithm consists of two steps, as follow: 1)
Step 1: For n job and m machine FSSP, compute slope index A j for jth job by using a particular rule. 2) Step 2: Order the jobs in the sequence based on descending (decreasing) order of Aj values. Let p ij denote the processing time required by machine j for processing job i, for step 1, Palmer's algorithm uses this following rule: (Eq. 1) whereas Gupta's algorithm uses this following rule (Eq. 2) where e j = 1 whenever p j1 < p jm and e j = -1 whenever p j1  p jm .
To give an illustration on how the Palmer's algorithm and Gupta's algorithm work, let's take a small FSSP. There are three jobs that will be processed on five machines. The processing times required for every job by every machine are given in Table I.   TABLE I: PROCESSING TIMES   Job  Machine  m1  m2  m3  m4  m5  j1  6  5  3  9  5  j2  8  1  8  5  6  j3  2  1  3  8  6 The slope index of every job can be computed using Eq.1 for Palmer's algorithm and Eq. 2 for Gupta's algorithm. The computation results are given in Table II. The job ordering is then can be done based on the slope index values in Table II . The ordering resulted by Palmer's algorithm is j3-j1-j2 with makespan 36 and by Gupta's algorithm is j3-j2-j1 with makespan 35. The corresponding Gantt chart of each resulted schedule is given in Fig. 1 and Fig. 2 
III. GENETIC PROGRAMMING
Genetic programming is an extension of genetic algorithm. They are inspired by biological evolution, in particular by Darwin's theory about evolution. In solving a problem, individual in genetic algorithm represents a candidate solution. This individual is treated as a chromosome. Starting with an initial population consisting a number of individual, the algorithm iteratively produces a new population by applying several genetic operations (reproduction, crossover, and mutation). The individual with the best fitness is chosen to be the solution.
Genetic programming shares the similar idea. It differs in the role of the chromosomes. Instead of representing the candidate solution for a problem domain, an individual or the chromosome represents a computer program that later can be used to solve the problem.
In genetic programming, a computer program is usually represented as a syntax tree. The leaves, or terminals, represent operands and the branch nodes represent operators or functions. For example, a computer program max (1/(x+y), 2*y) can be represented as a tree shown in Fig. 3 . How genetic programming works is shown in Fig. 4 . Very similar to genetic algorithm, it starts with an initial random population consisting of a number of individual representing a set of computer programs. Then, iteratively it produces new population. The new individual, which is a computer program, is resulted from applying some genetic operations: reproduction, crossover, mutation, or architecture altering. Fig. 5 illustrates how genetic programming produces a new program by applying crossover operation. First, cross over points are defined for each parent and then the subtree from each parent tree is exchanged.
How a mutation operation works is illustrated in Fig. 6 . A mutation point is defined in the beginning and a new subtree is then randomly generated. The subtree from the initial program is then replaced by the generated subtree.
There are five preparatory steps of genetic programming, which are: 1) The set of terminals (e.g. the independent variables of the problem, zero-argument functions, and random constants) for each branch of the to-be-evolved program.
2) The set of primitive functions for each branch of the to-be-evolved program.
3) The fitness measure for measuring the fitness of individuals in the population, 4) Certain parameters for controlling the run, and 5) The termination criterion and method for designating the result of the run. 
IV. FRAMEWORK DESIGN
Inspired by our previous work in [11] and [12] , using the multi-agent system in developing a system, a framework have been designed as shown in Fig. 7 . The framework is simpler than in [11] and [12] since only one algorithm agent is implemented. The framework is composed of five agents, namely: problem agent, trainer agent, training dataset agent, algorithm agent -GPHH, and solver agent. Problem agent is the entry point of the system. It is responsible for initializing all other agents by sending the problem description to the trainer agent. Trainer agent trains the system with a group of training dataset based on the problem description got from the problem agent. All training datasets are managed by training dataset agent. This agent also provides training dataset to algorithm agent, in this case, GPHH (genetic programming hyper-heuristic). Algorithm agent is responsible for running the genetic programming and sending the best solution found to solver agent. The solver agent solves the problem from the problem agent by using the best heuristic got from the algorithm agent.
As mentioned before, the framework is expected to produce some heuristics using Palmer's algorithm and Gupta's algorithm as reference. The job ordering of Palmer's algorithm and Gupta's algorithm is based on a value called slope index. Let p and g denote the slope index of Palmer's algorithm and Gupta's algorithm, respectively, the basic idea is simply to make the framework produce rules containing p and/or g. Some examples of the rules are p-g, p+g, g/p, 2*p, 2*p-g/2, p+(g-2*p). Fig. 8 shows the corresponding syntax trees of those example rules.
Some parameter settings are already defined at preparatory stage of genetic programming as required. The terminal set consists of two constants (1 and 2) and two variable symbols (p and g). The set of primitive functions consists of four arithmetic operator symbols: +, -, *, and /. The fitness of each individual is resulted by executing its corresponding program on a set of data training. However, we have not yet defined the number of the run and the generation. Both parameters will be set later during experiment stage.
V. CONCLUSION
Scheduling problems in textile industry in general belong to the Flowshop Scheduling Problem (FSSP). Given m machines and n jobs, the objective of FSSP is to find a job ordering that meets some particular criteria.
In this work, a framework that can be used to solve FSSP has been designed. This framework implements the genetic programming hyper-heuristic techniques for producing new heuristics and is developed using multi-agent system approach. The architecture, some parameter setting, and the work principle of the framework are reported in this paper.
The current stage is the implementation stage. The framework is being developed in Java programming language. Next step, some experiments will be conducted in order to get the best rules. In the future, it is planned to consider more heuristics for FSSP such as NEH, CDS, Pour's algorithm, and other heuristics.
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