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ELECTROSTATIC INTERPRETATION OF ZEROS
OF ORTHOGONAL POLYNOMIALS
STEFAN STEINERBERGER
Abstract. We study the differential equation −(p(x)y′)′+q(x)y′ = λy, where
p(x) is a polynomial of degree at most 2 and q(x) is a polynomial of degree at
most 1. This includes the classical Jacobi polynomials, Hermite polynomials,
Legendre polynomials, Chebychev polynomials and Laguerre polynomials. We
provide a general electrostatic interpretation of zeros of such polynomials: a
set of distinct, real numbers {x1, . . . , xn} satisfies
p(xi)
n∑
k=1
k 6=i
2
xk − xi
= q(xi)− p′(xi) for all 1 ≤ i ≤ n
if and only if they are zeros of a polynomial solving the differential equation.
We also derive a system of ODEs depending on p(x), q(x) whose solutions
converge to the zeros of the orthogonal polynomial at an exponential rate.
1. Introduction
1.1. Introduction. We start by describing an 1885 result of Stieltjes for Jacobi
polynomials [18]. Jacobi polynomials Pα,βn (x), for real α, β > −1, are the unique
(up to a constant factor) solutions of the equation
(1− x2)y′′(x)− (β − α− (α+ β + 2)x) y′(x) = n(n+ α+ β + 1)y(x)
where n ∈ N. The solution is a polynomial of degree n having all its zeros in (−1, 1).
Stieltjes defined a notion of energy for any set {x1, . . . , xn} ⊂ (−1, 1) as
E = −
n∑
i,j=1
i6=j
log |xi − xj | −
n∑
i=1
(
α+ 1
2
log |x− 1|+ β + 1
2
log |x+ 1|
)
and showed that the minimal energy is exactly given by the zeros of the Jacobi
polynomial. Differentiating this expression in all the n variables leads to a system
of equations describing an electrostatic equilibrium
n∑
k=1
k 6=i
1
xk − xi =
1
2
α+ 1
xi − 1 +
1
2
β + 1
xi + 1
for all 1 ≤ i ≤ n.
A traditional application of the formula is to establish monotonicity of zeros with
respect to the parameters α, β. This argument can be found in Szego˝’s book [19]
who also discusses Laguerre and Hermite polynomials. These types of questions
have been studied by a large number of people, we refer to [2, 7, 10, 11], the survey
[16], the 1978 survey and 2001 book by F. Calogero [4, 5], the more recent papers
of F. A. Gru¨nbaum [8, 9] and M. E. H. Ismail [11, 12] and references therein.
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21.2. Equilibrium. The purpose of this paper is to prove a simple general result
that characterizes zeros of orthogonal polynomials. The statement itself is a bit
more general but most interesting when applied to the classical orthogonal poly-
nomials. We first discuss second order equations, then describe system of ODEs
converging to zeros and conclude with a short remark on higher order equations.
Theorem 1. Let p(x), q(x) be polynomials of degree at most 2 and 1, respectively.
Then the set {x1, . . . , xn}, assumed to be in the domain of definition, satisfies
p(xi)
n∑
k=1
k 6=i
2
xk − xi = q(xi)− p
′(xi) for all 1 ≤ i ≤ n
if and only if
y(x) =
n∏
k=1
(x− xk) solves − (p(x)y′)′ + q(x)y′ = λy for some λ ∈ R.
In classical applications, there is a unique polynomial solution of fixed degree cor-
responding to a fixed value of λ. This removes λ as a variable and leads to a
complete characterization. One direction of the statement (zeros of a polynomial
solutions satisfy the system of equations) is a fairly straightforward computation
and the outline of the argument can be found, for example, in [8] or, as a remark, in
[11, §3]. Moreover, results in this direction can be obtained for much more general
differential equations of higher order (see, for example, [4, 5, 6]). Arguments in the
other direction seem to exist only in special cases, as in the work of Stieltjes, and
are based on interpreting the system of equations as the critical point of an asso-
ciated energy functional (see e.g. [11, 16]). Our argument proceeds by a different
route and bypasses considerations of an underlying energy.
We remark that there is no assumption of orthogonality nor is there any restriction
on the domain which may be either bounded or unbounded but we do assume that
the n points are contained in the domain of definition. Let us quickly consider two
special cases: we start with the Hermite differential equation
−y′′ + xy′ = λy.
This corresponds to p(x) ≡ 1 and q(x) ≡ x. We deduce from Theorem 1 that the
zeros of the n−th solution satisfy a relationship also going back to Stieltjes, see [1],
n∑
k=1
k 6=i
2
xk − xi = xi for all 1 ≤ i ≤ n.
Returning to a special case of Jacobi polynomials α = 0 = β (for simplicity of
exposition), we obtain p(x) = x2 − 1, q(x) = 0 and thus
(x2i − 1)
n∑
k=1
k 6=i
2
xk − xi = 2xi for all 1 ≤ i ≤ n
which is easily seen to be equivalent to Stieltjes’ electrostatic equilibrium.
31.3. A System of ODEs. One interesting byproduct of our approach is a pro-
cedure that allows for the computation of zeros without ever computing the poly-
nomial. More precisely, for any given set x1(0) < x2(0) < · · · < xn(0) (assumed
to be in the domain of definition), we consider the system of ordinary differential
equations
d
dt
xi(t) = −p(xi)
n∑
k=1
k 6=i
2
xk(t)− xi(t) + p
′(xi(t))− q(xi(t)) ()
The result above implies that the unique stationary point of this system of ODEs
is given by the n zeros of a polynomial solution of degree n. We will now show that
under standard assumptions on the equation −(p(x)y′)′ + q(x)y′ = λy, the system
converges to this fixed point at an exponential rate. We require somewhat stronger
assumptions than we do for Theorem 1 and ask that
(1) the equation−(p(x)y′(x))′+q(x)y′(x) = λy(x) is a Sturm-Liouville problem
with a discrete set of solutions indexed by 0 = λ0 < λ1 < λ2 < . . . and
(2) the solution corresponding to yn is a polynomial of degree n for all n ∈ N
These assumptions cover the classical polynomials but are fairly strong, we refer to
Bochner’s theorem and its nice exposition in [13, §20].
Theorem 2. The system () converges for all initial values x1(0) < · · · < xn(0) to
the zeros x1 < · · · < xn of the degree n polynomial solving the equation. Moreover,
max
1≤i≤n
|xi(t)− xi| ≤ ce−σnt,
where c > 0 depends on everything and σn ≥ λn − λn−1.
We are not aware of any result of this type being known; the connection between
partial differential equations and zeros of polynomials (or poles of rational func-
tions) is, of course classical, we refer to the extensive survey of Calogero [4] and
his more recent book [5]. Our underlying dynamical system is the backward heat
equation (well-posed for algebraic reasons) and existence of a solution for all time is
a consequence of Sturm-Liouville theory. We assume that the initial values are all
contained in the domain where the solution is defined. For classical Sturm-Liouville
problems, the Weyl law suggests λn−λn−1 ∼ n. The rapid convergence can be eas-
ily observed in examples. The assumptions are satisfied for all classical polynomials.
We consider, as a specific example, the Laguerre polynomials satisfying
−xy′′ + (x− 1)y′ = ny
or, in our notation, p(x) = x = q(x). Theorem 2 then implies that for any choice
of initial values x(0) < y(0) < z(0), the system of ordinary differential equations
x˙(t) =
2x(t)
x(t)− y(t) +
2x(t)
x(t)− z(t) + 1− x(t)
y˙(t) =
2y(t)
y(t)− x(t) +
2y(t)
y(t)− z(t) + 1− y(t)
z˙(t) =
2z(t)
z(t)− x(t) +
2z(t)
z(t)− y(t) + 1− z(t)
4has a solution for all t > 0. As t → ∞, the solutions converge to the zeros of the
third Laguerre polynomial
L3(x) = x
3 − 9x2 + 18x− 6
and thus
x(t)→ 0.4157 . . . , y(t)→ 2.2942 . . . and z(t)→ 6.2899 . . . .
Moreover, this convergence happens at an exponential rate (roughly with speed
e−t). We consider a large-scale example (see Fig. 1) next. The equation
− d
dx
(
(1− x2) d
dx
y(x)
)
= n(n+ 1)y(x)
is solved by the Legendre polynomials Pn defined on (−1, 1). In our notation, we
have p(x) = 1− x2 and q(x) = 0. We simulate the system of ODEs
d
dt
xi(t) = −(1− xi(t))2
n∑
k=1
k 6=i
2
xk(t)− xi(t) − 2xi(t)
for n = 100 equations. The initial values {x1(0), . . . , x100(0)} are chosen as uniform
random variables in the interval (−0.1, 0.1). Figure 1 shows the evolution of the
system and convergence to the zeros of the Legendre polynomial of degree 100.
t
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Figure 1. Evolution of the system of ODEs for 0 ≤ t ≤ 0.01
approaches the zeros of the Legendre polynomial P100 in (−1, 1).
As indicated in the Theorem, the constant determining the speed of exponential
convergence grows linearly in n: this is reflected in the rather short time-scale
(0 ≤ t ≤ 0.01) in the picture.
1.4. Higher order equations. Theorem 1 as well as its proof immediately gen-
eralizes to polynomial solutions of the equation
an(x)y
(n)(x) + an−1(x)y(n−1)(x) + a1(x)y′(x) = λy(x),
where an is a polynomial of degree at most n and the solution y is assumed to only
have single zeros: one half of the statement can be found in [6, Proposition 1], the
other direction follows from our approach. We are not aware of an extension of
Theorem 2 since our proof relies on Sturm-Liouville theory.
52. Proofs
2.1. Proof of Theorem 1.
Proof. One direction of the argument, showing that the zeros of any polynomial
solution of the equation is in the desired electrostatic equilibrium, is a simple com-
putation and known in greater generality [1, 2]. However, it also follows immediately
from our argument and is, for completeness sake, sketched at the end of the proof.
We assume that the system of equations is satisfied and will prove that the asso-
ciated polynomial solves the differential equation. Fix x1, . . . , xn and consider the
candidate polynomial
f(x) =
n∏
k=1
(x− xk).
We want to show that this polynomial satisfies the differential equation
−(p(x)f ′)′ + q(x)f ′ = λf for some λ ∈ R.
We introduce the function
∂
∂t
u(t, x) =
∂
∂x
(
p(x)
∂
∂x
u(t, x)
)
− q(x) ∂
∂x
u(t, x)
u(0, x) = f(x)
This is a parabolic partial differential equation. Generally, unless we specify the
sign of p, it might be an inverse heat equation and the solution of such an equation
need not even exist for a short amount of time. Here, however, since p is at most
a polynomial of degree 2 and q is a polynomial of degree at most 1, we see that
the right-hand side is always a polynomial of degree at most n. In particular, we
can rewrite the partial differential equation as a linear system of n + 1 ordinary
differential equations and this guarantees existence for all t > 0. Suppose f(x) is
not a solution of the differential equation. Then
ut(0, x) =
∂
∂x
(
p(x)
∂
∂x
f(x)
)
− q(x) ∂
∂x
f(x)
is a polynomial of degree at most n and not identically 0 (since otherwise f would
solve the differential equation for λ = 0). We observe that if this polynomial
vanishes in exactly {x1, . . . , xn}, then it has to be a multiple of f and we have
obtained the desired result for some λ 6= 0. If this is not the case, then ut(xi, 0) 6= 0
for at least one 1 ≤ i ≤ n. We fix this value of i. Moreover, we note
f ′(xi) =
n∏
k=1
k 6=i
(xi − xk) 6= 0.
The implicit function theorem implies that there is a neighborhood of 0 for which
there is a function xi(t) such that
u(t, xi(t)) = 0 and
∂
∂t
xi(t)
∣∣
t=0
6= 0.
We now compute the expression. Differentiation implies
0 =
∂
∂t
u(t, xi(t))
∣∣
t=0
= ux(0, xi)
(
∂
∂t
xi(t)
∣∣
t=0
)
+ ut(0, xi).
6We are interested in the first term, already computed the second term ux(xi, 0) =
f ′(xi) and thus only need to compute the third term. A simple computation shows
ut(t, xi)
∣∣
t=0
=
∂
∂x
(
p(x)
∂
∂x
f(x)
)
− q(x) ∂
∂x
f(x)
∣∣
x=xi
= p(x)
∂2
∂x2
f(x) + (p′(x)− q(x)) ∂
∂x
f(x)
∣∣
x=xi
.
The first term simplifies to
∂2
∂x2
f(x)
∣∣
x=xi
= 2
n∑
k=1
k 6=i
n∏
j=1
j /∈{i,k}
(xi − xj)
and altogether we obtain
0 6= ∂
∂t
xi(t)
∣∣
t=0
= p(xi)
n∑
k=1
k 6=i
2
xk − xi + p
′(xi)− q(xi)
which is a contradiction. Conversely, if f is indeed a solution of the equation, then
u(t, x) = eλtf(x) and thus
∂
∂t
xi(t)
∣∣
t=0
= 0
for all 1 ≤ i ≤ n which implies that the equations are satisfied. 
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Figure 2. Another example: starting with initial values xi(0) = i
for 1 ≤ i ≤ 100, the associated system of ODEs approaches the
zeros of the Laguerre polynomial L100.
2.2. Proof of Theorem 2.
Proof. We assume that the solutions y0, y1, . . . , yn−1, yn satisfy deg(yi) = i for all
0 ≤ i ≤ n. We assume that p, q and the domain of definition are such that classical
Sturm-Liouville theory applies. Then the polynomial yj has exactly j zeros all of
which are simple. Suppose
x1(0) < x2(0) < · · · < xn(0)
7is given. We define the function
f(x) =
n∏
k=1
(x− xk(0)) and write it as f(x) =
n∑
k=0
akyk(x)
for some coefficients a0, . . . , an. This is possible because of the assumption on the
degrees (an upper triangular matrix is invertible). The strong form of the Sturm
Oscillation Theorem, that is not very widely known, states that, as long as not all
coefficients bi vanish, any function of the form
n−1∑
k=0
bkyk(x) has at most n− 1 zeros.
We refer to Be´rard & Helffer [3] and Lu¨tzen [15] for the history of this remarkable
Theorem that seems to have been forgotten ([3] gives rigorous proofs in modern
language, [17] gives a quantitative form). Since f(x) has n zeros, the Sturm Oscil-
lation Theorem implies that an 6= 0. We now define u(t, x) as the solution of the
backward heat equation
∂
∂t
u(t, x) = − ∂
∂x
(
p(x)
∂
∂x
u(t, x)
)
+ q(x)
∂
∂x
u(t, x)
u(0, x) = f(x)
and observe that, as explained in the proof of Theorem 1, this equation is well-
posed for all t > 0 since it can be rewritten as a linear system of n + 1 ordinary
differential equations. Linearity implies that the solution is given by
u(t, x) =
n∑
k=0
ake
λktyk(x).
At the same time, as long as the zeros do not collide, we can write
u(t, x) = h(t)
n∏
i=1
(x− xi(t)),
where h(t) 6= 0 for all t > 0 and the functions xi(t) satisfy, following the computa-
tion done in the proof of Theorem 1 and reversing the sign, the system of ordinary
differential equations
d
dt
xi(t) = −p(xi)
n∑
k=1
k 6=i
2
xk(t)− xi(t) + q(xi(t))− p
′(xi(t)) for all 1 ≤ i ≤ n.
It is a property of Sturm-Liouville problems that the number of distinct zeros is
nonincreasing in time under the forward heat equation; since we are dealing with the
backward heat equation, we see that the number of distinct zeros is nondecreasing.
Moreover, since we start with a polynomial of degree n and the solution is always a
polynomial of degree at most n, this implies that zeros can never collide (and that
the solution is always exactly of degree n). This shows that
e−λnth(t)
n∏
i=1
(x− xi(t)) = anyn(t) +
n−1∑
k=0
ake
(λk−λn)tyk(x).
All zeros of yn are simple, the Inverse Function Theorem now implies that the
zeros of u(t, x) converge to the zeros of yn exponentially quickly in t. The speed of
8convergence depends on the size of λn−1 − λn and the size of y′n at its zeros; the
constant in front will depend on the precise values of the coefficients {a0, a1, . . . , an}.
If an−1 = 0 or more of the leading terms vanish, then convergence would be even
faster. 
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