We study the breaking of spin symmetry for the nonlinear Hartree-Fock model describing an infinite translation-invariant interacting quantum gas (fluid phase). At zero temperature and for the Coulomb interaction in three space dimensions, we can prove the existence of a unique first order transition between a pure ferromagnetic phase at low density and a paramagnetic phase at high density. Multiple first or second order transitions can happen for other interaction potentials, as we illustrate on some examples. At positive temperature T > 0 we compute numerically the phase diagram in the Coulomb case. We find the paramagnetic phase at high temperature or high density and a region where the system is ferromagnetic. We prove that the equilibrium measure is unique and paramagnetic at high temperature or high density.
In this article, we study the Hartree-Fock (HF) model for an infinite interacting quantum Fermi gas, restricting our attention to fully translation-invariant states (fluid phase). This model is solely parametrised by the density ρ > 0 and the temperature T ≥ 0 of the gas, and it can be written as a minimisation problem over fermionic translation-invariant one-particle density matrices. Mathematically, we obtain a nonlinear minimisation problem involving a matrix-valued function γ(k), where k is the Fourier variable, which satisfies 0 ≤ γ(k) = γ(k) * ≤ 1 in the sense of 2 × 2 hermitian matrices and the constraint that´R d tr C 2 γ(k) dk = (2π) d ρ.
In three space dimensions and with the Coulomb interaction, we obtain the Uniform Electron Gas (UEG). This is the reference model in Density Functional Theory [PY94, PK03] , where it appears in the Local Density Approximation [HK64, KS65, LLS18] and is used for deriving the most efficient empirical functionals [Per91, PW92, Bec93, PBE96, SPR15, SRZ + 16]. Valence electrons in alcaline metals have indeed been found to be described by this model to a high precision, for instance in solid sodium [HSP + 10]. Of course, the true ground state of the UEG is highly correlated at low and intermediate densities and Hartree-Fock theory provides a very rough approximation. But understanding the behaviour of mean-field theory is an important first step before developing more complicated correlated methods.
There has been a huge recent interest in understanding the breaking of translational symmetry in Hartree-Fock UEG [ZC08, BDHB11, BDBH13, BDBH14, Bag14, GHL18] . The corresponding phase diagram is very rich and a strong activity is currently devoted to exploring its properties in detail. Here we focus on the breaking of spin symmetry and assume translation-invariance throughout, which is a much easier situation. In physical terms, we investigate the phase diagram of the fluid phase of the Hartree-Fock gas.
It is a well-established fact mentioned in many Physics textbooks [PY94, GV05] that, at zero temperature, the translation-invariant system undergoes a first-order phase transition from a ferromagnetic phase with all spins aligned in one direction Date: February 6, 2019. 1 at low densities, to a paramagnetic phase with all spins independent from each other at high densities. However, the argument for this phenomenon is often reduced to comparing the energies of these two states, without actually showing that these are the only possible minimisers. In this paper, we provide the missing rigorous argument and give a complete proof of this phase transition. This phenomenon is however specific to the Coulomb potential. Multiple first or second order phase transitions can happen for other interaction potentials, as we illustrate on some examples.
In this work we also address the positive temperature case, which is much more involved and which we cannot solve completely. We compute numerically the full phase diagram for the Coulomb interaction in 3D and find two regions: the pure paramagnetic phase at high temperature or high density, and a region where the system is ferromagnetic. The transition from the paramagnetic phase to the ferromagnetic phase can be first or second order, depending on the values of T and ρ. We are able to rigorously prove that the equilibrium state is unique and paramagnetic at high temperature or high density, but cannot rigorously justify the whole phase diagram.
Mathematically, the problem is reduced to studying a nonlinear and non-local integral equation for matrix-valued radial functions. This nonlinear equation involves an Euler-Lagrange multiplier µ (called the chemical potential), associated with the constraint on the density ρ. We emphasise that solutions are in general non unique for fixed µ, a situation which is for instance different from the wellknown case of the nonlinear Schrödinger equation [Tao06] . This is the deep reason for the breaking of spin symmetry, as we explain in detail later. In the model we study, it is the competition between the (concave) exchange term and the (convex) entropy term which is responsible for this non uniqueness. Similar effects have been found recently for instance for the Bogoliubov model describing an infinite translation-invariant Bose gas but the phase transition is there due to the interplay between pairing and Bose-Einstein condensation [NRS18b, NRS18c, NRS18a] .
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Translation-invariant Hartree-Fock model
1.1. Hartree-Fock (free) energy. We consider spin-polarised translation-invariant Hartree-Fock states in an arbitrary space dimension d ≥ 1. These are fully described by their one-particle density matrix which, in Fourier space, is a k-dependent 2 × 2 hermitian matrix
The Pauli principle is expressed by the condition that
pointwise in the sense of 2 × 2 hermitian matrices. The corresponding density is the constant given by
where tr C 2 γ(k) := γ ↑↑ (k) + γ ↓↓ (k) denotes the usual trace of 2 × 2 matrices. We assume that the fermions interact through a repulsive radial potentialw to be chosen later on. The Hartree-Fock energy per unit volume of γ is then given by
The second term is the exchange energy and it can be either expressed in terms of the translation-invariant kernel γ(x, y) in space of the Fourier multiplier γ(k) (first equality) or in the Fourier domain (second equality). Here and in the sequel, w(k) is the Fourier transform (up to a (2π) d/2 factor) of the interaction potential. The direct (or Hartree) term has been dropped, since it only depends on the constant ρ γ and plays no role in the minimisation. For potentialsw / ∈ L 1 (R d ) such as the Coulomb potential, the Hartree term is removed by the addition of a uniform background of positive charge.
At T = 0 we are interested in minimising the HF energy per unit volume (1) over all possible states with given density
We also would like to determine the form of the corresponding minimisers, depending of the value of ρ. At positive temperature T > 0, we have to minimise the free energy per unit volume, which is given by
where S(t) := −t log(t)−(1−t) log(1−t) is the usual (concave) Fermi-Dirac entropy. The corresponding minimal free energy is
1.2. Spin symmetric states and the no-spin free energy. A pure ferromagnetic HF state has all its spins aligned in one direction and this corresponds to taking a density matrix in the form
where the unitary U ∈ SU(2) determines the common polarisation ν = U e 1 of the spins. Its free energy is independent of U . A paramagnetic HF state has its spins chosen at random independently, with the uniform measure over all directions, and this corresponds to taking γ para (k) = g para (k) I 2 .
A general ferromagnetic HF state is a non-trivial convex combination of a pure ferromagnetic state and a paramagnetic state, that is, a state of the form
Because of the special form of these states, it is natural to introduce the no-spin version of the free energy (4), given by
as well as the corresponding free energy
Here g is now a real-valued function. Similarly to the spin-polarised case, we use the simpler notation E HF no-spin (g) := E HF no-spin (g, 0) and E HF no-spin (ρ) := E HF no-spin (ρ, 0) at zero temperature.
Main results on HF equilibrium states and on the phase diagram
In this section we state our main mathematical results on HF equilibrium states and on the phase diagram. For convenience, some of the proofs will be given later in Section 4 and Appendix A.
2.1. Existence of minimisers. First we state the following elementary result concerning the existence of minimisers.
Lemma 1 (Well-posedness and existence of minimisers). We assume that w ∈ L 1 (R d ) + L ∞ (R d ) and that ρ, T ≥ 0. Then the (spin and no-spin) minimisation problems (4) and (6) are well-posed and have minimisers.
At T > 0, any minimiser for (4) solves the nonlinear equation
for some µ ∈ R called the chemical potential and with β = 1/T < ∞. In particular, 0 < γ(k) < I 2 for all k ∈ R d , in the sense of 2 × 2 hermitian matrices. At T = 0, any minimiser for (2) solves the nonlinear equation
whereγ(k) is supported on ker k 2 2 − γ * w(k) − µ for every k ∈ R d . Similar equations hold for the no-spin minimisers of (6). In this case, if w is radial non-increasing, then so are all the minimisers g.
The result follows from classical methods in the calculus of variations, using that |k| 2 → ∞ at infinity. When w is radial decreasing, then g satisfies the same property by usual symmetric rearrangement inequalities for functions [LL01] . The detailed proof of Lemma 1 is provided for completeness later in Appendix A.
2.2.
Reduction to the no-spin problem. Our main first result concerns the form of minimisers of (2) and (4) and the link with the no-spin counterpart (5). We assume here that w is positive and recall that w is the Fourier transform of the interaction potential.
Theorem 2 (HF equilibrium states). We assume that w ∈ L 1 (R d ) + L ∞ (R d ) is a positive function and that ρ, T ≥ 0. Then, the minimisers of the spin problem (4) are all of the form
where U ∈ SU(2) is a k-independent unitary matrix and where g ↑ and g ↓ are minimisers of the no-spin problem (6), for some densities ρ ↑ and ρ ↓ respectively (to be determined and satisfying ρ ↑ + ρ ↓ = ρ). In particular,
This result states that minimisers at density ρ ≥ 0 and temperature T ≥ 0 are always made of tρ spins pointing in one fixed (k-independent) direction and (1 − t)ρ spins pointing in the other direction, with both density matrices minimising the corresponding no-spin problems. Here 0 ≤ t ≤ 1/2 is a mixing parameter to be determined, called the polarisation, with t = 1/2 corresponding to the paramagnetic phase and t = 0 to the pure ferromagnetic phase. For 0 ≤ t < 1/2 the material has a non trivial (partial) polarisation, and is also called ferromagnetic.
In the model with spin, minimisers can be unique only in the paramagnetic case t = 1/2. This is because otherwise we can rotate the spins as we like by applying a U ∈ SU(2). The non-uniqueness of minimisers is the manifestation of spin symmetry breaking.
Note that the pure ferromagnetic state t = 0 can never occur at T > 0. Indeed, as stated in Lemma 1, γ(k) can never have 0 as eigenvalue. In particular, the optimal t in (9) is always positive at T > 0.
Remark 3 (Linear response to an external magnetic field). When a constant magnetic field B is applied to the system, we expect the energy per unit volume to behave as 1 2(2π) d ( 1 2 − t)|B| to first-order. If the system is paramagnetic (t = 1 2 ), the energy behaves quadratically in |B|, while if the system is ferromagnetic (t < 1 2 ), the spins align along the direction of B, and the energy decreases linearly with |B|.
The proof of Theorem 2 relies on a kind of rearrangement inequality for matrices (Lemma 4 below), which states that tr(U D 1 U * D 2 ) ≤ tr(D 1 D 2 ) for all U ∈ SU(2) and any two diagonal positive matrices D 1 and D 2 with entries ordered in the same manner. Together with the positivity of w, this allows to show that the exchange term favour having γ(k) diagonalised in a k-independent basis.
Proof of Theorem 2. Let γ be any minimiser for (4). We may write
. We then claim that E HF (γ, T ) ≤ E HF (γ, T ) for the diagonal stateγ
that is, the energy goes down by decoupling the two spin states. Since the kinetic energy and the entropy are unchanged, we only have to explain why the exchange energy decreases. This follows from the next lemma, which is valid in any dimension but which we state for simplicity for 2 × 2 matrices.
Lemma 4 (Rearrangement inequality for matrices). Let
be two diagonal matrices with eigenvalues ordered as λ 1 ≥ µ 1 and λ 2 ≥ µ 2 . Then, for any unitary matrix U ∈ SU(2), we have
with equality if and only if U D 1 U * = D 1 or U D 2 U * = D 2 . If furthermore λ 1 > µ 1 and λ 2 > µ 2 , then there is equality if and only if U is diagonal.
Proof. We denote by J := 1 0 0 0 and by α i :
We get
where we have used the fact that |U 11 | ≤ 1 for any U ∈ SU(2). We have equality if and only if α i = 0 (in which case D i is a multiple of the identity and U D i U * = D i ), or if |U 11 | = 1 (in which case U is diagonal, and then U D 1,2 U * = D 1,2 ).
Applying the lemma to the exchange energy, using that w ≥ 0, gives, as we wanted, thaẗ
In particular, we find
Since the reverse inequality can be obtained by taking diagonal trial states, we conclude that (9) holds. In addition, g ↑ and g ↓ minimise E HF no-spin (ρ ↑ , T ) and E HF no-spin (ρ ↓ , T ), respectively. It remains to explain that the unitary U (k) can indeed be chosen independent of k. If γ(k) is a multiple of the identity, it is obvious that U (k)γ(k)U (k) * = γ(k) for any U (k) ∈ SU(2), so we can remove the unitary. We have to prove the similar equality in the region where γ(k) is not a multiple of the identity. Let k ′ be in this region. Then, for every other point k in the same region we have from the assumed positivity of w that
According to Lemma 1 this implies that U (k) * U (k ′ ) is a diagonal matrix for all such k, k ′ . Therefore, U (k) is equal to the fixed unitary U = U (k ′ ) times a diagonal unitary matrix, commuting with γ(k). This proves that γ(k) = Uγ(k)U * and concludes the proof of Theorem 2.
2.3. Uniqueness and non-uniqueness for the no-spin model. In order to find the optimal value of t ∈ [0, 1/2] for the minimisation problem (9), we need to discuss the no-spin minimisation problem with more details.
We know from Theorem 2 that, up a global unitary, any minimiser γ takes the special form
with g ↑,↓ minimising the no-spin free energy for the corresponding (unknown) ρ ↑,↓ , hence solving the corresponding nonlinear equation. Since γ should satisfy an equation similar to that of g ↑,↓ , the Lagrange multipliers of g ↑,↓ must be the same:
From this property we see that we can have spin symmetry breaking, that is t < 1/2, only when there are two no-spin minimisers g ↑ and g ↓ with different total densities, ρ ↑ = ρ ↓ , but sharing the same chemical potential µ ↑ = µ ↓ . In particular, spinsymmetry breaking can only happen if there is non-uniqueness of solutions to the equation
at fixed chemical potential µ ∈ R, or the equivalent equation
at T = 0. Note that such solutions exist for all µ ∈ R, as is seen by minimising the free energy E HF no-spin (T, g) − µρ g without the density constraint. Even though equilibrium states of the no-spin problem are in general not unique at fixed chemical potential µ, we believe that they are unique when parametrised in terms of the density ρ ≥ 0.
Conjecture 5 (Uniqueness for the no-spin problem). When w is a positive radial non-increasing function, the no-spin minimisation problem E HF no-spin (ρ, T ) in (6) admits a unique minimiser for every ρ, T ≥ 0.
One traditional argument, often used in the study of Partial Differential Equations, is to prove the uniqueness of (radial) solutions of the equations (10) and (11) for any given µ, which then implies the uniqueness of minimisers. As explained, this will not work here and this complicates the mathematical analysis.
2.4. Uniqueness at zero temperature. At zero temperature we are able to solve Conjecture 5 completely. We prove the uniqueness of minimisers of the no-spin problem for all possible values of the density ρ, under the additional assumption that w is radial non-increasing, which in particular covers the Coulomb case.
Theorem 6 (Uniqueness at T = 0). We assume that w ∈ L 1 (R d ) + L ∞ (R d ) is a positive radial non-increasing function. Then, for T = 0 and all ρ ≥ 0, the no-spin minimisation problem (6) has a unique minimiser g ρ,0 , given by
is the Thomas-Fermi constant.
It may seem surprising at first sight that, at T = 0, the no-spin ground state g ρ,0 is independent of w and is given by the same formula as when w ≡ 0. This is a consequence of the property that w(k) is radial non-increasing. The argument is as follows.
Proof of Theorem 6. When the interaction potential w is radial non-increasing, minimisers for the no-spin problem (6) are also radial non-increasing, by Lemma 1. This implies that g * w is radial non-increasing as well, hence that
is radial and strictly increasing. Since g satisfies the equation (11) for some µ, it must then be the characteristic function of a ball. Note thatg(k) vanishes since the level sets of the above function h(k) are spheres, hence have vanishing Lebesgue measure. The value of µ follows from the constraint on the density.
With Theorem 6 at hand we can compute exactly the right side of (9) and determine the optimal values of t and the possible regions of symmetry breaking. This is done in Section 3, where the zero-temperature case is investigated for general Riesz-type potentials in all dimensions. In the three dimensional Coulomb case, we need to find the minimum of the function
In Section 3 we prove the following result.
Corollary 7 (First order phase transition for the 3D Coulomb case at T = 0). We assume that w(k) = (2π 2 ) −1 |k| −2 , d = 3 and that T = 0. Then we have a first-order phase transition between the ferromagnetic and paramagnetic phases at density
More precisely,
• for all 0 < ρ < ρ c , the minimisers of E HF (ρ) are all of the form
with ν any normalised vector in C 2 ; • for all ρ > ρ c , the minimiser of E HF (ρ) is unique, and given by
• for ρ = ρ c , the minimisers are of either form. The first derivative of the ground state energy ρ → E HF (ρ) has a jump at ρ = ρ c .
Remark 8. The critical ρ c found in (13) gives, in terms of the Wigner-Seitz radius,
This is the result found in standard Physics textbooks (see e.g. [GV05, Eqt. 2.57]).
2.5.
Phase diagram in the 3D Coulomb case. We next turn to the positive temperature case, which we cannot solve completely. In Figure 1 , we display a numerical simulation of the polarisation t of the electron gas, in the Coulomb case d = 3 and w(k) = (2π 2 ) −1 |k| −2 , as a function of ρ and T . We represent there the level sets of the polarisation (0.5 corresponds to paramagnetism, while 0 corresponds to pure ferromagnetism). We took temperatures 1 T ∈ [0.003, 0.035], and densities ρ ∈ [0, 0.0016].
In this figure we observe that there is a critical Curie temperature T c ≈ 0.034 above which the gas is always paramagnetic. For 0 < T < T c , we find two transitions when ρ increases. The system is paramagnetic at low density, then undergoes a first-order transition to ferromagnetism as the density passes a first critical temperature ρ c,1 (T ), and finally becomes again suddenly paramagnetic at a second critical density ρ c,2 (T ).
As explained above we only find the pure ferromagnetic state at T = 0 and ρ ≤ ρ c ≈ 0.00147, which matches the result found in (13). However, the polarisation seems to decrease quite rapidly with T if we fix ρ < ρ c . It would be interesting to determine the dependence of the optimal t in (9) as we increase the temperature starting from the ferromagnetic state.
Our method for computing the phase diagram relies on some tools introduced in the proof of Theorem 9 which we are going to state in the next section. For this reason our numerical technique is quickly explained later in Remark 27. We have largely insisted on the fact that the breaking of spin symmetry is deeply related to the non-uniqueness of solutions to the equation (10), for given µ. We quickly illustrate this now.
At zero temperature, for the three-dimensional Coulomb case, we have from Equation (8) and Theorem 6 that the Lagrange multiplier for the no-spin problem is given by (this is also the derivative of the energy with respect to the density, as we will prove later)
which is not one-to-one. We therefore expect that ρ → µ(ρ, T ) is also not one-toone for small positive temperatures. This is confirmed by the numerical calculation displayed in Figure 2 . There we plot in the (µ, ρ)-plane the set of points for which the nonlinear equation (10) with chemical potential µ admits a solution with density ρ, for different temperatures. We see that different values of the density ρ may lead to the same Fermi level µ, depending on the value of T . In the present figure, we notice several important features, that we use later in the proof of Theorem 9. For T > 0, there is 0 < ρ 1 (T ) ≤ ρ 2 (T ) such that the map ρ → µ(ρ, T ) is strictly increasing on [0, ρ 1 (T )] and on [ρ 2 (T ), ∞). Although we see that ρ 1 (T ) → 0 as T → 0, we are able to control this convergence, and we prove that ρ 1 (T ) ≥ CT 3 . On the other hand, when the temperature is high-enough, we have ρ 1 (T ) = ρ 2 (T ) and the map ρ → µ(ρ, T ) becomes increasing (hence one-to-one) over the whole of R + . Although we believe that most of the numerical findings of this section apply to more general situations, we have not investigated other potentials nor other dimensions.
2.6. Uniqueness at positive temperature. In this section, we discuss uniqueness for the no-spin minimisation problem E HF no-spin (ρ, T ) (see Conjecture 5) and for the spin-polarised one E HF (ρ, T ), in the case where w(k) can be bounded by some |k| s−d in an appropriate manner. We are able to prove that both problems have a unique minimiser at large T or large ρ. In particular, the spin problem E HF (ρ, T ) is paramagnetic in an appropriate region.
We first state our theorem for the no-spin problem. In our study, the potential |k| 1−d (corresponding tow(x) = C|x| −1 ) is critical in any dimension, as it is for the scattering of Schrödinger operators [RS79] . We therefore split our theorem into two parts. The first deals with sub-critical potentials, whereas the second is the critical case |k| 1−d .
Theorem 9 (Uniqueness for the no-spin problem at T > 0).
be such that w is positive radial non-increasing and satisfies the pointwise bound
with 1 < s 1 ≤ s 2 < 2, and κ 1 , κ 2 ≥ 0. Then there exists C, ρ C ≥ 0 such that, for all (ρ, T ) in the region
the function g → E HF no-spin (g, T ) has a unique critical point g ρ,T of density ρ, which is therefore the unique minimiser for E HF no-spin (ρ, T ). The function g ρ,T is positive radial-decreasing. It is non-degenerate, in the sense that the linearised operator
Finally, for any interval
• (Long range potential s = 1). In the case where
with d > 1, all the previous conclusions hold after replacing Ω in (16) by
for some C ∈ R + and α > 0.
For the spin-polarised problem, we have the following result.
Theorem 10 (Uniqueness and paramagnetism for the spin problem). With the same notation as in Theorem 9, we set
in the long range case s = 1.
Then, for all (ρ, T ) ∈ Ω, the spin-polarised minimisation problem E HF (ρ, T ) has a unique minimiser, which is paramagnetic, and given by
with g ρ/2,T the unique minimiser of the no-spin problem E HF no-spin (ρ/2, T ). Remark 11 (Curie temperature). There is a temperature T C > 0 for which R + × [T C , ∞) ⊂ Ω. So the corresponding system is always paramagnetic in this region. The minimal T C having this property is sometimes called the Curie temperature.
Theorems 9 and 10 are the most involved results of this paper. Their lengthy proofs are detailed later in Section 4. For Theorem 9, the uniqueness of critical points relies on the fact that for any T > 0 and µ ∈ R, the nonlinear equation g = 1 e β(k 2 /2−w * g−µ) + 1 takes the form of a Hammerstein equation [BG69] , with an ordering-preserving nonlinear operator. It particular, there is always a minimal solution g min and a maximal solution g max , in the sense that any solution g satisfies g min ≤ g ≤ g max pointwise. In addition, by construction, the functions g min and g max are radial-decreasing. The main ingredient of the proof is that any radial-decreasing solution which has (ρ, T ) ∈ Ω is necessarily non-degenerate, hence gives rise to a smooth branch of solutions in its neighbourhood, by the implicit function theorem. Applying this to g min/max , which are always radial-decreasing, we are able to extend the two branches to the whole domain Ω. We then show that g min = g max in the whole region, by studying the region of small densities, where we can prove the uniqueness of critical points. At high densities, our arguments are inspired of our recent work [GHL18] which is itself based on spectral techniques recently developed in the context of Bardeen-Cooper-Schrieffer theory in [FHNS07, HHSS08, HS08, FHS12, HS16, HL17]. For Theorem 10, we directly prove the uniqueness of minimisers, using some estimates derived in the proof of Theorem 9.
Remark 12. The set Ω is a strict subset of the set Ω appearing in Theorem 9. We conjecture that all the results of Theorems 9-10 are valid in a region of the form Ω := {T > Cρ s1/d or ρ > ρ C }, even in the long range case.
Detailed study of the phase transition(s) at T = 0
In this section we study the minimisation problem over t ∈ [0, 1/2] in (9) using Theorem 6 that provides the form of the unique minimiser for the no-spin problem at T = 0.
3.1. Riesz (power-law) interactions. We look at the special case of the Riesz interactions
The constant c d,s is chosen so that w(k) corresponds to the Fourier transform (up to some (2π) d/2 factor) of the interaction |x| −s . In addition to the Coulomb case s = 1 in dimension d = 3 (where c 3,1 = 1/(2π 2 )), several physical systems may be appropriately described by such purely repulsive power-law potentials, including for instance colloidal particles in charge-stabilised suspensions [PAW96, SR99] or certain metals under extreme thermodynamic conditions [HYG72] . By plugging the zero-temperature solution g(k) = 1(k 2 ≤ c TF ρ 2/d ) found in Theorem 6, we find immediately after scaling that the no-spin ground state energy is equal to
and with the Dirac-type constant
There happens to be a change of behaviour depending whether s is below or above min(2, d).
Theorem 13 (Sharp or smooth phase transition for Riesz interactions). Let d ≥ 1 and assume that w(k) = c d,s |k| s−d with 0 < s < d.
(First-order phase transition). If 0 < s < min(2, d), then there is a first-order transition between a ferromagnetic and a paramagnetic phase at density
with ν any normalised vector in C 2 ;
• for all ρ > ρ c , the minimiser of E HF (ρ) is unique, and given by γ para (k) := 1 k 2 ≤ c TF (ρ/2) 2/d I 2 (paramagnetic phase);
(Second-order phase transition). In dimension d ≥ 3, if min(2, d) < s < d, then there is a smooth transition between a ferromagnetic and a paramagnetic phase, occurring between two densities
• for 0 < ρ ≤ ρ c,min , the minimiser of E HF (ρ) is unique, given by
• for ρ c,min < ρ < ρ c,max , the minimisers of E HF (ρ) are all of the form
, for a unique t ρ ∈ (0, 1/2); • for ρ ≥ ρ c,max , the minimisers of E HF (ρ) are all of the form
with ν any normalised vector in C 2 .
In the three-dimensional Coulomb case, we have c D (3, 1) = 4π 2 , see [PY94, Equation 6.1.21], hence κ(3) = 3 5/3 π 4/3 2 1/3 5 , λ(3, 1) = 3 4/3 2 5/3 π 1/3 . This gives the value ρ c := 125(24π 5 ) −1 1 + 2 1/3 −3 claimed in (13).
According to Theorem 2, the proof of Theorem 13 is reduced to studying the function P ρ : [0, 1/2] → R defined by
We set
Note that λ = λ(ρ) is decreasing when s < 2 and is increasing when s > 2, and that 2−s d = q − p. Theorem 13 is a direct consequence of the following lemma. Lemma 14. Define the function
, then the minimum is strictly between 0 and 1 2 , and varies smoothly between 1 2 and 0 as λ varies between λ min and λ max .
Proof. For all x ∈ (0, 1/2), we have f ′ λ (x) = 0 if and only if
Let us study the map x → λ(x), and prove that it is one-to-one. We have
where we set
One sees that for all x ∈ (0, 1/2), there exists p x ∈ (2, 3) such that F x is strictly increasing on (1, p x ), and strictly decreasing on (p x , 3). In addition, F
In this case, the map λ(x) is strictly increasing. The inverse map λ → x λ is therefore also strictly increasing, and the point x λ is the only critical point of f λ on (0, 1/2). It remains to prove that it is a local maximum. We have
is strictly decreasing, and vanishes only at
In other words, f λ is increasing on [0, x λ ] and decreasing on [x λ , 1 2 ], hence its minimum can only be 0 or 1/2. The proof follows. In the case 1 ≤ q < p < 2, the map λ → λ(x) is decreasing, with λ(0) = q p and lim x→ 1 2 λ(x) = q(q−1) p(p−1) 2 p−q . Reasoning as before, we see that f λ is decreasing if λ ≤ λ min , is decreasing then increasing if λ min < λ < λ max , and increasing if λ ≥ λ max .
In order to visualise these phase transitions, we plot the function P ρ defined in (23) for different values of ρ. In Figure 3 , we took the three dimensional Coulomb case d = 3 and s = 1, which corresponds to the sharp transition case. We clearly see that the minimum of P ρ jumps from t = 0 to t = 1 2 at the critical density ρ c . In Figure 4 , we took the values d = 3 and s = 5/2, which corresponds to the smooth transition case. 
3.2.
Non trivial phase transitions for other interactions. In this section, we exhibit an example of a repulsive interaction for which complex phase transitions occur as the density ρ increases, in the case T = 0. Our example is a combination of Riesz interactions, of the form
Following the lines of the previous section, we are lead to study the minimum of
where we set λ i := α i λ(d, s i )/κ(d). In Figure 5 , we plot the arg-minimum t ∈ [0, 1/2] of P ρ as a function of ρ. We took the values d = 3, λ 1 = 1/2, λ 2 = 1, s 1 = 1/5 and s 2 = 14/5. In this figure, we see that the system is ferromagnetic at low density. Then, the system undergoes a first-order transition to a paramagnetic state around ρ ∼ 0.04. The system then stays paramagnetic until ρ ∼ 0.18, where a second-order phase transition to the ferromagnetic state happens. Finally, around ρ ∼ 0.2, the system becomes suddenly ferromagnetic again. To better illustrate the previous behaviour, we plot in Figure 6 the function P ρ for different values of ρ. In these figures, we see how the minimum of P ρ can change suddenly or smoothly depending on the density. In this section, we first prove that the no-spin functional E HF no-spin (ρ, T ) has a unique critical point in the region Ω defined in Theorem 9. By Lemma 1, we already know that there exist minimisers for E HF no-spin (ρ, T ). We are only interested in the uniqueness here. At the very end, we provide the proof of Theorem 10.
Any critical point of E HF no-spin (·, T ) on the set of states with density ρ satisfies the Euler-Lagrange equation
We prove in this section that Equations (24)-(25) have a unique solution whenever (ρ, T ) ∈ Ω. In the sequel, we work mainly with (25), since V lies in the simple space L ∞ (R d ). Of course, there is a one-to-one correspondence between the solutions of (24) and (25) with V = g * w and g = (e β(k 2 /2−µ−V ) + 1) −1 .
In our proof we write Ω = Ω 1 ∪ Ω 2 and use different arguments in each of the two sub-domains. In the sub-critical case (15) we defined the two domains by
and
for some large enough C. Similarly, in the case w(k) = κ/|k| d−1 we introduce the two sets
for some α, C > 0 to be determined later.
In the region Ω 1 , we prove below that any solution (V, µ) of (25) is non-degenerate, hence gives rise to a smooth branch of solutions in a neighbourhood, by the implicit function theorem. Propagating this information, we get a branch over the whole connected set Ω 1 . In the region Ω 2 , we can only prove that any radial-decreasing solution (V, µ) of (24) is non-degenerate, hence gives rise to a smooth branch of solutions in a neighbourhood. The difficulty here is that although the solution obviously stays radial, it is not obvious that it stays decreasing, hence we cannot easily extend the branch to the whole Ω 2 and finally to Ω = Ω 1 ∪ Ω 2 . In order to do so, we work with two special solutions V min and V max that we know are always radial decreasing. We prove that the local branch constructed at a V min/max must stay equal to the solution V min/max in a neighbourhood, hence in particular must stay radial-decreasing. These solutions therefore give rise to branches over the whole set Ω. Finally, we prove that V min = V max in Ω 1 , hence we get V min = V max everywhere.
We remark that it is possible to show that all the solutions V of the fixed point equation (25) are necessarily radial decreasing, at least under some mild regularity assumption on w. This is explained in Appendix B. This additional information does not simplify our proof, however. 4.1. Non degeneracy of the linearised operator. In this section, we investigate the non-degeneracy of solutions. Discarding for the moment the density constraint, we see that the linearised operator for the first equation in (25) is equal to
with of course g := (e β(k 2 /2−V −µ) + 1) −1 . Let us introduce the operator
so that K g = 1 − A g . The following proposition is a key tool in our analysis.
Proposition 15 (Non-degeneracy in Ω). Assume w ≤ κ 1 | · | s1−d + κ 2 | · | s2−d with κ 1 , κ 2 ≥ 0 and 1 < s 1 ≤ s 2 < min(d, 2) and define Ω 1 and Ω 2 by (26) and (28), respectively. Then there exists C > 0 such that if (V, µ) is a solution to (25) with (ρ, T ) ∈ Ω 1 or (ρ, T ) ∈ Ω 2 and V is radial-decreasing, then we have A g L ∞ →L ∞ < 1. The same results hold for w(k) = κ|k| 1−d and d ≥ 2, with this time Ω 1 and Ω 2 given by (29) and (30), respectively.
We postpone the proof of Proposition 15 until Section 4.4. Under the conditions of Proposition (15), we have A g L ∞ →L ∞ < 1, and the operator K g is invertible on L ∞ (R d ) with bounded inverse, given by
Because of the density constraint in (25), we have to work in L ∞ (R d ) × R and the total linearised operator is, for v ∈ L ∞ (R d ) and δ ∈ R,
In order to prove that this operator is invertible, we need to solve the system of equations
Similarly as for the Schur formula, we can solve the first equation using the invertibility of K g and insert it in the second. We find that δ has to solve the equation
Since A g has a positive kernel, so has (K g ) −1 by (32). So (K g ) −1 [w * g(1 − g)] is a positive function, and the coefficient of δ is at least equal to´R d g(1 − g) > 0. This proves that (33) has a unique solution δ ∈ R. We then find v with v = (K g ) −1 (f + δ[βw * g(1 − g)]) .
This shows that
We obtain the following result.
Corollary 16 (Construction of branches of solutions). Under the assumptions of Proposition 15, any solution (V, µ) to (25) with (ρ, T ) ∈ Ω 1 gives rise to a unique real-analytic branch of solution over the whole domain Ω 1 . Similarly, any solution (V, µ) to (25) with (ρ, T ) ∈ Ω 2 and V radial-decreasing, gives rise to a unique real-analytic branch of solution in a neighbourhood of (ρ, T ) in Ω 2 . Finally, on any such branch of solutions, we have
In particular, ρ → E HF no-spin (ρ, T ) is a convex function of ρ in the corresponding region.
Proof. The result follows from the implicit function theorem and the non-degeneracy discussed in this section. The derivative of the energy is found after differentiating and using the implicit function theorem. The derivative of µ follows from differentiating the second equation in (25).
As mentioned earlier, the branch in Ω 2 cannot easily be extended, since the decreasing property might be lost. In order to see that this is not the case, we now consider two particular solutions which we can extend to the whole set Ω.
Construction of
Proposition 17 (The minimal and maximal solutions). Under the assumptions of Proposition 15, there exist two real-analytic branches of solutions of (25) in the whole set Ω, denoted by (V min (ρ, T ), µ min (ρ, T )) and (V max (ρ, T ), µ max (ρ, T )), which satisfy the properties that, for any (ρ, T ) ∈ Ω,
• V min (ρ, T ) and V max (ρ, T ) are radial-decreasing;
• for any other solution
pointwise. In particular, ρ ′ ≤ ρ.
In the next section we prove that the two branches are actually equal. The rest of the section is devoted to the proof of Proposition 17.
For any T > 0 and µ ∈ R, we study the fixed point equation
The map V T,µ is order-preserving, in the sense that if U 1 ≤ U 2 , then V T,µ (U 1 ) ≤ V T,µ (U 2 ) pointwise. In addition, if U is radial non-increasing, then V T,µ (U ) is radial decreasing.
Lemma 18. There is C > 0 large enough such that, for all V ∈ L ∞ (R d ), all T > 0 and all µ ∈ R such that V = V µ,T (V ), then
The lemma applies to the critical case s 1 = 1 and κ 2 = 0 in dimension d ≥ 2.
Proof of Lemma 18. First, since V is a fixed point of (35), we have V > 0. For shortness we denote
If a ≤ |µ|, our lemma is proved. We now assume that a ≥ |µ|.
where we used the fact that µ ≤ |µ| ≤ a for the last inequality. For all 1 ≤ s < min(d, 2), we have by scalinĝ 
For all x > 0, J(x) > 0, and when x → ∞, J(x) goes to the finite value J(∞) = R d |y| s−d 1(y 2 ≤ 2)dy. Also, we have
We deduce that there 0 < c 1 (s) ≤ c 2 (s) such that c 1 (s) ≤ J(x) ≤ c 2 (s) max(1, x −s/2 ). This finally gives
with the convention that s 1 = 1 and κ 2 = 0 in the critical case. When a is large enough and since s i < 2, this gives
which concludes the proof.
We now prove that there is a unique solution smaller than any other solution, and another one greater than any other solution.
Lemma 19 (Existence of V min and V max ). For any fixed T > 0 and µ ∈ R, there exist two unique radial-decreasing functions V min (µ, T ) and V max (µ, T ) solutions of (35) satisfying that V min (µ, T ) ≤ V ≤ V max (µ, T ) for any other solution V of (35). We denote by In the terminology of Hammerstein integral equations [BG69] , V min (µ, T ) and V max (µ, T ) are respectively the minimal and maximal fixed points of the increasing map V µ,T . The two families of solutions V min/max are parametrised by µ and T . These are not necessarily continuous and the corresponding ρ min/max is not necessarily one-to-one. Later we will restrict our attention to the solutions lying in Ω, which will be well behaved.
Proof of Lemma 19. The same computation as in the proof of Lemma 18 shows that for a of the order of the right side of (36), (hence depending on µ and T ), we have 0 ≤ V µ,T (a) < a pointwise. By induction, we deduce that V µ,T n (a)
is a pointwise decreasing sequence bounded by 0, hence converges pointwise to a function V max (µ, T ).
is pointwise increasing and bounded by V max (µ, T ), hence converges to some V min (µ, T ), which is also a fixed point of V µ,T . By construction, both V min (µ, T ) and V max (µ, T ) are radial decreasing. For any other fixed point V of V T,µ , we have 0 ≤ V ≤ a pointwise by Lemma 18, hence, by induction (V µ,T n (0) ≤ V ≤ (V µ,T n (a), and, after passing to the limit,
In order to conclude the proof of Proposition 17, we also need the following compactness result.
Lemma 20 (Compactness of critical points). Let (µ n , T n , V n ) be any sequence such that V n is a fixed point of V µn,Tn (V n ). If µ n → µ ∞ and T n → T ∞ , then there is a function V ∞ ∈ L ∞ (R d ) such that, up to a subsequence, V n converges strongly to
Proof. Since µ n and T n are bounded, we deduce from Lemma 18 that V n is uniformly bounded in L ∞ (R d ). In particular, g n := (e βn(k 2 /2−µn−Vn) +1) −1 is bounded in
Up to a subsequence, g n converges weakly(- * ) to some g ∞ in L 1 ∩ L ∞ . Since w(x − ·) belongs to L q1 + L q2 for some 1 < q 1 < q 2 < ∞, we deduce that´w(x − ·)g n converges to´w(x − ·)g ∞ . In other words, V n = w * g n converges pointwise to V ∞ = w * g ∞ .
We now bootstrap the argument, and deduce that g n → g ∞ pointwise. By Lemma 18, there is β ′ > 0 and µ ′ > 0 such that
Together with the dominated convergence theorem, this proves that g n → g ∞ strongly in L p for all 1 ≤ p < ∞. By Hölder's inequality we finally get V n = g n * w → V ∞ = g ∞ * w strongly in L ∞ .
Now we are able to provide the
Proof of Proposition 17. We construct the two branches as follows. Let (ρ, T ) ∈ Ω 1 , the set defined in (26), and let (V, µ) be any solution of the nonlinear equation (25), for this value of ρ (for example a minimiser). Then, for this chemical potential µ, the minimal solution satisfies V min (µ, T ) ≤ V , and therefore ρ min (µ, T ) ≤ ρ. From the definition of Ω 1 , we conclude that (ρ min (µ, T ), T ) ∈ Ω 1 . Hence at least one of the minimal solutions lies in Ω 1 . Similarly, by considering (ρ, T ) ∈ Ω 2 , we prove that at least one of the maximal solutions lies in Ω 2 . Now we extend the two branches as follows. For shortness we only discuss the minimal solution, since the argument is the same for the maximal solution. We assume that ρ 0 = ρ min (µ 0 , T 0 ) with (ρ 0 , T 0 ) ∈ Ω = Ω 1 ∪ Ω 2 . Since V min (µ 0 , T 0 ) is radial-decreasing, we may apply Corollary 16 to obtain a unique local branch of solutions (V (ρ, T ), µ(ρ, T )), by the implicit function theorem. Our goal is to show that this only consists of minimal solutions, that is, V (ρ, T ) = V min (µ(ρ, T ), T ) for every (ρ, T ) in a neighbourhood of the given (ρ 0 , T 0 ). The propagation of the radial-decreasing property allows us to go on with the implicit function theorem and hence, by extension, to obtain a branch over the whole domain Ω.
So let us assume by contradiction that there exists a sequence (ρ n , T n ) → (ρ 0 , T 0 ), and a corresponding sequence (V n , µ n ) := (V (ρ n , T n ), µ(ρ n , T n )) that converges to (V 0 , T 0 ) in L ∞ (R d ) × R, such that V n is never the minimal solution for the chemical potential µ n . Since V n is a critical point of V µn,Tn , we have the pointwise estimate.
V n > W n := V min (µ n , T n ).
By Lemma 20 we have (up to extraction) that W n converges to some W ∞ which is a fixed point of V µ0,T0 . Since W n ≤ V n , we obtain at the limit W ∞ ≤ V min (µ 0 , T 0 ). On the other hand, since W ∞ and V min (µ 0 , T 0 ) are both fixed points of V µ0,T0 , we have by minimality that V min (µ 0 , T 0 ) ≤ W ∞ . Hence W ∞ = V min (µ 0 , T 0 ), and W n converges to V min (µ 0 , T 0 ) strongly in L ∞ (R d ). Finally, by uniqueness of the branch in the neighbourhood, we must have W n = V n for n large enough, which is the desired contradiction. We deduce, as we wanted, that we can define a branch of minimal solutions, and a branch of maximal solution, on the whole set Ω.
4.3.
Equality of the minimal and maximal solutions. In the previous section, we have constructed two smooth branches of solution (V min (ρ, T ), µ min (ρ, T )) and (V max (ρ, T ), µ max (ρ, T )) on the whole set Ω. We now prove that these two branches coincide. Thanks to the implicit function theorem, it is enough to prove that they coincide at a single (and well-chosen) point (ρ 0 , T 0 ) ∈ Ω.
Proposition 21. For all T > 0, there is 0 < ρ 1 ≤ ρ 2 with (ρ 1 , T ) ∈ Ω 1 and (ρ 2 , T ) ∈ Ω 1 such that µ min (ρ 1 , T ) = µ max (ρ 2 , T ).
Proof. Let ρ 2 > 0 be such that (ρ 2 , T ) ∈ Ω 1 . We assume first that µ min (ρ 2 , T ) ≥ µ max (ρ 2 , T ). Since (0, ρ 2 ] × {T } ∈ Ω 1 , we deduce from Corollary 16 that the map ρ → µ min (ρ, T ) is continuous and increasing on (0, ρ 2 ]. On the other hand, we have
Integrating, this shows that ρ ≥ I β (µ min (ρ, T )), where
The function I β is continuous increasing with I β (−∞) = 0 and I β (∞) = ∞. This proves that lim ρ→0 + µ min (ρ, T ) = −∞, and the proof of Proposition 21 follows from the mean-value theorem.
In the case where we have µ max (ρ 2 , T ) > µ min (ρ 2 , T ), we repeat the argument with the map ρ → µ max (ρ, T ). However, this cannot happen, as we would have for the corresponding solutions,
by minimality of g min , which contradicts the fact that ρ 1 < ρ 2 .
Let 0 ≤ ρ 1 ≤ ρ 2 be as in Proposition 21, so that the corresponding functions V min := V min (ρ 1 , T ) and V max := V max (ρ 2 , T ) are two fixed points of the same map V µ,T with µ := µ min (ρ 1 , T ) = µ max (ρ 2 , T ). We now write
where we have used that 1 − e −x ≤ x for x ≥ 0 and that g min ≤ 1. We deduce that
Lemma 22. Assume w(k) ≤ κ 1 |k| s1−d + κ 2 |k| s2−d with κ 1 , κ 2 ≥ 0 and 1 ≤ s 1 ≤ s 2 < min(d, 2). Then
where the constants C 1 and C 2 have been defined in (27).
The result covers the critical case s 1 = 1 and κ 2 = 0, in dimension d ≥ 2.
Proof. We have
By rearrangement inequalities the right side is maximised for g a positive radial decreasing function and by linearity the unique maximiser is g(k) = 1 k 2 ≤ C TF ρ 2/d . Hence
This leads to (40).
Applying the lemma we infer, by the definition (26) of Ω 1 (resp. (29) in the critical case) that β ||w * g max || L ∞ (R d ) < 1.
Hence we deduce from (39) that V min = V max . This implies in particular that ρ 1 = ρ 2 , so the two solutions coincide at the point (ρ 2 , T ) ∈ Ω. Altogether, this proves that the two branches V min (ρ, T ) and V max (ρ, T ) coincide over the whole domain Ω.
Corollary 23 (Uniqueness of critical points in Ω). For any (ρ, T ) ∈ Ω, the function g → E HF no-spin (g, T ) has a unique criticial point g ρ,T = g min (ρ, T ) = g max (ρ, T ) of density ρ, which is therefore the unique minimiser for E HF no-spin (ρ, T ). Proof. Let (V, µ) be any solution of (25) for some (ρ, T ) ∈ Ω. We have V min (µ, T ) ≤ V ≤ V max (µ, T ). On the other hand, depending whether (ρ, T ) ∈ Ω 1 or (ρ, T ) ∈ Ω 2 , we have either (ρ min (µ, T ), T ) ∈ Ω 1 or (ρ max (µ, T ), T ) ∈ Ω 2 . In both cases, we deduce that V min (µ, T ) = V max (µ, T ), and finally that V = V min (µ, T ). This concludes the proof. 4.4. Proof of Proposition 15: the operator A g is contracting. It remains to prove Proposition 15. First, since A g has a positive kernel, we have
This shows that A g L ∞ →L ∞ = A g (1) L ∞ = β w * g(1 − g) L ∞ . We now give two different estimates in Ω 1 and Ω 2 .
4.4.1. Estimate in Ω 1 . In the region Ω 1 (defined either by (26) in the sub-critical case or by (29) in the critical case), we use that 0 ≤ g ≤ 1, so that A g ≤ β w * g L ∞ . Together with Lemma 22, we directly deduce that
with s 1 = 1 and κ 2 = 0 in the critical case.
4.4.2.
Estimate in Ω 2 in the subcritical case (15). We now assume that w(k) ≤ κ 1 |k| s1−d + κ 2 |k| s2−d with 1 < s 1 ≤ s 2 < 2 and that Ω 2 is given by (28). In order to estimate the norm of A g we use ideas from [GHL18] which were based on spectral techniques recently developed in the context of Bardeen-Cooper-Schrieffer theory in [FHNS07, HHSS08, HS08, FHS12, HS16, HL17]. We introduce
so that g = (1 + e βh ) −1 . We have
where we used the inequality cosh(x) ≥ 1+x 2 /2. As in [GHL18] , we note that if two functions f and g are increasing on R + with f (k * ) + g(k * ) = 0, then |f (k) + g(k)| ≥ |f (k) − f (k * )|. In our case, k 2 /2 − µ and −V are both radial increasing. Let k * > 0 be so that h(k * ) = 0 (hence g(k * ) = 1/2). We obtain
and finally the simple pointwise bound
This proves that
In hyperspherical coordinates, this is
For s i > 1, the last integral is a bounded function of ℓ ′ . Hence we obtain
We have by scalinĝ ∞ 0 βr s−1 dr
for some large constant C, where, for the last inequality, we used the fact that the integrand is integrable at infinity, and has a singularity only at r = 1. Altogether, we proved that there is C > 0 so that
We finally use the following technical lemma (proved below), valid in both the sub-critical and critical cases.
Lemma 24. There exists 0 < c 1 ≤ c 2 and ρ C > 0 such that, for all (ρ, T ) satisfying β −1 ≤ 2 C 1 ρ s1/d + C 2 ρ s2/d (with as usual s 1 = s 2 = s in the critical case) and ρ > ρ C , we have
Hence, if β −1 ≤ 2 C 1 ρ s1/d + C 2 ρ s2/d and ρ > ρ C , we deduce that
, which is smaller than 1 if ρ C is large enough. This concludes the proof of Proposition 15 in the sub-critical case.
Proof of Lemma 24. We define the map ρ → µ free (ρ, T ) ∈ R to be the (unique) solution to I β (µ free (ρ, T )) = ρ, where I β was defined in (38). This is the Lagrange multiplier for the free Fermi gas. We first prove that c 1 ρ 2/d ≤ µ free (ρ, T ) ≤ c 2 ρ 2/d for ρ large enough, independently of T . Then we prove a similar inequality for µ instead of µ free , and finally, we prove the result for k * .
Since I β is increasing, the multiplier µ free (ρ, T ) is positive if and only if
In a region where β −1 ≤ 2 C 1 ρ s1/d + C 2 ρ s2/d , this is the case whenever
Since 1 ≤ s 1 ≤ s 2 < 2, we deduce that there is ρ 1 > 0 such that, for all (ρ, T ) such that β C 1 ρ s1/d + C 2 ρ s2/d > 1 2 and ρ > ρ 1 , then µ free (ρ, T ) ≥ 0. By scaling, we have, for all µ > 0, I β (µ) = µ d/2 I βµ (1). As in the study of the function J(x) defined in (37), there is 0 < c ≤ C such that, for all x > 0,
Again, in a region where β C 1 ρ s1/d + C 2 ρ s2/d > 1/2, β −d/2 is of lower order compared to ρ, hence the maximum is attained for the first member. In other words, there is ρ 2 > ρ 1 and 0 < c 1 ≤ c 2 such that, for all (ρ, T ) with β C 1 ρ s1/d + C 2 ρ s2/d > 1/2 and ρ > ρ 2 , we have
We now deduce similar estimates for µ and k * . Using the pointwise estimate
together with Lemma 22, we obtain that
Then, using again Lemma 22, we have
After integration, and using the fact that I β (·) is increasing, we obtain
Since µ free behaves as ρ 2/d to leading order, we deduce that µ also behaves as ρ 2/d to leading order. Together with (45), we deduce as wanted that k * behaves as ρ 1/d to leading order. 4.4.3. Estimate in Ω 2 in the critical case (19) . We now assume that w(k) = κ|k| 1−d and d ≥ 2, in which case the integral in (44) is no longer bounded. Following again ideas from [GHL18] , we write w(k) = w a (k) + R a (k) with w a (k) := 1
where a > 0 is a (small) parameter that we optimise at the end. This gives
The last term of (46) is controlled using the fact that g(1 − g) ≤ 1 4 , so that
where we used the fact that R a (k) = a d−1 R 1 (ak) by scaling, and the fact that R 1 (k) goes as k −(d+1) at infinity and |k| 1−d at 0, hence is integrable over R d . For the first part of (46), we use again that
The last parenthesis is estimated with the following lemma, that we prove below.
Lemma 25. We have
This gives
Altogether, we have shown that for all 0 < a < 1 and all β and k * , we have
This leads us to choose a = α/β for a small enough constant α. From Lemma 24 we know that k * is of the order of ρ 1/d . In the region Ω 2 we take βρ 1/d > 1/C 1 and ρ ≥ ρ c . We deduce that A g < 1 whenever
which concludes the proof in the case s = 1. It only remains to provide the Proof of Lemma 25. When ||ℓ| − 1| > 1 2 , the integrand is uniformly bounded for all λ > 0. We now assume that 1/2 ≤ |ℓ| ≤ 3/2. In hyperspherical coordinates, our integral is proportional tô
where we used that |ℓ| ≥ 1 2 in the last inequality. Now, we use that for 0 ≤ θ ≤ π 2 , we have sin θ ≤ θ and sin(θ/2) ≥ √ 2 π θ. We get the upper bound
The integrand is bounded near y = 0, and behaves as Cy −1 to infinity, so the integral is bounded by C(1 + | log λ −1 |) as claimed.
The proof of Theorem 9 is now complete.
4.5.
Proof of Theorem 10, uniqueness for the spin-polarised problem. We now turn to the proof of Theorem 10. We write again Ω = Ω 1 ∪ Ω 2 , with Ω 1 = Ω 1 as defined in (26), and
with d ′ = d in the sub-critical case 1 < s < 2, and d ′ = 2d in the critical case s 1 = s 2 = 1. We now use two different arguments in each region. 
and there is equality only for t = 1/2. This implies that the minimum in (9) is attained only at t = 1/2, hence that the minimiser of E HF (ρ, T ) is paramagnetic by Theorem 2, with g ρ/2,T the unique minimiser of E HF no-spin (ρ/2, T ).
4.5.2.
Uniqueness in Ω 2 . Let (ρ, T ) ∈ Ω 2 , and let g 0 be any radial decreasing solution of (24) with density ρ/2. We set γ 0 = g 0 I 2 , which has density ρ, and prove that γ 0 is the only minimiser of E(ρ, T ). Let γ be any minimiser for E HF (ρ, T ). By Theorem 2, we may take γ diagonal without loss of generality, and write γ = diag(g ↑ , g ↓ ) with ρ ↑ + ρ ↓ = ρ 0 , where ρ ↑,↓ := (2π) −d´R d g ↑,↓ . We can compute the free energy difference as
Proof of Lemma 26. The cases d = 2, 3 and s = 1 have been handled in [GHL18] . The proof is exactly the same in higher dimensions. The same argument indeed applies in the subcritical case 1 < s < 2 and we only outline it here, following the notation in [GHL18] . We have |∆ + 1| − ε|x| −s ≥ −E whenever N (1) , by scaling. This gives
Since 1 < s < 2, the integral is finite. Actually, when E → 0, only the singularity at r = 1 diverges. Using computations similar to the ones used in Section 4.4.2, we deduce that, as E → 0 + , we have I(E) = N (1)(2π) −d log(E −1 )(1 + o(1)) and the result follows.
Using Lemma 26 and Lemma 24 which states that k * ∼ ρ 1/d , this concludes the proof of Theorem 10.
Remark 27 (Numerical method for computing the phase diagram in Figure 1) . We now briefly explain how we found numerically the minimiser of E HF no-spin , which allowed us to plot the phase diagram in Figure 1 . Our idea was to solve the Euler-Lagrange equation (10) directly, and to look for all fixed points of V µ in (35), for all Fermi levels µ. Actually, since the potentials V are slowly decreasing, we choose to work with the functions g, and look for fixed points of g = G µ,T (g), with G µ,T (f ) := 1 e β(k 2 /2−µ−g * w) + 1 .
As before, we can define g min [T, µ] := lim n→∞ G (n) µ (0), and g max [T, µ] := lim n→∞ G (n) µ (1), which correspond respectively to the minimal and the maximal fixed points of G µ . Both g min and g max can be computed efficiently by iterating the map G µ . In the case where G µ has a unique fixed point, then g min = g max , and we are done. If g min = g max , then we expect a middle fixed point of G µ (see Figure 2 ). To find this middle fixed point, we used a string method: we construct a continuous initial path g 0 (t) with g 0 (t = 0) = g min and g 0 (t = 1) = g max , and we define iteratively the path g n+1 (t) := G µ [g n (t)]. After some iterations, the whole path has converged to some g ∞ (t), and we look for the middle fixed point of G µ on this path. In practice, the path is re-parametrised at each iteration, and sampled uniformly in order to avoid the points from falling into the two valleys [CGL06] .
Appendix A. Proof of Lemma 1
The energy E HF T is well defined and bounded from below on the set of all the fermionic density matrices γ with ρ γ = ρ < ∞. Indeed, for
At T > 0 we control the entropy by using the Fermi-Dirac non-interacting solution for half the kinetic energy and we deduce that 1 2ˆRd k 2 tr C 2 γ(k) dk + TˆR In all cases we have proved that
for a constant C depending on T and ρ γ = ρ, which stays bounded in the limit T → 0 + . Let then {γ n } n≥1 be a minimising sequence for the problem (4), that is, such that E HF (γ n , T ) → E HF (ρ, T ). This sequence is bounded in L 1 (R d ) ∩ L ∞ (R d ), hence converges weakly- * in that space to a fermionic state γ, after extraction of a subsequence. The bound (49) implies that the sequence is tight in L 1 (R d ) and hence the convergence must be strong in L p (R d ) for all 1 ≤ p < ∞, by interpolation.
In particular, we get that ρ γ = ρ. This is sufficient to pass to the limit in the exchange term. The kinetic energy being lower semi-continuous, we conclude that E HF (γ, T ) = E HF (ρ, T ) and hence γ is a minimiser. That any minimiser solves the mentioned nonlinear equation is standard and the arguments are all the same for the no-spin problem. Now, if in addition w is radial non-increasing, we can prove that any minimiser g for the no-spin problem (6) is also radial non-increasing. Let g * denote the symmetric rearrangement of a function g [LL01, Chap. 3]. Then g * has the same average density and the same entropy as g, by [LL01, Eq. In this section, we prove that all the fixed points of V µ,T are positive radial decreasing, using the moving plane method [GNN81] . We assume that V is regular enough.
Lemma 28 (All the critical points are radial-decreasing). Let 0 = w ∈ L 1 (R d ) + L ∞ (R d ) be a non-negative radial non-increasing function. Let β > 0 and µ ∈ R. Then any solution V ∈ W 1,∞ (R d ) to the equation
is positive radial decreasing.
We assume here that V is in W 1,∞ (R d ). This regularity can easily be proved for particular choices of w, including for instance w(k) = |k| s−d with 1 ≤ s < d or a finite sum of such functions.
Proof. We adapt here the moving plane method to our case, and give a simple self-contained proof. Let V ∈ W 1,∞ (R d ) be a solution to (50). By construction V is always positive. We set g(k) := 1 e β(k 2 /2−µ−V (k)) + 1 , so that V = w * g.
Since V ∈ L ∞ (R d ), we have g ∈ L 1 (R d )∩L ∞ (R d ). The second equation then shows that V (hence g) is in fact continuous. Differentiating the equation we find that ∇V and ∇g are continuous and tend to zero at infinity. Let us assume by contradiction that V and g are not radial. Then there is a plane Σ 0 going through the origin such that the reflection of g over Σ 0 differs from g. Without loss of generality, we may assume that Σ 0 = {k 1 = 0}, and we set g 0 (k 1 , k ⊥ ) := g(−k 1 , k ⊥ ), which solves the same fixed point equation as g. The function g 0 − g is a non-zero odd function, hence there is k * ∈ R d with g 0 (k * ) < g(k * ). Since g 0 (0, k ⊥ ) = g(0, k ⊥ ), one has k * 1 = 0, and, without loss of generality, we may assume k * 1 > 0 (otherwise, we replace g by g 0 ). For λ ≥ 0, we set Σ λ := {k ∈ R d , k 1 = λ}, and Σ + λ := {k ∈ R d , k 1 > λ}. We denote by g λ (k 1 , k ⊥ ) := g(2λ − k 1 , k ⊥ ) the reflection of g over the plane Σ λ , and by V λ = w * g λ the associated potential. We claim that for all λ > 0, we have g λ ≥ g on Σ + λ . At the limit λ → 0, this contradicts the fact that g 0 (k * ) < g(k * ) with k * ∈ Σ + 0 . First, let us prove that there is λ C > 0 such that for all λ ≥ λ C , we have g λ ≥ g on Σ + λ . We have 
Since 0 < g < 1 and 0 < g λ < 1, we deduce that g λ − g ≥ 0 on Σ + λ if and only if
After the change of variable (k 1 , k ⊥ ) → (k 1 − λ, k ⊥ ), this is also equivalent to
Since ∇V is bounded, U (·, ·) is uniformly bounded by some constant C > 0. Setting λ C = C + 1, we get that for all λ > λ C , and all k 1 > λ, we have (g λ − g)(k) ≥ 0, as claimed. We now set λ * := inf λ > 0, g λ ≥ g on Σ + λ . By continuity, we have g λ * ≥ g on Σ + λ * . In particular, since g 0 (k * ) < g(k * ), one must have λ * > 0. Let us prove that V λ * ≥ V on Σ + λ * . Indeed, we have, with a change of variable (we set λ = λe 1 ) V (k) =ˆR This gives, for all λ ≥ 0,
For k 1 > λ and ℓ 1 > λ, we have
Since w is radial decreasing, it implies that the function in the brackets appearing in (53) is positive on Σ + λ × Σ + λ . Hence if g λ ≥ g on Σ + λ , we deduce that V λ ≥ V on Σ + λ . Applying this at λ = λ * , this proves that V λ * ≥ V on Σ + λ * . In particular, we have U (λ * , k) ≥ 0 for all k ∈ Σ + 0 , where U was defined in (52). By the uniform continuity of U , there is λ ′ < λ * such that U (λ, k) > −4λ for all λ ′ < λ < λ * and all k ∈ Σ + 0 . This proves that (52) is satisfied for all λ > λ ′ , which contradicts the definition of λ * .
We have proved that both V and g are radial. To show that they are radial decreasing, we repeat the argument, and obtain that ∀λ > 0, ∀k ∈ Σ + λ , V λ (k) ≥ V (k). Let 0 < r < R. We take λ = 1 2 (R + r) > 0 and k = (R, 0) ∈ Σ + λ , and get that V (r) ≥ V (R). Then, due to the strict monotonicity of k 2 , g is decreasing. Thus, V is also decreasing.
