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ENTROPIA E DISTRIBUI<;OES CONJUGADAS 
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Bento J. F. Murteira (* *) 
1- Entropia 
0 conceito de entropia, estudado normalmente no ambito da teoria da 
informa9ao, introduz-se de forma conveniente a partir das distribui<;oes fini-
tas. Dado um conjunto finito de numeros reais, 0= { Bi: i = 1, 2, ... , n}. seja 
h (B) uma distribui<;:ao finita (fun<;ao de probabilidade) sobre e; a entropia de 
h, simbolicamente, 7 [h], e definida par: 
- n 
(1.1) ?'[h)= - :Ih (f)) log h ((J) 
f=1 I J 
onde log significa logaritmo neperiano e se toma h (f:Ji) · log h(fh) = 0 sem-
pre que seja h (Bi) = 0. 
A entropia mede a quantidade de incerteza inerente a distribui<;ao h. 
Para compreender esta asser<;ao, considerem-se dois casos extremes, um 
em que a incerteza e minima, outro em que e maxima. A incerteza e 
minima quando se tem h(B) = hm(O), com: 
(1.2) hm W) = 1, h)B) = O,j = 1, 2, ... n ... f* i 
De facto, com a distribui<;ao singular hm, tem-se a certeza de que 
ocorre Bi e de que nao ocorre nenhum dos outros Bi. j :f::. i. Sai entao: 
(1 .3) {fj[h ] = 0 
m 
valor minimo da entropia. A incerteza e maxima quando se tem 
h(B) = hM (e), com: 
(1.4) hM(O) = 1/n,i= 1,2, ... ,n 
De facto, com a distribui<;:ao uniforme hM, a situa<;ao e extremamente 
vaga ou difusa. pois os Bi ocorrem com igual probabilidade. Sai entao: 
n 
(1.5) ?'rhM] = - :I (1/n) log (1/n) = log n 
i=l 
que se demonstra (Ventzel, 1973) ser o valor maximo da entropia. 
A extensao do conceito de entropia as distribui<;oes contfnuas envolve 
algumas dificuldades (Pugachev, 1973, e Ventzel, 1973). Dado um conjunto 
continuo, e c R, seja h(B) uma fun<;ao de densidade sobre e; para medir a 
indetermina<;ao do fen6meno aleat6rio caracterizado por h, pode usar-se o 
conceito de entropia reduzida: 
(1.6) cf*[h] = - jh(B) log h((J) d(J 
El 
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desde que se tenha presente que a entropia propriamente dita e medida a 
partir de uma origem que depende de .:l a. isto e, da precisao com que se 
observa a variavel 0 (Ventzel, 1973). Desde que nao haja Iugar para confu-
sao, escreve-se %'[.], em vez de ;:F*[.]. 
2 - Distribuic;oes conjugadas 
As distribui<;Oes conjugadas possuem grande interesse pratico na infe-
rencia bayesiana. 
Num problema de inferencia bayesiana, seja e o espac;o dos parame-
tres, h (O) uma distribuicao a priori sobre e e 
(2.1) . ./ = {tlx 1 Ol: e E e}. x E,':f' 
a familia de modelos probabilfsticos referentes a experiencia em que se ob-
serva a varia vel ou vector aleat6rio, X, com espa<;o de resultados c 'I;' e fun-
c;:ao de probabilidade ou de densidade, f(xiO). E bern sabido que, observado 
X= x, a distribui<;ao a posteriori de 0, h (Oix), dada pelo teorema de Bayes: 
(2.2) h (0 I x) = f (x I 0) h (0) I I f (x I 0) h (0) dO 
e 
e instrumento Msico na construcao de inferencias. 
Uma familia de distribuic;Oes: 
(2.3) J'C= {h (0; A): A E A}. e E e 
onde A e urn parametro, escalar ou vector, diz-se conjugada de. jT se e so-
mente se e fechada em relac;:ao a (2.2), isto e, se e somente se: 
(2.4) h (0) = h W; A0) E J'C implica h (0 I x) = h(O; A1) E,1/ 
onde, consequentemente, A 0 E A e A 1 E A. 
Caso importante e aquele em que a e uma probalidade, e = [0, 1], 
e a experiencia consiste na realiza<;ao de urn numero fixo, N, de provas 
de Bernoulli; a familia de modelos probabilfsticos, a binomial: 
(2.5)~ = {f (xI 0) =(~}ax (1 - (J)N- X: N int. 0 pos., 0 ~ e ~ 1}.:/;~{0, 1, ... , N} 
tern por conjugada a familia das distribui<;Oes beta: 
(2.6)~={hW;a,{J) = oa-l(1-0)f3- 1 /B(a,{J):a>O.{J>0}.0~0~1 
onde: 1 
B(a' {J) = I e a - 1 ( 1 - (J)fJ - 1 dO 
0 
~ tacil de verificar - atraves da aplicac;ao de (2.2)- que, se a distri-
buic;:ao a priori e uma beta: 










a distribui9ao a posteriori e tambem uma beta, h (elx)=h (a; a,, (31), com: 
(2.7) a 1 = a0 + X, {3, = {30 + N - x 
Em geral, quando h(a):=h(a; A. 0) e h{alx)=h(a. A.,), A. 0 , A. 1 EA. o pro-
cedimento bayesiano que opera a passagem da distribui9ao a priori para a 
distribui9ao a posteriori pode representar-se simbolicamente: 
(2.8) -~ 
A.o =>A., 
destacando o papel representado pela experimenta9ao, isto e, pela famflia 
-~A (2.8) pode dar-se a forma alternativa: 
(2.9) A. -~ A. + (A. - A. ) 
0 0 1 0 
onde A. 1 - A. 0 exprime a varia9ao sofrida por A. 0 em resultado da informa9ao 
decorrente do processo de amostragem. Note-se que (2.9) permite avaliar, 
em certo sentido, o peso da informa9ao a priori relativamente a informa9ao 
experimental. 







) => (a 1, {3 1) 
ou, atendendo a (2. 7): 
(2. 11) ( .9; ao, f30 ) => (a0 , {30 ) + (x, N - x) 
como se representa na figura 1. A observa9ao de X = x significa, neste 
caso, que em N provas de Bernoulli se registaram x «sucessos» e N- x 
«insucessos». Nestes termos, pode pensar-se (Barnett, 1973) que a informa-
98.0 a priori equivale a a0 «Sucessos» e (30 «insucessos» e que a informa9ao 









3 - Entropia e distribuic;oes conjugadas 
Que se passa com a entropia quando o operador bayesiano permite 
passar da distribui<;ao a priori para a distribui<;ao a posteriori com base na 
informa<;ao adicional fornecida pelo resultado particular da experiencia? 
Pode concluir-se, precipitadamente, que e sempre: 
(3.1) E [h(f))] ~P-[h(B I x)J 
argumentando que a informa<;ao experimental deve reduzir a incerteza, logo 
tambem a entropia. No entanto, a rela<;ao (3.1) nao e necessariamente ver-
dadeira, como pode facilmente verificar-se; alias, Lindley (1956), ao notar 
que um resultado experimental particular pode aumentar a entropia, afirma: 
This can happen when a «surprising>> value of x occurs; gran-
ted the correctness of the experimental technique, the «surprising)) 
may result in our being less sure about e than before the experi-
ment. 
Indo mais Ionge, Lindley (1956) demonstra que a rela<;ao que se veri-
fica e a seguinte: 
(3.2) l'[h(B)] ~ f g''[h(e I xll f (x) dx 
9:? 
onde o segundo membra representa a entropia a posteriori media obtida 
sabre o espa<;o dos resultados. 
Outro caso de muito interesse diz respeito a familia normal (variancia 
dada): 
(3.3) 
- ( )2 2 .fN = {f (xI !A. a) = 1 /ay2n) e- x ·iJ 120 :- oo < lA < + oo, a> 0},"~ (-oo, +oo), 
cuja conjugada e a pr6pria normal. Recorrendo mais uma vez ao teorema 
de Bayes, pode mostrar-se que, se h (fl)=;=d (~0 • a§)(*) e se a experiencia 
· consiste na observa<;ao de uma amostra casual de dimensao N, X= (X1, X2 , 
... , XN), X; I. I. D., X;=f(fl, a 2)(**), entao, dada a amostra particular, 





= [(1 la~)!J0 + (N/ a2) :X] [( 1 /a~) + (Nia2)]-1. (x = ;~X; I Nl, 
a;= [(1/a~) + (N/a2)]-1 
Em esquema: 
(1J0 , a~) 
.~- ( 2) ( 2 2) => lAo· ao + IA1 - lAo• a1 - ao 
(*) Leia-se: h (lA) e uma distribui<;:ao normal com media JAo e desvio padrao ao. 
(**) Leia-se: as variaveis aleat6rias, X;, i = 1, 2, ... , N, sao independentes e identica-




J-1.1 - J.l.o = (N I a2) (:X - J.l.o) 
of- aa =(No§ la2) [(1/a§l + (N/oZJr1 
2 
0 




' ' ' ' 
', (,£11,0~ 
1.1 
0 sinal de ~-t 1 - fJo e identico ao sinal de x- ~-to, quer dizer, ~-t 1 ~ f.lo, 
quando x ~ ~-to, mas, a~< 5, sempre (v. fig. 2). A entropia da norma! 1 (~, a 2} 
e de facil calculo (Ventzel, 1973) e tem a expressao: 
(3.6} log (y 2nea2) 
que permite concluir que no espa9o dos parametres: 






as isoentr6picas - linhas de igual entropia - sao rectas paralelas ao eixo 
das abcissas (fig. 3). Dado que o1 < o6, h3 sempre redu<;:ao de entropia, 
qualquer que seja o resultado experimental K (comparem-se as figs. 2 e 3); 
mais precisamente, fixada a dimensao da amostra, N, e a variancia dos X; 
(i = 1, 2, ... , N) - ou, o que e o mesmo, fixado N e a precisao experimen-
tal-, a redu<;:ao de entropia e independente do resultado particular da ex-
peri€mcia, porquanto: 
/'[h(,u)] -{![h(f.li x)] = log ( o0 I a,)> 0 
Voltando ao caso da binomial, juga-se de interesse ter uma ideia da 
forma das isoentr6picas. A entropia da beta -familia conjugada da bino-
mial - e dada pela expressao: 
(3.7) 
(!'[h (8; a, rm 
onde: 
1 
J h(8; a, {3) · log h (8; a, (3) d8 
0 
= log [r (a + {3) I r (a) r ({3)) + (a- 1) [ I.J1 (a) - I.J1 (a +{Jll + 
+ ({J - 1 ) [\jJ ({3) - I.J1 (a + {J)) 
1.J1 (ul = d log r (ul I du 
Lindley (1956), utilizando as rela<;:oes assint6ticas: 
(3.8) log r (u)"" (1 12) log 2n - u + [u - (1 12)]1og u, I.J1 (u)"" log u - (1 12u) 
obteve a expressao: 
?P[h(8; a, {3)] "-' llog [(a + (3)3 I a{3] - llog 2n- l 
2 2 2 
donde concluiu que no espa<;:e des parametres, { (a, (3) : a > 0, (3 > 0}, as 
isoentr6picas sao dadas aproximadamente, para valores grandes de a e (3, 
per curvas da forma: 
( a+ (3) 3f a (3 = constante 
tal como se reproduz na figura 4 (a parte a tracejade foi obtida par 









Procurou-se ir um pouco mais Ionge na identifica9ao das isoentr6picas 
no espa9o dos parametres, tentando fazer a sua descri9ao na regiao onde 
as aproxima9oes de Lindley nao sao legftimas. 0 calculo foi feito atraves 
de Um programa de integra9ao preparado especialmente para o efeito. A fi-
gura 5 foi tra9ada com base em determina9oes numericas da entropia 
efectuadas com esse programa, devendo notar-se - procedimento que em 
nada altera as inten9oes da analise- que se trabalhou com entropias ne-
gativas ou nega-entropias e que se tomaram logaritmos decimais em vez 
de logaritmos neperianos. As isoentr6picas sao simetricas em rela9ao a 
recta a=f3 e tem forma ov6ide. Alem disso, as tangentes as isoentr6picas 
nos pontes da recta a= (3 sao perpendiculares a esta recta (v. sec9ao 4), 
o que parece estar em oposi9aO a parte a tracejado na determina9ao de 
Lindley; para a e (3 grandes as curvas da figura 5 tem andamento seme-
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A figura 5 permite ja identificar uma diferenc;:a em relac;:ao ao caso da 
normal. Comparando as figuras 1 e 5, verifica-se que, no caso da binomial, 
alguns resultados experimentais podem fazer passar de urn ponto (a0 , ~0 ) 
para urn ponto (a1 , {3 1) com maior entropia. No entanto, como (3.2). elucida, 
a entropia, em media, nunca pode aumentar. 
Outro caso de interesse diz respeito a familia conjugada da distribui-
c;:ao de Poisson: 
(3.9) yr; = {f (x 1 8l = e·98x lx!: 8 > o}. $= {o. 1. 2 .... } 
que se sabe ser a gama: 
(3.10)~ = {h (8; a, {J) = af3e·al18fJ- 1 I r (/J): a> 0, {J > 0}. E> = W, + oo) 
Com efeito, se a distribuic;:ao a priori e h (8)::h (8; a0 , ~ 0) e se a expe-
riencia consiste na observa<;:ao de uma amostra casual de dimensao 
N, X= (X,, X2 , ... , XN) de uma populac;:ao Poisson, sabe-se que a distribui-
<;:ao a posteriori e ainda uma gama, h (81x)=:h (8; a,, (3 1), com parametres: 
(3.11) a 1 = a0 + N, (31 = {30 + LX,-
A distribuic;:ao gama tem entropia: 
(3.12) {if[h (8; a, {J)] = log [aIr ({J)] - {3 + ({J - 1) 'I' ({J) 
onde 'I' (u) e mais uma vez a derivada logarftmica da func;:ao gam a ou fun-
gao digama. 
Adaptando o programa de integragao ja referido, foi possivel obter as 
isoentr6picas no espa<;:o dos parametres da distribuigao gama. 0 resultado 
apresenta-se na figura 6, devendo notar-se, mais uma vez, que se trabalhou 
com nega-entropias e com logaritmos decimais; alem disso, as ne-
ga-entropias aparecem na figura adicionadas do valor -0,255, o que, co-
mo e evidente, em nada altera a estrutura das isoentr6picas. Como se 
mostra na secgao 4, tem-se que, para todas as isoentr6picas, dald{J-oo, 
quando {J- 0, e da/d{J- 0, quando {3- ~ 
4 - Complementos sobre isoentropicas 
Considere-se uma familia de distribuigoes com suporte em e: 
J}'C= {h (8; A.): A. E A} 
onde A.= (A,, A. 2 , ... , A.n). Numa dada isoentr6pica: 
(4.1} J h (8; A.) · log h (8; A.) d8 = J h (8; A. + dA.) • log h (8; A. + c:W d8 = C 
e e 
onde C e uma constante. 
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Em face do desenvolvimento em serie: 
(4.2) h (e;). + dA) = h (e; ).) + ~ dl. [a h (e; ).) I al] + ... 
j J I 
fazendo a h (e; ).) I a A; = a; h W; ).) , tem-se de (4.1 ). 
fh(e; A) {log [h W; A) + ~d.J.. a. h (e; J.)J - log h (e; .Jd} de+ 
E) j I I 
+ I ~dA. a h (e; ).) . log [h (e; }.) + ~ dA. (} h (e; A)) de = 0 
E) j I I j 1 f 
au ainda: 
(4.3) i h W; ).) · log {1 + [ 76•\ a i h (e; ).) I h W; A)J} de + 
+ i 7 dA; 8; h W; A) · log [h W; A) + 7 dAi a; h (e; J.)J de = 0 
z2 z3 
Recordando que log (1 + z) = z - - + - - ... (- 1 < z ~ 1), despre-
2 3 
zando termos de 2.a ordem ou de ordem superior, pode escrever-se: 
I h (e, .tl r~ d.J..a h (e; ll 1 h (e; All de+ 
0 j I I 
+ I ~ oA a h W; J.) • log h W; A) {1 + [~ oA a h (8; .tll} de = o 
S j I I j I I 
e, finalmente, depois de simplificar: 
(4.4) ~ oA. [f a h W; A) de + J a. h (e; A) · log h W; A) d8l = o 
j I E) I E) I 
A expressao (4.4) mostra a relac;:ao que existe entre os acrescimos pa-
rametricos, oA;, quando se caminha ao Iongo de uma isoentr6pica. 
Na aplicac;:ao a famflia beta tem-se (reparametrizando, para facilitar a 
esc rita): 
h (e; a, {3) = 8*8•(1 - 8)~. 8* = 118(a + 1, {3 + 1), 
a.h W; a, {J) = 8*8• (1 - W loge+ (a8* I aa) 8• (1 - e)P, 
a ph (8; a, {3) = 8*8"' (1 - e)P log (1 -e) + (88* I a{3) ea (1 - eJP 
De {4.4) sai, com todos os integrais no intervale (0, 1): 
0 = oa {fa a h de + J a. h . log h d8} + 6{3 {fa ~h de + J a~ h . log h d8} 
Finalmente, no case particular a= {3, isto e, para os pontos da diago-
nal do 1.0 quadrante, tem-se - d~/da = 1: as tangentes as isoentr6picas 
nesses pontos sao perpendiculares a referida diagonal. Para chegar a esta 
conclusao basta notar a simetria da func;:ao gama e a invariancia que se 
verifica quando e e substitufdo par (1 - &). 
No caso da famflia normal, h (8; J.L,o) = (1 I0\(2n) exp {- (8 - J.L) 2 /2o 2} 
onde - oo < e < + oo, - oo < J.L < + oo, a> 0, vem: 
a~ h = h [(e- J.L) /a2l. ao h = (- 1/a) h [(9- J.L) 2 /a3] 
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Assim, por (4.4): 
0 = d lA [fa h (1 + log h) de] + do [fa h (1 + log h) de] 
~ 0 
donde se conclui facilmente que o coeficiente de d~.t e igual a zero, por se 
tratar do integral de uma func;:ao fmpar. Logo, do/d~.t = 0 e as isoentr6picas 
sao rectas paralelas ao eixo dos /AlA, como, alias, se tinha conclufdo por 
calculo directo. 
Na aplicac;:ao a famflia gama tem-se: 
h (e; a, (3) = aP e·aeep- 1 /r ({3), 
a a h (e; a' {3) 
ap h (e; a, {3) 
donde, por (4.4): 
[(3aP - 1 e·aB eP - 1 /f({3) l - [aP e·aB eP /f({3) L 
[aP e·aeep - 1 log a/r({J)] + [aP e-aeep- 1 log e/r ({3)]-
- [af3 e-a8 efJ - 1 _1_ d r ({3) l 
r (f3l 2 df3 
- do: = J [log a + log e - \1.1 ({3)] h (1 + log h) de 
d(3 J [({3 I a) - eJ h (1 + log h) de 
Atendendo-se a segunda expressao de (3.8}, conclui-se facilmente que 
da /d(3 -+0, quando (3 -+ oo; por outro I ado, como \1.1 (~) ___. - oo, quando (3-. O, 
tem-se - da/d(3-+ oo, quando (3 -+0. 
Fica assim algo confirmada a forma das isoentr6picas da figura 6. 
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