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Introduction
In modelling combustion, the accurate calculation of heat transfer by radiation is essential to ensure good predictions for the flame temperature and also because of coupling with chemical reactions, turbulence and pollutant prediction. Incorrect prediction of the radiation and temperature fields can have a detrimental effect on the prediction of combustion products and emission of trace species. In the combustion of hydrocarbon fuels, the major products i.e. carbon dioxide (CO 2 ) and water vapour (H 2 O) interact with radiation by absorption and emission. These gases have strong absorption bands in the spectrum at temperatures relevant to combustion due to ro-vibrational transitions. Often in computational fluid dynamics (CFD) calculations of combustion and radiation, the gases are assumed to be gray hence there is no spectral dependence on the absorption or emission. This is essentially done to reduce the computation time to solve the radiative transfer equation (RTE). Oxy-fuel combustion is a new technology under development as one of the portfolio of options for reducing greenhouse gas emissions by carbon capture and storage (CCS). In oxy-fuel combustion with recycled flue gas [1] , nitrogen (N 2 ) is separated from air and fuel is burnt in pure oxygen with the remainder of the oxidiser composed of recycled flue gases (RFG). This technology produces a flue gas stream that has very high concentrations of CO 2 and thus makes CCS more economical with a lower efficiency penalty. In an oxyfuel combustion environment, the non-gray nature of the combustion gases becomes even more important because of the increased partial pressures. It is, therefore, essential to use a non-gray model to correctly predict the absorption and emission within the furnace environment. In CFD combustion calculations, the main consideration apart from accuracy is the computation time and this can be one of the deciding factors when assessing which combination of RTE solution method and radiative property model to use.
Solution methods for RTE
The RTE, Eq. (1), describes the transport of radiative intensity through a medium.
The intensity I l ð -r , -s Þ at a particular wavelength l, position -r in direction -s is attenuated by absorption and scattering as it travels and is augmented by in-scattering and emission from the medium. The properties of the medium, the absorption coefficient, k a,l , and scattering coefficient, s sl , determine the amount of attenuation and are dependent upon the wavelength. Uð -s U -s 0 Þ is the scattering phase function that provides the directional dependence of the scattering. The RTE is a complex integro-differential equation that is very time consuming to solve even for a simple 1-D case and therefore an exact analytical solution to the equation is in general not possible [2] . The boundary conditions of the RTE are given in Eq. (2) with r l the reflectivity of the wall, and assuming that the wall is opaque, gray and diffusely reflecting
Several robust methods have been developed to approximate the solution of the RTE, including the spherical harmonics (P 1 ) method [3, 4] , the discrete ordinates method (DOM) [5, 6] and the discrete transfer ray-tracing method (DTRM) [7] . In commercial CFD codes the methods of solution that are widely available are the P 1 , DOM and DTRM. However, in the commercial software employed here the DTRM is only applicable for cases with a non-scattering medium and therefore not suitable for coal combustion environments. This is because the particulates in coal combustion including char and ash may be highly scattering, affecting the calculated attenuation of radiation. Hence to obtain the most accurate solution, the scattering should not be neglected.
The P 1 method is a spherical harmonics method. The radiation intensity can be expanded into a series of spherical harmonics, and the P 1 method is the sequence truncated after the first term, P 3 is the series truncated after the third term and so on. The accuracy normally required in CFD radiative modelling yields the P 1 method suitable, especially when the increased computation times for higher order methods are taken into consideration. The P 1 method permits the total radiative intensity over all solid angles, G, to be written as a Helmholtz equation, Eq. (4) [8] .
This enables the incident radiation to be solved as a scalar quantity within CFD codes. However the drawback of this method is obvious because only the total incident radiation is solved under the assumption that the radiation intensity depends linearly on the direction cosines and therefore is less accurate in situations where the radiation intensity exhibits strong angular dependence. In Eqs. (3) (4) (5) , the dependence on wavenumber has been omitted, so that a gray approximation is shown. The boundary conditions are given by Eq. (5).
The DOM utilizes a different approach for solving the RTE. The solid angle is split up into a number of discrete directions and the radiative intensity is assumed to be constant within each division of the solid angle. The RTE must be solved for the number of discrete angles that are specified, with weights associated with each discrete direction. The method is more time consuming than the P 1 method because the solution is required for many different directions. In a 3-D case (gray formulation) the RTE has the form of Eq. (6) [5] . The cell centre value for the intensity is determined from the values at the cell faces, commonly using a diamond or step spatial discretization scheme.
In general, the Monte Carlo method may produce the most accurate solution of the RTE because it is based on a large number of simulated rays with errors coming only from statistical noise [2] . However, it requires a large number of simulated rays and very long computation times to give an accurate solution. Hence when coupled with CFD there are issues with computation time and also with compatibility of CFD grids with Monte Carlo calculations. For many combustion cases, the DOM is often the more accurate solution to the RTE for several reasons. Firstly it is valid for a wide range of optical thicknesses, whereas the P 1 method, since it lacks adequate directionality, inherently assumes that the radiation is weakly dependent on direction. This assumption implies that the P 1 method is reasonably accurate in optically thick media and therefore the method may produce erroneous results if used when the optical thickness is low [4] . However, the best method to use is dependent upon the case in question. The accuracy of the results obtained by the DOM is dependent upon the geometrical shape, the overall optical dimension of the problem and the level of quadrature that is employed. The most common quadrature used is the S 2 quadrature, as a compromise for accuracy and efficiency. Increasing the level of quadrature for the DOM significantly increases the computation time.
Unfortunately due to the complex nature of the RTE, many of the popular solution methods suffer from inaccuracies. In the spherical harmonics method, errors are introduced into the solution when the optical thickness is low and the boundary conditions at the walls are subject to various interpretations [9] . The DOM suffers from ray effects and (in CFD implementation) false scattering. These errors are introduced by the angular and spatial discretization. Ray effects can be reduced by increasing the quadrature divisions, however the computation time is compromised. Also the false scattering and ray effects are not uniquely independent and increasing the angular quadrature may increase false scattering whilst decreasing observed ray effects [10] . The DTRM has inaccuracies due to lack of scattering in the medium, also if a case with particles is considered then due to the pre-processor ray-tracing, the absorption and scattering by the particles is neglected. In the case of coal combustion this could be very important because radiation is a key mechanism in raising particles surface temperature and predicting the particle ignition delay time. Additionally the particles surface temperatures whilst undergoing combustion are observed from experiments to be 200-300 K hotter than the surrounding gases and possibly even higher than this depending upon combustion conditions, including particle size and oxygen concentration [11, 12] . Hence this means that they may have a significant impact on heat transfer in the flame region. Disregarding the particle interaction with radiation could limit calculation accuracy of a combustion simulation in coal combustion cases.
The link between radiation and temperature calculation in CFD is by the (gray) radiation source term in the energy equation, Eq. (8) .
Radiative properties of gases
Radiative property models can broadly be grouped into three categories; line-by-line methods, band models and global methods. Line-by-line (LBL) methods are based directly on spectroscopic databases and are the most accurate method for calculating the radiative property of gases. The LBL method is flexible because it can be used over all spectral values from microwave to ultra-violet and hence can be used for many applications. However the very long computation time required to solve potentially millions of RTE equations required at high temperatures causes this method to be prohibited for combustion calculations. Band models include popular models such as Goody's statistical narrow band model (SNB) [13] and Edwards exponential wide band model (EWBM) [14] and more recently developments such as the statistical narrow-band correlated-k (SNBCK) [15] and narrow band k-distribution methods [16] . While several of these models can provide very accurate results when compared to LBL methods, they are generally also too time consuming for engineering applications, and are more often used to generate benchmark data. Modifications have been made for several of these methods to reduce the computation time without significantly losing accuracy [17, 18] . When considering the applicability of methods to combustion cases, it should be considered that for traditional formulations of band models theoretically require that scattering is neglected and as discussed earlier, this may reduce the accuracy of the simulation.
Global methods have the lowest computation time of all the methods and thus are often the preferred choice if non-gray gas modelling is undertaken in CFD. There are several methods that are well established and provide accurate results for modelling the properties of major combustion products such as CO 2 and H 2 O, including the spectral line-based weighted sum of gray-gases method (SLW) [19, 20] , the full-spectrum k-distribution method (FSK) [8, 16, 21] and the absorption distribution function method (ADF) [22] . A recent paper explains in detail the relationship between these three methods [23] .
The FSK method has been derived from an approach based on narrow band k-distributions. The method works by re-ordering the dependence of the absorption coefficient on wavenumber. Over a narrow band in the spectrum it is observed that the absorption coefficient of a gas may vary erratically (depending on the temperature and pressure) but other properties dependent on the wavenumber such as the Planck function are essentially constant [8] . The same absorption coefficient may be observed at several different wavenumbers over the narrow band and thus the distribution can be re-ordered into a 'probability density function', or k-distribution of absorption coefficient (f(k)). The f(k) distribution reduces the number of calculations and helps to smoothen the erratic variation. The f(k) distribution is applicable only for homogenous and isothermal media, and k is unbounded which produces difficulties when using numerical quadrature. A cumulative f(k) distribution can be constructed, g(k), Eq. (9), which is bound between 0 and 1 and is also suitable for inhomogeneous or non-isothermal media, thus making it a more attractive option.
gðf 0 ,kÞ¼
The resulting function is smooth and monotonically increasing between the limits 0 and 1. f ¼ðT,p,xÞ is the vector containing the local values of temperature, pressure and mole fraction of species.f 0 is this vector at the reference state f 0 ¼ðT 0 ,p 0 ,x 0 Þ. To calculate the total intensity over a narrow band, the RTE would ordinarily have to be integrated over wavenumber which is very time consuming. Re-ordering the wavenumber and writing the RTE in terms of g(k) distribution, reduces the number of computations that must be carried out to numerically integrate the function because much lower values of quadrature points can be applied to the cumulative function in order to calculate the intensity over a narrow band. The same principle can be adopted over the full spectrum but weighting must be used to account for the change in the Planck function over the spectrum. The method has been demonstrated in several papers by Modest and co-workers [16, 21, 24] . The RTE can be rewritten in terms of the g(k) distributions instead of wavenumbers as shown in Eq. (10) .
with the weighting function between the reference and local state given by Eq. (11) .
kÞ ð11Þ
It is assumed that scattering is gray in Eq. (10) . Due to the smooth nature of the cumulative function, the number of quadrature points required to integrate over the re-ordered wavenumber is several orders of magnitude less than if the integration over wavenumber was carried out. It has been shown that using ten or fewer quadrature points can be sufficient. The k-distributions required in the FSK method can be calculated in two different ways. They can be compiled directly from high accuracy spectroscopic databases such as HITEMP or CDSD-1000, or the full spectrum k-distributions can be compiled from narrow band (NB) k-distributions. Wang and Modest created a database of pre-compiled NB k-distributions and demonstrated only very small loss of accuracy when compared to generation from LBL databases [25] . The benefit to using pre-complied NB k-distributions is a reduction in computation time, and so this method is adopted for predicting the radiative properties of the gases in CFD modelling. If a spectroscopic database is used directly to calculate the FSK distributions, then the applicability to the problem at hand must be analysed, for example it must be ensured that the database is accurate at higher temperatures for combustion calculations.
If the gaseous medium under consideration is homogeneous and isothermal, then the FSK distributions are essentially exact, with errors being introduced only from the number and method of quadrature selected and the compilation from NB k-distributions. In a combustion environment the partial pressure of combustion gases is non-homogeneous and strong temperature gradients may also be present. Hence approximations must be incorporated into the calculation of the radiative properties to account for the mixing of gases, and the departure from a homogeneous and/or isothermal medium. In particular when considering the calculation of the k-distributions either a correlated or scaled assumption must be used. In the scaling approximation, it is assumed that the dependence of the absorption coefficient on wavenumber can be separated from the spatial dependence on concentration, pressure and temperature. Therefore the absorption coefficient can be written as Eq. (12).
The other choice is the correlated assumption. It is assumed that when k Z ðZ,f 0 Þ has a value k, then k Z ðZ,fÞ has one unique value k n i.e. the maximum absorption coefficient in one physical state, will occur at that same wavenumber at a different physical state. The choice of whether to adopt a scaling or correlated approximation depends on the case that is being modelled [16] . In the work presented here the correlated approximation in CFD has been used and from this point forward the method is known as full spectrum correlated k-distributions (FSCK). In the work presented 9 quadrature points were used for the numerical calculation of the integration over the spectrum.
The values of temperature, species concentration and pressure chosen for the reference state can have a large impact on the calculated full spectrum k-distributions and it is important to select these parameters carefully for the case that is being modelled. The species and pressure may be calculated by a volume-weighted average. For the temperature it is desirable to use a reference value that takes account of the increased emission from high temperatures. Therefore an emission weighted temperature is used
Results and discussion
To assess the accuracy of the FSCK method with different solutions to the RTE in CFD, radiation modelling using the DOM and P 1 method has been carried out and compared to benchmark SNB data that has been used as a reference case by several other authors [18, 26] . The computation time for the SNB data is far in excess of the FSCK method. The method for solving the RTE for the SNB data is a ray tracing method with T 7 quadrature. Errors associated with simulated results have many different origins, one of which may be the difference in the underlying spectral data used. The FSCK distributions are based on HITEMP and CDSD-1000. The SNB data is based on updated band parameters of Soufiani and Taine [27] based on the approximate spectroscopic databases using data from HITRAN 92 with additional lines at high temperatures. The Curtis-Godson approximation is used for non-isothermal and/or non-homogeneous mixtures.
Several cases have been examined, focussing on conditions that have temperatures and species concentrations relevant to combustion. For all cases examined the pressure is atmospheric.
Case 1 (Air fired concentrations)
The first validation case (Case 1) is presented in a paper by Liu [28] . A box of dimensions 2 m Â 2mÂ 4m with black walls at 300 K is modelled. The concentrations of CO 2 and H 2 O in the medium are prescribed to be 10% and 20% by mole fraction. The temperature profile is prescribed based on the axial and radial co-ordinates. The temperature profile within the enclosure is prescribed in Eqs. (14 and 15) .
where T c is the centreline temperature and T e the temperature at the end (z =4 m).
where R is the radius of a circle 1 m and r the distance from the enclosure centreline. The centreline temperature varies throughout the enclosure. At z =0 m the temperature is 400 K, rising linearly to 1800 K at z = 0.375 m. The temperature decreases linearly from z= 0.375 to 4 m, where the temperature is 800 K. The data computed is the net heat flux to the walls of the enclosure and the radiative source terms. It is important to be able to correctly calculate the radiative source term in CFD because this provides the link between the energy equation and the radiation. The prescribed temperature profiles are shown in Fig. 1 As shown in Fig. 2 , results from all the methods of calculating RTE are in good agreement with the benchmark data. However the DOM method produces better agreement around the minimum in the radiative source term. The P 1 method is slightly less accurate in the prediction of the radiative source term in the region where the temperature gradient is steep. The P 1 method predictions are slightly less accurate than the DOM predictions due to the assumption of linear variation of radiation intensity with direction cosines and also the uncertainty in boundary condition [9] . Only the N W ,N f = 3 result is shown in Fig. 2 because the solution for N W ,N f = 8 was very similar and to avoid confusion they were omitted from this graph.
A comparison can also be made between the different methods for the absorption coefficient. In addition to the FSCK method, the best available model for calculating the properties of combustion gases in commercial CFD codes has been examined. This is the weighted sum of graygases method (WSGGM). In ANSYS FLUENT V12.0 CFD software, the correlations of Smith et al. [29] are used to calculate the total emissivity of a mixture of CO 2 . These values are therefore only suitable for the products of air and gaseous fuel combustion. The implementation of the WSGGM in ANSYS FLUENT V12.0 is a gray method and is expected to be less accurate than the FSCK method. It is noted that the standard WSGGM is a non-gray method, but the implementation in CFD is gray to reduce the computation times, since it was used to calculate the total emissivity in order to obtain a gray absorption coefficient as discussed above. The standard calculation of the absorption coefficient using the WSGGM based on Smith's correlations can be compared to the FSCK model. For the WSGGM the mean pathlength of the enclosure was based on the law proposed by Hottel and Sarofim [30] evaluated based on the surface area (A) and volume (V) of the enclosure, MBL= 3.6 V/A. Figs. 3 and 4 show results of the DOM coupled with both the FSCK and WSGGM. The quadrature used for both sets for results is N W ,N f = 3 because the solution indicates only a low sensitivity to increasing the quadrature to greater than three.
ARTICLE IN PRESS
It can be seen from the results that using a non-gray method to calculate the radiative properties of the medium produces a much better agreement to the benchmark heat flux data than the gray case. The WSGGM with Smith's correlation with a gray formulation in CFD software over predicts the heat flux to the walls and gives a less accurate prediction of the radiative source term. Case 1 has the same value for the partial pressure ratio as the correlations developed to calculate the total emissivity using Smith's WSGGM model and therefore a large over-prediction of the heat fluxes was not anticipated, and highlights the errors that can be introduced when a gray gas is used for modelling gases with strong spectral variation in properties. In order to further examine the effect that a gray gas has on the radiative source term and heat flux calculations, another gray method was employed to model Case 1. The gray absorption coefficient was calculated using Planck's absorption coefficient [31] . A relationship between temperature and the Planck absorption coefficient has been tabulated by Sandia National Laboratory and was used to calculate the absorption coefficient. The results using this method were considerably less accurate when compared to the WSGGM and FSCK results see Fig. 5 . The wall fluxes and radiative source terms were over predicted and it is recommended that this method for calculating the absorption coefficient should be treated with caution.
Case 2 (Air fired composition)
The second case considered for validation is similar to the Case 1 in terms of concentrations of the combustion gases and temperatures. The SNB benchmark data was published by Goutiere et al. [26] where it was compared to several other radiative property models including WSGGM (Smith's correlations with the non-gray implementation) and SLW. For the SNB data the RTE solver used is again a ray tracing method with T 7 quadrature. The enclosure modelled is a 2D rectangular enclosure with 1 m in the x direction and 0.5 m in the y direction. The concentrations of the combustion gases CO 2 and H 2 O are 10% and 20% by volume uniformly throughout the domain. The walls are kept at a cold temperature of 0 K. The temperature profile in the domain is given by two expressions, depending on the x co-ordinate. for x r0:1; Tðx,yÞ¼ð14,000xÀ400Þð1À3y The data available for comparison to SNB data were again the radiative source term and net heat fluxes, in both the x and y directions. The dotted lines that intersect on Fig. 6 are the central lines in the x and y planes and indicate the locations for which the radiative source terms were compared. The top and right hand walls of the enclosure are used as the surfaces to compare the calculated heat fluxes. The grid used to calculate the DOM solution to Case 2 was chosen so that the nodes were in the same position as the grid used to calculate the SNB data. A finer discretization of the solid angle for the DOM was required to obtain accurate solutions so that N W ,N f =8. Figs. 7 and 8 indicate the predicted source term along the centreline in the x and y directions. The DOM is used for the calculations for both the gray WSGGM and the FSCK calculations. A similar trend is observed in the agreement with the source terms along the x direction, Fig. 7 , as for Case 1. In particular the radiative source term along the y direction, Fig. 8 ,i sf a r better predicted with the FSCK than with the gray implementation of WSGGM.
The net radiative heat flux to the walls of the chamber is better predicted using the FSCK method than the WSGGM, although larger errors are observed with the heat flux in the x-direction, Fig. 9, than the y-direction, Fig. 10 .TheWSGGM over-predicts the net heat flux to the walls in both directions and the errors are substantial, up to 50%.
The results show that in general the FSCK method is superior when looking to match the predicted data to the SNB data, despite some errors being present. The differences between the FSCK and the SNB results can be at least partially attributed to the differences in the spectral data used. It is evident that the radiative source term (Fig. 7) is less well predicted around the minimum using the FSCK method in Case 2 than in Case 1 (Fig. 2). 
Case 3 (Oxy-fired composition)
It has been shown the good agreement to the SNB data can be achieved using the FSCK method when the ARTICLE IN PRESS In order for the FSCK method to be viable for use in engineering CFD calculations for oxy-fuel combustion it must be proven to work at much higher concentrations of radiating species, especially CO 2 , though theoretically the FSCK method can be applied at any concentration levels of CO 2 and H 2 O. Therefore the same 3D geometry and temperature profile has been used as for Case 1 but with a composition of gases of 85% CO 2 , 10% H 2 O and 5% N 2 by volume. These concentrations can be viewed as theoretical concentrations of oxy-fuel firing with dry RFG. The SNB data was computed as in Case 1 using a ray tracing method with T 7 quadrature and the DOM data was computed using N W ,N f =4. Fig. 11 indicates the errors introduced into the calculation of the radiative source term by using the WSGGM gray formulation for the radiative properties of high temperature gases representing oxy-fuel combustion products. The agreement between the benchmark SNB data and the DOM with FSCK is good for the radiative source term along the centreline. The WSGGM is under-predicting the source term significantly and this could lead to large errors in the prediction of the flame and environment temperature. The average error of the source term using FSCK is less than 5%, but using WSGGM the average error is greater than 50%.
A comparison can be made between the calculated incident radiation in the case with FSCK and WSGGM. Fig. 12 shows the calculated incident radiation for the two methods for Case 3. The peak in incident radiation is in the area of the highest temperature as expected, however the magnitude of the calculated incident radiation is much lower for the WSGGM case than with the FSCK method.
The net radiative heat flux at the walls of the enclosure from the FSCK method are in better agreement with the benchmark data than those from the WSGGM based on Smith's formulation. Fig. 13 shows the net flux on the end wall of the enclosure (x, y=1, z= 4) and Fig. 14 shows the net heat flux on a side wall of the enclosure (x =0, y=1, z). The results from the FSCK method are in good agreement with the net radiative fluxes predicted by the SNB for both the end and the side walls, the WSGGM method does not predict the flux on the end wall correctly and although the trend of heat flux is predicted along the side wall, the actual values are lower especially at the end of the simulated furnace.
The prediction of the heat fluxes is substantially better for the WSGGM than the radiative source term. This highlights a cautionary note when considering using the standard WSGGM (with air-fired values) for oxy-fuel simulations. Because the radiative source term and incident radiation is under-predicted along with the absorption coefficient, if the heat source (high temperature region) is close to the walls then the heat flux along the wall may appear to be correctly predicted because both of the contributing factors to how much radiation reaches the walls are under-predicted. However when the heat source is further from the walls as in the case with the end wall, the impact of the incorrect computation of the absorption coefficient and incident radiation is much more pronounced and leads to substantial errors.
ARTICLE IN PRESS
When considering which RTE solver to use, one consideration is the optical thickness because the P 1 method should perform best at larger optical thicknesses. Hence the P 1 method should be expected to give better predictions in oxy-fuel combustion than for air combustion. To test this conjecture, the P 1 method was also used to compute the result for Case 3. Despite the higher optical thickness in Case 3 due to higher partial pressures of CO 2 , the prediction of the radiative source term is less accurate when using the P 1 method than the DOM. The percentage error in the calculation of the source term is less than 20% for the DOM for all nodes, and for the majority the errors are close to 0%. However as Fig. 15 shows the errors using the P 1 approximation are much higher, especially near the regions of high temperature in the domain.
The different methods for solving the RTE and calculating the absorption coefficient require varying amounts of computational effort. The lowest calculation time is for the P 1 with the gray-WSGGM so all other methods CPU times are compared to this case. Table 1 shows the relative CPU times per iteration for the calculation of Case 3. It is evident that the P 1 method is substantially faster than the DOM per iteration, however the increase in computation time is dependent upon the quadrature that is chosen. Although the P 1 with FSCK solution is much faster per iteration than the DOM with FSCK, in reality the number of iterations required is much larger to reach convergence for the P 1 than DOM solution so it is also important to look at the computation time to reach a converged solution, as shown in Table 2 . The P 1 solution in this case has not been optimised and a standard version has been used, with optimisation the number of iterations required may be reduced.
As the optical thickness of the case increases, from air firing to oxy-fuel firing, the computation time increased. However this was due to an increase in the quadrature of the DOM solution rather than the radiative properties model. Since the model calculates an absorption coefficient rather than a transmissivity, the optical thickness has less impact on the computational time of radiative properties than for some other methods.
Conclusions
Results of the FSCK method are in good agreement with the benchmark SNB data in all three test cases considered. The choice of absorption coefficient calculation on the results is most evident when a 'pseudo' oxy-fuel combustion system is considered with high partial pressures of CO 2 . Using the standard gray-WSGGM case correlated with coefficients for fuel-air combustion can lead to substantial errors in the calculation of the radiative source term and hence greatly alters the predicted temperature distribution in the system in fully coupled calculations. Based on evidence from work presented in this paper, it is suggested that in order to improve the accuracy of temperature and heat transfer prediction in simulation of oxy-fuel combustion of gaseous or solid fuels, it is essential to use a non-gray spectral model such as the FSCK method. Significant errors are introduced when a gray method of computing the radiative properties is used and this is particularly evident when examining the heat fluxes to the walls of a system. The impact of using a gray or non-gray method is dependent on the case in question and is especially evident for oxy-fuel environments. 
