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This paper is concerned with the Fokker-Planck (FP) description of classical stochastic systems
with discrete time delay. The non-Markovian character of the corresponding Langevin dynamics
naturally leads to a coupled infinite hierarchy of FP equations for the various n-time joint distri-
bution functions. Here we present a novel approach to close the hierarchy at the one-time level
based on a linearization of the deterministic forces in all members of the hierarchy starting from the
second one. This leads to a closed equation for the one-time probability density in the steady state.
Considering two generic nonlinear systems, a colloidal particle in a sinusoidal or bistable potential
supplemented by a linear delay force, we demonstrate that our approach yields a very accurate rep-
resentation of the density as compared to quasi-exact numerical results from direct solution of the
Langevin equation. Moreover, the results are significantly improved against those from a small-delay
approximation and a perturbation-theoretical approach. We also discuss the possibility of accessing
transport-related quantities, such as escape times, based on an additional Kramers approximation.
Our approach applies to a wide class of models with nonlinear deterministic forces.
PACS numbers: 05.40.Jc, 02.30.Yy, 05.10.Gg, 02.50.Ey
I. INTRODUCTION
Many (non-)equilibrium systems from the macroscopic
world down to the quantum level are governed by dy-
namical equations which involve both, noise and delay in
time [1–3]. Noise due to imperfections or environmental
influences is essentially omnipresent in many real-world
systems and experimental setups (e.g., at the cantilever
of an Atomic Force Microscope [4]). On the mathemat-
ical level it often also results from the presence of hid-
den degrees of freedom, which have disappeared in the
context of a coarse-graining procedure. Similarly, time
delay can have various sources. One example are finite
information processing and reaction times, which occur
for example in social systems (e.g., financial markets [5]
or economic processes [6]). Such latencies as well ap-
pear in neural systems due to finite signal transmission
and refractory times (which, e.g., become apparent in
the human pupil reflex [7], or in stick balancing experi-
ments [8]). In biological systems, delays can be caused by
maturation times (as in population growth [9] or prey-
predator dynamics [10]), or, on the biomolecular level,
by biochemical reactions kinetics (such as the transcrip-
tional and translational delay in gene networks [11]). In
laser dynamics with optical feedback, delay is induced by
the traveling time of laser light on its round trip in the
cavity [12]. On an even smaller scale, time delays oc-
cur in quantum-optical systems coupled to a structured
photonic reservoir [13].
Beyond these intrinsic delays, time delay is an impor-
tant issue in experimental setups with feedback control,
where the delay is due to the finite time to proceed the
output (plus the signal transmission times to obtain the
information and feed it back into the system). Indeed,
feedback control has emerged as an important tool to
manipulate small systems. Important representatives for
such systems are colloids in a thermal bath under time
delayed feedback control [14–16]. All these examples in-
volve noise and delay, illustrating that due to the gen-
erality and omnipresence of such features, noisy systems
with time delays occur on all scales. In many of these
cases, the interplay of noise and delay moreover leads to
intriguing dynamical behavior such as multistability and
stochastic switches [12, 17].
However, even in the classical case the mathematical
description of noisy systems with time delay continues to
be a major challenge. In presence of a discrete time de-
lay τ , the standard mathematical equation for stochastic
motion, that is, the (under- or overdamped) Langevin
equation (LE), becomes a stochastic delay differential
equation (SDDE), or, in a more physical language, a non-
Markovian Langevin equation. The usual concepts and
solutions for Markovian LEs then do not apply and in-
deed, the development of a general solution method for
SDDEs is yet an unresolved problem [18]. Moreover, con-
trary to the Markovian systems, the route from the LE
to a Fokker-Planck equation (FPE) for the correspond-
ing probability density is more involved [18–21]. The
time delay alone leads to an infinite hierarchy of cou-
pled FP equations for the n-time (joint) probability den-
sities [18–21], for which as well no general solution has
been found to date. Similar hierarchy problems also oc-
cur in other contexts in statistical physics. A well known
example is the Bogoliubov–Born–Green–Kirkwood–Yvon
(BBGKY) hierarchy, in which the time evolution of the
one-particle density depends upon the two-particle den-
sity and so on. For this problem, various closing strate-
gies have been proposed, such as the simple mean-field
(factorization) approximation and the more sophisticated
dynamical density functional theory (involving an adia-
batic approximation) [31]. Another closure example is
the mode coupling theory for glassy systems [32]. We
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2stress, however, that in all these examples the hierar-
chical structure emerges due to (conservative) particle-
particle interactions. In contrast, the hierarchy of FPEs
appearing in time-delayed systems – although having a
similar structure – arises due to delay-induced temporal
correlations.
These aspects are also of major relevance in the emerg-
ing field of stochastic thermodynamics [22–24]. Indeed,
concepts like entropy production, fluctuation theorems
and information exchange have been widely formulated
(and tested experimentally [25, 26]) for Markovian noisy
systems, for which the correspondence between the var-
ious levels of description (LE, FPE, path integrals) can
readily be utilized. For example, the entropy production
from the system can be directly calculated via the prob-
ability density and the corresponding probability current
[22]. For non-Markovian systems, all these concepts have
to be revisited (see [18, 27] for recent work in this direc-
tion).
The only solvable class of delayed noisy systems are
those with linear forces, where all the n-time probabil-
ity densities are given by multivariate Gaussian distribu-
tions. Here, the system can be solved exactly on the LE
[28] and the FPE level [21], or by utilizing both levels
of description [29]. In the more general case of nonlin-
ear systems, one has to rely on approximations [1]. For
continuous systems, the two most established strategies
are a Taylor expansion of the LE in τ [19, 30] and a per-
turbation theory on the level of the FPE [20], where the
entire delay force is treated as a small deviation from the
Markovian dynamics.
In this work, we propose a novel FPE-based approach,
which we call “force linearization closure” (FLC). The
main idea is to linearize the deterministic force in all
members of the FPE hierarchy starting from the second
one. We then utilize the (Gaussian) solution for the lin-
ear, delayed higher-order FPEs to obtain a closure of
the FPE for the one-time probability density in the non-
linear case. Our strategy can be applied whenever the
linearized system has a stable steady state.
We apply this concept to a classical system, namely,
an (overdamped) colloidal particle subject to a nonlinear
static force and a time-delayed force representing a feed-
back control. The control “target” is the particle position
which, due to the typical (micron-scale) size of a colloid,
is readily accessible in real space experiments and simula-
tions [14–16]. Feedback control can be implemented, e.g.,
as a co-moving “optical tweezer” [24, 25, 33–36], which
can be well approximated by a co-moving quadratic po-
tential [25, 33, 37]. Depending on the experimental setup,
a time delay naturally arises during the position mea-
surement and the adjustment of the tweezer, or it can be
intentionally implemented as a feature. As a result, the
system is subject to a linear time-delayed feedback force.
Regarding the nonlinear static force (or potential, re-
spectively) we consider two paradigmatic examples: first,
a periodic sinusoidal (“washboard”) potential, which is
frequently used to model diffusion and transport on
rough surfaces [38–40] and can be realized experimen-
tally e.g. by optical landscapes [39]. The impact of time
delay on diffusion in washboard potentials has already
been studied on the basis of a heuristic delayed FPE
[24, 35, 36] and by simulations [16]. Our second example
is a colloidal particle in a double-well potential. Bistable
noisy systems often serve to study escape problems [41–
44]. Bistable systems with delay have been studied the-
oretically, e.g., regarding the Kramers rate [17, 30, 45]
and in the context of coherence resonance (see the study
of Tsimring and Pikovsky [46], who provided a solution
based on a discretization procedure, and subsequent work
[17, 46–48]). Experimental realizations have been sug-
gested in Refs. [45, 49], which involve the polarization
dynamics of lasers with optical feedback (where τ is as-
sociated with the external cavity length).
The remainder of this paper is organized as follows. We
start by briefly reviewing the Langevin and the Fokker-
Planck description of noisy overdamped systems with dis-
crete time delay, as well as the two main earlier approxi-
mations for the one-time probability density ρ1 (Sec. II).
We then introduce the force linearization closure and pro-
vide the main steps to derive its key equation, a closed
FPE for ρ1 (Sec. II C). In the second part of the pa-
per, we apply the FLC to the two examples mentioned
above and compare the results with quasi-exact numeri-
cal results obtained from Brownian dynamics (BD) sim-
ulations, i.e., direct simulations of the delayed Langevin
equation. We demonstrate that the FLC renders a very
good approximation of the one-time probability density,
which is, moreover, more accurate than the predictions
from the two main earlier approaches. Furthermore, we
briefly discuss the possibility to estimate escape times
(which are rigorously connected to two-time probability
densities) within the novel approach (Sec. III D). We sum-
marize and conclude in Sec. V. The paper contains four
appendices with additional theoretical results (e.g., the
second member of the FPE hierarchy), and technical as-
pects of the calculations.
II. THEORETICAL FRAMEWORK
A. Delayed Langevin and Fokker-Planck equation
We consider an overdamped Brownian particle at the
time-dependent stochastic position χ(t) which represents
the dynamical quantity of interest. The particle moves
in a static external potential Vs(x), with spatial variable
x ∈ Ω, where Ω denotes the spatial domain of the sys-
tem. The particle is further subject to a “delay force”
Fd, which depends on the instantaneous and on the de-
layed particles position, i.e., at a given time t on χ(t)
and χ(t− τ), with τ >0 being the delay time. The total
deterministic force is hence
F (x, xτ )=Fs(x) + Fd(x, xτ ), (1)
3with xτ ∈ Ω being a second spatial variable needed due
to the two involved particle positions in Fd, and Fs(x)=
−∂xVs(x) being the negative of the spatial derivative of
Vs. The delayed Langevin equation (LE) reads
dχ(t)/dt = γ−1F [χ(t), χ(t− τ)] +
√
2D0 Γ(t), (2)
where γ is the friction coefficient of the surrounding
medium at temperature T and Γ(t) denotes the Langevin
force. The latter introduces additive Gaussian white
noise to the system, i.e., 〈Γ(t)〉= 0 ∀t and 〈Γ(t)Γ(t′)〉=
δ(t − t′) ∀t, t′, with 〈...〉 denoting the ensemble average
and δ(t) the Delta distribution. Further, D0 is the short-
time diffusion coefficient satisfying D0 = kBT /γ (with
kB being the Boltzmann constant) [43]. We measure the
time in units of the “Brownian” time scale τB = σ
2/D0,
where σ is the particle diameter. This is the time in which
a free Brownian particle (no external forces) travels over
a distance equal to its own size.
As usual for delay equations, the evolution of the dy-
namical variable (here χ) depends on a given history
function φ, which serves as an initial condition χ(t) =
φ(t), ∀t ∈ [−τ, 0].
We emphasize that the theoretical framework dis-
cussed in this paper does not just apply to Brownian
particles, but to other natural and artificial systems as
well. Having this in mind, the friction and diffusion coef-
ficient, the Brownian time scale and the particle diameter
introduced before just provide energy, time and spatial
length scales, which one can adjust to the system under
consideration.
As firstly shown in [19], it is possible to derive from
the delayed LE a Fokker-Planck equation (FPE) for the
(one-time) probability density ρ1(x, t) = 〈δ(x − χ(t))〉 in
a similar manner to the Markovian case. We particu-
larly refer to Ref. [20], which presents a derivation based
upon Novikov’s theorem [50]. Novikov’s theorem gener-
ally links the variational derivative of an arbitrary func-
tional of the Langevin force, Λ[Γ], to the correlations be-
tween that functional and the Langevin force. For Gaus-
sian white noise it reads [20, 50]:
〈
Λ[Γ]Γ(t)
〉
=
〈
δΛ[Γ]
δΓ(t)
〉
. (3)
A central step in the derivation in [20] is the us-
age of Novikov’s theorem to express the correlations〈 {δ(x− χ(t))δ(xτ − χ(t− τ))}Γ(t)〉 by the related vari-
ational derivatives. For the case of additive noise, the
delayed FPE for ρ1 is given by [19, 20, 29]
∂tρ1(x, t) =− γ−1∂x
[
F̂ (x, t)ρ1(x, t)
]
+D0∂xxρ1(x, t), (4a)
where
F̂ (x, t) =Fs(x) +
∫
Ω
Fd(x, xτ)ρc(xτ , t−τ |x, t)dxτ . (4b)
For the sake of a shorter notation, we drop here and
in the following the dependency on the history func-
tion, i.e., ρ1(x, t) ≡ ρ1(x, t|φ) and ρc(xτ , t− τ |x, t) ≡
ρc(xτ , t−τ |x, t;φ). Comparing Eq. (4a) to an ordinary
FPE for Markovian systems, one notes the appearance
of a delay-averaged drift term F̂ instead of the usual
drift term, which only depends on instantaneous quan-
tities. Specifically, the delay-averaged drift involves the
conditional probability ρc, which is related to the two-
time (joint) probability density via ρ2(x, t;xτ , t− τ) =
ρc(xτ , t− τ |x, t)ρ1(x, t) [with
∫
Ω
ρ2(x, t;xτ , t − τ)dxτ =
ρ1(x, t)]. Equation (4) is hence not self-sufficient. The
delayed FPE for ρ2, on the other hand, involves ρ3
(as explicitly shown in the Appendix A), and so forth.
Thus, an infinite hierarchy of equations emerges, whose
n+1st member depends on the n-time probability den-
sity ρn(x, t; ...;xnτ , t− nτ). By finding suitable approxi-
mations for ρc, Eqs. (4) can be closed and the hierarchy
truncated. This is our objective in the present work.
B. Earlier approaches to approximate the one-time
probability density
One such approach, involving a first-order
perturbation-theoretical (PT) ansatz for the den-
sity on level of the FPE, was previously introduced in
Ref. [20]. Within PT, the delay force Fd is regarded as
a small perturbation to the non-delayed dynamics, i.e.,
|Fd|  |Fs|. The resulting first-order equation has the
same form as Eq. (4a), but the F̂ -term [Eq. (4b)] contains
the conditional probability density with respect to the
unperturbed, i.e., non-delayed, system, which we will
refer to as ρFd≡0c . The latter follows a closed (Markovian)
FPE, and consequentially, the combination of the two
FPEs is self-sufficient. From a practical perspective, the
PT approach is particularly appealing for systems where
an analytical expression for ρFd≡0c is available. However,
this is the case only for very few nonlinear static forces
(even in the absence of any additional (delay) forces).
For this reason, the application of the PT approach
often requires additional approximations. In the present
study we use two different approaches, which we will
specify in Sec. III A.
Yet another approach involves a small delay expansion
on the level of the LE [1, 19, 30]. More specifically, the
authors of Ref. [19, 30] suggest a Taylor expansion up
to linear order of the total deterministic force (and of
the noise intensity when delayed noise is considered) in
powers of τ . The Taylor expansion is somewhat prob-
lematic, since it involves the derivative of the position χ,
which is a stochastic variable and hence not continuously
differentiable. Performing this Taylor expansion ad hoc
hence implies a certain inaccuracy, which may become
especially apparent in the range of large noise intensities
(large D0), see [20] for a discussion.
The novel approach introduced in the present paper
works on the basis of the FPE, like the perturbation the-
4ory. As we will demonstrate, our ansatz provides an im-
proved approximation of the one-time probability density
for the considered nonlinear static forces.
C. Force linearization closure
In the following, we focus on non-equilibrium steady
states (NESS). Indeed, many Langevin systems de-
scribed by Eq. (2) automatically reach a NESS, defined
by ∂tρ1,ss(x, t)=0. Steady states generally allow for more
analytical treatment than transients. Throughout this
work we denote steady state quantities with the subscript
“ss”. Since the steady state conditional probability only
depends on the time difference, and not on the instances
of time themselves, we will further use the shortened no-
tation: ρc,ss(xτ |x; τ) = ρc,ss(xτ , t−τ |x, t).
The basis of our approach is that, within a NESS, the
FPE hierarchy can be solved exactly when all determin-
istic forces are linear in x and xτ [28, 29]. A further, yet
less restrictive requirement is that the system obeys nat-
ural boundary conditions, i.e., limx→±∞ ρ(x, t) = 0 and
Ω = R. Given this background, the main idea of our
approach is to achieve a closed approximate FPE for ρ1
by linearizing the deterministic forces in all members of
the infinite FPE hierarchy apart from the first one. Due
to the involved linearization procedure, which we outline
in detail below, we call our approach “force linearization
closure” (FLC).
1. Linearization of the deterministic forces
We start by considering the (time-dependent) energy
landscape resulting from the total force (1). As a simple
estimate for the total steady state energy landscape, we
assume at this step the system to be at rest, i.e., χ(t−τ)≡
χ(t), such that the total (static) potential is given by
VSTAT(x) = −
∫
F (x, xτ =x)dx. (5)
In general, VSTAT may have multiple (local) minima (de-
fined by F = 0 and F ′ > 0). We number each minimum
xi0 with an integer i ∈I. The index set I hence contains
one element for each local minimum. To formulate the
FLC, we split the spatial domain Ω into non-overlapping
intervals Ωi, such that both boundaries of Ω and each lo-
cal maximum of VSTAT represents a bound of an interval,
and every Ωi contains exactly one minimum xi0.
By this procedure, we obtain a splitting of Ω into sub-
domains Ωi, whose union is again the entire spatial do-
main: Ω =
⋂
i∈I Ω
i. For static potentials with a sin-
gle minimum xj0 , this means Ω
j = Ω. For each i, we
then perform a Taylor expansion of the entire deter-
ministic force F = Fs + Fd in both spatial variables x
and xτ . More specifically, we expand around the devia-
tions with the enclosed minimum, i.e., ∆xi=x− xi0 and
∆xiτ =xτ − xi0. Neglecting all terms of quadratic orders
O(∆xi2), O(∆xi∆xiτ ), O(∆xi2τ ), or higher, we obtain
F lin,i(x, xτ )=−αi∆xi − βi∆xiτ , (6)
where −αi and −βi are the first-order derivatives of F
with respect to x and xτ , respectively, evaluated at the
minimum xi0. [Note that since we expand around the
minima of VSTAT (5), we always have F (x
i
0, x
i
0)=0, such
that the constant terms vanish.]
This linearization procedure yields an approximation
of the steady state energy landscape composed of a se-
quence of quadratic polynomials with time-dependent
centers, each subdomain Ωi reaching from one local max-
imum to the following one (or to a bound of the entire
spatial domain).
2. Analytical solution for linearized forces
Now, we will turn back to the full system which in-
volves thermal noise. Without further reasoning, one
would expect that the linearization of the determinis-
tic forces renders a good approximation of the stochas-
tic dynamics, whenever the probability density close to
the minima of the (approximate) total potential in the
steady state [Eq. (5)] is large. This is, for instance, the
case, when the potential barriers are high compared to
thermal fluctuations.
The following steps are performed separately for each
subdomain Ωi. We first apply the linearization F ≈
F lin,i [see Eq. (6)] to the force terms in all members
of the infinite FPE hierarchy starting from the second,
i.e., the equation for the two-time steady state density
ρ2,ss(x, t;xτ , t− τ) (see Appendix A for the general from
of this FPE). Assuming natural boundary conditions at
every subdomain bound, the FPEs for all ρn,ss can be
solved by multivariate Gaussian distributions [28]. The
second member of the FPE hierarchy in the linear case
and the corresponding analytical solutions ρlin2,ss and ρ
lin
3,ss
are given in the Appendices B and C. For each subdo-
main, we thus have access to the function ρ2,ss ≡ ρlin,i2,ss
(the explicit formula for ρlin,i2,ss can also be found in [51]).
The corresponding conditional probability density reads
ρlin,ic,ss (xτ |x; τ) =
√
2
pi
Kidi1
2
(
1− di22
)
exp
[
∆xi
2
2Ki
]
×
exp
[
di1
(
2∆xi ∆xiτd
i
2 −∆xi
2 −∆xiτ
2
)]
(7)
with the coefficients
ωi ≡ω(αi, βi) =
√
(αi)2 − (βi)2/γ ∈ C, (8a)
Ki ≡K(αi, βi, τ) = D0 γ + (β
i/ωi) sinh(τωi)
αi + βi cosh(τωi)
, (8b)
di1 ≡ d1(αi, βi, τ) =
(βi)2Ki/2
(βiKi)2 − (D0γ − αiKi)2 , (8c)
di2 ≡ d2(αi, βi, τ) = (D0γ − αiKi)/(βiKi). (8d)
5We recall ∆xi = x − xi0, where xi0 is the enclosed min-
imum of VSTAT [Eq. (5)]. Note that ω
i becomes imag-
inary if |αi| < βi, such that the hyperbolic functions
in K(αi, βi, τ) [see Eq. (8b)] convert to trigonometric
ones. In this case, there exist critical τ values τcω =
arccos(−αi/βi) + 2piκ, ∀κ ∈ Z, for which Ki diverges,
and no stable NESS exists. There is also no stable state,
when −βi ≤ αi, or ταi ≤−1. Only if −αi < βi < αi, a
steady state is approached for all τ . A derivation and
discussion of the steady state conditions is presented in
[28].
With Eq. (7), the first member of the approximate FPE
hierarchy (where the force linearization is applied to the
second and all higher members) accordingly reads
γD0∂xxρ
FLC
1,ss (x) = ∂x[F̂
FLC(x)ρFLC1,ss (x)], (9a)
where
F̂FLC(x) =
∫
Ω
F (x, xτ)ρ
lin,i
c,ss (xτ |x; τ)dxτ , ∀x ∈ Ωi. (9b)
In Eq. (9a), ρFLC1,ss is the steady-state one-time probability
density obtained within the FLC approach. Notice that
the deterministic force F appearing in the integral in
Eqs. (9b) is not linearized.
Equations (7-9b) [together with the linearization rule
(6)] form a closed set of equations. The here presented
closure of the FPE hierarchy is the cornerstone of our
approach. Since we have a general expression for ρlin,ic,ss
[Eq. (7)] with which F̂FLC can be calculated separately,
the FLC formally converts the delayed FPE for ρ1,ss itself
into a closed, quasi-Markovian one [Eq. (9a)]. The fact
that the delay is still present in our approximate FPE, be-
comes apparent by considering the special case of a linear
force F . Then, Eqs. (9) coincide with the corresponding
exact delayed FPE. Furthermore, one can easily see from
Eqs. (9) that the usual FPE is recovered when the delay
time vanishes, or when F becomes independent of xτ : in
both cases F̂FLC =F .
3. Vanishing steady state probability current
The key equations of the FLC [Eqs. (7-9b)] are valid
for steady states of, in principle, arbitrary systems which
can be meaningfully linearized according to the proce-
dure described in Sec. II C 1. A particularly simple situ-
ation arises, if additionally the steady-state probability
current given by J=[F̂FLC(x)−γD0∂x]ρFLC1,ss (x) vanishes.
If J = 0, the formal solution of Eq. (9a) takes the simple
Boltzmann-like form
ρFLC1,ss (x) = Z
−1 exp
[−V FLCeff (x)/(kBT )] (10)
with the effective static potential
V FLCeff (x) = −
∫ x
xˆ
dx′F̂FLC(x′), (11)
where F̂FLC is given in Eq. (9b), and xˆ ∈ Ω is arbitrary
but fixed. Here and in the following, we denote the nor-
malization constant by Z.
We stress that the assumption J=0 simplifies the anal-
ysis, but it is not a necessary condition. Also for non-zero
currents, Eq. (9a) can be treated using standard tech-
niques for (Markovian) Fokker-Planck equations [43, 44].
III. APPLICATIONS
We now apply the FLC to two generic examples, in-
volving a multistable and a bistable static potential com-
bined with a linear delay force. In the subsequent sec-
tion III A, we first define this force and provide some
results which apply to both model systems. In Secs. III B
and III C we then present results from the FLC and com-
pare its performance to the two main approaches known
from the literature, i.e., the perturbation theory (PT)
and the small delay expansion. As a test of the differ-
ent approximations, we provide numerical results from
Brownian dynamics (BD) simulations. Details about the
numerical methods are given in the Appendix D.
A. Linear delay force, general results
We consider a linear delay force, with amplitude k ≥ 0,
Fd(x, xτ )=−k(x− xτ ), (12)
which vanishes for k→ 0 or τ→ 0. The particular force
in Eq. (12) can be associated with the delayed confining
potential Vd(x, xτ ) = (k/2)[x−xτ ]2. Such quadratic feed-
back potentials are commonly used to model optical traps
[25, 33, 37], which are implemented in many experimen-
tal setups to control colloidal particles [25, 33, 34]. From
a more general perspective, the delay force in Eq. (12) is
of Pyragas type [52], and has been extensively studied
in the context of chaos control [3]. It is important to
note that the FLC generally also applies to systems with
nonlinear delay forces.
For both exemplary systems, we use natural boundary
conditions. Therewith, the steady state probability cur-
rent vanishes irrespective of the particular form of the
static potential Vs, and solution (10) readily applies. We
can give a general expression for ρFLC1,ss as follows. The
delay force is already linear, and yields βi =−k,∀i ∈ I,
where βi and k are the coefficients appearing in Eqs. (6)
and (12), respectively. After performing several Gaussian
integrals, Eq. (9b) yields
F̂FLC(x)=−∂xVs(x)− k∆xi + kxdi2
√
2Kidi1×√
1− di22 exp
{[
di1d
i
2
2 − di1 + 1/(2Ki)
]
∆xi
2
}
. (13)
F̂FLC can be further simplified by using the identity
di1d
i
2
2 − di1 + 1/(2Ki) = 0, (14)
6where the quantities di1 and d
i
2 are given in Eqs. (8c) and
(8d). This yields the piecewise defined effective potential
V FLCeff (x) = Vs(x) + k/2
(
1− |di2|
)
∆xi
2
, (15)
for x ∈ Ωi. Inserting Eq. (15) into Eq. (10) one obtains
ρFLC1,ss . Furthermore, since Fd(x, x) = 0∀x ∈ Ω, our es-
timate for the steady state energy landscape coincides
with the static potential VSTAT = Vs, and hence x
i
0 and
the bounds of Ωi are readily determined by the extrema
of Vs. Thus, for a given Vs, one only needs to calcu-
late αi by linearizing Fs, and therewith the coefficient d
i
2
[Eq. (8d)].
Before specifying Vs, we review some results from the
two main earlier approaches, for the case of the linear
delay force [Eq. (12)] (and natural boundary conditions).
Just like the FLC [Eq. (10)], the small delay expansion
gives rise to a Boltzmann-distributed one-time probabil-
ity density
ρapprox1,ss (x) = Z
−1 exp [−V approxeff (x)/(kBT )] . (16)
Here, the effective potential V approxeff ≡ V smallτeff reads [20]
V smallτeff (x) = Vs(x)/(1− kτ). (17)
The application of the perturbation-theoretical approach,
on the other hand, is not straightforward. The closed
approximate FPE from the PT involves the conditional
probability of the corresponding unperturbed (Fd ≡ 0)
system, ρFd≡0c,ss (xτ |x; τ). Since for most static potentials
(including the ones we will consider in Secs. III B and
III C) no analytical expression for this quantity is avail-
able, further approximations become inevitable. As sug-
gested in Ref. [20], one can for this purpose utilize the
“short time propagator” [43]
ρc(xτ |x; τ) =
1√
4piD0τ
exp
[
−{xτ − x− Fs(x)τ/γ}
2
4D0τ
]
, (18)
which is derived and discussed in Ref. [43] on p. 73 and
prior. The usage of the short time propagator implies
a first-order approximation in τ [20, 43]. The resulting
one-time probability density is also the Boltzmann dis-
tribution Eq. (16) with V approxeff ≡ V PTeff given by
V PTeff (x) = (1 + kτ)Vs(x). (19)
Interestingly, when the short time propagator is used for
ρFd≡0c,ss , the PT approach obviously yields qualitatively
very similar results as the small τ expansion. In particu-
lar, both approaches render effective potentials that are
proportional to the static potential [Eqs. (17) and (19)].
This means, also the approximate densities have the same
functional form as in the case Fd ≡ 0. In fact, the only
remaining effect of the delay force, according to these ap-
proximations, is a constant (x-independent) factor within
the exponent of ρapprox1,ss . Moreover, the small τ expan-
sion and the PT with short time propagator even become
equivalent for small τk, since then these factors coincide
1/(1− kτ) = (1 + kτ) +O([τk]2).
Alternatively, we propose to approximate ρFd≡0c,ss by
the conditional probability from the corresponding un-
perturbed (Fd ≡ 0), linearized system, i.e., the corre-
sponding Ornstein–Uhlenbeck process, given in Ref. [43]
(p. 100). The resulting effective potential from the PT
approach thus reads
V PTeff (x) =Vs(x) + (k/2)×{
1− exp [−(αi−k)τ/γ]}∆xi2,∀x ∈ Ωi. (20)
As opposed to the result obtained with the short-time
propagator [Eq. (19)], the effective potential in Eq. (20)
has a different functional form than Vs(x). More specif-
ically, the delay force now effectively adds to the static
potential a fixed quadratic potential around the minima
of Vs. Since the linear delay force [Eq. (12)] is indeed
expected to trap the particle in a quadratic confining po-
tential (with history-dependent center), this effective po-
tential appears to be more realistic than Eq. (19). How-
ever, the history-dependency of the position of the “trap”
imposed by Fd is, of course, also not captured by this ap-
proximations.
As a first consistency check, one readily sees from
Eqs. (15-17),(19),(20) that all four approximations give
rise to Boltzmann-distributed density profiles, which, in
the limits of vanishing delay force (τ → 0 or k → 0),
all coincide with the exact result for the non-delayed
(Markovian) FPE, i.e., ρ1,ss ∝ exp[−Vs(x)/kBT ]. How-
ever, they yield different effective potentials for finite de-
lay forces, which we will compare in the following.
Finally, we note that considering the force (12) rather
than a force with two different amplitudes Fd(x, xτ ) =
−k′x−kxτ , does not imply a loss of generality concerning
the results in this section. A minor adjustment required
if k′ 6=k, is that xi0 are then the minima of VSTAT 6= Vs.
B. Periodic static potential
We start by considering the periodic “washboard” po-
tential
Vs(x)=−(∆V/2) cos(x/σ) (21)
with barriers of height ∆V and minima at xi0 = 2piσi
and i ∈ I = Z. Particles in sinusoidal potentials rep-
resent a well-studied paradigm to model transport on
rough surfaces [39]. Linearizing the static potential yields
αi=∆V/(2σ2)+k (and βi=−k) for all i ∈ I. On all sub-
domains Ωi=[(2i−1)piσ, (2i+1)piσ], the density is hence
given by the Boltzmann distribution (10) with effective
potential (15), where Vs is given in Eq. (21) and
di2 =
γω cosh(τω)− [∆V/(2σ2) + k] sinh(τω)
γω − k sinh(τω) (22)
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FIG. 1. (Color online) One peak of the periodic steady
state probability density ρ1,ss in the “washboard” with de-
lay force. Red symbols: numerical data (BD), thick red line:
force linearization closure (FLC), blue dashed line: pertur-
bation theory with Ornstein–Uhlenbeck approximation (PT
OU), blue thin line: PT with short time propagator (PT
s.t.), dashed-dotted line: small delay expansion (small τ),
and solid black line: density without delay force ρ1,ss(x) ∝
exp{−Vs(x)/(kBT )} (Fd≡0). The delay force amplitude and
delay time are set to k= 8 kBT /σ2 and τ = τB, respectively.
Here and in the following plots the barrier height is set to
∆V=8 kBT .
with γωσ =
√
(∆V/2σ)2 + k∆V and ∆xi = x− xi0.
Figure 1 shows the density profile in one potential well
generated with BD simulations of the delayed LE (2), on
the one hand, and the corresponding FLC approxima-
tion (22), on the other hand, for an exemplary parameter
choice. Here and throughout the entire paper, we set the
barrier heights to ∆V=8 kBT . One clearly sees that the
FLC generates a very good approximation of the proba-
bility density distribution. Similar convincing results are
found for all other considered values of τ and k in the
tested range τ/τB ∈ [10−2, 10] and k/(σ−2kBT ) ∈ [0, 32].
To compare approximation and simulation results more
systematically, we calculate the moments µn of the dis-
tributions within one potential well (for x values be-
tween two maxima of Vs), e.g., of ρ1,ss(−piσ ≤ x ≤ piσ).
Due to the spatial inversion symmetry of the total po-
tential around the enclosed minimum, all odd moments
vanish. We hence consider the second central moment
µ2 = 〈(χ − µ1)2〉ss (with µ1 = 〈χ〉ss) of one peak of the
distribution. Figure 2 shows µ2 vs. the delay time τ for
two exemplary values of delay force amplitude. We find
that in the presence of the delay force (12), the variance of
the distribution is reduced. This is not surprising, since
the delay force arises from a quadratic potential which
“traps” the particle and hence enhances the confining ef-
fect of Vs. Within the considered parameter regime, the
variance is seen to decrease with increasing τ , until a sat-
uration value is approached at τWsat ≈ 0.5 τB (due to the
strongly increasing simulation times, we did not simulate
much larger τ).
On the level of the probability densities and the FPE,
the saturation of µ2 at large τ indicates that in the con-
sidered range of delay times, the delay-averaged drift
F̂ , and hence ρc,ss(xτ |x; τ), are essentially constant for
τ > τWsat. In other words, the conditional probability
for the time difference τ remains essentially unchanged,
when τ is further increased. This suggests some kind
of relaxation mechanism within the valley, where the
history of the stochastic process becomes “washed out”
on the level of ensemble averaged quantities, like the
probability densities. In this context it is interesting to
note that, for the case without delay force (k = 0), the
relaxation time within a potential well is of the order
τWir ≈ γ/V ′′s (xmin) = 2 τBkBT /∆V (see Ref. [44], p. 348).
In the present case, ∆V = 8 kBT , that is τWir ≈ 0.25 τB.
The saturation of µ2 thus sets in after the density relax-
ation within a potential well, consistent with our expec-
tation.
A different situation occurs for much larger τ values
than the ones considered in Fig. 2, in particular, when τ
gets into the range of the mean escape times (numerical
results for the escape times are provided in Sec. III D).
Then we expect again a τ -dependency of ρc,ss and there-
with of µ2, since the transport between the potential val-
leys becomes important.
We now compare the density from the FLC approach
with corresponding data from the small delay (Taylor)
expansion [Eq. (16) and (17)] and from the PT approach.
Within the latter, we either use the short time propagator
[see Eq. (19)], or, the corresponding Ornstein–Uhlenbeck
approximation [see Eq. (20) and above]. As visible in
Fig. 1 and 2, the PT generally overestimates the height of
the density peak. Approximating the conditional proba-
bility with the short time propagator yields worse results
than using ρc,ss of the corresponding Ornstein–Uhlenbeck
process. This observation matches our expectations, see
Sec. III A. At least when the Ornstein–Uhlenbeck approx-
imation is used, the PT reproduces the quantitative be-
havior of the function µ2(τ), see Fig. 2. On the contrary,
the small delay expansion fails completely for larger delay
times.
We conclude that the FLC generates the best approx-
imation of the steady-state density distribution in the
periodic potential, especially in the regime of large τ or
large k. This is the regime where the “perturbation”,
i.e. |Fd|, is not small compared to the force applied by
the static potential, such that the basic assumption of
the perturbation theory is not fulfilled. The small de-
lay expansion, on the other hand, involves a truncated
Taylor expansion in τ , making it plausible that also this
approach fails for large delay times.
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FIG. 2. (Color online) Second moment µ2 of the steady state
probability density within one well of the “washboard” poten-
tial, e.g., of ρ1,ss(−piσ≤x≤piσ). Symbols show results from
Brownian dynamics (BD), and thick solid lines from force lin-
earization closure (FLC). Cyan color is k= 2 kBT /σ2. Black
is k = 4 kBT /σ2, with thin solid line: perturbation theory
with short time propagator (PT s.t.), dashed line: perturba-
tion theory with Ornstein–Uhlenbeck ρ
Fd≡0
c,ss (PT OU), and
dot-dashed line: small τ Taylor expansion (small τ).
C. Bistable static potential
As a second example, we consider the double-well po-
tential
Vs(x)=∆V [(x/σ)
4 − 2 (x/σ)2], (23)
with a barrier of height ∆V (set to ∆V =8 kBT ) at x/σ=0
and two minima at xi0 = iσ with i ∈ I={−1, 1}.
A Brownian particle in a double-well potential is a
generic model for a bistable noisy system [43, 44], which
in recent years has been considered also under the im-
pact of a linear delay force [17, 46–49]. As opposed to
the corresponding expression given in Eq. (12) (which
corresponds to a moving “optical tweezer”), these ear-
lier theoretical studies consider a slightly different delay
force involving solely the delayed particle position, i.e.,
Fd(x, xτ ) = −kxτ . Our approach can, however, as well
be applied to such a delay force.
The force linearization (according to the procedure de-
scribed in Sec. II C 1) yields αi = 8 ∆V/σ2 + k for both i
(and βi = −k). For x/σ ∈ [−∞, 0] and xi=−10 = −σ, or
x/σ ∈ [0,∞] and xi=10 = σ, the effective potential V FLCeff
is given by Eq. (15) with
di2 =
γω cosh(τω)− [(8∆V/σ2) + k] sinh(τω)
γω − k sinh(τω) (24)
with γωσ =
√
(8∆V/σ)2 + k∆V.
Also for this model, the FLC clearly renders a very
good approximation of the one-time probability density,
as shown in Fig. 3 for an exemplary parameter choice.
Because the second moment is barely affected by the
delay force, we here consider the third moment of one
peak of the bimodal distribution, i.e., ρ1,ss(x > 0), as a
function of the delay time. More specifically, we use the
skew µx>03 =
∫
x>0
[(x−µ1)/√µ2]3ρ1,ss(x)dx, i.e., the third
central moment normalized with the standard deviation.
The comparison with the numerical data in Fig. 4 reveals
that the FLC approach renders reasonably good predic-
tions of µx>03 . We moreover find convincing results for
all other tested parameters within the considered ranges
τ/τB ∈ [10−2, 5] and k/(σ−2kBT ) ∈ [0, 18]. Please note
that this range spans from rather small delay forces that
merely affect the shape of the energy landscape, to k val-
ues so high that there is no second minimum of the total
potential, when χ(t− τ) rests in the first minimum. For
all these qualitatively different cases, the agreement be-
tween FLC and numerical results is good. However, it
is not as accurate as that for the second moment in the
case of the periodic potential (see Fig. 2). One reason for
that might be the fact that the approximate potential is,
by construction, symmetric with respect to the enclosed
minimum (within each subdomain). In this sense, the
double-well potential, which is asymmetric around each
minimum, is not as well approximated as the symmetric
“washboard” potential. This manifests in a larger magni-
tude of the higher order Taylor terms that are neglected
within the linearization procedure (6). We also note that
the third moment is per se very sensitive against inac-
curacies, since it involves cubic terms in the relative po-
sition. The deviations between the FLC and the exact
result are hence expected to be larger.
Regarding the impact of increasing k and τ , we see
from Fig. 4 that the skew µx>03 becomes smaller, which
means that the probability distribution becomes more
symmetric. This is not surprising since the pure delay po-
tential is quadratic (i.e., symmetric) in the system state
variable. Moreover, similar to the second moment in the
case of the “washboard” potential (see Fig. 2), µx>03 ap-
proaches a saturation value (within the considered pa-
rameter range). The corresponding delay time is about
one order of magnitude smaller than in the “washboard”
case: τDsat ≈ 0.1τB for ∆V = 8 kBT . This value of τDsat
is, as in the case of the “washboard”, significantly larger
than that for the relaxation time τDir within a well. For
the bistable system at k = 0 one finds [44] (see p. 348)
τDir /τB ≈ 1/8 (kBT /∆V) = 1/64 at ∆V = 8 kBT . Thus,
the saturation of µ3 can be explained by the same argu-
ments as in the case of the “washboard” potential.
Figure 3 and 4 also show the results according to the
PT [Eqs. (19) and (20)], and from small delay expansion,
see Eq. (17). Very similar to the case of the “washboard”,
only the PT with Ornstein–Uhlenbeck approximation is
capable of reproducing the quantitative behavior (espe-
cially for large τ), and the FLC clearly provides the best
approximation of the one-time probability.
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FIG. 3. (Color online) One peak of the bimodal steady state
probability density ρ1,ss in the double-well potential. Color
code as in Fig. 1. The delay force amplitude and delay time
are set to k=18 kBT /σ2 and τ=0.1 τB, respectively.
D. Escape times
1. The Kramers-FLC estimate
The escape time τK denotes the average time χ(t)
spends in the vicinity of a potential minimum, until it
leaves the valley by jumping to an adjacent one. By
construction, mean escape times involve two locations
and two instances in time, and hence are connected to
two-time probabilities. Within our FLC approach, the
higher order probabilities ρFLC(n>2),ss are multivariate Gaus-
sian densities. These belong to a quadratic static poten-
tial with only one valley and no escape process. There-
fore, there is no direct route to calculate the mean escape
time on the basis of the FLC approach.
However, in the limit of small noise intensities, we
can find an approximation for τK by using Kramers
theory for (Markovian) systems characterized by a static
potential landscape U . When the potential barriers
∆U are large compared to the thermal energy, i.e.,
when γD0  ∆U , the Kramers theory provides an
Arrhenius formula [35, 42, 44] for the escape rate, rK =√
U ′′(xmin)|U ′′(xmax)|/(2piγ) exp (−∆U/γD0), (with
U ′′(xex)=∂xxU(x)|x=xex , with xex ∈ {xmin, xmax}). This
estimate for rK relies on an equilibrium approximation
for ρ1 and does not involve ρ2. Due to the two symmetric
ways to leave a valley of the “washboard” potential,
the resulting mean escape time can be approximated by
τK = 1/(2rK) [42] and for the double-well potential with
the unique direction to exit each valley, by τK = 1/rK.
To use the Kramers theory in the context of the FLC
approach, we note that the first member of the FPE hi-
erarchy [Eq. (9a)] is formally identical to a Markovian
(non-delayed) FPE for ρ1,ss with a static effective po-
tential V FLCeff given by Eq. (11). Thus, we can directly
apply the Arrhenius formula with U ≡ V FLCeff . For the
linear delay force in our examples, one just needs to sub-
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FIG. 4. (Color online) Third moment µx>03 of the steady
state probability density within the right well of the double-
well potential, i.e., of ρ1,ss(x>0). Color code and parameters
as in Fig. 2.
stitute ∆U = ∆V + (k/2)(xmax − xmin) and U ′′(xex) =
V ′′s (xex) + k(1 − |di2|). Taken altogether, our estimate
of τK involves two separate approximations: the FLC to
obtain V FLCeff and the application of the Arrhenius for-
mula to this non-Markovian system (and implicitly, all
simplifications made within the Kramers theory).
2. Escape times in the delayed “washboard” potential
We now apply the Kramers-FLC approximation to cal-
culate the escape times for the delayed “washboard” po-
tential. Exemplary results for τK are plotted in Fig. 5
together with numerical data. For Fd ≡ 0, the BD sim-
ulation results and the Kramers-FLC estimate coincide.
In the regarded parameter range, τK generally increases
with k and τ , and the FLC results are roughly in agree-
ment with the numerical results. This is rather remark-
able, due to the crudeness of applying the Kramers the-
ory to the non-Markovian system. At large values of
τ , one observes a qualitatively different behavior: while
the escape times resulting from the Kramers-FLC esti-
mate saturate, the corresponding BD data continue to
increase with τ . This difference becomes particularly
prominent for large k. We propose that the discrep-
ancy can be explained as follows. As already discussed
in Sec. III B, the conditional probability saturates at a
finite value τsat, which is related to the intra-well relax-
ation time τir. Accordingly, also V
FLC
eff , and therewith τK
from the Kramers-FLC approximation, saturate at τsat.
In the true non-Markovian system, the escape times not
only depend on ρ2,ss, but also on higher n-time probabil-
ities. Therefore they don’t necessarily saturate together
with ρ2,ss. Indeed, our numerical investigations reveal
that the saturation of τK sets in at much higher τ values,
see Fig. 5. For larger τ , another, not yet discussed time
scale becomes increasingly important, that is the jump
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FIG. 5. (Color online) Logarithm of the mean escape time
τK for the “washboard” as a function of the delay time τ .
Cyan color: delay force amplitude k=0.2 kBT /σ2, black color:
k=0.8 kBT /σ2. Symbols: BD, lines: Kramers-FLC estimate.
duration time. In the present system, this time is roughly
2 τB (according to BD). For τ in the range of the jump du-
ration times, the temporal changes of the total potential
and the significant changes of the system state variable χ
occur on similar time scales. The interplay between both
motions then leads to new (inter-well) dynamical behav-
ior not captured by our approach. It hence becomes less
justified to treat the delayed system as a quasi-Markovian
one, whose stochastic (non-delayed) dynamics evolve in
a static (effective) potential.
One example for such new dynamical behavior are
quasi-regular oscillations of χ between two valleys. In
fact, we have observed analogous dynamics in the de-
layed bistable system. For both static potentials, the
delay-induced oscillations have a mean period of about τ
and start at random times. We further observe that they
occasionally pause and randomly set in again. Figure 6
shows BD results for the distribution of waiting times
between sequential jumps in the delayed double-well po-
tential for an exemplary parameter setting. One sees that
most waiting times lie within an interval ∆tjump ∈ [0, τ ]
around a single, yet broad peak at about τ/2. This il-
lustrates the stochastic character of the oscillations with
mean period of about τ . Similar quasi-regular oscilla-
tions can been found in the double-well potential with
linear delay force Fd(x, xτ ) ∝ xτ as reported in [46] and
further discussed in [17]. Interestingly, this version of
delayed bistable system has moreover been shown to ex-
hibit coherence resonance, i.e., that the regularity of the
oscillations is maximal at a certain finite noise intensity.
Preliminary numerical studies suggest that our model
systems also display coherence resonance. Further in-
vestigations on the delay-induced oscillatory behavior in
our systems are in progress.
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FIG. 6. (Color online) Waiting time distribution obtained
from a numerically (BD) generated (normalized) histogram
of time between sequential jumps ∆tjumps, for the delayed
double-well potential with k= 8 kBT /σ2 and τ = 5.6τB. The
dashed black line marks the mean waiting time 〈∆tjumps〉.
IV. SPATIAL AUTOCORRELATION
FUNCTION
In this final section, we aim to discuss a fundamental
difference between the FLC and the PT, which has not
been in the focus so far. This point also provides an ex-
planation why the FLC performs better on the exemplary
systems considered in the present work.
We recall that both approaches yield closed FPEs for
ρ1 via an approximation of the conditional probability
ρc,ss(xτ , t−τ |x, t), and therewith of the two-time prob-
ability density ρ2,ss(x, t;xτ , t−τ) of the delayed system.
The essential difference is that in the framework of the
FLC, ρc,ss is approximated by the corresponding function
of the linearized delayed system, while in the PT ap-
proach, ρc,ss stems from the corresponding non-delayed
system. The FLC hence involves a ρ2 related to a non-
Markovian system, while the PT utilizes a “Markovian
ρ2”. On the level of the two-time probability density,
the difference between a Markovian and a non-Markovian
system manifests itself, e.g., via the spatial autocorrela-
tion C(τ) = 〈χ(t)χ(t− τ)〉ss − 〈χ(t)〉2ss obtained by inte-
grating ρ2 times xxτ over both spatial variables and sub-
tracting the squared first moment, see Eq. (B7). While
in the Markovian case C(τ) always vanishes for large τ ,
reflecting the loss of memory, it stays finite for typical
non-Markovian systems, revealing that the system states
at the times t and t − τ are correlated for large τ . This
is illustrated in Fig. 7, where we have plotted C(τ) for
two of the considered non-Markovian systems (the “wash-
board” potential and the quadratic potential received by
the force linearization, both with linear delay force), and
for the corresponding Markovian systems (obtained by
setting the delay force zero). The fact that only the FLC
involves a non-Markovian quantity to approximate ρc,ss,
which accounts for these finite correlations, gives an ex-
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FIG. 7. (Color online) Steady state spatial autocorrelation
function C(τ)=〈χ(t)χ(t−τ)〉ss as a function of the delay time
τ within the “washboard” potential and the force-linearized
version of it. Symbols: BD results for the “washboard”, solid
lines: exact results [Eq. (B7)] for the force linearized systems,
black color: k=8 kBT /σ2, magenta color: k=0.
planation why it yields better results for large delay times
than the perturbation theory.
V. CONCLUSION
In this work, we introduce the FLC as a novel approach
to close the FPE for the steady state probability density
of delayed systems. The new closure is achieved by lin-
earizing the total deterministic force in all members of the
FPE hierarchy starting from the second. We have spec-
ified on a linear delay force, which can experimentally
be implemented, for instance, by an optical laser tweezer
acting on a polarizable colloidal particle [33]. However,
the novel approach generally also applies to nonlinear de-
lay forces.
By considering two exemplary model systems, we
present numerical evidence that the novel approach gen-
erates indeed a very good approximation of the one-time
probability density. In fact, the FLC performs much bet-
ter here compared to the small delay (Taylor) expansion
introduced in Ref. [19], and to the perturbation theory
on the level of the FPE from Ref. [20]. We also note that
the FLC is somewhat more general than the PT in so far
as it does not rely (contrary to the PT) on an analytical
expression for the conditional probability for the corre-
sponding system without delay force. And even if this
quantity is available, the respective quantity of the cor-
responding linearized, delayed system ρlinc,ss (which is the
key ingredient within the FLC), often renders a better
approximation, especially for large delay times. This is
because ρlinc,ss is a non-Markovian quantity which can ac-
count for the finite correlations between the system states
at the times t and t−τ . These correlations are not rep-
resented in the PT. Moreover, the FLC is not restricted
to small noise levels, as the small delay expansion, or to
small feedback forces, as the PT approach.
However, the FLC also has its limitations. It only
works in the steady state, in contrast to the earlier ap-
proaches. Additionally, also the corresponding force lin-
earized system must have steady state. Another issue
occurs when our estimate for the total potential in the
steady state VSTAT [Eq. (5)] has no minima giving rise
to an ambiguity regarding the points around which the
linearization should be carried out. However, one can
easily adjust the ansatz of the FLC, by simply using
other (e.g., random) centers of the linearization, prefer-
ring those where the probability density is high (in order
to minimize the error in the final approximation). For
instance, the minima of the static potential can be rea-
sonable choices.
Having in mind these restrictions, the FLC can be
applied to a much wider class of delayed systems than
the ones considered in the present work. One impor-
tant extension are systems with inertia, for which the
Fokker-Planck description has been discussed extensively
in Ref. [18]. Such systems have been shown to exhibit
complex dynamical behavior including chaos; an exam-
ple is a delayed double-well potential with inertia and
periodic forcing [53]. Furthermore, it is in principle feasi-
ble to generalize the FLC towards systems with multiple
discrete delays, which, for instance, can play a crucial
role in the stochastic process of gene regulation [11] or
in the collective noisy motion of animals [54]. The force-
linearized case of such systems is still solvable [21, 54],
with the n-time probabilities being again given by mul-
tivariate Gaussian distributions. Also for the more gen-
eral class of noisy systems with distributed delays, the
force linearized case can be handled analytically for ar-
bitrary memory kernels [21, 54–56]. This generally paves
the path to adapt the basic idea of the FLC. However,
to the best of our knowledge, the derivation of the FPE
with multiple or distributed delays and nonlinear forces
has not been carried out to date, at least not in the
general case. A lack of this equation inherently limits
the applicability of the FLC. Another important gener-
alization would be the case of multiplicative noise (and
delay), for which so far not many analytical results are
known. It is clear that the situation will substantially
depend on the specific functional form of the noise term.
While at least the delayed Fokker-Planck equation has
been worked out for the general case (independent of the
specific multiplicative noise term) [19, 57], there is to the
best of our knowledge no general solution for the linear
force case at hand. For some specific multiplicative noise
terms, however, the solution for the linear force model
is indeed known [29, 56, 57], making the FLC in fact
feasible (with non-Gaussian conditional probability dis-
tributions). Generally speaking, for all types of delayed
stochastic systems, the applicability of the FLC depends
on the availability of both, the general FPE and the so-
lution of the force-linearized case.
A further aspect touched in the present work concerns
12
the calculation of transport-related quantities such as es-
cape times or waiting time distributions. In general, they
require the two-time probability ρ2 or even higher n-time
densities. In the present form, the FLC does not provide
access to ρn≥1. Still, we have demonstrated that a rea-
sonable estimate of the escape times is possible by com-
bining the FLC and the Kramers theory. This estimate,
however, breaks down when the delay times are in the
range of (or large compared to) the jump duration times.
Under such conditions, the interplay between the dynam-
ics of the system state variable χ and the time-dependent
energy landscape causes oscillatory motion, whose de-
scription is clearly beyond the rather crude FLC-Kramers
approximation. For this reason, an extension of the the-
ory towards higher members of the FPE hierarchy would
be worthwhile. The analytical results concerning the sec-
ond member of the FPE hierarchy and ρ3 for the linear
case, given in the Appendices A-C, are essential steps in
this direction.
A different way to access transport-related quantities
was presented in [46], where the autocorrelation func-
tion in a very similar model (a double-well potential
supplemented with linear delay force) was successfully
approximated by that of an appropriate discrete model
(where an entire potential valley is regarded as one dis-
crete state). In this case the Master equation can analyti-
cally be solved. We aim to stress that, in its present form,
the FLC does not compete with this approach, but yields
a description on a different time and length scale. While
Ref. [46] yields a convincing approximation of the inter-
well dynamics, our approach rather targets the intra-well
dynamics. Hence, to some extent, both approaches com-
plement each other.
Finally, we want to briefly comment on the possible
relevance of the FLC for stochastic thermodynamics. In-
deed the thermodynamics of delayed systems is a subject
of strong current interest [18, 27]. Of particular interest
are the information and entropy change rates, which rely
on two-time probabilities. Time-delayed feedback forces
have been shown to yield nontrivial contributions to these
quantities [18, 48]. In its present form, the framework of
the FLC does not provide access to the involved prob-
abilities. This is another motivation to extend our ap-
proach towards higher n-time probability densities. One
could then use the FLC predictions in order to estimate
these intriguing thermodynamic quantities far from equi-
librium.
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Appendix A: SECOND MEMBER OF THE
DELAYED FPE, GENERAL CASE
In the following we present a derivation of the delayed
FPE for ρ2, which, to the best of our knowledge, has not
been reported elsewhere so far. We extend the deriva-
tion presented in Ref. [20] [on which we comment before
Eqs. (4)], towards the second member of the infinite FPE
hierarchy. Accordingly, we start by considering the for-
mal time derivative of ρ2(x, t;xτ , t−τ)=
〈
δ[x−χ(t)]δ[xτ−
χ(t−τ)]〉, and use the delayed LE (2) to substitute the
derivatives ∂χ(t)/∂t and ∂χ(t−τ)/∂t. We then introduce
the functional Λ[Γ] ≡ δ(x − χ(t))δ(xτ − χ(t − τ)), just
like in Ref. [20]. Using Novikov’s theorem [see Eq. (3)], we
can express the emerging correlations
〈
Λ[Γ]Γ(t)
〉
by func-
tional derivatives. We now use basic variational deriva-
tive rules:
δΛ[Γ]
δΓ(t)
=
δΛ[Γ]
δχ(t)
δχ(t)
δΓ(t)
+
δΛ[Γ]
δχ(t−τ)
δχ(t−τ)
δΓ(t)︸ ︷︷ ︸
→0
, (A1)
and analogously for δΛ[Γ]/δΓ(t− τ). The last term in
Eq. (A1) vanishes, since it is noncausal: The particle po-
sition at time t−τ cannot depend on the noise at the later
time t, since Γ is a random force with vanishing temporal
correlation [51]. In the case of additive noise, the varia-
tional derivatives δχ(t)/δΓ(t) and δχ(t)/δΓ(t− τ) do not
explicitly depend on Γ, so we can evaluate the ensemble
averages and obtain the FPE for ρ2
∂
∂t
ρ2(x, t;xτ , t−τ) =
− ∂
∂x
{
F (x, xτ )
γ
ρ2(x, t;xτ , t−τ)
}
− ∂
∂xτ
{∫
Ω
F (xτ , x2τ )
γ
ρ3(x, t;xτ , t−τ ;x2τ , t−2τ)dx2τ
}
+
√
2D0
([
∂2
∂x2
+
∂2
∂x2τ
]{
δχ(t)
δΓ(t)
∣∣∣
χ(t)=x
χ(t−τ)=xτ
ρ2(x, t;xτ , t−τ)
}
+
∂2
∂xτ∂x
{
δχ(t)
δΓ(t−τ)
∣∣∣
χ(t)=x
χ(t−τ)=xτ
ρ2(x, t;xτ , t−τ)
})
. (A2)
This is the second member of the Fokker-Planck hier-
archy for the general case of a system with delay force
F (x, xτ ). As expected, it contains the next higher-order
probability distribution function, that is ρ3. We also note
that, in contrast to the first member of the FPE hierarchy
[see Eq. (4)], Eq. (A2) contains the variational derivatives
δχ(t)/δΓ(t) and δχ(t)/δΓ(t− τ). These need to be spec-
ified for the specific F under consideration.
Appendix B: SECOND MEMBER OF FPE FOR
LINEAR FORCES
Now we specialize the delayed FPE for ρ2 [see Eq. (A2)]
for forces that are linear in x and xτ , i.e., forces of the
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form FL(x, xτ ) = −αx−βxτ . The corresponding delayed
LE can be solved iteratively by using the method of steps
[51]: to solve the equation in a time interval t ∈ [nτ, (n+
1)τ ],∀n ∈ N, one substitutes the solution of the preceding
interval [(n−1)τ, nτ ] to get rid of the delay term (for
n = 0 the history function is used). One finds that on
each interval, the formal solution has the same structure
Yn+1(t) = Yn(nτ)e−α(t−nτ)/(γσ)+∫ t
nτ
e−α(t−t
′)/(γσ)[
√
2D0Γ(t
′)− βYn(t′ − τ)]dt′, (B1)
with χ(t) = Yn+1(t), for t ∈ [nτ, (n+1)τ ]. From Eq. (B1)
we find the functional derivatives
δχ(t)
δΓ(t)
=
δχ(t−τ)
δΓ(t−τ) =
√
D0
2
, (B2)
δχ(t)
δΓ(t−τ) =
√
2D0 e
−ατ/(γσ). (B3)
Inserting Eqs. (B2) and (B3) into Eq. (A2) we obtain for
the case of linear forces FL(x, xτ ) = −αx− βxτ :
∂
∂t
ρ2(x, t;xτ , t−τ) =
− ∂
∂x
{
FL(x, xτ )
γ
ρ2(x, t;xτ , t−τ)
}
− ∂
∂xτ
∫
Ω
FL(xτ , x2τ )
γ
ρ3(x, t;xτ , t−τ ;x2τ , t−2τ) dx2τ
+D0
[
∂2
∂x2
+
∂2
∂x2τ
]
ρ2(x, t;xτ , t−τ)
+ 2D0e
−ατ/(γσ) ∂
2
∂x∂xτ
ρ2(x, t;xτ , t−τ). (B4)
In the steady state, Eqs. (B4) and the FPE for ρ1 [Eq. (4)]
are solved by the respective (multivariate) Gaussian dis-
tributions [28]
ρn,ss =
1√
(2pi)n det{Dn}
e−(1/2)(x−〈x〉)Dn
−1(x−〈x〉),
(B5)
with x=(x, xτ , .., x(n−1)τ )T, D1=C(0), and
D2 =
(
C(0) C(τ)
C(τ) C(0)
)
,D3 =
 C(0) C(τ) C(2τ)C(τ) C(0) C(τ)
C(2τ) C(τ) C(0)
 . (B6)
The covariance matricesDn involve the steady state spa-
tial autocorrelation function between the systems state at
time t and time t+ z:
C(z) := 〈χ(t)χ(t+ z)〉ss − 〈χ(t)〉2ss. (B7)
Explicit expressions for C(0), C(τ), and C(2τ) (which
occur in Dk, k= 1, 2, 3) are given in the next section.
Appendix C: SPATIAL AUTOCORRELATION
FUNCTION
Due to the symmetry property C(z) = C(−z), we only
consider non-negative arguments z in the following. As
shown in Refs. [19, 51], the spatial autocorrelation func-
tion on the interval z∈ [0, τ ] is given by
C(0) =D0
γ + (β/ω) sinh(ωτ)
α+ β cosh(ωτ)
, (C1)
C(z) =C(0) cosh(ωz)− (D0/ω) sinh(ω|z|) (C2)
with ω =
√
α2 − β2/γ ∈ C. In order to obtain C(z) for
z > 0, one can directly deduce from the delayed LE [51]:
dC(z)
dz
=
〈
χ(t)
dχ(u)
du
∣∣∣
u=t+z
〉
ss
= −α
γ
C(z)− β
γ
C(z − τ) +
√
2D0〈χ(t)Γ(t+ z)〉. (C3)
For z > 0, the last term vanishes, since a non-zero cor-
relation between the system state χ and the future noise
would be noncausal. The resulting differential equation
for z > 0
dC(z)/dz = −(α/γ)C(z)− (β/γ)C(z − τ), (C4)
can be solved iteratively using the method of steps (see
text at the beginning of the Appendix B). Using the so-
lution for the interval z ∈ [0, τ ] in Eqs. (C1) and (C2), we
obtain the correlation function on the interval z ∈ [τ, 2τ ],
C(z) =D0
2eα(τ−|z|)[β cosh(ωτ) + α] + [...]∗
2β[α+ β cosh(ωτ)]
, (C5)
where
[...]∗ =− 2α cosh[ω(τ − z)]− β cosh[ω(2τ − z)]
+ [(β2−2α2)/ω] sinh[ω(τ − |z|)]
− (αβ/ω) sinh[ω(2τ − |z|)]. (C6)
Inspection of Eq. (C5) shows that there exist critical τ -
values for which C(z) diverges, see also text after Eq. (8d)
(with α=αi and β=βi in the discussion there).
We would like to note that in Ref. [51], the solution
(C2) is erroneously stated to be valid for all z∈R. Along
their derivation, Eq. (18) of Ref. [51] is actually not valid
for |z|>τ , although they claim otherwise. A correlation
function (C2) ∀z ∈R would in fact be unphysical. Con-
sider for example β < α, where the system is spatially
confined. Then, it is not reasonable that the autocorrela-
tion function grows without bounds for large time differ-
ences, as Eq. (C2) would predict. The iterative solution
obtained from Eq. (C4) by using the method of steps, is
indeed bounded, consisting with the physical intuition.
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Appendix D: BROWNIAN DYNAMICS
SIMULATIONS
In order to test our theoretical results against quasi-
exact data, we perform Brownian dynamics (BD) simula-
tions of the delayed LE (2). We use the Euler-Maruyama
integration scheme [58, 59], with a varying temporal dis-
cretization of ∆t∈ [10−3, 10−6] τB, such that 1000 ∆t ≤ τ .
We perform each simulation multiple times (with differ-
ent random number seed), and take the average over at
least 105 realizations. The (pseudo) random numbers are
generated with the algorithm “Mersenne Twister” [60]
and the Box-Mu¨ller method [59].
As initial condition, we use an equilibrium configura-
tion in the respective static potential without delay force.
Before we measure the steady state properties, we let
100 τB times pass in the presence of the delay force to
let the system reach a steady state. The simulation time
thereafter is more than 200 τB.
The density profiles from the BD simulations are ob-
tained from histograms with a spatial resolution of ∆x=
0.005σ. These histograms are also used to calculate the
moments µn. With the same procedure the moments
of the analytical distributions resulting from the FLC,
PT and small delay expansion are calculated (we use the
same bin sizes and positions as in the simulations).
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