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ABSTRACT
AGVs in the manufacturing industry currently constitute the largest application area for
mobile robots. Other applications have been gradually emerging, including various
transporting tasks in demanding environments, such as mines or harbours. Most of the
new potential applications require a free-ranging navigation system, which means that the
path of a robot is no longer bound to follow a buried inductive cable. Moreover, changing
the route of a robot or taking a new working area into use must be as effective as
possible. These requirements set new challenges for the navigation systems of mobile
robots. One of the basic methods of building a free ranging navigation system is to
combine dead reckoning navigation with the detection of beacons at known locations.
This approach is the backbone of the navigation systems in this study.
The study describes research and development work in the area of mobile robotics
including the applications in forestry, agriculture, mining, and transportation in a factory
yard. The focus is on describing navigation sensors and methods for position and heading
estimation by fusing dead reckoning and beacon detection information. A Kalman filter
is typically used here for sensor fusion.
Both cases of using either artificial or natural beacons have been covered. Artificial
beacons used in the research and development projects include specially designed flat
objects to be detected using a camera as the detection sensor, GPS satellite positioning
system, and passive transponders buried in the ground along the route of a robot. The
walls in a mine tunnel have been used as natural beacons. In this case, special attention
has been paid to map building and using the map for positioning.
The main contribution of the study is in describing the structure of a working navigation
system, including positioning and position control. The navigation system for mining
application, in particular, contains some unique features that provide an easy-to-use
procedure for taking new production areas into use and making it possible to drive a
heavy mining machine autonomously at speed comparable to an experienced human
driver.
All rights reserved. No part of the publication may be reproduced, stored in a retrieval system, or
transmitted in any form or by any means, electronic, mechanical, photocopying, recording, or otherwise,
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81 INTRODUCTION
1.1 Background
Unmanned mobile machines, often called mobile robots, are the equivalent of industrial
robots in applications where mobility is required. Typical applications are situations
where it is not feasible or possible to bring the work to the robot, as is often the case with
industrial robots. The essential properties of a mobile robot are the ability to move
without a human driver and to perform the actual work either automatically or by
teleoperation. Often the robot works as it moves. Transportation and many tasks in
agriculture are examples of this. Sometimes the work is performed while the robot stays
still after moving automatically. A drilling robot in a mine or a mine excavator are
examples of such applications.
Mobile robots have been under development and also in use in some applications for
several decades. They have been built to fly in the air or space, dive in or move on the
water and drive on land. The motivation for the development stems from several sources.
Space research, more closely unmanned flights to inspect the nearest planets and other
celestial bodies has been one of the key application areas for the technology, see for
example (Hebert et al., 1989). In space, the use of unmanned technology is almost a
must. The weight limitations and safety aspects call for unmanned solutions. Military
applications have also motivated researchers to develop the technology for unmanned
vehicles. Unmanned small scale aeroplanes, used mainly for military intelligence
purposes, are examples of this. Industrial applications emerged as early as the 1960s.
Automated guided vehicles, AGVs, following a buried inductive wire, in particular, have
gained a wide acceptance. Several mobile robots have also been built for purely scientific
research purposes. Usually the researchers have had some practical application in mind.
Hazardous civil tasks, like fire fighting or rescue work have been mentioned as potential
applications.
The first indoor mobile robots were developed in the 1950s, for example, by W. Grey
Walter using analog technology. Walter’s robot was able to wander around without
colliding with anything (Dudec, Jenkin, 2000). The development of digital computers
made it possible to increase the capabilities of mobile robots. One of the first computer
controlled mobile robots was Shakey, developed by Stanford Research Institute (Nilsson,
1969). The research work with Shakey concentrated on reasoning and path planning
based on sensory data from an onboard camera and an optical range finder. A typical task
for Shakey was to find a box of a given size and shape in one of the specified rooms and
then move it to a designated position. Other well-known pioneer indoor mobile robots
were Hilare I (Giralt et al., 1984) and the SENTRY from Denning (Everett, 1998).
It is natural that the research of mobile robotics started with indoor robots. A structured
indoor environment is much easier to work with and the testing there more comfortable
than in various outdoor environments. The indoor environment offered, and still offers,
many interesting challenges, but gradually outdoor research applications also started to
emerge. The research for unmanned outdoor machines for civil purposes started as early
9as the 1970s. One of the pioneers was a robot called Cart (Moravec, 1977), which, for
example, served as a platform for research into stereo vision.
A boom in the research of outdoor mobile robotics began in the 1980s. The best known
research projects were the ALV (Autonomous Land Vehicle) from Martin Marietta and
Navlab from CMU (Carnegie Mellon University). The ALV was an experimental
autonomous land vehicle project funded by DARPA. Several US universities participated
in the project, in particular CMU and University of Maryland (Wolfe & Marquina, 1986).
Parallel with the ALV test vehicle, CMU developed another research vehicle called
Navlab. Hebert and Thorpe (Hebert et al., 1997; Thorpe, 1990) describe the research
activities and test results around Navlab. JPL (Jet Propulsion Laboratory) developed
several robots to be used for interplanetary exploration. The prototypes of Mars Rovers,
in particular, were widely reported (see e.g. Wilcox et al., 1987).
The first experimental machines suffered from a lack of proper sensors and computation
power. Not until the rapid development of microprocessors in the 1980s was it possible to
carry onboard a reasonable amount of computation power at a reasonable cost and size.
The sensors also developed and matured at that time (Everett, 1995). For example,
moderately priced fibre optical gyroscopes, small video cameras, and distance sensors
became available in the '80s.
The ESPRIT II Panorama project was one of the largest and most ambitious research
projects in Europe. It was primarily targeted at civil applications. The objective was to
develop a reasonably low-cost navigation and control system for applications where a
sufficiently good a priori map was available. The computer system for controlling the test
vehicles was decentralized using conventional VME-bus computers along with
Transputers. Using VME-bus made it possible to install several processor boards on the
same bus and Transputer-processors were especially suitable for parallel computing. The
initial idea was to rely on inertial navigation and detection of natural beacons for
positioning. During the project, the idea of artificial beacons was accepted. The mission
planning and navigation systems were implemented on a drilling rig which, during the
final demonstration, was able to navigate autonomously to the drilling area and locate
itself in proper positions according to plan (Koskinen 1994).
Real life civil applications of outdoor mobile robots are still rare. There are many
advanced projects where commercial exploitation is near, but, contrary to many forecasts
(see for example Miller, 1988), no mass market exists so far for outdoor robots. There are
several reasons for the current situation.
The technology for outdoor robotics is still not mature enough. On board computation
power is usually no longer the limiting factor. Reliability, safety aspects, and financial
circumstances are the most important factors that slow down acceptance of the
technology. All these factors are mostly related to sensor technology and sensor data
processing. Finding proper sensors for a specific application is still a problem. In many
cases, the price is a problem even when a sensor meets the technical requirements.
Reliable safety sensors, which a mobile robot uses for monitoring its environment and
detecting potential obstacles, are especially rare. The system must be capable of moving
around without running into the surrounding obstructions. In practice, the position,
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orientation, and nature of the obstacles are not known in advance but the system must be
able to detect a wide variety of obstacle surfaces at varying angles of incidence.
Vision systems are available, but the algorithms for the reliable detection of different
types of obstacles in various lighting and environment conditions do not exist. Ultrasonic
transducers and, especially, laser scanners give reliable measurements in most conditions.
However, the scanners also need good algorithms and software to analyse the 3D-image
to detect the obstacles.
Financial profitability is a key issue when deciding whether to invest to automation or to
continue with manual machines. In practically all cases, a mobile robot is more expensive
than a traditional manual machine performing the same work. In principle, one can save
the labour costs of a driver, but a fleet of robots will need some maintenance personnel in
any case. In addition, a mobile robot needs more skilled personnel to service it and to
solve potential problems. Therefore, the savings in labour costs are often negligible or
even negative. So where do the savings come from? The most important factor in most
cases is the increased availability of the robot system. For example, automated ore
transportation in mines, instead of manual operation may increase the total productive
working time from 8-12 hours per day up to 20 hours per day (Transport & Hantering,
2001). This increase may produce a payback time shorter than a year for the extra cost of
automation investment. Reaching this type of high availability not only requires reliable
realisation of the robots, but also the working conditions of the robots must be carefully
planned. This includes planning the operations so that the fleet of robots constantly has
work to do.
Further cost savings may arise from the potential decrease of repair needs of an
automated machine compared to a manual one. A typical situation with manual machines
is that they are overloaded or used against the instructions of the manufacturer. An
automatic machine can be programmed to work in such a smooth way that it lengthens
the lifetime of the machine itself (de Jong, 1994).
1.2 The scope of the thesis
The overall scope of mobile robotics technology is very wide, comprising a variety of
enabling techniques. Designing a mobile robot requires a thorough knowledge of a wide
range of technologies including sensors, actuators, computing hardware, electronics,
hydraulics, and mechanics. The kinematics of the machine has to be understood and
modelled, several types of controllers have to be designed, the data from the sensors has
to be processed in an effective way and all this has to be turned into real-time software
without too many bugs. The thesis covers many of these topics, but it focuses mainly on
the positioning and navigation techniques. Here, the term navigation is understood as a
means of driving a machine from one point to another requiring and including both
positioning and position control.
A typical navigation system consists of dead reckoning navigation and positioning based
on the detection of beacons situated at known locations. The beacons may be either
artificial or natural depending on the application. The thesis describes the typical sensors
and algorithms needed for realizing a navigation system for a mobile robot based on the
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above techniques. Here water, space, and air applications are excluded, the focus being
on land vehicles, in particular on outdoor machines. The methods of automatically
constructing a model of the environment are especially interesting since they are closely
related to navigation in an underground mining environment, which is currently the
author's main area of interest. Underground mines do not clearly belong to either indoor
or outdoor cases. The space in a mine is confined by the walls of the tunnels (like indoor
applications) but the shape of the walls and the topology of the tunnels are irregular and
the ground surface is uneven as in outdoor applications.
The annexed publications are organized in chronological order, number VII being the
most recent one. The first two Publications (I and II) describe a navigation system
consisting of dead reckoning and the visual detection of artificial beacons. The author
designed the system and made the practical implementation for the tests.
Publications III, IV and V describe applications which were more practical in nature,
since the developed properties of the navigation systems were demonstrated in practice
using a tracked vehicle as a test bed. All the navigation systems in these applications
consist of a combination of dead reckoning and the detection of artificial beacons. The
fusion of dead reckoning position and position produced by beacon detection is, in all
cases, done by using an extended Kalman filter with fixed gains. Publication III includes
a special feature since it contains a description of a navigation sensor (transponder
detection system) developed in the project; in all the other cases, the navigation sensors
were commercially available. The author led these development projects, developed and
implemented parts of the navigation software and also participated in the field tests.
Publications VI and VII describe the navigation technology for demanding real life
applications. In these cases, the practical aspects, such as reliability and cost
effectiveness, have been taken into careful consideration. However, the cases have also
required development of new algorithms, for example, for position control and
positioning using natural features of the environment. The author has developed,
implemented, and tested most of the algorithms of the mining application (Publication
VII) and also participated in the development and testing of the navigation system in
Publication VI.
1.3 Summary of the publications
The publications cover several projects in which the author has participated at VTT
(Technical Research Centre of Finland) and the latest achievements of the cases where
the research has finally matured into real applications. The time span of the publications
is about one decade. Most of the publications deal with a navigation system as a
combination of the dead reckoning positioning and some means of correcting the related
drift.
Publication I describes an idea to combine dead reckoning positioning and visual
detection of landmarks. The application in mind is a forest machine transporting logs
from a forest to a road side. The idea is to place easily detectable artificial landmarks
along the route of the robot in pairs at proper distances from each other. The robot has a
camera connected to the navigation computer and the program analyses the camera's
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images. Normally, the robot navigates by dead reckoning which here utilises a ground
speed radar as an odometer and a compass to give the heading. When a pair of landmarks
is detected a correction is calculated to the position and heading estimate. An algorithm
to detect the landmarks is presented, as well as the practical results of the position
measurement accuracy using the camera. The method proved to be very reliable and
accurate. The beacon detections algorithm was also relatively fast. The operation of the
whole concept was verified by simulation which gave encouraging results.
Publication II describes a practical realisation of the navigation principle of Publication I.
The shape of the landmarks has been changed from rectangular to round but, otherwise,
the detection system has remained the same. The Publication describes the control system
for running a test vehicle. Although the components of the navigation system, that is,
visual detection of landmarks and dead reckoning, were also generally in use elsewhere,
rather few working outdoor demos were built at that time. The control system has
matured to a level which has also proven to be applicable in later projects. The division
of the control system into logical entities such as positioning and position control, in
particular, has been a sound basis for applying the control system for various types of
machines and turned out to be of lasting quality. For example, it has been applied to all
the applications in Publications III-VII. The isolation of the hardware dependent parts
into easily changeable modules has provided another stable feature. Publication II gives
some practical test results using a 4-wheel all terrain vehicle as a test bed.
Publication III outlines the first steps of developing a navigation system for a mining
machine. The practical application is the LHD (Load, Haul and Dump) machine which is
commonly used to transport ore in an underground mine. A combination of dead
reckoning and detection of artificial beacons is proposed as the method for positioning.
The Publication also mentions the possibility of using a distance measurement sensor as a
tool to model the environment of the LHD and to use the model and the distance
measurements in automatic mode as the means of correcting the drift of the dead
reckoning. The development work later progressed, particularly in this direction, since
this approach needs no extra infrastructure in the tunnels. Taking new routes into use, as
easily as possible, has become an important advantage compared to using artificial
beacons. The Publication describes the sensors and algorithms of building a navigation
system for a mining machine and some test results, but does not describe the final demo
of the project in which the results were demonstrated in a tunnel. The demonstration was
probably the first in the world where, while a machine was driving in a tunnel, the
environment was taught to the system and only the tunnel walls were used to correct the
drift of dead reckoning.
One of the most viable outdoor navigation methods is based on satellite positioning,
especially using GPS (Global Positioning System). Publication IV reports the results of
the project using a combination of dead reckoning and GPS positioning to drive a tracked
off-road vehicle mainly intended for the applications in agriculture. The project was
possibly the first of its kind worldwide, for using real-time kinematic GPS positioning for
a mobile robot. Moreover, the whole concept of a PC-based control station with a radio
link to the navigation computer along with the mission planning utilities was unique for
this type of application. The author's contribution was to lead the project during its
starting phase and to participate in the design, implementation, and initial testing phases.
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However, the main responsibility and honour for making the system work in practice
belongs to the first author of the Publication, Kari Rintanen.
There are applications with the need to use several mobile robots to perform a specific
task in a limited working area. Such applications include transporting goods in harbours,
removing snow at airports and harvesting peat in peat production areas. Publication V
describes the concept of convoy navigation to be used in these cases. The idea is to use
one manned machine (a master) that the automatic unmanned slaves follow in a
coordinated manner. A test system was built at VTT consisting of one master machine
and one slave. Two types of navigation concepts were tested. The first one was based on
direct measuring of the relative position and orientation between the master and slave.
The ultrasonic positioning system of VTT (Kauppi, 1992 and Järvelä & Mäkelä, 1997)
was modified for this purpose. The second concept used an indirect measurement by
independently measuring the position of the machines using differential GPS.
The convoy navigation concept of Publication V was not a new one but this was one of
the first projects where a working system was built in outdoor conditions. The algorithms
for using either GPS or ultrasonic distance measurement and for calculating the speed
reference for the slave are the most valuable parts of the Publication. The author's
contribution was to lead the project and develop the software and hardware for the master
of the latter case using GPS.
Publication VI outlines the navigation and control system for an AGV which transfers
heavy steel slabs in a factory yard. The navigation system was a combination of dead
reckoning navigation and a transponder detection system. The transponders were passive
beacons buried in the ground along the route of the machine. Crossing a transponder, the
navigation system got the accurate longitudinal and transverse position of the detection
antenna relative to the transponder. Knowing the heading of the machine, the position of
the navigation point can be calculated and the drift of dead reckoning removed.
The AGV contained a comprehensive obstacle detection system comprising four laser
scanners. Ultimate reliability of the safety system was required since the AGV operated
in an area with a lot of other traffic. The AGV got its work orders from a dispatch system
via a radio network.
The AGV project was a classical example of the difficulties which will be encountered
when making the operation of a mobile robot highly reliable. The safety system
especially caused many problems and also the gyro had to be replaced by a better type to
make the navigation system reliable.
The navigation system and safety system of Publication VI contains some unique
features. The navigation system is capable of localising and driving a vehicle which has a
very unconventional kinematic system all wheels being steerable. The kinematic
equations and the dead reckoning navigation system for such a vehicle have not been
published earlier. In addition, there are few examples of mobile robots which are
designed to be used in a non-closed area.
Publication VII describes the navigation system for LHD machines. These machines are
used to carry ore in mines. The development work of the navigation system lasted more
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than five years and finally reached the stage where the system is available to customers.
The navigation system is again based on dead reckoning and a method for correcting the
drift. In this case, no artificial beacons are required but the entire environment is used for
position and heading estimation. The basic idea is to learn the environment by driving the
routes manually in both directions. During learning, the system records not only the
route, but also the environment model based on the measurements of two laser scanners.
Later on automatic mode, the view of the scanners is matched with the model and the
drift can be estimated and corrected.
To be competitive, the navigation system of an LHD must be able to drive the machine at
a speed comparable to a human driver. This level has already been achieved and, in some
tests, the LHD has been able to reach the maximum speed of 34 km/h on automatic mode
with no stability problems. To achieve this speed, the positioning system, and especially
the position control system, have required careful planning and realisation. The same
navigation system has since been applied to a mining dump truck reaching a speed of 40
km/h, which is the maximum speed of the machine.
The main contribution of the thesis is in presenting a method for constructing a working
navigation and control system for a mobile robot for real applications. Although the
thesis only describes some applications, many of the methods presented here are general
enough to be also utilised for other applications. The most valuable results of the research
and development work presented are the structure of the overall control system of a
mobile robot in Publication II and later refined in Publication VI and the position control
systems for high speed navigation presented in Publication VII.
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2 NAVIGATION IN AN OUTDOOR ENVIRONMENT
2.1 Introduction
In order to be useful, an autonomous mobile robot must be able to move from one point
to another without human intervention. This requirement means that the control system of
the robot has to know its environment. The robot has to have a reference path to follow,
and the route must be such that there is no danger of collisions with stationary or moving
objects. In addition, the control system needs to know the position and heading (the pose)
of the robot in the same reference frame as that of the path. Another obvious requirement
is the ability to control the movement of the robot so that the robot follows the path
accurately enough. The accuracy requirement naturally depends on the application. In
addition, the system must prevent the robot from colliding with humans. Either it has to
have sensors to detect humans or access to the working area must somehow be prevented.
In some cases, a mobile robot does not need a specific reference path. For example, a
vacuum cleaner robot could just wander randomly around avoiding all obstacles.
Gradually it would cover all the area limited by the walls and the furniture. Such cleaning
robots are already available on the market. This kind of navigation, where the
environment strongly affects the path of the robot, is usually called reactive. However,
the emphasis here is on the applications with a preplanned path for the robot to follow.
2.2 Dead reckoning
Dead reckoning is the most widely used pose estimation method for mobile robotics. It
provides good short-term accuracy, is inexpensive and allows high sampling rates. In
addition, dead reckoning equipment is used onboard the robot which is preferable in most
cases. Dead reckoning equipment measures the 2D- or 3D-components of the motion of
the robot and deduces its position by integrating the speed vector. The length of the speed
vector is the distance travelled and its direction is the direction of motion during the
sampling interval. Normally, the interval is short enough so that the assumption of direct
motion does not cause too much error.
There are several methods of measuring the distance travelled. One can measure the
rotation of the wheels or tracks of the robot or use a ground speed radar, which is based
on the Doppler effect or on correlation. Another way to gauge the distance travelled is to
double integrate the acceleration of the robot.
The vast majority of land-based mobile robots in use today rely on dead reckoning as the
backbone of their navigation system. For example, most of the pose estimation methods
to be presented in this thesis assume that the pose of the robot is well enough known to
limit the search space of beacon matching. Since the position estimate of dead reckoning
rapidly deviates from the real position, the method requires a periodical correction of the
accumulated drift with recurring adjustments from various navigational aids. The
following gives a brief introduction of the properties of the dead reckoning measurements
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and sensors. The subject is described rather briefly since it is of well known basic
technology and the given references handle the subject thoroughly.
2.2.1 Odometry
The simplest implementation of dead reckoning is often called odometry, which means
that the motion of the robot is directly measured by measuring the rotation of the wheels
or tracks of the robot. Odometry requires instrumentation which involves either optical
encoders directly coupled to wheel axles or proximity sensors to detect cogs on a wheel.
The heading information can be derived from differential odometry, which means
calculating the heading based on the distance difference travelled by the left side and
right side wheels of the vehicle. In addition to optical encoders potentiometers, synchros,
resolvers and other sensors capable of measuring rotation can be used as odometry
sensors. (Borenstein et al., 1996) describes thoroughly the various aspects related to
odometry including typical error sources:
Systematic errors:
 unequal wheel diameters
 scaling error
 actual wheelbase differs from nominal wheelbase
 misalignment of wheels
 finite encoder resolution
 finite encoder sampling rate
Non-systematic errors
 travel over uneven surfaces
 travel over unexpected objects on the ground
 wheel slippage due to:
o slippery ground
o overacceleration
o fast turning (skidding)
o external forces
o internal forces
o non-point contact with the ground
To minimise the slipping error, it is preferable to couple the odometry sensors to the
freely rotating wheels. However, other effects related to the interaction of wheels (or
tracks) and the ground surface effect the accuracy (Banta, 1987). In the best case, the
error is in the range of 0.1-0.5 % of the distance travelled. Unfortunately, there is no
upper limit for the error.
2.2.2 Inertial navigation
Pure inertial navigation is a self-contained navigation system which involves continuous
sensing of accelerations in each of the three-directional axes and integration over time to
derive velocity, position, and attitude. Inertial navigation uses gyroscopes and
accelerometers (inertial sensors) to measure the state of motion of the robot by noting
changes in that state caused by accelerations. A good reference of inertial sensors is
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given in (Lawrence, 1998). By knowing the starting position of the robot and noting the
changes in its direction and speed, one can keep track of the current position of the robot.
Inertial navigation seems very appealing at first glance since its accuracy does not
depend on ground conditions as is the case with odometry. Since the position
determination includes double integration of the accelerations, it is very prone to drift.
For example, an uncompensated accelerometer bias of 0.01 m/s2 in a journey of 1 h
starting from standstill gives a distance error of 65 km. The drift of a gyro affects even
more the positioning accuracy. A drift of 1/h gives a position error of 100 m in less than
4 min (Lawrence, 1998).
Despite the sensitivity of inertial navigation, it has been possible to build navigation
systems where the drift without external compensation may be within some metres in
hour. These systems are very expensive since they require gyros with a drift of less than
0.001 /h and accelerometers to resolve gravity to a few g. Such systems are used
mainly in submarines and some missiles.
Aircraft systems with errors of less than 2 kilometres an hour are found in all civil
aircraft that cross the oceans. Ring laser gyros (RLG) are typically used in these systems.
Even they are far too expensive to be used in most of the ground applications. In
conclusion, sensors and systems which could be used for navigation of mobile robots
exist, but at an unreasonable cost. Therefore, the main challenge of inertial navigation is,
and will be in the near future, to manufacture sufficiently accurate sensors, both gyros
and accelerometers, at a reasonable price.
2.3 Pose estimation fusing dead reckoning and beacon detection
Given the approximate estimate of the pose of a robot based on dead reckoning and given
a map of the environment and sufficient means for sensing, it is possible to maintain and
update an estimate of the pose of the robot respective to the map. This process is often
called positioning or pose estimation. Pose estimation utilises some natural or artificial
features of the environment, here referred to as beacons. Knowing the position of the
beacons and measuring the distance and bearing to them, the dead reckoning pose
estimate can be updated and improved. Chapters 3 and 4 describe the state of the art in
the field of pose estimation based on the fusion of dead reckoning and the detection of
artificial or natural beacons. A Kalman filter is most commonly used for the fusion.
Figure 1 illustrates the basic structure of a data fusion for pose estimation using a Kalman
filter. The next increment for the pose is obtained from the dead reckoning sensors. The
increment is added to the latest pose estimate to get the new pose prediction. Every time
the pose is obtained by observing one or more beacons, an innovation is calculated by
taking the difference of the observed pose and the predicted pose. The innovation is
multiplied by the gain matrix to correct the predicted pose, thus, obtaining the new pose
estimate. The values of the gain matrix K depend on the statistical properties of the
process model and the pose observation (see for example Maybeck, 1982). Very often in
practical applications the gain matrix is not updated but steady state values are used
instead. This is also the case in all the publications in this thesis.
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Figure 1. General structure of pose estimation using a Kalman filter.
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3 ARTIFICIAL BEACONS
3.1 Introduction
Artificial beacons are objects which are placed at known positions with the main purpose
of being used for pose determination. According to this definition, setting up the working
environment for a robot using artificial beacons almost always requires a considerable
amount of building and maintenance work. In addition, using active beacons requires a
power source to be available for each beacon. GPS positioning is one of the major
exceptions since the system is constantly available for outdoor navigation. Although the
ultimate goal of the research is to develop navigation systems which do not require
beacons to be installed in the working environment, artificial beacons are still preferred
in many cases. The reason is that artificial beacons can be designed to be detected very
reliably which is not always the case when using natural beacons. In the following, only a
few examples are given of the techniques relying on artificial beacons, the major
emphasis being on natural beacons.
3.2 Pose estimation using artificial beacons
For pose estimation in two dimensions, one can either measure the distances or bearings
to at least three beacons and calculate the position and the heading by simple geometry.
The calculation is called trilateration if it is based on known distances, and triangulation
if it is based on bearings (Everett, 1995). If there are more beacons than required, the
system is over-determined and the pose can be solved based on, for example,
pseudoinversion, minimizing a least-square criterion (Durieu et al., 1989) or the
estimation algorithm by Bettke and Gurvits (Bettke & Gurvits, 1994). Knowing the exact
bearing to two beacons gives the solution for the pose of the robot on an arc of a circle
according to Figure 2 (Dudec & Jenkin, 2000). An additional beacon restricts the solution
to only one point, see Figure 3. Correspondingly, knowing the distances to two beacons
gives two solutions for the pose of the robot and three beacons give only one solution.
Usually the measurements include uncertainty. Figure 4 illustrates the pose estimates and
the uncertainty with imprecise bearings to two and three beacons. The symbols in Figure
4 are as follows:
 measured bearing in between the beacons
Zi vector from observation point to the beacon no. i
Di distance between a pair of beacons
Pi beacon no. i
R area of position uncertainty
The uncertainty can be further reduced by measuring the bearings to more beacons. It is
also possible to discard the measurements which are most contradictory to the average of
the measurements. The pose determination becomes more accurate without the outliers.
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Everett (Everett, 1995) divides the distance measurement methods in the following
groups:
 triangulation
 time of flight
 phase-shift measurement
 frequency modulation
 interferometry
 swept focus
 return signal intensity
The first three methods are the most important types and all of the them are in use, for
example, in different types of laser-based distance measurement systems. Triangulation
is, in this category, a ranging method although obtaining the range to a beacon is based
on angle measurement. A typical triangulation method is stereo vision where two or more
cameras in known configuration are pointed at the same scene and an image analysis
algorithm tries to find common objects in the image. The displacement of an object in the
images is inversely proportional to the distance to the object.
Systems that measure the bearing to several beacons for pose estimation can be divided
as follows according to the measurement type:
 rotating laser
 active beacons detected by a camera with special optics
 radio location
    
P1
Z1
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Z2
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
Figure 2. Triangulation based on bearings to two beacons (Dudec & Jenkin, 2000).
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Figure 3. Triangulation based on bearings to three beacons (Dudec & Jenkin, 2000).
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Figure 4. Pose estimates and associated uncertainty based on triangulation using
imprecise bearings to two or three beacons (Dudec & Jenkin, 2000).
If the beacons are ground based, the measurement is, in practice, two-dimensional the
accuracy of the height coordinate being poor. Anyhow, the accuracy of the pose
measurement depends on the accuracy of the distance or bearing measurements, as well
as on the geometry of the beacons (McGillem & Rappaport, 1988). The best case is
geometry where the lines from the robot to the beacons are mutually orthogonal. The
worst case is, correspondingly, the situation where the beacons are spaced closely
together in a tight cluster or situated in a colinear fashion relative to the robot.
Active beacon systems typically emit RF energy which is detected by an onboard
receiver. RF positioning techniques can be subdivided into ground-based and satellite-
based systems. A special subgroup of RF-beacons are the light emitting beacons which
22
can be detected using a camera (Corre & Garcia, 1992) or a PSD-sensor. Another class of
artificial beacons are the passive beacons which are detected by an onboard measurement
system. Such techniques include, for example, reflective beacons which are detected by
laser-based optical systems (Tsumura, 1993), cameras (Publication I) or radar (Durrant-
Whyte, 1996, Clark & Durrant-Whyte, 1998). One particular type of beacon is the
passive RF-transponder tags which are activated and detected by onboard antenna
systems. The following chapters give an overview of these systems.
Artificial beacons are commonly used in various applications. Pose estimation using
artificial beacons may be categorised into two cases depending on whether the beacons
are identical without any label, or if they are labelled with their individual identities. The
case of identical beacons poses the problem of how to distinguish the beacons from each
other for pose determination. This problem has been addressed, for example, by Hyyppä
(Hyyppä, 1993). He has developed an algorithm for deducing the identity of the beacons
even without an a priori estimate of the pose of the robot. Beacon detection is usually
fused with pose estimation from dead reckoning. (Durrant-Whyte, 1994) gives a short
introduction on how to combine a bearing measurement to known beacons with the
position estimate of dead reckoning.
3.3 Pose estimation methods
3.3.1 GPS positioning
Global Positioning System (GPS) is the most widely used and known satellite positioning
system. It consists of 24 satellites orbiting the earth at a height of 20000 km. The
satellites transmit a uniquely coded spread-spectrum radio signal the time-of-flight of
which can be measured by the receiver. The times are converted into pseudoranges
representing the line-of-sight distances between the satellites and the receiver. The clock
offset of the receiver relative to the satellites has to be known in order to correct the
pseudoranges to real distances and position in all three coordinates. (Everett, 1995) lists
the four major challenges for making the design philosophy of GPS work:
1. Time synchronization between individual satellites and GPS receivers
2. Precise real-time location of satellite positions
3. Accurate measurement of signal propagation time
4. Sufficient signal-to-noise ratio for reliable operation in the presence of
interference and possible jamming
Everett also mentions a less obvious challenge of Einstein’s theory of general relativity
which also has to be taken into account since the motion of the satellites has an effect on
the precision of time measurement.
All the challenges mentioned above have been solved as accurately as possible. As a
result, the position error of one receiver is in the order of 10-20 m, depending, for
example, on the satellite constellation (satellites spaced closely together in a tight cluster
or in colinear positions degrade the positioning result). For navigation purposes, this
magnitude of error is still too much. The accuracy can be improved to the range of 1-3 m
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by a system called differential GPS. It gains in accuracy by improving the measurement
of the signal propagation time. A differential GPS system consists of two receivers; one
fixed and one movable. While the other receiver is stationary, its calculated position
solution can be compared to the known position to generate an error vector representing
the prevailing atmospheric conditions. The error vector is sent to the mobile receiver
which can then take that into account, thereby reducing its position error by almost an
order of magnitude. The accuracy of the differential GPS enables it to be used for some
applications of mobile robotics especially where the position is fused together with dead
reckoning position estimate (see Publication V).
The most accurate version of GPS positioning is the real time kinematic (RTK) GPS. It
utilises the L1 carrier signal (1575.42 MHz) by measuring its phase to within 	2
millimetres. This results in a positioning accuracy of 1-5 cm. The major drawback of the
RTK GPS has been its slow start-up time. This has been a problem especially in cases
where the occlusion due to buildings, for example, has caused the receiver to lose the
phase tracking. A long recovery time is needed to resolve the entire carrier cycles.
Fortunately, recent advances in algorithms and hardware have reduced the start-up time
to a few seconds. The RTK GPS requires a fixed base station as does the differential
GPS. Despite the price penalty, the accuracy of RTK GPS justifies its use in various
applications of outdoor mobile robot positioning (see Publication IV).
Using ground-based satellites called “pseudolites”, it is possible to get rid of the
restrictive property of GPS being susceptible to occlusions. The original idea of
pseudolites was to extend the satellite coverage by using fixed ground-based beacons
which transmit a signal similar to that of the satellites. (Cobb, 1997). Thus, one could use
the same receiver which would not necessarily have to know whether the signal comes
from a satellite or a pseudolite. The most severe problem, in practice preventing this idea,
is the “near/far”-problem. The distance to the pseudolites may vary significantly and,
thus, the strength of the signal will vary accordingly preventing simultaneous use of real
GPS signals. A pseudolite would also require a very stable clock which would make the
manufacturing costs prohibitive for most of the applications. These problems can be
circumvented by abandoning the ideal of identical signals of satellites and pseudolites.
Although no commercial pseudolite products exist, the topic is still under intensive
research and development work (Cobb, 1997, Stone et al., 1999).
3.3.2  Positioning based on transponders
In this context, the transponders are passive devices with an identity that can be remotely
detected. The detection system determines the identity of the transponder and also the
position relative to it. A typical transponder is a passive device consisting mainly of an
LC-oscillator (van Brussel, 1988). An alternating magnetic field is emitted by the antenna
frame of the vehicle to supply energy to a transponder As soon as the energy level is
sufficient the transponder transmits its programmed code back to the vehicle. The
antenna frame, which can vary in size depending on the application, is both a transmitting
and a receiving antenna. The antenna system detects field line fractions in x, y, and z
directions. When a transponder is crossed, the system recognises the instantaneous
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distance in the direction of travel and also in the crossing direction. This reading process
can be repeated as often as desired.
In typical transponder systems, the transponders are buried beneath the ground surface
and the detection system is mounted onboard the mobile robot. The transponders are
located at a proper distance from each other and the intermediary distance is navigated
using dead reckoning. The accuracy of dead reckoning as well as the allowed amount of
error determine the distance between the transponders.
The typical reading height of the antenna may vary in the range of 10-30 cm. The
positioning accuracy of the system lies within 1-2 cm. The most important merit of the
transponders is their reliability. The transponders are passive and there are no moving
parts in the whole system. The major disadvantage is that, in between the transponders,
the mobile robot is totally dependent on the reliability of the dead reckoning system, that
is, it has to find the next transponder along the route with a reasonable safety margin.
Being inexpensive, it is possible to install redundant transponders even in a grid covering
the whole working area to prevent the robot from getting lost. The main potential of the
transponder system lies in applications where GPS cannot be used, for example due to
occlusions.
3.3.3  Ground-based RF systems
Various RF systems, such as Loran C, exist for aircraft or marine navigation. They cover
large areas and use low frequency signals that propagate beyond the line of sight.
However, their accuracy is far too poor for mobile robot positioning. To gain sufficient
accuracy, local medium or short range RF positioning systems have been developed.
There are two types of ground-based RF positioning systems: (Borenstein et al., 1996):
1. passive hyperbolic line-of-positioning systems that compare the time-of-arrival
phase differences of the incoming signals
2. active radar-like trilateration systems that measure the propagation delays for a
number of fixed reference transponders.
Commercial ground-based RF-systems of type 1 have not gained wide acceptance since
GPS positioning offers several benefits:
1. no need to build a local infrastructure for transmitters
2. no need to apply for a licence for the radio frequency in use
3. equal or better accuracy (real time kinematic mode)
The most obvious merit of ground-based RF-systems is that the system can be locally
designed so that there is no occlusion caused by the buildings, trees or other obstacles.
The use of a local positioning system is also sometimes preferred because it is
independent of an external system that would be beyond the control of the user.
Type 2 positioning systems are relatively rare but are used, for example, by Durrant-
Whyte (Durrant-Whyte, 1996, Clark & Durrant-Whyte, 1998). In these cases, a radar
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millimeter wave radar at a frequency of 77 GHz has be used for positioning in the same
manner as laser-based systems with passive beacons (see the next chapter). The range of
the device is 250 m. The radar beam is mechanically rotated to detect beacons (radar
reflectors). The distance and bearing measurements are fused to dead reckoning
information by using an extended Kalman filter.
The main advantage, as compared to optical systems, is that a radar-based system is
inherently more robust in adverse weather and environmental conditions (Everett, 1995).
The main disadvantages are the relatively high price, lower accuracy of range, and the
problems of distinguishing the beacons from other objects.
3.3.4  Laser based positioning
Laser based positioning means a system where an onboard laser scanner is used to
determine the position of the mobile robot by measuring the distances or bearings or both
to a set of known reflective beacons.
Laser range finders are used to measure the distance to the beacons. Mobile robots also
can use them for detecting obstacles. Range finders can be classified into the following
groups according to their operation principle:
Triangulation uses the geometric relationships between the outgoing light
beam and the incoming ray and its position on the sensor surface, for example,
a PSD (Photo Sensitive Device).
Time-of-flight systems measure the time the light beam travels to the target and
back to the sensor. Since the speed of light is known, the distance is directly
proportional to the flight time. This is the most commonly used type of range
finders.
Phase shift-based systems measure the phase difference between the emitted
and reflected light.
There exist systems where the beacons are identical and the control system determines
the identity of each detected beacon. The identity can be determined knowing the current
position and heading of the robot and the bearing to the beacon. The reflective beacons
can also be coded by using a bar code type of identity (Stephens, 1987). In this case, the
identity can be determined in the same manner as reading a normal bar code.
Laser-based positioning was developed in the 1980s. An analysis of the operation of a
laser scanner can be found for example in (Hyyppä, 1993) or (Adams, 1999). For
example, Tsumura (Tsumura et al., 1993) presented a system where the positioning was
based on measurement of the bearings and the beacons were reflective corner cubes.
Another approach was published by Hyyppä, (Hyyppä, 1989). He describes a system
where the beacons are identical reflective stripes. Hyyppä describes an algorithm which
determines the initial position and heading when the robot sees a set of identical beacons.
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The algorithm deduces which pose best fits the current set of beacons. Naturally, the
position of each beacon is defined in advance. The method of using an extended Kalman
filter for the association problem of identical beacons is described in (Wernersson et al.,
1989) and (Wiklund et al., 1988).
(Åström, 1993) has extended the algorithm so that the position of the beacons has to be
known only for the initialisation. When the robot starts to move it extends its known
environment by determining the position of each new beacon it detects. This is possible if
the same beacon can be seen from several locations and the pose of the robot is known at
those locations. When a new beacon is added to the list of the known beacons, it can be
used to determine the position at further locations of the robot. An application of this
method is described in (www.qnav.se, 2000). Here the beacons are mounted along the
path of an LHD machine, which operates in the tunnels of a mine. The position of the
beacons can be measured by first performing a position initialisation and then driving the
machine through the route.
3.3.5 Ultrasonic positioning
Ultrasonic distance measurement can be used in about the same manner as the laser range
finder. The distance measurement is usually based on the time-of-flight principle and is,
thus, prone to the variation of the speed of sound in air. The measurement range of
ultrasound is relatively limited being dependent, for example, on the frequency of the
signal. The relatively slow speed of sound in air also limits the measurement rate below
10-20 Hz depending on the maximum range to be measured. One of the most severe
problems of ultrasound is related to the interaction of the sound wave with the surface of
the object to be detected. The energy of the sound may be absorbed or reflected by the
object surface so that the returning echo is too weak to be detected reliably or a specular
reflection is received from secondary objects giving an incorrect measurement for
distance (Everett, 1995). To get a strong enough echo, the object should have a
sufficiently large surface perpendicular to the direction of propagation of the sound. This
can not be guaranteed in practical situations which limits the usability of ultrasound in
many of the outdoor cases.
Ultrasound can be used for positioning by the trilateration principle. The accuracy of a
sonic positioning system is often limited by the atmospheric disturbances to which the
sonic technique is susceptible. Two basic configurations are in use: sound-emitting fixed
beacons in the working area are listened for by the robot, or the robot can emit the sound
and fixed receivers at known locations listen for the robot. The first principle is best
suited for applications where there are several robots working in the same area. In
principle, it could also be possible to detect passive beacons in the same manner as bats
do. In practice, this alternative is rarely used since distinguishing different types of
artificial beacons reliably with ultrasound is a very difficult task.
A basic positioning system is described, for example, by Kleeman (Kleeman, 1992). Here
the working area of the robot is surrounded by ultrasonic beacons which are fired
consecutively. The propagation time of the sound pulses is measured and fed to a Kalman
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filter computation which fuses the dead reckoning information with the beacon
positioning.
Other systems have been presented, for example, by (Ziegler & Schlemmer, 1995) and
(Kauppi et al., 1992). Ziegler and Schlemmer describe an ultrasonic positioning system
which uses the standard time-of-flight technique where the beacons emit the ultrasonic
signal and the receiver is mobile. The measurement accuracy of the coordinates is in the
range of a few millimetres. The good accuracy has been achieved by modelling the
atmospheric conditions using some known fixed distances measured in the working area.
The positioning of Kauppi et al. is similar to GPS positioning. The beacons are ultrasonic
transducers which emit a repeating sequence of pseudorandom noise. The robot initiates
the emitting of the noise sequence by sending a radio command to each beacon. Knowing
the structure of the sequence, the robot can deduce the accurate time-of-flight of the
sound by correlating the incoming signal with the known sequence. In stable conditions,
it is possible to deduce each distance with an accuracy of about one millimetre. The
maximum distance which can be measured depends on the choice of the sonic frequency.
In practice, the accuracy is limited by the variation of the speed of sound in air. This
technique has been applied in Publication V. (Järvelä & Mäkelä, 1997) describe another
application of the method. They describe a system where ultrasound is used to measure
the dimensions of large concrete blocks in a factory environment. The blocks are stairs
and they are measured in three dimensions in order to calculate the path for an industrial
robot to polish the surface of the steps. The accuracy requirement for positioning is in the
order of 1 mm.
3.3.6 Camera-based positioning
A camera connected to a computer is an obvious choice to be used for detecting both
artificial and natural beacons. The most commonly used camera type in computer vision
is a CCD (Charge Coupled Device) camera (other options would be a vidicon camera or
a camera with a CMOS-chip). Visual navigation offers many desirable potential features,
including its passivity, high resolution and long range. In principle, vision could be a
very powerful medium, but, at the same time, it is very difficult to use for robotics.
Outdoor navigation is especially challenging for several reasons. The visibility to the
beacons may be degraded by rain, snowfall or fog, the lighting conditions may be
difficult, for example, because of the direct sunlight on the camera or darkness at night or
the background of the beacons may vary according to the season or when approaching
them from various directions. For example, automatic road following was demonstrated a
long time ago both on gravel and asphalt roads (Dickmanns & Mysliwetz, 1992) but
when there is snow on the ground the contrast needed for detecting the roadsides is too
poor for reliable road detection. Using artificial beacons, one can overcome most of the
above-mentioned problems (see Publication I).
A camera must be calibrated for mobile robot positioning. Calibration is needed to
compensate for the imperfections of the lens system and the CCD-sensor. Typically, a
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camera is calibrated with a geometrically known object which is placed at a known pose
relative to the camera (Fischler & Bolles, 1981).
Computer vision is probably the most commonly used method for detecting beacons. Due
to the limitations mentioned above, most of the applications of the research projects are
of an indoor type. It is relatively easy to make pose estimation, using a camera and
artificial beacons, work in an indoor environment. The beacons may be designed so that
they are clearly distinguishable from the background. Choosing the proper shape and
colour in the case of passive beacons or intensity in the case of active beacons are
commonly used methods for achieving reliable detection. The apparent simplicity of
using computer vision and artificial landmarks is probably the reason this subject is no
longer studied much.
Cameras can be used for positioning based on either trilateration or triangulation. Using
two or more cameras makes it possible to adapt stereo vision to obtain the depth
information. In practice, stereo vision has several pitfalls, the most severe being how to
find the corresponding features from a pair of images (Poggio, 1984). However, for
example, Williamson and Thorpe (Williamson & Thorpe, 1999) have reported on a
successful highway obstacle detection system based on stereo vision. They claim that
their system is capable of detecting objects as small as 14 cm high at ranges in excess of
100 m. The same method could be applied to determine the distance to known beacons.
Most of the researchers have chosen a triangulation approach instead of trilateration. For
example, (Feng et al., 1992) present a method for estimating the position of a mobile
robot by detecting artificial circular landmarks and combining the pose information
obtained by detecting the landmarks with the dead reckoning pose by using a Kalman
filter.
Holocombe (Holocombe et al., 1988) has developed a navigation system for indoor use
which combines dead reckoning and visual landmark detection. The system is a very
basic one using a Kalman filter to combine the dead reckoning pose estimate with
visually obtained position updates. In this case, the unconventional feature is that the
landmarks are attached in known locations on the ceiling. The landmarks are of a
reflective type and they are actively illuminated to achieve a good contrast to the ceiling
around a landmark. The method has the same features that are used in Publication I.
 (Rathbone et al., 1986) have developed a navigation system comprising active infrared
beacons detected by a camera with a fisheye lens (a lens with a wide field of view) and a
dead reckoning system. In addition to using the beacons for positioning, they are also
used for communication with the robot.
(Cao et al., 1986) have presented an omnidirectional vision navigation technique which
uses a fisheye lens to cover the entire scene around the robot. The position of the robot is
updated by recognizing artificial beacons with the help of two colour components.
The subject of outdoor navigation with cameras and artificial beacons has been studied
for a long time, but so far no major breakthrough has been achieved to move the reported
test results into everyday use. A conclusion could be that there are rather few outdoor
applications where positioning, using a camera and artificial beacons, would give any
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benefit compared to other existing methods. On the other hand, camera-based positioning
can be made to work in indoor conditions sufficiently reliably when using artificial
landmarks. But here again, using a camera only for this purpose does not offer significant
benefits when compared to other methods. Reliable obstacle detection combined with
pose estimation would expand the usability of camera systems.
3.4 Summary
Artificial beacons are commonly used for the positioning of mobile robots. In most cases
they are inexpensive to use and pose estimation using them is usually rather reliable.
Which type of beacons and beacon detection systems should be chosen depends on the
application. For example, GPS is available only in rather open areas, but the position can
be measured at a high rate whereas transponders buried beneath the surface can be
detected only when the robot crosses them.
Artificial beacons have been also used in most of the projects described in Publications I-
VII. Publications I and II deal with visually detectable artificial beacons, Publications III,
and especially Publication VI, describe navigation with transponders, and Publications IV
and V describe GPS-based navigation systems. Publication V also includes ultrasonic
measurement for convoy navigation. The relative pose of the master vehicle which is
followed by the slave is measured using ultrasonic distance measurement. In this case the
beacons are movable, carried onboard the master vehicle.
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4 NATURAL BEACONS AND MAP-BASED POSITIONING
4.1 Introduction
Artificial beacons are relatively simple to use and pose estimation based on them is
straightforward and reliable. They are useful in many applications where it is possible to
install and measure the position of the beacons beforehand. However, there are various
applications where artificial beacons can not be used. Many military applications belong
to this category. Moreover, in many cases of civil applications, installing and maintaining
the beacons is impractical or too expensive. For example, different types of service robots
should be able to navigate using only the existing environment.
Natural beacons are objects or features of the environment of the robot that can be used
for pose estimation. For example, trees, rocks or terrain shapes could be used as natural
beacons. Here the term ‘natural’ has a wide sense meaning that the beacons can also be
man-made if they have not been built for pose estimation. For example, buildings, walls,
corners of walls, light posts or even the walls of a mine tunnel are examples of natural
beacons. In other words, using natural beacons means that setting up a new working
environment for the robot does not require installation and maintenance of beacons. This
may lower the threshold for taking mobile robots into use by reducing the set-up costs.
Map-based positioning is closely related to natural beacons. A map can be used for pose
estimation by comparing the features derived from the sensor data to the features of the
map and trying to find the best correspondence. The pose can then be calculated by
comparing the position of the common features (see Figure 5). These features could be
thought as beacons. However, it is also possible to match raw measurement data directly
to the map for pose determination. In this case, it is impossible to say what constitutes the
beacons; actually the whole environment around the robot could be seen as a beacon.
4.2 Using natural beacons
Using natural beacons for the pose estimation of the robot involves several phases and
related problems:
Set-up phase
1. Select the proper beacons to be used
2. Determine the position of the selected beacons
3. Store the beacons in a database
Pose estimation in automatic mode
4. Extract potential beacons from sensor data
5. Match the beacons to the map
6. Estimate the pose of the robot
The list above is not complete and contains phases that do not exist in all the available
methods. For example, there are methods that involve simultaneous teaching and pose
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Acquire sensory
information Build local map
Establish correspondence
between local map
and stored global map
Calculate
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1. Filtering
2. Sensor fusion
3. Sensor data and
    robot position error
    modelling
Search can be constrained by assuming the
initial position estimate to be close to the
true robot position
Sensory and robot motion error models
can be used to constrain search area
Figure 5. General procedure for map-based positioning (Borenstein et al., 1996).
estimation. On the other hand, in iconic matching method (see Chapter 4.4.2), phases 4
and 5 are combined.
Pose estimation using natural beacons typically requires a great deal of calculation. The
calculation workload may depend on the number of beacons (=N) as O(N3) or even
O(N4). Thus, a lot of research work has been invested in further development of the
existing methods to make them more effective. More computation power is needed
independently of the selected sensor and pose estimation method when using natural
beacons compared to using artificial beacons.
4.2.1 Teaching the beacons
To be useful, the setting up of a new working environment for a mobile robot should be
as effective as possible. Natural beacons offer the potential for this but using them does
not guarantee anything. The key issue is how the beacons are introduced to the robot and
how the routes are defined. If the natural beacons have to be defined by measuring their
exact position, the preparation work becomes in many cases too slow and laborious.
Perhaps the easiest way is to let the robot find the proper beacons by teaching the
environment to it. The teaching algorithm analyses the environment, selects the proper
beacons, measures their positions, and stores them into a data base (Thrun, 1998). Stereo
vision can also be used for selecting and detecting natural beacons (Little et al., 1998)
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This approach was introduced as early as the beginning of the 1980s and described, for
example, in (Chatila & Laumond, 1985) and (Crowley, 1985). Gonzalez (Gonzalez et al.,
1994) describes a method where a robot can extend and modify an existing global map of
line segments using rather complicated rules to process the lines. Later this idea was
refined by requiring that the robot should be able to build a map of its environment
without any a priori knowledge of its position and incrementally expand the map
(including the beacons) based on the known beacons which have already been taught.
The method is called SLAM (Simultaneous Localization and Map building). The subject
has been widely studied, for example, by the research group of Durrant-Whyte (Guivant
et al., 2000 and Newman, 1999) and Castellanos (Castellanos et al., 1998).
4.2.2 Detection sensors
So far most of the research related to pose estimation with natural beacons is targeted at
indoor applications. The reasons for this are many. Currently, the most important
commercial application is industrial transportation handled by automated guided vehicles
and great potential is also seen in indoor service robotics. In addition, building a test
system is much easier and less expensive for indoor use. Moreover, the problems related
to beacon detection are better controlled in a well-structured indoor environment.
Although this thesis covers mainly outdoor applications, the following chapters also
include indoor research cases. This is because many solutions originally developed for
indoor applications are general enough to be also used in some outdoor cases.
A camera is a relatively useful sensor for indoor navigation (see e.g. Krotkov, 1989,
Delahoche et al., 1998 or Sim & Dudek, 1999) but complex outdoor environments are
typically characterised by uncontrolled lighting, cluttered backgrounds and imprecise
control over viewing angles and positions. Thus, the extracted features are always noisy,
fragmented, and incomplete. This makes detecting beacons with a camera a very
challenging problem in outdoor environments.
Natural beacons can also be detected with the help of various distance sensors. Ultrasonic
range sensors are still commonly used for indoor environment mapping and pose
estimation. An example of the recent research work is given in (Leonard & Durrant-
Whyte, 1991 and Cahut et al., 1998). Laser scanners are becoming more popular
especially for outdoor use. Several commercial sensors exist which either scan distances
to the nearest objects horizontally or both horizontally and vertically. In most cases, only
a horizontal scan is in use. A common approach is to have a map of the environment and
base the pose estimation on matching the scans with the map to make a correction to the
pose estimate of the robot. Dead reckoning is typically used to maintain the pose in
between the scans.
4.2.3 Early research work
The problem of pose estimation using natural beacons has been studied since the
beginning of the 1980s. In addition to the work of Chatila, Laumond and Crowley
mentioned earlier Bloom (Bloom, 1985), for example, presented a navigation system
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using natural beacons to be detected by a camera. The robot has a database of landmarks
containing specific parameters of the landmarks in the working area such as colour,
shape, texture, and the position of the centre of the mass. The navigation system
maintains an error model of the pose of the robot. The model is used to define the areas
where the landmarks should be found and the area is modified according to the detected
landmarks. Each successful detection gives a measure of the confidence level of the
detection which is used to modify the error model of the pose of the robot. Other pioneers
of the 1980s included Elfes (Elfes, 1987) and Drumheller (Drumheller, 1987), both
studying indoor mapping and navigation using a sonar. Their work will be described in
more detail later in Chapters 4.4.1 and 4.4.2.
4.3 Modelling the environment for pose estimation
Most of the tasks to be carried out by an outdoor mobile robot require an internal
representation of the environment of the robot. In practice, this means creating a map that
describes the environment in a manner needed for the task to be accomplished. The map
is typically used for preplanning the mission of the robot or positioning the robot using
the information in the map. In this thesis, the subject of path planning is omitted, the
focus being on pose estimation.
Dudec and Jenkin (Dudec & Jenkin, 2000) divide map representations into five layers:
1. Sensorial. Raw data signals or signal-domain transformations of these signals.
2. Geometric. Two- or three-dimensional objects inferred from sensor data.
3. Local relational. Functional, structural or semantic relations between geometric
objects that are near one another
4. Topological. The large-scale relational links that connect objects and locations
across the environment as a whole (for example, a subway map).
5. Semantic. Functional labels associated with the constituents of the map.
At least map types 1-4 can be used for pose estimation but the most useful
representations are types 1 and 2. Typical examples of sensorial maps are occupancy
grids which will be described in the next chapter. Geometric maps are described in
Chapter 4.3.2.
4.3.1 Spatial decomposition
The idea of spatial decomposition is to represent the environment as a lattice with a
resolution depending on the application. This approach precludes the possibility of
identifying or discriminating individual objects since the map only tells whether a cell of
the lattice is occupied or not. This type of a spatial representation is often called an
occupancy grid. The simplest method presents the environment with the cells of a
uniform grid. In the case of a binary map, a cell has two possible values indicating
whether the cell is free or occupied. A more sophisticated form of the occupancy grid is
where the value of the cells indicates the probability of the cell being occupied or not.
The value increases when gathering more measurements of a particular cell and decreases
in all the cells between the robot and the cell corresponding to the measurement. The idea
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of discrete occupancy grids was originally proposed by Elfes (Elfes, 1987) and Moravec
(Moravec, 1985, Moravec, 1988).
The main advantage of a regular lattice representation is its generality. The grids can
represent any environment, either in two or three dimensions. Another important
advantage is related to how easily the presentation can be realised as a computer
program. The occupancy grid is a two- or three-dimensional array providing a direct
relation from the coordinates of a measured point to a cell of the grid. The coordinates
can be directly used as indices to the grid and it is easy to check whether the cell is empty
or occupied. It is also easy to determine and access the neighbour cells of a particular
cell. The main disadvantage of this type of representation is the large amount of memory
required, especially when the grid resolution is fine relative to the size of the space to be
represented. Waste of memory is obvious since it is usually the boundaries of occupied
and free areas that are interesting, not the areas inside a totally free or occupied area. It is
also impractical to change the size of a grid dynamically.
A more advanced version of the grid-based approach for representing the environment is
to take advantage of the fact that most of the neighbouring cells have a similar state. Only
the cells which form the boundary of objects may have neighbour cells with a different
state. One alternative would be to represent space using cells of a non-uniform shape and
size. Uniform areas with the same state would be represented by low resolution and the
boundary areas by a higher resolution. This approach leads to a complicated
programming implementation and is, thus, not widely used. A more simplistic approach
is a recursive hierarchical representation. The most common example of this is the
quadtree.
A quadtree is a recursive data structure for representing a square two-dimensional region.
It is a hierarchical representation that can reduce the memory requirement compared to
the ordinary lattice representation. The idea of the quadtree is to represent the interesting
areas with higher precision than the other areas. The quadtree can be described as in
Figure 6. The original area is divided into uniform cells with coarse fidelity. Cells that are
not totally empty or occupied are divided into four equal subcells. The subcells are again
divided, according to the same rule, until the desired resolution has been achieved. Thus,
the final resolution is high only in those areas which are of special interest. A quadtree is
most powerful in cases where the space to be represented is mainly free or occupied.
Such is the case, for example, in the mine automation applications.
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Figure 6. Quadtree representation of an area.
4.3.2 Geometric representation
Geometric maps are made up of discrete geometric primitives: lines, polygons, arcs,
polynomial functions, etc. Geometric representation of the environment is highly space-
efficient because any part of the space can be represented by a model using only a few
numerical parameters. The resolution can also be very high without having to use
excessive amounts of memory. Typical 2-D maps are composed of points, lines, circles
or arcs, polynomials, polyhedras, and splines. The most commonly used geometric maps
consist of lines. By varying the length of lines, one can represent any contour of the
environment with the required accuracy. The drawback of using lines to represent a
curved contour is the high number of lines which significantly increases the number of
calculations for the pose estimation. Generally, if the objects in the map are to be used as
landmarks for positioning, the accuracy of their representation must be according to the
positioning accuracy requirement.
The obvious shortcoming of geometric model-based representation is related to the fact
that it can be extremely difficult to infer the geometric models reliably from sensor data.
This is especially true when the sensor data is noisy. However, several publications have
introduced methods of building a geometric map with uncertain sensor data. For
example, the method of Crowley (Crowley, 1985) is described in more detail in Chapter
4.4.1.
4.4 Pose estimation based on natural beacons
In the simplest case, the environment model only contains information of the beacons
which are then detected by a sensor onboard the robot. Knowing the exact position of the
beacons and measuring accurately either the bearing or the distance (or both) to them,
one can calculate the absolute position of the robot. In some cases, it is also possible to
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measure the pose of the robot relative to the beacons without knowing anything about the
global coordinates. This is typically the case when using a topological map. However, in
most of the real cases the robot has to know its pose in a global coordinate system and,
thus, the position of the beacons also has to be known in the same coordinate system.
4.4.1 Pose estimation by feature matching
The feature-based pose estimation method processes the raw sensor data into a small set
of geometric features and matches these against the corresponding features in the model.
This is probably the most commonly used principle for pose determination with natural
beacons. Figure 7 illustrates the basic idea. The environment model is presented as a set
of connected line segments. The distance measurements are marked with ‘x’ and replaced
by line segments using a proper fitting method. The main task is to find the rotation and
translation by which the measurements match the model in the best way. For example,
Crowley (Crowley, 1985) uses a rotating ultrasonic range sensor to integrate a prelearned
global world model with information from the sensor to maintain a composite model of
the local environment dynamically. The environment is represented as connected line
segments in two dimensions. Uncertainty of position and orientation of the line segments
is represented by an integer associated with each segment. Information from the global
model and the sensor is matched to the local model by determining which line segment in
the local model has the best correspondence with a given line segment from either the
global model or the sensor. The sensor readings are transformed into line segments using
a recursive line fitting algorithm.
The fitting algorithm is often used since it is very general in nature. The algorithm works
as follows with a set of measured points. First a line is created between the points which
are furthest from each other. The distances from other points to this line are computed. If
the maximum distance is below a given limit, all the points belong to the same line. If the
maximum distance is too long, the corresponding point is used to divide the points into
two groups and two lines are created via this point and the original end points. The
procedure is repeated with the new lines until all the points are near enough to a line. The
best correspondence between the lines of the measurement and the model is found by
performing a sequence of tests based on position, orientation, and length of the line
segments relative to each other. The results are then used to update the composite local
model by either adding newly perceived line segments to the model or adjusting the
confidence value of the existing segments. The update process of the composite local
model may also change the length of the line segments or even remove them if the
confidence value decays below a given value. Later, Crowley elaborated the method of
handling the uncertainty and included Kalman filter update equations to correct the
estimated pose of the robot (Crowley, 1989).
Schiele and Crowley (Schiele & Crowley, 1994) have studied the combination of
occupancy grids and feature matching. They presented a method for pose determination
which basically utilises occupancy grids but extracts line segments out of them by the
Hough transform and uses the lines for the matching process. In addition, an extended
Kalman filter is used to filter the pose of the robot.
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Figure 7. Matching a segmented measurement with a model consisting of line
segments.
The curvature of a contour or a surface can be used for matching a scan with the map.
Curvature has the desirable property that it is invariant under rotation and translation. For
example, Goldgof (Goldgof et al., 1988) has developed a method for matching 3D-
images onto an existing surface map. The same idea has been adapted by (Hebert et al.,
1989) for the pose determination of a robot. The main drawback of the method is that it is
relatively sensitive to measurement noise.
Shaffer presents a modification of feature matching (Shaffer et al. 1992) to be used in the
mining environment. He uses lines and corners as model features and tries to minimise
the error between the features extracted from a laser scanner and the model to find the
best pose estimate. (Cox, 1989) presents a method where the world model is based on
straight lines and the laser scan readings are matched for the best fit to get the pose of the
robot. The dead reckoning pose estimate is corrected by fusing the pose from the scans.
The working environment of the test robot is an ordinary office room with a map given a
priori. Cox gives an iterative algorithm for finding the rotation and translation to the scan
of 360 that minimises the average distance of each scan point to the nearest map line
segments. To reduce the computational workload needed Cox has constrained
significantly the maximum error that can be corrected in the dead reckoning position
estimate. Given M lines in the model and N distance measurements, the complexity of
pose determination is relative to O(NlogM).
Drumheller (Drumheller, 1987) presents an algorithm also based on straight lines. The
algorithm was adopted from the one represented in (Grimson & Lozano-Pérez, 1985). He
uses only a sonar sensor to determine the pose of a robot in a room. The map of the
environment is given with straight lines which is a natural choice for a structured indoor
case. Drumheller first extracts straight line segments from the sonar data. The algorithm
extracts nonoverlapping contiguous subcontours that approximate straight segments. It
tries to find the longest subcontours containing at least a minimum amount of points and
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having no point farther than a given limit from the line through the endpoints of the
subcontours. After extracting the lines, an interpretation tree is created to produce lists of
pairings of data features with the map features. Several rules are used to reduce the
amount of possible interpretation and finally to get the best one. Drumheller gives
experimental results using a Polaroid ultrasonic sensor which gives quite noisy data when
used in an indoor environment. The weak points of the method are that it is quite
computation intensive and can be used only in an environment which can be modelled
accurately enough using straight lines. Unfortunately, the computation work increases as
a power of the number of lines in the map.
Shaffer (Shaffer, 1995) has studied the problem of a robot to simultaneously model the
workspace and determine its pose. The algorithm was originally applied to the mining
environment but it turned out that the tunnels in the mines were too unstructured. The
algorithm relies heavily on straight lines and corners which are used as features for pose
estimation. Mine tunnels are rarely straight enough and usually there are no sharp
corners.
Shaffer uses a rotating laser scanner to record the environment data. He has tested several
approaches for pose estimation and made a comparison of their properties. In all the
cases, the map is represented as polylines. It is assumed that an estimate of the pose of
the robot exists and the pose is used to predict and pick the features that are visible from
the pose. A range scan is first transformed into line segments and then a special corner
operator searches through the scan to find the potential corners. The pose estimator
matches the features of the scan to the predicted features to determine the pose of the
robot in the coordinate system of the robot. Several checks are made to verify the
correspondence of the map features and the measured features. These checks for line
segment features are the orientation of the lines and their distances from each other, and
for corners, for example, the position of the corner and the orientation of the lines
defining a corner. The process of comparing the measurement and the model is very
calculation intensive, being directly proportional to the product of the model features and
the measured features. Finding the corresponding features relies heavily on the current
pose estimate which must be maintained, for example, by dead reckoning. Only after
finding the corresponding features can one calculate the rotation and translation which
minimise the error between the sets of features.
A very popular method of positioning a robot in an indoor environment is to use a camera
and detect natural vertical beacons (Ayache et. al, 1984). Extracting vertical lines from
an image representing corners, doors, etc. is relatively simple. For example, (Chenavier
& Crowley, 1992) describe a positioning system based on detecting vertical lines and
fusing this information with a dead reckoning position estimation. The map of the
environment consists, in this case, of only a list of vertical beacons and their 2D
positions.
(Forsberg et al., 1993) present a positioning method of a mobile robot using the Hough
transform to find straight lines from the data of a laser scanner. Forsberg gives a
kinematic model of the robot and uses an extended Kalman filter to combine the dead
reckoning pose with the laser measurements. The method only works in a room since the
algorithm tries to find the walls of the room to estimate the pose of the robot.
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(Riseman et al., 1997) have studied the general problem of finding beacons in camera
images, matching the found features with the world model, and calculating the 3D pose
of the robot (both position and attitude) based on the found beacons. In the first step,
straight lines are extracted from the image. These are then tested against the line
segments extracted from the 3D world model to minimise the match error. Taking each
possible correspondence, the four parameters (2D position, 2D rotation) are determined
to minimise the spatial fit error of the model lines to the data lines. The latter fitting
problem is represented as a least-squares one. Solving the minimisation of the least-
squares error may produce a local minimum which could be far off the global minimum.
This can be avoided by a search strategy presented in the paper. As a result, the presented
algorithm works very reliably when the images are good enough. Dealing with 3D
computation and iterative solutions make the algorithms very heavy requiring up to one
minute to determine the pose.
One basic principle of using natural beacons is to teach the robot the environment and
especially the beacons to be used. (Stein & Medioni, 1995) have applied this principle by
building a database of panoramic views taken by a camera with the associated pose
information. The database is then used to find the best match of the current view to
determine the pose of the robot. Comparison does not require any a priori knowledge of
the pose of the robot. In this case, the entire horizon is used as a beacon.
4.4.2 Pose estimation by iconic matching
The iconic matching pose estimation method matches the raw sensor data directly to the
space map (Gonzalez et al., 1992). No features are extracted from the map or from the
measurement. Typically, the map is represented as a lattice and the raw measurement
data is converted into the same coordinate system. This method clearly needs an initial
guess of the current pose of the robot to reduce the calculation load. If no initial guess is
available, all the raw data points should be matched to all the model points which, in
most of the real cases, would be extremely time consuming.
4.4.2.1 Pose estimation based on occupancy grids
The basic idea of using occupancy grids for pose estimation is illustrated in Figure 8. The
leftmost binary grid presents a wall profile where the cells marked with ‘x’ contain the
surface of the wall. The rightmost grid presents a measurement where the distances are
converted into corresponding points on a local map. The problem here is to find the
rotation and translation by which the map and the measurement have the best match.
Elfes (Elfes, 1987) presented a pose estimation method based on sonar sensors and a map
in the form of an occupancy grid. The map contains a probability for each cell being
occupied, empty or unknown. This probability approach is commonly used in sonic
sensors to handle the known problems which make the sensor readings unreliable
especially in an indoor environment near corners (see Chapter 3.3.5). The scan of 12
sonar sensors produces a scan map around the robot. A measure of the accuracy of the
match between the two maps at a specific trial translation and rotation is computed as the
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sum of products of the corresponding cells in the two maps. An occupied cell falling on
an occupied cell contributes a positive increment to the sum as does an empty cell falling
on an empty cell. Other cases have no effect on the sum. This ‘brute force’ correlation
approach would be very slow since it requires an order of O(n5) operations where n is the
dimension of the maps to be tested and no a priori information is available about the pose
of the robot. Elfes proposes a speedup by taking into account the fact that the real
information in the occupancy maps is in the occupied cells. Typically only O(n) cells are
occupied in a map of n by n cells. The revised algorithm uses a list of the occupied cells
in the maps and a rotation and translation operation for the maps before the same
multiplication and summing operation as in the basic method. This procedure reduces the
number of operations to O(n4). Still further speedup is acquired by using multiple
resolution maps. A grid with very coarse resolution is first used to get a coarse estimate
of the pose of the robot. Using a coarse grid with a doubled grid dimension reduces the
number of calculations by four. The pose estimate of the coarser level is then used for
testing with maps of a higher resolution. This reduces significantly the search space both
for the translation and rotation at each step. In the best case, the number of operations is
slightly larger than O(n).
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Figure 8. Environment model and measurement as occupancy grids.
Shaffer (Shaffer, 1995) presents a method where the map consists basically of line
segments which may be arbitrarily small allowing modelling of irregular surfaces. When
determining the pose of a robot, a correspondence determination is made for each point
of a scan. This is achieved by measuring the distance to the closest line and to its
endpoints. If the distance is too long, the correspondence is discarded. The pairing from a
scan point to a model line is accepted for the shortest distance. In principle, the distances
should be computed from each scan point to each model line which would require
O(MN) operations, where M is the number of lines in the map and N is the number of
data points in a scan. To reduce the workload, Shaffer proposes a pre-processed, grid
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based map where each grid contains pointers to all those nearest line segments which are
closer to the grid cell than a given limit. Thus, a scan point may be compared to only
those lines which are close enough. This reduces the complexity to O(N). After
determining the correspondence for each scan point, the mean of the distances between
the scan points and the corresponding map lines is minimised. This gives the pose of the
robot relative to the map.
(Gonzalez et al., 1995) describe a hybrid map to speed up the matching process. A cell
map with a proper resolution covers the whole working area of a robot. Each cell has a
link to those lines of a line map which are, at least partially, inside the cell. The purpose
of the hierarchical representation of the environment is to speed up the matching process.
To find the corresponding lines of a scanned point, one finds first the correct cell based
on the coordinates of the point. The lines which actually describe the environment can be
easily found using the links associated to the cell. Actually, Gonzalez checks several cells
based on the uncertainty related to the scanner measurements and the pose estimate of the
robot. After finding the lines related to each scan such a pose for the robot is calculated
which minimises the sum of the distances between the scanned points and the nearest
lines.
Schulz and Adams (Schulz & Adams, 1998) have studied different types of matching
techniques using occupancy grids. They give quantitative results and, according to their
tests, the best combination of matching and search procedure gives an average position
error which is about the size of a cell in the grid. The basic approach is the same as that
of (Elfes, 1987).
4.4.2.2 Pose estimation based on iterative closest point algorithm
One of the most advanced matching methods was described by Zhang (Zhang, 1994).
The method is called iterative closest point algorithm (ICP). The work of Zhang is based
on the work of many researchers, for example, Besl and McKay (Besl & McKay, 1992).
The idea here is also to match each point of a scan to the map directly without trying to
find any corresponding features. The closest map point is searched for each measured
point, and the rotation and translation between the map and the measurements is
computed based on the group of closest point pairs. It is assumed that a fairly good
estimate of the pose of the robot exists. In the worst case, this requires O(N)
comparisons, where N is the number of points in the map. To speed up the search Zhang
uses a binary search tree, where the points of the map are classified into a binary tree
according to their coordinates. In the search phase, the maximum acceptable distance
between a point and the closest point in the map is limited to a given value. If this limit is
exceeded, the point is discarded. Another constraint is the orientation of the surface at a
point which should be about the same as that of the closest point in the map. Figure 9
gives the initial situation of a match indicating the pairs. The final translation and rotation
are calculated after several iterations. The iteration of the algorithm is as follows. When
each point of a scan is analysed, a distance D is calculated based on the statistical
properties of the distances between the closest points. All the pairs whose distance
exceeds D are discarded and a rotation and translation component is calculated between
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the scan and the map applying a least-squares estimation. The whole procedure is
repeated until the rotation and translation are in the given limits. If the maximum
acceptable number of iterations is exceeded, the correspondence of the scan and the map
is not good enough.
The ICP algorithm has been used for LHD navigation in mines. Madhavan (Madhavan et
al., 1998) states that the algorithm is robust in the presence of occlusions, as well as gross
outliers in the data. However, the algorithm does not sufficiently tolerate uncertainty of
the range data and does not always give a reliable motion estimate. To overcome this
shortcoming, Madhavan proposes a combination of ICP and EKF (Extended Kalman
Filter). The Kalman filter exploits a non-linear kinematic model of the LHD, a non-linear
observation model based on the vertices of a poly-line map and the bearing of the laser
scans. The practical results are significantly better with this combination than when using
the ICP algorithm alone.
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Figure 9. Finding the closest point for each measured point.
4.4.2.3 Pose estimation based on cross correlation
The basic problem of pose estimation using natural beacons is to find the rotation and
translation between a scan and the map which minimises the total error at the points.
Weiss and Puttkamer (Weiss & Puttkamer, 1995) have developed a pose estimation
method based on matching two scans with the same number of points. The algorithm
consists of three steps:
1. The scans are transformed into a representation that is invariant against rotation.
2. The relative rotation of a new scan and the reference scan is solved and removed.
3. The shift between the scans is resolved.
In order to match two scans, the scans are transformed into a representation that is
invariant against the measurement place and orientation. Such a representation can be
formed by calculating the directions of the lines connecting each pair of consecutive scan
points (see Figure 10). The angles of the lines are rounded to a discrete value and a
histogram is created giving the distribution of the angles in a scan. Assuming a robot is in
a rectangular room, the histogram would contain four clear peaks. The shape of the
histogram is independent of the position where the scan was taken but not of the
orientation. If the robot rotated for example 45 the peaks in the histogram would also
shift 45 (see Figure 11). Defining the relative orientation of two scans is, thus,
transformed into a task of calculating the cross-correlation of the two histograms. The
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cross-correlation function shows a local maximum at the phase-shift between the two
angle-histograms.
Scanner
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Figure 10. Calculating angles for angle-histogram.
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Figure 11. Angle-histogram showing a rotation of 45.
After the relative orientation difference of the two scans is found the translation is
calculated also based on histograms. Two histograms are calculated indicating the
distribution of the scan-points in x- and y-direction of the coordinate system. The
coordinate system to calculate the x-histogram is chosen so that its x-axis is along the
most common direction of the lines between the scanned points, that is, the direction
corresponding to the highest peak of the angle-histogram. The coordinate system is
correspondingly chosen for calculations in the y-direction. The x- or y-histograms of the
two scans have a phase-shift indicating the displacement in the corresponding direction
and can be found by cross-correlation.
In order to use the method described above for navigation, the robot needs a map of its
environment. Weiss and Puttkamer propose a method where the working area is divided
into square cells forming a grid. A scan is assigned to each cell that the route of the robot
crosses and the scan is then used for pose estimation when the robot comes near that cell.
The map can also be updated automatically when the robot arrives at a cell that does not
contain a scan. In that case, a new scan is stored and assigned to that particular cell. The
algorithm also relies on dead reckoning which gives a rather accurate pose estimation.
When travelling in an unknown area, the map can be slightly distorted because of the
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drift of dead reckoning. In many cases (as in the mine application of Publication VII), the
global distortion of the map does not cause any harm for navigation since, as long as the
map is locally consistent, the robot knows its pose relative to the local environment.
Dubrawski and Siemiatkowska (Dubrawski & Siemiatkowska, 1998) have modified the
ideas of Weiss and Puttkamer by introducing a neural network for producing a more
robust position estimate especially in the presence of noise in the measurement. In this
case as well, the algorithm searches for dominant orientations related to the scanned
points and forms a histogram of the orientation. The relative orientation of two scans can
be determined in the same manner as Weiss and Puttkamer introduced. Dubrawski and
Siemiatkowska present results based on a rather large set of test scans and compare the
results to those of Weiss and Puttkamer. According to the experiments, the proposed
method is more robust against sensory noise.
4.4.3 Pose estimation by principal components
The pose estimation methods based on feature matching and iconic matching transform
the sensor signal into a 2D or 3D cartesian coordinate frame. However, alternative
coordinate spaces are possible. (Crowley et al., 1998) presents a method where the map
of the environment is formed of a large set of range scans taken from different positions.
The range data is not converted into x- and y-coordinates, but into the principal
components forming an eigenspace. The structure of the environment is represented as a
family of surfaces in this space. The same idea was earlier applied to computer vision
(Jones et al., 1997). A range scan for pose estimation is transformed into a point in this
space. When this point is associated into a family of surfaces, a set of candidate poses is
retrieved. These candidates correspond to poses where the range scans fit in a similar way
into the environment. A Kalman filter is then used to select the most probable pose.
Each individual range measurement can be considered an independent dimension for a
range scan. In practice, there would be correlation between adjacent measurements, the
dimensions of the space would not be orthogonal, and the space would not be minimal.
The analysis of the principal components provides a method for determining a linear
subspace with the minimal number of dimensions. The principal component vectors from
a covariance matrix of range data form an orthogonal basic set providing the eigen-modes
of the range sensor in that environment. The dimension of the eigenspace can be
significantly reduced by using only the most important eigen-vectors. By removing the
dimensions with small eigenvalues, an approximation is made and the transformation
from range data into the eigenspace is no longer reversible. The practical number of
dimensions in the eigenspace depends on the shape of the object in the environment. For
instance, only two or three dimensions are required for describing a rectangular room.
Pose estimation using the principal components converts the problem of associating a
range profile to possible poses into a table lookup. This means that the scan is converted
into a point in eigenspace and listing all sample points within a given distance of the
observed point gives a list of candidate poses. In principle, the pose estimation phase is
simple but the method requires a thorough set-up phase. The entire working area of the
robot should be travelled through and the range scan must be taken from a dense grid of
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poses. Crowley (Crowley et al., 1998) suggests a method for avoiding this problem by
actually measuring with only a sparse grid and calculating the intermediary poses and the
related range scans based on the real measurements.
Although the pose estimation by principal components has some appealing features, its
operation is uncertain in an environment with complicated structures. If the walls are not
straight but very curved, as is the case in tunnels, either the dimension of the eigenspace
or the error of the transformation increases.
4.5 Summary
To use natural beacons and map matching, one has to choose a proper method of
representing the environment as well as an algorithm for pose estimation. An overview of
the research results in the literature has been given in this chapter. Most of the algorithms
have been tested in laboratories and no data is generally available on how reliably they
work in various environments. Thus, it is difficult to estimate the merits or weaknesses of
the algorithms without actually implementing and testing them.
In addition to being robust, the environment model of the selected method should be
simple and use the computer memory sparingly. Furthermore, the pose estimation
algorithm should be fast. Using these criteria the ICP algorithm with Kalman filter
described in Chapter 4.4.2.2 seems to be a good choice. One of its merits is that it has
been tested in a real mine environment. The cross correlation algorithm of Weiss and
Puttkamer in Chapter 4.4.2.3 also has potential since it is relatively simple and seems to
be also robust. The pose estimation algorithm of Publication VII has also proven to be
very robust in mine conditions. It has been successfully tested in several mines and
tunnels. The environment model is stored simply as a sorted list of coordinates of the
points in the model. The pose estimation algorithm is a modification of the ICP
algorithm.
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5 PATH TRACKING CONTROL
5.1 Introduction
The objective of path tracking control is to make a mobile robot follow the given path
with the accuracy that is required by the application. Usually, one point of a robot is
selected for the point to be maintained on the reference path. Here, this point is called the
navigation point. Usually, the point is selected so that it moves into the direction of the
body of the robot. For a car-type kinematic system, the middle point of the rear axle is
selected as this point.
Path tracking includes detecting the error in the pose compared to the reference path,
calculating the amount of corrective action, and adjusting the steering to decrease the
error. The error in the pose consists of the heading error and the lateral perpendicular
distance to the path. The error in the direction of the path is usually omitted since, in
most cases, the robot does not have to follow an accurate time-table. Speed is rather
adjusted according to some higher level events, such as curves in the path, obstacles or
properties of the road surface.
Path tracking controllers can be divided into two main classes:
1. The pose of the robot is controlled based on direct measurement of the deviation
from the path. The pose of the robot in any coordinate system does not have to be
known.
2. The robot has a preplanned path in its memory consisting of a sequence of points
and it continuously measures its pose and tries to minimise the deviation between
the measured pose and the reference pose. The nearest point to the navigation
point of the robot is selected as the reference point, or a point at some distance
ahead of the robot.
Class 1 path tracking is typically used by AGVs that follow an inductive wire buried in
the floor. The robot does not have to know its pose since it measures its transversal
deviation from the nominal path defined by the cable. The same concept applies, for
example, to optical path tracking, where the robot tries to follow a white lane on the floor
by measuring the lateral deviation by optical means, or to a wall-following case where a
robot tries to maintain a constant distance from a wall beside the robot. A common
feature in all the cases in this category is that the navigation concept does not allow both
high speed and good accuracy. This path tracking method has no practical means of
preparing for a curve in the path in front of the robot. Since the tracking control reacts
only to the measured deviation it is always late. This does not necessarily cause problems
at a relatively slow speed but increasing the speed will inevitably also increase the lateral
position error.
Path tracking methods belonging to the second category provide much better chances of
maintaining both high navigation speed and good tracking accuracy. This is because, in
this case, the path is known in advance by the path tracking controller and it can take into
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account the curves in advance. However, high speed navigation requires that the
reference path of the robot is sufficiently smooth so that following the path accurately
enough is physically possible. In this chapter, path planning and tracking methods are
brought under a closer look, the focus being on high speed navigation, especially on
navigation of robots with articulated steering. The tracking methods belonging to class 1
in the above are omitted.
5.2 Path planning
In order to make accurate high speed navigation feasible, the reference path of a robot
must be suitable for that purpose. The process of creating a reference path is called path
planning. This may take place both as an off-line process or as an on-line process while
the robot is moving. The path consists of a set of points, usually in two dimensions. The
distance between the points is selected, for example, by taking into account the speed of
the robot, the control rate of the path tracking controller and the shape of the path. A path
with tight curves requires more points than a straight path.
The main requirement for a good reference path is that its curvature is adjusted according
to the capabilities of the robot. Curvature is defined as the inverse of the radius of a curve
of a path or it can be expressed as the rate of the heading change along the path (dh/ds).
The heading of a point on a path is defined as the direction of the tangent of the path at
that point.
Paths can be classified into the following groups according to their smoothness
(Kanayama et al., 1988), see Figure 12:
1. class0: A path with lateral discontinuity. This means that there is a significant
sideways jump between successive points.
2. class1: A continuous path with discontinuous curvature .
3. class2: A path with continuous tangent direction (heading). For example,
connecting a straight line and a circular arc produces continuous heading.
4. class3: A path with continuous curvature and heading.
The path planning problem has been studied widely. A typical path planning task can be
reduced to the following problem: any given two points with a heading attached to them
create a path between the points starting and ending with the specified heading. In
practice, the generated path has to fulfil the following constraints:
|| 
max  (1)
|d/ds| 
max (2)
The first constraint implies that the radius of the path at any point may not be less than
the minimum turning radius of the robot. The latter constraint limits the change rate of
the curvature due to the limited turning rate of the steering actuator of the robot. The
limit max is also a function of the speed of the robot.
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Class0
Class1
Class2
Class3
Figure 12. Path classification.
The simplest strategy is to compose the path using straight lines and circular arcs
(Bochereau et al., 1987). Using these components, one can always design a path for
connecting two points with a specified heading, but the result is not generally suitable for
high speed navigation since the type of the path created is class 2.
A more advanced method is to use splines for interpolating a path with continuous
curvature between two points. Cubic splines are commonly used but, unfortunately, they
create a path with unlimited derivative of the curvature (Komoriya, Tanie, 1989).
(Andersson et al., 1997) propose a method where the path consists of special X4Y4
curves, connecting lines, and circular arcs. A property of the X4Y4 curve is that the
derivative of the curvature is continuous. This reduces the dynamical constraints of the
steering actuator of the robot. The idea is to adjust the length of the X4Y4 curve so that
when connecting a line and a circular arc the curvature increases smoothly from zero to
the value of the circular arc.
Other approaches for path planning include composing the path of circular arcs, line
segments, and clothoids (Scheuer & Laugier, 1998), clothoids only (Shin & Singh, 1990),
cubic spirals (Kanayama & Hartman, 1989), using optimal control theory (Reuter, 1998)
and neural networks (Rintanen, 1993). A common feature of all these techniques except
that of (Shin & Singh, 1990) is that they try to optimise the created path. A usual cost
function to optimise is the length of the path, maximum curvature, variation of curvature
or a combination of these. The result is a path of class3 type. Since no analytical method
of finding the optimal solution has been found and the path equations can not be solved
in closed form, iterative numerical methods have to be used or, in the case of (Rintanen,
1993), the optimal solution is taught to a neural network.
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5.3 Path tracking control
A path tracking controller compares the measured pose of a robot to the reference pose
on the reference trajectory and as an output calculates such a steering value that reduces
the pose error. Usually, the path tracking controller and the steering controller can be
thought of as nested feedback control loops according to Figure 13. In this context, the
task of the steering controller is to maintain the steering angle as close to the reference
value as possible.
The path tracking controller of Figure 13 may give an optimistic idea of how to realise a
working controller. In reality, a robot seldom obeys the kinematic equations accurately.
The reference value to the steering angle controller is calculated supposing certain
behaviour of the robot according to the theoretical kinematic model which is actually an
approximation. Thus, the path tracking controller must be able to compensate for the
errors caused by the real behaviour of the machine. These errors can be caused, for
example, by the disturbances of the ground surface, wheel skidding, and the dynamics of
the steering controller. Another source of disturbances for a path tracking controller are
the errors in position measurement. The controller must be able to handle random
position errors of several centimetres depending on the measurement principle. Also the
dynamics of the robot have to be taken into account at least when the driving speed is
high relative to the speed of the steering actuators.
5.3.1 Path tracking control algorithms for car-type robots
Path tracking controllers can be categorised according to which information they utilise
as a feedback (Shin et al., 1992). The simplest type of path tracking control is a feedback
control comparing the position of the navigation point and the nearest point at the
reference path. The steering angle is corrected relative to the position error. This type of
control is analogous to the AGV control where the AGV follows a buried inductive wire.
The controller reacts only to the error and does not take into account the path in front of
the robot. Thus, the highest attainable driving speed is low. This type of controllers have
been presented, for example, by (Nelson & Cox, 1988) and (Kanayama et al., 1988). In
many cases, the performance of the controller is adequate and more advanced controllers
are justified only if the robot is to follow the route at high speed or if the steering of the
robot is slow compared to the driving speed. The latter condition is the justification for
the controller described in the Publication VI.
Road following using computer vision is a typical example of path tracking using direct
measurement of transverse position error. The error is detected by analysing the image of
a camera connected to the navigation computer. In the simplest cases, the image
processing algorithm detects the white lane marking lines at certain distances in front of
the robot. Jurie (Jurie et al., 1993) describes a navigation system for a car by which a
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Figure 13. Path tracking controller.
speed of 100 km/h has been achieved when driving in a straight line. In addition to the
smooth path, the kinematics and steering system were modelled rather carefully and the
controller tuned accordingly. On a circular test circuit, the lateral position error was up to
3.8 m at 70 km/h. This error could be decreased significantly if the curvature of the test
circuit was given as a parameter to the path tracking controller. In this case, the controller
is no longer purely class 1 but rather class 2. A more sophisticated algorithm can estimate
the curvature of the road in front of the robot based on image analysis only. Dickmanns
(Dickmanns, 1997) reports driving speeds up to 130 km/h on highways.
In the second category, the controller is a combination of the feedback controller and a
feed forward controller. The control scheme is called preview control by Shin (Shin et
al., 1992). The feed forward control takes into account the delay of the steering actuator
of the robot. It also utilises the knowledge of the shape of the reference path. In the
simplest case, the reference point is selected as the nearest point on the reference
trajectory. However, this does not necessarily produce an acceptable performance of the
controller, since the dynamics of the steering actuator are always limited. The
performance of the controller can be easily improved by not picking the nearest reference
point but selecting it at some distance in front of the robot. Shin models the steering
dynamics as a first order lag system. The distance to the reference point is relative to the
driving speed and the delay of the steering actuator. This approach has a clear analogy to
a human car driver looking at the road sufficiently far ahead of the car.
The corrective steering action suggested by Shin is calculated as follows. A reference
point with a reference heading is selected at a proper distance in front of the robot. A path
from the current pose of the robot to the reference point is calculated as a quintic
polynom. This path is recalculated at every control loop and the proper steering angle is
calculated according to the initial curvature of the corrected path. Shin has simulated the
properties of the controller and also tested it using a van (the CMU NavLab) as a test bed.
The research group has been able to reach a driving speed of up to 32 km/h.
Many authors have studied path tracking algorithms which can be proved to be stable.
Samson (Samson, 1993) presents a control algorithm where the feedback of the controller
is time-varying. Although the controller is proven to be stable, Samson states that the
parameters are difficult to determine in such a way that the performance of the controller
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would be satisfactory. The simulation results show significant oscillation of the steering
angle.
Kanayama and Fahroo (Kanayama & Fahroo, 1997) present a control algorithm which
resembles the one of (Shin et al., 1992) The control rule is a sum of the current path
curvature, heading error, and distance error:
d/ds = -a -b -cd, (3)
where a, b, and c are positive constants.
Kanayama and Fahroo prove that the controller is asymptotically stable if a=3k, b=3k2
and c=k3, where k is a positive constant. Varying the constant k, one can change how
strongly the controller tries to return the robot to the reference path. The results were
verified by simulation and with a small scale robot, the results being satisfactory.
However, the authors give no indication of how the controller would behave at high
speeds when the dynamics of the robot (which have been totally omitted) play a
significant role.
5.3.2 Path tracking control algorithms for articulated robots
Path tracking control of articulated robots has recently become a relatively common
research topic. This is mainly due to the increasing interest in automating the operation of
LHD machines in the mining industry. These machines are usually of the articulated type.
Path tracking control of articulated robots is more challenging than controlling car-type
robots due to the more complicated kinematics. The body of the robot consists of two
parts with the articulation link between them. Steering is achieved by changing the
relative orientation of the parts of the machine. The kinematic equation of an articulated
vehicle is as follows:
df/dt = (vfsin+Rfcosd/dt)/(Rf+Rrcos) (4)
where
f is the orientation of the front part
vf is the speed of the front part
 is the steering angle (articulation angle)
Rf is the distance from the front axle to the articulation link
Rr is the distance from the rear axle to the articulation link
The equation implies that the rate of change of the heading of the front part of the robot is
proportional not only to the steering angle , but also to the speed of the machine and the
change rate of the steering angle. Choosing the navigation point is very critical. The
articulation link has been considered an improper choice by many authors. If the
navigation point is beside the reference path, a correction will temporarily deviate the
point even further. This makes it very difficult to stabilise the controller. Another choice
is the middle point of the rear axle (Polotski et al., 2000). Choosing this point only for
52
calculating the deviation from the reference path will certainly produce an unstable
controller. Polotski has added the orientation error as a term in the error criteria, as well
as the error in the steering angle. The latter term requires the reference steering angle to
be calculated for each point on the reference path.
Choosing the middle point of the front axle as the navigation point is a good choice when
driving forward. When reversing, the position controller becomes unstable (Jannok &
Petersen, 1992). Consequently, Altafini (Altafini, 1999) has chosen both the middle point
of the front axle and the rear axle to be controlled simultaneously. In this case, the
controller tries to minimise the transversal distance error to the reference path of both
navigation points simultaneously. The headings of the parts of the robot are included in
the control law.
Ishimoto (Ishimoto et al., 1997) present a typical path tracking controller. The control
law is a sum of the lateral position error, heading error, steering angle error, and steering
angle velocity. All these terms have their own coefficients as tuning parameters and the
sum of the terms is used to correct the speed of the steering actuator. One of the
drawbacks of this controller is that the reference values are obtained using the nearest
path point to the navigation point. Choosing the articulation link as the navigation point is
not justified by Ishimoto. Testing, using a slow, small-scale robot, indicates that the
controller at least works moderately well.
DeSantis has published a proposal for a path tracking controller resembling that of
Ishimoto (DeSantis, 1997). He models an articulated robot taking into account not only
the basic kinematics, but also dynamics. The dynamical equations model the inertial
properties of the mass of the robot. Using the model, DeSantis calculates almost the same
error terms as Ishimoto, namely lateral, heading, and steering angle errors which are
multiplied with proper gains and added to the nominal turning rate to get the corrected
turning rate for the robot. The navigation point is selected to be in the middle of the front
axle of the machine. DeSantis analytically derives rules on how to determine the gains so
that the controller becomes stable. The proposed controller, unlike most of the others
presented in the literature, also includes a speed controller. The performance of the
controller is verified by simulation driving straight and circular paths where the position
and heading errors have been small. The author believes that the controller would also
behave well when the errors are large or the shape of the reference path is more
complicated. The possible weaknesses of the proposed controller include that it does not
take into account the lag of the steering actuator and the nearest point to the navigation
point is picked as the reference point, not a point in front of the robot.
The position controller of Publication VII also selects the middle point of the axle, which
is ahead in the direction of motion, as the navigation point. This means the point is
changed when the direction of motion changes. The controller takes into account the
current curvature of the reference path and adds a corrective term to it. The correction
includes not only heading and position error, but also the predicted position error after
certain time interval t. The time interval is chosen according to the latency of the steering
actuator. In the case of heavy mining machines, it may be up to 0.5 seconds. The
predicted position error is calculated based on the current heading and curvature; that is
the error is the distance of the navigation point from the reference path assuming the
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robot maintains its current heading or steering angle. This type of prediction reacts early
enough not only to the shape of the path in front of the machine, but also to the current
state of the robot, to make the corrections in time. The results using the controller have
been satisfactory allowing the test machines to drive accurately and at full speed along
reference paths containing several curves.
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SUMMARY
Mobile robots are gradually emerging from research laboratories into real civil
applications. Only lately has the technology matured to a level that enables various cost
effective outdoor applications. The first commercial applications have been made for the
mining environment and for various transporting tasks in harbours and factory areas. The
author's work in the area of mobile robotics reflects this same trend during the past
decade. The focus of everyday work has shifted from publicly-funded applied research at
VTT to commercial product development in a company. The same progress also applies
to the publications forming this thesis. The two latest publications cover real life
applications, the rest describing mainly the results of projects where only prototypes have
been developed to prove that the proposed technology works.
Experience has proven that the last step from a working prototype to a commercial
product is surprisingly long. This is caused, especially, by the fact that a mobile robot
consists of so many subsystems and sensors that making them work in a reliable manner
according to the specifications and at a reasonable cost is extremely challenging.
In many cases, it is practical to automate only part of the whole operation of a mobile
robot and handle the most difficult parts by teleoperation. In many cases, this lowers the
threshold to apply mobile robots to real work. This is also the case in the mining
application of Publication VII where filling the bucket of the LHD is handled by
teleoperation.
One of the most important subsystems of a mobile robot is the pose estimation system,
which is also the focus of this thesis. The fusion of dead reckoning and beacon detection,
in particular, has proven to give good results in various applications from small-scale test
machines to heavy mining machines. Various combinations of this technology are
described in Publications I - VII. The applications cover the cases of using both artificial
and natural beacons. In either case, the environment of the robot has to be modelled. The
basic sensors, methods, and algorithms for using a map for pose estimation are covered
by this thesis. Publication VII gives an example of the design of a navigation system
where the natural environment of the robot is modelled and used for pose estimation.
Once the pose estimation problem is solved, the robot has to be able to follow the
required path to the target position. To design a position controller, one has to model the
kinematics of the robot. In many cases, a relatively simple position controller is enough
to maintain the position and heading error within the required limits (see Publication IV)
but, in some cases, the dynamics of the steering have to be taken into account. The
literature states very few examples of designing a position controller for high speed
navigation. Publication VII contains an outline of a position controller which takes the
dynamics of the steering mechanism into account enabling a heavy mining machine to
drive autonomously at full speed and follow a predetermined path with high accuracy.
Although real applications of outdoor mobile robots are reaching the commercialisation
phase a great deal of research and development work is still going on. The technology for
mobile robotics is far from mature. One of the most demanding subsystems required in
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most of the cases is a reliable obstacle detection system which is still lacking.
Improvement here would require both better sensors and better algorithms for processing
sensor data. Another topic would be to increase the intelligence of robots to react in a
sensible and predictable way to various situations which the robot has not encountered
earlier. For example, if a robot could be able to analyse the nature of an earlier unknown
obstacle it could decide whether to cross the obstacle, travel around it or retreat. This
type of behaviour would be required for a robot which is exploring an unknown area. In a
similar way, a robot could react according to the condition of the ground surface (hard,
soft, even, uneven, slippery, etc.). Such ability would be useful in most of the potential
applications.
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