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ABSTRACT 
 
Ptychography is a scanning coherent diffraction imaging technique, where an unlimited 
field of view can be probed with a high spatial resolution. This technique relies on the increased 
coherent flux from third-generation synchrotron sources to measure the absorption and phase of 
a sample. Since ptychography is not limited by the properties of a focusing lens as is the case in 
many imaging techniques, it has the potential to reach the atomic regime. In practice, there are 
barriers to overcome to reach the analytical limit of ptychography. For example, the data process 
required to reconstruct diffraction images to real space images can be computationally intensive. 
In this thesis, experiments were designed to understand these barriers and propose 
solutions to work towards achieving single nanoparticle resolved spectro-ptychography. Iron 
oxide nanoparticles, specifically 𝛼-Fe2O3 were used because they are well characterized, have a 
sharp core edge, and the ptychography imaging detector is sensitive to X-rays at this energy. 
Therefore, iron oxide nanoparticles were ideal to study with spectro-ptychography and to 
identify challenges within the acquisition, dataflow, and analysis. Here, we first compare 
conventional Scanning Transmission X-ray Microscopy (STXM) imaging with ptychographic 
imaging and then use ptychography images to obtain spectra. Both STXM and ptychography are 
spectro-microscopy techniques based on Near Edge X-ray Absorption Fine Structure (NEXAFS) 
spectroscopy, which provides elemental and chemical sensitivity. In this thesis, NEXAFS 
spectro-ptychography was used to obtain the Fe L2,3 NEXAFS absorption and phase spectra. 
The phase signal is theoretically related to the absorption spectrum through Kramers-
Kronig integral. This thesis will use the Fe L2,3 NEXAFS absorption spectra of iron oxide 
nanoparticles to discuss the relationship between absorption and phase. The measured phase 
spectra obtained from ptychography are compared with the calculated phase spectra. Lastly, this 
thesis will summarize some of the critical experimental factors that will play a role in improving 
spectro-ptychography to realize the broad goal of obtaining well-resolved single nanoparticle 
spectra. 
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CHAPTER 1 INTRODUCTION 
 
1.1 Overview  
 Spectro-microscopy is a technique that combines spectroscopy with imaging information. 
This can be used to provide information about materials including their structural and chemical 
composition. There are many types of spectro-microscopy techniques since most forms of 
imaging and spectroscopy can be combined with some ingenuity.1 For simplicity, this work will 
focus on soft X-ray spectro-microscopy (50-3000 eV) with soft X-rays from a synchrotron 
source. Examples of soft X-ray spectro-microscopy techniques include scanning transmission X-
ray microscopy STXM and scanning photoelectron microscopy SPEM.1-3 These spectro-
microscopy techniques can be used to map out the localized distribution of chemical 
components. More importantly, the ability to utilize near-edge X-ray absorption fine structure, 
(NEXAFS) as a contrast mechanism makes spectro-microscopy a useful characterization tool.1 
This chapter will introduce fundamental concepts relevant to this thesis and highlight the 
objective of this work.  
1.2 X-ray interactions with matter  
A beam of X-ray passing through a sample is absorbed to an extent depending on the 
thickness of the sample, its density, and the composition of the sample. Equation 1.1 shows the 
differential equation that describes the attenuation of light as it passes through a sample. 
 −𝑑𝐼 = 𝐼(𝑧)𝜇𝑙𝑑𝑧 1.1 
Where 𝐼(𝑧) is the intensity of the beam, dI is the attenuation, 𝑑𝑧 is the thickness of the sample, 
and 𝜇𝑙 is the linear absorption coefficient of components in the sample.
4  
 
Figure 1.1. A schematic of a photo-absorption process where 𝐼0 is the incident photon on a 
sample with a thickness of 𝑑𝑧 and a decrease in intensity 𝐼(𝑧) as a function of the sample 
thickness. 
 
  2 
 The integrated form of equation 1.1 can be written as 𝐼(𝑧) =  𝐼0 ∙ 𝑒
−𝜇𝑙𝑧. On a 
microscopic scale, this can be further explained in terms of the atomic number density 𝜌𝑎 and the 
absorption cross-section 𝜎𝑎 such that:
4 
 𝐼(𝑧) =  𝐼0 ∙ 𝑒
−𝜌𝑎𝜎𝑎𝑧 1.2 
The X-ray absorption cross-section of an atom or molecule is typically defined as the 
number of electrons excited per unit time divided by the number of incident photons per unit 
time per unit area.5 Therefore, this cross-section can be calculated for single isolated atoms, and 
it includes the contributions of various atomic subshells.6 Figure 1.2 shows an example of the 
atomic absorption cross-section for carbon as a function of photon energy. In this example, there 
are contributions from other non-absorption-related processes, such as elastic (coherent) and 
Compton scattering (inelastic or incoherent). However, the probability of absorption is much 
higher than scattering within the soft X-ray energy range.2 More so, Compton scattering is 
negligible for soft X-rays, therefore it is only absorption and elastic scattering that needs to be 
considered.2  
 
Figure 1.2. Atomic photo-absorption cross-section of Carbon. The total cross-section is the sum 
of the absorption cross-section and elastic scattering. Inelastic scattering is negligible for soft X-
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1.2.1 Atomic scattering factors 
Both atomic interactions mentioned in the previous section (absorption and elastic 
scattering) can be expressed quantitatively in terms of the complex atomic scattering factors f. 
The atomic form factor describes the scattering of the charge density and anomalous scattering 
due to the excitation of electrons. In the small-angle limit or forward scattering direction, f is an 
angle independent scattering factor2 and is denoted as  
 𝑓 = 𝑓1 + i𝑓2 1.3 
where 𝑓1 and 𝑓2 are the phase advance and intensity attenuation respectively.  
1.2.2 Complex index of refraction 
X-ray interaction with matter can also be described with the complex index of refraction 
𝑛(𝑟, 𝐸), as a function of a vector r and incident photon energy E.2,7 The refractive index of X-
rays in a material 𝑛, is complex and less than unity, as shown below 
 𝑛(𝑟, 𝐸) = 1 − 𝛿(𝑟, 𝐸) + 𝑖𝛽(𝑟, 𝐸) 1.4 
Where 𝛿 describes the phase-shifting and dispersion properties of condensed matter and 
𝛽 is the absorption index that describes absorption properties.2 Both energy-dependent terms 𝛿 
and 𝛽 can be expressed as the real and imaginary part of the atomic scattering factors 𝑓1 and 𝑓2 
such that 
 𝑛(𝑟, 𝐸) = 1 − 𝛿(𝑟, 𝐸) + 𝑖𝛽(𝑟, 𝐸) = 1 − 𝐾(𝑓1 + 𝑖𝑓2) 1.5 
where 𝐾 = (𝑛𝑎𝑟𝑒𝜆
2/2𝜋), 𝑛𝑎 is the number of atoms of type a per unit volume, 𝑟𝑒 is the classical 
electron radius and 𝜆 is the wavelength.8 A later section of this chapter will show that the phase 
shift effect, which is related to elastic scattering, and the absorptive effects related to the 
absorption cross-section, complement each other. 
1.3 X-ray photo-absorption and photoemission 
When X-rays are absorbed, this can cause the excitation of core electrons to bound states 
or the photoemission of core electrons to the continuum, thereby leaving a molecule in an 
ionized state.5 This is shown in equations 1.6 and 1.7.  
Photo-absorption: M + hv ⟶  M∗ 1.6 
Photoemission: M + hv ⟶  M+ + e− 1.7 
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During photo-absorption, a core hole is formed and a shortlived excited state M∗, is 
created. In the case of photoemission, an electron is ejected from the atom to form a core excited 
cation, M+. There are two distinct core hole decay processes: fluorescent X-ray emission and 
Auger electron emission.4 For fluorescent X-ray emission, the core hole is filled by an electron in 
the outer shell, and the simultaneously emitted radiation is known as fluorescence.4 In Auger 
electron emission, the atom adjusts to the core vacancy through a non-radiative process, in which 
the core hole is filled by an electron from an outer shell, and energy is conserved by the emission 
of another secondary electron.4,6 As fluorescent and Auger spectroscopy are not related to this 
study, these concepts will not be further discussed here. 
1.4 NEXAFS spectroscopy 
 NEXAFS (also referred to as X-ray absorption near edge structure or XANES) 
spectroscopy measures the photo-absorption cross-section for the excitation or photoionization of 
core electrons.9 When the photon energy is just sufficient to ionize a core electron, there is an 
“edge jump” that occurs at energy specific to the absorbing element. This threshold energy is 
also referred to as the ionization energy (IE), ionization potential (IP) or binding energy (BE).2,5 
At or above the IE, core electrons can be excited to the continuum of states. In the case of photo-
absorption discussed above, bound state transitions involve excitation to final states below the 
IE.5 Figure 1.3 illustrates the principle of NEXAFS spectroscopy.  
1.4.1 X-ray absorption spectrum 
X-ray absorption spectrum can be divided into two parts: the near edge features 
(NEXAFS) and extended X-ray absorption fine structure (EXAFS), which appear > 50 eV. 
EXAFS spectroscopy will not be discussed here.  
In X-ray notation, the absorption edge can be classified as K-edge, which correspond to 
the excitation of a 1s electron, L-edge (L1, L2, and L3), which correspond to the excitation of a 
2s, 2p1/2, and 2p3/2 electron respectively, and so on, while L2,3 edge refers to the spin-orbit split 2p 
shells (2p1/2 and 2p3/2 edges). The 2p edge is split by core hole spin-orbit splitting, which is a 
result of the interaction between a core hole orbital angular momentum 𝑙 = 1, and the spin 
angular momentum, 𝑚𝑠 = ±½.
10 A third symbol 𝐽 can be used to indicate the total angular 
momentum of the core hole, where 𝐽 = 𝑙 ± 𝑠.10 If the orbital angular momentum is 1, the total 
angular momentum can be either 1/2 or 3/2, thus resulting in two peaks. The following sections 
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will highlight the near edge features or resonance-like structures for K shell excitation spectra 
and atomic multiplet effects in L shell excitation spectra. 
 
Figure 1.3. Schematic illustrating NEXAFS spectroscopy. Near Edge resonances in the K shell 
spectra arise from electronic transitions from the ground state to a valence or Rydberg state. 
 
1.5 Characteristic features in K shell spectra 
1.5.1 Core to * transition 
Core to π* transitions occur in molecules with π bonding. This class of transition has been 
studied extensively in conjugated polymers2,9 It is usually the lowest energy structure in low Z 
molecules and lies below the ionization potential.5 
1.5.2 Core to Rydberg and mixed-valence resonances 
Rydberg orbitals are atomic-like features that lie below the vacuum level (Figure 1.3). In 
core to Rydberg transitions, the nucleus and all unexcited electrons appear to the excited electron 
as a single entity with a +1 charge, similar to a hydrogenic nucleus.11 The energy of Rydberg 
states follow the Rydberg formula where the Term Value (TV) is 
 𝑇𝑉 = 𝐼𝑃 − 𝐸𝑛 = 𝑅/(𝑛 − 𝛿𝑙)
2 1.8 
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R is the Rydberg energy, and 𝛿𝑙 is the quantum defect associated with core holes of different 
symmetry (e.g., 𝑙 = 0 is an s orbital, etc.). 
Pure Rydberg states or a mixing of both Rydberg and valence states can exist. The 
intensity of the Rydberg resonance is generally weak but becomes stronger when mixed with 
valence orbitals of similar energy and symmetry.5 Details on Rydberg valence mixing will not be 
discussed here, as they are not relevant to the species examined in this thesis. 
1.5.3 Core to * resonances 
Core to * resonances are usually observed above the ionization potential. These 
transitions are characterized by a broad peak that corresponds to the shorter lifetime of the 
excited state. The higher the * orbital lie in the continuum, the broader the shape of the 
resonance and vice versa.5 
1.6 Multiplet transitions 
 The above descriptions (π,  resonances, etc.) refer to electronic transitions in the 
NEXAFS spectra of organic molecules. In contrast, NEXAFS spectra of 3d transition metals are 
characterized by 2p to 3d transitions with multiplet splitting, described by atomic multiplet 
theory. In transition metal oxides, the one-electron excitation description is not applicable for 
metal L2,3 edges. This is because there is a strong overlap between the core wave function and 
the valence wave function.12 In the final state, the core orbitals are partly filled as in 2p5, which 
can interact with the partly filled 3d band. For example, in Fe2O3, 2p5 interacts with the 3d6 
configuration. It is this strong overlap that creates a set of 2p3d final states and is referred to as 
an atomic multiplet effect.12 This intra-atomic effect can be perturbed by the interactions with 
surrounding atoms, which gives considerable chemical sensitivity. 
1.6.1 Crystal field splitting  
The effect of the crystal field is based on electrostatic interaction between a metal ion and 
its ligands.13 Ligands can be modeled as a negative point charge that repel electrons in the d 
orbitals of the metal ion. Although there are some drawbacks to this model as it ignores covalent 
interactions, it is still useful in interpreting the electronic structure and spectroscopy of the metal 
ion.  
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In crystal field theory, the five 3d orbitals lose their degeneracy and become split in 
energy into two distinct representations of 𝑡2𝑔 and 𝑒𝑔 symmetry, for example, when in an 
octahedral environment.14 Figure 1.4 shows the energy change of the d orbitals from an ion with 
no ligands (no point charge source) to a spherical ligand field and lastly to an octahedral ligand 
field. Crystal field splitting is compounded with multiplet effects to make a rich NEXAFS 
spectrum. 
 
Figure 1.4. The change in energies of electrons occupying the d orbitals of a metal ion. From left 
to right: Degeneracy of the d orbitals when ligands are at an infinite distance away, spherical 
ligand field, and octahedral ligand field. 
 
1.7 Dipole selection rules 
The transition between initial and final states can be described in terms of the dipole 
selection rule. The transition dipole moment 〈𝜇〉 is defined with the integral 
 〈𝜇〉 = ∫ 𝜓𝑓𝑖𝑛𝑎𝑙 




where 𝜓𝑖𝑛𝑖𝑡𝑖𝑎𝑙 and  𝜓𝑓𝑖𝑛𝑎𝑙  are the wavefunctions of the initial and final states, and ?̂? is the dipole 
operator. A transition is allowed when the dipole moment associated with the transition from one 
state to another state is non-zero, 〈𝜇〉 ≠ 0. 
 An example of the dipole selection rule is the Laporte selection rule of atomic orbitals, 
where a transition is allowed when ∆𝑙 = ±1 and the spin is conserved ∆𝑠 = 0. The Laporte 
selection rule is not effective in describing non-centrosymmetric molecules. However, lower 
symmetry systems (such as iron oxide) follow an atomic propensity rule, where 𝑠 → 𝑝, 𝑝 → 𝑠, 
and 𝑝 → 𝑑 transitions are found to be strong. 
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1.8 Why is NEXAFS important in this study? 
NEXAFS is known to be sensitive to functional group identity, oxidation states, and the 
coordination environment of various elements.5,15 The peak positions and spectral line shape in a 
NEXAFS spectrum can be directly correlated with the nature of the unoccupied electronic 
structure.16 Therefore, NEXAFS can provide information on the electronic structure of each 
element present in a sample.10 In this study, the NEXAFS contrast mechanism is used to explore 
the L edge (2p to 3d transitions) of a transition metal oxide nanomaterial.  
1.8.1 Quantitative analysis in NEXAFS 
NEXAFS can be used for quantitative analysis. This is because the transmission of 
photons can be converted to an optical density (OD), following Beer-Lambert law 
 𝑂𝐷 = −𝑙𝑛
𝐼
𝐼0
= 𝜇𝑙 ∙ z = 𝜇 ∙ 𝜌 ∙ 𝑧 1.10 
where 𝜇 is the mass absorption coefficient. The OD is dependent on the property of the sample 
and is a function of the atomic absorption cross-section (equation 1.2). In the absorption cross 
section, the size of the edge jump is related to the number of absorbing atoms.5 Therefore, 
NEXAFS spectra can be used for quantitative purposes when normalized to the incident photon 
flux. 
1.9 NEXAFS spectroscopy of iron oxide nanoparticles 
1.9.1 Properties and structure of iron oxide nanoparticles 
Iron-based compounds are interesting because they provide the basis for the design and 
manufacture of technologically advanced systems.16 Iron oxides Fe2O3 and Fe3O4 in particular, 
exhibit unique optical, electronic, and magnetic properties useful in various applications.17,18 For 
example, iron-based nanomaterials are highly favored as catalysts, useful in spintronics, and as 
information storage devices.16,19  
Various forms of iron-based materials exist, and they differ in their structure. Common 
examples are 𝛼-Fe2O3, 𝛾-Fe2O3, and Fe3O4. 𝛼-Fe2O3 nanoparticles, also known as hematite, 
possess a rhombohedral symmetry (space group R-3c) and corundum structure, where oxygen 
atoms are arranged in a hexagonal closed packing with Fe3+ ions in octahedral sites.16,20 The 
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difference in the physical structure of iron-based nanoparticles can be interpreted by their 
electronic structure. 
1.9.2 L edge features in iron oxides 
Studies have shown that the NEXAFS spectrum at the Fe 2p edge is characterized by two 
absorption bands. This is a result of spin-orbit splitting.16,18 Figure 1.5 shows a narrow band 
between 705 eV and 715 eV at the L3 edge (3/2), and a much broad band between 720 eV and 
725 eV at the L2 (1/2) edge. The multiplet effects resulting in individual peaks within each band 
are more visible at the L3 edge than at the L2 edge. This is shown in Figure 1.5 for different types 
of iron oxide materials.  
In an isolated Fe atom (3d6 4s2 configuration), the ground state of the 3d shell is split into 
5 𝐽 substates by 3d spin-orbit coupling.14 For a 3d6 to 2p5 3d7 transition, the 2p3d multiplet 
interaction for each 𝐽 state results in many atomic states.14 It is the combination of these final 
states that give the fine structure in the spectra.  
In 2p X-ray absorption of ionic solids, the crystal field theory acts on the atomic multiplet 
states.14 In other words, the fine structure is a combination of final states due to atomic multiplets 
and the surrounding atoms. However, iron oxides are covalent and cannot be effectively 
described with crystal field theory. De Groot et al.14 uses charge transfer multiplet theory 
calculations to describe the L edge features in iron oxides. The charge transfer effects are based 
on energy differences between different occupations of the 3d states due to the core hole 
potential.12 In this work, we will refer to the multiplets in terms of their crystal field splitting. 
According to crystal field theory, the L3 edge peak is split into 𝑡2𝑔 and 𝑒𝑔 respectively for an 
octahedral surrounding. This crystal field splitting is shown in the literature NEXAFS spectra of 
various iron oxide compounds (Figure 1.5).  
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Figure 1.5. Iron 2p NEXAFS spectra of Hematite 𝛼-Fe2O3, Maghemite 𝛾-Fe2O3, and Magnetite 
Fe3O4 nanoparticle assemblies in total electron yield mode. Figure reprinted from Sun, S., et 
al.18, with permission. 
 
1.10 NEXAFS microscopy 
 As indicated in previous sections, NEXAFS spectroscopy can be useful in characterizing 
the chemical composition of materials. In NEXAFS microscopy, imaging can be performed at 
specific energy or spectra can be obtained by imaging a small spot. In general, NEXAFS 
microscopy is not as sensitive as other spectroscopic techniques (IR, NMR, etc.) in identifying 
functional groups and specific moieties. However, its power is mostly based on its ability to 
exceed the spatial resolution of these other spectroscopic techniques.9 The following section will 
discuss the principle of X-ray microscopy with emphasis on the technique related to this work, 
which is STXM. §1.10.3 will then highlight what spectro-microscopy is and how it fits within 
the context of this study.   
1.10.1 Scanning transmission X-ray microscope (STXM) 
STXM is a zone plate-based transmission microscope. Figure 1.6 shows a schematic of 
STXM on a synchrotron source with an overview of STXM optics. Monochromatic X-rays are 
focused by the zone plate and the first-order diffraction focus is selected with the order sorting 
 
  11 
aperture (OSA), which illuminates the sample before transmission is measured by the STXM 
detector. An image is then generated from the transmitted photons by raster scanning the sample 
through the focus spot. 
 
Figure 1.6. A. Schematic of Scanning Transmission X-ray Microscope (STXM) B. STXM optics 
showing the zone plate, OSA, sample, and detector. Figure reprinted from Ade, H., and 
Hitchcock, A.2, with permission. 
 
1.10.2 Spatial resolution in real space imaging 
Microscopic techniques that use a lens as the focusing optic are referred to as real-space 
imaging. STXM is considered a real space imaging technique because of the use of a zone plate 
as the focusing optic (Figure 1.6 B). The spatial resolution of a STXM is determined by the 
width of the outermost zone of the zone plate. In other words, the spatial resolution depends on 
the quality of the zone plate.2 The Rayleigh resolution of a ‘perfect’ zone plate is 1.22 times the 
outermost zone width (1.22 × ∆𝑟𝑛).
2 Various studies suggest a typical spatial resolution at about 
30 nm for STXM images.1,2,21 Hitchcock et al. notes this to be the case in their study of 
individual cells in magnetotactic bacteria, with the use of a 25 nm outer zone plate.22 §1.11 will 
introduce a relatively new imaging technique called ptychography that has the potential for 
higher resolution imaging than conventional STXM imaging. 
1.10.3 Spectro-microscopy 
Spectro-microscopy is the combination of spectroscopy and microscopy. In general, there 
are two forms to this technique: spectra can be generated at small sample domains, or 
microscopic images are acquired using electronic transitions to create an image contrast.11 In the 
case of the latter, the microscopic images are measured at different energies and are referred to 
as a ‘stack’ or image sequence.2,23 There is a change in image contrast when components of a 
sample strongly absorb photons at the absorption edge energy. Figure 1.7 illustrates this principle 
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with the pre-edge image and a series of high contrast images corresponding to strong X-ray 
absorption. 
 
Figure 1.7. Schematic of a TXM based spectro-microscopy data from multi-energy image 
sequences to spectra. Figure adapted from Guttmann et al. licensed under CC BY 3.0.24  
 
The image stack allows the chemical mapping of components in a sample, and the ability 
to distinguish between elements and between different chemical forms of the same element. 
Therefore, spectro-microscopy with NEXAFS based contrast mechanism can be used to probe 
specific and small regions or domains in a sample (micro-spectroscopy). This is unlike 
conventional NEXAFS with a single spot (typically 5-10 micron up to mm in size), where there 
is an “averaging effect” that may lead to a loss of information when measuring across a sample 
domain.5 This study will show the results of a NEXAFS spectro-microscopy technique using 
iron(III) oxide nanoparticles. 
1.11 Ptychography 
Ptychography is a coherent diffraction imaging (CDI) technique commonly referred to as 
a ‘lensless’ technique. Ptychography involves raster scanning to record a series of diffraction 
pattern from overlapping spots.25 The diffraction patterns are then used to make a real space 
image, through a reconstruction algorithm. Ptychography is ‘lensless’ because the setup does not 
require a focusing optic, therefore the sample can either be in focus or out of focus. This means 
that ptychography eliminates spherical aberrations, low numerical aperture, and diffraction 
limitations associated with other imaging techniques.25 Hence, it is capable of measuring higher 
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resolution images. Figure 1.8A shows a ptychography setup which includes a pinhole, the 
sample, and a far-field diffraction pattern captured by the ptychography detector. The sample is 
scanned in the x-y plane while ensuring that there is an overlap between spots (Figure 1.8B). 
This overlap or so-called ‘oversampling process’ ensures a high redundancy of information 26 
required for the iterative (algorithmic) process used to solve for the sample image. An iterative 
process reconstructs the diffraction patterns by solving a ‘phase problem’, a term that is common 
in the field of X-ray crystallography. In ptychography, the solution of the phase problem can be 
extended to non-crystalline or non-periodic samples.27 
 
Figure 1.8. A. Schematic of scanning coherent diffraction imaging technique (Ptychography) B. 
Oversampling of the region of interest or target area is performed in ptychography. Figure 
adapted from Giewekemeyer, K., et al. licensed under CC BY 4.0.26 
 
1.11.1 The phase retrieval problem in ptychography 
The concept of ptychography was first published by Walter Hoppe in 1969 28,29 as a 
solution to the phase problem – where the phase relationship between parts of a wave is lost 
during experiments leaving only information about the magnitude/ intensity of the wave.28 The 
general idea here is to reconstruct the entire wavefield scattered from an object. Although, the 
advancements we have today were lacking then, Hoppe and Strube 29 were able to demonstrate 
this idea using visible light optics.28 This laid the groundwork for future experiments in 
developing ptychography alongside the improvements made with other imaging techniques. 
The far-field diffraction pattern shown in Figure 1.8 describes the multiplicative 
transmission function of the object 𝑇(𝑟, 𝐸) and probe function 𝑃(𝑟, 𝐸) (also referred to as the 
illumination function falling on the object).28,30 
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 𝜓(𝑟)
𝑗
= 𝑇(𝑟, 𝐸) ⋅ 𝑃(𝑟, 𝐸)      1.11 
Where r is a real space two-dimensional vector, and E is the incident X-ray energy at the Jth 
scanning position. As stated earlier, this diffraction pattern only measures the intensity of the 
wave. The coherent diffraction intensity at a Jth scanning position can be expressed as 




   1.12 
Where ℱ is the Fourier transform operator and q corresponds to the reciprocal space 
coordinate.30,31 Hence, the phase retrieval process is an inverse Fourier transform calculated at 
each scanning position, to obtain the phase changes along with the amplitude (related to intensity 
changes or absorption) of the object.  
There are many phase retrieval algorithms used to perform this calculation for 
ptychography data. The most common algorithm is the Ptychographical Iterative Engine (PIE), 
used by multiple codes (e.g. Scalable Heterogeneous Adaptive Real-time Ptychography, 
SHARP).32 SHARP is used in this work, however, this thesis will not discuss in detail the theory 
behind the PIE algorithmic process. The important thing to note here is that ptychography 
provides information on the change in amplitude and phase after a wave transmits through an 
object. Figure 1.9 illustrates a simplified ptychography process used to generate a high-resolution 
real space image. 
 
Figure 1.9. Ptychography data analysis procedure. Reciprocal space images (diffraction patterns) 
are reconstructed to amplitude and phase images with an iterative algorithm. 
 
1.11.2 Spectro-ptychography 
As the name implies, Spectro-ptychography involves a series of diffraction patterns 
recorded at each pixel and across a sequence of photon energies. The reconstructed real space 
images, now expected to be at a higher resolution than STXM, are then used to obtain 
spectroscopic information, similar to spectro-microscopy. This in turn means that spectra 
recorded at a higher resolution enhance the ability to characterize sub-nanometer samples.  
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Zhu et al. have demonstrated a spatial resolution of 7 nm at the Fe 2p edge in their study 
of individual cells in magnetotactic bacteria.33 Also, Shapiro et al. achieved a spatial resolution 
of 3 nm in their study of test patterns, which can be compared to the resolution of the wavelength 
and numerical aperture limit of the detector (2.7 nm).34 Both studies show the potential of 
spectro-ptychography for high-resolution imaging and chemical sensitivity. In this study, 
spectro-ptychography is used to study Fe nanoparticles, and to highlight the challenges faced 
when acquiring spectro-ptychography data at the spectro-microscopy beamline at Canadian Light 
Source (CLS).  
1.12 Relationship between phase and absorption spectra 
 One of the benefits of ptychography is that the phase signal provides new information 
that complements NEXAFS measurements.35 A phase shift occurs when the incident wave 
interacts with the object. Recall the complex transmission function shown in equation 1.11. This 
transmission function can be related to the refractive index in §1.2.2 as follows 30,35  
 𝑇(𝑟, 𝐸) = 𝑒𝑥𝑝 (2𝜋𝑖(𝑛(𝑟, 𝐸) − 1) ∙ 𝑧(𝑟)/𝜆) 1.13 
where 𝑧(𝑟) is the local sample thickness, and 𝜆 is the wavelength of the illumination. From 
§1.2.2, the phase, 𝛿 and absorption information, 𝛽 can be used to describe the complex refractive 
index of a sample. Therefore, the complex transmission function can then be written in terms of 
absorption or phase 30  
 𝑇(𝑟, 𝐸) = 𝑒𝑥𝑝 (
−2𝜋
𝜆
𝛽(𝑟, 𝐸) 𝑧(𝑟)) 
1.14 
 
𝑎𝑟𝑔 𝑇(𝑟, 𝐸) =
−2𝜋
𝜆
 𝛿(𝑟, 𝐸) 𝑧(𝑟) 
1.15 
The phase and absorption can both be obtained experimentally with ptychography, and they can 
be related theoretically using Kramers-Kronig analysis on the dispersion of X-rays.  
1.12.1 Kramers-Kronig integral 
 The Kramers-Kronig (KK) relationship can be used to calculate the phase shift δ from the 
absorption data β and vice versa. In other words, it relates the real and imaginary components of 
the atomic scattering factors 𝑓1 and 𝑓2 to each other (Equation 1.5). A simplified integral used to 
numerically calculate one component from the other is as follows 
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Z is the atomic number, E is the photon energy, and ϵ is the integration photon energy. P is the 
Cauchy principal value since the integral is undefined at 𝐸 = 𝜖.36 This equation implies that a 
correct estimate of 𝑓1 requires integration over an infinite spectral range. However, a typical 
absorption spectrum or ‘𝑓2 data’ obtained experimentally considers a finite spectral range to 
observe distinct features of the molecule, the absorption threshold region. It is, therefore, useful 








𝜅 describes the energy-dependent weighting of 𝑓2(𝜖) in determining 𝑓1(𝐸). Henke et al. 
have done work to build a database of tabulated atomic data, where the integral for 𝑓2(𝜖) data 
over the range of 10 ≤ ϵ ≤ 30 000 eV is used to obtain 𝑓1(𝐸) over the range of 50 ≤ 𝐸 ≤ 30 000 
eV.7,8 For calculation purposes, the near edge data is first spliced into the Henke atomic data of 
𝑓2(𝜖) and the integral is carried out to obtain a near edge determination of 𝑓1(𝐸).
8 Figure 1.10 
shows an example of the 𝑓1, 𝑓2 and Henke data. 
 
Figure 1.10. Comparison of  𝑓1 values (using the amorphous carbon near edge 𝑓2 data of 
Dambach et al.37) with experimental measurements of  𝑓1. The boxes show the original 𝑓2 values 
and the curve is the smoothed and spliced version of the same data to match Henke data. Figure 
reprinted from Jacobsen, with permission.38 
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1.13 Research objectives 
The objective of this work is to develop methods to obtain single nanoparticle resolved 
NEXAFS spectra using spectro-ptychography. This work restricts itself to the use of iron oxide 
nanoparticles because they have a sharp core edge, the ptychography detector is sensitive to 
photons at the iron 2p edge energies, and well-characterized samples are available. Therefore, 
iron oxide is a suitable candidate to push the analytical limits of performing spectro-
ptychography at the spectro-microscopy beamline at CLS. 
Since ptychography can provide additional information on the phase changes, it becomes 
important to understand how the phase spectra compared to the absorption spectra. §1.8.1 points 
out that NEXAFS is useful for quantitative analysis, but the use of phase signals for quantitative 
purposes is not well understood. Nonetheless, phase contrast imaging is significant because it 
can provide imaging with a lower radiation dose than with absorption imaging, especially at 
photon energies where the absorption contrast is weak.39 This is useful in cases where radiation 
damage is a concern.34 This work will explore the phase spectra from spectro-ptychography 
results and use Kramers-Kronig integral to show the relationship between absorption and phase. 
The Kramers-Kronig integral is also used on experimental Fe 2p absorption spectrum for the 
following iron-based compounds: 𝛼-Fe2O3, 𝛾-Fe2O3, Fe3O4, FeO(OH), Fe2O3·0.5H2O, FeCO3, 
green rust, and oxidized green rust. Each of these absorption spectra was obtained from Dr. M. 
Obst40 to calculate their corresponding phase spectra. 
Lastly, this work will highlight the experimental and practical factors that affect spectro-
ptychography, at the time of writing. It is important to point this out for a better understanding 
and appreciation of how spectro-ptychography data is acquired and processed at CLS. For 
example, the data analysis pipeline is constantly evolving and has been streamlined for easier 
use. This will ultimately play a role in improving the ability to work towards single nanoparticle 
spectro-microscopy. 
The outline for the rest of this thesis is as follows: Chapter 2 is intended to cover 
experimental methods, Chapter 3 entails the results and discussion section, Chapter 4 concludes 
with the main contributions of this work, limitations, and future work on spectro-ptychography.
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CHAPTER 2 EXPERIMENTAL AND METHODS 
 
2.1 Sample preparation 
 Iron oxide nanoparticles used in all experiments conducted were obtained from US-
Nano41 and Nanocomposix.42 The sample preparation described herein involves getting the 
purchased samples ready for soft X-ray spectro-microscopy analysis. 
2.1.1 Iron(III) oxide Fe2O3 
Size-specific iron(III) oxide dispersions (10 nm α-Fe2O3 and 30 nm α-Fe2O3 15 wt% in 
ethanol) were purchased from US-nano.41 A portion of this solution was diluted to 0.1 % (w/v) in 
ethanol to ensure that the particles were monodispersed. The resulting diluted solution was 
sonicated for 45 min to 1 hr and a drop of the solution was cast on TEM grids and SiNx 
windows. 
2.1.2 Iron(II, III) oxide Fe3O4 
20 nm Fe3O4 was also purchased from Nanocomposix.42 Similar to the preparation of α-
Fe2O3 samples, each solution was sonicated for 45 min and immediately cast on Formvar/C TEM 
grids for initial TEM images to identify sample areas. Spectro-ptychography results for this 
sample are not included in this work. 
2.1.3 TEM survey 
TEM imaging was conducted at the WCVM imaging center. A TEM survey was needed 
to locate sample areas before STXM-ptychography experiments. This allows us to be as efficient 
as possible due to the limited time available for measurements. A region can be identified with 
TEM to contain the sample in question and to ensure there are no artifacts. Also, the goal was to 
identify monodispersed particles to examine single nanoparticles with STXM-ptychography. 
Therefore, a TEM survey becomes useful to select a region with even distribution of 
nanoparticles.  
2.1.4 Dynamic light scattering 
Dynamic Light Scattering (DLS) was performed to further verify the size of the 
nanoparticles purchased. It is a useful tool in characterizing the sizes of many nanoparticles as it 
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gives an ensemble average based on diffusing particles. DLS results of α-Fe2O3 nanoparticles 
purchased from US-nano are included in the supplementary information. 
2.1.5 Mounting sample on a STXM sample plate 
After confirming the presence of nanoparticles and choosing a specific region with TEM, 
the TEM grid or SiNx window was mounted on a calibrated STXM sample holder (Figure 2.1). 
The sample was then previewed with an optical microscope before the beamtime experiment. 
The following experimental sections describe the procedure for a STXM-ptychography setup. 
 
Figure 2.1. Left. Location-tagged SiNx membrane (50 nm thick and 0.5 x 0.5 mm window size) 
on a STXM sample plate. Middle. Close-up of holey patterns on SiNx membrane (2.0 µm hole 
size). Right. TEM image showing α-Fe2O3 nanoparticles. 
 
2.2 Spectro-microscopy beamline 
All experiments were performed at the spectro-microscopy, SM beamline at Canadian 
Light Source, CLS using an elliptically polarized undulator EPU source. The same spectro-
microscopy facility was used for both ambient STXM and ptychography measurements. The end 
station of this beamline consists of photon shutters, a plane grating monochromator, Fresnel zone 
plate focusing optic, an order sorting aperture, and a sample plate to hold the sample in position 
(Figure 1.6). In the case of STXM measurements, a scintillator coupled with a photomultiplier 
tube PMT was used as the detector. Ptychography required the use of a charged coupled device 
CCD as the detector. 
The STXM microscope at the SM beamline is controlled by the STXM branch Graphical 
User Interface (GUI) and the STXM control software on the STXM control computer (S.I. 
Figure 5.1). The STXM branch GUI can be used to open/ close the SM photon and beam shutter 
to allow/ block X-rays from going further down the beamline. It can also be used to select a 
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specific edge, energy range, polarization, and other parameters to optimize the microscope for 
measurements. The absorption edge selected for Fe 2p is 710 eV and a circular left polarized 
light was used for all measurements. Other scan parameters are included in the supplementary 
information (S.I. Table 5.1 andTable 5.2). 
2.2.1 STXM setup  
The sample was mounted in the STXM chamber, and the chamber was then pumped to a 
rough vacuum (~ 0.2 torr). The microscope was calibrated along with a series of OSA, detector, 
and focus scans to ensure the sample was in focus and optical elements were aligned. The goal 
here was to make sure the beam was fully optimized for STXM-ptychography measurements. 
STXM was used to locate a sample region in focus. This region was intended to act as a template 
for further experiments with ptychography mode. Once a suitable template was found, the PMT 
detector was switched to a charged coupled device (CCD) to obtain ptychographic results. 
 
Figure 2.2. Top and side view of STXM-ptychography set up at the spectro-microscopy 
beamline, CLS. Image courtesy of Dr. J. Wang. 
 
2.2.2 STXM-ptychography 
 Ptychography at the spectro-microscopy beamline uses the scanning capability of STXM, 
hence it can be referred to as STXM-ptychography. A specially designed ptychography OSA 
with 30 µm holes and a 40 nm zone plate was used for experiments. Once ready to switch to 
ptychography imaging, the STXM-ptychography chamber was pumped to a higher vacuum than 
in conventional STXM. Also, the shutter control cable was changed so that the shutter signal was 
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used as the trigger for CCD imaging. The STXM software controls the piezo shutter on the 
beamline to limit users to radiation exposure. 
2.2.3 CCD camera 
 A pixel or image sensor is required to capture the diffraction patterns in ptychography. In 
this work, 1024 x 1024-pixel Andor CCD or 2048 x 2048-pixel GreatEyes CCD camera was 
used to capture each diffraction pattern in a step scan mode. The CCD image sensor collects 
scattered photons in pixels, and the photons create electric charges that are read as analog 
voltages. The voltages are converted to digital values and processed to form a visible image.  
A water-cooling system was in place to lower the temperature of the camera to -40° C 
which reduces camera noise (Figure 2.2). Most of the results shown herein use the Andor 
camera, however, some beam time experiments involved the use of the GreatEyes camera on the 
cryo-STXM. The software operated for these cameras was the Andor Solis or the GreatEyes 
Vision 8.0 packages. 
2.3 Ptychography data acquisition 
2.3.1 Single image 
 A typical ptychography scan involves the simultaneous operation of the CCD software 
and the STXM control software. The CCD camera is used to record a series of diffraction 
patterns at locations determined by the STXM control software. The time it takes for the camera 
to acquire and transfer data must match the sample scan pixel rate on the STXM control. Hence, 
the camera data acquisition is triggered at each pixel position, through the trigger control. For a 
camera dwell time or exposure time of 800 ms (actual data acquisition time), a STXM control 
dwell time of 3000 ms was used to account for the measurement and data transfer time. 
Challenges with the data acquisition and synchronization process will be discussed in §3.5.1. 
2.3.2 Data redundancy in ptychography 
In ptychography, the selected region is raster-scanned in such a way that each diffraction 
pattern at a single-pixel overlaps with that of the adjacent scanning spot. This helps to ensure 
convergence of the iterative reconstruction process. Therefore, the overlap condition is important 
to note before starting any step-scan measurement. Figure 2.3 illustrates the overlap of 
diffraction patterns required for the iterative process described in §2.4. A background image was 
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obtained by measuring in the absence of the beam. The detector software automatically corrects 
for counts by subtracting this pre-recorded background image. 
 
Figure 2.3. Schematic of 4 overlapping diffraction patterns (step size = 0.05 µm). Arrows 
between each diffraction pattern represent the scanning direction. Other arrows describe the 
iterative process between the Fourier space and real space to find the complex-valued 
transmission function, 𝑇(𝑟) at single energy (710 eV). Image concept adapted from Pfeiffer F.31 
with data used in this thesis.  
 
2.3.3 Spectro-ptychography 
For spectro-ptychography, an image ‘stack’ (a sequence of ptychographic image datasets) 
was measured at a series of different energies. A fine scan (closer energy spacing) was 
performed at energies where we expect to see detailed spectral features (0.2 – 0.5 eV). At other 
regions in the spectrum, the energy interval for image acquisition was 1 – 5 eV. Hence, a coarse 
scan was performed at these regions. In doing so, the beam time was managed effectively while 
still providing relatively well-resolved spectra. Figure 2.4 illustrates the fine and coarse energy 
ranges using literature NEXAFS spectra of Fe2O3 obtained from Dr. M. Obst.40 
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Figure 2.4. Figure indicating the regions for fine and coarse ptychography image scans in Fe L2, 3 
edge NEXAFS region. Dr. M. Obst, private communication.40 
 
2.4 Data processing 
The process of reconstructing diffraction images to real space images can be very tasking. 
The fundamental problem consists of finding the correct phases that go along with the measured 
intensities, such that together they can be Fourier transformed into real space images.32 In this 
work, a SHARP code32 based on the ptychographic iterative engine (PIE) algorithm was 
implemented at the CLS by Dr. J. Wang and Dr. Y. Hao. SHARP is an open-source software 
package that can be used to solve ptychographic problems (phase retrieval problems).  
The iterative process carried out by the SHARP code started with a random initial guess of 
the object 𝑇0(𝑟). Other input data included were the initial illumination 𝑃0(𝑟) and a Fourier mask 
used to refine the illumination.32 The estimated object was then Fourier transformed 𝜓0(𝑞), and 
the Fourier transform was made to conform to the known intensity.43 In other words, the 
intensity distribution or diffraction of the random object was replaced with the experimental 
diffraction (i.e., the model). This updates the exit wave from the object to give 𝜓1(𝑟) and the 
process is continued until convergence (Figure 2.5). In much simpler terms, the code was used to 
calculate a series of Fourier and inverse Fourier transforms until the magnitude of the overlap 
error was small. 
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Figure 2.5. Ptychography iterative phase retrieval process. I and a denotes intensity and 
amplitude respectively. Image concept adapted from Sun, T., et al.44 
 
In practice, the phase retrieval process in ptychography is usually performed offline after 
the data acquisition, which may be a few days after beam time experiments. This is unlike many 
other microscopic techniques where the sample is imaged in real time, and adjustments can be 
made to improve the image resolution. Here, acquiring diffraction images allow the potential for 
higher resolution images but it can be tedious to reconstruct each image while collecting raw 
diffraction images. Ideally, the images are reconstructed simultaneously with data acquisition for 
better navigation to ensure the scan focuses on the sample area. This is currently not the case for 
STXM-ptychography experiments at CLS. Also, the ptychography phase retrieval process can 
result in reconstruction image artifacts, and if this happens the experiment will need to be 
repeated at the expense of time (§3.5.6). The reason for a reconstruction output with artifacts is 
unclear and requires a good understanding of how the PIE algorithm works. One of the research 
objectives in this thesis is to first understand what does not work and highlight any inefficiency 
in ptychography data analysis. This will help bridge the knowledge gap between developers and 
everyday users. 
Figure 2.6 shows a schematic of the ptychography data flow between each computer used 
to acquire and process data. After acquiring data during a beam time shift, the diffraction images 
 
  25 
were transferred from the STXM computer to a high-performance computer (ptychography 
workstation at SM beamline) for data processing. This computer is ideal for handling 
ptychography data as it consists of an 8 core CPU for its processing capability and 6GB GPU for 
parallel computing. Data pre-processing code was first used to convert between data file formats 
(§2.5). After this, the SHARP code then reconstructs the data to give an amplitude and phase 
image. Note that the amplitude is related to intensity as indicated in Figure 2.5.  
The SHARP code was executed using Spyder, an open-source python development 
environment for scientific programing. When running the SHARP code on Spyder, the amplitude 
and phase image can only be reconstructed for diffraction patterns acquired at a single energy. 
Therefore, this process was repeated for each energy point in a stack data. §2.6 discusses the data 
analysis performed to obtain spectro-ptychography data. 
 
Figure 2.6. Ptychography data flow from data acquisition to data processing and to image stack 
alignment and spectra (spectro-ptychography). 
 
2.5 Data formats 
Each of the steps shown in Figure 2.6 results in a different file format used as the input 
file for the next step. This section is intended to cover the data formats used for each step of the 
data acquisition, data pre-processing/ processing, and analysis. The camera saves the diffraction 
image in a .fits file format. This diffraction image serves as the file input for pre-processing, 
along with a background image .bg, and a STXM .hdr file, which contains scan metadata. This 
data was pre-processed to an input .cxi file for SHARP, and then the final reconstructed output 
was in .jpg and .tif format. The .tif amplitude and phase image output was useful to manually 
obtain the spectroscopic information using aXis200 software.45 This manual process involved 
setting the x,y scale, energy, dwell time, and changing the mesh for each amplitude and phase 
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image. The resulting images were written in .axb (aXis format). Amplitude and phase images 
were arranged into separate stack list .sl input file. This input file was saved as an image 
sequence in binary format .ncb for further analysis. 
2.6 Obtaining a spectrum from reconstructed image stack 
The process of obtaining a spectrum was performed using the un-compiled version of 
aXis2000 software45 running on IDL versions 8.1- 8.7. This software was used for viewing and 
processing X-ray microscopy images, spectra, and stacks. The amplitude image stack was 
aligned using aXis2000 autocorrelation routine (ZSTACK align), where each preceding image 
was used as a reference image for alignment. After this step, the alignment shift .aln file from the 
amplitude image stack was applied to the phase image stack. Both aligned and trimmed stack 
files were saved as a.ncb aXis binary format, where a denotes that the stack file was aligned. 
Absorption and phase spectra were extracted from the aligned amplitude and phase image stacks 
respectively by using a stack process script on aXis2000. All absorption spectra shown in this 
work are in optical density (OD). The optical density spectra were obtained using Beer’s law by 
defining 𝐼0 and 𝐼 regions in the image. The phase spectra measure the phase shift, and both 
absorption and phase spectra are presented without normalization. 
2.7 Kramers-Kronig relations 
The process of calculating the phase data 𝑓1 from absorption data 𝑓2 was carried out using 
the KK_gui program created by Dr. C. Jacobsen.8 Any noise from the data was first filtered out 
by applying a Fourier filter to each spectrum. The next step involved numerically calculating 𝑓1 
with the Kramers-Kronig integral shown in equation 1.16. Kramers-Kronig analysis was 
performed on NEXAFS of iron oxide compounds from Dr. M. Obst.40 and on the measured 
iron(III) oxide absorption spectrum in spectro-ptychography. The NEXAFS data obtained from 
Dr. M. Obst40 was normalized by matching each spectrum to the Henke atomic photo-absorption 
cross-section (see Figure 1.10). Once the NEXAFS data was normalized, the KK_gui code was 
used to estimate the phase signal for each iron-based compound. To further test the Kramers-
Kronig transform, the measured absorption spectrum from spectro-ptychography was used to 
calculate another phase spectrum. These results are presented at the end of chapter 3.  
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CHAPTER 3 RESULTS 
 
3.1 Characterization of purchased FeOx nanoparticles 
TEM results of iron oxide nanoparticles purchased are shown in Figure 3.1. It is 
important to characterize the samples purchased and to make sure they are in fact what was 
intended for the experimental design in this work. TEM results indicate that the nanoparticles 
form aggregates. 
 
Figure 3.1. Left: TEM image of 10 nm α-Fe2O3 aggregates. Right: TEM image of 20 nm Fe3O4 
aggregates. The nano-rod structures are not of any particular interest here and are a result of 
nanoparticle synthesis. 
 
In this work, we demonstrate spectro-ptychography with these nanoparticle aggregates as 
they are easier to measure than isolated nanoparticles. This is a step towards realizing the broad 
goal to measure systems that are well mono-dispersed and identify the analytical limit of spectro-
ptychography. Measuring single nanoparticle resolved spectro-ptychography is currently a 
challenge due to the spatial resolution limit in STXM (with the use of a 35/ 40 nm ZP). Since 
STXM is first used to find suitable regions for ptychography imaging, it can be difficult to find 
and focus on smaller sized nanoparticles. This is especially the case for nanoparticles smaller 
than the typical resolution in STXM. As mentioned in the experimental section of chapter 2, a 
TEM survey before ptychography measurements can be useful to help navigate sample areas not 
well resolved with STXM. Location-tagged TEM grids or SiNx membranes helps to re-locate a 
suitable region of interest. 
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3.2 STXM survey of α-Fe2O3 nanoparticles 
All STXM images were acquired at 710 eV, which is the maximum of the Fe 2p 3/2 
absorption band, and with a dwell time of 1 ms. The dwell time of the scanning probe is 
routinely set to 1 ms at the SM beamline because of mechanical limitations – the piezo scanning 
stage is unable to move faster effectively. As will be later discussed in §3.5.2, the scanning speed 
is critical in obtaining measurements, particularly in the case of spectro-ptychography. Figure 3.2 
shows a STXM image of α-Fe2O3 nanoparticle aggregates using a 40 nm zone plate. Although 
the nanoparticle aggregates are easily visible with STXM, individual nanoparticles cannot be 
resolved. Nonetheless, the highlighted region is selected for further imaging with ptychography 
to record higher spatial resolution images. 
 
Figure 3.2. Left. 10 x 10 µm STXM image obtained at 710 eV and 1 ms dwell time. Right. The 
selected region in red highlight is viewed with ptychography. 
 
3.3 Single energy ptychography scan on α-Fe2O3 nanoparticles  
Figure 3.3 shows a single diffraction image captured by the CCD detector during 
ptychography data acquisition at 710 eV. However, a ptychography dataset consists of multiple 
diffraction images recorded at each pixel in a ptychography scan. These diffraction images are 
reconstructed together to give the amplitude and phase image. Ptychography results show higher 
spatial resolution when compared to STXM images of iron(III) oxide NP’s at the same region 
(Figure 3.2). The ptychography amplitude and phase image also show some reconstruction 
artifacts along the y-axis. Image artifacts may occur from reconstruction, and this is one of the 
challenges faced when processing ptychography data. Challenges in acquiring and processing 
ptychography data are discussed in detail in §3.5. 
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Figure 3.3. Left. A snapshot of a single diffraction pattern. Right. The amplitude and phase 
images were obtained via reconstruction of overlapping diffraction patterns within the scanning 
region of 0.8 x 0.8 µm, 16 x 16 pixels, and with a dwell time of 2300 ms. 
 
3.4 Spectro-ptychography on α-Fe2O3 nanoparticles 
In spectro-ptychography, a sequence of ptychography images at different energies is 
acquired to obtain spectroscopic information. Figure 3.4 shows spectro-ptychography images at 
7 energy points near the spectral features between 700 eV and 712 eV. There is a change in 
contrast at 710 eV in both the amplitude and phase images, corresponding to the maximum in the 
Fe 2p3/2 edge. Data acquisition of 7 energy points is fast to acquire, but it does not provide much 
information for spectroscopy, therefore, more energy points are desirable. However, this is a 
trade-off between data completeness, acquisition time and data processing complexity. Some 
studies have performed spectro-ptychography over the full energy range of Fe L2,3 absorption and 
phase spectrum.34,46 For example, Zhu et al.33 performed a ptychographic scan from 700 – 732 
eV with 76 energy points, which provides a high-resolution absorption and phase spectrum. In 
this work, we measure up to 30 discrete energy points for spectro-ptychography (Figure 3.5). 
This measurement was performed at another region of interest using the same α-Fe2O3 NP 
aggregates but prepared on a different SiNx membrane. 
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The measured absorption spectra from spectro-ptychography with 30 energy points are in 
good agreement with the literature α-Fe2O3 NEXAFS spectra.16 The shoulder peak observed at 
708.5 eV and an intense peak at 710.5 eV correspond to the 𝑡2𝑔 and 𝑒𝑔 ligand field splitting 
respectively. The phase spectra show the minimum signals at 708 eV and 710 eV similar to the 
multiplet effects in the NEXAFS spectrum (Figure 3.5). 
 
Figure 3.4. Amplitude and phase images from spectro-ptychography at 7 discrete energy points. 
Ptychography data acquisition on 06/19 with a scan size of 0.8 x 0.8 µm, 16 x 16 pixels, and a 
dwell time of 2300 ms. 
 
 
Figure 3.5. Left. Fe 2p absorption and phase spectra obtained from a stack with 30 discrete 
energy points. Right. Amplitude and phase image at 710 eV. Ptychography data acquisition on 
08/20 with a scan size of 0.8 x 0.8 µm, 16 x 16 pixels, and a dwell time of 2300 ms. 
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3.4.1 Amplitude and phase spectra obtained from a single pixel 
Spectroscopic information can be determined from a region of interest as small as a 
single pixel in an image stack. In this section, we examine the spatial resolution of spectro-
ptychography data by observing differences in spectra from regions around iron(III) oxide 
nanoparticles. Figure 3.6 and Figure 3.7 both show that the further away from the center of the 
nanoparticle, the weaker the absorption signal. This is expected for absorption within a spherical 
structure, where the edge of the sphere may absorb less than the center. The expanded spectra 
focusing on 2p L3 edge do not show any significant difference in spectral features, thereby 
indicating that there is no difference in chemistry but rather in the amount of material. Similar 
observations were made for the phase spectra extracted at regions around the particle. The author 
acknowledges that spectro-ptychography with 30 energy points does not result in a well-resolved 
Fe L2,3 absorption or phase spectrum, and multiplet effects may be better observed by obtaining a 
stack of images with more energy points. §3.5.4 will discuss challenges in acquiring a stack and 
other factors that hinder the ability to obtain higher resolution spectro-ptychography data. 
 
Figure 3.6. Single-pixel absorption spectra from the center of the particle to the edge. Expanded 
plot showing the L3 edge, while the inset shows full range of iron(III) oxide NEXAFS spectra. 
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Figure 3.7. A. Single-pixel phase spectra from the center of the particle to the edge. Expanded 
plot showing the phase shift at the L3 edge, while the inset shows the full range (700 – 730 eV) 
of the phase signal measured for iron(III) oxide. 
 
3.5 Practical challenges in single nanoparticle spectro-ptychography 
This section highlights the challenges encountered to obtain spectro-ptychography data at 
the time of measurement. Some of these challenges have now been resolved and improvements 
are made to ensure a user-friendly experience. 
3.5.1 Data acquisition and synchronization 
As mentioned in §2.3.1, the sample scan on the STXM control software must match the 
data acquisition by the CCD camera. The STXM control software has a dwell time for each 
ptychography scan that is typically set to 3000 ms when using the GreatEyes CCD camera. This 
includes the dwell time of the camera or exposure time which is 800 ms. Also, the camera 
requires some time to transfer data, in this case, a single diffraction image at a single-pixel 
position before recording the next diffraction image. We observed triggering issues between the 
STXM control and the GreatEyes CCD software due to this read-out time such that it was 
unstable for longer measurements. In other words, the data acquisition process between both 
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programs was not well synchronized because of the CCD read-out time. This issue was resolved 
by allowing a point delay time of 2999 ms to account for the read-out time of the GreatEyes 
CCD camera. Therefore, resulting in a total duty cycle time of about 6000 ms for a single 
diffraction image. Figure 3.8 illustrates the data acquisition profile between the STXM control 
software and the GreatEyes CCD. 
 
Figure 3.8. Schematic of the data acquisition between the STXM control, the GreatEyes CCD 
camera, and the shutter. 
 
3.5.2 Scan speed vs spatial resolution 
The step scan mode (also referred to as move-settle-measure mode)47 for data acquisition 
can be time-consuming, especially when measuring at multiple energy points. In this work, it can 
take approximately 2 hours for 1600 measurements, which is a 10 x 10-pixel image recorded at 
16 energy points, with a total dwell time of 4600 ms per pixel using Andor CCD camera. As 
shown in Figure 3.8, the CCD takes a significant amount of this time to read and transfer data, 
when the signal is not acquired. Hence, a point delay is necessary by the STXM control to 
prevent any loss of information, which may impact the spatial resolution of the reconstructed 
image. In this case, either the scan speed or the spatial resolution is compromised.  
Recent work in other studies has implemented ptychography in fly scan mode.48,49 In this 
mode, the probe is continuously scanned across the sample without collecting data at discrete 
positions, unlike a step scan measurement.50 This can dramatically speed up data acquisition 
whilst providing high-quality images.47 Although, a continuously moving sample creates blurry 
diffraction patterns,48 its impact on spatial resolution is accounted for during the reconstruction 
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process. The reduction in the time it takes for data acquisition may enable studies of dynamics 
and in situ processes as well as reducing stability requirements on experimental components.50 
This approach was not used in this work, but represent a future direction in obtaining spectro-
ptychography data efficiently (§4.5.1). 
3.5.3 Mechanical instabilities 
Instrument stability is an important factor to consider when measuring a stack of images. 
A common problem that occurs during a ptychography measurement is that the OSA pinhole 
starts to slowly drift away from the center of the beam. When this happens, the OSA needs to be 
re-positioned to prevent it from interfering with the beam and reducing coherence due to beam 
scattering. It is also possible for the sample to drift away from the scanning region while 
measurements are taken. This is due to the mechanical instabilities of motion controllers like the 
piezo stage. Figure 3.9 shows the sample drifting from the selected scanning region as the 
measurement is repeated at increasing energy points. Sample drifts can affect the quality of the 
data and the ability to perform accurate reconstruction of diffraction images. A solution to this 
problem is to increase the scan size so that the scan itself is larger than the drift. However, this 
increases the time it takes to acquire ptychography data.  
 
Figure 3.9. Sample slowly drifts away from the scan region as ptychography measurements are 
repeated at increasing energies.  
 
It should be noted that the instruments become more stable during an extended 
experiment, as the mechanical instruments reach thermal equilibrium. In STXM, the STXM 
chamber is pumped to about 0.2 torr allowing convection to cool piezo stages and bringing other 
components to thermal equilibrium faster. However, in ptychography experiments, thermal 
equilibrium is slower because the chamber is pumped to 10-5 torr to prevent ice build-up on the 
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Peltier cooled CCD camera and minimize the loss of X-ray signals. Therefore, instrument drift 
occurs until its thermal equilibrium is reached. 
3.5.4 Manual stack acquisition 
Spectro-ptychography requires images to be reconstructed at multiple energy points to 
obtain an image stack and extract spectra. Although it is possible to set up the acquisition of a 
stack automatically, it is very important to first test the reconstruction process at single energy. 
Once it is confirmed that the sample region can be reconstructed to amplitude and phase images, 
then a stack measurement can be performed with confidence. The challenge here is the 
requirement to test the reconstruction process at each energy. This can become very tedious from 
the perspective of a user who intends to quickly acquire high-resolution ptychography images of 
the sample in question. The short-term goal is to optimize experiments to obtain diffraction 
patterns and reconstruct images simultaneously. This ensures that the image can be reconstructed 
successfully and if this is not the case, another scan can be performed. 
3.5.5 Processing ptychography data  
Ptychography measurements result in a large amount of data. As an example, it may take 
up to 400 diffraction patterns (frames) to generate a single 20 x 20-pixel image. This requires a 
computer with many GPUs that allow for memory storage during processing. At the time of 
writing, the raw diffraction images are transferred to a separate ptychography computer for 
reconstruction (§2.4). The transfer of data between computers and the data analysis pipeline has 
been streamlined for easier use. 
Another challenge is that the reconstruction process needs to be performed manually for 
each energy point when using the SHARP code. However, this has been addressed by switching 
to pyPIE44 for current and future data processing of raw diffraction images. The new pyPIE 
software for the SM beamline was developed by T. Sun and Dr. J. Wang, which is based on the 
PIE algorithm for ptychography analysis.44 This software will enable a one-time reconstruction 
of a sequence of images at different energies to give the individual amplitude and phase images. 
3.5.6 The risk of image reconstruction artifacts 
Image artifacts may exist in the reconstructed image and prevent our ability to 
characterize samples. Figure 3.10 shows image artifacts present in an amplitude and phase 
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image. The cause of these artifacts is not well understood but is related to the phase retrieval 
algorithm used. This further emphasizes the need for real time image processing to repeat 
experiments when reconstructed images are unsatisfactory. 
 
Figure 3.10. Reconstruction artifacts in amplitude and phase images of α-Fe2O3 NP aggregates 
obtained with SHARP code. Ptychography data acquisition at 710 eV with a scan size of 0.3 x 
0.3 µm, 10 x 10 pixels, and a dwell time of 2800 ms. 
 
3.5.7 Obtaining spectra from ptychography images 
As mentioned in chapter 2, spectra were obtained using aXis2000 software. In this work, 
this process was performed manually by first defining the x, y scale, energy, mesh and dwell 
time for each reconstructed .tif output image. This was necessary because the SHARP code used 
does not support energy range definition. After selecting the appropriate image property, all 
images were arranged in a list for image stack alignment described in §2.6. Setting the 
information for each image can be time-consuming and limits the ability to quickly generate a 
well-resolved spectrum with multiple energy points. 
3.6 Kramers-Kronig analysis of NEXAFS data 
Radiation damage can occur to radiation-sensitive materials, which may affect the 
resolution obtained in absorption mode.8 However, several studies have proposed the potential 
for phase-contrast imaging to enable measurements at a lower radiation dose.39,51 This is 
explored in this work, where the phase contrast is observed at photon energy lower than the 
absorption edge. Phase spectra could also be relevant for quantitative analysis and chemical 
differentiation if the relationship between spectra and composition is well understood. This 
section will use Kramers-Kronig analysis to compare the absorption and phase information from 
spectro-ptychography. The author of this thesis used Dr. C. Jacobsen’s KK_gui code8 with iron-
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based compounds, to learn how to calculate the phase spectra from given absorption spectra. The 
absorption spectra used for this test were obtained from Dr. M. Obst.40 
3.6.1 Absorption vs phase spectra 
As mentioned in chapter 1, the absorption and phase information can be related to each 
other with Kramers-Kronig integral (Equation 1.16). First, the Fe 2p spectra of common iron-
based compounds was normalized to the Henke cross-section. Once normalized, Kramers-Kronig 
integral was used to numerically determine the phase spectra 𝑓1 from the absorption spectra 𝑓2 
(Figure 3.11 below).  
All iron oxide 2p NEXAFS spectra show similar spectral features since iron-based 
compounds have similar chemical characteristics (Table 3.1). Our focus is on the L3 edge 
because the narrow and sharp absorption band is easy to observe. The subtle difference between 
the intensity of both peaks at the L3 edge can be explained with crystal field theory (§1.6.1). In 
crystal field theory, high or low spin states can be observed for 3d4 – 3d7 metal ions depending 
on the energy difference.14 Fe3+ is usually in a low spin state (strong field) relative to Fe2+ ions, 
hence a higher energy difference between the 𝑡2𝑔 and 𝑒𝑔 states. The ligands also play a role in 
affecting the multiplet effect as well as the position of the peak. In general, 𝑡2𝑔 and 𝑒𝑔 peak is 
found to be at 707.3 eV and 708.7 eV respectively (Figure 3.11). A detailed description of the Fe 
2p NEXAFS for each of these iron oxide compounds is beyond the scope of this study. Here, the 
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Figure 3.11. Absorption and phase spectra of iron-based compounds (hematite, goethite, 
maghemite, magnetite, ferrihydrite, siderite, green rust, and oxidized green rust). NEXAFS of 
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Table 3.1. Chemical characteristics of Iron based compounds with NEXAFS data obtained from 
Dr. M. Obst.40 
Iron-based 
compound 
Chemical formula Fe valence d orbital occupancy 
Hematite α − Fe2O3 3+ 3d5 (t2g 
3eg 
2) 
Goethite FeO(OH) 3+ 3d5 (t2g 
3eg 
2) 
Maghemite γ − Fe2O3 3+ 3d5 (t2g 
3eg 
2) 
Magnetite Fe3O4 2+, 3+ 3d6 (eg 
3t2g 
3), 3d5 (t2g 
3eg 
2) 
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3.6.2 Qualitative observation of the phase spectra 
The magnitude of the phase shift in each of the iron compounds corresponds to the 
magnitude of their optical density except in the case of ferrihydrite (Figure 3.11). For example, 
magnetite has a distinct absorption band between 707 eV and 709.5 eV, and this is translated in 
its phase spectra which has the lowest phase signal when compared to the other compounds. This 
implies that the calculated phase spectra may provide quantitative information however, results 
here are inconclusive. A much simpler approach to aid in our understanding of the phase spectra 
will be to perform Kramers-Kronig integral on simple Gaussian functions with the KK_gui code8 
and observe the phase change. Kramers-Kronig analysis of a Gaussian function was not 
performed in this study. 
In addition to the results shown above, Kramers-Kronig analysis with KK_gui code8 was 
performed on the measured absorption spectrum in spectro-ptychography (Figure 3.12 below). 
All calculated phase spectra were observed to be sensitive below the absorption edge. For 
instance, magnetite shows a minimum phase signal at 706.6 eV, which is about 1 eV less than its 
𝑡2𝑔 peak in the NEXAFS spectrum. Similarly, in the measured α-Fe2O3 ptychography spectrum, 
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the minimum phase signal lies at 708 eV, which is less than the maximum absorption band at 
710 eV. In general, the slope of the phase spectrum corresponds to the absorption edge in a 
NEXAFS spectrum. This indicates that the phase shift changes significantly at the absorption 
edge. Therefore, the phase spectra may be a useful tool in the chemical differentiation of closely 
related species. 
 
Figure 3.12. Fe 2p NEXAFS spectrum from spectro-ptychography (30 energy points) on Fe2O3 is 
used to estimate the phase spectrum with Kramers-Kronig integral. The integral is calculated 
with KK_gui code.8 
 
3.6.3 Comparing measured phase with calculated phase spectra 
In this section, the measured phase spectra from ptychography (Figure 3.5) were 
compared with the calculated phase spectra using Kramers-Kronig transform (Figure 3.12).8 This 
is shown together in Figure 3.13, where the spectra in red represent the measured phase and blue 
represents the calculated phase. Figure 3.13 also shows each phase spectrum at different 
positions of an iron(III) oxide particle. The measured and calculated phase spectra are similar 
with a minimum phase signal at 708.5 eV and 710 eV. This suggests that the phase spectrum can 
be easily reproduced with Kramers-Kronig analysis if it is unable to be extracted from spectro-
ptychography measurements. However, there are a few notable differences: the experimental 
spectra show peak splitting at 710 eV, which is not well-resolved in the calculated spectra. Also, 
there is a ringing effect observed in the calculated phase spectra from measured absorption at the 
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edge of the particle (Figure 3.13C). The former observation stated may be due to the smoothing 
process in the KK_gui software8 used to perform the calculation while the latter is a common 
issue in signal processing, especially at sharp edges. The sharp edges are a result of the limited 
energy points acquired in the absorption spectrum used to generate a phase spectrum. Lastly, 
each of these phase spectra can be compared with the phase spectrum obtained via KK analysis 
of Dr. M. Obst40 iron(III) oxide sample (Hematite in Figure 3.11), which is a high-quality 
NEXAFS spectrum. The author notes that the phase spectrum calculated from Dr. M. Obst40 
NEXAFS spectrum is in good agreement with our phase spectra extracted from the center of the 
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Figure 3.13. Phase spectra from spectro-ptychography experiment (red) and phase spectra 
calculated using Kramers-Kronig integral8 (blue) are in good agreement with each other. A – D 
show spectra extracted from different positions around the Fe2O3 nanoparticle. Each calculated 
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CHAPTER 4 DISCUSSION AND CONCLUSION 
 
4.1 Main contributions 
This work successfully demonstrates spectro-ptychography at the SM beamline in CLS. 
Fe2O3 nanoparticles were imaged with STXM-ptychography within the Fe L2,3 energy range 700 
eV – 730 eV. We observed well-resolved images with ptychography method when compared to 
STXM. Also, the reconstructed images show the expected change in contrast at the absorption 
edge in Fe L2,3 NEXAFS spectra. Spectro-ptychography provides the absorption spectra, which 
was in good agreement with literature spectra, and a unique phase signal, which is shown to be 
sensitive to energies below the absorption edge. The phase signal changes more significantly 
than the absorption signal at the absorption edge. Therefore, the phase may be advantageous for 
chemical differentiation around the absorption resonance.33  
This work also explores areas surrounding a particle to evaluate how the spectra changes 
with position. Results show that there was no observable difference in chemistry but rather in the 
amount of material present. This test is useful to obtain chemical maps for a region around a 
single particle. Since NEXAFS is sensitive to the oxidation state, one can differentiate between 
different oxidation states of iron present in the sample. Spectro-ptychography maps based on 
NEXAFS has been shown to be useful in elucidating the degradation of Li-rich cathodes, where 
the oxidation state for each component that make up the cathode can be visualized.44  
4.2 Summary of the challenges with performing ptychography at CLS 
Our ability to find a suitable sample area with STXM remains an issue that needs to be 
addressed. The goal to look at monodispersed 15 nm – 20 nm iron oxide nanoparticles is 
impacted by this issue. Although these nanoparticles were visible with TEM, we were limited by 
STXM’s ability to show well-defined monodispersed particles at such a small scale. Recall that 
the spatial resolution of STXM is typically around 30 nm.1,2 This means that there is an 
uncertainty associated with performing ptychography on smaller-sized nanoparticles as they are 
too small to see with STXM. There are two possible solutions to this problem: First, look for 
something bigger in the same focal plane to help focus on smaller particles. A second solution 
will be to focus and navigate in ptychography mode. The later solution requires fast real-time 
processing of the data to be feasible. Figure 4.1 illustrates how to make ptychography 
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experiments work reliably by having in place a live view of the ongoing reconstruction. As data 
is collected, the diffraction images from a ptychography scan are immediately transferred to a 
dedicated ptychography computer with the pyPIE software44, which is a significant improvement 
on the previously used SHARP code for data processing. The pyPIE software supports energy 
range definition useful to process ptychography diffraction images measured at a sequence of 
energies. It also provides the amplitude and phase images as a function of the number of 
iterations in the phase retrieval process. The amplitude and phase images can be used to navigate 
around other interesting regions or zoom into a region of interest thus allowing familiar 
microscopic functionality. §4.5 will discuss long-term goals in processing ptychographic data. 
 
Figure 4.1. Ptychography data flow from data acquisition to data processing in real time. Image 
stack alignment and spectra (spectro-ptychography) can be performed offline. 
 
This work also identifies other challenges in data acquisition and image processing with 
SHARP. Mechanical instabilities and vibrations can play a role in affecting the quality of data 
(§3.5.3) and there is a risk of obtaining significant artifacts during image processing (§3.5.6). 
Recent work not discussed in this thesis has been performed to optimize spectro-ptychography 
data acquisition in defocus mode by imaging a large field of view, and processing images of the 
sample with pyPIE. 
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4.3 Amplitude and phase information 
As mentioned in previous chapters, the amplitude and phase information obtained 
complement each other. In Figure 3.4, the phase images show a higher change in contrast relative 
to amplitude (intensity) images. In fact, we can observe well-defined nanoparticles with internal 
structures as shown in Figure 4.2. These fine structures within the nanoparticle aggregate are not 
visible in an intensity image. Rodenburg28 states that the intensity information in the Fourier 
domain is less important than the phase in resolving the structure of an object. The intensity 
image describes the attenuation of a wave as it interacts with the object, while the phase of a 
wave encodes most of the structural information within it.28 Therefore, the phase information is 
sensitive to fine details in a sample, especially where nanoparticles are aggregated or stacked 
upon each other. The sensitivity of the phase information in spectro-ptychography has also been 
observed in other studies.33-35 The benefit of spectro-ptychography is that the amplitude can be 
effective for quantitative analysis and the phase can be used to improve image contrast in 
spectro-microscopy. 
 
Figure 4.2. Ptychography amplitude and phase images acquired at 710 eV. The phase images are 
sensitive to fine details in the sample that are not visible in an amplitude image. 
 
There are other phase-contrast imaging techniques that exist to take advantage of the 
highly sensitive phase information. Particularly in radiology, where X-rays are intended to 
penetrate biological materials for medical diagnosis. In such a case, the absorption contrast 
between different parts of an object in radiological images is usually weak especially when 
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materials with similar absorption cross-sections are investigated (e.g., in mammography).52,53 On 
the other hand, phase images are more sensitive to weakly absorbing materials and can be used 
to improve image contrast. The reason for this is because absorption, 𝛽 typically decreases with 
the fourth power of the photon energy while the phase contrast, 𝛿 scales with the inverse square 
of the energy.51,54 In this work, we note that the minimum signal in phase spectra is sensitive 
below the absorption edge of iron(III) oxide (Figure 3.5). Also. the measured phase is inherently 
quantitative54 as shown in Figure 3.7, where phase spectra were obtained at regions around a 
particle. The following section discusses the use of Kramers-Kronig relations to explore whether 
phase spectra is reliable for quantitative analysis. 
4.4 Use of Kramers-Kronig relation 
Kramers-Kronig analysis re-emphasizes the sensitivity of the phase signal and its potential 
to discriminate between samples with similar absorption peaks. However, results regarding the 
quantitative nature of the phase spectra are inconclusive. Results show that the calculated phase 
spectra obtained from normalized Fe 2p NEXAFS spectra may be used to estimate the relative 
quantity of measured samples. As mentioned in chapter 1, the phase can be related to the 
thickness of a sample as 𝑒𝑥𝑝[𝑖𝑘𝛿𝑧] similar to intensity attenuation, 𝑒𝑥𝑝[−2𝑘𝛽𝑧] (Equation 1.14 
and 1.15).8 See supplementary information for detailed equations. Since this is a complex 
number, the phase spectrum itself may not directly infer that it can be used for quantitative 
analysis. The author of this work proposes that intensity changes may be measured from the 
steepness of the slope in phase signal. For example, a very steep slope as in the case of magnetite 
in Figure 3.11, estimates the relative intensity. This idea remains unclear and further tests on a 
simple Gaussian function may help visualize how the phase spectra changes with the intensity. 
To summarize, this work shows the importance of phase spectra in analyzing weak or 
similar absorbing species, and their sensitivity to energies below the absorption edge. This work 
also demonstrates the conversion of absorption spectra to phase spectra. Although this is not a 
new method, Kramers-Kronig transform remains a relevant tool to use in spectra analysis.8,36 
Measured phase spectra from ptychography and Kramers-Kronig calculated phase spectra are in 
good agreement with each other. The author concludes that the use of phase spectra for chemical 
analysis requires further exploration. 
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4.5 Moving forward 
4.5.1 A fast data acquisition process 
A few improvements can be made to realize the broad goal of imaging smaller 
nanoparticles and to identify the analytical limits of ptychography. One of the improvements that 
can be made involves the type of CCD detector used for image capture. A CCD with more pixels 
and a high dynamic range will be more effective in capturing the high-frequency component in 
the diffraction pattern. This can result in a higher resolution image. We also note that a fly-scan 
approach, which reduces the detector read-out time, will become more important as brighter X-
ray sources are developed.47 Decreasing the CCD dead time is necessary for a more efficient data 
acquisition process, albeit at the expense of an increase in computational cost. The increased 
computational cost in the fly-scan or continuous scan method is due to its reconstruction method 
and sensitivity to noise when compared to step scan ptychography.55 However, technological 
advances in computational software and hardware are expected to minimize the computational 
cost. 
4.5.2 A fast and robust algorithm for data processing  
Faster algorithms are necessary for large amounts of spectro-ptychography data. Future 
directions in dealing with such large amounts of data involve parallel computing, where many 
processes can be carried out simultaneously. A recent development on a generic image 
reconstruction framework called Adorym, written for parallel processing of ptychographic data 
has the potential to improve reconstructed image quality.56 This framework is interesting because 
it optimizes the object function 𝑇(𝑟) and refines other experimental parameters e.g. the probe 
position, to address practical issues encountered in experiments.56 It can be applied to other 
related imaging techniques (§4.5.3) that rely on a phase retrieval process to reconstruct an image. 
Lastly, it can be extended to other phase retrieval algorithms not discussed in this thesis such as 
Hybrid input-output (HIO),43,57 and difference map.58  
4.5.3 More functional for a wide range of samples 
 Other related techniques can be used depending on the scientific purpose of the study. 
For example, ptychography can be combined with conventional methods like tomography 
referred to as ptycho-tomography. Ptycho-tomography exploits the high-resolution coherent 
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diffraction imaging in ptychography to obtain true 3D information on samples.54 Also, the phase 
projections measured at different sample orientations can be tomographically combined to obtain 
a 3D map of the sample’s refractive index proportional to its electron density distribution.59 
Spectroscopic information can also be obtained by repeating such measurement at a sequence of 
energies (spectro-ptycho-tomography).60,61  
Ptycho-tomography is typically used in biomedical research applications and most cases, 
these biological samples easily undergo radiation damage. In such cases, radiation-sensitive or 
wet biological samples can be studied at cryogenic temperatures without the need for sample 
preparation steps that may induce artifacts in measurements.62 The techniques described here 
will ensure that a wide range of samples can be measured. Since these techniques are closely 
related, a multi-modal end station at the SM beamline, CLS is preferred to enable such 
experiments with ease. The setup to perform a cryo-spectro-ptycho-tomography experiment 
requires a goniometer allowing for sample rotation, a cryo-holder for a low-temperature 
environment, an ultra-high vacuum at about 10-8 torr, and a high-speed CCD camera. 
As mentioned in chapter 1, one of the advantages of ptychography is its ability to image 
non-periodic samples with unlimited size. This is because any image, regardless of the size of its 
field of view, can always be represented computationally as one big unit cell.28 The iron(III) 
oxide NP’s used here are not crystalline and as expected the intensity of the diffraction between 
regions in a particle is weak (Figure 3.3). An interesting study could involve the relationship 
between the crystalline order in samples and the image quality provided by ptychography. A 
good start is to record images of bigger and more crystalline samples in a quest to explore this 
with ptychography. 
4.5.4 The next generation of light source 
Incident and coherent brilliant X-rays from 4th generation synchrotron sources (e.g., Free 
Electron Lasers for soft X-ray radiation) are expected to further broaden the range of application 
for ptychography. For example, imaging with ultrashort femtosecond pulses will enable the study 
of time-resolved processes at a high spatial resolution. Also, the increased coherence in 4th 
generation synchrotron facilities can play a role in increasing the intensity in the diffraction 
image and improving the resolution of the reconstructed image.63 Other experimental factors that 
affect ptychography data set are the CCD detector efficiency and dynamic range.28 Data 
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acquisition and data processing will need to be effective to benefit from the enhanced 
performance of a new generation light source. 
Aside from imaging, one of the properties of ptychography (or any phase retrieval 
method) is its ability to be used to characterize an X-ray beam.64 Ptychography can be used in 
beam diagnostics because it provides the complex wavefront of the incident illumination, 𝑃(𝑟, 𝐸) 
as a by-product.64,65 Partially coherent probes can be reconstructed along with the complex 
transmission function 𝑇(𝑟).63 Analysis of the reconstructed probe can be useful in characterizing 
beam quality but there are currently few studies that have explored ptychography for this 
purpose. With the advent of 4th generation light source and technological advancements in 
ptychography data acquisition and processing, ptychography has the potential to be a 
conventional spectro-microscopy technique.  
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CHAPTER 5 SUPPLEMENTARY INFORMATION  
 
5.1 The SM beamline control 
Chapter 2 provides an overview of the operation of the STXM microscope using the SM 
beamline control computer. Measurements were performed between 710 ev and 730 eV using 
circularly left polarization. 
 
Figure 5.1. STXM branch GUI on the SM beamline control computer. This is used to control 
components in the beamline including the shutters, EPU, grating, mirrors and more. Figure 
obtained from CLS SM beamline manual.66 
5.2 Spectro-ptychography images 
5.2.1 Amplitude and phase images at 30 energy points 
The following images show the amplitude and phase at each energy point. Observe the 
change in contrast from 700 eV to 730 eV. The highest contrast amplitude and phase image is at 
711 eV and 710.2 eV respectively.  
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Figure 5.2. Amplitude and phase images at each energy point measured. These images were used 
to obtain the spectra shown in Figure 3.5. 
 
5.3 STXM microscope parameters 
5.3.1 7 energy points 























F 10 x 10 150 x 150 700 1 10/ 10 -0.7 -14.8 
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190612-
044 
Pt 0.8 x 0.8 16 x 16 700 2300 10/ 10 -0.7 -14.8 
190612-
045 
Pt 0.8 x 0.8 16 x 16 708 2300 10/ 10 -0.7 -14.8 
190612-
046 
Pt 0.8 x 0.8 16 x 16 711 2300 10/ 10 -0.7 -14.8 
190612-
047 
Pt 0.8 x 0.8 16 x 16 709 2300 10/ 10 -0.7 -14.8 
190612-
048 
Pt 0.8 x 0.8 16 x 16 707 2300 10/ 10 -0.7 -14.8 
190612-
049 
Pt 0.8 x 0.8 16 x 16 712 2300 10/ 10 -0.7 -14.8 
190612-
050 
Pt 0.8 x 0.8 16 x 16 710 2300 17/ 17* -0.7 -14.8 
Table 5.1. Parameters used for STXM-ptychography scans shown in Figure 3.4. The 7 energy 
points are listed according to their scan numbers. * A wider slit size was used to increase the 
flux. 
 























F 5 x 5 150 x 150 710 2 15/ 15 -1.3 -8.3 
190612-
001-030 
Pt 0.8 x 0.8 16 x 16 700 - 730 2300 15/ 15 -0.7 -14.8 
Table 5.2. Parameters used for STXM-ptychography scans shown in Figure 3.5. 
5.4 Kramers-Kronig Relations 
 All relevant equations discussed in this thesis are outlined here for reference. 
Complex valued image of object and probe 
 
  54 
𝜓(𝑟)
𝑗
= 𝑇(𝑟, 𝐸) ⋅ 𝑃(𝑟, 𝐸)  5.1 
According to Beer’s Law 𝐴 = Ɛ𝑐𝑙 however, absorbance does not always measure absorption but 
attenuated light. Attenuation depends on absorption, reflection, light scattering, and other 
physical processes. In this section we will use a closely related quantity referred to as optical 
depth (OD). 
𝑂𝐷 = 𝜇𝜌𝑡 = −𝑙𝑛
𝐼
𝐼0
= − 𝑙𝑛 𝑇 
 5.2 
Where µ is the mass absorption coefficient, ρ is the density, and t is thickness of material. 
The multiplicative complex transmission function includes the modulus and phase…. 
𝑇(𝑟, 𝐸) =  𝑒𝑥𝑝 (2𝜋𝑖(𝑛(𝑟, 𝐸) − 1) 𝑡(𝑟)/𝜆)  5.3 
Where n(r, E) is the complex refractive index, t(r) is the local sample thickness, and λ is 
wavelength. 
𝑛(𝑟, 𝐸) = 1 − 𝛿(𝑟, 𝐸) + 𝑖𝛽(𝑟, 𝐸)  5.4 
δ and β are expressed as the real and imaginary part of the anomalous term of the atomic 
scattering factors f1 and f2. 




















The intensity attenuation 𝑒𝑥𝑝[−2𝑘𝛽𝑧] and phase advance 𝑒𝑥𝑝[𝑖𝑘𝛿𝑧] can be written in terms of a 
frequency dependent complex number of atoms per electron (𝑓1 + 𝑖𝑓2).
8 
𝑓2 Values are obtained from X-ray absorption data: 𝐼𝑓𝑙𝑢𝑜𝑟𝑒𝑠𝑐𝑒𝑛𝑐𝑒 ∝  
−𝑑𝐼
𝑑𝑧⁄ = 2𝑘𝛽 = 2𝑛𝑎𝑟𝑒𝜆𝑓2 
We can relate the real and imaginary parts using Kramers-Kronig Relations. 
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Where 𝑃 is the principal part of a complex integral and 𝜔 is the complex variable as it 
approaches infinity. The equation can be simplified in terms of 𝑓1, 𝑓2 spectrum, and the 
integration photon energy, ϵ to give 











𝑓1(𝐸) = 𝑍 +
2
𝜋





𝐸 = ℎ𝑐 𝜆⁄  Is the determination photon energy, 𝛥𝑓𝑟 is the relativistic correction term – negligible 
for soft X-rays, and 𝜅 is the energy dependent weighting of 𝑓2(𝜖) data. 
5.5 Dynamic Light Scattering 
In dynamic light scattering, particles are characterized based on how they interact with 
light. This result provides dynamic information of the particles in solution via autocorrelation 
function. Size of NP aggregates are greater than 150 nm. 
 
Figure 5.3. Left. Overview on the size distribution of Fe2O3 nanoparticles. Result shows iron(III) 
oxide NP’s form aggregate structures. Right. TEM image.  
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