In 1968 Dicke proposed coded imaging of x and y rays via random pinholes. Since then, many authors have agreed with him that this technique can offer significant image improvement. We present a best linear decoding of the coded image and show its superiority over the conventional matched filter decoding. Experimental results in the visible light region are presented.
I. Introduction
In 1968 Dickel proposed a random pinhole array be used in x-ray astronomy as a means of increasing the S/N ratio of a pinhole camera. Since then much experimental work has been donR on various types of coded apertures. Barrett et al have considered a Fresnel zone plate for the medical imaging application. MacDonald, et al3 presented at last year's Nuclear Science Symposium an application of the Fresnel zone plate aperture together with a multiwire proportional counter and computer reconstruction. In [1] [2] [3] and also [4] & [5] , the image reconstruction was performed by a matched filtering of the coded image.
Generally two problems arise when the random pinhole array of the Fresnel zone plate is used for imaging extended objects, i.e., o0jects defined over extended regions of space. First, a large d.c. background appears in tne decoded inmage. Second, the S/N ratio deteriorates markedly as the object size increases.
In this paper we articulate the coded aperture problem in a system theory setting. Using For tne case of extended objects, (as arises in the medical application), the situation is substantially more complex. Let us assume that the distribution of (1) m' ,n'
In this representation, the coded image field y(m,n) is related to the object field by a discrete two-dimensional (2-D) convolution, where h(m,n) is the so-called pointspread response of the mask. It is important to note that the arrays in (1) represent the magnitude of fields (for example, g(m,n) may be the illuminance of the image field), and are therefore positive functions with nonzero means.
Because error is associated with all physical measurements, the accessible image a(m,n) is made uo of the coded image y(m,n) and measurement noise w(m,n). This error or noise is taken to be strictly additive. It arises from insufficient source statistics, limited precision instruments, background effects, sensor noise, etc. This noise may be functionally related to or independent of the coded image. Now, in order to decode such imagery Dicke suggested a matched filter decoder. His rationale was if h(m,n) was chosen such that its correlation was sharply peaked at the origin, the cross-correlation of h(m,n) with the coded images would give peaks in locations corresponding to point sources. That is Dicke's decoder involved forming (2) ml n' This is, of course, a matched filter or correlation operation and appears to have been attractive to Dicke and othersl-5 to a great extent because of its ease and variety of implementations.
The performance of this decoder, particularly when imaging extended objects, is dependent on h(m,n) havinq a sharply peaked correlation function. To achieve this Dicke introduced a random pinhole mask (Barrett and others2,3 have used a Fresnel zone plate). For h(m,n) defined on an N-by-N grid, this mask has a random distribution of pinholes such that the probability of any particular point being a pinhole is 1/2. The average number of pinholes in the total mask is N2/2. While the correlation of this mask is peaked at the origin, its background is nonzero. For the correlation *For simplicity in notation we assume these functions are defined over a normalized sampling grid; hence, m and n are integers.
peak normalized to 1, the background has a mean of 1/2 and variance of 1/N2. The basic Fresnel zone plate correlation has similar artifacts in its background.
The use of Dicke's decoding scheme when imaging with either the random mask or Fresnel zone plate results in objectionable distortion in the decoded image. The degree of distortion is directly related to the spatial extent of the object fields. There are two principal sources of this distortion. The first of these is deterministic and an artifact of the decoding. This is the large background or DC level buildup associated with the correlation function of h(m,n). Consider the imaging of an M-by-M array of point sources. In the above decoding, each point source contributes a background of 1/2 for a total background of M2/2. Thus, the ratio of the deocded image at a point source location to its mean background is
Clearly, for even modest sized M, this background completely dominates the correlation peaks. Unfortunately this distortion cannot be satisfactorily removed from the decoded image by simply subtracting its sample mean, due to the presence of background noise. We will demonstrate below that this can be avoided with proper decoding, however, and is therefore not a fundamental limitation.
The second source of distortion is due to the nature of the discrete, random emissions of x-ray and y-ray sources. 
with s(m,n) as given in (3) and the expectation taken over the ensemble of possible x-ray source and noise arrays. Given the statistical models, this error is a natural measure of the optimality of the estimates.
The decoder which minimizes £ in (4) is given by the inverse Fourier transform of
where we have the following 2-D Fourier transform pairs,
Assuming the source and noise processes are uncorrelated,
becomes
where, using a notation similar to that above, we have the transform pairs,
Ks(m,n)
.s (u,v) Kw(m,n) .
, w (u ,v) and H = complex conjugate of H.
Thus, our decoder is a classical 2-D Wiener fil er. mean-square error associated with this decodingd is given by
The (9) The relations in (7) and (9) are the principal results of this section. They specify the optimal linear decoding and quantitatively describe its performance. In addition to having desirable formal properties, these results are also intuitively pleasing. For example, in the absence of noise (i.e., %w(u,v) = 0), we have GO(u,v) = l/H(u,v). This decoder is simply an inverse filter and its application to y(m,n) completely removes the effects of the aperture encoding. This is not the case with the correlation decoding scheme. When noise is present, the filter in (7) achieves an optimal balance between the unremoved remnant of the encoding and the distortion due to the noise sources. This is, of course, the case of practical interest and we will now consider the question of just how well this decoding can be performed in the presence of ohoton-limited noise. This photon limited case would be expected to occur in x-ray astronomy as well as medical imaging.
(3)
s (m,n) = E E a(m' ,n' ) go(m-m' n-n') ml ,n'I
A. Photon-Limited Imaging
We construct a compound Poisson model for the imaging. As before, we model the coded image y(m,n) as a realization of a homogeneous random field with covariance KY(m,n) and mean V. Here, for each specific realization we take the value at any point, say y(m-,n), to be the mean event rate of a Poisson source. The available or measured image a(m-,n-) is the count of this source. Accordingly, the error or noise process we consider is simply their difference w(m-,n-) -a(m,n) -y(m-,n-) .
field the decodinq error (16) Ka(m,n) = Ky(m,n) + Kw(m,n) 
From this average value, we can conclude that at least half of the random masks will achieve half of the coding gain and there exists at least one ii-ask which will achieve it all, for otherwise the averaqe could not be correct. This is analogoujs to the random coding arguments of Information Theoryv. To summarize very succinctly, it happens that the best coded apertures spread out the photon noise so that averages over the N x N object plane are equal with or without coding, and the random mask is off by a factor Yn(a2/vI) 2 (typically). Future work should center on finding the good codes for both white and non-white source spectra. Minimization of (15) subject to the 0-1 constraint on the range of h, could b approached as a non-linear optimization problem.
IV. Experimental Results
Experimental results were obtained in the optical region using a small (ten grid units high) letter E. Tne noises nere are film fog and grain noise. The grain noise being signal dependent as is the case with photon noise. Figure 1 snows an image of the 100 x 100 random mask. Figure 2 shows the coded image of the letter E. The optical matched filter decoded E was barely visible due to background buildup and hence is not shown. Figure 3 shows a computer matched filtering with means removed. Figure 4 shows an "optimal" estimate where the design SNR was chosen to maintain image resolution. Figure 4 is much sharper than Figure 3 and does not have the horizontal and vertical artifacts of Figure 3 . Finally Figure 5 presents the decoded image of a two level E where the bottom half is 10 times intensity of the upper half.
V. Conclusions
We have considered coded aperture imaging with randomly chosen masks. We have shown that the previous decoding methods suffered from deterministic (for a given mask) errors that lead to buildup of background and high frequency errors in the decoded image. System theory was applied via image enhancement to the aperture coding problem. For the photon limited case the optimal linear decoder was derived. We found that the error with the random mask had the correct dependence on (M/N) in the finite support case. 
