The authors show how Kendall's tau can be adapted to test against serial dependence in a univariate time series context. They provide formulas for the mean and variance of circular and non-circular versions of this statistic and they prove its asymptotic normality under the hypothesis of independence. They present also a Monte Carlo study comparing the power and size of a test based on Kendall's tau to that of competing procedures based on alternative parametric and nonparametric measures of serial dependence. In particular, their simulations indicate that Kendall's tau outperforms Spearman's rho in detecting first-order autoregressive dependence, despite the fact that these two statistics are asymptotically equivalent under the null hypothesis.
INTRODUCTION
Testing for randomness against serial dependence is a fundamental problem in time series analysis. To determine whether stock prices or exchange rates form a random walk, for instance, statistical procedures must be used to see whether successive changes are mutually independent. Correlogram-based methods are traditionally used for this purpose, but while they remain valid under fairly general distributional assumptions, these techniques typically do not allow for locally and asymptotically optimal inference beyond Gaussian linear processes.
In the absence of any information on the distribution of the series under study, rank-based methods offer an obvious alternative to traditional correlograms. Their robustness and excellent performance in small and large samples have been recognized by a number of authors; the surveys by Hallin & Puri (1992) and Hallin & Werker (1999) provide fairly complete introductions to the subject.
Given a sequence X 1 , . . . , X n of n ≥ 3 continuous random variables and their associated ranks R 1 , . . . , R n , nonparametric measures of first-order serial dependence are generally based on the pairs (R 1 , R 2 ), (R 2 , R 3 ), . . . , (R n−1 , R n ),
possibly augmented with (R n , R 1 ), in which case the statistic is termed circular.
Variants of the Spearman-Wald-Wolfowitz autocorrelation statistic, for example, involve the sample correlation of these pairs or the sample correlation of adequate functions thereof. Such is also the case, among others, for the van der Waerden, the Wilcoxon, and the Laplace or median test-score autocorrelation coefficients (Hallin & Puri 1988) . The purpose of this paper is to investigate a serial version of Kendall's tau as an alternative to these rank-based measures of serial dependence. For the sake of simplicity, the presentation concentrates on the first-order case or lag-one serial dependence, though higher-order versions are considered in the final section.
Taking the subscripts to be written modulo n, so that R n+1 ≡ R 1 , a serial version of Kendall's tau may be defined, in the circular case, as
where N is the number of discordances, that is, the number of pairs (R i , R i+1 ) and (R j , R j+1 ) that satisfy either R i < R j and R i+1 > R j+1 , or R i > R j and R i+1 < R j+1 . More specifically, one has
where I(A) represents the indicator function of the set A. Substituting n − 1 for n in expressions (2) and (4) yields the non-circular version of τ and N .
A test against first-order serial dependence based on (2) is introduced in Section 2, where finite-sample expressions for the mean and variance of the circular and non-circular versions of τ n are given under the null hypothesis of randomness. Asymptotic normality of these statistics is also proved, and the quality of the limiting approximation is then investigated in Section 3. The simulation results reported in Section 4 illustrate the excellent performance of the new test, both in terms of size and power. In particular, Kendall's tau is seen to outperform Spearman's rho in detecting first-order autoregressive dependence, despite the fact, established in Section 5, that these two statistics are asymptotically equivalent under the null hypothesis, and hence also under local alternatives of serial dependence. Higherorder extensions are briefly described in Section 6. All proofs are relegated to a series of appendices.
A TEST OF RANDOMNESS BASED ON KENDALL'S TAU
Consider a series X 1 , . . . , X n of n ≥ 3 observations, and suppose that one wished to test for randomness against first-order serial dependence, using the nonparametric statistic τ n defined in (2). As is traditional in the time series literature, the term randomness refers here to mutual independence between the X i 's, which are also assumed throughout to arise from the same continuous distribution, so that the probability of tied ranks is zero. It should be noted, however, that the present developments would remain equally valid under the more general assumption of exchangeability.
If positive dependence were suspected, an exact one-sided test based on the serial version of Kendall's tau would reject the null hypothesis of randomness whenever T n = {τ n − E(τ n )}/ Var(τ n ) is larger than some critical value t n,α such that, under H 0 , P (T n > t n,α ) = α, a predetermined level. If the series were sufficiently long, or if one had confidence that the asymptotic distribution of T n is an appropriate approximation, one could also reject the null hypothesis for T n > t α , where t α is such that lim n→∞ P (T n > t α ) = α. The case of an alternative of negative serial dependence can be treated mutatis mutandis.
To carry out the above procedure, it is necessary to derive the mean and the variance of τ n under the null hypothesis of randomness, and to determine its asymptotic distribution. This information is summarized in the following propositions, whose proofs are given in Appendices A and B, respectively. The results cover both the circular and the non-circular versions of τ n . Although time series applications of the test would typically be based on the non-circular statistic, the other version could be considered in situations when the process is defined on the circle; cf., e.g., Roy & Dufour (1974) or Dufour & Roy (1976) . Proposition 1. Under the null hypothesis of randomness of a series of length n ≥ 3, the circular and non-circular versions of τ n have the same mean, viz.,
but different variances. In the circular case, Var(τ n ) = 0 when n = 3 and
for n ≥ 4. In the non-circular case, Var(τ n ) = 8/9 when n = 3 and
Proposition 2. Under the null hypothesis of randomness, the circular and noncircular versions of √ nτ n are asymptotically distributed as normal random variables with mean zero and variance 4/9.
As shown in the following section, the quality of this approximation is excellent for all samples of size n > 10, so that the asymptotic critical values t α of the onesided described above can be taken as the (1 − α)-quantile of the standard normal distribution.
DISTRIBUTION OF τ n FOR SMALL n AND QUALITY OF THE ASYMPTOTIC APPROXIMATION
It is of interest to know when a series is sufficiently long that the asymptotic null distribution of τ n or N may be used in testing against first-order serial dependence. To investigate this issue, the exact distribution of the number N of discordances was computed for series of length n ranging from 3 to 11 under the assumption of mutual independence between the observations. The results are given in Tables 1  and 2 for the non-circular and circular versions of N , respectively. (N ≤ x) . The last column provides a normal approximation to P 10 (N ≤ x) using the mean and variance given in Proposition 1, with continuity correction. Both tables include a column which shows that for n > 10, the probabilities derived from the asymptotic distribution with continuity correction are sufficiently precise for practical purposes. Reliance on Tables 1 and 2 is recommended for series of length 10 or less, however.
Note that no information is lost in Table 2 by reporting P n (N ≤ x + n − 1) for even values of x only. This is because it may be verified that in the circular case, (i) N assumes only even values if n is odd, and vice versa; where [x] denotes the integer part of x.
It may actually be seen that the lower bound in (ii) is attained when the X i 's are monotone increasing (i.e., R i = i for 1 ≤ i ≤ n), while the upper bound obtains when R 1 = 1, R 2 = n, R 3 = 2, R 4 = n − 1, . . ., R n = [n/2] + 1. Compare with . Table 2 : Table of distribution of the number N of discordances for circular autocorrelation. Tabled is P n (N ≤ x + n − 1). The last column provides a normal approximation to P 11 (N ≤ x + n − 1) using the mean and variance given in Proposition 1, with continuity correction. 
SIMULATION STUDY OF τ n 'S PERFORMANCE IN SMALL SAMPLES
Monte Carlo experiments comparing the performance of several parametric and nonparametric tests of first-order serial dependence have already been reported by Hallin & Mélard (1988) . The same protocol was used here to compare, at the α = 5 % nominal level, the power of the τ n -based one-sided test of independence to that of (a) four alternative rank-based procedures, namely the nonrandomized van der Waerden, Wilcoxon, Laplace and Spearman-Wald-Wolfowitz (or ρ n ) tests;
(b) three versions of the traditional parametric test based on the classical firstorder autocorrelation coefficient, namely those of Moran (1948) , Ljung & Box (1978) , and Dufour & Roy (1985) .
The readers may refer to the paper by Hallin and Mélard for a precise description of these procedures. Percentage of rejection of the null hypothesis of randomness under first-order autoregressive dependence X i − θX i−1 = i for one-sided tests at the 5% level applied to series of length n = 20 when the innovations i form a random sample from the normal, the logistic, the Laplace or the Cauchy distribution. In total, 5,000 pseudo-random, white noise series of length n = 20, 50, and 100 were generated from the normal, the logistic, the Laplace (or double exponential), and the Cauchy distributions. Using these 5, 000 × 4 × 3 = 60, 000 series of innovations i , a corresponding number of AR(1) series were constructed by setting
As in Hallin & Mélard (1988) , the powers of the tests were compared under alternative hypotheses of the form θ = 2 −j , with j = 2, . . . , 5. The results are summarized in Tables 3-5 , whose last column gives the observed level of the tests under the null hypothesis θ = 0. Except for the power figures involving Kendall's statistic or the Cauchy density, which are new, the results closely match the figures already reported by Dufour & Roy (1985) and Hallin & Mélard (1988) . As in the latter study, the standard error is no larger than 0.7% throughout. Table 4 : Percentage of rejection of the null hypothesis of randomness under first-order autoregressive dependence X i − θX i−1 = i for one-sided tests at the 5% level applied to series of length n = 50 when the innovations i form a random sample from the normal, the logistic, the Laplace or the Cauchy distribution. A glaring observation is that while all rank-based tests hold their nominal level quite well under the various distributional scenarios, such is not the case for the parametric tests, even under normality. This difficulty, which persists for all distributions and sample sizes in the case of the Ljung-Box test, reiterates the already well documented reliability and robustness of rank-based tests, thereby providing strong motivation for favouring them over classical competitors.
Bearing in mind that the van der Waerden, Wilcoxon and Laplace statistics are locally and asymptotically optimal for the normal, logistic and Laplace densities, the omnibus test based on Kendall's statistic is seen to be close to best in most circumstances. Furthermore, it dominates systematically the SpearmanWald-Wolfowitz test, often by a wide margin. This is more surprising, in view of the local asymptotic equivalence between these two statistics, as established in the following section. This phenomenon is due, most probably, to the non-local nature of the alternatives considered. 5. ASYMPTOTIC EQUIVALENCE BETWEEN τ n AND ρ n It has been known since the work of Daniels (1944) that Spearman's rho and Kendall's tau are asymptotically equivalent, when computed from a random sample of bivariate data. The following proposition, whose proof is given in Appendix C, extends this finding to the serial context.
Proposition 3.
Under the null hypothesis of randomness, the difference between 3τ n /2 and ρ n is o P (n −1/2 ).
To illustrate this result, consider testing for randomness against the local sequence of AR(1) alternatives as defined by
in terms of an arbitrary real a and mutually independent innovations i from a common density f with zero mean. Since Hallin et al. (1985) have shown under mild assumptions on f that alternatives of this form are contiguous to the null hypothesis of randomness (Hájek &Šidák 1967, Chapter 6) , Proposition 3 implies that √ n(3τ n − 2ρ n ) is o P (1) whenever the data arise from (5), whether a = 0 or not.
Following Hallin et al. (1985) , one then has
where F stands for the distribution function associated with f . Since the traditional first-order autocorrelation coefficient, duly multiplied by √ n, converges in distribution to a N (a, 1), one can conclude that the circular and non-circular versions of τ n and ρ n have the same asymptotic relative efficiency, e f , with respect to classical correlogram methods. As is well known, formula (6) yields 9/π 2 ≈ 0.912, 1 and (9/8) 2 ≈ 1.266 when f is normal, logistic and Laplace, respectively. More recently, Hallin & Tribel (1999) 
HIGHER-ORDER EXTENSIONS
While the serial version of Kendall's tau considered in (2) provides an adequate tool for testing against first-order serial dependence, it is unfit in situations where a dependence of higher order is suspected. To test against dependence at lag k = 2, . . . , n − 1, an obvious extension of the circular statistic would be defined as in (2), but with
In the non-circular case, one would have
, but with n replaced by n − k in the above formula for N k . As might be expected, the distributions of the resulting statistics depend on k. It is easy to check, for instance, that under the null hypothesis of randomness, the expected value of the circular version of N k is still given by
except when k = n/2, in which case the appropriate formula is simply n 2 /4. In the non-circular case, one finds
Arguing as in Appendix A, an explicit value for the variance of τ k,n could also be obtained for arbitrary 1 < k < n, but the derivation would be extremely tedious. The arguments developed in Appendices B and C could easily be adapted as well to show that 3 √ nτ k,n /2 is asymptotically equivalent to the k-lag version of Spearman's rho and that, under the null hypothesis of randomness, any K-tuple of the form 3 √ n (τ 1,n . . . , τ K,n ) /2 is asymptotically multinormal, with mean zero and unit covariance matrix. Such K-tuples thus have the same asymptotic behaviour, and admit the same intuitive interpretation as the traditional or the rank-based correlograms (van der Waerden, Wilcoxon, etc.).
APPENDIX A: PROOF OF PROPOSITION 1
Proposition 1 is a direct consequence of the following result, which pertains to the number N of discordances in the set (1), possibly augmented with the pair (R n , R 1 ). The case n = 3 need not be considered in the following lemma because the circular version of N is then identically equal to 2, while the non-circular version is distributed as a Bernoulli random variable with parameter P (N = 1) = 2/3. To check the formula for E(N ) in the circular case, it suffices to observe that
Lemma. Under the null hypothesis of randomness, the mean and variance of the
In the non-circular case, one has
Note that these formulas give the right answer even in the case n = 3. The computation of the second moment of N , viz.,
for n ≥ 4 is somewhat more involved. It is presented here in the circular case, but the changes required to handle the non-circular case are indicated along the way. The above formula may be decomposed as the sum of four terms, the first when both i = k and j = , the second when exactly one of i = k and j = , the third when i = k and j = but exactly one of i = and k = j, and the fourth when all of i, j, k, and are distinct. (The term with both i = and k = j is zero.) This yields
Term (9) is exactly E(N ), which was already computed in (7) for the circular case and in (8) 
with the sum over i running from 1 to n in the circular case, and from 1 to n − 3 in the non-circular case. Therefore, term (10) reduces to 2n 4 3 24 + 2 5 24 + 4(n − 4) 18 120 + 2(n − 4) 11 120 + (n − 5)(n − 4) 1 9
= n 11 6 + 47 30 (n − 4) + 2 9 (n − 4)(n − 5)
in the circular case, the front factor of n being replaced by n − 3 in the non-circular case.
Evaluation of term (11). Of the six cases in which i, j and k are consecutive (in some order), there are exactly four nonempty cases, which yield
Term (11) is the sum of this, plus the three cases with exactly two next to each other, plus the case of all separated. This is
with the sum on i running from 1 to n in the circular case, and from 1 to n − 3 in the non-circular case. Therefore, term (11) reduces to 2n 1 6 + 2(n − 4) 3 120 + 2(n − 4) 3 120 + 2(n − 4) 6 120
Evaluation of term (12). First suppose n = 4. When all of i, j, k and are distinct, one must consider three cases circularly arranged in the orders ik j, ijk , and i jk. These lead to
The contribution of term (12) is the sum multiplied by 8, namely 2. This combined with 11/3 from term (9), 22/3 from term (10) and 4/3 from term (11) gives E(N 2 ) = 43/3 in the circular case when n = 4. In the non-circular case, the contributions are 11/6 for term (9), 1/3 for term (10), 1/3 for term (11), and there is no contribution from term (12), so that E(N 2 ) = 4 in the non-circular case when n = 4.
To evaluate term (12) for n ≥ 5, one must first determine the contribution of those terms with i, j, k and next to each other. This may be done by evaluating those terms with i to the left of both j and k. There are six such terms, namely ijk , ij k, ikj , i jk, ik j, and i kj. This leads in order to
whose sum is 59/120. This contribution must then be multiplied by 4n in the circular case, and by 4(n − 4) in the non-circular case. In both cases, the factor 4 coming from the fact that the value is the same if one simultaneously interchanges i with k and j with , and also if one interchanges i with j and k with . This yields 59n/30 in the circular case and 59(n − 4)/30 in the non-circular case. For n = 5, this contribution -call it piece I -is 59/6 in the circular case, which combined with 35/6 from term (9), 17 from term (10) and 11/3 from term (11), gives E(N 2 ) = 109/3 as the final answer when n = 5 in the circular case. Similarly, E(N 2 ) = 206/15 when n = 5 in the non-circular case. When n ≥ 6, there are further contributions. One of them comes from those terms with exactly three of i, j, k and in neighbouring positions. This may be done by evaluating those terms with i, j and k in positions 1, 2 and 3 and in position 5, and by multiplying the result by 4n(n − 5) in the circular case, or by 4(n − 4)(n − 5) in the non-circular case. The evaluation of the six terms ijk, ikj, jik, kij, jki and kji yields in order to
The sum is 4/9, and hence piece II equals 16n(n − 5)/9 in the circular case, and 16(n − 4)(n − 5)/9 in the non-circular case.
Another contribution which arises when n ≥ 6 comes from the terms with two pairs of i, j, k and in neighbouring positions separated by at least one space. It requires the evaluation of the six terms with i in position 1 and j, k and in positions 2, 4 and 6, whose sum must then be multiplied by 2n(n−5) in the circular case, and by 2(n − 4)(n − 5) in the non-circular case. Using the order ij-k , ij-k, ik-j , ik-j, i -kj and i -jk, one gets
Accordingly, the contribution of piece III is 35n(n − 5)/36 in the circular case and 35(n − 4)(n − 5)/36 in the non-circular case.
Together, pieces I, II and III total 59n/30 + 11n(n − 5)/4 in the circular case and 59(n − 4)/30 + 11(n − 4)(n − 5)/4 in the non-circular case. For n = 6, this is 59/5 + 33/2 in the circular case, which combined with 17/2 from term (9), 29 + 4/5 + 4/9 from term (10) and 6 + 4/5 + 2/3 from term (11), gives E(N 2 ) = 76 + 11/15 as the final answer in the circular case when n = 6. In the non-circular case, the answer works out to E(N 2 ) = 526/15. In situations where n ≥ 7, additional contributions must still be accounted for. One of them, say piece IV, corresponds to those terms with exactly two of i, j, k and in neighbouring positions. In the circular case, this amounts to
while in the non-circular case one gets 5(n − 4)(n − 5)(n − 6)/6 for piece IV. The final contribution, piece V, comes from terms with no two of i, j, k or are next to each other. In the circular case, there are n(n − 5)(n − 6)(n − 7) such terms, each having probability P (R 1 < R 3 , R 2 > R 4 , R 5 < R 7 , R 6 > R 7 ) = 1/16. In the non-circular case, however, the contribution of piece V is reduced to (n − 4)(n − 5)(n − 6)(n − 7)/16.
When n ≥ 7, therefore, the total contribution of term (12) is
in the circular case, with the common factor of n being replaced by n − 4 in the non-circular case. Finally, E(N 2 ) is then the sum of (7), (13), (14) and (15) in the circular case, which reduces to
Similar expressions are available in the non-circular case, as given in the statement of the lemma.
APPENDIX B: PROOF OF PROPOSITION 2
Proposition 2 will be established if one can show that the limiting distributions, as n → ∞, of the standardized version of the circular and non-circular versions of N are Gaussian under the null hypothesis of randomness. For this, one needs only check the conditions of a theorem of Sen (1972) on the asymptotic normality of U-statistics. In the non-circular case, the key observation is that since R i < R j if and only if X i < X j , the expression (3) for N based on a series of length n + 1 may be written as
with X n+1 distributed as X 1 but taken independent of X 1 , . . . , X n , rather than equal to X 1 . Since the null distribution of N does not depend on the common continuous distribution of the mutually independent X i 's, the latter may be assumed to arise from the uniform density on the interval (−1/2, 1/2). Now let Y i = (X i , X i+1 ) for 1 ≤ i ≤ n and define U n as
where g is the symmetric function
Then U n is a U-statistic for the sequence Y 1 , Y 2 , . . . , Y n which is one-dependent and hence *-mixing. Since g is an indicator random variable, its moments of all orders exist and one may conclude from Theorem 1 of Sen (1972) that
where
with Y and Y two independent copies of Y 1 , and
where, writing y as (x 1 , x 2 ),
Simple calculations yield The asymptotic normality of the circular version of N can be obtained from this. For, ifŨ n denotes the circular version of U n , thenŨ n is actually obtained from U n by running the summation over i from one through n, and substituting Y n = (X n , X 1 ) for Y n . Then
Therefore, √ n(U n − 1/2) and √ n(Ũ n − 1/2) are asymptotically equivalent and so have the same limiting distribution.
APPENDIX C: PROOF OF PROPOSITION 3
In view of Proposition 2 and earlier work (cf., e.g., Hallin et al. 1985) , the marginal asymptotic distribution of the serial versions of Kendall's tau and Spearman's rho are actually known to be normal with the appropriate parameters under the null hypothesis of randomness. Since it was seen in Appendix B that (in the non-circular case) τ n = 1 − 2U n is a linear function of a U-statistic of order 2, Proposition 3 will follow from the Central Limit Theorem for *-mixing sequences and an application of the Cramér-Wold device if one can show that under the null, the non-circular version of ρ n is asymptotically equivalent to the U-statistic of degree 3 defined by 
Indeed, the asymptotic correlation between √ nτ n and √ nρ n will then be equal to −Corr{g 1 (Y), h 1 (Y)}, where h 1 (y) = E{h(y, Y 2 , Y 3 )}. Due to distributionfreeness, the latter may be computed under the assumption that the components of all Y i = (X i , X i+1 ) are mutually independent observations from a uniform distribution on the interval (−1/2, 1/2). Writing y = (x 1 , x 2 ) as before, one finds h 1 (y) = 1 3 {P (x 1 > X 1 , x 2 > X 4 ) + P (X 1 > x 1 , X 2 > X 4 ) + P (X 3 > X 1 , X 4 > x 2 )} i.e., h 1 (y) = and hence Corr{g 1 (Y), h 1 (Y)} = −1. Thus, the joint distribution of √ nτ n and √ nρ n is asymptotically normal with degenerate covariance matrix, so that the difference √ n(3τ n /2 − ρ n ) between their asymptotic standardized versions is o P (1). To show the relation between W n and ρ n , note that the latter is a normalized version of the statistic n i=1 R i R i+1 with R i = 1 + n+1 j=1 I(X i > X j ). Up to a change of location and scale, ρ n is thus equivalent to the V-statistic
defined in terms of the indicators a ijk defined in (16). But W n is the U-statistic corresponding to V n and standard arguments show that, as n → ∞, √ n (W n − V n ) → 0 in probability, thereby completing the proof of Proposition 3.
