We develop a general optical model and describe the absolute radiometric calibration of the readings provided by two widely-used night sky brightness sensors based on irradiance-to-frequency conversion. The calibration involves the precise determination of the overall spectral sensitivity of the devices and also the constant G relating the output frequency of the light-to-frequency converter chip to the actual band-weighted and field-of-view averaged spectral radiance incident on the detector (brightness). From these parameters, we show how to define a rigorous astronomical absolute photometric system in which the sensor measurements can be reported in units of magnitudes per square arcsecond with precise physical meaning.
Introduction
The brightness of the night sky is significantly higher than what would be expected for a natural night in many regions of the world, due to the atmospheric scattering of artificial light [1, 2] . The measurement and modelling of this phenomenon, mostly caused by the emissions of outdoor lighting systems, is, nowadays, the subject of an intense research effort. One of the aims of that work is to acquire the observational data needed to validate (or otherwise reject) the existing models of artificial light propagation throughout the atmosphere (see [3] for a review). A complementary goal is establishing a comprehensive reference dataset with enough statistical power, to be used as a baseline for detecting the changes that the artificial disruption of the night sky darkness may experience in forthcoming years. This is a relevant issue both for basic science and for applications in different fields of knowledge including, among others, the protection of existing and potential astronomical observatory sites [4, 5] , biodiversity preservation and ecosystem services management [6] [7] [8] , urban emissions monitoring [9, 10] , energy economics [11, 12] , as well as for preserving the night sky as a key asset of the intangible cultural heritage of humanity [13] .
The emissions of the artificial light sources can be partially monitored using instruments on Earth orbiting platforms, like the Visible Infrared Imaging Radiometer Suite Day/Night Band (VIIRS-DNB) onboard the Suomi National Polar-orbiting Partnership (Suomi-NPP) satellite [14] , the digital single-lens reflex (DSLR) RGB images captured by the Crew Earth Observation facility of the International Space Station [15, 16] , or the new generations of nighttime Earth monitoring satellites [17, 18] . However, evaluating the effects of these emissions on the night sky brightness under changing meteorological conditions requires extensive ground-based observations. Several radiance and luminance meters are routinely used for this purpose (for a review, see [19] ). Relevant information is also provided by citizen science programs of naked-eye observations of the night sky, like the
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Detector Modelling
Irradiance-to-frequency based night sky radiance meters, examples of which are the SQM-LU-DL and TESS-W detectors, are basically composed of (i) an optical block that limits and defines their effective field-of-view, (ii) a monolithic irradiance-to-frequency converter chip whose electrical output is a square wave whose frequency depends linearly on the irradiance incident on the chip surface, (iii) one or several optical filters that, combined with the spectral transmittance of the remaining optical components and the spectral responsivity of the detector, determine the overall spectral sensitivity of the device, and (iv) basic data processing electronics for converting the frequency to the desired radiometric magnitudes.
Both the SQM-LU-DL and the TESS-W use a TSL237 light-to-frequency converter (ams AG, Premstaetten, Austria) [28] , that combines a silicon photodiode and a current-to-frequency converter on a single monolithic CMOS integrated circuit, and whose frequency response is linear across several decades of incident irradiance. Their fields of view are limited to a region of the sky with approximately a Gaussian profile and full-width-at-half-maximum (FWHM) of 20 • for the SQM-LU-DL and 17 • for the TESS-W. The SQM-LU-DL uses a Hoya CM-500 filter for nominally limiting its effective bandpass to 400-650 nm (FWHM 250 nm) [21] , whereas the TESS-W is fitted with a dichroic filter that limits it to the 400-740 nm spectral band [22] .
Irrespectively of the particular construction details of each device, it can be shown that the output frequency f (Hz) provided by the converter is related to the radiance at the entrance aperture of the detector by the general expression (see Appendix A for details):
where L λ (ω) is the spectral radiance (Wm −2 sr −1 nm −1 ) of the incident light field along the direction specified by the angular vector ω = (θ, φ), such that L λ (ω) dλ is the radiance (Wm −2 sr −1 ) contained within the spectral interval [λ, λ + dλ]. The two-dimensional differential factor d 2 ω is the elementary solid angle (sr) around the direction ω (in case of using spherical coordinates with the Z axis along the central ray of the field-of-view d 2 ω = sin θ dθ dφ), and P(ω) is the weighting function describing the field-of-view of the device (units sr −1 ), normalized such that Ω P(ω) d 2 ω = 1, where Ω stands for the angular half-space subtended by the forward-facing hemisphere. T(λ) is the photometric band of the device, that is, the normalized spectral transmittance of the whole setup including the spectral sensitivity of the irradiance-to-frequency converter, the spectral transmittance of the protective glass, filters, optical collector, and any other wavelength-dependent factor. T(λ) is a unitless function normalized to 1 at its maximum. The constant K, with units Hz/(Wm −2 sr −1 ), provides the absolute link between the converter output frequency and the spectrally weighted and field-of-view averaged incident radiance. The dark frequency f D accounts for the output of the converter under complete darkness conditions. According to Equation (1), the spectrally weighted and field-of-view averaged radiance L at the entrance plane of the detector,
can be directly deduced from the converter output frequency, f , as
once the constant G ≡ 1/K (Wm −2 sr −1 Hz −1 ) and the dark frequency f D (Hz) have been determined by calibration. A complete characterization of the radiometric properties of the detector also requires the precise measurement of the function T(λ) characterizing the device's photometric band.
Radiometric Calibration
The radiometric calibration for determining G, T(λ), and f D can be performed by means of a spectrally tunable light source, an integrating sphere providing an angularly uniform radiance, and an auxiliary traceable calibrated photodiode. Note that, under angularly uniform radiance illumination of narrow spectral width ∆λ around λ, Equation (2) simplifies to
(the normalization of P(ω) makes the integral equal to 1). The expected output frequency of the converter chip is then:
On the other hand, and under the same exposure conditions, the radiance L λ ∆λ can be determined from the electric intensity i λ provided by the calibrated photodiode as
where Q λ is the wavelength-dependent responsivity of the photodiode (units A/W), S p is the area of its illuminated surface, and F p is its effective field-of-view function (see Appendix A, for details). By substituting Equation (6) into Equation (5) we get
so that by measuring f (λ) and i λ across the relevant wavelength range, and once the photodiode responsivity, illuminated surface, and effective field-of-view function are known, the values of the product KT(λ) can be determined. Since T(λ), by definition, is normalized to 1 at its maximum, the value of the scaling constant is obtained as K = max[KT(λ)] and from this we obtain the value of G = K − 1, and T(λ) = KT(λ)/max[KT(λ)]. The dark frequency, f D , can be deduced from the intercept of the linear regression in Equation (7), or be directly measured under zero radiance conditions.
Formalizing the Absolute (AB) Astronomical Magnitudes Units System
For applications in astronomy and astrophysics, it is usual to express the radiance L (Equation (2)) in units of magnitudes per square arcsecond within the corresponding photometric band, in our case T(λ). The value of L in T-band mag/arcsec 2 , m T , is defined as:
where L r is a freely chosen, but explicitly stated, reference radiance that sets the origin of the T-band magnitude scale. From Equations (3) and (8) we can write:
where ZP, the 'zero-point' of the system, is given by:
The value of ZP is of course contingent on the particular choice of L r . This choice is arbitrary, as far as it is well-defined and is consistently applied. Different reference light sources have been traditionally used in astronomy to set the origin of the various magnitude (irradiance) scales used in this field [29] . Many of them are based on the spectral irradiance produced at the top of the Earth's atmosphere by well-known stars like the Sun or Vega (α Lyr). A convenient system, not tied to any particular star, is the AB (absolute) magnitude scale [30, 31] , of which the reference source is defined as the one producing at the entrance plane of the detector a constant spectral irradiance, per unit frequency interval, equal to E 0 (ν)= 3631 jansky (Jy) throughout the whole spectral domain (1 Jy = 10 −26 Wm −2 Hz −2 ). The associated reference source for the (radiance) scale of AB magnitudes per square arcsecond is the one producing this irradiance at the entrance plane of the measuring device under normal incidence per square arcsecond (i.e., ∆ω 0 = 1 arcsec 2 = 2.3504 × 10 −11 sr) of solid angle extent. Hence the spectral radiance of the reference source is L 0 (ν) = E 0 (ν)/∆ω 0 (per unit frequency interval) or, equivalently, L 0 (λ) = c/λ 2 E 0 (ν)/∆ω 0 (per unit wavelength interval), where c is the speed of light in vacuum. Note that, whereas L 0 (ν) is constant, L 0 (λ) turns out to be wavelength-dependent due to the relationship dν = −c/λ 2 dλ between the frequency and wavelength differential intervals.
A uniform hemispheric light field with spectral radiance L λ (ω) = L 0 (λ) gives rise, according to Equation (2) , to the spectrally weighted and field-of-view averaged AB reference radiance [32] 
that will be used here to set the ZP AB zero point according to Equation (10) . This zero point, in combination with Equation (9), defines the desired AB magnitude system corresponding to the detector's T(λ) photometric band.
Experimental Calibration Setup
The radiometric calibration described in Section 2.2 was carried out in the Laboratory for Scientific Advanced Instrumentation (Laboratorio de Instrumentación Científica Avanzada, LICA) of Universidad Complutense de Madrid. The light source was a Quartz Tungsten Halogen from Oriel Corp. Narrow spectral intervals were selected using a CS260 monochromator from Newport Corp. with 1.3 nm resolution (FWHM). The light beams were fed into the entrance port of an Oriel barium sulfate integrating sphere with 20 cm diameter. This sphere has two output ports, fitted with identical Lambertian diffusers, to which the TESS-W or SQM-LU-DL sensors and the auxiliary traceable calibrated photodiode (Hamamatsu S2281) can be attached using specifically designed optomechanical mounts. These output ports provide a uniform angular radiance that completely fills the effective field-of-view of the TESS-W and SQM-LU-DL sensors. The working plane of the auxiliary photodiode, whose active surface has a diameter of 11.3 mm, is located at 9 mm distance from the corresponding diffuser. Since each output port has a diameter of 45 mm, the half angle subtended by the diffuser as seen from the center of the photodiode is θ max = 68.2 • and the photodiode effective field-of-view function is F p = π sin 2 (θ max ) = 2.71 sr.
The calibration measurements f (λ) vs. i λ (see Section 2.2 above) can be done either simultaneously, by locating the detector and the auxiliary photodiode in complementary ports, or sequentially, by using the same port for both. After several checks, and in order to avoid any potential bias derived from small asymmetries in the spectral optical outputs at each port, the final calibrations were performed sequentially. The light source was allowed to stabilize before starting the measurements of i λ from λ = 350 to 1000 nm in 10 nm intervals, the values of f (λ) were subsequently recorded for the same wavelengths, and the i λ measurements were repeated at the end of each session to ensure the source stability, found to be better than 0.25% averaged over the whole spectral interval (max 2.9%, min 0.0%). The measurements were performed at a lab temperature of 21 • C. Strict control was exerted to ensure that the readings were not affected by external stray light.
Results
TESS-W Detectors
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The calibration measurements
i (see Section 2.2 above) can be done either simultaneously, by locating the detector and the auxiliary photodiode in complementary ports, or sequentially, by using the same port for both. After several checks, and in order to avoid any potential bias derived from small asymmetries in the spectral optical outputs at each port, the final calibrations were performed sequentially. The light source was allowed to stabilize before starting the measurements of  i from λ= 350 to 1000 nm in 10 nm intervals, the values of    f were subsequently recorded for the same wavelengths, and the  i measurements were repeated at the end of each session to ensure the source stability, found to be better than 0.25% averaged over the whole spectral interval (max 2.9%, min 0.0%). The measurements were performed at a lab temperature of 21 °C. Strict control was exerted to ensure that the readings were not affected by external stray light.
Results
TESS-W Detectors
As an example of application, we performed the experimental calibration measurements and the calculations described above for two TESS-W units (stars3 and stars222). 
SQM Detectors
The same calibration procedure was applied to the readings of two SQM-LU-DL detectors, with serial numbers 2370 and 2747, respectively, whose resulting normalized spectral sensitivities T(λ) are displayed in Figure 2 . Table 2 summarizes the values of their calibration constants and associated uncertainties (σ). 
The same calibration procedure was applied to the readings of two SQM-LU-DL detectors, with serial numbers 2370 and 2747, respectively, whose resulting normalized spectral sensitivities    T are displayed in Figure 2 . Table 2 summarizes the values of their calibration constants and associated uncertainties (σ). 
Discussion
The calibration results reported in Section 3 reveal both the similarities and the differences of the two types of widely used night sky brightness detectors. Any relative comparison of performance must take into account that the photometric bands    that corresponds to the in-band detected radiance per Hz, is smaller for the TESS-W, what amounts to a higher sensitivity in absolute terms. The reproducibility of the calibration constants within each type of detector is fairly good, with constants G differing in the range 1-5%, and absolute AB zero points differing 0.03-0.04 magAB/arcsec 2 . It must be noted, however, that these results are provided here as an example of application of the calibration procedure described in this paper, and that more extensive tests with larger samples should be performed before establishing the reproducibility of both families of instruments.
Regarding the experimental calibration measurements, it must be borne in mind that when the ambient temperature is high (>25 °C), the dark frequency measurements. Note however that these constants, once determined, are themselves independent from the operating temperature, which only appears implicitly in Equation (9) The absolute AB astronomical magnitude system is a well-established reference frame for the 
The calibration results reported in Section 3 reveal both the similarities and the differences of the two types of widely used night sky brightness detectors. Any relative comparison of performance must take into account that the photometric bands T(λ) of the TESS-W and the SQM-LU-DL are different, and hence that they provide complementary information on the night sky radiance as measured in two overlapping but not coincident photometric channels. The calibration constant G (Wm −2 sr −1 Hz −1 ), that corresponds to the in-band detected radiance per Hz, is smaller for the TESS-W, what amounts to a higher sensitivity in absolute terms. The reproducibility of the calibration constants within each type of detector is fairly good, with constants G differing in the range 1-5%, and absolute AB zero points differing 0.03-0.04 mag AB /arcsec 2 . It must be noted, however, that these results are provided here as an example of application of the calibration procedure described in this paper, and that more extensive tests with larger samples should be performed before establishing the reproducibility of both families of instruments.
Regarding the experimental calibration measurements, it must be borne in mind that when the ambient temperature is high (>25 • C), the dark frequency f D may deviate significantly from zero [28] . The actual value of f D at the calibration temperature must be taken into account in the calculation of the calibration constants (G, L r,AB , and, subsequently, ZP AB ) from the recorded lab measurements. Note however that these constants, once determined, are themselves independent from the operating temperature, which only appears implicitly in Equation (9) through the f D term. At typical nighttime low operating temperatures, the value of f D turns out to be in most cases negligible.
The absolute AB astronomical magnitude system is a well-established reference frame for the communication of scientific results. The TESS-W and SQM units actually operating in many places of the world routinely report their measurements in mag/arcsec 2 using some variant of the Johnson V photometric system, with zero points ZP m provided by the manufacturer. These measurements can be directly converted to the AB system by adding to them a magnitude correction term ∆ = ZP AB − ZP m .
Conclusions
We present in this paper a general measurement model for the widely used night sky brightness meters based on irradiance-to-frequency semiconductor converters. We also describe their absolute calibration procedure, and the parameters that define the absolute radiance scale of AB magnitudes per square arcsecond, for their specific photometric bands, T(λ). As an example of implementation, we provide the calibration constants for several TESS-W and SQM-LU-DL detectors.
In order to establish well-defined and reproducible night sky brightness datasets, as well as to facilitate data sharing and inter comparison between different research teams, it is strongly suggested that the night sky brightness readings be expressed in band-weighted radiances (Wm −2 sr −1 ) or, equivalently, in AB mag/arcsec 2 with explicit reference to the precise definition of the specific photometric band of the measuring device.
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Appendix A
In this appendix, some of the steps leading to Equations (1) and (6) are formalized. Irradiance-to-frequency photodiode converter chips like the TSL237 used in the TESS-W and SQM-LU-DL detectors provide an electric signal with output frequency f whose logarithm (once f is corrected from the dark frequency f D ) depends linearly on the logarithm of the spectrally weighted irradiance E incident on the chip, with unit slope and non-zero intercept [28] . This is equivalent to a linear relationship in natural units:
where R 0 (λ) is the spectral responsivity of the converter, with units Hz/(Wm −2 ), and E λ is the spectral irradiance on its surface. Let us denote by x the two-dimensional position vector of a generic point on the chip active surface, and by ω = (θ , φ ) the two-dimensional vector describing a generic direction of incidence of the light rays in a spherical coordinate system centered at x and with its Z axis normal to that surface. The spectral flux (Wm −2 nm −1 ) incident on an infinitesimal patch d 2 x of the surface around x , due to a small bundle of rays of spectral radiance L λ (x , ω ) and solid angle spread d 2 ω incident along the
The overall spectral flux on the chip will be the integral of Equation (A2) spatially extended to its whole active surface S, and angularly extended to the Ω = 2π sr set of directions of its front facing hemisphere. The resulting spectral irradiance on S is then:
Now let us recall that the light rays arrive to the chip after being deflected by the different elements of the optics of the TESS-W or SQM-LU-DL detector. The ray propagation can be characterized by a ray transfer Equation of the form (x , ω ) = Γ(x, ω), which relates the position and direction of incidence (x, ω) of a ray at the entrance aperture of the detector to its values (x , ω ) at the plane of the chip. This Equation can be interpreted as a general coordinate transformation in the four-dimensional position-momentum ray space, with associated Jacobian determinant J(x, ω). On the other hand, the radiance at the chip, L λ (x , ω ), is equal to the radiance L λ (x, ω) of the corresponding rays at the entrance aperture of the detector, excepting for the attenuation due to the optics, so that we can write
where Λ(x, ω, λ) is the overall spectral attenuation function, that generally depends on the point of incidence and direction of propagation of each ray at the entrance aperture of the detector (determining its propagation path throughout the whole optical system), in addition to the wavelength. For sky brightness monitoring applications, it turns out that L λ (x, ω), for each ω, is fairly constant across the surface of the detector entrance aperture, so that
. Substituting this condition in (A4) and performing the change of coordinates in (A3), taking into account that
and that cos θ ≡ cos θ (x, ω) we get:
where S and Ω denote the new limits of integration resulting from the change of variables. In most cases of interest, the attenuation of the beam due to geometrical propagation factors will be independent of (or only weakly dependent on) the wavelength (e.g. in case of Fresnel reflections, only through the small wavelength dependence of the refractive index of the optical components), and the main spectral attenuation will be due to the bandpass filter and be approximately equal for all geometric rays. In this case the Λ function in Equation (A5) can be factorized as Λ(x, ω, λ) = Λa(x, ω)Λb(λ), and Equation (A5) can be rewritten as:
We can now define the effective field-of-view function of the detector as:
where 1/P0 is the normalization constant required to fulfill the condition Ω P(ω) d 2 ω = 1. Hence, Equation (A6) becomes:
whose substitution into Equation (A1) leads to:
and, by defining K and T(λ) such that KT(λ) = P 0 R 0 (λ)Λ b (λ) and max[T(λ)] = 1 we finally get Equation (1) of the main text:
On the other hand, the electric intensity i λ at the output of the auxiliary traceable calibrated photodiode under quasi-monochromatic illumination with radiant spectral flux Φ λ (W/nm) and bandwidth ∆λ (nm), is given by
where Q λ is the wavelength-dependent photodiode's responsivity (units A/W). The spectral flux over the photodiode, in turn, is the spatial and angular integral of the spectral radiance weighted by the zenith-angle cosine factor:
where S p is the area of the auxiliary photodiode active surface and Ω p is the solid angle subtended by its field of view. If the radiance incident on the auxiliary photodiode is spatially and angularly constant, i.e., if L λ (x, ω) = L λ , Equation (A12) reduces to Φ λ = S p F p L λ , with F p = Ω p cos θ d 2 ω. Substituting this last expression into Equation (A11) leads to:
from whence Equation (6) immediately follows.
