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Abstract
We study an atom with nitely many energy levels in contact with
a heat bath consisting of photons (black body radiation) at a temper-
ature T > 0. The dynamics of this system is described by a Liouville
operator, or thermal Hamiltonian, which is the sum of an atomic Li-
ouville operator, of a Liouville operator describing the dynamics of a
free, massless Bose eld, and a local operator describing the interac-
tions between the atom and the heat bath. We show that an arbitrary
initial state which is normal with respect to the equilibrium state of
the uncoupled system at temperature T converges to an equilibrium
state of the coupled system at the same temperature, as time tends to
+1 (return to equilibrium).
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I Introduction and Summary of Main Results
In this paper, we study open quantum systems consisting of a small, compact
subsystem with nitely many degrees of freedom coupled to an innitely ex-
tended reservoir or heat bath which, asymptotically, is in thermal equilibrium
corresponding to a temperature T > 0. By \asymptotic thermal equilibrium"
we mean that, roughly speaking, the states of interest of the system are indis-
tinguishable from thermal equilibrium states at a xed, positive temperature
T > 0 in a neighbourhood of spatial innity.
Our main concern is to analyze the phenomenon of \return to equilib-
rium": We exhibit a class of open quantum systems with the property that
the time evolution drives an arbitrary initial state describing \asymptotic
thermal equilibrium" at a temperature T > 0 towards an equilibrium (or
KMS) state at the same temperature T , as time tends to1. In other words,
the limiting state of an open system with the property of return to equilib-
rium, as time tends to 1, is a time-translation invariant KMS state corre-
sponidng to a temperature equal to that of the heat bath near spatial innity.
A consequence of return to equilibrium is that the entropy of the state of
the small subsystem tends to increase under the time evolution. This means
that, if only the degrees of freedom of the small subsystem are observed, the
dynamics is dissipative, dissipation arising through energy exchange with the
thermal heat bath. This kind of dissipative behaviour is sometimes called
\quantum friction".
The phenomenon of \return to equilibrium" is similar to the phenomenon
of \approach to a ground state", which is observed at zero temperature: If
a suitable small subsystem, such as an electron bound to a static nucleus,
is coupled to a dispersive medium with innitely many degrees of freedom,
such as the quantized electromagnetic eld, at zero temperature, then an ar-
bitrary initial bound state of the small subsystem approaches a groundstate
of the coupled system, as time tends to 1. The reason is that excited bound
states of the small subsystems become unstable when the subsystem is cou-
pled to the dispersive medium; they decay into lower-energy bound states
through emission of dispersive modes (photons) and eventually converge to
a groundstate. This phenomenon is sometimes called \dissipation through
dispersion (emission of dispersive radiation)".
The two phenomena of \return to equilibrium" (T > 0) and \approch
to a groundstate" (T = 0) can be formulated as spectral problems for the
generator of the time evolution, i.e., for the Liouville operator, or thermal
Hamiltonian, (T > 0) and the Hamiltonian (T = 0), respectively: If one
can show that the point spectrum of the Liouville operator generating the
dynamics of an open quantum system in asymptotic thermal equilibrium at
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a temperature T > 0 consists of a simple eigenvalue at 0 then the property
of \return to equilibrium" can be proven to hold as a general consequence
of the so-called KMS condition. A prerequisite for establishing \approach
to a groundstate" is to show that the point spectrum of the Hamiltonian
generating the dynamics of the system at zero temperature consists of a single
eigenvalue, the groundstate energy, of nite multiplicity. In particular, one
must show that all excited bound states of the small subsystem (e.g., an
atom) are turned into resonances of nite life time when the latter is coupled
to the dispersive medium. However, this kind of information on the energy
spectrum of the Hamiltonian does not, by itself, suÆce to prove the property
of \approach to a groundstate". (In addition, one needs to establish some
properties of scattering related to asymptotic completeness, and this tends
to be a very hard analytical problem.)
The idea that initial excited bound states of an atom approach a ground-
state through emission of photons, as time tends to 1, rst appeared in
Bohr's theory of the hydrogen atom coupled to the quantized radiation eld,
at zero temperature, and remained a guiding idea in later perturbative analy-
ses of the quantum theory of atoms coupled to the electromagnetic eld by
some of the founding fathers of quantum mechanics. See, e.g., [14] for a
review of results. Mathematically rigorous, non-perturbative results on the
quantum theory of charged particles interacting with the quantized radiation
-(or the phonon) eld at zero temperature started to appear surprisingly re-
cently; see, e.g., [11, 19, 20, 30, 5, 6, 7, 8, 9, 10, 26, 23, 24, 39, 38, 17, 36]
First traces of the idea of \return to equilibrium" at positive temperature
appear in work of Planck, in Einstein's 1917 derivation of the law of black-
body radiation, and in much subsequent work on radiation theory; see, e.g.,
[31, 32]. Mathematically, precise results were rst obtained within various
approximate treatments, such as the van Hove limit; see, e.g., [16, 29] and
references given there. A complete proof of the return to equilibrium for a
simple innite quantum system, the so-called XY chain, was rst presented
in [35]. A reformulation of return to equilibrium as a spectral problem for
Liouville operators was proposed by Jaksic and Pillet in [27, 28], drawing on
previous fundamental work due to Araki and Woods [3], Haag, Hugenholz
and Winnink [22], and Araki [1]; see also [12, 13, 21]. In the present paper,
we follow the general ideas of the spectral approach to the problem of return
to equilibrium due to Jaksic and Pillet [27, 28]. Due to some confusion in
the literature, we nd it necessary, however, to carefully review the general
formalism of the quantum theory of nite and innite systems in or close to
thermal equilibrium, as developed in [3, 22, 1] (see also [12, 13, 21]), in a form
convenient for applications to concrete models, and to introduce several novel
technical devices within the spectral approach. Furthermore, we intend to
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present the general formalism in a fashion that will make future applications
to more complicated problems, e.g., to the problem of stationary states of
innite quantum systems, or to some problems of transport theory, feasible.
Unfortunately, some of these purposes of our work make the present paper
quite long.
Next, we describe the class of open quantum systms considered in this
paper. The small, bounded subsystem consists of a conned atom or molecule.
In this paper, an idealized description of the small subsystem as a quantum-







; N < 1 ; (I.1)
is chosen, i.e., we consider an atom or molecule with only nitely many energy
levels. When the coupling between the small subsystem and the reservoir, or
heat bath, is turned o, the dynamics is given by a Hamiltonian, H
el
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The reservoir is chosen to consist of the quantized electromagnetic eld or
of the quantized vibrations, or phonons, of an innitely extended, harmonic




and, for photons, a helicity  = 1. The Hilbert space, h, describing
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(I.6)
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At zero temperature, the Hilbert space of pure state vectors of the reser-
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Bose-Einstein statistics. A vector 	 2 F is a sequence,
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(Note that f 7! a(f) is linear in f , rather than anti-linear.) For every f 2 h,
a(f) extends to an unbounded, densely dened, closed operator on F . For
f 2 h, we dene f to be the complex conjugate of f , (f)(k) := f(k). We
dene the creation operator, a

(f), to be the unbounded, densely dened,































BFS-4, December 21, 1999 5
where h  j  i
h
denotes the scalar product on h. We note that the vacuum
vector, 
 = (1; 0; 0;    ), spans h
(0)
and has the property that
a(f)
 = 0 ; for all f 2 h. (I.15)








(k)!(k) a(k) : (I.16)




corresponding to massless, relativistic photons or phonons. The operator H
f
dened by (I.16) extends to an unbounded, selfadjoint, positive operator on
F . It has a simple eigenvalue at 0, corresponding to the eigenvector 
. The
rest of the spectrum of H
f
is purely absolutely continuous. See [34, 33] for a
more complete summary of the theory of free, quantized elds.
The Hilbert space of the combinded system, consisting of the idealized




 F : (I.18)
When the coupling between the atom and the reservoir is turned o, the












as in (I.2), (I.3) and H
f
as in (I.16). The coupling between the



















), G(k) is an operator on H
el
, i.e., an N  N
complex matrix. One could add to I terms quadratic in a

and a, (or even
of higher than second order). But, for the sake of a clear exposition of the
key ideas of our analysis, let us not do that. The Hamiltonian, H
g
, of the





+ gI : (I.21)
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For notational simplicity, we assume without loss of generality that g 
0. We have studied the zero-temperature dynamics of similar systems in
[5, 7, 8, 9]. The purpose of this paper is to characterize the space of states of
the class of open systems introduced in (I.1){(I.3) and (I.7), (I.16), (I.18){
(I.21) describing \asymptotic thermal equilibrium" at a positive temperature
T > 0, and to study properties of the dynamics of such states, as formally
generated by the Hamiltonian H of Eq. (I.21). Under appropriate conditions
on H
el
and on the coupling matrix G(k) appearing in (I.20), we establish
\return to equilibrium" for inital states describing asymptotic equilibrium.
Somewhat surprisingly, it appears that the proper mathematical formalism
enabling us to formulate these problems precisely and then solve them is
not widely known, although it has been developed in the sixties and early
seventies. For this reason, a self-contained summary is presented in Sects. II,
III, and IV.1.
Before we give a survey of the contents of this paper, we now state the
conditions on H
el
and on the coupling matrix G(k) on which our analysis is
based. In later sections, we refer to these conditions whereever we formulate
precise results. Our rst condition is as follows.
Hypothesis H- 1. The spectrum of H
el





<    < E
N 1
(I.22)

















denote the matrix elements of the coupling matrix, G(k), see Eq. (I.20), in
the basis of eigenvectors of H
el
. These matrix elements are assumed to have
the following properties.





wave vector k 2 R
3









k), analytic on a domain



















, ( = 1) and i and j. The same





















BFS-4, December 21, 1999 7






Hypothesis H- 3. We assume that there exists positive constants  > 0

























where !(k) = j
~
kj.
In concrete physical models, based on the dipole approximation for the
coupling of an atom with nitely many energy levels to the quantized elec-
tromagnetic eld, one nds that (I.26) holds for  = 1=2.
Our next requirement is a condition on the choice of an ultraviolet cuto
in the interaction I which can be stated in the form of decay properties of



































where M <1 is the same constant as in Hypothesis H-3.
This condition will play a crucial role in our analysis of spectral properties
of the Liouville operator or thermal Hamiltonian. Among such properties the
most crucial one is that all but one eigenvalues of the Liouville operator of
the uncoupled system (g = 0) consisting of the (nite-level) atom and the
reservoir dissolve in (absolutely) continuous spectrum when the interaction
between the atom and the reservoir is turned on. We will show that the
Liouville operator of the interacting system (g > 0) has a simple eigenvalue
at 0 corresponding to its unique equilibrium (KMS) state, the rest of the
spectrum of the Liouville operator being purely absolutely continuous. This
is quite remarkable, because the Liouville operator of the uncoupled system




j i; j = 1; : : : ; N; i 6= jg and an N -fold
degenerate eigenvalue at 0. Our proof that N
2
  1 of these N
2
eigenvalues
dissolve in continuous spectrum when the interaction is turned on is based
on a mathematically rigorous variant of Fermi's Golden Rule. To make this
method work, we require the following condition.
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> 0 : (I.28)
Actually, condition (H-5) can be weakened considerably at the price of
rendering the computational aspects of our analysis more complicated, see
Appendix B.
Our proof of the result that the spectrum of the Liouville operator of the
interacting system is purely absolutely continuous, away from 0, will involve
a combination of the method of complex spectral deformations, more precisely
a novel variant of dilatation analyticity, with a mathematically precise form
of Fermi's Golden Rule based on the so-called Feshbach map of [7, 9]. The
appearance of the complex parameter e
 
,  2 C , in conditions (H-2) through
(H-4), above, can be traced to our use of dilatation analyticity.
We now state our main results in the form of a theorem.
Theorem I.1. Consider an open quantum system with dynamics correspond-
ing to the formal Hamiltonian H
g
dened in (I.21), where H
0
is given in
(I.19) and I in (I.20). We assume that H
0
and I satisfy conditions (H-1)















, of states of the



















(ii) If 0  g < g

, for some g





eigenvalue at 0 corresponding to the unique equilibrium (KMS) state of
the system, and the rest of the spectrum of L
()
g
covers the entire real
axis and is absolutely continuous.




have the property of
\return to equilibrium", in the sense described above.




in (I.26)), there exists a natural linear subspace, D
0
, of states





with the property that every vector in D
0
converges to




exponentially fast in time.
Remark I.2. Under the hypotheses of part (iv) of Theorem I.1 stated above,
one can establish precise links between our methods and those in [28], on one
hand, and various heuristic treatments of \return to equilibrium" involving
quantum master equations, on the other hand.
We conclude this introduction with a brief summary of contents of the
various sections of this paper.
In Sect. II, we review the general theory of pure and mixed states and of
their dynamics (in the \Schrodinger picture") for quantum mechanical sys-
tems conned to bounded regions of physical space. We characterize their
thermal equilibrium states and derive the Kubo-Martin-Schwinger (KMS)
condition. We derive explicit expressions for the Liouville operator (or ther-
mal Hamiltonian) in terms of the Hamiltonian and for the \modular opera-
tor" and the \modular conjugation". We describe perturbation methods for
the construction of equilibrium states of interacting systems.
In Sect. III, we extend the results of Sect. II to the thermodynamic limit,
following [22] and [1]. In particlar, we clarify what we mean by the notion





see Sect. III.2 and III.3. We introduce the Liouville operators generating
the dynamics on states which are in \asymptotic thermal equilibrium"; see
Sect. III.2 and III.3. In Sect. III.4, we derive the property of \return to equi-
librium" from a spectral property of the Liouville operator of a system and
the KMS condition characterizing its equilibrium states. In Sect. III.5, we
review the perturbation theory for equilibrium states in the thermodynamic
limit.
In Sect. IV, we rst review the Araki-Woods representation of equilibrium
states of the quantized, free electromagnetic eld. We then introduce a class
of open quantum systems describing an idealized, conned atom coupled to
the quantized electromagnetic eld in \asymptotic thermal equilibrium" at
a temperature T > 0. We establish selfadjointness of the Liouville operators
of such systems and of related operators needed in the perturbation theory
of equilibrium states. We prove that, at an arbitrary temperature T > 0,
the systems studied in this paper have an equilibrium state which can be
constructed from the equilibrium state of the quantized electromagnetic eld
with the help of convergent perturbation theory; see Sect. IV.3. We also
establish some simple technical estimates important for our analysis.
Our main results (see Theorem I.1 stated above) are proven in Sect. V. In
Sect. V.1, we describe these results and sketch the basic analytical methods,
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a novel form of dilatation analyticity for the Liouville operators encountered
in the analysis of our class of systems and the Feshbach map of [7, 8], on
which our proofs are based. All key elements of our proofs of the relevant
spectral properties of the Liouville operators are explained quite carefully.
In Sect. V.2, we compare and combine our approach with the one proposed
in [28]. We exhibit a dense set of states in \asymptotic thermal equilibrium"
which converge to a unique equilibrium state exponentially fast in time.
The remaining subsections of Sect. V and two appendices are devoted to
a variety of (partly rather tedious) technical considerations. We recommend
especially Sect. V.7 (a renormalization group analysis of the spectrum of
Liouville operators) and Appendix B (concerning Fermi's Golden Rule) to
the attention of the reader.
II Thermal Equilibrium States of Finite Sys-
tems
In this section, we recapitulate some results of [22]; see also [21, 12, 13].
II.1 Pure and Mixed States of Quantum-Mechanical
Systems
We consider a quantum-mechanical system conned to a bounded region of
physical space. The pure states of the system correspond to unit rays in
a separable Hilbert space H, with scalar product denoted by (  j  ). The
algebra of observables of the system is a C

-algebra, A, contained in or equal
to the algebra B(H) of all bounded operators on H. We assume that A
contains the identity operator 1. The dynamics of the system is determined
by a Hamiltonian, H, which is a semibounded, selfadjoint operator on H
with discrete spectrum.







< 1 ; (II.1)
for arbitrary  > 0.
We are interested in describing general mixed states of the system, in-







is Boltzmann's constant and T denotes the absolute
temperature. Furthermore, we wish to study the time evolution of general
mixed states, as determined by the Hamiltonian H.
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According to Landau and von Neumann, a mixed state of the system
corresponds to a density matrix, i.e., to a positive, selfadjoint operator on H
of unit trace.
The two-sided ideal of trace-class operators in B(H) is denoted by L
1
(H),
the two-sided ideal of Hilbert-Schmitt operators inB(H) by L
2
(H). A density
matrix  is a positive element of L
1
















= Tr[] = 1 : (II.3)
As a linear space, L
2





(H)! C ; (; ) 7! hji := Tr[

] : (II.4)
For brevity, we denote L
2
(H) by K. This Hilbert space is isomorphic to
H
H. It carries a representation ` of the algebra A given by
`[a] := a 2 K ; (II.5)
for arbitrary  2 K, a 2 A. To every element  2 K, we can associate a state






The expectation value of an observable a 2 A in the state  is given by
hai






















where we have used the cyclicity of the trace. For ;  2 K, with hji =
hji = 1, and a 2 A, we may dene the transition amplitudes
hj `[a]i : (II.9)
Pure states of the system correspond to orthogonal projections P 2 K of
rank 1, i.e.,
P =  ( j) = j ih j ;  2 H ; (II.10)
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in Dirac's bra-ket notation. Then
hP j`[a]P i = Tr[P aP ] = Tr[P a]
= ( j a ) : (II.11)
As an algebra, K = L
2
(H) is what is called a Hilbert algebra, i.e., it is a

























which follows from (II.4), see [22, 18].
The time evolution of an observable a 2 A in the Heisenberg picture is


























































by cyclicity of the trace. Thus, it is useful to dene the time evolution of an










for t 2 R. We dene a selfadjoint linear operator L, the Liouvillian, on K by
setting
L := [H ;  ] ; (II.18)
where [; ] denotes the commutator. Under our hypotheses on H, the oper-

























; i = 0; 1; 2; : : : ; (II.20)








    : (II.21)
























































II.2 Equilibrium States of Bounded Systems
Since we are interested in studying systems in thermal equilibrium, we must
identify those vectors in K which describe equilibrium states at an arbitrary
inverse temperature ; see [22, 18, 12, 13] for more details. Let A
0
denote the
von Neumann algebra of all bounded operators on H which commute with
all operators in A, the commutant of A. A selfadjoint operator Q on H is
said to be aÆliated with A
0
i all spectral projections of Q belong to A
0
. We
say that Q commutes with H i all spectral projections of Q commute with
all spectral projections of H.
According to Gibbs, Landau, and von Neumann, every equilibrium state






exp[ (H  Q)] ; (II.25)
where Q is an arbitrary selfadjoint operator on H aÆliated with A
0
, com-








< 1 : (II.26)
The physical interpretation of Q is that of a conserved charge of the system.
Since Q is aÆliated with A
0
, observables (i.e., elements of A) are neutral with
respect to Q.
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exp[ (H  Q)=2]U ; (II.27)


















































= 0 =) a = 0 : (II.30)
Thus, the vector 
;Q
2 K is separating for the algebra `[A].
Second, the state 
;Q















































In the second equation, we have used the cyclicity of the trace and the fact
thatH and b commute with e
Q
, in the strong sense specied above. Dening
F
ab












the KMS condition says that the function G
ab
(t) is the boundary value of a
function G
ab
(z) analytic in z in the strip
S
 






(t  i) = F
ab
(t) : (II.35)
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Equivalently, F
ab
(t) is the boundary value of a function F
ab
(z) analytic in z







(t+ i) = G
ab
(t) : (II.36)










as follows from a trivial calculation similar to that in (II.31) or directly from





= h b i
;Q
; (II.38)
i.e., the state 
;Q
is time-translation invariant; (set a = 1 in (II.37)).



























































We have used (II.38) in the rst and the KMS condition (II.31) in the third
equation.
We have now summarized all important elements of the quantum me-
chanics of nite systems in or close to thermal equilibrium. However, we
shall shortly pass to the study of innite systems which may be viewed as
thermodynamic limits of nite systems. We shall analyze their properties in
or close to thermal equilibrium and their behaviour under small perturba-
tions of their dynamics by coupling them to nite subsystems. In order to
prepare the ground for our analysis, we must elaborate on several aspects of
the theory of nite systems.
II.3 The Commutant of the Representation ` of A on
K.
First, we note that the Hilbert space K of Hilbert-Schmitt operators carries
a second, anti-linear representation, r, of the observable algebra A which
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for  2 K and a 2 A. It is now clear that ` stands for left-representation and
r for right-representation. Obviously
r[za] = z r[a] ; z 2 C ; (II.41)
and
r[a b] = r[a] r[b] : (II.42)
















It is instructive to try to understand where Eq. (II.44) comes from. Let C
be an anti-unitary involution on H, i.e.,
C
2
= 1 and (C jC') = ('j ) ; (II.45)
for arbitrary '; 2 H. (In a suitable orthonormal basis of H, C acts on
 2 H as  complex conjugation of the components of  in that basis.)
Given C, we construct an isomorphism,
I
C
: K ! H
H : (II.46)
If  = ( 
2
j  )  
1
2 K, i.e.,





in Dirac's bra-ket notation, then
I
C
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where we have used (II.40) in the rst, (II.47) in the second, (II.48) in the
third, and (II.45) (C
2
= 1) in the last equation.
Thus I
C
intertwines the linear representation ` of A on H
H given by
`[a] = a
 1 ; a 2 A ; (II.51)
with the linear representation ` of A on K and the anti-linear representation
r of A on H
H given by
r[a] = 1
 C aC ; a 2 A ; (II.52)
with the anti-linear representation r of A on K.








where we use that the weak closure of a -algebra of operators on a separable







 1 ; (II.54)
and, using that the commutant of a -algebra of operators on a separable
Hilbert space is the same as the commutant of its weak closure, (II.44) follows.
II.4 The modular operators S and J




  ) :=  
 ' : (II.55)
The operator E is called exchange operator. In terms of E and the anti-
unitary involution C, we may dene what is called the modular conjugation
J by setting
J := E (C 
C) = (C 
C)E : (II.56)
Clearly, J is an anti-unitary involution, and, remarkably (though trivially),
J ` J = r : (II.57)
For
J `[a] J ( 
 ') = J `[a]C'
 C = J (aC'
 C ) =  
 CaC'
= (1
 C aC) ( 
 ') = r[a] ( 
 ') : (II.58)
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is denoted by J .
Let A be weakly dense in B(H), and let  be a stricly positive density




. As in (II.29){(II.30), one notes that 

is sep-
arating for `[H] and for r[H]. The separating property of 

and Eq. (II.44)
then imply that 







are dense in K. We may therefore dene an (in general unbounded) anti-













































































If L denotes the Liouvillian associated with the Hamiltonian H, i.e., if
























= jSj ; J = jSj
 1
S : (II.68)
In other words, (II.67) describes the polar decomposition of S. Eq. (II.61)
is the starting point of a theory which works in much greater generality:
Tomita-Takesaki theory (see, e.g., [41, 12]). Eqs. (II.68) then dene exp[L=2]
and J , respectively (after a painful proof that the operator S dened by
(II.67) is closed).
If we prefer to work on the Hilbert spaceH
H, instead ofK, the operators

















is given by (II.56).
































Next, for  = j ih'j, with  ;' 2 H,




L = (H )
 (C')    
 (CH')
= (H )







 1   1
 CHC) ( 
C')
= (H 





L = H 
 1   1
 CHC : (II.73)
In their important paper [3] on the equilibrium states of non-interacting
bosons, Araki and Woods make a special choice for C: They choose C to
be given by the time-reversal operator, T , which, according to a result of
Wigner, is indeed an anti-unitary involution on H. For this choice,
T H T = H ; (II.74)
and hence, for the Araki-Woods isomorphism I
T
: K ! H
H,
L = H 
 1   1
H : (II.75)
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II.5 Perturbation Theory for Equilibrium States
Next, we consider a nite system with dynamics determined by a Hamiltonian
H of the form
H = H
0
+ I ; (II.76)
where H
0
is the Hamiltonian of an (unperturbed) reference system, and I
is a perturbation. In this section, we assume that I is a bounded selfadjoint
operator, (because we want to avoid obscuring the general theory with oper-














2 K : (II.78)
We assume that Q is aÆliated with A
0
and that it commutes with H
0
and
















































































where the rst inequality is the so-called Golden-Thompson inequality (which
follows from the Trotter product formula and the Holder inequality, see, e.g.,




, for  > 0.
Thus, when I is bounded, Z
;Q




The Liouvillian of the reference system and the Liouvillian of the inter-








L := `[H]   r[H] = L
0
+ `[I]   r[I] ; (II.84)
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for a 2 A and z 2 C , as follows from the fact that ` is a linear homomorphism,



















































































































It follows from (II.82) and (II.87), (II.88) that 
0
;Q
is in the domain of def-












































Formula (II.89) is a non-commutative version of the Radon-Nikodym deriv-
ative in measure theory; see [1, 2].















 1   1







































W := I 
 1   1
 CIC : (II.94)
These formulae will turn out to be very useful in our analysis of concrete
systems.
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III Equilibrium States
in the Thermodynamic Limit
III.1 Thermodynamic Limit
In this section, we recapitulate the general theory of innite systems, i.e.,
systems in the thermodynamic limit, in or close to thermal equilibrium, and
we discuss spectral properties of their time evolution that guarantee return
to equilibrium of states which are local perturbations of equilibrium states.
Finite systems can be indexed by regions, , in physical space. The
thermodynamic limit is reached, as  increases to all of physical space. It is
















 A ; (III.1)
where A is a C

-algebra describing the observables of the system in the




is a family of









where the closure is taken in the operator norm.
III.1.2 Time Evolution
As described in Sect. II, the algebras A






is a separable Hilbert space whenever  is a bounded


























; for a 2 A

, (III.4)
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, for arbitrary a 2 A





well-dened and belongs to A




















(a) is thus well-dened, for { suÆciently










exists, for all a 2 A
1





-automorphism group of the algebra A. It describes the time evolution of
the observables of the innite system in the Heisenberg picture.
III.1.3 Equilibrium States [40]
As discussed in Subsect. III.1.2, Assumptions (III.3) and (III.4) guarantee




Eq. (II.28), which satisfy the KMS condition, Eqs. (II.31), (II.35), (II.36).
For a 2 A
1





which are well dened if { is large enough, depending on a. Let !

(  ) denote










































we have the KMS condition
G
ab





(t+ i) = G
ab
(t) ; (III.10)
for a; b 2 A
1
; see Eqs. (II.38), (II.35), (II.36). By continuity, these equations
continue to hold for arbitrary a; b 2 A.


























f denotes the Fourier transform of f . Since 
t
has been assumed to
be a -automorphism group of A,
Æ
A is a -subalgebra of A, and 
t
leaves
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Æ









(a), z 2 C . For a 2 A and b 2
Æ
A, we can rewrite the KMS


























for z 2 C , a 2
Æ
A. The invariance (III.6), the KMS condition (III.12), and






























This equation has a noteworthy consequence: If A is a simple C

-algebra
(i.e., A does not contain any two-sided -ideals other than f0g and A) then








= 0 =) a = 0 : (III.15)







































= 0 ; (III.16)


















































= 0 : (III.17)
In the second equation, we have used (III.14), in the third one invariance,




























Thus, AN ;NA  N , and N is a two-sided -ideal.
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III.2 The GNS Construction
For the purpose of mathematical precision, it is useful to assume that there
exists a denumerable subspace
e






































is continuous in t, for arbitrary a; b 2
e
A.
Next, we recapitulate the GNS construction in a situation where (III.6),





above, one can associate a separable Hilbert space H

, a representation `
of A on H






which is cyclic for `[A], and a continuous




, where L is a selfadjoint
operator on H



































a) = 0 g. As noted
above, N is trivial if A is simple, by the KMS condition. We set [a] := a
mod N , for all a 2 A. Clearly, D := f[a] j a 2 Ag is a linear space. It is
equipped with a scalar product








The Hilbert space H

is then the closure of D in the norm induced by hji.
By (III.19), H

is separable. We set 


:= [1] and dene the representation
` : A ! B(H

) by
`[a] [b] := [ab] ; (III.25)
which extends continuously from D toH






















. By (III.20), e
 itL
is
strongly continuous on the separable Hilbert space H

, and hence it is gen-
erated by a selfadjoint operator L, the Liouvillian; (Stone's theorem).
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III.3 Modular Operator and Modular Conjugation












A as in (III.11).

























is cyclic for `[A], it is densely dened.
For a 2
Æ








































































































































where we have used Eq. (III.14) in the fourth equation. It follows from
(III.29) that J extends to an anti-unitary operator on H

, which is called
modular conjugation. Note that, by (III.26) and (III.28),










which describes the polar decomposition of S. Tomita-Takesaki theory (see,
e.g., [41, 12]) is a far-reaching generalization of these considerations [22],
which starts from the denition (III.27), then shows that S is closable, and,
nally, constructs J and exp[L=2] by polar decomposition of S. But we
shall not have any occasion to make use of this theory.
Next, we establish some remarkable properties of the modular conjugation
J . Using J , we may dene an anti-linear representation, r, of A on H

:
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is cyclic for `[
Æ
A], it suÆces to show that
r[a] `[b] `[c] 






for arbitrary a; b; c 2
Æ
A. Eq. (III.33) follows from the denition (III.28) of J
by a little algebra,
r[a] `[b] `[c] 




































































= `[b]J `[a]J `[c] 










































































































Eq. (III.36) implies that J iL = iLJ , where i is multiplication by
p
 1.
Since J is anti-unitary, this is equivalent to
J L =  L J ; (III.40)
which is consistent with the last equation in (III.30). This equation has
an interesting consequence: If  is an eigenvector of L corresponding to an
eigenvalue , and
J  =  (III.41)
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then  = 0. This is seen as follows.
 = L = LJ  =  J L (III.42)
=  J  =  







 = 0 : (III.43)
Since L is selfadjoint,  is real, and hence (III.43) implies that  = 0. (A
slight generalization of this fact will be used in Sect. V.)
III.4 Return to Equilibrium
A state, , on the C

-algebra A is normal with respect to the representation
























i = 1, and p
n







Every vector  
n














The time evolution, 
t















(a) ; as t!1, (III.46)
in a sense to be made precise. Eq. (III.46) expresses the property of return
to equilibrium. We give suÆcient conditions involving spectral properties of
L for return to equilibrium.




and that the rest of the spectrum of L is continuous. Let










(a) dt = !

(a) : (III.47)
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for arbitrary a; b; c 2
Æ
A, by (III.44) and the remarks thereafter. Using the








































































































































and we have used the KMS condition once more. Thus (III.51), and hence
(III.47) are proven. The proof that (III.50) implies (III.48) is similar.
III.5 Perturbation Theory
This section amounts to a transcription of Sect. II.5 to the thermodynamic




; I) we can associate a perturbed






















































on the algebra A. In the

































= L + `[I] + R ; (III.58)








be implemented unitarily on H































































J = L   r[I]   JRJ ; (III.61)
















= L + `[I]   r[I] + Z ; (III.62)
where Z is in the center of the von Neumann algebra `[A]
00
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In our applications of the general theory, we shall use the following notation:
L
I
:= L + W := L + `[I]   r[I] ; (III.64)
with W := `[I]   r[I]. It is natural to ask whether we can construct a










). The considerations presented in Sect. II.5 suggest




:= L + `[I] ; L
I;r
:= L   r[I] : (III.65)






We claim that the vector 
































denes a KMS state, !
;I








is a positive, nite normalization factor for which we shall give










































by (III.66); i.e., 

;I












for a 2 A. Araki [1, 2] has proven that !
;I










. (The time-translation invariance of
a KMS state is a simple consequence of Liouville's theorem, which says that














= 0 ; (III.70)
i.e., 0 is an eigenvalue of L
I
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The construction of 

;I
can thus also be viewed as a spectral problem
for L
I






be dened as the corresponding eigenvector. The results summarized in this
subsection, mostly due to Araki [1, 2], are plausible extensions of those of
Sect. II.5. For KMS states obtained as thermodynamic limits of equilibrium
states of bounded systems, they could be derived from the results in Sect. II.5
by limiting arguments. However, like all other results in Sect. III, they can be
proven directly, by using the KMS condition for !

, the Lie-Schwinger series
(III.56) and the Dyson series for exp[ L
I;`
=2]  exp[L=2] in moderately
clever (and somewhat tedious) ways. Reviewing the details goes beyond the
scope of this paper; but see [1, 2, 12, 13]. But we present the most essential








A, we may dene
a( + it) := 
i( mod )+t
(a) : (III.71)





















































A. Then the KMS condition for !

implies that,





































































where kak is the C

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for any real  . By (III.76), (III.74), Eqs. (III.75) and (III.77) hold for arbi-
trary a
1
; : : : ; a
n
2 A, n 2 N .

















































































































































































. The KMS condition for
!
;I
(see (III.69)) with respect to 
(I)
t
can be derived from (III.56), (III.77)
and (III.79) by straightforward, albeit somewhat tedious, calculations.
Formulae (III.79) and (III.80) are very useful in the analysis of concrete
models; see Sect. V.
IV KMS States and Liouvillians for Idealized
Atoms coupled to the Quantized Electro-
magnetic Field
IV.1 KMS States for the Quantized Free Electromag-
netic Field
In this subsection, we illustrate the general theory developed in Sects. II and
III on the example of the equilibrium (KMS) states of the free electromagnetic
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eld in the thermodynamic limit, as described by Araki and Woods in [3].
Similar results can be derived for gases of free fermions at positive density
and temperature; see [4].
It is convenient to describe the free electromagnetic eld in terms of cre-


























































as described in the introduction. We thus consider observable algebras which
are -algebras of unbounded operators, instead of the C

-algebras appearing
in the general theory of Sects. II and III. By using the bounded Weyl oper-
ators we could, however, translate our results into C

-algebra language. But
in the analysis of concrete models, -algebras are more convenient.
For notational convenience, we set k := (
~














































) denote the Schwartz space test functions vanishing at the origin
of R
3



























































































(g)] = [a(f) ; a(g)] = 0 ; (IV.8)
[a(f) ; a

(g)] = (f; g)1 : (IV.9)
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where !(k) := j
~
kj is the energy of a photon of wave vector
~
k; (we set ~ = 1).
A quasi-free state  on the -algebra P dened in (IV.11) is a state with


























at inverse temperature . The state !
f

is quasi-free and hence completely
























































Expectation values of products of more than two creation- and annihilation





as given by (IV.15), according to Wick's theorem, which holds for quasi-free
states. The KMS condition for !
f

is a direct consequence of applying (IV.2)
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where, in the rst equation, we have used (IV.2), in the second (IV.15), and
in the last one (IV.12).
The GNS construction (in a form originally due to Borchers and Wight-










representation ` of P on H
f














































`[P] (which follows from the KMS condition for !
f

and the faithfulness of
the representation `; see Sect. III), and that there is a modular conjugation




r[a] := J `[a]J ; for a 2 P, (IV.19)














These are immediate corollaries of the general theory outlined in Sect. III.
Following [3], we now present an explicit realization of the representations




, and of the modular conjugation J , which is
reminiscent of the description of the quantum theory of bounded systems in
thermal equilibrium presented in formulae (II.48){(II.56) of Sect. II.
Let F denote Fock space carrying the standard Fock representation of
P. Fock space contains a distinguished vector 
 (unique up to a phase)
characterized by the property that
a(f)







which is called the vacuum vector. Fock space F and the vacuum 
 arise
by GNS construction from the quasi-free state !
1
on P given by letting 
tend to 1 in (IV.15) and (IV.16). In our notation, we identify P with its
representation on F .
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Physically, T describes time reversal; (compare (IV.12) and (IV.23)).






 F and be-
tween appropriate representations. On F 
























yield an anti-linear representation of the canonical commu-
tation relations (IV.8){(IV.9). Let


(k)  (k) :=
1
exp[!(k)]   1








H := F 


















































Note that, by (IV.25){(IV.26), Eq. (IV.29) is linear in f , while Eq. (IV.30) is
anti-linear in f , as it should be. Since 





for `[P] and r[P] in H
f

, Eqs. (IV.28){(IV.30) determine I
T
completely. It is a

































. Furthermore, since a(f)

































































































where the rst equation follows from (IV.29) and (IV.21), the second from
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F , dened by (IV.28){(IV.30), is an isometry.






































































































































because r is anti-linear. This, (IV.18), and the corresponding relation for r
prove (IV.33).
For  
 ' 2 F 
F , we dene
E  
 ' = '
  ; (IV.38)
and we set
J := E T 
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i.e., J is the modular conjugation in the Araki-Woods representation. Note
that
J (P 
 1)J = 1
 TPT : (IV.44)
Our account summarizes all essential features of the quantum theory of
the free electromagnetic eld in thermal equilibrium.
IV.2 An Idealized Atom and the Quantized Free Elec-
tromagnetic Field
As a next step, we consider a system consisting of an idealized atom with
nitely many levels and the electromagnetic eld, coupled to each other and
in thermal equilibrium.
We begin by describing an idealized atom with nitely many levels. This
system is a special example of those described in Subsection II.1. We briey









and the Hamiltonian, H
el
, is a selfadjoint N N matrix on H
el
. According
to Hypothesis H-1, the eigenvalues of H
el
are simple. We choose the stan-
dard basis in H
el







































denotes the algebra of complex N N matrices, and the atomic


















Recall from (IV.17) that !
f

denotes the unique KMS state of the electro-
magnetic eld at inverse temperature . The reference state of the systems


















; `; r) denote the GNS Hilbert space, the cyclic vector, the left
repesentation of A := M
N

 P, and the right anti-representation of A,
respectively, associated to (
0



























is the unique KMS state of the uncoupled system.












































  gr[I] : (IV.53)
For the purpose of our analysis it is convenient to work in the Araki-




















 F ; (IV.54)
where conjugation by I
C



























































































































































































































































































































































































































plays an important role in our analysis. It is straigthforward to see that L
aux




























Moreover, we have the following standard estimates (see, e.g., [7, 8, 9]),









































































































for ;  2 f`; rg.












  < 1 ; (IV.73)
we conclude selfadjointness of L
g
by Nelson's commutator theorem.
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is essentially selfadjoint by a variant [33, Thm. X.36'] of Nelson's
commutator theorem.







= E (C 
 C 
 T 
 T ) ; (IV.77)














































IV.3 KMS States for an Idealized Atom coupled to the
Quantized Electromagnetic Field
The selfadjointness of the interacting Liouvillean L
g
guarantees the existence























In the following theorem we construct a perturbed KMS state for the dy-
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Thus, if we can prove (IV.82) then 
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 0 and 1=p
1
+   + 1=p
n






































































































is the set of pairings, i.e., all permutations  2 S
2n
such that


































































Thus, for 0  
0
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The number of pairings is
jP
2n






Hence, rst summing over all  2 f+; g
2n
, taking (IV.89) and the upper


























































































(1 + ) 

< 1 ; (IV.94)
due to (IV.73), and using coth x  2 + 2=x.
V Spectral Analysis of the interacting Liouvil-
lian
V.1 Main Results and Outline of Proofs
In this section we present our main results on the spectrum of the interacting
Liouvillian L
g
introduced in Eqs. (IV.52), (IV.58). Throughout our analysis,
we assume that Hypotheses (H-1) through (H-5) stated in the introduction,
Sect. I, are satised. Our goal is to prove that L
g
has purely absolutely
continuous spectrum covering the real axis, except for a simple eigenvalue at






constructed in Theorem IV.3.
Our method to prove this result involves two key ingredients: a novel vari-
ant of the technique of complex spectral deformations (see, e.g., [15, 33]), and
the isospectral Feshbach map introduced in [7, 8]. We shall rst qualitatively
describe these ingredients and then outline the basic strategy underlying our
method.
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Recall that the Hilbert space of temperature states of the system, in the









 F ; (V.1)
see Eq. (IV.54). The wave function of a photon in momentum space is given












. On the space of one-photon































Note that u() is unitary in the usual L
2
scalar product. We dene U()
to be the unitary operator on Fock space F obtained from u() by second















 U( ) : (V.4)
For the purposes of our analysis of the spectrum of L
g
it is crucial that the
arguments,  and  , in the third and fourth factor on the R.S. of (V.4)
have opposite signs. Our method of complex spectral deformations relies on
extending  to a complex domain, 
=2
, which is the strip symmetric about
the real axis and of width . It is easy to see that there is a natural dense
domain D 
b
H with the property that, for every  2 D,
b
U() is an analytic
b
H-valued function of  2 
=2
.




; see (IV.59). Its
eigenvalues are given by those of L
el




j i; j = 0; : : : ; N   1g;
the eigenvalue 0 is thus N -fold degenerate. These eigenvalues are covered
by N
2
branches of continuous spectrum which are copies of the continuous
spectrum of L
f









is depicted in Fig. 1.














+ cosh()  L
f
  sinh()  L
aux
; (V.6)












Figure 2: The spectrum of L
0
(), for Re  = 0, Im  = # > 0.
where L
aux
is the positive operator dened in (IV.69). The operator L
0
() is
clearly analytic in  on the strip 
=2
. If  62 R then the spectrum of L
0
()




j i; j = 0; : : : ; N   1g
of L
el
. If Im  =: # > 0 it is contained in the closed lower half plane, while
if # < 0 it lies in the closed upper half plane. In deriving Eq. (V.6) and
establishing these properties of (L
0
()), the relative minus sign between
the third and the fourth argument on the R.S. of Eq. (V.4) is crucial! In the
example considered above, the spectrum of L
0
() for Re  = 0 and Im  =
# > 0 is depicted in Fig. 2.





away from its eigenvalues can be inferred from the spectral properties of
L
0
(),  62 R, by considering matrix elements of the resolvent of L
0
between























for ' and  in D. Clearly the R.S. of (V.7) is analytic in z in the complement
of (L
0
()), and this provides an analytic continuation in z of the L.S. of
(V.7) to the complement of (L
0
()).











is added to L
0




, we shall make use of Hypothesis (H-2) stated in Sect. I. There are some
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important technical points in the construction of an analytic continuation of










() + gW () (V.9)
that require careful examination. They are dealt with in Sect. V.3 and in





H such that, for arbitrary vectors ' and  in D
0














; Im z 6= 0 ;  2 R ; (V.10)

















which is analytic in  on the strip 
#
0
, dened in Eq. (I.24), thanks to




= U( ), for  2 R, the matrix





























for '; 2 D
0
, and Im z > 0, 0 < Im  < #
0
.





cated for, e.g., purely imaginary  = i#, with 0 < # < #
0
, then we can use





between vectors in D
0
from the upper half plane to the complement
of (L
g
()) in the lower half plane.
We shall attempt to locate the spectrum of L
g
(i#) with the help of per-
turbative methods, using that we know (L
0
(i#)) explicitly. The form of
(L
0
(i#)), for # > 0, see Fig. 2, Formula (V.6), and the bounds presented in
Lemma IV.1 suggest to apply the method of the isospectral Feshbach map de-
veloped in [7, 8], in order to explore the properties of (L
g
(i#)), 0 < # < #
0
.
We thus recall the denition and properties of the Feshbach map.
Let H be a closed operator on a Hilbert space H and let P be a closed
bounded projection operator whose range is in the domain of H. We dene
H := P H P ; P := 1  P : (V.13)
Let z belong to the resolvent set of Hj
PH
. We assume that the operators
P H P jH   zj
 1=2
and jH   zj
 1=2
P H P (V.14)
are bounded. Then we can dene an operator F
P
(H   z), the Feshbach map




(H   z) := P (H   z)P   P H P (H   z)
 1
P H P : (V.15)
In [7, 8] we have proven the following theorem.
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Theorem V.1. Under the hypotheses on H, P , and z just stated, one has
that
(i) z is an eigenvalue of H i 0 is an eigenvalue of F
P
(H   z), and the
multiplicity of z 2 
pp

































Our strategy, in this section, is based on applying Theorem V.1 to the
concrete situation studied in this paper, with the following identications:
H :=
b
H ; H = L
g
(i#) ; (V.17)
for some 0 < # < #
0










where  is an eigenvalue of L
el











, i; j = 0; : : : ; N   1), and P
el

is the orthogonal projection onto the
eigenspace of L
el




spectral projection of the operator L
aux






< ] ;  > 0 ; (V.19)
where [x < ] is the characteristic function of ( 1; ). The positive number





, for a small " > 0).








, 1  i; j  N ,
i 6= j, of the complex plane. Our choice of a projection P , as in Eqs. (V.18),
(V.19), in the denition of the Feshbach map, F
P
, applied to the operator
L
g









will depend on which of these subsets, S
(  )
, the variable z belongs to. For
the denition of S
(  )

























































, and i; j 2 f0; : : : ; N   1g, i 6= j, the sets S
(  )
are dened to be












































































In the example, where N = 2, E
0




, these subsets are shown
in Fig. 3.















as one easily checks.
Next, we describe, qualitatively, how one analyzes the intersection of the
spectrum of L
g








, i 6= j.











= ; ; for g > 0 suÆciently small. (V.28)
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is a bounded operator.




in a Neumann series in the
perturbation gW () and, after using that z 2 S
>
and applying the bounds of
Lemma IV.1, proving that this Neumann series converges in norm, for g > 0
small enough. Details are presented in Sect. V.4






























. Without loss of












. For simplicity, we also assume that E
i;j
is a simple eigenvalue
of L
el
, but this assumption is only made, in order to explain the key ideas
without technical complications.
We now note that if z 2 S
i;j





























This is seen by expanding the resolvent (V.31) in a Neumann series in









, Eq. (V.19), one proves norm-convergence of this Neumann series,
for suÆciently small g > 0, with the help of the bounds of Lemma IV.1.












































Thus the Feshbach map on L
g













































acts on the space P
i;j
b
H and is bounded. The























up to corrections of o(g
2
); (see (V.19)).
Since, for z 2 S
i;j
, the resolvent (V.31) has a norm-convergent Neumann
series in gW (i#), the leading contribution to the second term on the R.S. of



















up to corrections of o(g
2
).
In Eq. (V.36), one may replace the projections P
i;j











, at the price of an error term of o(g
2
). The resulting operator
is then independent of #, for 0  # < #
0
, by analyticity. We decompose it into
\real" and \imaginary" part, i.e., into a selfadjoint and an anti-selfadjoint






















operator. Since we temporarily assumed E
i;j
to be a simple eigenvalue of L
el
,




























































is the eigenvector of H
el
corresponding
to the eigenvalue E
i
; see Sect. IV.2, after Eq. (IV.45).






> 0 : (V.38)
An explicit estimate of 
(i;j)
can be found in Appendix B.
Putting everything together, Eqs. (V.34) through (V.38), and recalling
that the Feshbach map F
P
i;j
is isospectral, more specically, applying Theo-

















for g > 0 suÆciently small. For more (but standard) details see Sect. V.5.
We turn to the study of






for g > 0 small enough, to which we now turn our attention. For this purpose
we consider the Feshbach map, F
P
0


























































which is the kernel of L
el
.
In a rst step, we proceed as in Subsect. V.1.2, above. The Feshbach map
L
g









with z 2 S
0;>



















































with 0 < # < #
0
. This is a bounded operator on P
0
b
H. The rst term on the














which is shown in the same way as (V.35). Up to errors of order g
"
, the
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It follows from arguments similar to those in (III.41){(III.43) that, for
 = i#, 0 < # < #
0
, and for z purely imaginary, the spectrum of  
(0)
(g; z)
is symmetric about the real axis, and the coeÆcient,  
(0)
, of the leading
contribution to  
(0)




From Eq. (V.48) it is obvious that
 
(0)
 0 : (V.49)
The matrix  
(0)
is studied in Appendix B. One result of the calculations in
Appendix B is that  
(0)



























> 0 ;  
(0)
i;k
 0 ; for i 6= k. (V.51)



















is an eigenvector of  
(0)
corresponding to the eigenvalue 0. Eq. (V.51) then
implies that 0 is an eigenvalue of  
(0)
of multiplicity 1. The last claim follows
from (V.51) with the help of a standard Perron-Frobenius argument. Note
that 

is the unperturbed Gibbs state of the atom (in the Araki-Woods
representation (II.46){(II.51)). It follows that there is a positive constant
b
0












> 0 ; (V.53)
for all normalized vectors  2 H
(0)
el
which are orthogonal to 

. In Appen-







denote the orthogonal projection onto 


































































[ A, z = 0. The





















































are contained in the shaded regions sketched in Fig. 4. In Sect. V.6













), 0 < #
0
< #, and g > 0 suÆciently small, where C()  C is






j arg(z)  3=2j  (=2)  
o
: (V.57)
By far the hardest analytical problems, and the physically most interesting






Formulae (V.54){(V.56) and Fig. 4 suggest to apply a second Feshbach map





(i#)  z), requiring now that z belongs to the set S
0;<





















Figure 5: Set containing [K
(0)
(g; z)].




. With the help of formula (V.54),


























is well dened, for z 2 S
0;<
, and that the spectrum of K
(0)
(g; z) is contained
in the shaded region shown in Fig. 5.
The operator K
(0)
(g; z) is now chosen as the initial condition for a renor-
malization operator (-map), R, very similar to the one introduced in [7, 8].
The eect of the renormalization operator is to lower the spectral scale cor-
responding to L
aux
by a factor , 0 <  < 1, to be chosen appropri-












; (note that the signs in the two arguments are
now equal.) The Feshbach map involved in the denition ofRmaps operators















to operators on the range of P
(n)
, for arbitrary n = 1; 2; : : : , while simulta-
neously locating the \spectral parameter" z in ever smaller disks around a
point E
(1)
2 C (depending on the initial condition). For the initial condi-
tion K
(0)
(g; z) it follows from Theorem V.1, (i), and the fact that L
g
has an
eigenvalue at 0, proven in Theorem IV.3, that E
(1)
= 0. Using Hypothesis
(H-3), Sect. I, on the interaction I, one sees that iterated application of the
renormalizatin map R toK
(0)
(g; z) drives this operator towards a trivial xed




. This is the phenomenon of
infrared asymptotic freedom, which one encounters in all the models studied
in [5, 7, 8] as well as in the model studied in this paper. With a little expe-
rience, the details of this process of infrared renormalization can be carried
out by inspection. They are studied in more detail in Sects. V.6 and V.7.
The conclusion of the discussion presented in Subsects. V.1.1{V.1.4, above,
is that, for 0 < # < #
0
, and for g > 0 suÆciently small, there is an angle











































, the spectrum of L
g
(i#), 0 < # < #
0
, for g > 0 small enough,
is contained in the shaded region, shown in Fig. 6.
Using Eq. (V.12) we see that our analysis proves that, away from the
simple eigenvalue 0 of L
g
, the spectrum of L
g
is purely absolutely continuous.
The general results of Sect. III.4 then imply that the model studied in this
paper has the property of \return to equilibrium".
V.2 A Comment on Exponentially Fast Return to Equi-
librium
The results on the spectrum of L
g
(i#) presented in the last subsection are
not suÆcient to prove exponentially fast return to equilibrium of dilatation-
analytic initial states. In fact, there is no compelling reason to expect that,
for the general class of interactions between the atom and the quantized ra-
diation eld considered in this paper (see Hypotheses (H-1){(H-5) of Sect. I),
arbitrary dilatation-analytic initial states of the system return to the unique
equilibrium state constructed in Theorem IV.3 exponentially fast. How-
ever, for a rather special class of interactions introduced by Jaksic and Pillet
[27, 28], one can prove exponentially fast return to equilibrium of initial
states belonging to a certain fairly natural dense subset of
b
H by combining
our methods with some of the ideas developed in [27, 28]. The key arguments
are outlined in this subsection.
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k = !~e ; (V.62)
where ! = j
~














is the uniform measure on the unit sphere in R
3
. In the following,
we shall extend the range of values of the variable ! from the positive half-
axis to the entire real line.
It is convenient to introduce new creation- and annihilation operators, 













( !~e) ; ! < 0 ;
(V.64)


















Æ(~e  ~e) : (V.66)
Then (!; ") and 

(!; ") satisfy the canonical commutation relations



















= 0 ; (V.67)
and






















(!; ") = 0 ; for all !, ". (V.70)
The Liouvillian, L
f













(!; ")! (!; ") ; (V.71)
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(!; ") j!j(!; ") : (V.72)
Let G(k) denote the form factor of the interaction, I, between atom and
quantized radiation eld, as dened in (I.20) and (IV.50); G(k) is an operator
onH
el





































( !~e; )C ; ! < 0
; (V.74)
where C is the conjugation introduced in Sect. II.3.
We now assume that F
`
(!; ") and F
r
(!; ") are the restrictions to the real
axis of matrix-valued functions, also denoted by F
`
(!; ") and F
r
(!; "), which











for some positive   1. We also assume that the L
2


















is bounded uniformly in , if jj  Æ , for an arbitrary Æ < 1.
It is not hard to construct form factors G(k) for which these assumptions











kj ! 0, (V.77)
for some  > 0 (as required in this paper), then the assumptions described







; : : : ; (V.78)
while the techniques described in Sect. V.1 are applicable for arbitrary  > 0!












(!; ") ; (V.79)













(!; ") : (V.80)







are analytic in ! in the strip 
2
 1
; (the function under the square root has
simple poles at the points 2i
 1






are analytic on the strip 

, with  = minf; 2
 1
g.
The interacting Liouvillian, L
g














































where # = ` or r. Formula (V.83) follows directly from (V.79), (V.80), and
Eqs. (IV.67), (IV.68).
Given an NN matrixM(!) = (M
i;j













































































(!; ")(!; ") (V.88)
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is the number operator. The assumptions on the form factor G(k) described
above and Eqs. (V.84), (V.85) ensure that the operator L
g
() extends to a















The proof is similar to the one presented in Appendix A. Clearly, there are
natural dense sets of translation-analytic vectors in
b
H. Thus, we can apply
the techniques of complex spectral deformation theory. In fact, the thing to
do is to combine complex translations with the complex dilatations used in
Sect. V.1, i.e.,
! 7 ! ! +  7 ! e
 
(! + ) : (V.90)
Note that translations and dilatations do not commute. Hence, it is impor-
tant that we rst translate and then dilate L
g
. Reversing the order of these
operations does not yield an analytic family since, e.g., L
aux
is not transla-
tion analytic. So, after translating and then dilating L
g




















jIm j < 
0













= O(1) : (V.93)
There is a natural dense domain D
A
, of vectors in
b
H which are contained in
D(L
aux






. Assuming that the conditions on the form factor G(k) described in
Sects. I and V.1 and in (V.73){(V.76) hold, we are then able to construct an












;  ; ' 2 D
A
; (V.94)









(; )] : (V.95)








Figure 7: Sketch of [L
0
(i; i#)].
In order to see what can be accomplished with these methods, we set
 = i ;  = i# ; (V.96)
with 0 <  < 
0
, 0 < # < #
0
, and study the spectrum of L
g
(i; i#) with the
help of the techniques described in the last section. In the example where
N = 2, E
0




, the spectrum of L
0
(i; i#) has the form sketched
in Fig. 7.








of C in a way very similar to the
one in Sect. V.1. The analysis of the spectrum of L
g







is virtually identical to the one of [L
g
(i#)] outlined in
Sect. V.1 (and completed in Sects. V.3{V.7). It is only in the analysis of
[L
g
(i; i#)] \ S
0;<
(V.97)
where the usefulness of complex translations becomes manifest: Applying the
























where we use the notation introduced in Sect. V.1, and  (
1















one encounters the phenomenon that, for  > 0, # > 0, the continuous
spectrum of L
(0)
(g; z) is pushed farther and farther into the lower half-plane.
If the renormalization operator R lowers the scale of the L
aux
-spectrum by a







), and the real axis, after n applications of the renormalization
operator R, is O(
 n







































Figure 8: Sketch of [L
g
(i; i#)].
which follows from Eqs. (V.6), (V.87) and from the denition of R; see
(V.59){(V.60) and Sect. V.7. Thanks to infrared asymptotic freedom, it fol-




































for some  > 0 (which depends on the behaviour of G(k) near j
~
kj = 0).
It follows from the isospectrality of the Feshbach map, Theorem V.1, (i),
and Theorem IV.3 (existence of a perturbed KMS state) that L
(n)
(g; 0) has
an eigenvalue at 0. This fact and Eq. (V.100) then imply that 0 is a simple
eigenvalue (analytic perturbation theory!) and that for 0 < jzj < O(1),
L
(n)









By Theorem V.1, we conclude that, in a small disk around 0, the spectrum
of L
g
(i; i#) is empty, except for a simple eigenvalue at 0.
In the example where N = 2, E
0




, the location of
[L
g
(i; i#)] is sketched in Fig. 8, for g > 0 small enough.
It follows from these results by arguments due to Hunziker [25, 9], that




H returns to equilibrium exponentially fast, with a
rate of O(
 1
), for g > 0 suÆciently small.
In the remaining subsections and in two appendices, we present some
analytical details required to render the analysis presented in this and the
last subsection mathematically rigorous.
V.3 Complex Dilatation of the Liouvillian
In this section, we discuss the dilatation analyticity of the Liouvillian L
g
.
The technical details of this discussion are given in Appendix A.
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Recall from (V.2){(V.4) the denition of the unitary dilatation operator
b



























































































































































In order to obtain an analytic continuation of the dilated interaction
W () in Eq. (V.104) from real to complex  2 
#
0
, we recall that Hypothesis
H-2 insures the dilatation analyticity of G(e
 










k). We follow the


















































































(k) to the strip 
=2
= fjIm zj < =2g about R by analytic con-
tinuation.
With Eqs. (V.105){(V.108), we see that the interaction is dilatation an-
alytic.
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;  7!W () (V.109)
is analytic.











































































































































































, with # := Im  M < 1 as in Hypotheses H-3 and 4, and















Furthermore, the matrix-valued functions  7! w
()
;




Hence the standard bounds given in Lemma IV.1 insure that















































, is dilatation analytic, and the following norm



























as an operator-valued function of  and z. This is not immediate from a
direct application of standard techniques in dilatation analyticity because
 7! L
g
() is not a family of type A, for  2 
#
0
. Indeed, as we point out in
Appendix A,  7! L
g
() is not even an analytic family on H in the sense of
Kato (see, e.g., [33]).
























consists of all vectors which are analytic w.r.t.  2 
#
0
. We see that

















































































For '; 2 D, we establish the existence of the desired analytic continu-
ation of





















in the following theorem, which is an immediate consequence of Theorem A.4
proven in Appendix A.
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), and  2 
#
0








 i has an analytic








































jRe j   ; #
0
0










) > 0, the map


















is the connected component of fz 2
C j kR
g
(; z)k <1g containing C
+
.
V.4 Invertibility of L
g
()  z on S
>




. In the pre-





in  and z. This allows us now to choose purely imaginary






 = i# and #
0
0
 #  #
0
: (V.128)











in a norm-convergent Neumann series.




















for any z 2 S
>
.
Proof. We expand the inverse of L
g










































































































are points in the


















































































V.5 Invertibility of L
g
()   z in the Vicinity of Atomic
Eigenvalues away from Zero
In this subsection we investigate the invertibility of L
g
()  z in S
i;j
, for any
i 6= j. In Theorem V.7 below, we show the existence of a positive constant

6=0
> 0 such that
S
i;j







provided g > 0 is suÆciently small, and " > 0 is as in Eq. (V.21). Theo-
rem V.7 and Theorem V.4 imply, in particular, that the spectrum of L
g
()




; 1) is absolutely continuous.
Let z 2 S
i;j
. We recall from the denition (V.24) of S
i;j
that
jRe(z)  j  
0
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where  := E
i;j
6= 0 is a nonzero eigenvalue of L
el
. The proximity of z to 

















j  j > 0 : (V.137)
As in [7, Sect. IV] and in [9, Sect. III], we establish the invertibility of
L
g




























] is the projection of L
el









] is the projection onto spectral values of L
aux








()  z), we require the following preparatory lemma.










is invertible on RanP

.
























































































































































] is the projection onto the eigenvalues of L
el
dierent


























































































where the supremum is taken over  2 [L
el














































































































































 8 : (V.148)
Inserting (V.148) and (V.140), the Neumann series (V.139) is seen to con-





)  1, for g > 0 suÆciently small.
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The importance of F
P

































































which manifestly shows that L
g
















































by Lemma V.5 and the estimates in its proof.









































 in F 
 F . An explicit computation shows that Q
E
is bounded and



























 0 : (V.153)






































for some strictly positive constant 
(i;j)
> 0.
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similar to Q in [7, (IV.67)]. A normal-ordering procedure as in [7, (IV.66){










































































































for any 0 < 
00
< 1. Fifth, a similar estimate as (V.161) and an analytic
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for any 0 < 
000
< 1. Estimates (V.161) and (V.162) are similar to [7,






:= 1   and observing
that 1 + 2(1  ")  min

1 + (1  ")(1 + ) ; 2 + 2(1  ")
	




























from which (V.155) follows upon choosing  := 2"(1  ")
 1
.







































=2. Combining this with (V.155), we obtain a con-










































> 0 ; (V.166)
we thus arrive at the following theorem.
Theorem V.7. Assume (V.128), z 2 S
i;j





For suÆciently small g > 0, the dilated Liouvillian L
g









Re z  
0






= ; : (V.167)
V.6 Invertibility of L
g














The purpose of this subsection is to study the invertibility of L
g
()   z in
S
0;>
. Thus we henceforth assume (V.128) and jzj  
0

















































































. Again, we rst establish the applicability of the Feshbach map.
Lemma V.8. Assume (V.128) and jzj  
0










is invertible on RanP
0
.
Proof. Analogous to Lemma V.5.
By Lemma V.8, L
g











. As in the previous subsection, the level shift operator
Q
E





































































































































Lemma V.9. Assume (V.128) and jzj  
0
=2. Then, for g > 0 suÆciently


























Proof. Analogous to Theorem V.6, taking into account (V.174).
We now distinguish between spectral parameters, z, very close to zero
and those which are at least of magnitude O(g
2+"
). The latter can be dealt





< #, while for the spectral parameters close to zero we apply
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the renormalization group arguments developed in [7, 8]. This is done in
Subsection V.7.
We turn to proving the invertibility of the resolvent of L
g
()   z for z
outside of C(#
0




=2, see Fig. 4.
Theorem V.10. Assume (V.128), 0 < #
0





 jzj  
0




< 1 is suÆciently large.
Then, for g > 0 suÆciently small, L
g
()  z is bounded invertible.











is a normal operator. Since
 
0









































Inserting this estimate into a Neumann series expansion and using (the ana-































is chosen suÆciently large.










we shall henceforth assume that z 2 S
0;<
, i.e., that jzj  sin(#) g
2+"=2
=2.




is the most involved part of our
analysis, as it requires an application of the renormalization transformation
developed in [7, 8].









()   z) into a normal-ordered form. More precisely, we expand F
P
0































which is norm-convergent, as we have seen in the previous subsection.




into its normal-ordered form. it is convenient to adopt
the following notation. We henceforth denote
k := (
~
k; ; ) 2 R
3













































k; ) : (V.182)
Furthermore, we write !(k) := j
~
kj, etc. In this new notation the operators
to deal with appear in a more compact form as




























Thus the term in (V.178) of order g











































For future purpose, we introduce some more notation. We collect the
eigenvalues of L
el








j0  i; j  N   1g, where

0






















for  = 1; 2; : : : ;M ,
[L
aux
+ ! < 
0
] for  = 0,
(V.187)
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For k
1





















































































































































































































Now we normal-order the product of creation- and annihilation operators in
the second line of (V.195). By (a two-component variant of) [8, Lemma A.3],


































































































































where N := f1; 2; : : : ; g, Q

:= fj 2 Qj
j




















= 1, for j 2 Q. To apply this formula
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 C ; (V.198)
for some C < 1. Inserting formula (V.196) into (V.195) and summing up

















[z]   z + T
(0)
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necessary. Note that E
(0)








N N matrix. Similarly, r 7! T
(0)
[z; r] is an N N matrix-valued function,





] are NN matrix-valued functions, for m+n  1,
pointwise in K
(m;n)
























































) of f1; 2; : : : ;m+
n+2pg such that jb
k
j = m, jb
~
k














ordered, pairwise disjoint subsets of f1; 2; : : : ;m+ n+2pg whose union give
f1; 2; : : : ;m+ n+ 2pg.
Given b 2 B
m;n;p
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We have the following estimates on these coeÆcients.
Lemma V.11. Assume that z 2 S
0;<
. Then there exists a constant, C <1,






























































































































:= fk j !(k) < rg.
Proof. The asserted estimates follow from adaption of [8, Section III]. For














































































































Here, k = (
~
k; ; ) 2 R
3
 f1; 2g  f`; rg, and ( 1)

:= 1, for  = `, and
( 1)
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= O(jzj) ; (V.217)































































































































































































































Inserting (V.219){(V.221) into the sum in (V.213) and summing up the terms
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thus establishing (V.209).







































the orthogonal projection onto 

















for some positive b
0
> 0. Our strategy is now to apply the Feshbach map































































Again, for the Feshbach map to be dened, we prove the invertibility of




. We divide the proof into a series of
lemmata.























 O(1) : (V.230)
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Proof. The proof is an adaption of [8, Theorem B.2], using the bounds
(V.211), for all m+ n  1, and summing up all contributions.
Putting together Lemma V.12 and Lemma V.13, we obtain the invert-
ibility of L
(0)
































Lemma V.14 justies a second application of the Feshbach map with
projection P
1





[z]   z) is well-dened. To































































BFS-4, December 21, 1999 85
Theorem V.15. Let z 2 D
1=2
. Then, for g > 0 suÆciently small, L
g
()  z
is isospectral (in the sense of [7, 8]) to
L
(1)














































[z]   z + T
(1)






















































































































From Lemma V.11 and using the techniques from [8, Section IV], we derive
the following estimates on these operators.
Lemma V.16. Assume z 2 D
1=2
. Then there exists a constant, C < 1,
such that, for g > 0 suÆciently small,
jE
(1)









































































































:= fk j !(k) < rg.
BFS-4, December 21, 1999 86



















































































































A similar argument yields (V.244). The proof of (V.245) and (V.246) is




, i.e., those resulting from rescaling w
(0)
m;n
. It actually turns out that



























One then easily checks that (V.211) and (V.212) imply the bounds (V.245)







Using these bounds, it is not diÆcult to verify that, for a suitable choice
of  and ,
D
1=2






denes an analytic family, whereW
0

is the Banach space of operators dened




, and Lemma V.16 implies the following
theorem.
Theorem V.17. For some constant C < 1 and suÆciently small g > 0,
L
(1)











dened in [8, (I.64)].
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In other words, L
(1)
is a proper initial operator for the renormalization
group map R

dened in [8]. We may thus invoke [8, Theorems V.7 and
V.10] to obtain the following result.
Theorem V.18. Let 0 < #
0








is a simple eigenvalue of L
g
(), and


















A simple corollary (see Fig. 6) is
Corollary V.19. Let 0 < #
0
< #. For suÆciently small g > 0,
(i) 0 is a simple eigenvalue of L
g
(), and
















, by analytic continuation and the
fact that the spectrum of L
g
is real. Thus ImE
(1)
 0.
Secondly, 0 is an eigenvalue of L
g








A Analytic Continuation of the Resolvent of
the Liouvillian
A.1 Outline of the strategy











as an operator-valued function of  and z. This does not follow from a direct
application of standard techniques in dilatation analyticity, in contrast to
[7, 8, 9], because  7! L
g
() is not a family of type A, for  2 D(0; =2).
Indeed, as we point out below,  7! L
g
() is not even an analytic family on
H in the sense of Kato (see, e.g., [33]).
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Note, however, that we are not really interested in global analyticity
properties of R
g
(; z). For our spectral analysis, it suÆces to have an analytic
continuation of R
g
(0;  + i"), with  + i" 2 C
+









in the lower half-plane and # > 0.
Hence, it suÆces to have a connected domain A  C
2
, containing (0; z) and
(i#; z
0
), such that A 3 (; z) 7! R
g
(; z) is analytic.
The construction of A or, rather, of the curve in A linking (0; + i") and
(i#; z
0
) is as follows.
 First, using the selfadjointness of L
g
, we pass from R
g
(0;  + i") to
R
g
(0; + 2i), by usual analytic continuation in z.
 Second, for (; z) = (0; +2i), we pass from R
g
















Note that the restriction of R
g
(; z) to Dom(L
aux



























(; + 2i) (A.4)











()] ; + 2ig
 1
: (A.5)
The main diÆculty we are facing here is that the coeÆcient in front
of the dominant operator L
aux







+ gW (). So, while all other terms
in L
g
() are relatively bounded w.r.t. L
aux
, their relative bounds are
divergent, as  ! 0. Our main observation, however, is that we only
need to control the imaginary part of L
g
() and that the imaginary part










W () is relatively L
aux
-bounded with zero relative bound, as  ! 0.
Hence, for suÆciently small jj with Im   0, the imaginary part of
L
g





(;  + 2i) at  = 0.
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 Fourth, continuing from  = 0 to  = i#, 0 < #
0
0
 #  #
0
< =2, the




(i#; z) in z










containing + 2i. Since, on Dom(L
aux






(i#; z), we arrive at the desired analytic continuation of matrix ele-
ments h'jR
g
(0; z) i, for '; in the dense set D dened in (V.123).
A.2 Key Step
To carry out the third step indicated above, we rst prove some preparatory
lemmata.
Lemma A.1. Let 0 < #
0




, Imz  2, and

























Proof: It suÆces to prove (A.7) only for purely imaginary  = i#, 0 
# < #
0
, since the real part of  gives rise to a unitary dilatation which leaves
norms and numerical ranges and hence both sides of (A.7) unchanged. We































































































BFS-4, December 21, 1999 90

























































































































































































































































provided that g  M
#
0


































































Since Imz  2, this estimate implies that  = 0, provided g > 0 is suÆciently
small. Hence, RanfL
g









. Furthermore, the density of RanfL
g
()  zg insures the validity of the













































































Lemma A.2. Let 0 < #
0




, Imz  2, and

























is dened on Dom[L
aux






























(iIm )k : (A.20)
Thus, it suÆces to prove the assertion for  = i#, 0  # < #
0
, which we























































], both sides in




































= O(g) : (A.23)
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On the other hand, Imz  2 and g  M
#
0
insures the condition that
distfNumRan[L
g


















































= 1 + O(g) : (A.26)
Multiplying (A.25) by (1 X)
 1
and using (A.26), we arrive at the assertion
for B
+
(i#). The proof for B
 
(i#) is similar.
Putting together Lemma A.1 and Lemma A.2, we arrive at
Theorem A.3. Let 0 < #
0








for all z 2 fz 2 C j Imz  2g,
e






















is analytic, i.e.,  7! L
g




in the sense of
Kato.
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() z is invertible on H





is given the extension of R
0
(; z).





jRe j   ; #
0
0










) > 0, the map



















is the connected component of
fz 2 C j kR(; z)k <1g containing C
+
.
Proof: Statements (i) and (ii) easily follow from Lemmata A.1, A.2, and
Theorem A.3.
















Since sinh  = sinh cos# + i cosh sin# and #  #
0
0
> 0, we have that
j sinh j  jIm sinh j  sin#  sin#
0
0
> 0 : (A.35)

















 j sinh j
 




































































< 1 ; (A.38)




, we have that cos(2#) < cosh(2)   j sinh(2)j, and (A.38) holds. Thus,
for all  2 D(0; #
0
) \ fImz  #
0
0











]. Since W () is a relatively bounded form
perturbation w.r.t. L
aux





(). This proves (iii).
To prove (iv), we observe that, by analytic continuation, L
g






B Positivity of the Level-Shift Operator  
E
B.1 Denitions
Recall from Hypothesis H-1 that the spectrum of H
el
is assumed to entirely







, m 2 N := f0; 1; : : : ; N   1g. Thus f'
i
ji 2 Ng  H
el
is an






















































. Henceforth, we frequently omit
trivial tensor factors, like 
1, unless they clarify the exposition.
Recall from (IV.62) that the interaction in the Liouvillian at inverse tem-





















































BFS-4, December 21, 1999 95






) is a matrix-valued function
and








We further recall from (V.152){(V.153) that, for E 2 R, the imaginary
part  
E





















































Applying the modular conjugation J = E(C
C
T
T ) (see Eq. (IV.77)),

























('   ) :=  
 ' is the











































































:= N n A
()


















= ; if  3 0. Moreover,
 = fE
i;j
g  (0;1) =) A
(1)






3 0 ; (B.12)
 = fE
i;j
g  ( 1; 0) =) A
(1)






3 N   1 : (B.13)
















; (i; j) 7! j ; (B.15)







is bijective i p
(2)





implies that fEg is nondegenerate, for any E 2 R. For any
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The case  = fE
i;j
g and E = E
i;j

























We conclude this section with a computation of the matrix elements of  
E
.
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Formula (B.21) is equivalent to the detailed-balance equation (V.50). To












































B.2 Strict Positivity of  
E
for E 6= 0









for some  > 0 and all E 6= 0. Since  
E
is anti-unitarily equivalent to  
 E
,
we may restrict ourselves to considering E > 0.
Theorem B.1. Assume Hypotheses H-1 and H-5. Let E > 0 and   R be
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where the number 
E




























































g) > 0 ; (B.28)
uniformly in  !1.




























= 1 and c
i







































































Now we observe that the range N
2



















Using this and the fact that c
i














































































































































































































To prove (B.28), we assume that  = fE
i;j
g and E = E
i;j
> 0. Then i 2 A
(1)










































esis H-5 directly yields 
(i;j)
> 0.
B.3 Spectral Gap above 0 for  
(0)
In this section we assume that  = f0g and that E = 0. Furthermore, we
shall make use of Hypothesis H-3, in addition to Hypotheses H-1 and H-5.
Note that since the eigenvalues of H
el
are nondegenerate, f0g is nondegener-












Theorem B.2. The inmum of the spectrum of  
(0)
is a simple eigenvalue












. Furthermore, the gap








































> 0 is dened in (B.21).
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> 0, uniformly in  !1, thanks to Hypothesis H-5.
Proof. Since f0g is nondegenerate, f'
i;i













































































































































i = 0 : (B.41)
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whenever  ? 

and kk = 1.
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