Abstract. The existence of generalized solutions to the two-dimensional stationary Euler equations with nonvanishing vorticity is proved by a new method completely different from the usual variational approaches.
The two-dimensional steady flow of an inviscid incompressible fluid under no external force effect is described by the stationary Euler equations
∇ · u = 0, (2) where u = u(x, y) and p = p(x, y) represent the velocity and pressure, respectively, of the fluid filling the domain Ω (⊂ R 2 ). Let J be the 2 × 2 matrix denoting π/2 counterclockwise rotation. Then (J∇) · u (= −∇ · (Ju)) gives the vorticity. If Ω has the boundary Γ, then
is imposed, where n is the unit outward normal vector on Γ.
Turkington [6] , [7] proved the existence of solutions to the problem (1)-(3) with nonvanishing vorticity by the variational method related to the kinetic energy. After that, variational approaches to steady vortical flows were also adopted in some other papers, for example, [1] , [2] , [4] .
In order to obtain solutions to (1)-(3), Vallis et al. [8] proposed the nonstationary Euler equations with 'pseudo-advection' of vorticity (see also [3] ). Their equations are written in the form
with v · n | Γ = 0 and an initial condition, where α is a nonzero constant, (v, q) : Ω × {t > 0} → R 2 × R and ω = (J∇) · v. They asserted that, since the energy changes monotonically in t and the enstrophy is conserved, v converges to a solution to (1)-(3), as t → ∞, which has the initially given enstrophy. This approach is completely different from the variational ones. However, it is not correct in a strict 430 TAKAHIRO NISHIYAMA sense until the existence of a solution to (4) and (5) is proved globally in time. In fact, its proof seems difficult because the nonlinearity of the term αωJv t in (4) is too strong.
The aim of this paper is to combine the idea of Vallis et al. with the Galerkin method and prove the existence of generalized solutions to (1)- (3) with nonvanishing vorticity for an arbitrary Ω. By letting the number of basis functions in the Galerkin method go to infinity at the same time as t → ∞, we can evade the difficulty coming from the strong nonlinearity of αωJv t in (4). The author has referred to [5] to apply the Galerkin method.
We should note that the generalized solvability of (1)- (3) was derived from the solvability of the barotropic quasi-geostrophic equation with external flow and dissipation in [9] . However, our method is also completely different from this.
Let us introduce our notation. For scalar functions f , g and vector ones f , g on Ω, we define f, g = Ω f g dxdy and f , g = Ω f · g dxdy. If f = g and f = g, then we write their square roots as f and f , respectively. Let
with the scalar product ·, · . It is a closed subspace of
. We also use
with the scalar product defined by f ,
for any Φ∈ X 1 , then we say that u is a generalized solution to (1)-(3).
The following is our main theorem.
Theorem. Let Ω (⊂ R
2 ) be an arbitrary, bounded and simply connected domain with the sufficiently smooth boundary Γ and let v 0 be an arbitrary function in X 1 which does not satisfy (6) . Then (1)-(3) has at least two generalized solutions
is a complete orthonormal system in X 0 . We consider the equations for g n k (t) (k = 1, 2, . . . , n):
Here α is a fixed positive or negative number and ω (n) = (J∇)·v (n) . Since the n×n matrix whose (k, j)-component is defined by αω (n) Jw (j) , w (k) is anti-symmetric and all real parts of its eigenvalues are equal to zero, the system (7)- (9) is uniquely solvable on some time interval. Applying Green's formula to (8) , we obtain
Note that
Then, by summing up the products of (10) and
and the well-known inequality ∇ψ
, the estimate (11) implies that v (n) is bounded in X 1 uniformly in t and n, and (7)- (9) is solvable globally in time. Furthermore, there exists a subsequence {n ν ∈ N | n 1 < n 2 < . . . < n ν < . . . } such that v (nν ) converges strongly in X 0 and weakly in X 1 as ν → ∞ for any rational t.
This means that v (n) for α < 0 (α > 0) is monotonically increasing (decreasing) in t. First, let us consider the case α < 0. Since
follows from (11) and (12), v (n) t 2 is integrable over (0, ∞). Therefore, there exists (8) 
