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Abstract
We introduce a new weighted wavelet-like transform, generated by the Poisson integral and a “wavelet
measure.” By making use of the relevant Calderón-type reproducing formula, we obtain an explicit inversion
formula for the Flett potentials which are interpreted as negative fractional powers of the operator (E +Λ),
where Λ = (−Δ)1/2, Δ is the Laplacian and E is the identity operator.
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1. Introduction
The fundamental role of fractional integral operators, in particular, Riesz and Bessel poten-
tials, in analysis and its applications is well known.
The Riesz potentials Iαf of a function f which is sufficiently smooth and small at infinity
are defined in terms of the Fourier transform by(
Iαf
)∧
(x) = |x|−αf ∧(x) (x ∈ Rn, α > 0), (1)
where the identity is to be understood in the sense of the distribution theory (see, e.g., [11,
p. 117]). These potentials are interpreted as the negative fractional powers of the minus Lapla-
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(
Iαf
)
(x) = 1
γn(α)
∫
Rn
|y|α−nf (x − y)dy, 0 < α < n,
γn(α) = πn/22αΓ (α/2)/Γ
(
(n − α)/2).
The Bessel potentials J αf of a function f are defined in terms of the Fourier transform as(J αf )∧(x) = (1 + |x|2)−α/2f ∧(x) (x ∈ Rn, α > 0). (2)
These potentials are interpreted as the negative fractional powers of “the strictly positive” op-
erator (E − Δ) (E is the identity operator), and they have the integral representation (see, e.g.,
[11, p. 130], [9, p. 540])
(J αf )(x) = 1
βn(α)
∫
Rn
Gα(y)f (x − y)dy α > 0,
with the kernel
Gα(y) =
∞∫
0
e−ξ−|y|2/4ξ ξ
α−n
2 −1 dξ, βn(α) = 2nπn/2Γ (α/2).
While the “local behaviours” (as |y| → 0), of the kernels of Riesz and Bessel potentials are
the same, the behaviour of the kernel of the Riesz potential at infinity is not as good as that
of the Bessel potential. There are, however, other fractional integral operators whose behav-
iours are roughly midway between the Riesz and Bessel potentials. These potentials, which we
call the Flett potentials, are introduced by T.M. Flett in his fundamental paper [3] (see also
[9, pp. 541–542]).
The Flett potentials T αf of a function f are defined in terms of the Fourier transform as(T αf )∧(x) = (1 + |x|)−αf ∧(x) (x ∈ Rn, α > 0), (3)
and are interpreted as the negative fractional powers of the operator (E + Λ), where Λ =
(−Δ)1/2 and Δ is the Laplacian.
One important problem concerning the Riesz and the Bessel potentials is obtaining an explicit
inversion formula for them. A number of approaches to this problem are known. The hypersingu-
lar integral technique, a very powerful tool for inversion of potentials, was introduced and studied
by Stein [10], Lizorkin [5], Wheeden [13], Samko [8,9], Rubin [6] and many other mathemati-
cians. The investigations of S. Samko and his collaborators on the subject should be emphasized
(see [9] for more information). An alternative approach to this problem is the implementation
of the continuous wavelet-type transforms. This approach has been introduced and developed by
B. Rubin (see [6]). One should also mention the papers [2] by I.A. Aliev and B. Rubin, and [1]
by I.A. Aliev and M. Eryigit, where the explicit inversion formulae for the Bessel potentials and
parabolic potentials are obtained by making use of the relevant wavelet-type transforms.
In this paper we introduce the new integral transform,
(wμf )(x, t) =
∫
e−tη(Ptηf )(x) dμ(η)
(
x ∈ Rn, t > 0) (4)R+
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function f ∈ Lp(Rn). By making use of the relevant Calderón-type reproducing formula and
choosing an appropriate measure μ in (4) according to our needs, a variety of explicit inversion
formulae for the Flett potentials can be obtained. We believe that the transform (4) and the cor-
responding Calderón-type reproducing formula (see Theorem 11 in Section 3) will be useful in
general wavelet theory and inversion problems.
The plan of the paper is as follows. Some necessary definitions and auxiliary facts are given
in Section 2. In particular, we define the Flett potentials and introduce the wavelet-like transform
wμf in this section. In Section 3, we obtain the inversion formula (the so-called Calderón-type
reproducing formula) for the transform wμf . By making use of this reproducing formula, in Sec-
tion 4, we obtain the explicit inversion formulae (depending on “arbitrary” wavelet measure μ)
for Flett potentials.
2. Preliminaries and auxiliary lemmas
2.1. Notations
Let Lp ≡ Lp(Rn) be the space of functions with the norm
‖f ‖p =
( ∫
Rn
∣∣f (x)∣∣p dx)1/p, 1 p < ∞, dx = dx1 · · ·dxn.
C0 ≡ C0(Rn) is the class of all continuous functions on Rn vanishing at infinity. The Fourier
transform of a function f on Rn is defined by
f ∧(x) = (Ff )(x) =
∫
Rn
eiξ.xf (ξ) dξ, ξ.x = ξ1x1 + · · · + ξnxn.
Given a finite Borel measure μ on R1, the notation
∫ b
a
ϕ(t) dμ(t) is used for the integral∫
[a,b) ϕ(t) dμ(t). In case of limt→a+ |ϕ(t)| = ∞, we assume that μ{a} = 0 and∫
[a,b)
ϕ(t) dμ(t) =
∫
(a,b)
ϕ(t) dμ(t).
The letters c, c1, c2, . . . are used for constants.
2.2. The Flett potentials and their relation to the Poisson integral
The Flett potentials, T αf , α > 0, initially defined in the Fourier terms by (3), can be repre-
sented as convolution(T αf )(x) = (Φα ∗ f )(x) ≡
∫
Rn
Φα(y)f (x − y)dy, (5)
where (FΦα)(x) = (1 + |x|)−α and F is the Fourier transform. The kernel Φα(y) has the repre-
sentation
Φα(y) = 1
λn(α)
|y|α−n
∞∫
sαe−s|y|
(1 + s2)(n+1)/2 ds, (6)
0
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A straightforward examination of (6) shows that (see [3, p. 447], [9, p. 542]):
(a) if 0 < α < n, then
Φα(y) ∼ cn(α)|y|α−n as |y| → 0
and
Φn(y) ∼ cn
(n − 1)! log
1
|y| as |y| → 0,
where
cn(α) = Γ ((α + 1)/2)Γ ((n − α)/2)2Γ (α)π(n+1)/2 and cn =
Γ ((n + 1)/2)
π(n+1)/2
;
(b) for all α > 0
Φα(y) ∼ αcn|y|−n−1 as |y| → ∞;
(c) Φα ∈ L1 and ‖Φα‖1 = 1 for all α > 0.
From (c) it follows that∥∥T αf ∥∥
p
 ‖f ‖p, ∀α > 0, 1 p ∞. (7)
By making use of (6) and the definition of Poisson integral, it is not difficult to see that if
f ∈ Lp (1 p ∞) then
(T αf )(x) = 1
Γ (α)
∞∫
0
tα−1e−t (Pt f )(x) dt, (8)
where
(Pt f )(x) =
∫
Rn
P (y, t)f (x − y)dy, t > 0, x ∈ Rn, (9)
is the Poisson integral with the Poisson kernel P(y, t), defined by
P(y, t) = cnt
(|y|2 + t2)(n+1)/2 , cn = Γ
(
(n + 1)/2)/π(n+1)/2. (10)
The following lemma gives some properties of the Poisson integral Pt f which will be used later.
Lemma 1. (See, e.g., [6, p. 217]) Let f ∈ Lp , 1 p ∞, and Pt f be as in (9). Then
(a)
∫
Rn
P (y, t) dy = 1, (P(· , t))∧(y) = e−t |y|, ∀t > 0; (11)
(b) ‖Pt f ‖p  ‖f ‖p; (12)
(c) sup
x
∣∣(Pt f )(x)∣∣ ct−n/p‖f ‖p, 1 p < ∞, c = c(n,p); (13)
(d) sup
∣∣(Pt f )(x)∣∣ (Mf )(x) (14)
t>0
I.A. Aliev et al. / J. Math. Anal. Appl. 321 (2006) 691–704 695(Mf is the Hardy–Littlewood maximal function);
(e)
(Pτ (Pt f ))(x) = (Pτ+t f )(x), t > 0, τ > 0; (15)
(f) lim
t→0(Pt f )(x) = f (x), (16)
where the limit is interpreted in Lp-norm and pointwise a.e. For f ∈ C0 the convergence is
uniform on Rn.
2.3. A weighted wavelet-like transform associated to the Poisson integral
Definition 2. A signed Borel measure μ on R+ = [0,∞) is said to be a wavelet measure if
‖μ‖ ≡ |μ|(R+) ≡
∫
R+
d|μ|(η) < ∞ and μ(R+) ≡
∞∫
0
dμ(η) = 0. (17)
Definition 3. Let μ be a wavelet measure on R+. The weighted wavelet-like transform of f ∈ Lp
associated to the Poisson integral Pt f and generated by the measure μ is defined as
(wμf )(x, t) =
∫
R+
e−tη(Ptηf )(x) dμ(η)
(
x ∈ Rn, t > 0). (18)
Remark 4. Owing to Lemma 1(f), it is assumed that e−tη(Ptηf )(x)|η=0 = f (x) and therefore∫
R+
e−tη(Ptηf )(x) dμ(η) =
∫
(0,∞)
e−tη(Ptηf )(x) dμ(η) + μ{0}.f (x). (19)
Remark 5. For any fixed t > 0, the operator wμ is Lp → Lp bounded. Indeed, by the generalized
Minkowski inequality,
∥∥(wμf )(· , t)∥∥p 
∫
R+
e−tη‖Ptηf ‖p d|μ|(η)
(12)
 ‖μ‖.‖f ‖p, (20)
where ‖μ‖ = ∫
R+ d|μ|(η) is the total variation of the measure μ.
Remark 6. We observe that the integral transform (18) without the “weighted factor” e−tη be-
comes a usual wavelet transform. Indeed, by Fubini’s theorem,∫
R+
(Ptηf )(x) dμ(η) (9)=
∫
R+
( ∫
Rn
P (y, tη)f (x − y)dy
)
dμ(η)
=
∫
R+
( ∫
Rn
P (ty, tη)f (x − ty)tn dy
)
dμ(η)
(10)=
∫
n
f (x − ty)
( ∫
P(y,η) dμ(η)
)
dy ≡
∫
n
f (x − ty)w(y)dy,
R R+ R
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R+ P(y,η) dμ(η) is a classical wavelet function, i.e., w(y) is radial
and ∫
Rn
w(y)dy =
∫
R+
( ∫
Rn
P (y, η) dy
)
dμ(η)
(11)=
∫
R+
dμ(η) = 0.
Furthermore,∫
Rn
f (x − ty)w(y)dy = 1
tn
∫
Rn
f (y)w
(
x − y
t
)
dy (t > 0),
and the expression at the right-hand side is a continuous (integral) wavelet transform with the
wavelet function w(y).
2.4. Some auxiliary lemmas
We will need the following lemmas.
Lemma 7. [12, p. 60] Let {Tε}, ε > 0, be a family of linear operators, mapping Lp ≡ Lp(Rn),
1 p ∞, into the space of measurable functions on Rn. Define T ∗f by setting
(T ∗f )(x) = sup
ε>0
∣∣(Tεf )(x)∣∣, x ∈ Rn.
Suppose that there exists a constant c > 0 and a real number q  1 such that
meas
{
x:
∣∣(T ∗f )(x)∣∣> t} (c‖f ‖p
t
)q
for all t > 0 and f ∈ Lp .
If there exists a dense subset D of Lp such that limε→0(Tεg)(x) exists and is finite a.e. when-
ever g ∈D, then for each f ∈ Lp , limε→0(Tεf )(x) exists and is finite a.e.
Lemma 8. [6, p. 189] Let μ be a finite Borel measure on R+ and let k(s) = s−1
∫ s
0 dμ(t). If
μ(R+) = 0 and
∞∫
0
| log t |d|μ|(t) < ∞,
then
k(s) ∈ L1(0,∞) and
∞∫
0
k(s) ds =
∞∫
0
log
1
t
dμ(t).
Lemma 9. [7, p. 8] Let μ be a finite Borel measure on R+, and let kα(s) = s−1(Iα+1μ)(s),
where
(
Iα+1μ
)
(s) = 1
Γ (α + 1)
s∫
0
(s − t)α dμ(t) (21)
is the Riemann–Liouville fractional integral of order α + 1 of the measure μ. Let further
α′ = Reα  0, and let μ satisfy the following conditions:
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(ii) ∫∞1 tγ d|μ|(t) < ∞ for some γ > α′.
Then
kα(s) =
{
O(sα
′−1), if 0 < s < 1,
O(s−δ−1), if s  1, δ = min{γ − α′,1 + [α′] − α′} > 0.
Furthermore, if μ˜(t) = ∫∞0 e−tη dμ(η) is the Laplace transform of μ, then
∞∫
0
kα(s) ds =
∞∫
0
μ˜(t)
tα+1
dt ≡ kα,μ, (22)
where
kα,μ =
{
Γ (−α) ∫∞0 tα dμ(t), if α /∈ Z+,
(−1)α+1
α!
∫∞
0 t
α log t dμ(t), if α ∈ Z+.
(23)
Lemma 10. For any α > 0 and η > 1,
η∫
1
t−α−1(η − t)α−1 dt = Γ (α)
Γ (α + 1)
(η − 1)α
η
. (24)
Proof. This equality is a direct consequence of the formula [4, Formula No. 3.238(3)]:
b∫
a
(b − t)ρ−1(t − a)ν−1
|t − u|ρ+ν dt =
(b − a)ρ+ν−1
|a − u|ρ |b − u|ν
Γ (ρ)Γ (ν)
Γ (ρ + ν) , u /∈ [a, b],
with u = 0, ν = 1, ρ = α, a = 1, b = η. 
3. An analogue of Calderón reproducing formula for the weighted wavelet-like
transform wμ
The following theorem contains an inversion formula for the weighted wavelet-like trans-
form wμf , defined in (18). As we will see in Section 4, the explicit inversion formula for Flett
potentials can be obtained by making use of this theorem.
Theorem 11. Let f ∈ Lp ≡ Lp(Rn), 1 p ∞ (L∞ ≡ C0—the space of continuous functions
vanishing at infinity). Suppose that μ is a finite Borel measure on R+ satisfying
μ(R+) = 0 and
∫
R+
| log τ |d|μ|(τ ) < ∞. (25)
Then
∞∫
(wμf )(x, t)
dt
t
≡ lim
ε→0
∞∫
(wμf )(x, t)
dt
t
= cμf (x), (26)0 ε
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∞∫
0
log
1
τ
dμ(τ). (27)
The limit in (26) is understood in Lp-norm and pointwise for almost all x ∈ Rn. In case of
f ∈ C0, the convergence is uniform on Rn.
Proof. Consider the truncated integral
(Aεf )(x) =
∞∫
ε
(wμf )(x, t)
dt
t
, ε > 0. (28)
We shall show that (Aεf ) can be represented in the form
(Aεf )(x) =
∞∫
0
e−εs(Pεsf )(x)k(s) ds, (29)
where Pt f is the Poisson integral of f and k(s) = 1s
∫ s
0 dμ(t) (see Lemma 8).
Note that the second condition in (25) yields μ{0} = 0 and therefore it follows from (19) that
(wμf )(x, t) =
∫
(0,∞)
e−tη(Ptηf )(x) dμ(η).
By Fubini’s theorem (the justification of its applicability will be shown later),
(Aεf )(x) =
∞∫
ε
dt
t
( ∫
(0,∞)
e−tη(Ptηf )(x) dμ(η)
)
=
∞∫
0
dμ(η)
∞∫
ε
e−tη(Ptηf )(x)dt
t
=
∞∫
0
dμ(η)
∞∫
εη
e−s(Psf )(x)ds
s
=
∞∫
0
e−s(Psf )(x)
(
1
s
s/ε∫
0
dμ(η)
)
ds
=
∞∫
0
e−εs(Pεsf )(x)
(
1
s
s∫
0
dμ(η)
)
ds =
∞∫
0
e−εs(Pεsf )(x)k(s) ds,
that is the same as (29).
Let us now justify the application of Fubini’s theorem in (29). It is sufficient to show that the
repeated integral
∞∫
ε
dt
t
∞∫
0
e−tη(Ptηf )(x) dμ(η) (30)
converges absolutely for almost all x ∈ Rn. We have
∞∫
dt
t
∞∫
e−tη
∣∣(Ptηf )(x)∣∣d|μ|(η)
ε 0
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∞∫
ε
dt
t
1/t∫
0
e−tη
∣∣(Ptηf )(x)∣∣d|μ|(η)
+
∞∫
ε
dt
t
∞∫
1/t
e−tη
∣∣(Ptηf )(x)∣∣d|μ|(η) ≡ i1(x) + i2(x).
Let us estimate i1(x). We have
i1(x)
(14)
 (Mf )(x)
∞∫
ε
dt
t
1/t∫
0
d|μ|(η) = (Mf )(x)
1/ε∫
0
d|μ|(η)
1/η∫
ε
dt
t
= (Mf )(x)
1/ε∫
0
(
ln
1
η
− ln ε
)
d|μ|(η).
The latter expression is finite for almost all x ∈ Rn, owing to the second condition in (25). Fur-
thermore, owing to (13), we have
i2(x) c1‖f ‖p
∞∫
ε
dt
t
∞∫
1/t
e−tη(tη)−n/p d|μ|(η)
 c1‖f ‖p
∞∫
0
d|μ|(η)
∞∫
1/η
e−tη(tη)−n/p dt
t
= c1‖f ‖p
∞∫
0
d|μ|(η)
∞∫
1
e−τ τ−np dτ = c2‖f ‖p
∞∫
0
d|μ|(η) < ∞.
Thus the repeated integral (30) converges absolutely. Since the function k(s) = 1
s
∫ s
0 dμ(t) be-
longs to L1(0,∞) and
∞∫
0
k(s) ds =
∞∫
0
log
1
τ
dμ(τ) ≡ cμ
(
see Lemma 8 and equality (27)),
we have
(Aεf )(x) − cμf (x)
=
∞∫
0
[
e−εs(Pεsf )(x) − f (x)
]
k(s) ds
=
∞∫
e−εs
[
(Pεsf )(x) − f (x)
]
k(s) ds + f (x)
∞∫ (
e−εs − 1)k(s) ds. (31)0 0
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‖Aεf − cμf ‖p 
∞∫
0
e−εs‖Pεsf − f ‖p
∣∣k(s)∣∣ds + ‖f ‖p
∞∫
0
(
1 − e−εs)∣∣k(s)∣∣ds. (32)
Owing to (12), (16) and Lebesgue dominated convergence theorem it follows that limε→0 ‖Aεf −
cμf ‖p = 0. It is not difficult to see that the convergence is uniform if f ∈ C0.
Now let us prove the pointwise (a.e.) convergence in (26). With the help of (14) we have
from (29) that
∣∣(Aεf )(x)∣∣ sup
τ>0
∣∣(Pτ f )(x)∣∣
∞∫
0
e−εs
∣∣k(s)∣∣ds  c1(Mf )(x)
∞∫
0
∣∣k(s)∣∣ds = c2(Mf )(x).
Hence |(Aεf )(x)| c2(Mf )(x), and therefore, the maximal operator
(A∗f )(x) = sup
ε>0
∣∣(Aεf )(x)∣∣
is weak (p,p). Since (Aεf )(x) → cμf (x) pointwise (in fact uniformly) as ε → 0 for any f ∈
C0 ∩Lp , and the class C0 ∩Lp is dense in Lp (1 p < ∞), it follows that (Aεf )(x) → cμf (x)
for almost all x ∈ Rn (cf. Lemma 7). 
4. Wavelet–like representation of the Flett potentials and the inversion formulae for them
The next theorem gives a new representation of the Flett potentials with the aid of the wavelet-
like transform wμ.
Theorem 12. Let T αf , α > 0, be the Flett potential of f ∈ Lp , 1 p ∞. Let further, wμf be
defined by (18) and μ be a finite Borel measure on R+ satisfying the conditions
∞∫
0
t−α d|μ|(t) < ∞ and cα,μ ≡
∞∫
0
t−α dμ(t) = 0. (33)
Then
(T αf )(x) = 1
Γ (α)cα,μ
∞∫
0
ηα(wμf )(x, η)
dη
η
. (34)
Proof. The condition (33) yields that μ{0} = 0. Now owing to Fubini’s theorem (the justification
is given later),
∞∫
0
ηα(wμf )(x, η)
dη
η
(19)=
∞∫
ηα
( ∞∫
e−tη(Ptηf )(x) dμ(t)
)
dη
η
0 0
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∞∫
0
( ∞∫
0
ηαe−tη(Ptηf )(x)dη
η
)
dμ(t) (set η = τ/t, dη/η = dτ/τ)
=
∞∫
0
t−α
( ∞∫
0
ταe−τ (Pτ f )(x)dτ
τ
)
dμ(t)
(8)=
∞∫
0
t−α
(
Γ (α)
(T αf )(x))dμ(t)
(33)= Γ (α)cα,μ
(T αf )(x).
For justification of applicability of Fubini’s theorem it is sufficient to show that the repeated
integral
I (x) ≡
∞∫
0
t−α
( ∞∫
0
ταe−τ (Pτ f )(x)dτ
τ
)
dμ(t)
converges absolutely. We have
∣∣I (x)∣∣ 
∞∫
0
t−α
( ∞∫
0
ταe−τ
∣∣(Pτ f )(x)∣∣dτ
τ
)
d|μ|(t)
 sup
τ>0
∣∣(Pτ f )(x)∣∣
∞∫
0
t−α
( ∞∫
0
τα−1e−τ dτ
)
d|μ|(t)
(14)
 (Mf )(x)Γ (α)
∞∫
0
t−α d|μ|(t) < ∞, for almost all x ∈ Rn.
The proof is completed. 
In view of the definition of the Flett potentials T αf by formula (3), it is natural to expect that
the inverse of the Flett potentials can be obtained from (34) if one replaces (formally) α by (−α).
This observation is confirmed by the following theorem.
Theorem 13. Let T αf , α > 0, be the Flett potentials of f ∈ Lp . Suppose that μ is a finite Borel
measure on R+ satisfying
(a)
∞∫
1
tβ d|μ|(t) < ∞ for some β > α; (35)
(b)
∞∫
0
tk dμ(t) = 0, k = 0,1, . . . ,m, (36)
where m = [α] is the integer part of α.
Then
∞∫
0
t−α
(
wμT αf
)
(x, t)
dt
t
≡ lim
ε→0
∞∫
ε
t−α
(
wμT αf
)
(x, t)
dt
t
= kα,μf (x), (37)
where the constant kα,μ is defined as (23).
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convergence is uniform on Rn.
Proof. By virtue of (5) and (9), both of the operators T α andPt have a convolution structure and,
therefore, they are commutative. Now owing to (18), (8) and the commutativity of T α and Pt ,
we have
(
wμT αf
)
(x, t) =
∞∫
0
e−st
(PstT αf )(x) dμ(s) =
∞∫
0
e−st
(T αPst f )(x) dμ(s)
= 1
Γ (α)
∞∫
0
e−st
( ∞∫
0
τα−1e−τ (PτPstf )(x) dτ
)
dμ(s)
(15)= 1
Γ (α)
∞∫
0
dμ(s)
∞∫
0
τα−1e−(τ+st)(Pτ+st f )(x) dτ
= 1
Γ (α)
∞∫
0
dμ(s)
∞∫
st
(τ − st)α−1e−τ (Pτ f )(x) dτ
= 1
Γ (α)
∞∫
0
dμ(s)
∞∫
0
(τ − st)α−1+ e−τ (Pτ f )(x) dτ,
where (τ − st)α−1+ = (τ − st)α−1 if τ > st , and 0 otherwise.
By virtue of Fubini’s theorem, we obtain
(
Aαε f
)
(x) ≡
∞∫
ε
t−α
(
wμT αf
)
(x, t)
dt
t
= 1
Γ (α)
∞∫
ε
t−α−1 dt
∞∫
0
dμ(s)
∞∫
0
(τ − st)α−1+ e−τ (Pτ f )(x) dτ
= 1
Γ (α)
∞∫
0
e−τ (Pτ f )(x) dτ
∞∫
0
dμ(s)
∞∫
ε
t−α−1(τ − st)α−1+ dt
= 1
Γ (α)
∞∫
0
e−τ (Pτ f )(x) dτ
τ/ε∫
0
sα−1 dμ(s)
τ/s∫
ε
t−α−1
(
τ
s
− t
)α−1
dt
(we make the changes of variables: τ → ετ and t → εt)
= 1
Γ (α)
∞∫
e−ετ (Pετ f )(x) dτ
τ∫
sα−1 dμ(s)
τ/s∫
t−α−1
(
τ
s
− t
)α−1
dt0 0 1
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Γ (α + 1)
∞∫
0
e−ετ (Pετ f )(x)
[
1
τ
τ∫
0
(τ − s)α dμ(s)
]
dτ
≡
∞∫
0
e−ετ (Pετ f )(x)kα(τ ) dτ, (38)
where
kα(τ ) = 1
τ
(
Iα+1μ
)
(τ ) and
(
Iα+1μ
)
(τ ) = 1
Γ (α + 1)
τ∫
0
(τ − s)α dμ(s)
(the Riemann–Liouville integral of order α + 1 of the measure μ; see (21)).
By Lemma 13, the conditions (35) and (36) yield kα ∈ L1(0,∞) and
∫∞
0 kα(τ ) dτ = kα,μ,
where kα,μ is defined as in (23). Hence, owing to (38), we obtain
(
Aαε f
)
(x) − kα,μf (x) =
∞∫
0
[
e−ετ (Pετ f )(x) − f (x)
]
kα(τ ) dτ.
Furthermore, the generalized Minkowski inequality yields (cf. (31))
∥∥Aαε f − kα,μf ∥∥p 
∞∫
0
e−ετ‖Pετ f − f ‖p
∣∣kα(τ )∣∣dτ + ‖f ‖p
∞∫
0
(
1 − e−ετ )∣∣kα(τ )∣∣dτ.
The rest of the proof is the same as in Theorem 11, and employs the Lebesgue dominated con-
vergence theorem.
The proof is completed. 
Note that the Theorems 11 and 13 are effective if the constants cμ and kα,μ in (26) and (37)
differ from zero. Let us give some examples of measures μ for which all conditions of Theo-
rem 13 (including the condition kα,μ = 0) are fulfilled.
(1) Let μ = ∑lj=0(−1)j ( lj)δj , where δj = δj (s) denotes the unit Dirac mass at the point
s = j , i.e., 〈δj , ϕ〉 = ϕ(j), and l > α is a fixed integer. It is well known that (see [9, p. 117])
∞∫
0
sk dμ(s) ≡
l∑
j=0
(−1)j
(
l
j
)
jk = 0, ∀k = 0,1, . . . , l − 1.
On the other hand,
μ˜(t) ≡
∞∫
0
e−ts dμ(s) =
l∑
j=0
(−1)j
(
l
j
)
e−tj = (1 − e−t)l ,
and therefore, by (22),
kα,μ ≡
∞∫
t−α−1μ˜(t) dt =
∞∫
t−α−1
(
1 − e−t)l dt = 0.0 0
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h(k)(0) = 0, ∀k = 0,1,2, . . . , l, and ∫∞0 sα−lh(s) ds = 0 (e.g., h(s) = e−s2−1/s2 , h(0) = 0; such
functions are called the Lizorkin test functions). We set dμ(s) = h(l)(s) ds (s  0). The integra-
tion by parts shows that
∞∫
0
sk dμ(s) ≡
∞∫
0
skh(l)(s) ds = 0, ∀k = 0,1, . . . ,m, m = [α],
and therefore, the conditions (35) and (36) are fulfilled. Further, integrating by parts, we obtain
μ˜(t) ≡
∞∫
0
e−ts dμ(s) =
∞∫
0
e−tsh(l)(s) ds = t l
∞∫
0
e−tsh(s) ds.
Now after simple calculations, we have
kα,μ ≡
∞∫
0
t−α−1μ˜(t) dt =
∞∫
0
t l−α−1
( ∞∫
0
e−tsh(s) ds
)
dt
=
∞∫
0
h(s)
( ∞∫
0
t l−α−1e−ts dt
)
ds = Γ (l − α)
∞∫
0
h(s)sα−l ds = 0.
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