Abstract. We study the inverse problem of determining the time-dependent vector and scalar potentials A = (A0(t, x), A1(t, x), ...., An(t, x)) and q(t, x), respectively, in the wave equation
(∂ j + A j (t, x)) 2 + q(t, x)
where the coefficients A j ∈ C ∞ c (Q) and q ∈ L ∞ (Q). Also we denote A = (A 0 , A 1 , · · · , A n ) and A := (A 1 , A 2 , · · · , A n ) are R 1+n and R n valued vector fields, respectively, defined on R 1+n .
We are interested in determining the coefficients in (1) from the partial information of the solution u on ∂Q. As shown in §1.2, full recovery of vector term A is not possible from the knowledge of solution u on ∂Q because of gauge-invariance. In this article, we will prove the unique-determination modulo a gauge-invariance, of the vector and scalar potentials A and q respectively, from the partial knowledge of the solution u on ∂Q. Starting with the work of Bukhgeìm and Klibanov [4] there has been extensive work in the literature related to inverse boundary value problems for second order linear hyperbolic PDE. It is known by the work of [28] that for T > diam (Ω), the data
u ∈ H 1 (Q), L A,q u = 0, u(0, x) = ∂ t u(0, x) = 0 (2) determines uniquely the time-independent potential q (for the case A ≡ 0). For the case A = 0, Isakov in [17] proved the unique determination of time-independent damping coefficient A 0 and potential q from the data set given by (2) . The results in [28] and [17] were proved using the geometric Optics solution argument inspired by the work of Sylvester and Uhlmann [34] . For the case of time-independent coefficients, another powerful tool to prove uniqueness results is the boundary control (BC) method, pioneered by Belishev (see [1] ). Later it was developed by Belishev, Kurylev, Lassas and others (see [18] and references therein for more details). Eskin in [10, 11] developed a new approach based on the BC method for determining the time-independent vector and scalar potentials assuming A 0 = 0. Uniqueness for time-dependent case was initially studied by [29] , where they proved unique determination of the time-dependent potential q(t, x) in a certain subset of Q assuming A ≡ 0. Ramm and Sjöstrand in 1 2 KRISHNAN AND VASHISTH [30] showed that complete determination of time-dependent potential q, when A = 0, is possible from the data set given by C A,q :=    (u(t, x)| Σ , (ν(x) · A(t, x) + ∂ ν ) u(t, x)| R×∂Ω ) :
u ∈ H 1 (R × Ω), L A,q u = 0, u(0, x) = ∂ t u(0, x) = 0 .
Eskin in [12] proved the uniqueness for the time-dependent coefficients which are analytic in time. Salazar in [31] removed the analyticity condition and proved that the unique determination of vector and scalar potential modulo a gauge invariance is possible from the data set given by (3) and this is optimal (see §1.2). Due to domain of dependence argument, as shown in [21] , one can not determine the time-dependent coefficients without using strong assumptions such as analyticity of the coefficients in (1) from the Cauchy data set C A,q given by (2) in the following region:
For this reason, we need some extra information in addition to the data set given by (2) to prove uniqueness results involving time-dependent coefficients. Isakov in [17] proved unique-determination of time-dependent potential when A = 0 from the extended data set given by
Recently Kian in [20] proved unique determination of time-dependent damping coefficient A 0 and the potential q when A = 0 from partial boundary data . In this article, we will prove unique determination of time-dependent vector and scalar potentials A(t, x) and q(t, x) appearing in (1) (modulo a gauge invariance for the vector potential) from partial boundary data. We now state precisely what we mean by gauge invariance.
1.2. Gauge Invariance. Definition 1.1.
[31] The vector and scalar potentials (A (1) , q 1 ) and (A (2) , q 2 ) are said to be gauge equivalent if there exists g ∈ C ∞ (Q) such that g(t, x) = e φ(t,x) with φ ∈ C ∞ c (Q) and
where
Now we state the following proposition proof of which is given in [31] .
is a solution to the following IBVP
A HYPERBOLIC INVERSE PROBLEM WITH PARTIAL DATA   3 and g(t, x) is as defined above, then v(t, x) = g(t, x)u(t, x) satisfies the following IVBP
with (A (1) , q 1 ) and (A (2) , q 2 ) are gauge equivalent. In addition if Λ 1 and Λ 2 are Dirichlet to Neumann operator associated with (5) and (6) respectively, then
1.3. Statement of the main result. Before stating our main result we will give some definitions and notations. We will use the same notations as used in [20] . Now for fixed ω 0 ∈ S n−1 , we define the ω 0 -shadowed and ω 0 -illuminated faces by
of ∂Ω, where ν(x) is outward unit normal to ∂Ω at x ∈ ∂Ω. Corresponing to ∂Ω ±,ω 0 , we denote by Σ ±,ω 0 := (0, T ) × ∂Ω ±,ω 0 the part of lateral boundary Σ. We denote by 
Now if
To the best our knowledge, the problem we have considered here, has not been studied. Kian in [20] proved the unique determination of time-derivative and zeroth order pertuberbation from the data set given by (8) while we have proved the unique determination for the full first order perturbation. Our result can be seen as a generalization of the work of [20] . Remark 1.4. While we have stated the above result for vector potentials in C ∞ c (Q), we can in fact prove for the case in which the vector potentials A ∈ W 1,∞ (Q) provided they are identical on the boundary ∂Q, see [20] .
Carleman Estimate
We begin with a Carleman estimate whose proof follows from very minor modifications of the Carleman estimate given in [20] . 
holds for λ ≥ λ 1 .
Construction of geometric optics solutions
3.1. Construction of exponential decaying solution. In this section, we will prove the existence of
where λ > 1 and for ω ∈ S n−1 , B 1 (t, x) is given by
with ζ ∈ (1, −ω) ⊥ and
More precisely, we will have the following theorem, proof of which will be given at the end of this section. 
To prove the above result, we need a Carleman estimate similar to the one given in [20] in a Sobolev space of negative order. To this end, we will give some intermediate definitions and notation which will be used later.
Definition 3.2. We define
a weighted Sobolev space of order m with norm
and we define for s ∈ R, the operator D, λ s by
where u(τ, ξ) is the Fourier transform given by
and F −1 is the Fourier inversion. Define the symbol class
Then, for any m ∈ R and
With these notations, we have the following Carleman estimate:
Proof. To prove this, we will use the convexification argument as used in [20] for the damping coefficient case. As before we will define our convexified weight by φ λ,s (t,
2 and define the conjugated operator P A (1) ,λ,s by
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Fix Q := (−1, T + 1) × Ω, with Ω is a bounded open subset of R n such that Ω ⊆ Ω. Our first aim is to prove the following estimate
For this, we will follow the same approach used in [20] . Using the properties of pseudodifferential operators, we have
where R λ is given by
with p 1 (t, τ, ξ) and p 2 (t, τ, ξ) symbols for P 1 and P 2 respectively and are given by
Now using Sobolev embedding theorem for pseudodifferential operators, we have
Also from the Carleman estimate proved in Section 2, we have
Using (17), we get
Now using (18), we get
This gives us
Next we will estimate
. Using the expression for P A (1) ,3 , we get
Thus, we have the following estimate for P A (1) ,3 D, λ w
Now choose s > C and using (19) and (20), we get
Next we will fix Q 1 ⊆ R n+1 such that Q ⊆ Q 1 ⊆ Q and cut-off functions ψ 0 ∈ C ∞ c ( Q) and ψ ∈ C ∞ c (Q) are such that ψ 0 = 1 on Q 1 and ψ 1 = 1 on Q. Then, we define
Now from the formula for the composition of pseudodifferential operators, we have that
Also from (21), we have
After substituting v(t, x) = e st 2 2 u(t, x), for sufficiently large λ and fixed value of s, we get
This completes the proof of lemma.
Using the Carleman estimate given by (14) , we will prove the existence of solution v ∈ H 1 (R 1+n ) to the equation
, in the following lemma:
where C > 0 is independent of λ and F .
Proof. Consider the space S :
Since F ∈ L 2 (Q), therefore from (14), we arrive at
Thus, we have L is a continuous linear form on S, therefore by Hahn-Banach theorem, we can extend it to H −1 λ (R 1+n ), we will still denote it by L and it satisfies ||L|| ≤ C ||F || L 2 (Q)
Now after substituting h = P A (1) ,ω,λ z, for z ∈ C ∞ c (Q), we get
which gives us
therefore we have
and v will satisfy the following estimate (22) and (23) will follow from the continuity of
Proof of Theorem 3.1. We have from (11)
and we want L −A (1) ,q 1 u 1 = 0. Therefore we have
From this, we get
where G is given by
Since G ∈ L 2 (Q), hence the proof of Theorem 3.1 now follows from Lemma 3.4.
3.2. Construction of exponential growing solutions. In this section, we will prove that there exists u 2 ∈ H 1 (Q) a solution to the equation L A (2) ,q 2 u 2 (t, x) = 0 in Q, taking the form
where B 2 (t, x) is given by
We have the following result.
Theorem 3.5. Let ω ∈ S n−1 . There exists λ 3 > λ 2 such that for all λ > λ 3 , we have a solution
Proof of the above theorem, is based on a Carleman estimate in a Sobolev space of negative order. To state the Carleman estimate, we will use the same definition and notation as used in previous subsection.
We have the following Carleman estimate similar to Lemma 3.3 and it can be proved along the same lines as we did in Lemma 3.3.
with C > 0 depending only on A (2)
, Ω and T .
Using the above Carleman estimate, proof of the theorem follows from the similar arguments as used in proving Theorem 3.1.
Integral Identity
In this section, we will derive an integral identity, using the solution of adjoint problem. Suppose u 1 (t, x) as derived in §3.1 (see (11) ) be the solution to following equation
taking the form
And u 2 as derived in §3.2, be solution to the following equation
of the form
Now let us consider that w 1 is the solution to following initial boundary value problem
Then, one can check that u := w 1 − u 2 , solves the following equation
0 | 2 − |A (j) | 2 + q j for j = 1, 2 andq :=q 2 −q 1 . Now since RHS of the (34) , is in L 2 (Q), hence it has a unique solution u ∈ C 1 ([0, T ]; L 2 ) C([0, T ]; H 1 0 (Ω)) and ∂ ν u ∈ L 2 (Σ) (see [18, 22] ). Thus, we have u ∈ H 1 (Q) with ∂ ν u ∈ L 2 (Σ). And also we have u 1 ∈ H 1 (Q), therefore multiplying (34), by u 1 (t, x) and integrating over Q, we get
After using u| Σ = 0, u(T, x) = 0, ∂ ν u| V = 0, L −A (1) ,q 1 u 1 (t, x) = 0 in Q and value ofq 1 , we get
5. Proof of Theorem 1.3
In this section, we will prove our uniqueness results. For θ ∈ S n−1 and r > 0, we define
and Σ ±,r,θ = (0, T ) × ∂Ω ±,r,θ . Choose θ and r in such a way that ∂Ω ±,r,±θ contains a non-empty relatively open subset of ∂Ω. Now since V ′ is open subset of ∂Ω −,ω 0 therefore we can choose ǫ > 0 such that ∀ ω ∈ {θ ∈ S n−1 : |θ − ω 0 | ≤ ǫ}, we have ∂Ω −,ǫ,ω ⊂ V ′ . Now first we will give the proof for unique recovery of vector potential. Then using uniqueness of vector potential and an argument used in [31] , we will prove the uniqueness for scalar potential. In order to prove our uniqueness result, we shall estimate the right hand side of (35) in the form of following lemma:
Lemma 5.1. Suppose u and u 1 be defined as in Section 4, then for λ large, the following estimate will hold:
Proof of (37). Using (11), (13) and Cauchy-Schwartz inequality, we get
Now for λ large, we have (1 + λ
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Proof of (38). Now since Σ \ V ⊆ Σ +,ǫ,ω ∀ ω such that |ω − ω 0 | ≤ ǫ and from (11), we have
with C > 0 is independent of λ and ∀ ω such that |ω − ω 0 | ≤ ǫ. Next by trace theorem one can show that
. Using this, we get
Recovery of vector potential A.
Using (37) and (38) in (35), we get
After using the Carleman estimate given by (10) and (34), we get
Now using (25) and (27), we have
Now dividing (40), by λ and taking λ → ∞, we get
Now after substituting the expression of u 1 and u 2 from (11) and (25), we get
where Z(t, x) satisfies
Using this , we get
Denoteω := (1, −ω), A = (A 0 , A), and using the expressions for B 1 (see (12)) and B 2 (see (26) ) in (42), we get
where ξ · (1, −ω) = 0 ∀ ω with |ω − ω 0 | < ǫ. Now decomposing R 1+n = R(1, −ω) ⊕ (1, −ω) ⊥ and by using Fubini's theorem, we get
for some constant C. Since 1 − exp
from (43), we get
Thus we deduce that
Now we will show that the orthogonality condition (t, x) ∈ (1, −ω) ⊥ , can be removed using the following change of variable formula as is used in [31] . For any
Hence, using (44), we get
To conclude the uniqueness for A, we will use the following lemma.
This completes the proof of Theorem 1.3.
Next we will give the proof of Lemma 5.2, for which we follow the analysis similar to the one used in [27] and [33] .
Proof of Lemma 5.2. Denote
Now, let ω = (ω 0 , ω 1 , · · · , ω n ) ∈ R 1+n and denote z := (t, x), then we have
Also by fundamental theorem of calculus, we have 2, 3 , ..., n. Using this in above equation, we see that
Now substracting (47) from (46), we get
Now since LF (t, x, θ) = 0 for θ near θ 0 and ∀ (t, x) ∈ R 1+n , therefore, we have
∀ (t, x) ∈ R 1+n and θ near θ 0 , where
Next, we will show that h ij (ζ) = 0, for all space-like vectors ζ near {ζ : ζ · (1, θ) = 0} and θ near some fixed θ 0 . To prove this, let us consider,
⊥ and for fixed θ and ω.
Decomposing R 1+n as R 1+n = R(1, θ) + k, where k ∈ (1, θ) ⊥ , we get
Replace k = (t, x) − s ′ (1, θ), we get
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Now using (48), we get n i,j=0
Consider the collection {θ k (a) = cos(a)e 1 + sin(a)e k+1 : k = 1, 2, ..., n − 1} of linearly independent unit vectors in R n with θ 0 = θ k (0) = e 1 = (1, 0, 0, · · · , 0) where e ′ j s are the standard basis of R n . Also note that θ k (a) is near θ 0 = e 1 , for a near zero. Let ζ = ζ 0 be a fixed nonzero space-like vector.
, where e j ∈ R n for 1 ≤ j ≤ n, are standard basis of R n . Next we will show that h ij (ζ 0 ) = 0 for ζ 0 = (0, e j ) with j = 1. Now let (1,
and taking ω as standard basis for R 1+n , then for ζ 0 := (0, e l ) with 1 < l ≤ n and l = k, we have from (49),
for near a=0, 0 ≤ j ≤ n and 1 ≤ k ≤ n − 1.
Now assume that ζ := (τ, ξ) ∈ (1, θ) ⊥ for θ near θ 0 be a space-like vector. Let ξ 0 = (ξ 1 , ξ 2 , · · · · · · · · · , ξ n ) ∈ S n−1 be a unit vector in R n defined by
Now clearly ξ 0 is near e 2 when φ i and θ are close to zero. Let A is an orthogonal matrix of order n × n such that
We can define A by
. Then, we haveθ 0 is near θ 0 := e 1 whenever φ ′ i s and θ are near zero. Next choose θ 0 (φ) := cos φe 1 + sin φe 2 close to θ 0 when φ is close to zero. Then θ 0 (φ) · e 2 = sin φ and θ 0 (φ) · e 1 = cos φ. Now consider the small perturbation θ 0 (a) of θ 0 (φ) by θ 0 (a) := cos a cos φe 1 + sin φe 2 + sin a cos φe l , l = 1, 2.
cos a cos φ cos φ 1 cos φ 2 + sin φ 1 cos φ 2 sin φ + a l1 sin a cos φ − cos a cos φ sin φ 1 + cos φ 1 sin φ + a l2 sin a cos φ · · · · cos a cos φ cos φ 1 sin φ 2 · · · sin φ n−2 cos θ + sin φ sin φ 1 sin φ 2 · · · sin φ n−2 cos θ + a ln sin a cos φ
Clearly, we have θ(a) is near θ 0 (φ) for a near zero and ξ 0 · θ(a) = sin φ for all a near zero. Now let ζ 0 := (− sin φ, ξ 0 ) be a space-like vector with ξ 0 as defined above, then clearly ζ 0 · (1, θ(a)) = 0 for a near zero. Using this value of θ(a) and ω = e j in (50), we have
holds for a near zero and 0 ≤ j ≤ n. So after using the fact that 1, cos a and sin a are linearly independent, we get
From here, we will show that h ij (ζ 0 ) = 0 for all 0 ≤ i, j ≤ n. For j = 0, the above sets of equations can be written as 
This gives us h i0 (ζ 0 ) = 0, ∀ 0 ≤ i ≤ n. Now for j = 1, using h i0 (ζ 0 ) = 0, we get  
This gives us h i1 (ζ 0 ) = 0, ∀ 0 ≤ i ≤ n.
Using a similar argument as above, we have h ij (ζ 0 ) = 0 for all 0 ≤ i, j ≤ n. Thus, we have shown that h ij (ζ) = 0; ∀ ζ near ζ 0 ∈ (1, θ(a))
⊥ & near a = 0.
Now since support of all h ij is a compact subset of R 1+n , therefore by PaleyWiener theorem, we have h ij (ζ) = 0 ∀ i, j = 0, 1, 2, ..., n. Hence, by Fourier inversion formula, we see that h ij (t, x) = 0 ∀ (t, x) ∈ R 1+n , this gives us dF (t, x) = 0 ∀ (t, x) ∈ R 1+n , so by Poincarè lemma, we have there exist a Φ(t, x) such that F = ∇ t,x Φ.
5.2.
Recovery of potential q. In §5.1, we have shown that there exist a Φ such that (A 2 − A 1 )(t, x) = ∇ t,x Φ(t, x). After replacing the pair (A (1) , q 1 ) by (A (3) , q 3 ) where A (3) = A (1) + ∇ t,x Φ and q 3 = q 1 , we conclude that A (3) = A (2) . Now using (39) with the pair of potentials (A (3) , q 3 ) and (A (2) , q 2 ), we arrive at Q qu 2 (t, x)u 1 (t, x)dxdt
After using (25) and (27), we get Q q(t, x)u 2 (t, x)u 1 (t, x)dxdt ≤ Cǫ
Now taking λ → ∞, we get lim λ→∞ Q q(t, x)u 2 (t, x)u 1 (t, x)dxdt = 0.
Next we will substitute the expression for u 1 and u 2 , given by (11) and ( where W (t, x) are terms which contains atleast one of R ′ i s in the product u 2 (t, x)u 1 (t, x), therefore from (13) and (27) , we get Q |W (t, x)| dxdt ≤ Cλ −1 .
Finally we get But since q ∈ L ∞ (Q) is with compact support, we have F(q)(ξ) is an analytic function, hence F(q)(ξ) = 0, ∀ ξ ∈ R 1+n . We conclude that q 1 (t, x) = q 2 (t, x). This completes the proof.
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