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Abstract: Let
{
Xk
}
k∈Z
∈ L2(T ) be a stationary process with associated
lag operators Ch. Uniform asymptotic expansions of the corresponding em-
pirical eigenvalues and eigenfunctions are established under almost optimal
conditions on the lag operators in terms of the eigenvalues (spectral gap).
In addition, the underlying dependence assumptions are optimal in a cer-
tain sense, including both short and long memory processes. This allows us
to study the relative maximum deviation of the empirical eigenvalues un-
der very general conditions. Among other things, convergence to an extreme
value distribution is shown. We also discuss how the asymptotic expansions
transfer to the long-run covariance operator G in a general framework.
1. Introduction
Principal component analysis (PCA) has emerged as one of the most important
tools in multivariate and highdimensional data analysis. In the latter, func-
tional principal component analysis (FPCA) is becoming more and more im-
portant. A comprehensive overview and some leading examples can be found
in [38], [45], [61]. Given a functional time series X =
{
Xk
}
k∈Z
, it is typically
assumed that X lies in the Hilbert space L2(T ), where T ⊂ Rd is compact. The
fundamental tool in the area of PCA and FPCA - both in theory and practice -
is the usage of (functional) principal components (FPC). To fix ideas, let us in-
troduce some notation. If X is stationary with E
[‖Xk‖2L2] <∞, then the mean
µ = E
[
Xk
]
and the covariance operator
C
(·) = E[〈Xk − µ, ·〉(Xk − µ)], (1)
exist. Here 〈·, ·〉 denotes the inner product in L2, and ‖ · ‖L2 the corresponding
norm. The eigenfunctions of Ch are called the functional principal components
and denoted by e = {ej}j∈N, i.e; we have C(ej) = λjej , where λ = {λj}j∈N
denotes the eigenvalues. The eigenfunctions e are usually estimated by the em-
pirical eigenfunctions ê = {êj}j∈N, defined as the eigenfunctions of the empirical
covariance operator
Ĉ
(·) = 1
n
n∑
k=1
〈Xk − X¯n, ·〉
(
Xk − X¯n
)
, (2)
∗
†
1
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where X¯n =
1
n
∑n
k=1Xk. Hence Ĉ(êj) = λ̂j êj , where λ̂ = {λ̂j}j∈N denotes
the empirical eigenvalues. Due to the fundamental importance of eigenfunctions
and eigenvalues for FPCA and PCA, corresponding results on the asymptotic
behavior of empirical eigenfunctions and values are of high interest. [1] was
among the first to give such results, (see also [22]), and established a CLT for
λ̂j (resp. êj) if j is fixed. Fueled from highdimensional applications, uniform
bounds where j increases with the sample size n have become very important,
leading to a significant rise in complexity of the problem. Well-known pathwise
bounds are provided in the Lemma given below (cf. [8], [11]).
Lemma 1.1. If X ∈ L2(T ) and E[‖Xk‖2L2] <∞, then∣∣λ̂j − λj∣∣ ≤ ∥∥Ĉ − C∥∥L, ∥∥êj − ej∥∥L2 ≤ 2
√
2
ψj
∥∥Ĉ − C∥∥
L
,
where ψj = min
{
λj−1 − λj , λj − λj+1
}
(with ψ1 = λ1 − λ2) and ‖ · ‖L denotes
the operator norm.
Remark 1.2. Strictly speaking, we consider the difference êj − cjej, where
cj = sign(〈êj , ej〉). Since cj is unidentifiable, we assume without loss of generality
that throughout the remaining sequel cj = 1, which is the common approach in
the literature.
The attractiveness of the above bounds lies in their simplicity, but unfor-
tunately they are far from optimal from a probabilistic perspective. Indeed,
the results of [22] tell us that in case of λ̂j − λj , the correct bound should in-
clude the additional factor λj , i.e; λj‖Ĉ−C‖L. A similar claim can be made for
‖êj−ej‖L2. In this spirit, based on Lemma 1.1, asymptotic expansions for λ̂j−λj
and êj − ej which allow for increasing j have been established in [29], [30], [31]
(see also [11], [16], [52]). These results have proved to be an indispensable tool
in the literature, see for instance [9], [15], [16], [29], [38], [45], [53] to name a few.
But the corresponding (asymptotic) analysis is often based on heavy structural
assumptions regarding X and the spacings (spectral gap) Ψ = {ψj}j∈N of the
eigenvalues, limiting its applicability. In particular, often only the covariance
operator C is considered, and a common key assumption is that X is an IID
sequence, which is rather restrictive, see [35], [38], [58] and also Sections 2.2 and
6.2. In the presence of serial correlation, the lag operators Ch and the long-run
covariance operator G, formally defined as
Ch
(·) = E[〈Xk − µ, ·〉(Xk−h − µ)], G(·) = ∑
h∈Z
Ch
(·), (3)
serve as a generalization of C = C0. They play a fundamental role for depen-
dent functional time series, see for instance [32], [57], [58]. In this paper, we
consider a general framework that contains both Ch and G, avoiding the previ-
ously mentioned limitations. We derive exact asymptotic expansions of λ̂j , êj
under optimal dependence assumptions, allowing for short memory (weak de-
pendence), but also for long memory (strong dependence) in case of Ch, h finite.
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In addition, we only require a ’natural condition’ concerning the spectral gap
Ψ. It turns out that this condition is nearly optimal.
As a particular application, we study the relative maximum deviation of the
empirical eigenvalues of C, namely
T
J+n
=
√
n max
1≤j<J+n
∣∣λ̂j − λj∣∣
σjλj
,
where J+n → ∞, see Proposition 2.4 for a precise definition of J+n . Under mild
assumptions, we show that
an
(
T
J+n
− bn
) d−→ V , (4)
where V is a distribution of Gumbel type. The latter is based on a high dimen-
sional Gaussian approximation, which is of independent interest, see Theorem
10.2. Result (4) is particularly important for the construction of simultaneous
confidence sets and tests for the relevant number of FPCs to be used for statis-
tical inference or modelling (cf. [5], [45], [61]). The range of further applications
is surveyed in Section 6. Here we also touch on the possibility of long-memory
in functional time series.
An outline of the paper can be given as follows. In Section 2 the key ex-
pansions of λ̂j and êj are established in a general framework, alongside some
additional results. In particular, we discuss in detail the optimality of the un-
derlying assumptions. Asymptotic expansions of λ̂j and êj in the context of Ch
and G are established in Sections 3 and 4, whereas Section 5 is devoted to the
study of (4). Additional fields of application are surveyed in Section 6, with an
emphasis on functional linear regression, ARH(1) processes and long-memory
in a functional context. The proofs of the eigen expansions are given in Sections
7, 8 and 9. In Section 10.1, a general high dimensional Gaussian approximation
under dependence is established. Based on this result, we prove (4) in Section
10.2. Finally, Section 11 presents the proofs of Section 6.
2. Preliminary notation and main asymptotic expansions
For p ≥ 1, denote with ‖·‖p the Lp-norm E[|·|p]1/p. We write ., &, (∼) to denote
(two-sided) inequalities involving a multiplicative constant, a ∧ b = min{a, b}
and a∨b = max{a, b}. Given a set A, we denote with Ac its complement. More-
over, we write X = X − E[X] for a random variable X .
In the sequel, it is convenient to first consider a more abstract framework.
Assume that the operator D : L2(T ) 7→ L2(T ) has non-negative eigenvalues
λ = {λj}j∈N and eigenfunctions e = {ej}j∈N, and satisfies the spectral repre-
sentation
D(·) =
∞∑
j=1
λj
〈
ej , ·
〉
ej, with
∞∑
j=1
λj <∞. (5)
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For a sequence of non-negative numbers {λ˜j}j∈N with
∑∞
j=1 λ˜j < ∞ and real-
valued random variables {ηDi,j}i,j∈N, {ηRi,j}i,j∈N consider the empirical version
D̂(·) =
∞∑
i,j=1
√
λ˜iλ˜j
(
ηDi,j − ηRi,j
)〈
ei, ·
〉
ej , with D̂(êj) = λ̂j êj , j ∈ N,
where we demand D(·) =
∞∑
i,j=1
√
λ˜iλ˜jE
[
ηDi,j
]〈
ei, ·
〉
ej. (6)
The random variables ηDi,j denote the contributing random components, whereas
ηRi,j denote the negligible parts. In the sequel, both random variables depend
on a sequence m → ∞, i.e; ηDi,j = ηDi,j(m) and ηRi,j = ηRi,j(m). To simplify the
notation, we often suppress this dependence if it is of no immanent relevance.
This class of (empirical) operators is rich enough to include the lag operators Ch
(in fact only C∗hCh, see Section 3), but also the more general long-run covariance
operator G (see Section 4). In order to provide an intuition for this setup, let us
discuss how this translates in case of the covariance operator C, hence D = C
and D̂ = Ĉ. Then obviously λ˜j = λj and for m = n we have
ηCi,j(n) =
n∑
k=1
ηk,iηk,j
n
, ηRi,j(n) =
n∑
k,l=1
ηk,iηl,j
n2
, ηk,j =
〈Xk, ej〉
λ
1/2
j
. (7)
Clearly, if X is stationary, then so is {ηk,j}k∈Z,j∈N and hence C does not depend
on n in this case. We also note that E
[
ηCj,j
]
= 1 and E
[
ηCi,j
]
= 0 for i 6= j
since E[ηk,iηk,j ] = 0 by the classical Kahunen-Loe`ve expansion (cf. [38]). This
is actually true in a more general fashion. Since e are the eigenfunctions of D,
the two representations given in (5) and (6) yield that (λ˜iλ˜j)
1/2
E
[
ηDi,j
]
= 0
for i 6= j. For the sake of reference, we formulate this simple observation as a
lemma.
Lemma 2.1. Assume D satisfies (5) and (6) with eigenvalues λ and eigen-
functions e. Then (λ˜iλ˜j)
1/2E
[
ηDi,j
]
= 0 for i 6= j and λj = λ˜jE
[
ηDj,j
]
.
Most of our results in the sequel depend on the centered version of ηDi,j , i.e;
ηDi,j = η
D
i,j − E
[
ηDi,j
]
, i, j ∈ N.
We now demand the following conditions.
Assumption 2.2. The operators D, D̂ satisfy (5) and (6). Moreover, for a
universal constant CD and a universal sequence sDm = O(1) and a > 0, h, p ≥ 1,
J+m ∈ N and m→∞ it holds that
(D1) m
1
2 maxi,j∈N
∥∥ηDi,j(m)∥∥q ≤ CD and m 12 maxi,j∈N∥∥ηRi,j(m)∥∥q ≤ sDm
for q = p2p+4, p = ⌈h/a⌉,
(D2) max1≤j≤J+m
{
m−
1
2
+a
∑∞
i=1
i6=j
λi
|λj−λi|
,m−1+2a
∑∞
i=1
i6=j
λiλj
(λj−λi)
2
}
≤ CD
and λJ+m ≥ m−h/CD,
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(D3) 1/CD ≤ E[ηDj,j(m)] ≤ CD for j ∈ N and ∑∞j=1 λj ≤ CD.
Remark 2.3. Note that in the above assumptions, λ may depend on m. We
can deal with this case in the sequel due to the universal bounds provided by
CD.
Let us discuss these assumptions and compare them to the literature. As
a general preliminary remark, we note that all of our results have analogues
in a general Hilbert space setting H. Working in L2(T ) is notationally less
burdensome though, and the proofs are simpler. In particular, the Fubini-Tonelli
Theorem allows to interchange the order of inner products and expectations.
Since most related relevant results in the literature focus on the covariance
operator C, we also consider this setup for our discussion, i.e; D = C (and
D̂ = Ĉ). To this end, it is convenient to translate Assumption 2.2 to this special
case to make the comparison transparent. Recall the notation introduced in (7).
We then have the following result.
Proposition 2.4. Let X be stationary with E
[‖Xk‖2L2] ≤ CC for a universal
constant CC. Then C satisfies (5) and (6) with summable eigenvalues λ and
eigenfunctions e. Assume in addition that for some a > 0, h, p ≥ 1 and universal
sequence sCn = O(1) we have that
(C1) n
1
2 maxi,j∈N
∥∥ηCi,j(n)∥∥q < CC, n 14 maxj∈N∥∥∑nk=1 ηk,j∥∥2q ≤ sCn,
for q = p2p+4, p = ⌈h/a⌉,
(C2) (D2) holds with CD = CC, m = n, J+n ∈ N and a as above.
Then Assumption 2.2 holds for D = C with a > 0, h, p ≥ 1, m = n, J+n ∈ N,
sDm = s
C
n and C
D = CC as above.
Let us now compare the literature with Proposition 2.4.
Dependence assumptions : Assumption (C1) implicitly imposes a dependence
assumption on the scores ηk,j . In contrast to the literature (cf. [21] [30] [31], [52]),
we do not require the typical independence assumption. In fact, (C1) is much
more general. In Section 2.2 we also discuss why looking at C under dependence
can be relevant in practice. It can be shown that (C1) holds under general,
sharp weak dependence conditions. This means that if these conditions fail, we
no longer have weak dependence. However, much more is valid. Suppose that
ηk,j =
∑∞
i=0 αi,jǫk−i,j where
{
ǫk,j
}
k∈Z,j∈N
is standard Gaussian and IID and
αi,j ∼ i
−α, α > 1/2. Then we show in Section 2.2 that∥∥‖Ĉ − C‖L2∥∥2 . n−1/2 is equivalent with ’(C1) holds for any fixed p ≥ 1’,
(8)
where ‖Ĉ − C‖L2 denotes the Hilbert-Schmidt-norm. Hence the rate n−1/2 car-
ries over and (C1) poses no restriction, as long as we consider the CLT-domain
(normalization with n−1/2). In this sense, condition (C1) is optimal (in the CLT-
Domain). Interestingly, this also allows for long memory sequences, and we even
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obtain a CLT for λ̂j and êj under long memory conditions, i.e; where
∑∞
i=1 αi,j =
∞, see Theorem 2.9. Note that it is shown in [54] that∑∞i=1 |αi| <∞ is necessary
for the validity of a CLT for
∑n
k=1Xk in an infinite dimensional Hilbert space (a
different normalization doesn’t help here, which is different from the univariate
case, see [54] for details). Note that condition maxj∈N ‖n−3/4
∑n
k=1 ηk,j‖2q =
O(1) is usually for ’free’ due to the additional factor n−1/4, and is only neces-
sary to control the empirical mean correction X¯n. Finally, we remark that our
method of proof can also be used to derive corresponding results in the non-
central domain, i.e; where
∥∥‖Ĉ − C‖L2∥∥2 ∼ bn with √n = O(bn). To keep this
exposition at reasonable length, this is not pursued here.
Structural conditions for eigenvalues : (C2) is the key condition regarding the
structure of the eigenvalues λj . Note that the special form of the terms appear-
ing in (C2) is no coincidence, and is connected to the variance of the asymp-
totic distribution of the empirical eigenfunctions êj (cf. [22]). The literature
(cf. [16], [21], [29], [30], [31]) usually requires polynomial, exponential or convex
structures regarding the decay-rate of the eigenvalues and particularly the spac-
ing ψj . For instance, a common minimum assumption is that ψj & λjj
−1, which
reflects a polynomial behavior of the eigenvalues λj . As will be discussed below
Theorem 2.6, (C2) turns out to be much weaker, in fact, we shall see that it is
nearly optimal. To get a feeling of the implications of (C2), let us consider the
case where λj satisfies a convexity condition, i.e;
the function λ(x) : x 7→ λx is convex. (9)
If (9) holds, then one may verify (cf. Lemma 7.13) that
∞∑
i=1
i6=j
λi
|λj − λi| . j log j and
∞∑
i=1
i6=j
λiλj
(λj − λi)2 . j
2, (10)
hence (C2) is valid if J+n . n
1/2−a(log n)−1. Note that these bounds are not
directly influenced by the decay of λ or Ψ. The convexity condition (9) itself is
mild and includes many cases encountered in the literature (cf. [21]), in partic-
ular polynomial or exponential cases
λj ∼ jrρ−j , 0 < ρ < 1, |r| <∞ or λj ∼ j−r, r > 1. (EP)
Also note that (C2) implies that the first J+n eigenvalues are distinct. See [22]
for a flavour of results which allow for eigenspaces with rank greater than one.
Moment assumptions : The existence of all moments (often with additional Gaus-
sian like growth conditions) is usually required in the literature (cf. [21] [30] [31], [52])
in the context of expansions for λ̂j , êj . In contrast, we only require a finite num-
ber of moments, which, however, may be large. On the other hand, all of our
results will be expressed in terms of the ‖ · ‖p-norm, and moving over to the
weaker OP
(·) formulation, the moment assumptions can be lowered.
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For stating our results, we introduce the quantity
Ii,j =
〈(
D̂ −D)(ei), ej〉, i, j ∈ N, (11)
which is one of the main contributing parts in the expansions given below.
We first give the main results, followed by a discussion and comparison to the
literature. For the empirical eigenvalues λ̂j , we have the following.
Theorem 2.5. Assume that Assumption 2.2 holds. Then for 1 ≤ J < J+m∥∥∥∥ max1≤j≤J
∣∣∣∣ 1λj
(
λ̂j − λj − Ij,j
)∣∣∣∣∥∥∥∥
p
.
J1/pm−a√
m
.
The above result provides an exact uniform first-order expansion for λ̂j . For
a nonuniform version, the factor J1/p in the bound on the RHS can be dropped.
Next, we state the companion result for the empirical eigenfunctions êj.
Theorem 2.6. Assume that Assumption 2.2 holds. Then for 1 ≤ J < J+m∥∥∥∥ max1≤j≤J
∥∥∥∥ 1√Λj
(
êj − ej + ej
2
∥∥êj − ej∥∥2
L2
−
∞∑
k=1
k 6=j
ek
Ik,j
λj − λk
)∥∥∥∥
L2
∥∥∥∥
p
.
J1/pm−a√
m
,
where Λj =
∑∞
k=1
k 6=j
λjλk
(λj−λk)2
, and we also have
∥∥∥∥ max1≤j≤J
∣∣∣∣ 1Λj
(∥∥êj − ej∥∥2
L2
−
∞∑
k=1
k 6=j
I2k,j
(λj − λk)2
)∣∣∣∣∥∥∥∥
p
.
J1/pm−a
m
.
Theorem 2.6 provides both uniform expansions for êj and the corresponding
norm. As before, the factor J1/p in the bound on the RHS can be dropped for
a nonuniform version. We also have a slight modification of Theorems 2.5 and
2.6.
Proposition 2.7. Assume that Assumption 2.2 holds. Then for 1 ≤ J < J+m,
one may replace {Ik,j}k∈N with {(λ˜kλ˜j)1/2ηDk,j}k∈N in Theorems 2.5 and 2.6.
Recall also that λ˜j = λj/E[η
D
j,j ] by Lemma 2.1.
As an immediate corollary, we obtain a probabilistic version of Lemma 1.1 of
correct order.
Corollary 2.8. Assume that Assumption 2.2 holds. Then for 1 ≤ j < J+m∥∥λ̂j − λj∥∥p. λj√m and ∥∥‖êj − ej‖2L2∥∥p. Λjm .
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2.1. Previous results and comparison
Let us now compare Theorems 2.5 and 2.6 to the literature in case of D = C.
It seems that the currently best known expansions in this context can be found
in [31]. Among other things, it is required that
{
Xk
}
k∈Z
is IID, all moments
exist, and the error term ERJ+n in the expansions of λ̂j −λj (not weighted with
λ−1j ) is of magnitude
ERJ+n = max
1≤j≤J+n
n−3/2(1− ξj)−1/2ψ−3j λ−1/2j sj, sj = sup
t∈T
|ej(t)|, (12)
and ξj ∈ (0, 1) is defined as ξj = infk<j
(
1 − λkλj
)
. We emphasize that this is
the overall error term, hence one requires for instance at least
√
nERJ+n = O(1)
for the validity of a CLT, and (n/λ2
J+n
)1/2ERJ+n = O(1) for a weighted version.
If we assume the convexity condition (9), we see that (C2) is much weaker.
In fact, takeing for instance λj ∼ j
−c we find that ERJ+n & n
−3/2(J+n )
3+7c/2.
On the other hand, we see from (10) that if J+n ∼ n
1/2−a, a > 0, we still
obtain valid asymptotic expansions, i.e; the expressions containing Ik,j are still
the principal terms in our expansions, reflecting the exact asymptotic behavior.
In stark contrast, ERJ+n already explodes for a small (resp. c large) enough,
rendering a vacuous result. Similarly, (C2) is valid if we only require
max
1≤j≤J+n
n−1/2/ψj . n
−a for some arbitrary a > 0, (13)
and again obtain valid asymptotic expansions. On the other hand, the actual
approximation error ERJ+n in [31] may even be unbounded, since 1/λj →∞ as
j increases. In this sense, Assumption 2.2 is substantially weaker.
2.2. Dependence assumptions: optimality
Throughout this section, we assume that D = C. We first present the following
result.
Theorem 2.9. Assume that X has zero mean such that for α > 3/4
ηk,j =
∞∑
i=0
αi,jǫk−i,j , 0 ≤ αi,j ∼ i−α and ǫk,j are standard Gaussian IID.
Then (C1) holds. Moreover, if we have in addition (C2) (for J+n possibly finite),
then for any fixed 1 ≤ j < J+n
√
n
(
λ̂j − λj
) w−→ N (0, λ2jσ2λj ) and √n(êj − ej) w−→ N (0,Σej),
where
w−→ denotes weak convergence in the corresponding (Hilbert) space, and
σ2λj (Σej ) denotes the corresponding variance (operator).
M. Jirak/Eigen expansions and uniform bounds 9
The above result indicates that α = 3/4 is the boundary value for a CLT
with normalization
√
n, see also the discussion in [3], [12]. In fact, given the
linear structure of ηk,j one readily computes that∥∥‖Ĉ − C‖L2∥∥2 . n−1/2 iff α > 3/4.
On the other hand, Lemma 7.4 below yields that (C1) implies
∥∥‖Ĉ−C‖L2∥∥2 .
n−1/2. Hence we obtain the equivalence in (8). Finally, note that the regime
1/2 < α ≤ 1 is generally considered as long memory. Hence by Theorem 2.9
above, we obtain a CLT for λ̂j and êj even in the presence of long memory, where
3/4 < α ≤ 1. If 1/2 < α ≤ 3/4, Non-central limit theorems arise. If α ≤ 1/2,
then E
[‖X0‖2L2] =∞, which requires a completely different treatment.
2.3. Spectral gap: almost optimality
Next, we discuss the issue of ’almost optimality’ of condition (C2). To this end,
we draw heavily from the noteworthy results of [52]. Suppose that
{
ηi,j
}
i,j∈N
are IID and satisfy E
[|ηi,j |2p] ≤ p!Cp−1 for some constant C > 0. If a structure
condition like (EP) holds, then it is shown in [52] that
E
[‖êj − ej‖2L2] . j2(log n)2n . (14)
As can be seen from Corollary 2.8, this bound deviates from the optimal one by
the additional factor (logn)2. On the other hand, note that in the polynomial
case in (EP), this bound is also valid for j > J+n (we require a > 0), which is
a slightly larger region. In [52], a lower bound is also provided, which is j
2
n ∧ 1.
Strictly speaking, it is proven for the projection π̂j = êj ⊗ êj , where ⊗ denotes
the one-rank operation
u⊗ v(w) = 〈u,w〉v, u, v, w ∈ L2(T ).
According to [52], it then holds that (recall that L denotes the operator norm)
j2
n
∧ 1 . E[‖π̂j − πj‖2L] . j2(logn)2n ∧ 1. (15)
Heuristically, this may also be inferred from [22]. On the other hand, Corollary
2.8 and elementary computations yield
E
[‖π̂j − πj‖2L] . 1n
∞∑
k=1
k 6=j
λjλk
(λj − λk)2 .
j2
n
, if j ≤ n1/2−a(log n)−1, (16)
(in the polynomial case) and thus the order of the upper and lower bounds match
for j ≤ n1/2−a(logn)−1. If j ≥ n1/2, Cauchy-Schwarz yields the trivial optimal
upper bound. Since a > 0 may be chosen arbitrarily small given sufficiently many
(all) moments, we find that our conditions on the eigenvalues λ are essentially
optimal. In other words, we obtain exact expansions and the optimal error bound
for almost the complete region of indices j where (16) still converges to zero.
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3. Lag operator
While the covariance operator C is a key object for serially uncorrelated data
X, the lag operator Ch and the long-run covariance operator G become more
relevant in the presence of serial correlation. We focus on Ch in this section, and
then carry out a similar program in Section 4 for G. To facilitate the discussion,
let us first introduce a popular notion of weak dependence. In the remainder of
this section, we assume that for each j ∈ N, the score sequence {ηk,j}k∈Z is a
causal weak Bernoulli sequence, which can be written as
ηk,j = gj
(
. . . , ǫk−1,j , ǫk,j
)
(17)
for some measurable functions gj and IID sequences {ǫk}k∈Z with ǫk =
{
ǫk,j
}
j∈N
.
We do not specify any crosswise dependence between ǫk,i, ǫk,j for i 6= j, allowing
for a large flexibility. Let Ek,j =
(
ǫi,j , i ≤ k
)
. To quantify the dependence of{
ηk,j
}
k∈Z
, we adopt the coupling idea. Let
{
ǫ′k,j
}
k∈Z,j∈N
be an IID copy of{
ǫk,j
}
k∈Z,j∈N
and E ′k,j =
(E−1,j , ǫ′0,j, ǫ1,j , . . . , ǫk,j) the coupled version of Ek,j .
Then we define
Ωp(k) = max
j∈N
∥∥ηk,j − η′k,j∥∥p for p ≥ 1, where η′k,j = gj(E ′k,j). (18)
Roughly speaking, Ωp(k) measures the overall degree of dependence of ηk,j =
gj(Ek,j) on ǫ′0,j and it is directly related to the data-generating mechanism of the
underlying process ( [62] refers to Ωp(k) as physical dependence measure). This
dependence concept is well established in the literature, and popular processes
like ARMA, GARCH, iterated random functions etc. fit into this framework
(cf. [62], [63]). Consider for example the linear process ηk,j =
∑∞
l=0 αlǫk−l,j
where
{
ǫk,j
}
k,∈Z,j∈N
is IID with
∥∥ǫk,j∥∥p <∞. Then
∞∑
k=1
Ωp(k) <∞ holds iff
∞∑
k=1
|αk| <∞. (19)
In this sense, (19) is necessary for a CLT. In fact, if it is violated, one can
construct examples such that
lim
n→∞
1
n
∥∥∥∥ n∑
k=1
ηk,j
∥∥∥∥2
2
=∞, j ∈ N,
and a different normalization than n−1/2 is required (cf. [59]). In the sequel, all
dependence conditions will be expressed in terms of summability conditions of
Ωp(k).
A major difference when dealing with Ch compared to C (and G) is that it
only satisfies a singular-value decomposition (SVD) in general, i.e; there exist
orthonormal Bases e = {ej}j∈N, f = {fj}j∈N and a sequence of real numbers
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λ = (λj)j∈N tending to zero such that for fixed h ∈ Z
Ch(·) = E
[〈Xk, ·〉Xk−h] = ∞∑
j=1
√
λj〈ej , ·〉fj , if E
[‖Xk‖2L2] <∞. (20)
Hence a priori, Ch does not fit into our framework. However, by considering the
symmetrized version D(·) = C∗hCh(·), we end up with an operator that meets
our requirements. Here, C∗h denotes the adjoint operator of Ch, given by
C
∗
h(·) = E
[〈Xk−h, ·〉Xk] = ∞∑
j=1
√
λj〈fj , ·〉ej . (21)
Routine computations (with Xk =
∑∞
j=1 λ˜
1/2
j ηk,jej) then indeed reveal that
D(·) =
∞∑
j=1
λj〈ej , ·〉ej =
∞∑
j=1
(
λ˜j
∞∑
k=1
λ˜kE
[
ηh,kη0,j
]2)〈ej , ·〉ej . (22)
Hence D has a spectral decomposition with eigenvalues λ and eigenfunctions e
and satisfies (5). Representations (20), (21) motivate a natural plug-in estimator
for D (cf. [11]), given as (for h ∈ N)
D̂
(·) = 1
(n− h)2
∑
1≤k,l≤n−h
〈Xl+h − X¯n, Xk+h − X¯n〉〈Xk − X¯n, ·〉
(
Xl − X¯n
)
.
(23)
The empirical SVD components λ̂ = {λ̂j}j∈N, ê = {êj}j∈N and f̂ = {f̂j}j∈N
are then defined via
D̂
(
êj
)
= λ̂j êj , Ĉh
(
êj
)
= λ̂
1/2
j f̂j , (24)
where the empirical lag operator Ĉh is given by
Ĉh
(·) = 1
n− h
n∑
k=h+1
〈Xk − X¯n, ·〉
(
Xk−h − X¯n
)
, 0 ≤ h ≤ n− 1, (25)
and analogously for −n+1 ≤ h < 0. In order to apply Theorems 2.5 and 2.6 to
λ̂ and ê, the key objective is to validate (D1) for appropriate ηDi,j and η
R
i,j . To
this end, introduce
Al,h,r,i,j =
(
ηl+h,rηl,i − E[ηl+h,rηl,i]
)
E
[
ηl+h,rηl,j
]
, l, h, r, i, j ∈ N.
Recalling Xk =
∑∞
j=1 λ˜
1/2
j ηk,jej , we then define η
D
i,j for fixed h ∈ N as
ηDi,j(n) =
1
n− h
n−h∑
l=1
∞∑
r=1
λ˜r
(
Al,h,r,i,j +Al,h,r,j,i
)
+
∞∑
r=1
λ˜rE
[
ηh,rη0,i
]
E
[
ηh,rη0,j
]
.
(26)
Note that this automatically defines ηRi,j via (6), see also (81) in the proof. We
then have the following result.
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Proposition 3.1. Let q ≥ 2 and assume E[‖Xk‖2L2 ] < ∞ and Ω4q(k) . k−b,
b > 3/2. Then D = C∗hCh and D̂ as in (23) satisfy (5) and (6) such that
n1/2 max
i,j∈N
∥∥ηDi,j∥∥q <∞, n1/2 maxi,j∈N∥∥ηRi,j∥∥q . n−1/2.
Related results can be established under different weak dependence condi-
tions, see for instance [23] or [60]. Using Proposition 3.1, it is now easy to
transfer the results, which we summarize in the following theorem.
Theorem 3.2. Suppose that E
[‖Xk‖2L2] ≤ CCh for a universal constant CCh .
Assume in addition that for some a > 0, h, p ≥ 1 we have that
(Ch1) Ω4q(k) . k
−b, b > 3/2 for q = p2p+4, p = ⌈h/a⌉,
(Ch2) (D2) holds with C
D = CCh , m = n, J+n ∈ N and a as above,
(Ch3) 0 < infj∈N
∑∞
r=1 λ˜rE
[
ηh,rη0,j
]2
.
Then Assumption 2.2 holds for D = C∗hCh and D̂ as in (23) with a > 0, h, p ≥ 1,
m = n, J+n ∈ N, sDm = sDn = n−1/2 and CD = CCh as above. In particular,
Theorems 2.5 and 2.6 apply to λ̂ and ê.
It remains to deal with f̂ , which is the subject of Theorem 3.3 below.
Theorem 3.3. Grant the assumptions of Theorem 3.2, and let 1 ≤ p′ ≤ p.
Then ∥∥∥∥∥∥∥∥f̂j − fj − (λ̂j − λj)fj2λj − Ch
(
êj − ej
)
+
(
Ĉh − Ch
)(
ej
)√
λj
∥∥∥∥
L2
∥∥∥∥
p′
.
1√
λjn
(∥∥‖êj − ej‖L2∥∥4p′ + 1√n
)
.
As the proof shows, Theorem 3.3 is essentially a concatenation of the previous
results. Note in particular that the above expansion can be developed further
in a straightforward manner by employing Theorems 2.5 and 2.6.
4. Long-run covariance operator
The long-run covariance operator is a natural generalization of the covariance
operator in the presence of serial correlation. From a statistical perspective,
this is particularly relevant in the context of the CLT, where under appropriate
conditions on X, we have that
1√
n
Sn =
1√
n
n∑
k=1
Xk
w−→ N (0,G) and sup
n
n−1/2
∥∥‖Sn‖L2∥∥2 <∞, (27)
where G(·) is the long-run covariance operator, (formally) defined as
G(·) =
∑
h∈Z
Ch(·), Ch(·) = E
[〈Xk, ·〉Xk−h].
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Note that G in general only exists if
∑
h∈Z ‖Ch‖L <∞, which is usually referred
to as a weak dependence condition. In view of (27), we see that G takes over
the role of C if X has serial correlation: in the ’limit case’ where n−1/2Sn is dis-
tributed as N (0,G), the best (in L2-sense) finite dimensional approximations
are provided by the classical Kahunen-Loe`ve decomposition with respect to G.
Hence we can expect that for large enough n, finite dimensional approximations
of n−1/2Sn based on appropriate estimates Ĝ are close to optimality too. We
refer to [32], [39], [57], [58], and more recently [18] for further discussions. A uni-
fying, even more general object than G is the spectral density operator F(θ),
first studied in [58], which recently has attracted a lot of attention (cf. [32], [57]).
A (detailed) study is beyond the scope of the present note, and is left open for
future research. It appears though that at least some of the results can be trans-
ferred.
Estimation of G is a delicate issue, and already in the univariate/multivariate
case a substantial body of literature has evolved around this problem, see for
instance [2], [33], [64] and the many references therein. In the context of func-
tional data, we refer for instance to [32], [39], [57], [58]. The basic principle is
plug-in estimation, which leads to the estimates
Ĝ
b(·) = Ĉ0(·)+ b∑
h=1
ωh
(
Ĉh(·) + Ĉ−h(·)
)
, where Ĉh
(·) is as in (25), (28)
and |ωh| ≤ 1 is a sequence of weight functions. In the sequel, the choice of ωh
has little impact on the results, and we therefore set ωh = 1 for the remainder
of this section. For consistent estimates, it is necessary that b = bn → ∞ as
n increases. Even so, in contrast to Ĉh, the estimate Ĝ
b
is biased. Depending
on the decay rate of ‖Ch‖L, the optimal choice of bn is bn ∼ logn (geometric
decay), or bn ∼ n
1/(2s+1) (polynomial decay with s), see [2]. Thus, the actual
operator we are estimating is
G
b
(·) = ∑
|h|≤b
Ch
(·). (29)
Note that in general E[Ĝ
b
] 6= Gb and hence Ĝb is still biased, but this bias is
negligible. We point out that subject to some regularity conditions (cf. [58])∥∥‖Ĝb − Gb‖L2∥∥2 ∼√n/b, (30)
which is the same rate as in the univariate case (cf. [2]). Moreover, under quite
general assumptions (cf. [32], [58]), it follows that Gb satisfies the spectral de-
composition
G
b(·) =
∞∑
j=1
λbj
〈
ebj, ·〉ebj ,
∞∑
j=1
λbj <∞, (31)
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with eigenvalues λb = {λbj}j∈N and eigenfunctions eb = {ebj}j∈N. Since the
actual underlying operator of interest is Gb, it is natural to (first) express our
conditions in terms of λb and eb. We can decompose Xk as
Xk =
∞∑
j=1
√
λ˜bjη
b
k,je
b
j , λ˜
b
j = E
[〈Xk, ebj〉2], ηbk,j = 〈Xk, ej〉(λ˜bj)−1/2. (32)
Observe that in general E[ηbk,jη
b
k,i] 6= 0 for i 6= j, which is different from the
Kahunen-Loe`ve expansion. In analogy to (7), we also introduce the quantity
ηbi,j = η
b
i,j(n) =
n∑
k=1
ηbk,iη
b
k,j
n
+
b∑
h=1
n∑
k=h+1
ηbk,iη
b
k−h,j + η
b
k−h,iη
b
k,j
n− h . (33)
It is then easy to see that
Ĝ
b
(·) =
∞∑
i,j=1
√
λ˜bi λ˜
b
j
(
ηbi,j + η
R
i,j
)〈ebi , ·〉ebj, Gb(·) = ∞∑
i,j=1
√
λ˜bi λ˜
b
jE
[
ηbi,j
]〈ebi , ·〉ebj ,
(34)
for appropriate (degenerate) random variables {ηRi,j}i,j∈N (see (93)). Takeing
(31) into account, we see that both (31), (34) match the setup in (5) and (6).
We can thus appeal to the results of Section 2. To this end, it is convenient to
denote with
ϕbi,j = E
[
ηbi,j
]
=
∑
|h|≤b
E
[
ηbh,iη
b
0,j
]
, i, j ∈ N.
Note that by Lemma 2.1 we have for b ∈ N (including b =∞)
ϕbi,j = 0 if i 6= j and λbj = ϕbj,j λ˜bj . (35)
Let us now translate Assumption 2.2 to our present setup.
Assumption 4.1. The sequence X is stationary such that
∑
h∈Z ‖Ch‖L <∞.
Moreover, for b = O(n), a universal constant CG < ∞ and universal sequence
sGn = O(1) and a > 0, h, p ≥ 1 and J+n ∈ N it holds that
(G1)b (n/b)
1
2 maxi,j∈N
∥∥ηbi,j(n)∥∥q ≤ CG , n− 34 b 14 maxj∈N∥∥∑nk=1 ηbk,j∥∥2q ≤ sGn for
q = p2p+4, p = ⌈h/a⌉,
(G2)b max1≤j≤J+n
{
(n/b)
− 1
2
+a∑∞
i=1
i6=j
λbi
|λbj−λ
b
i |
, (n/b)
−1+2a∑∞
i=1
i6=j
λbiλ
b
j
(λbj−λ
b
i )
2
}
≤ CG and
λb
J+n
& (n/b)
−h
,
(G3)b 1/CG ≤ ϕbj,j ≤ CG for j ∈ N,
∑∞
j=1 λ
b
j ≤ CG .
Let us discuss these conditions. In view of (30), the choice m = n/b is quite
natural. Condition (G1)b is a little more explicit than (D1), but of the same
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nature. (G2)b, (G3)b are essentially translations of (D2), (D3). Note that in
the present formulation, (G3)b reflects the common non-degeneracy assumption
encountered in the time series literature.
The setup in Assumption 4.1 is quite general. Before looking at the possible
range of applications, let us formulate the transferred results. To this end, in
analogy to Ii,j in (11), we introduce I
b
i,j as
Ibi,j =
〈(
Ĝ
b − Gb)(ebi ), ebj〉, i, j ∈ N. (36)
We then have the following general transfer result.
Theorem 4.2. Assume that Assumption 4.1 holds. Then for 1 ≤ J < J+n ,
Theorem 2.5 and Theorem 2.6 remain valid if we substitute n/b, λbj , e
b
j, λ̂
b
j ,
êbj and I
b
i,j at the corresponding places. Moreover, corresponding versions of
Proposition 2.7 and Corollary 2.8 hold.
Due to the uniform bounds provided by CG in Assumption 4.1, Theorem 4.2
can either be used pointwise (for arbitrary but fixed b, n ∈ N), or uniformly in
b, n, depending on whether Assumption 4.1 holds pointwise or uniformly. The
strength and weakness of Theorem 4.2 is that everything is essentially expressed
in terms of the operator Gb. The positive aspect is that this makes the assump-
tions rather general (in fact, almost optimal in a certain sense, see below). On
the other hand, the drawback is that these conditions can be difficult to verify,
since they explicitly depend on b. If b = bn is a function in n this is not so
useful, and one would be more interested in uniform bounds in terms of n. Let
us mention here that the trouble mainly originates from (G2)b and not (G1)b.
It is therefore desirable to find simple conditions that depend in a more trans-
parent way on b, and preferably mainly on G. More precisely, the aim is to find
simple, sufficient conditions that imply a uniform validity of Assumption 4.1.
Before turning to this issue, let us first discuss an interesting case where the
problem mentioned above does not occur.
m-correlated processes: We call X an m-correlated process if Ch = 0 for
|h| > m, where m is finite. Locally dependent processes are quite common in the
literature, and often modeled as m-dependent processes. Clearly, m-dependency
implies m-correlation. Moreover, we get that
G
b =
∑
|h|≤b
Ch =
∑
|h|≤m
Ch = G
m = G , if m ≤ b.
Note that m-correlation also implies that representations (31) and (34) are valid.
Hence we conclude the following.
Corollary 4.3. If X is m-correlated and m ≤ b, then we can replace ebj, ηbk,j
with emj , η
m
k,j everywhere in (32) and (33) (which alters (G1)
b), and b with m
everywhere in (G2)b and (G3)b.
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Corollary 4.3 shows that Theorem 4.2 applies to a large class of processes
under general and accessible conditions. Note in particular, that the optimality
criterium used in Section 2.3 also applies since m is finite. In the presence of
m-dependence, the conditions can be further simplified. More precisely, routine
calculations reveal that (G1)b can be replaced with
(G1)m maxj∈N
∥∥ηmk,j∥∥2q <∞ for q = p2p+4, p = ⌈h/a⌉.
Let us now return to the problem of uniform bounds where b = bn →∞ as n
increases. As mentioned earlier, it is desirable to find analogue conditions that
depend in a more transparent way on b, and are expressed mainly in terms of
G. To this end, it is convenient to denote with λj = λ
∞
j , ej = e
∞
j , ϕi,j = ϕ
∞
i,j
and ηk,j = η
∞
k,j . For the sake of reference, we then restate the decomposition of
Xk in this context, which amounts to
Xk =
∞∑
j=1
√
λ˜jηk,jej , λ˜j = E
[〈Xk, ej〉2], ηk,j = 〈Xk, ej〉λ˜−1/2j . (37)
Recall the notion of Ωp(k), defined in (18). We then make the following set of
assumptions.
Assumption 4.4. Let a > 0, 1 < c+ ≤ c− < ∞ and J+n . n1/2−a(log n)−
3
2 .
Put p∗ = p2p+4, p = ⌈c−/(2a)⌉ and b ≥ C0 logn for C0 > 0 sufficiently large. It
then holds that
(G1) Ωk(2p
∗) . ρk, 0 < ρ < 1,
(G2) the function λ(x) : x 7→ λx is convex and j−c− . λj . j−c+ uniformly for
j ∈ N,
(G3) 1/CG ≤ minj∈N ϕj,j for CG > 0.
Remark 4.5. Condition j−c
−
. λj . j
−c+ can also be replaced with e−c
−j .
λj . e
−c+j , provided that J+n . logn. Similarly, the convexity condition in
(G2) can be replaced with max1≤j≤J+n 1/ψj . n
c− , where we recall that ψj =
min
{
λj−1 − λj , λj − λj+1
}
(with ψ1 = λ1 − λ2).
Let us elaborate on these assumptions. (G1) is a weak dependence condition
that requires a geometric decay, and implies in particular that G exists. This
condition is satisfied for a large number of processes in the literature such as
ARMA and GARCH models. Note that instead of using Ωk(2p
∗) as dependence
measure, one could also use mixing concepts like strong mixing or τ -mixing
(cf. [23]). We remark that the method of proof can also be used under the
weaker assumption of polynomial decay. Unfortunately, this leads to (signifi-
cantly) more restrictive conditions for the eigenvalues λ and the range J+n . This
is not surprising, since in this case the bias ‖G − Gb‖L is much larger and thus
more relevant, particularly if b = bn is chosen in the optimal way. In view of
Lemma 1.1 (see also Lemma 9.2 for a more general version), it seems to be
impossible to express Assumption 4.1 in terms of G without additional (heavy)
assumptions for λ and/or J+n , simply because the distance ‖G − Gb‖L is too
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large. Condition (G2) imposes regularity conditions on the eigenvalues λ. We
have already seen in the discussion of (C2) in Section 2 that the convexity condi-
tion is mild, and leads to the simple condition J+n . n
1/2−a(log n)−1 (see (10)).
Assumption j−c
−
. λj . j
−c+ implies that λ fluctuates between polynomial
decay boundaries. Condition 1 < c+ ≤ c− < ∞ allows for a large variety here
though, with a possible varying decay coefficient for λj . Moreover, as is pointed
out in Remark 4.5 above, a formulation in terms of geometric decay boundaries
is also possible. Finally, (G3) reflects the usual non-degeneracy condition al-
ready mentioned above.
In analogy to (36), we introduce
I
(∞,b)
i,j =
〈(
Ĝ
b − Gb)(ei), ej〉, i, j ∈ N. (38)
We then have the following first order expansion for the empirical eigenvalues
λ̂.
Theorem 4.6. Assume that Assumption 4.4 holds. Then for 1 ≤ J < J+n∥∥∥∥ max1≤j≤J
∣∣∣∣ 1λj
(
λ̂bj − λj − I(∞,b)j,j
)∣∣∣∣∥∥∥∥
p
.
J1/p(n/b)−a√
n/b
.
Next, we state the corresponding result for the empirical eigenfunctions ê.
Theorem 4.7. Assume that Assumption 4.4 holds. Then for 1 ≤ J < J+n∥∥∥∥ max1≤j≤J
∥∥∥∥ 1√Λj
(
êbj − ej +
ej
2
∥∥êbj − ej∥∥2L2 − ∞∑
k=1
k 6=j
ek
I
(∞,b)
k,j
λj − λk
)∥∥∥∥
L2
∥∥∥∥
p
.
J1/p(n/b)−a√
n/b
,
where Λj =
∑∞
k=1
k 6=j
λjλk
(λj−λk)2
, and we also have
∥∥∥∥ max1≤j≤J
∣∣∣∣ 1Λj
(∥∥êbj − ej∥∥2L2 − ∞∑
k=1
k 6=j
(I
(∞,b)
k,j )
2
(λj − λk)2
)∣∣∣∣∥∥∥∥
p
.
J1/p(n/b)−a
n/b
.
As before, we also have corresponding versions of Proposition 2.7 and Corol-
lary 2.8. Formulating the analogues needs a little more care and is not immedi-
ate, so we state them explicitly. To this end, denote with
η
(∞,b)
i,j = η
(∞,b,1)
i,j + η
(∞,b,2)
i,j where η
(∞,b,1)
i,j =
n∑
k=1
ηk,iηk,j
n
,
and η
(∞,b,2)
i,j =
b∑
h=1
n∑
k=h+1
ηbk,iη
b
k−h,j + η
b
k−h,iη
b
k,j
n− h . (39)
Then we have the following results.
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Proposition 4.8. Assume that Assumption 4.4 holds. Then for 1 ≤ J < J+n ,
one may replace {I(∞,b)k,j }k∈N with {(λ˜kλ˜j)1/2η(∞,b)k,j }k∈N in Theorems 4.6 and
4.7.
Corollary 4.9. Assume that Assumption 4.4 holds. Then for 1 ≤ j < J+n∥∥λ̂j − λj∥∥p. λj√n and ∥∥‖êj − ej‖2L2∥∥p. Λjn .
5. Maximum deviation of empirical eigenvalues
As already mentioned, Theorems 2.5 and 2.6 can be used to obtain various
fluctuation results for eigenvalues or eigenfunctions. We exemplify this further
in case of D = C, mentioning that a similar program can be carried out for D =
C
∗
hCh, h ∈ Z fixed. To this end, we formally introduce the longrun covariance
(recall that X = X − E[X ]) as
γi,j = lim
n→∞
1
n
E
[ n∑
k,l=1
(
η2k,i − 1
)(
η2l,j − 1
)]
. (40)
In Section 10.1 we show that this is well-defined given Assumption 5.1 below.
Moreover, for σ2j = γj,j we have the usual representation σ
2
j =
∑
k∈Z φk,j , where
φk,j = Cov[η0,jη0,j , ηk,jηk,j ]. Consider C with eigenvalues λ and denote with
TJ =
√
n max
1≤j<J
|λ̂j − λj |
σjλj
, TZJ = max1≤j<J
∣∣Zj∣∣, (41)
where
{
Zj
}
1≤j<J
is a zero mean sequence of Gaussian random variables with
correlation structure ΣZJ =
(
ρi,j
)
1≤i,j<J
, where ρi,j = γi,j/σiσj . In the sequel,
we show that T
J+n
is close to TZ
J+n
in probability. To this end, we work under the
following assumption.
Assumption 5.1. For p ≥ 1 let q = p2p+4, p = ⌈h/a⌉, and assume that
(E1) E
[‖Xk‖2L2] <∞ and (C2) hold (with a, h as above) such that(
J+n
)1/p
n−a . n−δ, δ > 0,
(E2) Ωk(2q) . k
−b, b > 3/2,
(E3) infj σj > 0.
Note that these assumptions are mild. In particular, the decay rate b in
condition (E2) is completely independent of the underlying dimension J+n . We
then have the following result.
Theorem 5.2. Grant Assumption 5.1. Then
sup
x∈R
∣∣P (T
J+n
≤ x)− P (TZ
J+n
≤ x)∣∣ . n−C , C > 0.
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The above result provides a Gaussian approximation with an algebraic rate.
Note that no conditions on the underlying covariance structure are required. If
we impose a very weak decay assumption on γλ,i,j , we obtain the limit distri-
bution.
Corollary 5.3. Grant Assumption 5.1, and assume in addition
|γi,j | log(|i − j|) = O(1) for |i− j| → ∞. (42)
Then for x ∈ R
lim
n→∞
P
(
T
J+n
≤ uJ+n (x)
)
= exp
(−e−x),
where um(x) = x/am + bm with am = (2 logm)
1/2 and bm = (2 logm)
1/2 −
(8 logm)−1/2
(
log logm+ 4π − 4) for m ∈ N.
Remark 5.4. Note that condition (42) is essentially the weakest possible cur-
rently known, see [47], [48] and [33].
Uniform control measures are an important statistical tool and have many
applications. In the present context, Corollary 5.3 allows for the construction
of simultaneous confidence bands for λ̂j . This in turn is very useful to assess
parametric hypothesis and decay rates of the structure of λ. A particular and
important case is the determination of relevant principle components. A huge
number of stopping rules have been developed in the literature (cf. [43], [45]),
which all require a uniform control of λ̂. As pointed out by a reviewer, Corollary
5.3 can be particularly useful in case of threshold rules like the scree plot, see
also [5] for related problems.
6. Applications
A huge bulk of testing and estimation problems in FPCA is related to the
normalized scores {ηk,j}k∈Z,j∈N in some way or other, where the associated
operator is either Ch or G. Among others, we mention (two) sample mean tests
and related problems ( [38], [39], [51]), tests about potential serial correlation,
stationarity and related issues ( [5], [25] , [27], [37], [40], [46], [58], [56]), various
change point problems, [4], [7], [36], and many more. Given a sample of size n,
the canonical estimator of the scores is their empirical version
η̂k,j = 〈Xk, êj〉(λ̂j)−1/2, 1 ≤ k ≤ n, 1 ≤ j ≤ J+n .
Intuitively, it is clear that the power of tests or estimation accuracy is augmented
if J+n increases with the sample size, since more and more information is taken
into account. From a theoretical statistical point of view, this can be made
rigorous by minimax theory for estimates and Ingster’s (minimax)-theory for
tests (cf. [42], [34]). In [26], a striking example is presented where a very large
amount of principal components is required to adequately describe the data, see
also [14]. Let us also mention that the necessity of uniform control of λ̂ and ê
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also arises in the completely different field of machine learning in the context of
techniques based on Reproducing Kernel Hilbert spaces, see for instance [9]. All
this highlights the importance of a uniform, accurate control of λ̂ and ê as J+n
increases, and the usefulness of results like Theorems 2.5 and 2.6.
Let us briefly discuss how this relates to our main Assumption 2.2. Due to
its general formulation, (D1) is very flexible. In particular, all the problems
mentioned above can be reformulated in a (general) framework (depending on
the problem and corresponding operator) such that (D1) is valid. Regarding
(D2), the convexity assumption (9) leading to (10) provides a general and sim-
ple condition that is recommended for all the applications. In particular, the
resulting range J+n of potentially allowed principal components is quite large.
(D3) typically reflects a non-degeneracy condition, which usually is necessary
any way in the problem at hand. We do not take this discussion any further,
but rather investigate two other applications a little more detailed. The first
one is the functional linear model, which contains in particular first order au-
toregression in Hilbert spaces (coined ARH(1) or FAR(1)). As a second, very
different application, we survey how and why long-memory situations can arise
in a functional context and how this relates to our results.
6.1. Functional linear regression
A fundamental regression model in a high-dimensional context is the functional
linear model. Given X = {Xk}k∈Z, Y = {Yk}k∈Z ∈ L2(T ), the basic model is
defined as
Xk = Φ(Yk) + ǫk, k ∈ Z, (43)
where Φ is a (bounded) linear operator, mapping from L2(T ) to L2(T ), and
ε = {ǫk}k∈Z ∈ L2(T ) is a noise sequence. The goal is to recover Φ, given
X and Y, while the noise ε is unknown. Observe that estimating Φ is an ill-
posed problem, see e.g. [17] for a more detailed discussion. Model (43) and its
many variations have been extensively studied in the literature, with active
research persisting (see e.g. [41]), and it would be impossible to survey all the
results. From a theoretic perspective, a significant part of the current literature
(cf. [13], [16], [20], [29], [30], [53] and the extensive references therein) focuses
on the case where Y and ε are mutually independent (which excludes ARH(1)),
and in addition Xk,Φ(Yk), ǫk are all real-valued. Hence by Riesz-representation
Φ(·) = 〈xφ, ·〉 for some xφ ∈ L2(T ), and it all boils down to the estimation of
xφ.
Let us touch on the main idea for estimatingΦ. Denote with Cy the covariance
operator of Y with eigenvalues λy and eigenfunctions ey. For the remainder of
this section, we assume that ε = {ǫk}k∈Z ∈ L2(T ) is an IID sequence, and for
each k ∈ Z, ǫk and Yk are independent. Applying Fubini-Tonelli we get that for
M. Jirak/Eigen expansions and uniform bounds 21
j ∈ N
Υ(ej) = E
[〈Yk, eyj 〉Xk] = E[〈Yk, eyj 〉Φ(Yk)]+ E[〈Yk, eyj 〉ǫk]
= Φ
(
E[〈Yk, eyj 〉Yk]
)
= λyjΦ(e
y
j ).
Hence we obtain the alternative representation
Φ(·) =
∞∑
j=1
Φ
(〈eyj , ·〉eyj ) = ∞∑
j=1
λyjΦ(e
y
j )
λyj
〈eyj , ·〉 =
∞∑
j=1
Υ(eyj )
λyj
〈eyj , ·〉. (44)
The advantage of this representation is that all involved quantities can be esti-
mated. Given a truncation parameter b ∈ N, this motivates the estimate
Φ̂b(·) =
b∑
j=1
1
n
n∑
k=1
〈Yk, êyj 〉Xk
λ̂yj
〈êyj , ·〉, b = bn →∞ as n increases. (45)
In special cases, it is known that (a version of) Φ̂b is sharp minimax optimal
(cf. [53]), and adaptive in slightly more general situations (cf. [20]). The con-
struction of Φ̂b illustrates the necessity of an accurate control of λ̂
y
and êy.
We remark that Proposition 2.4 is very useful in this context. Not only can it
be used to obtain precise bounds for prediction errors or the actual estimation
error ‖Φ̂b−Φ‖L itself, but also for deriving various limit theorems for functions
of Φ̂b, which requires exact expansions. Limit theorems in turn are required for
goodness of fit tests or the construction of confidence sets.
Let us now consider the setup where Yk = Xk−1, which is exactly the case
of an ARH(1) process. Note that for p ∈ N finite any ARH(p) process can be
reformulated as an ARH(1) process by changing the underlying Hilbert space,
see [11] for details. Below in Corollary 6.2, we provide simple yet general condi-
tions that imply the validity of Proposition 2.4 for ARH(1)-processes. In view of
the discussion about the convexity condition in (9) leading to (10), providing a
general and simple condition, we only touch on the validity of (C1). Regarding
the operator Φ, we assume that it possesses the spectral decomposition
Φ(·) =
∞∑
j=1
λφj 〈eφj , ·〉eφj ,
∞∑
j=1
λφj < 1, (46)
with eigenvalues λφ and eigenfunctions eφ. In the sequel, let Θ be any operator
with eigenvalues λθ and eigenfunctions eθ satisfying the spectral decomposition
Θ(·) =
∞∑
j=1
λθj 〈eθj , ·〉eθj ,
∞∑
j=1
λθj <∞. (47)
Natural candidates for Θ in our framework are of course the operators C∗hCh or
G
b. We have the associated usual decomposition of Xk, given as
Xk =
∞∑
j=1
√
λ˜θjη
θ
k,je
θ
j , k ∈ Z, λ˜θj = E
[〈Xk, eθj〉2], ηθk,j = 〈Xk, eθj〉(λ˜θj )−1/2.
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Similarly, denote with Cǫ the covariance operator of ǫk with eigenvalues λ
ǫ
and eigenfunctions eǫ, and consider the decomposition ǫk =
∑∞
j=1
√
λǫjǫk,je
ǫ
j ,
k ∈ Z. We make the following distributional assumption for ǫk. Given q ≥ 1,
there exists a q′ ≥ q and a constant Cq > 0 such that
∀x ∈ L2(T ) with ‖x‖L2 = 1 it holds that
∥∥〈ǫk, x〉∥∥2qq ≤ Cq(∥∥〈ǫk, x〉∥∥22)q′ . (48)
Condition (48) is mild and allows for a certain invariance in or results, see below
for more details. A general example satisfying (48) with q′ = q is the follow-
ing. Suppose that for each fixed k ∈ Z, {ǫk,j}j∈N forms a martingale difference
sequence with respect to some filtration F ǫk,j . Elementary calculations together
with Burkholders inequality then yield the validity of (48). Note that since the
scores of a covariance operator always have zero correlation, demanding an un-
derlying martingale structure is a reasonable assumption. Observe that in the
Gaussian case, we even have that {ǫk,j}j∈N is IID, which is a common assump-
tion in the literature. Next, recall the notion of weak dependence introduced in
Section 3. We then have the following result.
Proposition 6.1. Assume that Φ, Θ satisfy representations (46), (47). If
E
[‖ǫk‖L2 ] < ∞, then X is a stationary Bernoulli-shift process which can be
written as Xk =
∑∞
i=0Φ
i(ǫk−i). If in addition {ǫk}k∈Z satisfies (48) for some
2 ≤ q ≤ q′, then
max
j∈N
∥∥ηθk,j − (ηθk,j)′∥∥q . ρk, 0 < ρ < 1, k ∈ N. (49)
Note that the geometric contraction property in (49) is independent of the
underlying orthonormal basis eθ, which is a desirable property. A check of the
proof reveals that this essentially follows from condition (48). We also remark
that Proposition 6.1 can be extended to more general ARH(p)-processes using
the same method as in [11].
Denote with Cx the covariance operator of X, and let Θ = Cx. We then
obtain the following result.
Corollary 6.2. Grant the assumptions of Proposition 6.1 and let Θ = Cx.
Then there exists a universal constant CC and universal sequence sCn . n
−1/4
such that (C1) holds.
A related result can be established for Θ = Gb, we omit the details.
6.2. Weak and long memory in econometric and financial timer
series
In the presence of serial dependence, the covariance operator C as a single object
is not so relevant in the context of a CLT, and the long-run operator G is the
key object. However, this can be entirely different if only serial dependence is
present, but essentially no serial correlation, which is often the case in financial
or econometric time series. More recently, there has been considerable activity
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(see for instance [6], [28] and particularly [55]) to model financial or econometric
time series with the help of FPCA. In this context, it is well-known (cf. [10]), that
(differenced) stock returns often display a martingale like behavior, which forms
the basis for many financial discrete time models (e.g. GARCH) and continuous
time models (e.g. semimartingales). On the other hand, it is equally known
that the absolute or squared returns display a completely different behavior,
and sometimes even exhibit long memory (cf. [24]). As a general example, let
us consider the case where {ǫk}k∈Z is an IID sequence in L2(T ), {Xk}k∈Z,
{Yk}k∈Z ∈ L2(T ) are stationary and satisfy the structural equation
Xk = ǫkYk−1, k ∈ Z, Yk ∈ Ek with Ek = σ
(
ǫj , j ≤ k
)
. (50)
Note that the GARCH-model is a special case of (50), see also Example 2.4
in [35]. Observe that Xk is a martingale difference sequence with respect to
Ek. On the other hand, X2k (or |Xk|) can behave completely differently due
to {Yk}k∈Z, as is desired from a modelling perspective. This becomes relevant
for the estimator Ĉ. While we still have by the martingale CLT (up to mild
regularity conditions)
n−1/2
n∑
k=1
Xk
w−→ N (0,C),
the standard estimator Ĉ as in (2) in contrast is based on X2k . Depending on
the behavior of {Yk}k∈Z, we may thus witness the full palette of dependence
when employing Ĉ, ranging from independence to weak dependence or even a
long memory behavior of X2k . Due to the high degree of flexibility in (C1), our
results thus provide the necessary tools for a more detailed analysis of the model
in (50).
7. Proofs of asymptotic expansions
We introduce the following additional notation. Given functions f, g ∈ L2(T )
and a kernel K(r, s), we write∫
T
fg =
∫
T
f(r)g(r)dr and
∫
T 2
Kfg =
∫
T 2
K(r, s)f(r)g(s)dr ds. (51)
If we have f = g, then we write f2 = f(r)2 and otherwise ff = f(r)f(s) in
the above notation. We interchangeably use 〈·, ·〉 and ∫
T
·, the latter being more
convenient when dealing with kernels. We also frequently apply Fubini-Tonelli
without mentioning it any further. Next, we introduce the empirical kernel D̂
and its analogue deterministic version D as
D̂ = D̂
(
r, s
)
=
∞∑
i,j=1
√
λ˜iλ˜j
(
ηDi,j + η
R
i,j
)
ei(r)ej(s) (note: D̂(f) =
∫
T
D̂f),
D = D
(
r, s
)
=
∞∑
j=1
λ˜jE
[
ηDj,j
]
ej(r)ej(s), (note: D(f) =
∫
T
Df). (52)
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We first establish the transfer result of Proposition 2.4.
Proof of Proposition 2.4. Due to E
[‖Xk‖2L2] <∞, standard arguments (cf. [32])
reveal that C exists and satisfies (5) and (6) with eigenvalues λ and eigenfunc-
tions e. Moreover, we have that C is of trace class. Since m = n, by virtue of
(C2) and since E
[
η2k,j
]
= 1 for j ∈ N, we only need to verify (D1). Due to (C1),
it suffices to establish a bound for ‖ηRi,j‖q. However, using (7), Cauchy-Schwarz
and (C1), the claim follows.
We now turn to the proofs of Theorems 2.5 and 2.6, which are developed
in a series of lemmas. As starting point, we recall the following elementary
preliminary result (cf. [11]).
Lemma 7.1. For j 6= k we have the decomposition
λ̂j
∫
T
ek(êj − ej) = λk
∫
T
ek(êj − ej)
+
∫
T 2
(D̂−D)ekej +
∫
T 2
(D̂−D)ek(êj − ej). (53)
Rearranging terms, we obtain from the above that (provided λk 6= λj)
∫
T
ek(êj − ej) = 1
λj − λk
(∫
T 2
(D̂−D)ekej
+
∫
T 2
(D̂−D)ek(êj − ej)− (λ̂j − λj)
∫
T
ek(êj − ej)
)
def
=
1
λj − λk
(
Ik,j + IIk,j + IIIk,j
)
, (54)
and ∫
T
ek(êj − ej) = −λk + λj
λ̂j − λj + λj − λk
1
λj − λk
(
Ik,j + IIk,j
)
. (55)
Due to the frequent use of relations (54) and (55), it is convenient to use the
abbreviation
Ek,j =
∫
T
ek(êj − ej) = 〈ek, êj − ej〉
in the sequel. We also recall the following lemma (cf. [11]).
Lemma 7.2. For any j ∈ N we have∫
T
(êj − ej)êj = 1
2
∥∥êj − ej∥∥2
L2
and
∫
T
(êj − ej)ej = −1
2
∥∥êj − ej∥∥2
L2
.
We proceed by deriving subsequent bounds for Ik,j , IIk,j and IIIk,j .
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Lemma 7.3. Assume that Assumption 2.2 holds. Then for 1 ≤ q ≤ p2p+4 we
have ∥∥Ik,j∥∥q . m−1/2√λkλj uniformly for k, j ∈ N.
Proof of Lemma 7.3. Using the orthogonality of ej, ek we have
Ik,j =
∫
T 2
(D̂−D)ekej = m−1/2
√
λ˜kλ˜jm
1/2
(
ηDk,j + η
R
k,j
)
,
hence the claim follows from (D1), Lemma 2.1 and (D3).
Lemma 7.4. Assume that Assumption 2.2 holds. Then for 1 ≤ q ≤ p2p+3 we
have ∥∥‖D̂ −D‖L∥∥q . m−1/2.
Proof of Lemma 7.4. Since the Hilbert-Schmidt norm dominates the Operator
norm, Parsevals idendtiy and Lemma 7.3 yield the claim, using that (D3) sup-
plies
∑∞
j=1 λj <∞.
Lemma 7.5. Assume that Assumption 2.2 holds. Then for 1 ≤ q ≤ p2p+4 and
k ∈ N we have ∥∥∥∥ max
1≤j≤J+m
|IIk,j |
‖êj − ej‖L2
∥∥∥∥
q
.
√
λkm
−1/2.
Proof of Lemma 7.5. It holds that
IIk,j =
∫
T 2
(D̂−D)ek(êj − ej) =
∞∑
i=1
√
λ˜kλ˜i
(
ηDk,i + η
R
k,i
)
Ei,j . (56)
Since
∑∞
i=1E
2
i,j = ‖êj − ej‖2L2 by Parsevals identity, the Cauchy-Schwarz in-
equality gives∣∣∣∣ ∞∑
i=1
√
λ˜iEi,j
(
ηDk,i + η
R
k,i
)∣∣∣∣ ≤ ( ∞∑
i=1
λ˜i
(
ηDk,i + η
R
k,i
)2)1/2∥∥êj − ej∥∥
L2
. (57)
Hence the triangle inequality, (D1) and Lemma 2.1 together with (D3) yield∥∥∥∥ max
1≤j≤J+m
|IIk,j |
‖êj − ej‖L2
∥∥∥∥
q
≤ m−1/2
√
λ˜k
( ∞∑
i=1
λ˜im
∥∥(ηDk,i + ηRk,i)2∥∥q/2)1/2
. m−1/2
√
λ˜k . m
−1/2
√
λk.
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Lemma 7.6. Assume that Assumption 2.2 holds, and let Aj =
{|λ̂j − λj | ≤
ψj/2
}
. Then
max
1≤j<J+m
P
(Acj) . m−ap2p+4 .
Proof of Lemma 7.6. Proceeding as in Lemma E.2 and E.1 in the supplement
of [34] (or likewise Lemma 18, Lemma 16 in [52]), it follows that for some
absolute constant C > 0
P
(Acj) . P( ∞∑
k,l=1
k,l 6=j
I2k,l
|λk − λj ||λl − λj | +
I2j,j
ψ2j
+
∞∑
k=1
k 6=j
I2k,j
|λk − λj |ψj ≥ C
)
.
Let p∗ = p2p+4. Then by the triangle inequality and Lemma 7.3
max
1≤j<J+m
∥∥∥∥ ∞∑
k,l=1
k,l 6=j
I2k,l
|λk − λj ||λl − λj |
∥∥∥∥
p∗/2
. max
1≤j≤J+m
(
1√
m
∞∑
k=1
k 6=j
λk
|λk − λj |
)2
. (58)
Similarly, we get that
max
1≤j<J+m
∥∥∥∥I2j,jψ2j
∥∥∥∥
p∗/2
. max
1≤j<J+m
λ2j
mψ2j
. max
1≤j≤J+m
(
1√
m
∞∑
k=1
k 6=j
λk
|λk − λj |
)2
, (59)
and also that
max
1≤j<J+m
∥∥∥∥ ∞∑
k=1
k 6=j
I2k,j
|λk − λj |ψj
∥∥∥∥
p∗/2
. max
1≤j<J+m
λj√
mψj
1√
m
∞∑
k=1
k 6=j
λkλj
|λk − λj |
. max
1≤j≤J+m
(
1√
m
∞∑
k=1
k 6=j
λk
|λk − λj |
)2
. (60)
Observe that due to (D2), (58), (59) and (60) are all further bounded by .
m−2a. Hence we conclude via Markov’s inequality and the triangle inequality
that
max
1≤j<J+m
P
(Acj) . m−ap∗ ,
which completes the proof.
The next result is our key technical lemma.
Lemma 7.7. Assume that Assumption 2.2 holds. Then uniformly for 1 ≤ q ≤
p2p/2+3, k ∈ N and 1 ≤ j < J+m∥∥IIk,j1(Aj)∥∥q .
√
λkλj√
m
(∥∥‖êj − ej‖2L2∥∥2q +m−a).
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Proof of Lemma 7.7. Note first that by construction of Aj , we have that∣∣∣∣ λj − λl
λ̂j − λj + λj − λl
1
(Aj)∣∣∣∣ ≤ 2, for l 6= j. (61)
Using the decomposition in (55) and bound (61), we obtain that∣∣El,j1(Aj)∣∣ ≤ 2|λj − λl|(|Il,j |+ |IIl,j |)1(Aj). (62)
We now use a backward inductive argument. Let pi = p2
i, τ ≥ 0, and suppose
we have uniformly for k ∈ N∥∥IIk,j1(Aj)∥∥pi . m−1/2√λk(√λj +m−τ) for some i ≤ p+ 4. (63)
Then we obtain from (62), the triangle inequality and Lemma 7.3 that for l 6= j∥∥El,j1(Aj)∥∥pi . m−1/2
√
λl
|λj − λl|
(√
λj +m
−τ
)
. (64)
Using decomposition (56), Cauchy-Schwarz and Lemma 2.1 together with
(D3), we get
∥∥IIk,j1(Aj)∥∥pi−1 .√λk ∞∑
l=1
√
λl
∥∥El,j1(Aj)∥∥pi∥∥ηDk,l + ηRk,l∥∥pi ,
hence we obtain from Lemma 7.2, inequality (64) and (D1), (D2) that
∥∥IIk,j1(Aj)∥∥pi−1 .
√
λk√
m
(√
λj
∥∥‖êj − ej‖2L2∥∥pi + 1√m
∞∑
l=1
l 6=j
λl
(√
λj +m
−τ
)
|λl − λj |
)
.
√
λk√
m
((∥∥‖êj − ej‖2L2∥∥pi +m−a)√λj +m−a−τ
)
, (65)
and this bound holds uniformly for k ∈ N. Observe that we have now shown
the validity of relation (63) with the updated value τ = τ + a, but with respect
to pi−1 instead of pi. Since λj & m
−h with h ≥ 1, it follows that after at most
p/2 + 1 = ⌈h/a⌉/2 + 1 iterations we have
∥∥IIk,j1(Aj)∥∥q∗ .
√
λkλj√
m
(∥∥‖êj − ej‖2L2∥∥2q∗ +m−a),
where q∗ = p2p/2+3. By Lemma 7.5, relation (63) is true for τ = 0 (hence
mτ = 1) and i = p+ 4, constituting the basis induction step, hence the proof is
complete. Note that we have also shown∥∥El,j1(Aj)∥∥q∗ . m−1/2
√
λlλj
|λj − λl| , (66)
which is of further relevance in the sequel.
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Proposition 7.8. Assume that Assumption 2.2 holds. Then for 1 ≤ q ≤
p2p/2+2 we have uniformly for 1 ≤ j < J+m∥∥‖êj − ej‖2L2∥∥q . P (Acj)1/q +m−1 ∞∑
k=1
k 6=j
λjλk
(λk − λj)2 . m
−2a.
Proof of Proposition 7.8. The triangle inequality and Cauchy-Schwarz give∥∥‖êj − ej‖2L2∥∥q ≤ 2P (Acj)1/q + ∥∥‖êj − ej‖2L21(Aj)∥∥q. (67)
We now invoke the ’traditional’ way of bounding ‖êj − ej‖2L2, (cf. [11], [38]),
which uses the inequality
‖êj − ej‖2L2 ≤ 2
∞∑
k=1
k 6=j
E2k,j . (68)
Hence using (66) and the triangle inequality, we obtain from (D2) that
∥∥‖êj − ej‖2L21(Aj)∥∥q ≤ 2 ∞∑
k=1
k 6=j
∥∥E2k,j1(Aj)∥∥q . 1m
∞∑
k=1
k 6=j
λlλj
(λj − λl)2 . m
−2a.
Combining this with (67) gives the first inequality, Lemma 7.6 and Assumption
2.2 yield the second part.
Note that a ≤ 1/2 and hence p/2 ≥ h ≥ 1 and 2p/2+2 ≥ 8. Since∥∥‖êj − ej‖2L2∥∥2q ≤ √2∥∥‖êj − ej‖2L2∥∥1/2q for q ≥ 1,
we obtain the following corollary to Lemma 7.7.
Corollary 7.9. Assume that Assumption 2.2 holds. Then for 1 ≤ q ≤ 8p we
have uniformly for k ∈ N and 1 ≤ j < J+m∥∥IIk,j∥∥q .
√
λjλk√
m
m−a.
Proof of Corollary 7.9. Lemma 7.5, Lemma 7.6, Lemma 7.7 and Cauchy-Schwarz
give
∥∥IIk,j∥∥q ≤ ∥∥IIk,j1(Aj)∥∥q + ∥∥IIk,j1(Acj)∥∥q .
√
λjλk√
m
m−a +
√
λk√
m
m−aP
(Acj)1/2q
.
√
λjλk√
m
m−a +
√
λk√
m
m−am−ap2
p+3/q.
Since ap2p+3/q ≥ a2p ≥ h, we have m−ap2p+3/q . λJ+m by (D2) and the claim
follows.
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Lemma 7.10. Assume that Assumption 2.2 holds. Then for 1 ≤ q ≤ 4p∥∥λ̂j − λj − Ij,j∥∥q . λj√mm−a, and ∥∥λ̂j − λj∥∥q . λj√m, uniformly for 1 ≤ j < J+m.
Proof of Lemma 7.10. We have that
λ̂j =
∫
T 2
D̂êj êj =
∫
T 2
D̂(êj − ej)êj +
∫
T 2
D̂ej êj
= λ̂j
∫
T
(êj − ej)êj +
∫
T 2
(D̂−D)ej êj +
∫
T 2
Dej êj
=
λ̂j
2
∥∥êj − ej∥∥2
L2
+
∫
T 2
(D̂−D)ej(êj − ej) +
∫
T 2
(D̂−D)ejej +
∫
T 2
Dej êj .
Since by Lemma 7.2∫
T 2
Dej êj =
∫
T 2
Dej(êj − ej) +
∫
T 2
Dejej = −λj
2
∥∥êj − ej∥∥2
L2
+ λj ,
we obtain by rearranging terms (if ‖êj − ej‖2L2 < 2)
λ̂j − λj = 2
2− ‖êj − ej‖2L2
(∫
T 2
(D̂−D)ejej +
∫
T 2
(D̂−D)ej(êj − ej)
)
=
2
2− ‖êj − ej‖2L2
(
Ij,j + IIj,j
)
. (69)
Let Bj =
{‖êj − ej‖2L2 ≤ 1}. By Lemma 7.3, Proposition 7.8 and the Cauchy-
Schwarz inequality we obtain∥∥∥∥Ij,j(1− 22− ‖êj − ej‖2L2
)
1
(Bj)∥∥∥∥
q
.
∥∥Ij,j∥∥2q∥∥‖êj − ej‖2L2∥∥2q
.
λj√
m
m−2a. (70)
Similarly, Corollary 7.9 yields that∥∥∥∥IIj,j(1− 22− ‖êj − ej‖2L2
)
1
(Bj)∥∥∥∥
q
.
λj√
m
m−a. (71)
Let D = {∥∥D̂−D∥∥
L
≤ 1}. Lemma 7.4 and Markovs inequality then yield that
P
(Dc) . m−2ap2p/2+3 . (72)
On the other hand, Proposition 7.8 implies that P
(Bcj) . m−2ap2p/2+2 . Since
h ≥ 1, 1/2 > a we have 2p/2 ≥ 1/2 + 1/4a + h/2a and hence m−2a2p/2 .
m−1/2−aλJ+m by (D2). Combining (69), (70), (71) and (72) we obtain from
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the Cauchy-Schwarz inequality, Lemma 1.1 (see [11] for a general version) and
Lemma 7.4, that∥∥λ̂j − λj − Ij,j∥∥q . P (Bcj)1/q + ∥∥‖D̂ −D‖L∥∥2qP (Dc)1/2q + λj√mm−a
.
λj√
m
m−a,
which gives the first claim. The second claim follows from Lemma 7.3.
Lemma 7.11. Assume that Assumption 2.2 holds. Then for 1 ≤ q ≤ 2p we
have uniformly for k ∈ N and 1 ≤ j < J+m
∥∥IIIk,j1(Aj)∥∥q . λjm
√
λkλj
|λk − λj | .
√
λkλj√
m
m−a.
Proof of Lemma 7.11. Recall that IIIk,j =
(
λ̂j − λj
)
Ek,j . By the Cauchy-
Schwarz inequality and Lemma 7.10, we have that∥∥IIIk,j1(Aj)∥∥q . λj√m∥∥Ek,j1(Aj)∥∥2q.
Hence the claims follow from inequality (66) and (D2).
For the sake of reference, we state Pisiers inequality.
Lemma 7.12. Let p ≥ 1 and Yj , 1 ≤ j ≤ J be a sequence of random variables.
Then
∥∥ max
1≤j≤J
|Yj |
∥∥
p
≤
( J∑
j=1
∥∥Yj∥∥pp)1/p ≤ J1/p max1≤j≤J∥∥Yj∥∥p.
We are now ready to proof Theorems 2.5 and 2.6.
Proof of Theorem 2.5. This readily follows from Lemma 7.10 and Lemma 7.12.
Proof of Theorem 2.6. We treat the first claim. By Lemma 7.2 we have the
decomposition
êj − ej = −ej
2
∥∥êj − ej∥∥2
L2
+
∞∑
k=1
k 6=j
ek
Ik,j + IIk,j + IIIk,j
λj − λk
def
= −Aj +Bj . (73)
Note that by the triangle inequality∥∥Bj∥∥
L2
≤ ∥∥êj − ej∥∥
L2
+
∥∥Aj∥∥
L2
≤ 4.
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Let Cj =
∑∞
k=1
k 6=j
ek
Ik,j
λj−λk
. Then another application of the triangle inequality
gives ∥∥êj − ej +Aj − Cj∥∥
L2
≤ ∥∥Bj∥∥
L2
+
∥∥Cj∥∥
L2
≤ 4 + ∥∥Cj∥∥
L2
.
Hence by the Cauchy-Schwarz inequality and Lemma 7.3
∥∥‖êj − ej +Aj − Cj‖L21(Acj)∥∥p . 4P (Acj)1/p + P (Acj)1/2p( 1n
∞∑
k=1
k 6=j
λjλk
(λj − λk)2
)1/2
,
which by Lemma 7.6 and (D2) (arguing as in the proof of Lemma 7.10) is
bounded by∥∥‖êj − ej +Aj − Cj‖L21(Acj)∥∥p . m−1/2−a(λJ+n +√Λj).
Lemma 7.12 and the inequality Λj ≥ λjλj−1 & λj ∧ 1 then show that it suffices to
consider event Aj . Corollary 7.9 and Lemma 7.11 give∥∥∥∥ ∞∑
k=1
k 6=j
(IIk,j + IIIk,j)
2
(λj − λk)2 1
(Aj)∥∥∥∥
p
. m−1−a
∞∑
k=1
k 6=j
λjλk
(λj − λk)2 ,
hence the first claim follows from Lemma 7.12. Next, we treat the second claim.
As before Lemma 7.2 yields
∥∥êj − ej∥∥2
L2
=
1
4
∥∥êj − ej∥∥4
L2
+
∞∑
k=1
k 6=j
(Ik,j + IIk,j + IIIk,j)
2
(λj − λk)2 .
Proceeding as in the first claim, one shows that it suffices to consider the event
Aj . Let Dj =
{‖êj − ej‖2L2 ≤ m−a}. Then proceeding as in Lemma 7.10 we
obtain
P
(Dcj) . m−ap2p/2+2 . m−p−2apλpJ+n . (74)
We thus obtain from Lemma 7.3, Corollary 7.9, Lemma 7.11 and (74)∥∥∥∥(∥∥êj − ej∥∥2L2 − ∞∑
k=1
k 6=j
I2k,j
(λj − λk)2
)
1
(Aj)∥∥∥∥
p
. m−a
∥∥∥∥∥∥êj − ej∥∥2L21(Aj)
∥∥∥∥
p
+ P
(Dcj)1/p + ∥∥∥∥ ∞∑
k=1
k 6=j
(Ik,j + IIk,j + IIIk,j)
2 − I2k,j
(λj − λk)2 1
(Aj)∥∥∥∥
p
. m−a
∥∥∥∥∥∥êj − ej∥∥2L21(Aj)
∥∥∥∥
p
+m−1−2aλJ+n +m
−1−a
∞∑
k=1
k 6=j
λjλk
(λj − λk)2 . (75)
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Iterating this inequality once and rearranging terms, Lemma 7.3 yields that∥∥∥∥(∥∥êj − ej∥∥2L2 − ∞∑
k=1
k 6=j
I2k,j
(λj − λk)2
)
1
(Aj)∥∥∥∥
p
.
λJ+n
m1+2a
+
1
m1+a
∞∑
k=1
k 6=j
λjλk
(λj − λk)2 .
Since Λj ≥ λjλj−1 & λj ∧ 1, an application of Lemma 7.12 yields the desired
result.
Proof of Proposition 2.7. Observe that since E
[
ηDk,j
]
= 0 for k 6= j, we get that
Ik,j =
〈(
D̂ −D)(ek), ej〉 =√λ˜kλ˜j(ηDk,j + ηRk,j).
Since λ˜j = λj/E
[
ηDj,j
]
, the claim follows from (D1) and routine calculations.
Proof of Corollary 2.8. The claim follows from Proposition 2.7 and (D1).
7.1. Proofs of Lemma 7.13 and Theorem 2.9
We first provide the following result about the convexity relations of λx.
Lemma 7.13. If (9) holds, then (10) is valid.
Proof of Lemma 7.13. For the proof, the following relations are useful, which
can be found in [16], [21].
If j > k and (9) holds, then kλk ≥ jλj and λk − λj &
(
1− k/j)λk.
Moreover, it holds that
∑
k>j
λk ≤ (j + 1)λj . (76)
Now by (76) we have
∞∑
k=1
k 6=j
λkλj
(λj − λk)2 . j
2
∑
j>k
λjλk
(k − j)2λ2k
+
2j∑
j<k
k2λjλk
(k − j)2λ2j
+
∑
2j<k
λjλk
λ2j
. j2.
In the same manner, one shows that
∞∑
k=1
k 6=j
λk
|λj − λk| . j log j.
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Proof of Theorem 2.9. First note that due to the Gaussianity of X, scores ηk,i
and ηk,j are mutually independent for i 6= j. Given independent standard Gaus-
sian random variables X,Y , the function XY − 1 is a two-dimensional second
degree Hermite polynomial. If X = Y , then X2 − 1 is a univariate Hermite
polynomial of second degree. We may now invoke Theorem 4 in [3]. The proof
is based on the method of moments for partial sums of Hermite polynomials.
In particular, using that supj∈N
∑∞
k=0 Cov(η0,j , ηk,j)
2 <∞ (which follows from
α > 3/4) it is shown via the Diagram formula that for any fixed p ∈ N
√
n max
1≤i,j≤∞
∥∥ηCi,j∥∥p <∞ and √nηCi,j w−→ N (0, σ2i,j). (77)
Moreover, since α > 3/4 one readily shows that maxj∈N
∥∥n−3/4∑nk=1 ηk,j∥∥2q =
O(1) for any fixed q ∈ N. Hence (C1) holds and using Proposition 2.7 the CLT
for λ̂j follows. In order to prove a CLT for êj we proceed as follows. Denote with
Cj =
∞∑
k=1
k 6=j
ek
Ik,j
λj − λk , Cj,d =
d∑
k=1
k 6=j
ek
Ik,j
λj − λk for d > j.
Due to Theorem 2.6 and Lemma 7.3, we have that
√
n
∥∥∥∥∥∥∥∥ 1√Λj
(
êj − ej − Cj
)∥∥∥∥
L2
∥∥∥∥
1
= O
(
1
)
.
It thus suffices to consider Cj . Since
∑
k>d λk → 0 as d increases, Lemma 7.3
implies that for any δ > 0 there exists dδ ∈ N such that
√
nE
[∥∥Cj − Cj,dδ∥∥L2] ≤ δ. (78)
It now suffices (cf. [49]) to establish that for any fixed d ∈ N (which includes
the case d = dδ)
√
nCj,d
w−→ N (0,Σd), (79)
where Σd ∈ Rd × Rd denotes the corresponding covariance matrix. But, since
we have for il 6= jl, l ∈ {1, 2} that
E
[
ηCi1,j1η
C
i2,j2
]
= 0 if either i1 6= i2 or j1 6= j2,
we may apply Theorem 4 in [3] due to supj∈N
∑∞
k=0Cov(η0,j , ηk,j)
2 <∞, which
gives (79). This completes the proof.
8. Proofs of Section 3
For the proof of Proposition 3.1, we require some preliminary results.
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Lemma 8.1. For p ≥ 2, let {Xk}k∈Z ∈ L2 satisfy
∞∑
k=1
∥∥‖Xk −X ′k‖L2∥∥p <∞.
Then ∥∥‖X1 + . . .+Xn‖L2∥∥p . √n.
Lemma 8.1 comes as a byproduct of the results in [44], see also Lemma 10.3
and [63] for the original argument for real-valued sequences, which we also use in
the sequel. As a next result, we state a special type of Ho¨ffding decomposition.
Lemma 8.2. Let {Xk}k∈Z, {Yk}k∈Z ∈ R be stationary such that for p ≥ 2
∞∑
k=1
∥∥Xk −X ′k∥∥2p <∞, ∞∑
k=1
∥∥Yk − Y ′k∥∥2p <∞. (80)
Denote with
Ak =
(
Xk − E[Xk]
)
E[Y1] +
(
Yk − E[Yk]
)
E
[
X1
]
.
Then
(i)
∥∥∑
1≤k,l≤nXkYl − n
∑n
k=1 Ak − n2E[X1]E[Y1]
∥∥
p
. n,
(ii)
∥∥∑n
k=1 Ak
∥∥
2p
.
√
n.
Proof of Lemma 8.2. Using the Ho¨ffding decomposition∑
1≤k,l≤n
XkYl =
∑
1≤k,l≤n
(
Xk − E[Xk]
)(
Yl − E[Yl]
)
+ n2E
[
X1
]
E
[
Y1
]
+ n
n∑
k=1
Ak,
claim (i) follows from the triangle inequality, Cauchy-Schwarz and Lemma 10.3.
Claim (ii) follows directly from Lemma 10.3.
Proof of Proposition 3.1. Let us first mention that the assumptions of Proposi-
tion 3.1 clearly imply those of Lemma 8.1 and Lemma 8.2. As another pre-
liminary remark, observe that E[‖Xk‖4pL2 ] < ∞ implies that Ch exists and
Xk =
∑∞
j=1 λ˜
1/2
j ηk,jej with
∑∞
j=1 λ˜j <∞. Next, denote with
ηRi,j = −
(
λ˜iλ˜j
)−1/2〈D̂(ei), ej〉+ ηDi,j , i, j ∈ N. (81)
Employing Lemma 8.1, lengthy routine calculations reveal that (here condition
b > 3/2 is helpful)
E
[∥∥∥∥ ∑
1≤k,l≤n−h
〈Xl+h − X¯n, Xk+h − X¯n〉〈Xk − X¯n, ·〉
(
Xl − X¯n
)
−
∑
1≤k,l≤n−h
〈Xl+h − µ,Xk+h − µ〉〈Xk − µ, ·〉
(
Xl − µ
)∥∥∥∥p
L2
]
. np, (82)
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we spare the details. Observe next that we have the representation∑
1≤k,l≤n−h
〈Xl+h − µ,Xk+h − µ〉〈Xk − µ, ·〉
(
Xl − µ
)
=
∑
1≤k,l≤n−h
∞∑
i,j=1
√
λ˜iλ˜j
∞∑
r=1
λ˜rηl+h,rηl,iηk+h,rηk,j〈ei, ·〉ej. (83)
From the triangle inequality and Cauchy-Schwarz, we obtain
max
i,r∈N
∥∥ηl+h,rηl,i − (ηl+h,rηl,i)′∥∥2p . Ω4p(l + h) + Ω4p(l), l, h ∈ N. (84)
Hence by (82) and Lemma 8.2 (i) (applicable by (84)),
∑∞
r=1 λ˜r <∞, we obtain
n1/2 max
i,j∈N
∥∥ηRi,j∥∥p . n−1/2.
Finally, using Lemma 8.2 (ii) (applicable by (84)) we get
n1/2 max
i,j∈N
∥∥ηDi,j∥∥p <∞.
Finally, we remark that the same calculations used to derive (22) also reveal
that E
[
ηDi,j
]
= 0 for i 6= j. Hence (6) holds, which completes the proof.
Proof of Theorem 3.3. Note first that an application of Lemma 8.1 together
with routine calculations gives∥∥‖Ĉh − Ch‖L∥∥p′ . n−1/2, 1 ≤ p′ ≤ p2p+2. (85)
Let us make the decomposition
f̂j − fj =
(
λ̂
1/2
j f̂j − λ1/2j fj + (λ1/2j − λ̂1/2j )fj
)(
1
λ
1/2
j
+
λ
1/2
j − λ̂1/2j
(λ̂jλj)1/2
)
,
and also
λ̂
1/2
j f̂j − λ1/2j fj = Ĉh
(
êj
)− Ch(ej)
= Ch
(
êj − ej
)
+
(
Ĉh − Ch
)(
ej
)
+
(
Ĉh − Ch
)(
êj − ej
)
. (86)
Using (85), elementary computations yield∥∥‖λ̂1/2j f̂j − λ1/2j fj‖L2∥∥p′
≤ ∥∥Ch∥∥L∥∥‖êj − ej‖L2∥∥p′ + ∥∥‖Ĉh − Ch‖L∥∥2p′(1 + ∥∥‖êj − ej‖L2∥∥2q)
.
∥∥‖êj − ej‖L2∥∥2p′ + n−1/2, 1 ≤ p′ ≤ p2p+2. (87)
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Next, for j ∈ N consider the set Cj defined as
Cj =
{
λ̂j > λj/2
}
, P
(Ccj) . n−2p j ∈ N, (88)
where the bound for P (Ccj ) follows from Markovs inequality and Lemma 7.10.
Since ‖f̂j‖L2 = ‖fj‖L2 = 1, we thus obtain∥∥‖f̂j − fj‖L21Ccj∥∥p′ ≤ 2∥∥1Ccj∥∥p′ . n−2p/p′ , p′ ≥ 1. (89)
Similarly, since Ch is a bounded operator, the triangle inequality, Cauchy-
Schwarz, Markovs inequality, (85) and (88) yield for 1 ≤ p′ ≤ p∥∥‖(λ̂j − λj)fj/(2λ1/2j ) + Ch(êj − ej) + (Ĉh − Ch)(ej)‖L21Ccj∥∥p′
.
∥∥λ̂j − λj∥∥2p′∥∥1Ccj∥∥2p′/λ1/2j + ∥∥1Ccj∥∥p′ + ∥∥‖Ĉh − Ch‖L∥∥2p′∥∥1Ccj∥∥2p′
. n−1/2−p/p
′
λ
1/2
j + n
−2p/p′ + n−1/2−p/p
′
. n−3/2.
Multiplying with λ
−1/2
j , we see that it suffices to establish the claim on the set
Cj. To this end, observe that∣∣∣∣λ̂1/2j − λ1/2j − λ̂j − λj
2λ
1/2
j
∣∣∣∣ ≤ (λ̂j − λj)2
2λ
3/2
j
, j ∈ N. (90)
Then (87), (90), Cauchy-Schwarz and Lemma 7.10 yield∥∥∥∥∥∥λ̂1/2j f̂j − λ1/2j fj + (λ1/2j − λ̂1/2j )fj∥∥L2 λ1/2j − λ̂1/2j(λ̂jλj)1/2 1Cj
∥∥∥∥
p′
.
(∥∥‖êj − ej‖L2∥∥4p′ + n−1/2)(λjn)−1/2, 1 ≤ p′ ≤ p. (91)
Using (85) and (86) together with Cauchy-Schwarz, (90) together with Lemma
7.10 and combining this with (91), the triangle inequality gives∥∥∥∥(∥∥∥∥f̂j − fj − (λ̂j − λj)fj2λj − Ch
(
êj − ej
)
+
(
Ĉh − Ch
)(
ej
)
λ
1/2
j
∥∥∥∥
L2
)
1Cj
∥∥∥∥
p′
.
1√
λjn
∥∥‖êj − ej‖L2∥∥4p′ + 1√λjn + 1n. (92)
9. Proofs of Section 4
Proof of Theorem 4.2. Since
∑
h∈Z ‖Ch‖L < ∞, Gb exists, and by C∗h = C−h,
G
b is symmetric. Hence by the spectral theorem, (31) holds. Together with (34),
this gives (5) and (6). It remains to derive a bound for ηRi,j = η
R
i,j(n). To this
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end, put η¯bj = η¯
b
j(n) = 〈X¯n−µ, ebj〉(λ˜bj)−1/2. Since b = O(n), routine calculations
then reveal the upper bound
∥∥ηRi,j∥∥q . 1n
b∑
h=1
(∥∥ n∑
k=h+1
ηbk,iη¯
b
j
∥∥
q
+
∥∥ n∑
k=h+1
η¯bi η
b
k−h,j
∥∥
q
+ n
∥∥η¯bi η¯bj∥∥q). (93)
Using Cauchy-Schwarz and (G1)b, the claim then follows.
Unfortunately, the proofs of Theorems 4.6 and 4.7 turn out to be lengthy
and technical. To explain how and why, let us briefly elaborate on the main
difficulties and how they can be overcome. The main objective of course is to
transfer everything to Theorem 4.2. This means that we need to show that
Assumption 4.4 implies Assumption 4.1. But here the main problem arises. For
instance, even though we can control the difference ‖Gb − G‖L quite well, this
is not sufficient to guarantee the validity of (G2)b. The problem here is that we
need to control the whole sequence {λbj}j∈N with the help of {λj}j∈N, but this
is impossible if j is very large. Related difficulties arise for (G1)b and (G3)b. In
order to circumvent these problems, we first work with the truncated sequence
Xτk =
τ∑
j=1
√
λ˜jηk,jej , τ ∈ N, k ∈ Z.
The key reason why this works is the simple fact that truncation does not change
the first τ eigenvalues and eigenfunctions. Let us elaborate on this more detailed.
Define the truncated long-run covariance operator as
G
τ (·) def=
∑
h∈Z
E
[〈Xτk, ·〉Xτk−h]= τ∑
i,j=1
√
λ˜iλ˜jϕi,j〈ei, ·〉ej =
τ∑
j=1
λj〈ej , ·〉ej , (94)
where the last equality follows from (35) with b =∞ (ϕ∞i,j = ϕi,j). Observe that
this last equality implies that {λj}1≤j≤τ and {ej}1≤j≤τ are also eigenvalues and
eigenfunctions of Gτ . This is a key observation that we heavily use in the sequel,
and therefore state as a lemma for the sake of reference.
Lemma 9.1. The first τ eigenvalues and eigenfunctions of the truncated co-
variance operator Gτ as in (94) are {λj}1≤j≤τ and {ej}1≤j≤τ .
The main strategy for the proofs of Theorems 4.6 and 4.7 are now the fol-
lowing two steps.
(Step 1) Verify Assumption 4.1 for {Xτk}1≤k≤n.
(Step 2) Control the error of replacing {Xk}1≤k≤n with {Xτk }1≤k≤n.
(Step 1)will require most of our attention. In order to deal with it, we introduce
the truncated version G⋄ of Gb, namely
G
⋄(·) =
τ∑
i,j=1
√
λ˜iλ˜jϕ
(∞,b)
i,j 〈ei, ·〉ej , where ϕ(∞,b)i,j =
∑
|h|≤b
E
[
ηh,iη0,j
]
. (95)
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Observe that this is a linear, symmetric Hilbert-Schmidt operator. We also de-
note with Ĝ
⋄
the truncated estimator, which we define as in (28) with Xk
replaced by Xτk . Denote with λ
⋄
j , λ̂
⋄
j , e
⋄
j , ê
⋄
j and ϕ
⋄
j,j = ϕ
(∞,b)
j,j the analogue
quantities, and also put
I⋄i,j =
〈(
Ĝ
⋄ − G⋄)(e⋄i ), e⋄j〉, 1 ≤ i, j ≤ τ.
Obviously G⋄ has finite rank bounded by τ , and hence λ⋄j = 0 for j > τ and
span
({ej}j>τ ) ⊆ Ker(G⋄). This implies Im(G⋄)⊕S⋄ = span({ej}1≤j≤τ ) for
a linear subspace S⋄ ⊆ Ker(G⋄) such that dim(Im(G⋄)) + dim(S⋄) = τ , and
thus we get
Xτk =
τ∑
j=1
(λ˜⋄j )
1/2η⋄k,je
⋄
j , where (λ˜
⋄
j )
1/2η⋄k,j = 〈Xτk , e⋄j 〉, λ˜⋄j = E
[〈Xτk , e⋄j 〉2].
Throughout the remaining proofs, we make the following convention. 0 < ρ <
1 is an absolute constant that may vary from line to line. We write
τ = nt, 0 < t <∞, (96)
and often use the expression ’for sufficiently large (but finite) t, C0 > 0’, where
C0 only depends on c
−, c+, t (recall b ≥ C0 logn). There is no danger of ’circle
arguments’, we always pick t first, then C0. Next, we consider a more general
version of Lemma 1.1 (cf. [8], [11]).
Lemma 9.2. Let G, H be linear Hilbert-Schmidt operators with eigenvalues{
λGj
}
j∈N
,
{
λHj
}
j∈N
and eigenfunctions
{
eGj
}
j∈N
,
{
eHj
}
j∈N
. If H is positive
definit, symmetric and λH1 > . . . > λ
H
j+1, then
∣∣λGj − λHj ∣∣ ≤ ∥∥G −H∥∥L, ∥∥eGj − eHj ∥∥L2 ≤ 2
√
2
ψHj
∥∥G −H∥∥
L
,
where ψHj = min
{
λHj−1 − λHj , λHj − λHj+1
}
(with ψH1 = λ
H
1 − λH2 ).
In the sequel, all operators G, H in question will satisfy the conditions of
Lemma 9.2. The next lemma is our main tool box and summarizes most technical
preliminary results we require in the sequel. To this end, recall the notion of
η
(∞,b)
i,j , η
(∞,b,1)
i,j and η
(∞,b,2)
i,j in (39).
Lemma 9.3. Assume that Assumption 4.4 and condition (96) hold. Then for
1 ≤ q ≤ p∗ and sufficiently large t, C0 > 0, we have
(i) maxi,j∈N
{√
n/b‖η(∞,b)i,j ‖q,
√
n‖η(∞,b,1)i,j ‖q,
√
n/b‖η(∞,b,2)i,j ‖q
}
<∞,
(ii) maxi,j∈N
∣∣E[ηk,iη0,j]∣∣ . ρk, 0 < ρ < 1,
(iii)
∥∥Gb − G⋄∥∥
L
,
∥∥‖Ĝb − Ĝ⋄‖L∥∥q . n−(c+−1)t,
(iv)
∥∥Gτ − G⋄∥∥
L
. ρb, 0 < ρ < 1,
(v)
∥∥‖Ĝb − Gb‖L∥∥q, ∥∥‖Ĝ⋄ − G⋄‖L∥∥q .√b/n,
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(vi) max1≤j≤τ
∥∥ej − e⋄j∥∥L2 . ρb, 0 < ρ < 1,
(vii) max1≤j≤J+n
∥∥ebj − e⋄j∥∥L2 , max1≤j≤J+n ∥∥‖êbj − ê⋄j‖L2∥∥q . n−2λJ+n ,
(viii) max1≤j≤τ
{
λj/λ
⋄
j , λ
⋄
j/λj
} ≤ 2, max1≤j≤τ{λ˜j/λ˜⋄j , λ˜⋄j/λ˜j} ≤ 2.
Proof of Lemma 9.3. Throughout the proofs, we frequently use representations
(31), (34) of Gb, Ĝ
b
, and an analogue representation for G⋄, Ĝ
⋄
(see (95)). Claim
(i) follows from (G1) and the results in [64], [33], which are actually much more
general. Claim (ii) can be established with the same arguments as in the proof
of Lemma 10.6. Observe next that from (G2) and (G3) we get that∑
l>τ
λ˜l .
∑
l>τ
λl . n
−(c+−1)t. (97)
The first part of claim (iii) then follows from elementary computations, (ii) and
(97). For the second part, observe that by routine calculations we obtain∥∥‖Ĝb − Ĝ⋄‖L∥∥q .∑
l>τ
λ˜l
(
max
i,j∈N
‖η(∞,b)i,j ‖q + O(
√
b/n)
)
+
∑
l>τ
λ˜l
∑
|h|≤b
max
i,j∈N
∣∣E[ηh,iη0,j ]∣∣.
Hence the claim follows from (i), (ii) and (97). Claim (iv) can be established
as follows. Due to Lemma 9.1 we have λj = λ
τ
j and ej = e
τ
j for 1 ≤ j ≤ τ .
Hence from the representations in (94) and (95), using Cauchy-Schwarz, (ii),
(G2) and (G3) we get
∥∥Gτ − G⋄∥∥
L
.
τ∑
j=1
λ˜j max
1≤i,j≤τ
∑
|h|≥b
∣∣E[ηh,jη0,j ]∣∣ . ρb τ∑
j=1
λ˜j . ρ
b.
Claim (v) can be established as follows. For the first part, using (i) we get that
∥∥‖Ĝb − Gb‖L∥∥q . b∑
l=1
λ̂l
(
max
i,j∈N
‖η(∞,b)i,j ‖q + O(
√
b/n)
)
.
√
b/n.
For the second part, observe that by the triangle inequality∥∥‖Ĝ⋄ − G⋄‖L∥∥q ≤ ∥∥‖Ĝ⋄ − Ĝb‖L∥∥q + ∥∥G⋄ − Gb∥∥L + ∥∥‖Ĝ⋄ − Ĝb‖L∥∥q.
Hence the claim follows from (iii) and part one. Claim (vi) can be established
as follows. Applying Lemma 9.1, Lemma 9.2 and (iv) we get∥∥ej − e⋄j∥∥L2 . ∥∥Gτ − G⋄∥∥L/ψj . ρb/ψj.
Due to the convexity assumption in (G2), relation (76) in Lemma 7.13 and
(G2) yield
ρb
min1≤j≤τ ψj
.
τρb
λτ
. τ1+c
−
ρb . nt(1+c
−)ρb. (98)
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Hence for large enough C0 > 0, the claim follows. In order to establish (vii),
observe that by Lemma 9.2, (iii) and proceeding similarly as in (98) we get that
for large enough t > 0∥∥ebj − e⋄j∥∥L2 . ∥∥Gb − G⋄∥∥L/ψj .∑
j>τ
λj/ψj . n
−(c+−1)tJ+n λJ+n /λ
2
J+n
. n−(c
+−1)t+1/2+c−λJ+n . n
−2λJ+n ,
uniformly for 1 ≤ j ≤ J+n . For the second part, we can proceed in the same way.
Claim (viii) can be established as follows. Note that by Lemma 9.1, Lemma 9.2
and (iv)
max
1≤j≤τ
∣∣λj − λ⋄j ∣∣ ≤ ∥∥Gτ − G⋄∥∥L . ρb.
On the other hand, we get from (G2) that λt & n
−c−t. Hence we conclude that
for large enough C0 > 0
min
1≤j≤τ
λj = λτ ≥ 2 max
1≤j≤τ
∣∣λj − λ⋄j ∣∣.
Since λj/λ
⋄
j = λj − λ⋄j )/λ⋄j + 1 (and similarly for λ⋄j/λj), the claim follows. For
the second part, using a2− b2 = (a− b)(a+ b) and Cauchy-Schwarz, we get that∣∣λ˜⋄j − λ˜j∣∣ = ∣∣E[〈Xk, e⋄j〉2]− E[〈Xk, ej〉2]∣∣
≤ ∥∥〈Xk, e⋄j − ej〉∥∥2∥∥〈Xk, e⋄j + ej〉∥∥2
≤ ∥∥e⋄j − ej∥∥L2∥∥‖Xk‖L2∥∥2((λ⋄j )1/2 + (λj)1/2).
An application of Lemma 9.1, Lemma 9.2 and (iv) then yields∣∣λ˜⋄j − λ˜j ∣∣ . ∥∥Gτ − G⋄∥∥L/ψj . ρb/ψj.
Using (98) we conclude that for C0 > 0 sufficiently large
min
1≤j≤τ
λ˜j = λ˜τ ≥ 2
∣∣λ˜⋄j − λ˜j ∣∣,
and thus one readily deduces the claim.
We are now ready to actually proceed with (Step 1).
Lemma 9.4. Grant Assumption 4.4. Then for sufficiently large t, C0 > 0 we
have
G
⋄(·) =
τ∑
j=1
λ⋄j
〈
e⋄j , ·
〉
e⋄j ,
τ∑
j=1
λ⋄j ≤ 2CG .
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Proof of Lemma 9.4. By construction in (95), we can use Mercer’s Theorem to
obtain the desired decomposition. The bound for
∑τ
j=1 λ
⋄
j follows from Lemma
9.3 (viii) and (G3).
The following next three lemmas establish the validity of (G1)b, (G2)b, and
(G3)b.
Lemma 9.5. Grant Assumption 4.4. Then for 1 ≤ q ≤ p∗ and sufficiently large
t, C0 > 0 we have
(i) max1≤i,j≤τ
∥∥η⋄i,j − η(∞,b)i,j ∥∥q . n−1,
(ii) max1≤j≤τ
∥∥∑n
k=1(η
⋄
k,j − ηk,j)
∥∥
2q
. n−1.
Hence (G1)b holds for {η⋄i,j}1≤i,j≤τ and {η⋄k,j}1≤k≤n, 1≤j≤τ due to Lemma 9.3
(i).
Proof of Lemma 9.5. We first show (i). Note that it suffices to uniformly control
the distance between η⋄k,iη
⋄
k−h,j and ηk,iηk−h,j . To this end, observe that we have
the decomposition
〈Xτk , e⋄j 〉〈Xτk−h, e⋄i 〉 = 〈Xτk , e⋄j − ej〉〈Xτk−h, ei〉+ 〈Xτk , ej〉〈Xτk−h, e⋄i − ei〉
+ 〈Xτk , e⋄j − ej〉〈Xτk−h, e⋄i − ei〉+ 〈Xτk , ej〉〈Xτk−h, ei〉. (99)
We will deal with the error terms separately. Recall that X = X − E[X].
Applying Fubini-Tonelli, we get that
〈Xτk , e⋄j − ej〉〈Xτk−h, e⋄i − ei〉 =
∫
T 2
XτkX
τ
k−h
(
e⋄j − ej
)(
e⋄i − ei
)
.
Using Cauchy-Schwarz two times, we thus obtain from the above∣∣∣∣ b∑
h=1
n∑
k=h+1
〈Xτk , e⋄j − ej〉〈Xτk−h, e⋄i − ei〉
n− h
∣∣∣∣ ≤ ∥∥∥∥ b∑
h=1
n∑
k=h+1
XτkX
τ
k−h
n− h
∥∥∥∥
L2×L2
× ∥∥e⋄i − ei∥∥L2∥∥e⋄j − ej∥∥L2 ,
where ‖f‖2
L2×L2 =
∫
T 2
f(u, v)dudv. Elementary calculations yield that∥∥∥∥∥∥∥∥ b∑
h=1
n∑
k=h+1
XτkX
τ
k−h
n− h
∥∥∥∥
L2×L2
∥∥∥∥2
q
≤
τ∑
i,j=1
λ˜iλ˜j
∥∥η(∞,b,2)i,j ∥∥2q .
Since
∑∞
j=1 λ˜j ≤ CG
∑∞
j=1 λj < ∞ by (G2), (35) and (G3), we obtain from
Lemma 9.3 (i) that∥∥∥∥∥∥∥∥ b∑
h=1
n∑
k=h+1
XτkX
τ
k−h
n− h
∥∥∥∥
L2×L2
∥∥∥∥2
q
.
b
n
τ∑
i,j=1
λ˜iλ˜j .
b
n
. (100)
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Observe that by Lemma 9.3 (ii) maxj∈N ϕj,j < ∞. Due to (35) and Lemma
9.3 (viii) we conclude max1≤j≤τ λj/λ˜
⋄
j ≤ 2max1≤j≤τ ϕj,j < ∞. From (G2)
we thus obtain that max1≤j≤τ (λ˜
⋄
j )
−1/2 . τ c
−/2. Due to Lemma 9.3 (vi), and
piecing all bounds together, we get that for sufficiently large C0 > 0
max
1≤i,j≤τ
(λ˜⋄i λ˜
⋄
j )
−1/2
∥∥∥∥ b∑
h=1
n∑
k=h+1
〈Xτk , e⋄j − ej〉〈Xτk−h, e⋄i − ei〉
n− h
∥∥∥∥
q
. n−1. (101)
Arguing in the same manner, one also obtains
max
1≤i,j≤τ
(λ˜⋄i λ˜
⋄
j )
−1/2
∥∥∥∥ bn∑
h=1
n∑
k=h+1
〈Xτk , e⋄j − ej〉〈Xτk−h, ei〉
n− h
∥∥∥∥
q
. n−1, (102)
and the same bound also applies to 〈Xτk , ej〉〈Xτk−h, e⋄i − ei〉. By virtue of the
decomposition in (99), the triangle inequality and (101), (102), we conclude
that
max
1≤i,j≤τ
∥∥η⋄i,j − η(∞,b)i,j ∥∥q . n−1,
which establishes (i). In order to show (ii), we can proceed in the same way.
The only significant difference is that one needs to use Lemma 10.3 instead of
Lemma 9.3 (i).
Lemma 9.6. Grant Assumption 4.4. Then for sufficiently large t, C0 > 0, con-
dition (G2)b holds for {λ⋄j}j∈N with the same a, J+n , uniformly in n, b.
Proof of Lemma 9.6. From the triangle inequality, Lemma 9.1, Lemma 9.2 and
Lemma 9.3 (iv) we get that for 1 ≤ i, j ≤ τ .∣∣λ⋄i − λ⋄j ∣∣ ≥ ∣∣λi − λj∣∣− 2∥∥G⋄ − Gτ∥∥L
=
∣∣λi − λj∣∣−O(ρb). (103)
Due to the convexity assumption in (G2), relation (76) in Lemma 7.13 and
(G2) yield that for i > j∣∣λi − λj ∣∣ ≥ ∣∣λj+1 − λj ∣∣ & λj/j & j−c−−1. (104)
Combining (103) and (104), it follows that for large enough C0 > 0∣∣λ⋄i − λ⋄j ∣∣ ≥ ∣∣λi − λj∣∣(1−O(ρb)), uniformly for 1 ≤ i, j ≤ τ . (105)
Using (105) and Lemma 9.3 (viii), we thus obtain uniformly for 1 ≤ j ≤ J+n < τ
max
1≤j≤J+n
τ∑
i=1
j 6=i
λ⋄i
|λ⋄j − λ⋄i |
≤ 2(1 +O(ρb)) max
1≤j≤J+n
τ∑
i=1
j 6=i
λi
|λj − λi|
.
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This together with Lemma 7.13 and condition J+n . n
1/2−a(logn)−
3
2 yields that
(n/ logn)−1/2+a max
1≤j≤J+n
τ∑
i=1
j 6=i
λ⋄i
|λ⋄j − λ⋄i |
<∞. (106)
In the same manner, one establishes
(n/ logn)−1+2a max
1≤j≤J+n
τ∑
i=1
j 6=i
λ⋄i λ
⋄
j
(λ⋄j − λ⋄i )2
<∞. (107)
Combining (106), (107) with the fact that λJ+n & n
−c−/2 by (G2) finishes the
proof.
Lemma 9.7. Grant Assumption 4.4. Then for sufficiently large t, C0 > 0,
(G3)b holds for ϕ⋄j,j, uniformly in n, b.
Proof of Lemma 9.7. Arguing similarly as in the proof of Lemma 9.3 (viii), it
follows that∣∣∣∣∑
|h|≤b
(
E
[〈Xk, e⋄j 〉〈Xk−h, e⋄j 〉]− E[〈Xk, ej〉〈Xk−h, ej〉])∣∣∣∣ = O((λ˜⋄j λ˜⋄i )1/2).
Using Lemma 9.3 (viii), we thus conclude from (G3) by routine calculations
ϕ⋄j,j ≥ ϕj,j/2 + O
(
1
) ≥ 1/(4CG), uniformly for 1 ≤ j ≤ τ .
Similarly, using in addition Lemma 9.3 (ii) yields
ϕ⋄j,j = ϕj,j + O
(
1
) ≤ ∑
|h|≤b
∣∣E[ηk,jηk−h,j]∣∣+ O(1) <∞,
which completes the proof.
We are now ready to proceed to (Step 2). To this end, we need the following
preliminary result.
Lemma 9.8. Grant Assumption 4.4. Then for 1 ≤ q ≤ p∗ and sufficiently large
t, C0 > 0, we have
(i)
∥∥I(∞,b)i,j ∥∥q .√λiλj(b/n), uniformly for i, j ∈ N,
(ii) max1≤j≤τ
∥∥∑τ
k=1 |I(∞,b)k,j − I⋄k,j |2
∥∥
q/2
. n−2(c
+−1)t,
(iii) max1≤j≤τ
∥∥∑τ
k=1 |I⋄k,j |2
∥∥
q/2
. (b/n) + n−(c
+−1)t.
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Proof of Lemma 9.8. We first show (i). Using representation (32) with b = ∞
(a different b), elementary calculations give
∥∥I(∞,b)i,j ∥∥q .√λ˜iλ˜j(‖η(∞,b)i,j ‖q + maxi,j∈N bn2 ∥∥
n∑
k=1
ηk,j
∥∥2
2q
)
.
Observe that by (G3) we get that minj∈N ϕj,j ≥ 1/CG. Due to (35) we conclude
maxj∈N λ˜j/λj ≤ CG . From (G1), using Lemma 10.3 and Lemma 9.3 (i), claim
(i) follows. Next, observe that by the triangle inequality, Cauchy-Schwarz and
Lemma 9.1, for 1 ≤ j, k ≤ τ∣∣I(∞,b)j,k − I⋄j,k∣∣ . ∣∣〈(Ĝb − Ĝ⋄)(ej), ek〉∣∣+∣∣〈(Gb − G⋄)(ej), ek〉∣∣
+
∥∥Ĝ⋄ − G⋄∥∥
L
max
1≤j≤τ
∥∥ej − e⋄j∥∥L2 .
Since
∑τ
j=1〈x, ej〉2 ≤ ‖x‖2L2 , inequality (a + b + c)2 ≤ 3(a2 + b2 + c2), Lemma
9.3 (v), (vi) and the triangle inequality then yield
∥∥ τ∑
k=1
∣∣I(∞,b)j,k − I⋄j,k∣∣2∥∥q/2 . ∥∥‖Ĝb − Ĝ⋄‖2L∥∥q/2 + ∥∥Gb − G⋄∥∥2L+τ2ρ2b.
Hence selecting C0 > 0 sufficiently large, claim (ii) follows from Lemma 9.3
(iii). Claim (iii) follows from (a+ b)2 ≤ 2(a2 + b2) and (i), (ii).
We can now complete (Step 2):
Proof of Theorem 4.6. By virtue of Theorem 4.2 and Lemmas 9.4, 9.5, 9.6 and
9.7, it suffices to show that the error of replacing all quantities in Theorem 4.6
with their ⋄-analogues is negligible. More precisely,∥∥ max
1≤j<J+n
|λ̂bj − λj − I(b,∞)j,j |/λj
∥∥
p
.
∥∥ max
1≤j<J+n
|λ̂⋄j − λ⋄j − I⋄j,j |/λ⋄j
∥∥
p
+ error.
(108)
We will do so in the sequel. Observe first that by Lemma 9.1 and Lemma 9.2
we have∣∣(λ̂bj − λj)− (λ̂⋄j − λ⋄j )∣∣ ≤ ∣∣λ̂bj − λ̂⋄j ∣∣+ ∣∣λj − λ⋄j ∣∣ ≤ ∥∥Ĝb − Ĝ⋄∥∥L + ∥∥Gb − G⋄∥∥L.
Hence by Lemma 9.3 (iii) we get that (recall p∗ = p2p+4)√
n/b
∥∥ max
1≤j<J+n
∣∣(λ̂bj − λj)− (λ̂⋄j − λ⋄j )∣∣/λj∥∥p .√n/bn−(c+−1)t/λJ+n .
Due to condition (G2) and J+n . n
1/2, we get√
n/bn−(c
+−1)t/λJ+n . n
c
−+1
2
−(c+−1)t . n−1,
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for t sufficiently large. We thus conclude√
n/b
∥∥∥∥ max
1≤j<J+n
(∣∣(λ̂bj − λj)− (λ̂⋄j − λ⋄j )∣∣/λj)∥∥∥∥
p
. n−1. (109)
An application of Lemma 9.8 (ii) yields that for sufficiently large t > 0 and
C0 > 0 √
n/b
∥∥ max
1≤j<J+n
|I(∞,b)j,j − I⋄j,j |/λj
∥∥
p
. n−1. (110)
Combining (109) and (110) and using Lemma 9.3 (viii), we arrive at∥∥ max
1≤j<J+n
|λ̂bj − λj − I(b,∞)j,j |/λj
∥∥
p
.
∥∥ max
1≤j<J+n
|λ̂⋄j − λ⋄j − I⋄j,j |/λj
∥∥
p
+ 1/(n
√
n/b)
.
∥∥ max
1≤j<J+n
|λ̂⋄j − λ⋄j − I⋄j,j |/λ⋄j
∥∥
p
+ 1/(n
√
n/b).
Proof of Theorem 4.7. Proceeding as in the proof of Theorem 4.6, based on
Lemmas 9.5, 9.6 and 9.7, it suffices to show that the error of replacing all
expressions by their corresponding ⋄-analogues is bounded by n−2, uniformly
for 1 ≤ j < J+n . To this end, note first that due to the convexity assumption in
(G2), Lemma 7.13 yields that uniformly for k, j ∈ N
(j ∨ k)|λj − λk| & (λj ∨ λk)|j − k|. (111)
We will make frequent use of this lower bound in the sequel. We first consider
the expansion of êbj−ej. To this end, we establish preliminary bounds regarding
I
(∞,b)
k,j , I
⋄
k,j . For 2J
+
n < τ , using Lemma 7.12 and the triangle inequality we get∥∥∥∥ max
1≤j<J+n
1
Λj
∑
k>τ
(
I
(∞,b)
k,j
)2
(λk − λj)2
∥∥∥∥
p
.
(
J+n
)1/p∑
k>τ
max
1≤j<J+n
1
Λj
∥∥(I(∞,b)k,j )2∥∥p
(λk − λj)2 .
Since 2p ≤ p∗, 2J+n < τ , Lemma 9.8 (i), (111) and (G2) yield the upper bound
(
J+n
)1/p b
n
∑
k>τ
max
1≤j<J+n
1
Λj
k2λjλk
λ2j(k − j)2
.
(
J+n
)1/p bn−(c+−1)t−1
λJ+n
max
1≤j<J+n
1
Λj
.
Since Λj ≥ λj/λj−1 & λj ∧ 1 and λj & j−c− by (G2) and J+n . n1/2, we
conclude from the above that for sufficiently large t > 0 we have∥∥∥∥ max
1≤j<J+n
1
Λj
∑
k>τ
(
I
(∞,b)
k,j
)2
(λk − λj)2
∥∥∥∥
p
. n−2, 2J+n ≤ τ. (112)
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Arguing in a similar manner, we get that for sufficiently large t > 0∥∥∥∥ max
1≤j<J+n
1
Λ2j
τ∑
k=1
k 6=j
∣∣I(∞,b)k,j − I⋄k,j ∣∣2
(λj − λk)2
∥∥∥∥
p/2
. max
1≤j<J+n
(
(J+n )
2/p
λ2jΛ
2
j
∥∥∥∥ τ∑
k=1
k 6=j
∣∣I(∞,b)k,j − I⋄k,j |2∥∥∥∥
q/2
)
. n−2(c
+−1)t+2c−+1/p . n−2. (113)
By related arguments and Lemma 9.3 (vi), Lemma 9.8 (iii), we get that for
sufficiently large C0 > 0∥∥∥∥ max
1≤j<J+n
1
Λj
∥∥∥∥ τ∑
k=1
k 6=j
(e⋄k − ek)I⋄k,j
λj − λk
∥∥∥∥
L2
∥∥∥∥
p
. max
1≤j<J+n
(
(J+n )
1/p+1
λJ+n Λj
τ∑
k=1
k 6=j
ρb
|k − j|
)
.
1
n2
.
(114)
Combining (112), (113) and (114) and using ‖ej‖L2 = 1 we obtain via the
triangle inequality∥∥∥∥ max
1≤j<J+n
1
Λj
∥∥∥∥ ∞∑
k=1
k 6=j
ek
I
(∞,b)
k,j
λj − λk −
τ∑
k=1
k 6=j
e⋄k
I⋄k,j
λj − λk
∥∥∥∥
L2
∥∥∥∥
p
.
1
n2
. (115)
Now, using (a+ b)2 ≤ 2(a2 + b2), ‖êbj‖L2 , ‖ê⋄j‖L2 , ‖e⋄j‖L2 , ‖ej‖L2 = 1, Lemma 9.3
(vi), (vii) and (115), the triangle inequality gives for sufficiently large t, C0 > 0∥∥∥∥ max
1≤j<J+n
1
Λj
∥∥∥∥êbj − ej − ej2 ‖êbj − ej‖2L2 −
∞∑
k=1
k 6=j
ek
I
(∞,b)
k,j
λj − λk
∥∥∥∥
L2
∥∥∥∥
p
.
1
n2
+
∥∥∥∥ max
1≤j<J+n
1
Λj
∥∥∥∥ê⋄j − e⋄j − e⋄j2 ‖ê⋄j − e⋄j‖2L2 −
τ∑
k=1
k 6=j
e⋄k
I⋄k,j
λj − λk
∥∥∥∥
L2
∥∥∥∥
p
. (116)
Moreover, using the same arguments as in the proof of Lemma 9.6, it follows
that
Λj =
∞∑
k=1
k 6=j
λjλk
(λj − λk)2 ≥
τ∑
k=1
k 6=j
λjλk
(λj − λk)2 &
(
1−O(ρb)) τ∑
k=1
k 6=j
λ⋄jλ
⋄
k
(λ⋄j − λ⋄k)2
def
= Λ⋄j ,
(117)
and this holds uniformly for 1 ≤ j < J+n (we exclude O(ρb) in the above
definition of Λ⋄j ). Similarly, using also Lemma 9.8 (iii) in addition, it follows
that ∥∥∥∥ max
1≤j<J+n
1
Λj
∥∥∥∥ τ∑
k=1
k 6=j
e⋄kI
⋄
k,j
(
1
λj − λk −
1
λ⋄j − λ⋄k
)∥∥∥∥
L2
∥∥∥∥
p
. ρb, (118)
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for sufficiently large C0 > 0. Using first (118) and then (117), it follows that
(116) is further bounded by
.
1
n2
+
∥∥∥∥ max
1≤j<J+n
1
Λ⋄j
∥∥∥∥ê⋄j − e⋄j − e⋄j2 ‖ê⋄j − e⋄j‖2L2 −
τ∑
k=1
k 6=j
e⋄k
I⋄k,j
λ⋄j − λ⋄k
∥∥∥∥
L2
∥∥∥∥
p
. (119)
This completes the proof for the expansion of êbj − ej . The treatment of the
expansion ‖êbj − ej‖2L2 only requires minor adaption of the previous arguments,
we omit the details.
Proof of Proposition 4.8. This follows from Lemma 9.3 (i) and analogue com-
putations as in the proof of Theorem 4.2.
Proof of Corollary 4.9. This follows from Proposition 4.8 and Lemma 9.3 (i).
10. Proofs of Section 5
We need to introduce some further notation. To this end, we slightly reformulate
our notion of weak dependence in an equivalent way. In the sequel,
{
ǫk
}
k∈Z
∈ S
denotes an IID sequence in some measure space S and Fk = σ
(
ǫj , j ≤ k
)
the
corresponding filtration. For d ∈ N, we then consider the variables
Uk,h = Hh
(Fk), k ∈ Z, 1 ≤ h ≤ d,
where Hh are measurable functions. Note that by considering different measure
spaces S, we can virtually model any spatial dependence structure we want,
with the extreme cases where Uk,h = Uk,h+1 or Uk,h and Uk,h+1 are indepen-
dent. Compared to Section 5, this setup is notationally more convenient, and
prevents us from the necessity of considering different sequences
{
ǫk,h
}
k∈Z
for
each coordinate h. As a measure of dependence, we then consider
θj,p = max
1≤h≤d
∥∥Uj,h − U ′j,h∥∥p, p ≥ 1,
where Uk,h = Hh
(F ′k), F ′k = σ(. . . ǫ−1, ǫ′0, ǫ1, . . . , ǫk), and {ǫ′k}k∈Z is an inde-
pendent copy of
{
ǫk
}
k∈Z
.
10.1. Gaussian approximation for weak dependence
In this section, a high dimensional Gaussian approximation result is established,
which is a key ingredient in the proof of Theorem 5.2. This result may be of
independent interest. Let Sn,h =
∑n
k=1 Uk,h, and denote with
Td =
1√
n
max
1≤h≤d
∣∣Sn,h∣∣, TZd = max
1≤h≤d
∣∣Zh∣∣, (120)
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where
{
Zh
}
1≤h≤d
is a sequence of zero mean Gaussian random variables. We
also formally introduce
γi,j = lim
n→∞
1
n
E
[
Sn,iSn,j
]
,
existence is shown below in Lemma 10.6. We also put σ2h = γh,h. Throughout
this section, we work under the following assumption.
Assumption 10.1. The sequence
{
Uk,h
}
k∈Z
is stationary for each 1 ≤ h ≤ d,
such that for p > 2 and d . nd
(F1) E
[
Uk,h
]
= 0 and θj,p . j
−c with c > 3/2,
(F2) d < p/2− 1,
(F3) infh σh > 0.
We then have the following Gaussian approximation result.
Theorem 10.2. Grant Assumption 10.1. Then
sup
x∈R
∣∣P (Td ≤ x)− P (TZd ≤ x)∣∣ . n−C , C > 0,
where
{
Zh
}
1≤h≤d
has the same covariance structure as n−1/2
{
Sn,h
}
1≤h≤d
. Al-
ternatively, we may also choose
(
γi,j
)
1≤i,j≤d
as covariance structure.
We first establish some additional notation. Let K = nk, L = nl such that
n = KL and 0 < k, l < 1. To simplify the discussion, we always assume that
K,L ∈ N. For each 1 ≤ l ≤ L, let {ǫlk}k∈Z ∈ S be mutually independent
sequences of IID random variables. For K(l − 1) < k ≤ Kl, 1 ≤ l ≤ L, denote
with
U
(K,⋄)
k,h = Hh
(FK,⋄k,h ), where FK,⋄k,h = σ(F lK(l−1), ǫK(l−1)+1, ǫK(l−1)+2, . . . , ǫk),
where F lk = σ
(
ǫlj j ≤ k
)
. For 1 ≤ m < K put
V ⋄l,h(m) =
K(l−1)+m−1∑
k=K(l−1)+1
Uk,h +
Kl∑
k=K(l−1)+m
U
(K,⋄)
k,h , (121)
and V ⋄l,h = V
⋄
l,h(1). The random variables V
⋄
l,h play a key role in the proof of
Theorem 10.2. Note in particular that
{
V ⋄l,h
}
1≤l≤L
is IID by construction for
each h. Finally, put SL,h(V ) =
∑L
l=1 Vl,h and S
⋄
L,h(V ) =
∑L
l=1 V
⋄
l,h, and note
that Sn,h = SL,h(V ). In the sequel, we make frequent use of the following lemma.
Lemma 10.3. Suppose that
∑∞
j=1 θj,p <∞ for p ≥ 2. Then
max
1≤h≤d
∥∥U1,h + . . .+ Un,h∥∥p . √n.
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For the proof and variants of this result, see [63]. The next lemma controls
the approximation error between SL,h(V ) and S
⋄
L,h(V ).
Lemma 10.4. Grant Assumption 10.1. For any K = nk with 0 < k < 1 there
exists a δ > 0 and a constant C > 0 such that
P
(∣∣SL,h(V )− S⋄L,h(V )∣∣ ≥ Cn1/2−δ) . n−p−22 +pδ.
Proof of Lemma 10.4. Let xn = x
√
n, x > 0. For 1 ≤ m < K we have that
P
(∣∣SL,h(V )− S⋄L,h(V )∣∣ ≥ 2xn) ≤ P(∣∣∣∣ L∑
l=1
K(l−1)+m−1∑
k=K(l−1)+1
Uk,h − U (K,⋄)k,h
∣∣∣∣ ≥ xn)
+ P
(∣∣∣∣ L∑
l=1
Vl,h − V ⋄l,h(m)
∣∣∣∣ ≥ xn).
Denote with αj,p =
(
jp/2−1θpj,p
)1/(p+1)
and A =
∑∞
j=1 αj,p. Note that by (F1)
we have
αj,p . j
−B(p,c), where B(p, c) =
p(c− 1/2) + 1
p+ 1
> 1, (122)
and thus A <∞. Due to Theorem 2 in [50], there exist constants Cp,1, Cp,2 > 0
such that
P
(∣∣∣∣ L∑
l=1
K(l−1)+m−1∑
k=K(l−1)+1
Uk,h − U (K,⋄)k,h
∣∣∣∣ ≥ xn) ≤ C1,pLmxpn +
∞∑
j=1
exp
(
−Cp,2α
2
j,px
2
n
A2Lmθ2j,2
)
+ exp
(
− Cp,2x
2
n
Lm‖Uk,h‖22
)
.
Setting x = y
√
LmA1+1/p/
√
n, it follows that α2j,px
2
n/(A
2Lmθ2j,2) ≥ j1−2/py2
and hence
exp
(
−Cp,2α
2
j,px
2
n
A2Lmθ2j,2
)
≤ exp
(
−Cp,2j1−2/py2
)
.
Choosing m such that
√
n/
√
Lm = n2δ and y = nδ, δ > 0, it follows that
P
(∣∣∣∣ L∑
l=1
K(l−1)+m−1∑
k=K(l−1)+1
Uk,h − U (K,⋄)k,h
∣∣∣∣ ≥ n1/2−δA1+1/p) . n− p−22 +pδ. (123)
Next, put ∆k,h(U) = Uk,h − U (K,⋄)k,h . By the triangle inequality, we have∥∥∆k,h(U)−∆k,h(U)′∥∥p ≤ 2(θk,p ∧ ∥∥∆k,h(U)∥∥p).
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Let (k)K = k mod K. Then Theorem 1 in [62] yields that
max
1≤h≤d
∥∥∆k,h(U)∥∥2p = max1≤h≤d∥∥Uk,h − U (K,⋄)k,h ∥∥2p .
∞∑
j=(k)K
θ2j,p
def
= Θ(k)K ,p.
Since clearly Θ(k)K ,p is monotone decreasing, we have Θ(k)K ,p ≤ Θ(m)K,p for
m ≤ k ≤ K. Combining this with the above, it follows that for m ≤ (k)K (since
m = (m)K)
max
1≤h≤d
∥∥∆k,h(U)−∆k,h(U)′∥∥p ≤ 2(θk,p ∧√Θm,p) def= ϑk,p(m). (124)
Put βj,p(m) =
(
jp/2−1ϑpj,p(m)
)1/(p+1)
and B(m) =
∑∞
j=1 βj,p(m). Then another
application of Theorem 2 in [50] yields that
P
(∣∣∣∣ L∑
l=1
Vl,h − V ⋄l,h(m)
∣∣∣∣ ≥ xn) ≤ C1,p nxpn +
∞∑
j=1
exp
(
− Cp,2β
2
j,p(m)x
2
n
B2(m)nϑ2j,2(m)
)
+ exp
(
− Cp,2x
2
n
nmaxk≥m ‖∆k,h(U)‖22
)
.
Let yn = n
δ
√
Lm/
√
n = n−δ. Arguing similarly as before, it follows (since
m = (m)K)
P
(∣∣∣∣ L∑
l=1
Vl,h − V ⋄l,h(m)
∣∣∣∣ ≥ xn) . nxpn +
∞∑
j=1
exp
(
−Cp,2j
1+−2/py2n
B(m)2
)
+ exp
(
−Cp,2y
2
n
Θm,p
)
.
Since Θm,p . m
−2c+1, we conclude
B(m) .
∑
j>M
αj,p +
M∑
j=1
(
jp/2−1m−pc+p/2
)1/(p+1)
. M−B(p,c) +M
3p
2p+2m
−2pc+p
2p+2 .
Setting m ∼ nν , ν > 0, balancing the above and choosing δ sufficiently small,
we obtain
y2n
B(m)2
∧ y
2
n
Θm,p
& nδ. (125)
This implies that
P
(∣∣∣∣ L∑
l=1
Vl,h − V ⋄l,h(m)
∣∣∣∣ ≥ n1/2−δA1+1/p) . n−p−22 +pδ.
Note that by the above choice ofm = nν we require that L ∼ n1−4δ−ν . Choosing
ν sufficiently close to 1, we can select k < 1 arbitrarily close to 1, which completes
the proof.
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In the sequel, we also require the following result.
Lemma 10.5. Grant Assumption 10.1. Then
P
(∣∣∣∣V ⋄l,h∣∣∣∣ ≥ √K logn) . K1−p/2(logn)p.
Proof of Lemma 10.5. Since V ⋄l,h
d
= Vl,h, Theorem 2 in [50] and arguing similarly
as in Lemma 10.4 yields
P
(∣∣∣∣V ⋄l,h∣∣∣∣ ≥ y√K) . K1−p/2yp +
∞∑
j=1
exp
(
−Cp,2j
1+−2/py2
A2
)
+ exp
(
− Cp,2y
2
‖Uk,h‖22
)
.
Setting y = logn, the claim follows.
Next, we establish some useful results concerning the covariances φk,i,j =
E
[
U0,iUk,j
]
.
Lemma 10.6. Grant Assumption 10.1. Then
(i) supi,j |φk,i,j | . k−c+1/2,
(ii) supi,j
∑∞
k=0 |φk,i,j | <∞,
(iii) γi,j = φ0,i,j + 2
∑∞
k=1 φk,i,j <∞,
(iv)
∑n
k,l=1 E
[
Uk,iUl,j
]
= nγi,j −
∑∞
k∈Z n ∧ |k|φk,i,j .
Proof of Lemma 10.6. Claims (iii) and (iv) are well-known in the literature,
and follow from elementary computations from (ii).Since (i) implies (ii) due to
c > 3/2, it suffices to establish (i). To this end, let U∗k,h = Hh
(F∗k), where
F∗k = σ
(
. . . , ǫ′−1, ǫ
′
0, ǫ1, . . . , ǫk
)
. Since then E
[
U∗k,h
∣∣F0] = E[Uk,h] = 0, Cauchy-
Schwarz and Jensens inequality yield∣∣E[U0,iUk,i]∣∣ = ∣∣E[U0,iE[Uk,j∣∣F0]]∣∣ ≤ ∥∥U0,i∥∥2∥∥Uk,j − U∗k,j∥∥2.
Theorem 1 in [62] and (F1) then imply that
∣∣E[U0,iUk,j]∣∣ . ( ∞∑
l=k
θ2l,2
)1/2
. k−c+1/2.
For 1 ≤ i, j ≤ d denote with
γ
(n)
i,j =
1
n
E
[
Sn,iSn,j
]
, γ
(⋄,n)
i,j =
1
n
E
[
S⋄L,i(V )S
⋄
L,j(V )
]
.
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Remark 10.7. Note that Lemma 10.6 (iv) yields that
∣∣γi,j − γ(n)i,j ∣∣ . 1n
n∑
k=1
k3/2−c +
∞∑
k>n
k−c+1/2 . n3/2−c.
Lemma 10.8. Grant Assumption 10.1. Then
max
1≤i,j≤d
∣∣γ(n)i,j − γ(⋄,n)i,j ∣∣ . n−1/2L.
Remark 10.9. Note that we obtain from Remark 10.7 that∣∣γi,j − γ(⋄,n)i,j ∣∣ . n− 12L+ n 32−c.
Proof of Lemma 10.8. We have that∣∣∣∣E[SL,i(V )SL,j(V )]− E[S⋄L,i(V )S⋄L,j(V )]∣∣∣∣ ≤ L∑
l=1
∥∥V ⋄l,j − Vl,j∥∥2∥∥S⋄L,j(V )∥∥2
+
L∑
l=1
∥∥V ⋄l,i − Vl,i∥∥2∥∥SL,i(V )∥∥2.
By the Marcinkiewicz–Zygmund inequality, Lemma 10.3 and (F1) we have
max
1≤h≤d
∥∥S⋄L,h(V )∥∥2 . √n and max1≤h≤d∥∥SL,h(V )∥∥2 . √n. (126)
Using the triangle inequality and Theorem 1 in [62], it follows that
max
1≤h≤d
L∑
l=1
∥∥V ⋄l,h − Vl,h∥∥2 . max1≤h≤dL
∞∑
k=1
∥∥Uk,h − U∗k,h∥∥2
. L
∞∑
k=1
√∑
j≥k
θ2j,2 . L
∞∑
k=1
j−c+1/2 . L. (127)
Hence combining (126) and (127) we obtain
max
1≤i,j≤d
∣∣γ(n)i,j − γ(⋄,n)i,j ∣∣ . n−1/2L.
Next, we state some Gaussian approximation results. To this end, we require
the following condition. For ε, u(ε) > 0 we have
P
(
max
1≤h≤d
max
1≤l≤L
|V ⋄l,h| ≥
√
Ku(ε)
)
≤ ε. (128)
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Denote with
T ⋄L,d =
1√
n
max
1≤h≤d
∣∣S⋄L,h(V )∣∣, TZ,⋄d = max
1≤h≤d
∣∣Z⋄h∣∣,
where
{
Z⋄h
}
1≤h≤d
is a zero mean Gaussian sequence with covariance structure
Σ
(⋄,n)
d =
(
γ
(⋄,n)
i,j
)
1≤i,j≤d
. We have the following Gaussian approximation result,
which is an adaptation of Theorem 2.2 in [19].
Lemma 10.10. Assume the validity of (128) and that
(i) K−1/2min1≤h≤dmin1≤l≤L
∥∥V ⋄l,h∥∥2 > 0,
(ii) K−1/2max1≤h≤dmax1≤l≤L
∥∥V ⋄l,h∥∥4 <∞.
Then it holds that
sup
x∈R
∣∣P (T ⋄L,d ≤ x)− P (TZd ≤ x)∣∣
. L−1/8
(
log(dL/ε)
)7/8
+ L−1/2
(
log(dL/ε)
)3/2
u(ε) + ε.
We also require the following two results, which are Lemmas 2.1 and 3.1
in [19], slightly adapted for our purpose.
Lemma 10.11. Let
{
Xh
}
1≤h≤d
and
{
Yh
}
1≤h≤d
be zero mean Gaussian se-
quences, and denote with γXi,j , γ
Y
i,j the corresponding covariances for 1 ≤ i, j ≤ d.
If 0 < infh γ
X
h,h ≤ suph γXh,h <∞, then
sup
x∈R
∣∣P ( max
1≤h≤d
|Xh| ≤ x
)− P ( max
1≤h≤d
|Yh| ≤ x
)∣∣ . δ1/3(1 ∨ log(d/δ))2/3,
where δ = max1≤i,j≤d
∣∣γXi,j − γYi,j ∣∣.
Lemma 10.12. Let
{
Xh
}
1≤h≤d
be a zero mean Gaussian sequence, and denote
with γXi,j the corresponding covariances for 1 ≤ i, j ≤ d. If 0 < infh γXh,h ≤
suph γ
X
h,h <∞, then
sup
x∈R
P
(
max
1≤h≤d
|Xh − δ| ≤ x
)
. δ
√
1 ∨ log(d/δ).
We are now ready to give the proof of Theorem 10.2.
Proof of Theorem 10.2. First note that by Lemma 10.4 and Booles inequality
we have
P
(
max
1≤h≤d
|SL,h(V )− S⋄L,h(V )| ≥ C1n1/2−δ
)
. dn−
p−2
2
+δp.
Since d . nd we obtain from (F2) that
P
(
max
1≤h≤d
|SL,h(V )− S⋄L,h(V )| ≥ C1n1/2−δ
)
. n−C2 , C2 > 0. (129)
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Employing this bound, we get that
P
(
Td ≤ x
) ≤ P (T ⋄L,d ≤ x+ C1n−δ)+O(n−C2).
In the same manner one obtains a lower bound, hence
P
(
T ⋄L,d ≤ x− C1n−δ
)−O(n−C2) ≤ P (Td ≤ x)
≤ P (T ⋄L,d ≤ x+ C1n−δ)+O(n−C2). (130)
Next, we apply Lemma 10.10 to T ⋄L,d. To this end, we need to verify its condi-
tions. Note that by the independence of V ⋄l,h, we have that
γ
(⋄,n)
h,h =
1
LK
L∑
l=1
∥∥V ⋄l,h∥∥22 = 1K ∥∥V ⋄1,h∥∥22.
Hence we deduce from Lemma 10.6, Lemma 10.8, Remark 10.9 and (F3) that
K−1
∥∥V ⋄1,h∥∥22 ≥ γ(n)h,h − O(1) ≥ σ2h − O(1) > 0,
uniformly in h, and thus (i) holds. Next we verify (ii). This, however, readily
follows from Lemma 7.12 and (F1). Finally, we need to establish (128). Set
u(ε) = (log n)2. Using Booles inequality and Lemma 10.5 gives
P
(
max
1≤h≤d
max
1≤l≤L
|V ⋄l,h| ≥
√
Ku(ε)
)
≤
d∑
h=1
L∑
l=1
P
(|V ⋄l,h| ≥√Ku(ε)) . dLK−p−22 (logn)p.
By (F2) and choosing k sufficiently close to 1, we get that
P
(
max
1≤h≤d
max
1≤l≤L
|V ⋄l,h| ≥
√
Ku(ε)
)
. n−C3 , C3,
and (128) holds with ε ∼ n−C3 . Since L ∼ nl with l > 0 due to k < 1, Lemma
10.10 yields that
sup
x∈R
∣∣P (T ⋄L,d ≤ x)− P (TZd ≤ x)∣∣ . n−C4 , C4 > 0. (131)
Combining this with (130), we deduce that
P
(
Z⋄d ≤ x− C1n−δ
)−O(n−C5) ≤ P (Td ≤ x)
≤ P (Z⋄d ≤ x+ C1n−δ)+O(n−C5). (132)
Next, since log d . logn, Lemma 10.12 yields that
sup
x∈R
∣∣P (Z⋄d ≤ x− C1n−δ)− P (Z⋄d ≤ x)∣∣ . n−δ√logn. (133)
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In addition, by Remark 10.9
max
1≤i,j≤d
∣∣γ(⋄,n)i,j − γi,j ∣∣ . n− 12L+ n 32−c . n−C6 , C6 > 0.
Hence an application of Lemma 10.11 yields
sup
x∈R
∣∣P (Z⋄d ≤ x)− P (Zd ≤ x)∣∣ . n−C , C > 0. (134)
10.2. Proofs of Section 5
Proof of Theorem 5.2. Denote with
T η
J+n
=
1√
n
max
1≤j<J+n
∣∣∑n
k=1(η
2
k,j − 1)
∣∣
σ0,j
.
We first show that we may apply Theorem 10.2 to T η
J+n
. To this end, we need
to verify Assumption 10.1. Observe that (E2) implies
∥∥ηk,j∥∥q < ∞ (cf. [62]).
Moreover, using a2 − b2 = (a− b)(a+ b), it follows from Cauchy-Schwarz∥∥η2k,j − (η2k,j)′∥∥q ≤ 2∥∥ηk,j − η′k,j∥∥2q∥∥ηk,j∥∥2q . Ωk(2q) . k−b.
Since b > 3/2 by (E2), (F1) follows. Next, note that (E1) implies that J+n .
np(a−δ). Since q/2 − 1 > p2p+2 > pa (recall 0 < a < 1), (F2) holds. Finally,
(E3) gives (F3), hence Assumption 10.1 is verified. We proceed with the proof.
For j ∈ N, denote with I∗j,j = λj
∑n
k=1
(
η2k,j − 1
)
/n, and note that by the above
and Lemma 10.3 we have∥∥I∗j,j∥∥p . (λj/n1/2), j ∈ N. (135)
Introduce the set
M = { max
1≤j<J+n
λ−1j
∣∣λ̂− λj − I∗j,j∣∣ ≥ n−1/2−δ/2}.
Then Markovs inequality together with Proposition 2.7 and (135) yields
P
(Mc) . n−pδ/2 . n−C1 , C1 > 0. (136)
Due to Theorem 10.2 and the above, we have the inequalities
P
(
T
J+n
≤ x) ≤ P (T η
J+n
≤ x+ n−δ/2)+ P (Mc)
≤ P (TZ
J+n
≤ x+ n−δ/2)+O(n−C2), C2 > 0,
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where TZ
J+n
is as in (41). An application of Lemma 10.12 yields that this is further
bounded by
P
(
T
J+n
≤ x) ≤ P (TZ
J+n
≤ x)+O(n−C2 + n−δ/2 logn).
In the same manner, we obtain a lower bound, hence
sup
x∈R
∣∣P (T
J+n
≤ x)− P (TZ
J+n
≤ x)∣∣ . n−C3 , C3 > 0, (137)
which completes the proof.
Proof of Corollary 5.3. Due to Theorem 5.2, it suffices to show that
P
(
TZλ
J+n
≤ uJ+n (z)
)→ exp(−e−z).
This, however, follows from Theorem 14 and Theorem 1 in [33].
11. Proofs of Section 6
Proof of Proposition 6.1. Due to (46), Theorem 3.6 in [11] yields the Bernoulli-
shift representation Xk =
∑∞
i=0Φ
i(ǫk−i). Next, using the orthogonality of
{ǫk,j}j∈N, we get ∥∥〈ǫk, eθl 〉∥∥22 = ∞∑
j=1
λǫj〈eǫj , eθl 〉2. (138)
On the other hand, since ǫk and Xk−1 are independent, we obtain
λ˜θl =
∥∥〈Xk, eθl 〉∥∥22 = ∥∥〈Φ(Xk−1), eθl 〉∥∥22 + ∥∥〈ǫk, eθl 〉∥∥22 ≥ ∥∥〈ǫk, eθl 〉∥∥22. (139)
For k ≥ 1, using the triangle inequality, the linearity of Φ, the fact that Φ(eφj ) =
λφj e
φ
j and (48) yields that
λ˜θl
∥∥ηθk,l − (ηθk,l)′∥∥2q . ( ∞∑
i=1
(λφi )
k|〈eφi , eθl 〉|
∥∥〈ǫ0 − ǫ′0, eφi 〉∥∥q)2
.
( ∞∑
i=1
(λφi )
k|〈eφi , eθl 〉|
∥∥〈ǫ0 − ǫ′0, eφi 〉∥∥q′/q2 )2
.
( ∞∑
i=1
(λφi )
k
( ∞∑
j=1
λǫj‖ǫ0,j‖2q
′/q
2 〈eǫj , eφi 〉2〈eφi , eθl 〉2
)1/2)2
,
where we also used
(∑∞
j=1 λ
ǫ
j〈eǫj , eφi 〉2
)(q′−q)/2q
< ∞ in the last step (recall
q′ ≥ q). Note that we have the inequality
〈eǫj , eφi 〉2〈eφi , eθl 〉2 ≤ 〈eǫj , eθl 〉2, (140)
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which can be readily derived by contradiction (assume the converse and sum
over j on both sides). Hence by the triangle inequality and (46), the above is
further bounded by
.
( ∞∑
i=1
(λφi )
k
( ∞∑
j=1
λǫj‖ǫ0,j‖2q
′/q
2 〈eǫj , eθl 〉2
)1/2)2
.
( ∞∑
i=1
(λφi )
)2k ∞∑
j=1
λǫj‖ǫ0,j‖2q
′/q
2 〈eǫj , eθl 〉2 . ρk
∞∑
j=1
λǫj〈eǫj , eθl 〉2,
for 0 < ρ < 1. Combining this with (138), (139) we arrive at
∥∥ηθk,l − (ηθk,l)′∥∥2q . ρkλ˜θj
∞∑
j=1
λǫj〈eǫj , eθl 〉2 . ρk, k ≥ 1. (141)
If k = 0, we get from (48) that
λ˜θl
∥∥ηθk,l − (ηθk,l)′∥∥2q = ∥∥〈ǫk − ǫ′k, eθl 〉∥∥2q . ∞∑
j=1
λǫj‖ǫk,j‖2q〈eǫj , eθl 〉2. (142)
If k < 0 we have ηθk,j = (η
θ
k,j)
′, and hence the claim follows from (141) and
(142). Observe that by telescoping and Kolmogorov’s zero one law, we also get
that maxj∈N ‖ηk,j‖q <∞.
Proof of Corollary 6.2. This follows from Lemma 10.3.
References
[1] T.W. Anderson. Asymptotic theory for principal component analysis. The
Annals of Mathematical Statistics, 34(1):122–148, 03 1963.
[2] D. W. K. Andrews. Heteroskedasticity and autocorrelation consistent co-
variance matrix estimation. Econometrica, 59(3):pp. 817–858, 1991.
[3] M. A. Arcones. Limit theorems for nonlinear functionals of a stationary
Gaussian sequence of vectors. Ann. Probab., 22(4):2242–2274, 1994.
[4] J.A.D. Aston and C. Kirch. Detecting and estimating changes in dependent
functional data. J. Multivariate Anal., 109:204–220, 2012.
[5] N. Bathia, Q. Yao, and F. Ziegelmann. Identifying the finite dimensionality
of curve time series. Ann. Statist., 38(6):3352–3386, 12 2010.
[6] M. Benko, W. Ha¨rdle, and A. Kneip. Common functional principal com-
ponents. Ann. Statist., 37(1):1–34, 2009.
[7] I. Berkes, R. Gabrys, L. Horva´th, and P. Kokoszka. Detecting changes in
the mean of functional observations. J. R. Stat. Soc. Ser. B Stat. Methodol.,
71(5):927–946, 2009.
M. Jirak/Eigen expansions and uniform bounds 58
[8] R. Bhatia, Ch. Davis, and A. McIntosh. Perturbation of spectral subspaces
and solution of linear operator equations. Linear Algebra Appl., 52/53:45–
67, 1983.
[9] G. Blanchard, O. Bousquet, and L. Zwald. Statistical properties of kernel
principal component analysis. Machine Learning, 66(2-3):259–294, 2007.
[10] T. Bollerslev. Generalized autoregressive conditional heteroskedasticity. J.
Econometrics, 31(3):307–327, 1986.
[11] D. Bosq. Linear processes in function spaces, volume 149 of Lecture Notes
in Statistics. Springer-Verlag, New York, 2000. Theory and applications.
[12] P. Breuer and P. Major. Central limit theorems for non-linear functionals of
gaussian fields. Journal of Multivariate Analysis, 13(3):425–441, September
1983.
[13] T.T. Cai and P. Hall. Prediction in functional linear regression. Ann.
Statist., 34(5):2159–2179, 2006.
[14] T.T. Cai and M. Yuan. Minimax and adaptive prediction for functional
linear regression. J. Amer. Statist. Assoc., 107(499):1201–1216, 2012.
[15] H. Cardot, C. Crambes, A. Kneip, and P. Sarda. Smoothing splines es-
timators in functional linear regression with errors-in-variables. Comput.
Statist. Data Anal., 51(10):4832–4848, 2007.
[16] H. Cardot, A. Mas, and P. Sarda. CLT in functional linear regression
models. Probab. Theory Related Fields, 138(3-4):325–361, 2007.
[17] L. Cavalier and A. Tsybakov. Sharp adaptation for inverse problems with
random noise. Probab. Theory Related Fields, 123(3):323–354, 2002.
[18] C. Cerovecki and S. Ho¨rmann. On the CLT for discrete Fourier transforms
of functional time series. ArXiv e-prints, June 2015.
[19] V. Chernozhukov, D. Chetverikov, and K. Kato. Gaussian approximations
and multiplier bootstrap for maxima of sums of high-dimensional random
vectors. The Annals of Statistics, 41(6):2786–2819, 12 2013.
[20] F. Comte and J. Johannes. Adaptive functional linear regression. Ann.
Statist., 40(6):2765–2797, 2012.
[21] C. Crambes and A. Mas. Asymptotics of prediction in functional linear
regression with functional outputs. Bernoulli, 19(5B):2627–2651, 11 2013.
[22] J. Dauxois, A. Pousse, and Y. Romain. Asymptotic theory for the princi-
pal component analysis of a vector random function: some applications to
statistical inference. J. Multivariate Anal., 12(1):136–154, 1982.
[23] J. Dedecker and C. Prieur. New dependence coefficients. Examples and
applications to statistics. Probab. Theory Related Fields, 132(2):203–236,
2005.
[24] Z. Ding, C. W.J. Granger, and R. F. Engle. A long memory property of
stock market returns and a new model. Journal of Empirical Finance,
1(1):83 – 106, 1993.
[25] F. Ferraty, A. Quintela del Rı´o, and P. Vieu. Specification test for condi-
tional distribution with functional data. Econometric Theory, 28(2):363–
386, 2012.
[26] S. Fremdt, L. Horva´th, P. Kokoszka, and J.G. Steinebach. Functional
data analysis with increasing number of projections. J. Multivariate Anal.,
M. Jirak/Eigen expansions and uniform bounds 59
124:313–332, 2014.
[27] S. Fremdt, J.G. Steinebach, L. Horva´th, and P. Kokoszka. Testing the
equality of covariance operators in functional samples. Scand. J. Stat.,
40(1):138–152, 2013.
[28] R. Gabrys, S. Ho¨rmann, and P. Kokoszka. Monitoring the intraday volatil-
ity pattern. J. Time Ser. Econom., 5(2):87–116, 2013.
[29] P. Hall and J.L. Horowitz. Methodology and convergence rates for func-
tional linear regression. The Annals of Statistics, 35(1):70–91, 02 2007.
[30] P. Hall and M. Hosseini-Nasab. On properties of functional principal com-
ponents analysis. Journal of the Royal Statistical Society: Series B (Statis-
tical Methodology), 68(1):109–126, 2006.
[31] P. Hall and M. Hosseini-Nasab. Theory for high-order bounds in func-
tional principal components analysis. Math. Proc. Cambridge Philos. Soc.,
146(1):225–256, 2009.
[32] M. Hallin, S. Ho¨rmann, and L. Kidzin´ski. Dynamic functional principal
components. J. R. Stat. Soc. Ser. B. Stat. Methodol., 77(2):319–348, 2015.
[33] X. Han and W. B. Wu. Portmanteau test and simultaneous inference for
serial covariances. Stat. Sin., 24(2):577–599, 2014.
[34] N. Hilgert, A. Mas, and N. Verzelen. Minimax adaptive tests for the func-
tional linear model. Ann. Statist., 41(2):838–869, 2013.
[35] S. Ho¨rmann and P. Kokoszka. Weakly dependent functional data. Ann.
Statist., 38(3):1845–1884, 2010.
[36] L. Horva´th, M. Husˇkova´, and P. Kokoszka. Testing the stability of the
functional autoregressive process. J. Multivariate Anal., 101(2):352–367,
2010.
[37] L. Horva´th, M. Husˇkova´, and G. Rice. Test of independence for functional
data. J. Multivariate Anal., 117:100–119, 2013.
[38] L. Horva´th and P. Kokoszka. Inference for functional data with applica-
tions. Springer Series in Statistics. Springer, New York, 2012.
[39] L. Horva´th, P. Kokoszka, and R. Reeder. Estimation of the mean of func-
tional time series and a two-sample problem. J. R. Stat. Soc. Ser. B. Stat.
Methodol., 75(1):103–122, 2013.
[40] L. Horva´th, P. Kokoszka, and G. Rice. Testing stationarity of functional
time series. J. Econometrics, 179(1):66–82, 2014.
[41] S. Hro¨rmann, L. Kidzinski, and P. Kokoszka. Estimation in functional
lagged regression. Journal of Time Series Analysis, 36(4):541–561, 2015.
[42] Y.I. Ingster and I.A. Suslina. Nonparametric goodness-of-fit testing un-
der Gaussian models, volume 169 of Lecture Notes in Statistics. Springer-
Verlag, New York, 2003.
[43] D.A. Jackson. Stopping rules in principal components analysis: A com-
parison of heuristical and statistical approaches. Ecology, 74(8):2204–2214,
1993.
[44] M. Jirak. On weak invariance principles for sums of dependent random
functionals. Statistics & Probability Letters, 83(10):2291 – 2296, 2013.
[45] I.T. Jolliffe. Principal component analysis. Springer Series in Statistics.
Springer-Verlag, New York, second edition, 2002.
M. Jirak/Eigen expansions and uniform bounds 60
[46] D. Kraus and V.M. Panaretos. Dispersion operators and resistant second-
order functional data analysis. Biometrika, 99(4):813–832, 2012.
[47] M. R. Leadbetter. On extreme values in stationary sequences. Z.
Wahrscheinlichkeitstheorie und Verw. Gebiete, 28:289–303, 1973/74.
[48] M. R. Leadbetter. Extremes and local dependence in stationary se-
quences. Probability Theory and Related Fields, 65:291–306, 1983.
10.1007/BF00532484.
[49] M. Ledoux and M. Talagrand. Probability in Banach spaces. Classics in
Mathematics. Springer-Verlag, Berlin, 2011. Isoperimetry and processes,
Reprint of the 1991 edition.
[50] W. Liu, H. Xiao, and W.B. Wu. Probability and moment inequalities under
dependence. Statist. Sinica, 23(3):1257–1272, 2013.
[51] A. Mas. Testing for the mean of random curves: a penalization approach.
Stat. Inference Stoch. Process., 10(2):147–163, 2007.
[52] A. Mas and F. Ruymgaart. High-dimensional principal projections. Com-
plex Analysis and Operator Theory, pages 1–29, 2014.
[53] A. Meister. Asymptotic equivalence of functional linear regression and a
white noise inverse problem. Ann. Statist., 39(3):1471–1495, 2011.
[54] F. Merleve`de, M. Peligrad, and S. Utev. Sharp conditions for the clt of
linear processes in a hilbert space. Journal of Theoretical Probability,
10(3):681–693, 1997.
[55] H-G. Mu¨ller, R. Sen, and U. Stadtmu¨ller. Functional data analysis for
volatility. J. Econometrics, 165(2):233–245, 2011.
[56] V.M. Panaretos, D. Kraus, and J.H. Maddocks. Second-order comparison
of Gaussian random functions and the geometry of DNA minicircles. J.
Amer. Statist. Assoc., 105(490):670–682, 2010. Supplementary materials
available online.
[57] V.M. Panaretos and S. Tavakoli. Crame´r-Karhunen-Loe`ve representa-
tion and harmonic principal component analysis of functional time series.
Stochastic Process. Appl., 123(7):2779–2807, 2013.
[58] V.M. Panaretos and S. Tavakoli. Fourier analysis of stationary time series
in function space. The Annals of Statistics, 41(2):568–603, 04 2013.
[59] M. Peligrad and S. Utev. Central limit theorem for stationary linear pro-
cesses. Ann. Probab., 34(4):1608–1622, 2006.
[60] M. Peligrad, S. Utev, and W. B. Wu. A maximal Lp-inequality for station-
ary sequences and its applications. Proc. Amer. Math. Soc., 135(2):541–550
(electronic), 2007.
[61] J.O. Ramsay and B.W. Silverman. Functional data analysis. Springer
Series in Statistics. Springer, New York, second edition, 2005.
[62] W. B. Wu. Nonlinear system theory : Another look at dependence. Proceed-
ings of the National Academy of Sciences USA., 102:14150–14154, 2005.
[63] W. B. Wu. Strong invariance principles for dependent random variables.
Ann. Probab., 35(6):2294–2320, 2007.
[64] W. B. Wu. An asymptotic theory for sample covariances of Bernoulli shifts.
Stochastic Process. Appl., 119(2):453–467, 2009.
