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a b s t r a c t
In this paper, we study the multi-parameter Tikhonov regularization method which adds
multiple different penalties to exhibit multi-scale features of the solution. An optimal
error bound of the regularization solution is obtained by a priori choice of multiple
regularization parameters. Some theoretical results of the regularization solution about the
dependence on regularization parameters are presented. Then, an a posteriori parameter
choice, i.e., the dampedMorozovdiscrepancyprinciple, is introduced to determinemultiple
regularization parameters. Five model functions, i.e., two hyperbolic model functions, a
linearmodel function, an exponentialmodel function and a logarithmicmodel function, are
proposed to solve the damped Morozov discrepancy principle. Furthermore, four efficient
model function algorithms are developed for finding reasonable multiple regularization
parameters, and their convergence properties are also studied. Numerical results of
several examples show that the damped discrepancy principle is competitive with the
standard one, and the model function algorithms are efficient for choosing regularization
parameters.
© 2011 Elsevier B.V. All rights reserved.
1. Introduction
Many inverse problems are often formulated in a linear equation of the first kind
Kx = y, (1.1)
where K is a linear compact operator between Hilbert spaces X and Y over the field R or C [1]. In the sequel, we assume
that the linear operator K : X → Y is injective and its domainD(K) is not of finite dimension. Thus, the linear equation of
the first kind (1.1) is ill-posed. We assume further that y belongs toR(K), so that there exist a unique minimum solution of
Eq. (1.1). In practical applications, we wish to approximate the solution of Eq. (1.1) from the knowledge of a perturbed right
hand side yδ with a known error level
‖yδ − y‖2 ≤ δ2. (1.2)
Attempting to solve Eq. (1.1) from noisy input data yδ in the least-squares sense will fail, since the solution does not
depend continuously on the right-hand side y. Hence, the unavoidable measurement noises and the round-off errors may
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be amplified arbitrarily in the least-squares solution to such an extent that the numerical solution is useless completely.
For this reason, methods for constructing a stable approximate solution of Eq. (1.1) should be applied to restrain the effect
of noises. Such methods are called regularization methods and always contain one or more parameters, i.e. regularization
parameter(s), to control the ill-posed degree of problem (1.1). In fact, the effectiveness of regularization methods depends
strongly on the choice of regularization parameters. There has been an enormous effort to research how to determine the
regularization parameters. We refer to [2–8] and references therein.
The classical Tikhonov regularization method [1] use a single constraint to treat ill-posed problems, and has naturally
a single regularization parameter. In recent years, there has been a growing interest in the multi-parameter Tikhonov
regularization method that uses multiple constraints as a means of improving the quality of inversion [9]. The multi-
parameter regularization adds multiple different penalties which exhibit multi-scale features, while the single-parameter
regularizationuses a uniquepenaltywhichmay result in a regularized solution that is too smooth to preserve certain features
of the original solution. The use ofmulti-parameter regularization for solving ill-posed problems naturallymatches with the
multi-resolution analysis framework which has become a standard method to analyze the frequency information of images
on different resolutions [10]. Instead of using one single penalty only, we aim now to search the solution bymeans of several
penalties. This makes sense since for certain classes of solutions they often seem that one single frame is not always best
suited [11].
The multi-parameter regularization method has been studied in different papers. In [12], the authors used a multi-
parameter regularization method for atmospheric remote sensing. A multi-parameter regularization was applied to the
inverse electrocardiography in [13,14]. A multi-parameter regularization method was used in [15] for the linear image
restoration. In [16], the authors used a multi-parameter regularization to estimate parameters of a jump diffusion process.
In [17], the authors used a multi-parameter regularization for the determination of geopotential from precise satellite
orbits. Amulti-parameter regularizationmethod for the solution of over-determined and ill-conditioned linear systemswas
discussed in [18], where numerical examples were given to show the efficiency of the proposed algorithm.Motivated by the
success of L-curvemethod [2], the authors proposed the L-hypersurfacemethod [19], and lately a simple fixed-point iterative
algorithmwith a minimum distance function (MDF) [9] to determinemultiple regularization parameters. Recently, a choice
ofmultiple regularization parameterswas proposed in [20] by the idea of the knownmodel function [6–8]. During this paper
submission, a multi-parameter regularization is studied in a general framework, where two choice rules, i.e., the standard
discrepancy principle and the balancing principle, are investigated for choosing multiple regularization parameters [21].
The superiority of themulti-parameter regularization over the single-parameter regularization has been shown in [22], also
in [20,21].
Motivated by the simplicity and the success in practice of the model function method, we have proposed some model
functions with the corresponding algorithms [8] for determining a single parameter based on the damped Morozov
discrepancy principle. To author’s knowledge, there are no results for the damped Morozov discrepancy principle applied
in the multi-parameter regularization framework. It is the main goal of this paper to utilize this damped principle for
computing multiple regularization parameters under the framework of the model function method. After presenting some
properties of the solution of the multi-parameter regularization, we propose four kinds of new model functions with their
corresponding algorithms to solve the damped Morozov discrepancy equation for determining multiple regularization
parameters.
Our paper is organized as follows. In Section 2, we introduce the multi-parameter Tikhonov regularization method
and study properties of the regularization solution. A damped Morozov discrepancy principle is presented for the multi-
parameter regularization method in Section 3. In Section 4, we consider the model function method for choosing multiple
regularization parameters. In Section 5, numerical examples are given to show the efficiency and the stability of the proposed
model function algorithms. Finally, some conclusions are presented in Section 6.
2. The multi-parameter Tikhonov regularization method
We consider the multi-parameter Tikhonov regularization method as follows: a regularization solution xδ(α, β1, β2,
. . . , βk) of Eq. (1.1) from noise data yδ is defined as the minimizer of the functional
J(α, β1, β2, . . . , βk; x) = α‖x‖2 +
k−
j=1
βj‖Hjx‖2 + ‖Kx− yδ‖2, (2.1)
where α > 0, βj > 0, j = 1, 2, . . . , k are the regularization parameters. The Tikhonov functional (2.1) sheds more
light on the role of the multiple regularization parameters. Minimization of (2.1) is a compromise among minimizing the
residual norm, keeping the solution’s norm ‖x‖ small, and preserving the other features such asmagnitudes of the solution’s
differentials charactered by ‘‘penalty terms’’ ‖Hjx‖ small also, i.e., enforcing stability overall.
For the sake of simplicity and clarity, we concentrate on the case of two-parameter regularization method, that is,
consider a minimizing problem of the functional
J(α, β; x) = α‖x‖2 + β‖Hx‖2 + ‖Kx− yδ‖2 (2.2)
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where α > 0 and β > 0 are regularization parameters, where H is a linear bounded operator in the Hilbert space X and
satisfies that: (a) ⟨Hx, y⟩ = ⟨x,Hy⟩, ∀x, y ∈ X; (b) D(H) is dense in the Hilbert space X . Another description of this two-
parameter regularization is that a priori information x ∈ ker{H} is known. For abbreviation, we denote the regularization
solution xδ(α, β) of (2.2) as x(α, β), and use ⟨·, ·⟩ for the inner production and ‖ · ‖ for the norm in both X and Y without
distinguishing them. It can be easily proven that the minimizer x(α, β) satisfies the following normal equation
(αI + βH2 + K ∗K)x(α, β) = K ∗yδ, (2.3)
where I is an identical operator, K ∗ is the adjoint operator of K .
Theorem 1. Let K : X → Y be an injective compact operator with dense range in Y . Let K xˆ = y with xˆ ∈ X, y ∈ Y , yδ ∈ Y such
that ‖y− yδ‖ ≤ δ < ‖yδ‖. Let xˆ = K ∗w ∈ K ∗(Y ) with some w ∈ Y . If HK = KH or xˆ ∈ ker{H}, then the following estimates
for the choice α = c1δ, β = c2δ hold
‖x(α, β)− xˆ‖ = O
√
δ

(2.4)
and
‖Hx(α, β)− Hxˆ‖ = O
√
δ

, (2.5)
where c1 > 0, c2 > 0 are two constants.
Proof. Taking into account that x(α, β) is the minimizer of J(α, β; x) and ‖y− yδ‖ ≤ δ, we obtain
α‖x(α, β)‖2 + β‖Hx(α, β)‖2 + ‖Kx(α, β)− yδ‖2 ≤ δ2 + α‖xˆ‖2 + β‖Hxˆ‖2.
Therefore,
‖K(α, β)− yδ‖2 + α‖x(α, β)− xˆ‖2 + β‖Hx(α, β)− Hxˆ‖2
≤ δ2 + α(‖x(α, β)− xˆ‖2 + ‖xˆ‖2 − ‖x(α, β)‖2)
+β(‖Hx(α, β)− Hxˆ‖2 + ‖Hxˆ‖2 − ‖Hx(α, β)‖2)
≤ δ2 + 2αℜ(⟨xˆ, xˆ− x(α, β)⟩)+ 2βℜ(⟨Hxˆ,H(xˆ− x(α, β))⟩)
= δ2 + 2αℜ(⟨w, y− Kx(α, β)⟩)+ 2βℜ(⟨H2w, y− Kx(α, β)⟩)
≤ δ2 + (2α‖w‖ + 2β‖H2w‖)δ + (2α‖w‖ + 2β‖H2w‖)‖Kx(α, β)− yδ‖,
whereℜ(·) represents a real part of the complex number. Obviously, the above second inequality is zero while xˆ ∈ ker{H}.
Now, we rewrite the above inequality as
‖K(α, β)− yδ‖2 + α‖x(α, β)− xˆ‖2 + β‖Hx(α, β)− Hxˆ‖2
≤ δ2 + (2α‖w‖ + 2β‖H2w‖)δ + (2α‖w‖ + 2β‖H2w‖)‖Kx(α, β)− yδ‖. (2.6)
Thus,
‖K(α, β)− yδ‖2 ≤ δ2 + (2α‖w‖ + 2β‖H2w‖)δ + (2α‖w‖ + 2β‖H2w‖)‖Kx(α, β)− yδ‖. (2.7)
Since a2 ≤ ab+ c2 indicates that a ≤ b+ c when a, b, c ≥ 0, the inequality (2.7) implies that
‖K(α, β)− yδ‖ ≤

δ2 + (2α‖w‖ + 2β‖H2w‖)δ + (2α‖w‖ + 2β‖H2w‖).
Combining the above inequality with the inequality (2.6), we obtain that
‖x(α, β)− xˆ‖ ≤

δ2 + (2α‖w‖ + 2β‖H2w‖)δ + (2α‖w‖ + 2β‖H2w‖)√
α
and
‖Hx(α, β)− Hxˆ‖ ≤

δ2 + (2α‖w‖ + 2β‖H2w‖)δ + (2α‖w‖ + 2β‖H2w‖)√
β
.
Hence, the choices α = c1δ and β = c2δ lead to the estimates (2.4) and (2.5). 
Theorem 2. Let K : X → Y be an injective compact operator with dense range in Y . Let K xˆ = y with xˆ ∈ X, y ∈ Y , yδ ∈ Y such
that ‖y− yδ‖ ≤ δ < ‖yδ‖. Let x(α, β) be the unique solution of Eq. (2.3). Then x(α, β) and Hx(α, β) depend continuously on α
and β , and the following assertions hold:
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(1) The mapping (α, β) → ‖x(α, β)‖ is monotonously nonincreasing with respect to α and
lim
α→+∞ ‖x(α, β)‖ = 0.
The mapping (α, β) → ‖Hx(α, β)‖ is monotonously nonincreasing with respect to β and
lim
β→+∞ ‖Hx(α, β)‖ = 0.
(2) Kx(α, β)− yδ depends continuously on α and β , and
lim
α→0,β→0 Kx(α, β) = y
δ.
(3) limα→0,β→0 α‖x(α, β)‖2 = 0, limα→0,β→0 β‖Hx(α, β)‖2 = 0.
Proof. Noting that x(α, β) is the solution of Eq. (2.3), we conclude for any α1 > 0, α2 > 0 and β1 > 0, β2 > 0 that
α1[x(α1, β1)− x(α2, β2)] + β1H2 (x(α1, β1)− x(α2, β2))+ K ∗K (x(α1, β1)− x(α2, β2))
+ (α1 − α2)x(α2, β2)+ (β1 − β2)H2x(α2, β2) = 0. (2.8)
Multiplication by x(α1, β1)− x(α2, β2) yields
α1‖x(α1, β1)− x(α2, β2)‖2
≤ (α2 − α1)⟨x(α2, β2), x(α1, β1)− x(α2, β2)⟩ + (β2 − β1)⟨H2x(α2, β2), x(α1, β1)− x(α2, β2)⟩
≤ |α2 − α1|‖x(α2, β2)‖ + |β2 − β1|‖H2x(α2, β2)‖ ‖x(α1, β1)− x(α2, β2)‖, (2.9)
i.e.,
α1‖x(α1, β1)− x(α2, β2)‖ ≤ |α2 − α1|‖x(α2, β2)‖ + |β2 − β1|‖H2x(α2, β2)‖,
which means that x(α, β) depends continuously on α and β .
Combining the identity (2.8) with the conditions (a)–(b) of operator H , we have
β1‖Hx(α1, β1)− Hx(α2, β2)‖2
≤ (α2 − α1)⟨x(α2, β2), x(α1, β1)− x(α2, β2)⟩ + (β2 − β1)⟨H2x(α2, β2), x(α1, β1)− x(α2, β2)⟩
≤ |α2 − α1|‖x(α2, β2)‖ ‖x(α1, β1)− x(α2, β2)‖ + |β2 − β1|‖Hx(α2, β2)‖ ‖Hx(α1, β1)− Hx(α2, β2)‖. (2.10)
Since a2 ≤ ab+ c2 indicates that a ≤ b+ c when a, b, c ≥ 0, the inequality (2.10) means that
‖Hx(α1, β1)− Hx(α2, β2)‖ ≤ |β2 − β1|‖Hx(α2, β2)‖
β1
+

|α2 − α1|‖x(α2, β2)‖ ‖x(α1, β1)− x(α2, β2)‖
β1
.
From the continuity of x(α, β), we know immediately that Hx(α, β) depends continuously on α and β .
(1) Let α1 < α2, β1 = β2 = β . From (2.9), we know that
(α2 − α1)⟨x(α2, β), x(α1, β)− x(α2, β)⟩ ≥ 0.
Hence, ‖x(α2, β)‖ ≤ ‖x(α1, β)‖. This proves that the mapping (α, β) → ‖x(α, β)‖ is monotonously nonincreasing with
respect to α. The monotonicity of ‖Hx(α, β)‖with respect to β can be proven analogously.
Since x(α, β) is the minimizer of (2.2), one gets
α‖x(α, β)‖2 ≤ J(α, β; x(α, β)) ≤ J(α, β; 0) = ‖yδ‖2
and
β‖Hx(α, β)‖2 ≤ J(α, β; x(α, β)) ≤ J(α, β; 0) = ‖yδ‖2.
The above two inequalities yield that
lim
α→+∞ ‖x(α, β)‖ = 0 and limβ→+∞ ‖Hx(α, β)‖ = 0.
(2) The continuity of the quantity (Kx(α, β)− yδ) on the variables α and β is obtained immediately from the continuity
of x(α, β). Let ε > 0. Since the range K(X) is dense in Y , there exists x∗ ∈ X with ‖Kx∗− yδ‖2 ≤ ε2/3. Choosing α0, β0 such
that α0‖x∗‖2 ≤ ε2/3, β0‖Hx∗‖2 ≤ ε2/3, we have
‖Kx(α, β)− yδ‖2 ≤ J(α, β; x(α, β)) ≤ J(α, β; x∗) ≤ ε2,
for all α < α0 and β < β0. Therefore,
lim
α→0,β→0 Kx(α, β) = y
δ.
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(3) From the above proof, for every α < α0 and β < β0 we know that
α‖x(α, β)‖2 ≤ J(α, β; x(α, β)) ≤ J(α, β; x∗) ≤ ε2
and
β‖Hx(α, β)‖2 ≤ J(α, β; x(α, β)) ≤ J(α, β; x∗) ≤ ε2.
Therefore,
lim
α→0,β→0α‖x(α, β)‖
2 = 0 and lim
α→0,β→0β‖Hx(α, β)‖
2 = 0. 
The following statement that we need for our analysis can be seen in [20].
Lemma 1 ([20]). The regularization solution x(α, β) is infinitely differentiable at every α, β > 0. The partial derivative w :=
∂n
∂αn x(α, β) ∈ X solves the following equation
αw + βH2w + K ∗Kw = −n ∂
n−1
∂αn−1
x(α, β), (2.11)
while the partial derivative z := ∂n
∂βn x(α, β) ∈ X solves the equation
αz + βH2z + K ∗Kz = −nH2 ∂
n−1
∂βn−1
x(α, β). (2.12)
3. The damped Morozov discrepancy principle
In the sequel, we are devoted to the a posteriori choice of the regularization parameters α, β based on a dampedMorozov
discrepancy principle for themulti-parameter Tikhonov regularizationmethod. For the convenience of writing and reading,
we sometimes denote the two regularization parameters α and β as a pair of (α, β).
The damped Morozov discrepancy principle for the multi-parameter regularization is to choose a regularization
parameter set (α, β) satisfying that
‖Kx(α, β)− yδ‖2 + αγ ‖x(α, β)‖2 + βκ‖Hx(α, β)‖2 − cδ2 = 0, (3.1)
where c ≥ 1 is a constant, γ > 1 and κ > 1 are called the damped coefficients. Obviously, if we choose γ = +∞ and
κ = +∞ for α, β ∈ (0, 1), the damped principle (3.1) becomes the standard Morozov discrepancy principle which has
been considered for looking for multiple regularization parameters in [20].
Provided that cδ2 < ‖yδ‖2, Eq. (3.1) is solvable, but not unique, since by the previous theorem there have
lim
α→+∞
‖Kx(α, β)− yδ‖2 + αγ ‖x(α, β)‖2 + βκ‖Hx(α, β)‖2 ≥ ‖yδ‖2 > cδ2 (3.2)
and
lim
α,β→0
‖Kx(α, β)− yδ‖2 + αγ ‖x(α, β)‖2 + βκ‖Hx(α, β)‖2 = 0 < cδ2. (3.3)
For the damped principle (3.1), we does not obtain the optimal order estimate for the regularization solution x(α, β).
However, the optimal order estimate of x(α, β) for the standard discrepancy principle was established in [20]; and we
introduce it here as follows.
Let {Xr}r∈R is induced by the operator H : X → X , where Xr is the completion ofD(Hr)with respect to the Hilbert space
norm ‖x‖r = ‖Hrx‖ and r ∈ R. Furthermore, the operator H satisfies the following hypotheses.
Hypothesis I. For any x ∈ X , there exist positive constantsm and a such that
m‖H−ax‖ ≤ ‖Kx‖. (3.4)
Hypothesis II. There exist positive constantsM and p such that
xˆ ∈ WM,p := {x ∈ X | ‖x‖p ≤ M}, (3.5)
which implies that xˆ = H−pv with v ∈ X and ‖xˆ‖ ≤ M .
The first hypothesis is called the link condition, characterizes the smoothing properties of the operator K relative to the
operator H−1; the second characterizes the smoothness of the solution xˆ. Under the above two hypotheses, we can obtain
the following estimate that has been proven in [20].
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Lemma 2. Let K xˆ = y, xˆ ∈ X, y ∈ Y , yδ ∈ Y with ‖y − yδ‖ ≤ δ. Let x(α, β) be the regularization solution of Kx = yδ . Then
under the Hypotheses I and II one has
‖x(α, β)− xˆ‖ ≤ (2E)a/(a+p)

(
√
c + 1)δ
m
p/(p+a)
= O(δp/(p+a)), (3.6)
for p ∈ [1, a], and for every (α, β) satisfying the standard Morozov discrepancy principle.
4. The model function method
As is well known, the choice of multiple regularization parameters is a crucial and challenging issue for the multi-
parameter Tikhonov regularization [14,17,20]. To authors’ knowledge, the damped discrepancy principle (3.1) has been
never discussed in the multi-parameter regularization context, while the standard one has been considered in [20,21]. At
the same time, we find from the results in [5–8] that themodel function approximation of the single-parameter discrepancy
principle has led to efficient iteration algorithms for determining a single regularization parameter. Therefore, we consider
choosing multiple regularization parameters based on the damped Morozov discrepancy principle (3.1) by the model
function in this section.
4.1. The optimal function and its properties
For fixed α and β , denote by F(α, β) the minimum of the regularization functional (2.2), i.e.
F(α, β) := min
x∈X J(α, β; x) = α‖x(α, β)‖
2 + β‖Hx(α, β)‖2 + ‖Kx(α, β)− yδ‖2.
From now on, we call F(α, β) the optimal function of the regularization functional J(α, β; x). The optimal function F(α, β)
will play an important role in developing new model functions and their corresponding algorithms. In this subsection, we
collect some properties of the optimal function.
Theorem 3. The optimal function F(α, β) is continuous everywhere and monotonically nondecreasing with respect to α and β ,
respectively.
Proof. The continuity of F(α, β) is a direct consequence of Theorem 2.
Next, we show themonotonicity of the optimal function F(α, β). Let α1 ≤ α2, β1 ≤ β2, for any x ∈ X , from the definition
of the function F(α, β)we have
F(α1, β1) ≤ J(α1, β1; x) = α1‖x‖2 + β1‖Hx‖2 + ‖Kx− yδ‖2
≤ α2‖x‖2 + β2‖Hx‖2 + ‖Kx− yδ‖2
= J(α2, β2; x).
Taking the minimum of the last above term J(α2, β2; x)with respect to x yields F(α1, β1) ≤ F(α2, β2). 
Lemma 3 ([20]). The first derivatives of the optimal function F(α, β) are given by
∂F(α, β)
∂α
= ‖x(α, β)‖2, ∂F(α, β)
∂β
= ‖Hx(α, β)‖2. (4.1)
Based on the definition of F(α, β) and Lemma 3, discrepancy equation (3.1) is rewritten as
G(α, β) := F(α, β)− (α − αγ ) ∂F(α, β)
∂α
− (β − βκ) ∂F(α, β)
∂β
− cδ2 = 0. (4.2)
We call Eq. (4.2) as the F(α, β)-version equation of the multi-parameter discrepancy principle, and call G(α, β) as the
discrepancy function. Apparently, discrepancy equation (4.2) is implicit and nonlinear since the optimal function F(α, β) is
implicit andnonlinearwith respect toα andβ . At the same time, theremaybehavemanypairs (α, β) that satisfy discrepancy
equation (4.2) [20]. Subsequently, how to solve this nonlinear equation (4.2) effectively is the major difficulty for choosing
the multiple parameters (α, β), which is more difficult than the case for determining the single regularization parameter.
If we solve nonlinear equation (4.2) to obtain the parameter α by the Newton method, both ∂F(α,β)
∂α
and ∂
2F(α,β)
∂2α
are
required. Thus we must solve x(α, β) from (2.3) and then solve ∂x(α,β)
∂α
from (2.11). It is similar to obtaining the parameter
β by the Newton method. However, we do not need ∂
2F(α,β)
∂2α
and ∂
2F(α,β)
∂2β
in the model function method. Hence, the amount
of computation is lessened. On the other hand, the Newton method converges only locally, and it must start with some
appropriate initial values. This is certainly not practical inmost applications. In the sequel, we show that ourmodel function
method can overcome the above drawbacks, and leads to efficient iteration algorithms for choosing multiple regularization
parameters.
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4.2. Model functions
The idea of the model function method is to construct a locally approximate function of F(α, β)with some constants to
be updated at each iteration. This approximate function has an explicit expression, denoted by m(α, β), which we call the
model function of F(α, β). Then the exact discrepancy equation (4.2) is approximated by a simple equation
m(α, β)− (α − αγ ) ∂m(α, β)
∂α
− (β − βκ) ∂m(α, β)
∂β
− cδ2 = 0, (4.3)
which can be solved in a more practical and global convergent manner.
Multiplying the normal equation (2.3) with x(α, β), we have
α‖x(α, β)‖2 + β‖Hx(α, β)‖2 + ‖Kx(α, β)‖2 = ⟨yδ, Kx(α, β)⟩.
Then, by simple computation we obtain
F(α, β) = α‖x(α, β)‖2 + β‖Hx(α, β)‖2 + ⟨Kx(α, β)− yδ, Kx(α, β)− yδ⟩
= α‖x(α, β)‖2 + β‖Hx(α, β)‖2 + ‖Kx(α, β)‖2 + ‖yδ‖2 − 2⟨yδ, Kx(α, β)⟩
= ‖yδ‖2 − ‖Kx(α, β)‖2 − α‖x(α, β)‖2 − β‖Hx(α, β)‖2. (4.4)
Therefore, from Lemma 3 the optimal function satisfies the differential equation
F(α, β) = ‖yδ‖2 − ‖Kx(α, β)‖2 − α ∂F
∂α
− β ∂F
∂β
. (4.5)
By assuming that ‖Kx(α, β)‖2 ≈ T‖x(α, β)‖2, a model function was presented in [20] as follows
m(α, β) = ‖yδ‖2 + C
α + T +
D
β
, (4.6)
which we call the hyperbolic model function of two variables in terms of its expression, where C,D, T are constants to be
determined. In fact,m(α, β) approximates the optimal function F(α, β) locally with the constants C,D, T to be determined
by requiring that
m(α, β)|α=u,β=v = F(α, β)|α=u,β=v,
∂m(α, β)
∂α
|α=u,β=v = ∂F(α, β)
∂α
|α=u,β=v,
∂m(α, β)
∂β
|α=u,β=v = ∂F(α, β)
∂β
|α=u,β=v,
(4.7)
where u, v are approximate values of regularization parameters obtained at each iteration. This means that C,D, T depend
on u and v. We therefore use C1 := C1(u, v),D1 := D1(u, v) and T1 := T1(u, v) to re-denote C,D and T , respectively, and
rewrite the hyperbolic model function (4.6) as
Hyperbolic model function I:m1(α, β) = ‖yδ‖2 + C1
α + T1 +
D1
β
, (4.8)
where
C1 = C1(u, v) = −
‖Kx(u, v)‖2 + u‖x(u, v)‖22
‖x(u, v)‖2 ,
D1 = D1(u, v) = −u2‖Hx(u, v)‖2, T1 = T1(u, v) = ‖Kx(u, v)‖
2
‖x(u, v)‖2 .
Here, the values of C1,D1 and T1 are obtained from system (4.7).
Applying the techniques presented in [8] analogously, we obtain not only the second hyperbolic model function but
also the linear model function, the exponential model function and the logarithmic model function. And, these new model
functions obtained locally at the point (u, v) are as follows.
Hyperbolic model function II:m2(α, β) = T2 + C2
α
+ D2
β
, (4.9)
Linear model function:m3(α, β) = T3 + C3α + D3β, (4.10)
Exponential model function:m4(α, β) = T4 + C4e− αu + D4e− βv , (4.11)
Logarithmic model function:m5(α, β) = T5 + C5 lnα + D5 lnβ, (4.12)
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where Ci = Ci(u, v),Di = Di(u, v), Ti = Ti(u, v), i = 2, 3, 4, 5. It can be easily verified that these new model functions
satisfy differential equation (4.3) that approximates the exact discrepancy equation (4.2). Substituting mi(α, β), i =
2, 3, 4, 5 form(α, β) in system (4.7), we have
C2 = −u2‖x(u, v)‖2, D2 = −v2‖Hx(u, v)‖2, T2 = ‖yδ‖2 − ‖Kx(u, v)‖2,
C3 = ‖x(u, v)‖2, D3 = ‖Hx(u, v)‖2, T3 = ‖Kx(u, v)− yδ‖2,
C4 = −eu‖x(u, v)‖2, D4 = −ev‖Hx(u, v)‖2, T4 = ‖yδ‖2 − ‖Kx(u, v)‖2,
C5 = u‖x(u, v)‖2, D5 = v‖Hx(u, v)‖2, T5 = F(u, v)− C5 ln u− D5 ln v.
Another important property of the model functions mi(α, β), i = 1, . . . , 5 is given by the next theorem, which can be
verified easily by direct computation.
Theorem 4. For α, β ∈ (0,+∞), the first- and second-order partial derivatives of the model functions mi(α, β), i = 1, . . . , 5
satisfy that
∂mi
∂α
> 0,
∂2mi
∂α2
≤ 0, ∂mi
∂β
≥ 0, ∂
2mi
∂β2
≤ 0, ∂
2mi
∂α∂β
= ∂
2mi
∂β∂α
= 0.
4.3. Model function algorithms
Replacing the optimal function F(α, β)with onemodel functionmi(α, β) in (4.2), we get a locally approximate Morozov
discrepancy equation
Gi(α, β) := mi(α, β)− (α − αγ ) ∂mi(α, β)
∂α
− (β − βκ) ∂mi(α, β)
∂β
− cδ2 = 0. (4.13)
Then, the model function method is to construct an iterative procedure that can generate a pair sequence of regularization
parameters denoted as {(αk, βk)}, and the sequence {(αk, βk)} will converge to a pair (α∗, β∗) which is the solution of the
exact Morozov discrepancy equation (4.2). First, we give a basic algorithm for choosing the regularization parameters by the
proposed model functions, and label it by Algorithm 1.
Algorithm 1 The model function algorithm for choosing regularization parameters.
Given α0 > 0, β0 > 0, ε1 > 0, ε2 > 0, and set k = 0. Fixed a model function mi(α, β) with Ci = Ci(u, v),Di =
Di(u, v), Ti = Ti(u, v) to be determined.
Step 1. Solve (αkI + βkH2 + K ∗K)x = K ∗yδ for x(αk, βk).
Step 2. Compute Gi(αk, βk), where Ci = Ci(αk, βk), Di = Di(αk, βk), Ti = Ti(αk, βk).
Step 3. If Gi(α0, β0)Gi(αk, βk) ≤ 0, then goto Step 8; otherwise, solve the approximate Morozov discrepancy equation
Gi(α, βk) = 0 for αk+1.
Step 4. Solve (αk+1I + βkH2 + K ∗K)x = K ∗yδ for x(αk+1, βk).
Step 5. Compute Gi(αk+1, βk), where Ci = Ci(αk+1, βk),Di = Di(αk+1, βk), Ti = Ti(αk+1, βk).
Step 6. If Gi(α0, β0)Gi(αk+1, βk) ≤ 0, then αk = αk+1 and goto Step 8; otherwise, solve the approximate Morozov
discrepancy equation Gi(αk+1, β) = 0 for βk+1.
Step 7. If |αk+1 − αk|/αk+1 < ε1 and |βk+1 − βk|/βk+1 < ε2, then αk = αk+1, βk = βk+1, and goto Step 8; otherwise, set
k := k+ 1 and goto Step 1.
Step 8. Stop and return αk, βk and x(αk, βk).
To discuss the convergence of the above algorithm and the following model function algorithms, we restrict α ∈ (0, 1]
and β ∈ (0, 1] which are sufficient certainly for practical applications. Furthermore, we provide that cδ2 < F(1, 1) which
suggest that the Morozov equation (3.1) is solvable due to the fact (3.3).
Theorem 5. Let α ∈ (0, 1], β ∈ (0, 1], γ > 1, κ > 1. Then the following conclusions hold:
(1) Let G(αk, βk) > 0. If αk+1 is a solution of the equation Gi(α, βk) = 0, then αk+1 < αk.
(2) Let G(αk+1, βk) > 0. If βk+1 be a solution of the equation Gi(αk+1, β) = 0. Then βk+1 < βk.
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Proof. (1) Note that
Gi(α, βk) = mi(α, βk)− (α − αγ ) ∂mi(α, βk)
∂α
− (βk − βκk )
∂mi(α, βk)
∂β
− cδ2,
and define f (α) := Gi(α, βk). Then, from Theorem 4 we obtain
f ′(α) = γαγ−1 ∂mi(α, βk)
∂α
− (α − αγ ) ∂
2mi(α, βk)
∂α2
> 0
for α ∈ (0, 1] and γ > 1, which shows that f (α) is monotonically increasing. On the other hand, we can easily verify that
Gi(αk, βk) = G(αk, βk) from (4.7). This fact yields f (αk) > 0, immediately. Hence, we have αk+1 < αk because f (αk+1) = 0.
(2) Defining g(β) := Gi(αk+1, β), we can analogously prove that g ′(β) ≥ 0 for β ∈ (0, 1] and κ > 1, thus obtain that
βk+1 < βk while G(αk+1, βk) > 0. 
Next, we first discuss the solvability of the approximate Morozov equations Gi(α, βk) = 0 and Gi(αk+1, β) = 0 in
Algorithm 1, and then propose an improved algorithm to determine multiple regularization parameters. Here, we mainly
investigate the cases related to the second hyperbolic model function (4.9) and the linear model function (4.10).
For the second hyperbolic model function (4.9), in Algorithm 1 one has
G2(α, βk) = m2(α, βk)+ 1− α
γ−1
α
C2 + 1− β
κ−1
k
βk
D2 − cδ2
= T2 + 2− α
γ−1
α
C2 + 2− β
κ−1
k
βk
D2 − cδ2. (4.14)
Since C2 = −α2k‖x(αk, βk)‖2 < 0, then limα→0 G2(α, βk) = −∞. On the other hand, we know from the proof of Theorem 5
that G2(α, βk) is monotonically increasing for α ∈ (0, 1]. Therefore, there exists a unique solution of G2(α, βk) = 0 when
G2(αk, βk) > 0. Similarly, we can also show that the equation G2(αk+1, β) = 0 has a unique solution if G2(αk+1, βk) > 0.
However, the approximate Morozov equations G2(α, βk) = 0 (G2(αk+1, β) = 0)may not have a unique solution in (0, 1) if
G(αk, βk) < 0 (G(αk+1, βk) < 0). Based on these analyses, we see that the approximate Morozov equations equipped with
the second hyperbolic model function are globally solvable from above, while locally solvable from below. In this case, we
call that the approximate Morozov equations are locally solvable in total.
For the linear model function (4.10), in Algorithm 1 we have
G3(α, βk) = m3(α, βk)− (α − αγ )‖x(αk, βk)‖2 − (βk − βκk )‖Hx(αk, βk)‖2 − cδ2
= ‖Kx(αk, βk)− yδ‖2 + αγ ‖x(αk, βk)‖2 + βκk ‖Hx(αk, βk)‖2 − cδ2. (4.15)
Based on the results of Theorem 2, we know that G3(0, βk) < 0 when βk are very close to zero. Thus, the monotonicity
of G3(α, βk) indicates immediately that there exist a unique solution of G3(α, βk) = 0 if G3(αk, βk) > 0. Assuming
that G3(αk+1, βk) > 0, we can analogously show that the approximate Morozov equation G3(αk+1, β) = 0 is uniquely
solvable when αk+1 are small enough. It suggests that the approximation Morozov equation may not have a solution when
G3(αk, βk) > 0 or G3(αk+1, βk) > 0. On the contrary, we can easily prove that there is always a unique solution of
G3(α, βk) = 0 (Gk(αk+1, β) = 0) if G3(αk, βk) < 0 (G3(αk+1, βk) < 0). Therefore, the approximate Morozov equations
equipped with the linear model function are locally solvable from above, but globally solvable from below. That is, the
approximate Morozov equations equipped with the linear model function are also locally solvable in total.
Similarly, we find that the approximate Morozov equations equipped with the first hyperbolic model function (4.8)
and the exponential model function (4.11) are also locally solvable in total. Especially, the approximate Morozov equation
G1(α, βk) = 0 for the first hyperbolicmodel is locally solvable fromabove and frombelow,while the equationG1(αk+1, β) =
0 is globally solvable from above and locally solvable from below; the approximate Morozov equations equipped with
the exponential model function are locally solvable from above and from below. The approximate Morozov equations
equipped with the logarithmic model function are globally solvable in total. Unfortunately, the numerical performance for
the logarithmic model function is worse than others in our numerical examples.
Based on the above solvable results and the practical restrictions α ∈ (0, 1] and β ∈ (0, 1], we obtain more refined
convergence results of multiple regularization parameters generated by Algorithm 1 for the second hyperbolic model
function or the logarithmic model function.
Theorem 6. Let the stop criterion |αk+1−αk|/αk+1 < ε1 and |βk+1−βk|/βk+1 < ε2 be omitted in Algorithm1. If the initial values
α0 ∈ (0, 1], β0 ∈ (0, 1] are given such that G(α0, β0) > 0, the sequences {αk} and {βk} generated by Algorithm 1 equipped
with the second hyperbolicmodel function or the logarithmicmodel function are either finite and terminate at a pair (αk, βk)
satisfying that Gi(αk, βk) ≤ 0 or at a pair (αk+1, βk) satisfying that Gi(αk+1, βk) ≤ 0, i = 2, 5, or infinite and converge to the
limit α∗ and the limit β∗ that meet G(α∗, β∗) = 0, respectively.
Proof. We only give the proof for the case of the second hyperbolic model function. The case for the logarithmic model
function can be proven analogously.
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The unique existence of the sequences {αk} and {βk} is easily derived from the above solvability for the second hyperbolic
model function and the monotonicity of the approximate Morozov function presented in the proof of Theorem 5. And, the
sequences {αk} and {βk} are monotonically decreasing and are bounded from below by zero. Thus, there exist two constants
α∗ and β∗ such that αk → α∗ and βk → β∗ if G2(αk, βk) ≤ 0 and G2(αk+1, βk) ≤ 0 are never reached. Then, we only need
to prove that G(α∗, β∗) = 0.
We note that the approximate discrepancy equation G2(α, β) depends on the coefficients C2 = C2(u, v),D2 = D2(u, v)
and T2 = T2(u, v) that are updated by the values of u, v. Therefore, we denote that G2(u, v;α, β) := G2(α, β). Moreover,
from the expressions of C2,D2, T2 and Theorem 2 it follows that G2(u, v;α, β) is a continuous function of variables u and v.
On the other hand, G2(u, v;α, β) is also continuous with respect to α and β . From the construction of the model function
we know that
G2(αk, βk;αk, βk) = G(αk, βk),
which suggest that G2(α∗, β∗;α∗, β∗) = G(α∗, β∗) as k → ∞. Note that G2(αk, βk;αk+1, βk) = 0 due to the definition of
αk+1, we derive from the continuity of the function G2(u, v;α, β) that
lim
k→+∞G2(αk, βk;αk, βk) = limk→+∞G2(αk, βk;αk+1, βk) = 0.
Hence, we prove that G(α∗, β∗) = 0. 
Remark 1. Assuming that there exists a positive constant ρ such that ρ‖x(α, β)‖ ≤ ‖Hx(α, β)‖, and considering multiple
regularization parameters in (0,+∞), we can prove that the following result holds.
Let the stop criterion |αk+1 − αk|/αk+1 < ε1 and |βk+1 − βk|/βk+1 < ε2 be omitted in Algorithm 1. If the initial values
α0 ∈ (0,+∞), β0 ∈ (0,+∞) are given such that G(α0, β0) < 0, the sequences {αk} and {βk} generated by Algorithm
1 equipped with the linear model function are either finite and terminate at a pair (αk, βk) satisfying that G3(αk, βk) ≥ 0
or at a pair (αk+1, βk) satisfying that G3(αk+1, βk) ≥ 0, or infinite and converge to the limit α♮ and the limit β♮ that meet
G(α♮, β♮) = 0, respectively.
Assume that (α♯, β♯) ∈ (0, 1] × (0, 1] satisfies that G(α♯, β♯) = 0. Let αk = α♯ for k = 1, 2, . . . in Algorithm 1. Then,
the sequence {βk} can be generated by Algorithm 1 equipped with the first or the second hyperbolic model function, if
these steps (Step 1 to Step 3) for updating αk are omitted and use αk = α♯ for all k = 1, 2, . . . . It follows directly from
Theorem 6 that in this case one has the following convergence result (Corollary 1). The similar result for the first hyperbolic
model function, which has been presented under the standard Morozov discrepancy principle in [20], is a special case of
Corollary 1.
Corollary 1. Let αk = α♯ for k = 1, 2, . . . , and the stop criterion |βk+1 − βk|/βk+1 < ε1 be omitted in Algorithm 1.
If the initial values β0 ∈ (0, 1] are given such that G(α♯, β0) > 0, the sequence {βk} generated by Algorithm 1 equipped
with the first or the second hyperbolic model function is either finite and terminate at some βk satisfying that Gi(α♯, βk) ≤
0, i = 1, 2, or infinite and converge to β♯ as k →∞.
If we choose the initial values (α0, β0) such that Gi(α0, β0) > 0, we know from the above results that the Algorithm 1 is
globally convergent for the second hyperbolic model function (4.9), while locally convergent for the linear model function
(4.10). That is, Algorithm 1 equipped with the linear model function maybe break since the approximation discrepancy
equation has no solution when G3(αk, βk) > 0 or G3(αk+1, βk) > 0. However, we hope that the iteration starts from some
large regularization parameters and then treatmore stable least square problems from the viewpoint of computation, which
imply that G(αk, βk) > 0. To achieve our aim, we present a relaxation strategy for the linearmodel function in the following.
Here, we only investigate the case of G3(α, βk). The case of G3(αk+1, β) can be discussed analogously. Assumingwithout loss
of generality that G(αk, βk) > 0, we introduce the following relaxation form of the approximation discrepancy equation
Gˆ3(α, βk) := G3(α, βk)+ λk [G3(α, βk)− G3(αk, βk)] = 0, (4.16)
where the relaxation factor λk is determined by requiring that Gˆ3(0, βk) = −σˆ |G3(0, βk)|, σˆ ∈ (0, 1), i.e.,
λk = G3(0, βk)+ σˆ |G3(0, βk)|G3(αk, βk)− G3(0, βk) .
According to the increasing monotonicity of G3(α, βk), we know that Gˆ3(α, βk) is also increasingly monotone from the fact
of 1 + λk > 0, immediately. Obviously, Gˆ3(αk, βk) = G3(αk, βk). Therefore, Gˆ3(α, βk) = 0 has always a unique solution
when G3(αk, βk) > 0. In the following, an improved algorithm is stated by using the relaxation form of the approximate
discrepancy equation and labeled by Algorithm 2. Although the relaxation strategy is only discussed on the linear model
function, it can be also applied to the exponential model function.
Theorem 7. Let α ∈ (0, 1], β ∈ (0, 1], γ > 1, κ > 1. Then the following conclusions hold in Algorithm 2.
(1) Let G(αk, βk) > 0. Then there exists a unique solutionαk+1 of the equation Gˆi(α, βk) = 0 for i = 3, 4, and0 < αk+1 < αk.
(2) Let G(αk+1, βk) > 0. Then there exists a unique solution βk+1 of the equation Gˆi(αk+1, β) = 0 for i = 3, 4, and
0 < βk+1 < βk.
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Algorithm 2 The improved algorithm form3(α, β) orm4(α, β).
Given α0 > 0, β0 > 0, ε1 > 0, ε2 > 0, σˆ ∈ (0, 1), and set k = 0. Fixed a model function mi(α, β) with Ci =
Ci(u, v),Di = Di(u, v), Ti = Ti(u, v).
Step 1. Solve (αkI + βkH2 + K ∗K)x = K ∗yδ for x(αk, βk).
Step 2. Compute Gi(αk, βk) and Gi(0, βk), where Ci = Ci(αk, βk),Di = Di(αk, βk), Ti = Ti(αk, βk).
Step 3. If Gi(α0, β0)Gi(αk, βk) ≤ 0, then goto Step 8; otherwise, solve for αk+1 the relaxation discrepancy equation
Gˆi(α, βk) := Gi(α, βk)+ λk,1 [Gi(α, βk)− Gi(αk, βk)] = 0, (4.17)
where
λk,1 = Gi(0, βk)+ σˆ |Gi(0, βk)|Gi(αk, βk)− Gi(0, βk) .
Step 4. Solve (αk+1I + βkH2 + K ∗K)x = K ∗yδ for x(αk+1, βk).
Step 5. Compute Gi(αk+1, βk) and Gi(αk+1, 0), where Ci = Ci(αk+1, βk),Di = Di(αk+1, βk), Ti = Ti(αk+1, βk).
Step 6. If Gi(α0, β0)Gi(αk+1, βk) ≤ 0, then αk = αk+1 and goto Step 8; otherwise, solve for βk+1 the relaxation discrepancy
equation
Gˆi(αk+1, β) := Gi(αk+1, β)+ λk,2 [Gi(αk+1, β)− Gi(αk+1, βk)] = 0, (4.18)
where
λk,2 = Gi(αk+1, 0)+ σˆ |Gi(αk+1, 0)|Gi(αk+1, βk)− Gi(αk+1, 0) .
Step 7. If |αk+1 − αk|/αk+1 < ε1 and |βk+1 − βk|/βk+1 < ε2, then αk = αk+1, βk = βk+1, and goto Step 8; otherwise, set
k := k+ 1 and goto Step 1.
Step 8. Stop and return αk, βk and x(αk, βk).
The above theorem can be proven analogously as Theorem 5 and thus omitted.
Theorem 8. Let the stop criterion |αk+1−αk|/αk+1 < ε1 and |βk+1−βk|/βk+1 < ε2 be omitted in Algorithm2. If the initial values
α0 ∈ (0, 1], β0 ∈ (0, 1] are given such that G(α0, β0) > 0, the sequences {αk} and {βk} generated by Algorithm 2 equipped
with the linear model function or the exponential model function are either finite and terminate at a pair (αk, βk) satisfying
that Gi(αk, βk) ≤ 0 or at a pair (αk+1, βk) satisfying that Gi(αk+1, βk) ≤ 0, i = 3, 4, or infinite and converge to the limit αĎ
and the limit βĎ that meet G(αĎ, βĎ) = 0, respectively.
Proof. Without loss of generality, we give the proof for the linear model function.
For clarity, we also denote that G3(u, v;α, β) := G3(α, β) that is a continuous function of variables u, v, α and β . From
the construction of the linear model function and the definition of the relaxation discrepancy equation, we know that
G(αk, βk) = G3(αk, βk;αk, βk) = Gˆ3(αk, βk),
and
G(αk+1, βk) = G3(αk+1, βk;αk+1, βk) = Gˆ3(αk+1, βk).
Thus, the existence, the monotonicity and the boundedness of the sequences {αk} and {βk} can be easily derived from
Theorem 7. Thus, the sequences {αk} and {βk} are infinite, and there exist two constants αĎ, βĎ in (0, 1) such that αk →
αĎ, βk → βĎ as k →∞, if G3(αk, βk) ≤ 0 and G3(αk+1, βk) ≤ 0 are never reached.
Next, it is sufficient to show that G(αĎ, βĎ) = 0. From the continuity of the discrepancy function G(α, β) and the
approximate discrepancy function G3(u, v;α, β), we obtain that
G(α∗, β∗) = lim
k→∞G(αk, βk) = limk→∞G3(αk, βk;αk, βk) = limk→∞G3(αk, βk;αk+1, βk),
which implies that in (4.17) one has
lim
k→∞(G3(αk, βk;αk+1, βk)− G3(αk, βk;αk, βk)) = 0.
On the other hand, αk+1 solves (4.17), i.e.,
G3(αk, βk;αk+1, βk)+ λk,1 [G3(αk, βk;αk+1, βk)− G3(αk, βk;αk, βk)] = 0, (4.19)
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where
λk,1 = G3(αk, βk; 0, βk)+ σˆ |G3(αk, βk; 0, βk)|G3(αk, βk;αk, βk)− G3(αk, βk; 0, βk) .
The direct computation yields
G3(αk, βk;αk, βk)− G3(αk, βk; 0, βk) = αγk ‖x(αk, βk)‖2.
Obviously, λk,1 is convergent as αk → α∗, βk → β∗ since the continuity of G3(u, v;α, β) and the continuity of ‖x(αk, βk)‖2.
Now we take k →∞ in Eq. (4.19) and conclude that G(αĎ, βĎ) = 0. 
As we know, we must solve two regularized equations at each iteration in Algorithms 1 and 2 which requires a large
computational cost. Hence, the authors of [20] suggest that the regularization parameter α is updated by the form αk+1 =
ωαk in the iteration, where ω ∈ (0, 1) is a constant. Applying this updated strategy for α, we obtain the following practical
algorithms of Algorithms 1 and 2. The convergence results for the practical algorithms are similar to those of Algorithms 1
and 2, and the proofs are also similar and thus omitted.
Algorithm 3 The practical algorithm of Algorithm 1.
Given α0 > 0, β0 > 0, ε1 > 0, ε2 > 0, and set k = 0. Fixed a model function mi(α, β) with Ci = Ci(u, v),Di =
Di(u, v), Ti = Ti(u, v) to be determined.
Step 1. Solve (αkI + βkH2 + K ∗K)x = K ∗yδ for x(αk, βk).
Step 2. Compute Gi(αk, βk), where Ci = Ci(αk, βk),Di = Di(αk, βk), Ti = Ti(αk, βk).
Step 3. If Gi(α0, β0)Gi(αk, βk) ≤ 0, then goto Step 6; otherwise, solve the approximate Morozov discrepancy equation
Gi(αk, β) = 0 for βk+1.
Step 4. αk+1 = ωαk, where ω ∈ (0, 1) is a fixed constant.
Step 5. If |αk+1 − αk| < ε1 or |βk+1 − βk|/βk+1 < ε2, thenαk = αk+1,βk = βk+1, and goto Step 6; otherwise, set k := k+1
and goto Step 1.
Step 6. Stop and return αk, βk and x(αk, βk).
Algorithm 4 The practical algorithm of Algorithm 2.
Given α0 > 0, β0 > 0, ε1 > 0, ε2 > 0, σˆ ∈ (0, 1) and set k = 0. Fixed a model function mi(α, β) with
Ci = Ci(u, v),Di = Di(u, v), Ti = Ti(u, v).
Step 1. Solve (αkI + βkH2 + K ∗K)x = K ∗yδ for x(αk, βk).
Step 2. Compute Gi(αk, βk) and Gi(αk, 0), where Ci = Ci(αk, βk),Di = Di(αk, βk), Ti = Ti(αk, βk).
Step 3. If Gi(α0, β0)Gi(αk, βk) ≤ 0, then goto Step 6; otherwise, solve for βk+1 the relaxation discrepancy equation
Gˆi(αk, β) := Gi(αk, β)+ λk [Gi(αk, β)− Gi(αk, βk)] = 0, (4.20)
where
λk = Gi(αk, 0)+ σˆ |Gi(αk, 0)|Gi(αk, βk)− Gi(αk, 0) .
Step 4. αk+1 = ωαk, where ω ∈ (0, 1) is a fixed constant.
Step 5. If |αk+1 − αk| < ε1 or |βk+1 − βk|/βk+1 < ε2, thenαk = αk+1,βk = βk+1, and goto Step 6; otherwise, set k := k+1
and goto Step 1.
Step 6. Stop and return αk, βk and x(αk, βk).
Remark 2. Since the regularization parameter β is a denominator of the hyperbolic model functions, we cannot use these
hyperbolic model functions in the relaxation model algorithms (Algorithms 2 and 4). Obviously, we also cannot use the
logarithmic model function in the relaxation model algorithms.
Remark 3. Obviously, we can obtain another type of practical algorithms by using the form βk+1 = ωβk to update β and
using themodel functionmethod to update α. However, our numerical experiments show that Algorithms 3 and 4 are more
stable and efficient than those practical algorithms updated β by βk+1 = ωβk. Therefore, we only adopt Algorithms 3 and 4
to determine the regularization parameters in our numerical examples.
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Table 1
Numerical results for ilaplace(n, 1) by using Algorithm 3 with the hyperbolic model function I (4.8).
δˆ γ , κ α β IS SC RE
γ = κ = ∞ 1.5625e−003 5.3184e−002 6 Gk < 0 1.3102e−002
γ = κ = 1.5 3.9063e−004 2.4634e−007 8 Gk < 0 1.3164e−001
0.01 γ = 6.5, κ = 1.5 1.1921e−008 1.4405e−002 23 |αk+1 − αk| < 10−8 1.7936e−002
γ = 1.5, κ = 6.5 3.9063e−004 1.6187e−007 8 Gk < 0 1.3170e−001
γ = κ = 6.5 1.5625e−003 5.3185e−002 6 Gk < 0 1.3102e−002
γ = 6.5, κ = 2.5 1.5625e−003 5.0108e−002 6 βk+1−βk
βk
< 0.001 1.3298e−002
γ = 6.5, κ = 3.5 1.5625e−003 5.2940e−002 6 Gk < 0 1.3114e−002
γ = κ = ∞ 1.2500e−002 7.8457e−002 3 Gk < 0 5.1174e−002
γ = κ = 1.5 3.1250e−003 2.4912e−006 5 Gk < 0 1.6274e−001
0.05 γ = 6.5, κ = 1.5 1.2500e−002 5.0140e−002 3 Gk < 0 5.9671e−002
γ = 1.5, κ = 6.5 3.1250e−003 1.6154e−006 5 Gk < 0 1.6281e−001
γ = κ = 6.5 1.2500e−002 7.8458e−002 3 Gk < 0 5.1174e−002
γ = 6.5, κ = 2.5 1.2500e−002 7.5181e−002 3 Gk < 0 5.1942e−002
γ = 6.5, κ = 3.5 1.2500e−002 7.8135e−002 3 Gk < 0 5.1249e−002
5. Numerical examples
To verify the efficiency and the stability of the model function algorithms with the damped Morozov discrepancy
principle, this section presents four examples which are integral equations of the first kind. The first three examples are
one-dimensional problems that are synthesized problems. The fourth example is a two-dimensional image deblurring that
is a more realistic problem. The discretized linear system takes the form Axˆ = b, and the data b is corrupted by noises.
We consider the approximate regularization solution x(α, β) that solves the normally linear system
(αI + βLT L+ ATA)x = ATbδ, (5.1)
where I is the identity matrix, L is a discrete approximation matrix of the first derivative operator given as follows:
L =

1 −1
1 −1
. . .
. . .
1 −1
 .
Eq. (5.1) is an approximate representation of normal Eq. (2.3) under the framework of linear algebra, where H is a matrix
defined as H = (LT L)1/2.
In all experiments we apply Algorithm 3 to the hyperbolic model function I, and apply Algorithm 4 to the linear model
function and the exponential model function. And, we take the initial regularization parameters α0 = 0.1 and β0 = 0.2,
and choose the tolerances ε1 = 10−8 and ε2 = 0.001 and the constant c = 1 in the dampedMorozov discrepancy principle.
The maximum number of steps is 100 in the iteration process.
In the numerical results showed in the following tables, we report the values of regularization parameters approximately
satisfying the Morozov equation, the iteration steps (IS) with the stop criterion (SC), and the relative error (RE) with
respect to xˆ. Here, the value of G(α0, β0) is greater than zero for all examples, i.e., G(α0, β0) > 0. Thus, the stop criterions
Gi(α0, β0)Gi(αk, βk) ≤ 0 and Gi(α0, β0)Gi(αk+1, βk) ≤ 0 are equal to Gi(αk, βk) ≤ 0 and Gi(αk+1, βk) ≤ 0. Therefore, we
use Gk for abbreviation and simplify to represent Gi(αk, βk) and Gi(αk+1, βk) in the ‘‘SC’’ column.
Remark 4. Wedonot list results of Algorithm3 for the hyperbolicmodel function II (4.9) and the logarithmicmodel function
(4.12), since we find that the results for (4.9) are the same as those for the hyperbolic model function I (4.8), and the results
for (4.12) are not satisfied.
5.1. Three one-dimensional problems
We take three functions, i.e., ilaplace(n, 1), foxgood(n) and shaw(n), from the Matlab regularization toolbox [23] to
generate three test problems of (1.1). These functions are used to generate matrices A, right-hand sides b and solutions
xˆ so that Axˆ = b is satisfied. For ilaplace(n, 1) we take n = 100 [20]; for foxgood(n) and shaw(n) we take n = 256. In all
cases, noise data bδ are generated in the form bδ = b + δˆ‖b‖e, where e is a normally random vector with mean zero and
standard deviation 1, and δˆ is the relative error level.
From Tables 1–9, we see that the damped Morozov discrepancy principle is equivalent to the standard principle (γ =
+∞, κ = +∞) when the damped coefficients are taken as γ = 6.5, κ = 6.5. While the value of the damped coefficient
γ is greater than or equal to the value of the damped coefficient κ , the damped Morozov discrepancy principle is more
stable and the relative errors of regularization solutions are smaller than other cases. Especially, the numerical results of
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Table 2
Numerical results for ilaplace(n, 1) by using Algorithm 4 with the linear model function (4.10).
δˆ γ , κ α β IS SC RE
γ = κ = ∞ – – – – –
γ = κ = 1.5 3.9063e−004 3.4094e−005 8 Gk < 0 1.1332e−001
0.01 γ = 6.5, κ = 1.5 1.5625e−003 1.8663e−004 6 Gk < 0 1.1445e−001
γ = 1.5, κ = 6.5 3.9063e−004 2.7593e−002 8 Gk < 0 1.5456e−002
γ = κ = 6.5 1.5625e−003 4.5275e−002 6 Gk < 0 1.3802e−002
γ = 6.5, κ = 2.5 3.1250e−003 7.6623e−003 5 Gk < 0 4.2926e−002
γ = 6.5, κ = 3.5 3.1250e−003 1.9941e−002 5 Gk < 0 2.8228e−002
γ = κ = ∞ – – – – –
γ = κ = 1.5 3.1250e−003 8.7483e−004 5 Gk < 0 1.2489e−001
0.05 γ = 6.5, κ = 1.5 1.2500e−002 4.7510e−003 3 Gk < 0 1.1879e−001
γ = 1.5, κ = 6.5 3.1250e−003 5.7993e−002 5 Gk < 0 5.1221e−002
γ = κ = 6.5 1.2500e−002 9.5153e−002 3 Gk < 0 4.7389e−002
γ = 6.5, κ = 2.5 1.2500e−002 2.6910e−002 3 Gk < 0 7.2338e−002
γ = 6.5, κ = 3.5 1.2500e−002 4.9825e−002 3 Gk < 0 5.9795e−002
Table 3
Numerical results for ilaplace(n, 1) by using Algorithm 4 with the exponential model function (4.11).
δˆ γ , κ α β IS SC RE
γ = κ = ∞ 1.5625e−003 9.5898e−005 6 Gk < 0 1.2462e−001
γ = κ = 1.5 3.9063e−004 2.3569e−005 8 Gk < 0 1.1827e−001
0.01 γ = 6.5, κ = 1.5 1.5625e−003 6.3058e−005 6 Gk < 0 1.2892e−001
γ = 1.5, κ = 6.5 3.9063e−004 3.5792e−005 8 Gk < 0 1.1257e−001
γ = κ = 6.5 1.5625e−003 9.5908e−005 6 Gk < 0 1.2462e−001
γ = 6.5, κ = 2.5 1.5625e−003 1.0540e−004 6 Gk < 0 1.2344e−001
γ = 6.5, κ = 3.5 1.5625e−003 9.6302e−005 6 Gk < 0 1.2457e−001
γ = κ = ∞ 1.2500e−002 5.2085e−003 3 Gk < 0 1.1618e−001
γ = κ = 1.5 3.1250e−003 4.9864e−004 5 Gk < 0 1.3660e−001
0.05 γ = 6.5, κ = 1.5 1.2500e−002 1.9154e−003 3 Gk < 0 1.4121e−001
γ = 1.5, κ = 6.5 3.1250e−003 8.4308e−004 5 Gk < 0 1.2571e−001
γ = κ = 6.5 1.2500e−002 5.2085e−003 3 Gk < 0 1.1618e−001
γ = 6.5, κ = 2.5 1.2500e−002 5.1587e−003 3 Gk < 0 1.1645e−001
γ = 6.5, κ = 3.5 1.2500e−002 5.2260e−003 3 Gk < 0 1.1608e−001
Table 4
Numerical results for foxgood(n) by using Algorithm 3 with the hyperbolic model function I (4.8).
δˆ γ , κ α β IS SC RE
γ = κ = ∞ 1.1921e−008 0 23 |αk+1 − αk| < 10−8 2.9233e+000
γ = κ = 1.5 4.8828e−005 5.2154e−009 11 Gk < 0 4.6871e−002
0.01 γ = 6.5, κ = 1.5 9.7656e−005 1.4156e−008 10 Gk < 0 2.2217e−002
γ = 1.5, κ = 6.5 4.8828e−005 5.2154e−009 11 Gk < 0 4.6871e−002
γ = κ = 6.5 9.7656e−005 1.4156e−008 10 Gk < 0 2.2217e−002
γ = 6.5, κ = 2.5 9.7656e−005 1.4156e−008 10 Gk < 0 2.2217e−002
γ = 6.5, κ = 3.5 9.7656e−005 1.4156e−008 10 Gk < 0 2.2217e−002
γ = κ = ∞ 1.1921e−008 0 23 |αk+1 − αk| < 10−8 1.5018e+001
γ = κ = 1.5 1.9531e−004 2.0862e−008 9 Gk < 0 9.1801e−002
0.05 γ = 6.5, κ = 1.5 3.9063e−004 5.6624e−008 8 Gk < 0 4.0464e−002
γ = 1.5, κ = 6.5 1.9531e−004 2.0862e−008 9 Gk < 0 9.1801e−002
γ = κ = 6.5 3.9063e−004 5.6624e−008 8 Gk < 0 4.0464e−002
γ = 6.5, κ = 2.5 3.9063e−004 5.6624e−008 8 Gk < 0 4.0464e−002
γ = 6.5, κ = 3.5 3.9063e−004 5.6624e−008 8 Gk < 0 4.0464e−002
foxgood(n) listed in Table 4 show that the damped discrepancy principle is superior to the standard principle. Therefore, the
damped Morozov discrepancy principle with γ ≥ κ such as (γ = 6.5, κ = 6.5) or (γ = 6.5, κ = 3.5) is a prior strategy for
determining the multiple regularization parameters.
Comparing results of Algorithm 4 for the linear model function to those of Algorithm 3 for the hyperbolic model function
from Tables 4, 5, 7 and 8, we observe that their convergence rate is almost same but the values of regularization parameters
of the former are larger than those of the latter. It implies that the regularization parameters determined by the linear
model function are better than those determined by the hyperbolic model function from the view of stability. In fact, it may
be instable for numerical computation if the regularization parameters are small enough, such as the case of Table 4. So, the
linear model function is the most valuable model for determining multiple regularization parameters. On the other hand,
the exponential model function is also valuable from the results for foxgood(n) and shaw(n).
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Table 5
Numerical results for foxgood(n) by using Algorithm 4 with the linear model function (4.10).
δˆ γ , κ α β IS SC RE
γ = κ = ∞ – – – – –
γ = κ = 1.5 4.8828e−005 1.6861e−006 11 Gk < 0 4.6870e−002
0.01 γ = 6.5, κ = 1.5 9.7656e−005 3.3721e−006 10 Gk < 0 2.2218e−002
γ = 1.5, κ = 6.5 7.6294e−007 3.0865e−003 17 βk+1−βk
βk
< 0.001 3.0137e−002
γ = κ = 6.5 7.6294e−007 3.0791e−003 17 βk+1−βk
βk
< 0.001 3.0129e−002
γ = 6.5, κ = 2.5 9.7656e−005 3.1926e−004 10 Gk < 0 2.2185e−002
γ = 6.5, κ = 3.5 4.8828e−005 1.2731e−003 11 Gk < 0 3.5645e−002
γ = κ = ∞ – – – – –
γ = κ = 1.5 1.9531e−004 1.3488e−005 9 Gk < 0 9.1798e−002
0.05 γ = 6.5, κ = 1.5 3.9063e−004 3.5969e−005 8 Gk < 0 4.0463e−002
γ = 1.5, κ = 6.5 3.0518e−006 5.2570e−003 15 βk+1−βk
βk
< 0.001 2.8626e−002
γ = κ = 6.5 3.0518e−006 5.2570e−003 15 βk+1−βk
βk
< 0.001 2.8626e−002
γ = 6.5, κ = 2.5 3.9063e−004 1.1566e−003 8 Gk < 0 4.0320e−002
γ = 6.5, κ = 3.5 3.9063e−004 5.0552e−003 8 Gk < 0 3.6656e−002
Table 6
Numerical results for foxgood(n) by using Algorithm 4 with the exponential model function (4.11).
δˆ γ , κ α β IS SC RE
γ = κ = ∞ 9.7656e−005 4.9834e−006 10 Gk < 0 2.2218e−002
γ = κ = 1.5 4.8828e−005 1.4971e−006 11 Gk < 0 4.6870e−002
0.01 γ = 6.5, κ = 1.5 9.7656e−005 2.9940e−006 10 Gk < 0 2.2218e−002
γ = 1.5, κ = 6.5 4.8828e−005 2.4921e−006 11 Gk < 0 4.6870e−002
γ = κ = 6.5 9.7656e−005 4.9843e−006 10 Gk < 0 2.2218e−002
γ = 6.5, κ = 2.5 9.7656e−005 7.6232e−006 10 Gk < 0 2.2219e−002
γ = 6.5, κ = 3.5 4.8828e−005 7.5573e−006 10 Gk < 0 2.2219e−002
γ = κ = ∞ 3.9063e−004 6.3788e−005 8 Gk < 0 4.0463e−002
γ = κ = 1.5 1.9531e−004 1.1977e−005 9 Gk < 0 9.1798e−002
0.05 γ = 6.5, κ = 1.5 3.9063e−004 3.1936e−005 8 Gk < 0 4.0463e−002
γ = 1.5, κ = 6.5 1.9531e−004 1.9937e−005 9 Gk < 0 9.1796e−002
γ = κ = 6.5 3.9063e−004 6.3798e−005 8 Gk < 0 4.0463e−002
γ = 6.5, κ = 2.5 3.9063e−004 6.5051e−005 8 Gk < 0 4.0463e−002
γ = 6.5, κ = 3.5 3.9063e−004 6.4489e−005 8 Gk < 0 4.0463e−002
Table 7
Numerical results for shaw(n) by using Algorithm 3 with the hyperbolic model function I (4.8).
δˆ γ , κ α β IS SC RE
γ = κ = ∞ 7.8125e−004 2.3341e−135 7 Gk < 0 7.8412e−002
γ = κ = 1.5 1.9531e−004 2.2817e−008 9 Gk < 0 6.0765e−002
0.01 γ = 6.5, κ = 1.5 7.8125e−004 2.3148e−007 7 Gk < 0 7.8412e−002
γ = 1.5, κ = 6.5 1.9531e−004 2.3190e−008 9 Gk < 0 6.0765e−002
γ = κ = 6.5 7.8125e−004 2.0012e−007 7 Gk < 0 7.8412e−002
γ = 6.5, κ = 2.5 7.8125e−004 2.0012e−007 7 Gk < 0 7.8412e−002
γ = 6.5, κ = 3.5 7.8125e−004 2.0012e−007 7 Gk < 0 7.8412e−002
γ = κ = ∞ 1.2500e−002 7.2766e−010 3 Gk < 0 1.4910e−001
γ = κ = 1.5 3.1250e−003 3.7402e−007 5 Gk < 0 1.2236e−001
0.05 γ = 6.5, κ = 1.5 1.2500e−002 3.1572e−006 3 Gk < 0 1.4910e−001
γ = 1.5, κ = 6.5 3.1250e−003 3.7700e−007 5 Gk < 0 1.2236e−001
γ = κ = 6.5 1.2500e−002 4.5817e−006 3 Gk < 0 1.4910e−001
γ = 6.5, κ = 2.5 1.2500e−002 4.5817e−006 3 Gk < 0 1.4910e−001
γ = 6.5, κ = 3.5 1.2500e−002 4.5817e−006 3 Gk < 0 1.4910e−001
5.2. Two-dimensional image deblurring
Our final example is concerned with the restoration of an image from its blurred and noisy version that is modeled by a
Gaussian kernel function:
k(x, y) = 1
2πσ 2
exp

−x
2 + y2
2σ 2

.
The matrix A is a symmetric N2 × N2 doubly Toeplitz matrix, stored in sparse format, and given by
A = 1
2πσ 2
T ⊗ T ,
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Table 8
Numerical results for shaw(n) by using Algorithm 4 with the linear model function (4.10).
δˆ γ , κ α β IS SC RE
γ = κ = ∞ – – – – –
γ = κ = 1.5 1.9531e−004 1.3478e−005 9 Gk < 0 6.0756e−002
0.01 γ = 6.5, κ = 1.5 7.8125e−004 1.0304e−004 7 Gk < 0 7.8431e−002
γ = 1.5, κ = 6.5 2.4414e−005 1.0244e−002 12 Gk < 0 8.4338e−002
γ = κ = 6.5 7.8125e−004 1.0244e−002 12 Gk < 0 8.4338e−002
γ = 6.5, κ = 2.5 7.8125e−004 2.1995e−003 7 Gk < 0 7.8992e−002
γ = 6.5, κ = 3.5 7.8125e−004 8.0065e−003 7 Gk < 0 8.5293e−002
γ = κ = ∞ – – – – –
γ = κ = 1.5 3.1250e−003 9.3761e−004 5 Gk < 0 1.2245e−001
0.05 γ = 6.5, κ = 1.5 1.2500e−002 7.9345e−003 3 Gk < 0 1.4922e−001
γ = 1.5, κ = 6.5 1.5625e−003 4.5275e−002 6 Gk < 0 1.3781e−001
γ = κ = 6.5 1.2500e−002 9.5153e−002 3 Gk < 0 1.5209e−001
γ = 6.5, κ = 2.5 1.2500e−002 2.8957e−002 3 Gk < 0 1.4960e−001
γ = 6.5, κ = 3.5 1.2500e−002 5.0340e−002 3 Gk < 0 1.5076e−001
Table 9
Numerical results for shaw(n) by using Algorithm 4 with the exponential model function (4.11).
δˆ γ , κ α β IS SC RE
γ = κ = ∞ 7.8125e−004 1.6977e−004 7 Gk < 0 7.8444e−002
γ = κ = 1.5 1.9531e−004 1.1954e−005 9 Gk < 0 6.0757e−002
0.01 γ = 6.5, κ = 1.5 7.8125e−004 8.9450e−005 7 Gk < 0 7.8428e−002
γ = 1.5, κ = 6.5 1.9531e−004 1.9899e−005 9 Gk < 0 6.0752e−002
γ = κ = 6.5 7.8125e−004 1.6979e−004 7 Gk < 0 7.8444e−002
γ = 6.5, κ = 2.5 7.8125e−004 1.7200e−004 7 Gk < 0 7.8444e−002
γ = 6.5, κ = 3.5 7.8125e−004 1.7070e−004 7 Gk < 0 7.8444e−002
γ = κ = ∞ 1.2500e−002 9.6333e−003 3 Gk < 0 1.4925e−001
γ = κ = 1.5 3.1250e−003 7.2584e−004 5 Gk < 0 1.2243e−001
0.05 γ = 6.5, κ = 1.5 1.2500e−002 5.8117e−003 3 Gk < 0 1.4919e−001
γ = 1.5, κ = 6.5 3.1250e−003 1.3212e−003 5 Gk < 0 1.2248e−001
γ = κ = 6.5 1.2500e−002 9.6341e−003 3 Gk < 0 1.4925e−001
γ = 6.5, κ = 2.5 1.2500e−002 9.8096e−003 3 Gk < 0 1.4925e−001
γ = 6.5, κ = 3.5 1.2500e−002 9.7348e−003 3 Gk < 0 1.4925e−001
Table 10
Numerical results for image deblurring by using Algorithm 3 with the hyperbolic model function I (4.8).
γ , κ α β IS SC RE
γ = κ = ∞ 7.8125e−004 1.0347e−057 7 Gk < 0 7.1274e−002
γ = κ = 1.5 1.9531e−004 2.2934e−008 9 Gk < 0 7.6661e−002
γ = 6.5, κ = 1.5 7.8125e−004 1.8222e−007 7 Gk < 0 6.8652e−002
γ = 1.5, κ = 6.5 1.9531e−004 2.3586e−008 9 Gk < 0 7.6661e−002
γ = κ = 6.5 7.8125e−004 1.8990e−007 7 Gk < 0 6.8652e−002
γ = 6.5, κ = 2.5 7.8125e−004 1.8973e−007 7 Gk < 0 6.8652e−002
γ = 6.5, κ = 3.5 7.8125e−004 1.8990e−007 7 Gk < 0 6.8652e−002
where T is an N × N symmetric banded Toeplitz matrix whose first row is given by
z = [exp(−([0 : band− 1].2)/(2σ 2)); zeros(1,N − band)].
The parameter σ controls the shape of the Gaussian point-spread function and thus the amount of smoothing. Then the
blurred image b is described by b = Axˆ, where xˆ be the origin image. The original image in this example is the cameraman
image taken from Matlab software. The size of the cameraman image is 256 × 256, i.e., N = 256, which means that this
example is a large scale problem. Here, we choose band = 3 and σ = 2.0. Zero-mean normally distributed random noise
was added to the blurred image xˆ so that variance(n)variance(xˆ) = 10−4, which is same to the noise added way in [9].
The numerical results of this example are summarized in Tables 10–12 and Fig. 1. The first observation is that the damped
discrepancy principle with γ = 6.5 and κ = 6.5 is also equivalent to the standard principle. The second observation is that
the relative error of the deblurred image for γ ≥ κ is smaller than the relative error for γ < κ . It is also verified that the
damped principle with γ ≥ κ is a prior strategy for choosingmultiple regularization parameters. Although the convergence
rate is same, we find that the value of β determined by Algorithm 4 with the exponential model function is larger than
the one determined by Algorithm 3 with the hyperbolic model function. It means that the exponential model function is
valuable for this two-dimensional image deblurring.
We do not give all deblurred images for all cases since they have almost same visual effect. Therefore, in Fig. 1, we only
showed a few of deblurred images which are restored by taking the damped coefficients γ = 6.5, κ = 3.5.
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Table 11
Numerical results for image deblurring by using Algorithm 4 with the linear model function (4.10).
γ , κ α β IS SC RE
γ = κ = ∞ – – – – –
γ = κ = 1.5 1.9531e−004 1.3320e−005 9 Gk < 0 7.4012e−002
γ = 6.5, κ = 1.5 7.8125e−004 1.0225e−004 7 Gk < 0 6.8506e−002
γ = 1.5, κ = 6.5 1.9073e−007 1.8044e−003 19 Gk < 0 7.4519e−002
γ = κ = 6.5 1.9073e−007 1.8044e−003 19 Gk < 0 7.4519e−002
γ = 6.5, κ = 2.5 3.9063e−004 1.1544e−003 8 Gk < 0 7.0249e−002
γ = 6.5, κ = 3.5 4.8828e−005 1.2729e−003 11 Gk < 0 6.9562e−002
Table 12
Numerical results for image deblurring by using Algorithm 4 with the exponential model function (4.11).
γ , κ α β IS SC RE
γ = κ = ∞ 7.8125e−004 1.2206e−004 7 Gk < 0 6.8533e−002
γ = κ = 1.5 1.9531e−004 1.1613e−005 9 Gk < 0 7.4295e−002
γ = 6.5, κ = 1.5 7.8125e−004 7.3784e−005 7 Gk < 0 6.8489e−002
γ = 1.5, κ = 6.5 1.9531e−004 1.9134e−005 9 Gk < 0 7.3140e−002
γ = κ = 6.5 7.8125e−004 1.2208e−004 7 Gk < 0 6.8533e−002
γ = 6.5, κ = 2.5 7.8125e−004 1.2429e−004 7 Gk < 0 6.8537e−002
γ = 6.5, κ = 3.5 7.8125e−004 1.2339e−004 7 Gk < 0 6.8535e−002
(a) Original image. (b) Noise blurred image. (c) Deblurred image by the hyperbolic
model.
(d) Deblurred image by the linear model. (e) Deblurred image by the exponential
model.
Fig. 1. Results of image deblurring by taking γ = 6.5, κ = 3.5.
6. Conclusions
In this paper, we study the multi-parameter Tikhonov regularization method. First, we establish some properties of the
regularization solution, especially, an optimal error bound obtained by a priori choice of multiple regularization parameters.
Second, the damped Morozov discrepancy principle is introduced to choose multiple regularization parameters. Finally, we
present some properties of the optimal function of the Tikhonov functional, and construct four kinds of newmodel functions
to solve the damped discrepancy equation approximately. The analysis and the numerical experiments we carried out on
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model function algorithms for choosing multiple regularization parameters imply that: the damped Morozov discrepancy
principle is more stable than the standard principle; and the algorithms based on the linear model function and the
exponential model function are valuable to be used for determining multiple regularization parameters. Another advantage
of the linear model function is that it can be implemented without the restrictions α ∈ (0, 1], β ∈ (0, 1]. However, the
linear model function cannot be used for the standard Morozov discrepancy principle. It is interesting that the numerical
results are same for the two hyperbolicmodel functions. But the approximate discrepancy equation of the second hyperbolic
model function (4.9) is always solvable while G(αk, βk) > 0 (or G(αk+1, βk) > 0), that is, the corresponding algorithms are
globally convergent. Therefore, the second hyperbolic model function (4.9) is better than the first one (4.8) in this sense. For
clarity and simplicity, we presentmain results limited by the case of two regularization parameters. Obviously, an extension
to more than two regularization parameters is possible.
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