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Abstract 
A new high-fidelity multi-block structured curvilinear compressible Navier-Stokes solver purposely developed for exploiting high-
performance computing systems (HPC) is introduced. The code has been designed with maximum efficiency in mind to allow cutting-
edge high-fidelity turbulence and aeroacoustics simulations on HPC systems. The performance of the code on different HPC architectures 
is presented, showing very good scaling up to large core counts for realistic test cases, i.e. multi-block configurations. The code was 
applied to perform large-scale direct numerical simulations, i.e. model free simulations based on first principles, of a variety of flows for 
the study of transition, turbulence and flow generated noise. Results will be presented for i) turbulent axisymmetric supersonic wakes, 
focusing on the effect of inflow turbulence on the behavior of the near wake; ii) fully turbulent jets, looking at the jet noise generating 
mechanisms, iii) tripped airfoils, studying the noise generation of airfoils including wind tunnel installation effects, and possibly other 
examples.  
© 2013 The Author. Published by Elsevier Ltd. Selection and/or peer-review under responsibility of the Hunan University 
and National Supercomputing Center in Changsha (NSCC). 
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1. Introduction  
Turbulence is the unsteady, three-dimensional and apparent random motion of fluids, responsible for the majority of 
mixing and heat transfer and increases of drag and aerodynamic noise generation. Despite its crucial importance in many 
applications, the complex nature of turbulence makes its accurate prediction extremely challenging. This is primarily due to 
the fact that turbulent flows are characterized by the presence of a large range of length and time scales of the eddying 
motions and their multi-scale interactions. The range of sizes and frequencies of eddies is directly linked to the Reynolds 
number, Re, which depends on a reference length and speed of the flow, and on the viscosity. The computational effort 
required to resolve all scales of turbulent flow increases approximately as Re3 [1].  
Direct numerical simulation (DNS) denotes the solution of the fully nonlinear, time-dependent Navier-Stokes equations 
without any empirical closure assumptions. Initial and boundary conditions can be specified to conduct precisely controlled 
`numerical experiments' of a physical problem, e.g. laminar-turbulent transition, wall-bounded turbulence, acoustic wave 
propagation, to name a few. Because DNS are ab-initio calculations based on first principles all length- and time-scales 
present in the problem being considered need to be resolved, resulting in the above mentioned adverse scaling with 
Reynolds number. However, the reward for facing the numerical challenges and expending enormous computational 
resources is the generation of a wealth of reliable data free from modeling uncertainties that can be used to answer basic 
questions regarding the physics and modeling of a variety of flows. Over the last few decades, DNS have provided data not 
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obtainable by traditional laboratory experiments, which have helped gaining insight into fundamental mechanisms in fluid 
mechanics, such as near-wall turbulence [2] or more recently, into aeroacoustics [3]. DNS data have also been heavily used 
for developing, validating, or improving turbulence models [4]. 
Due to the considerable resources required for fully turbulence-resolving DNS, to date only highly idealized 
configurations, artificially small computational domains and low Reynolds numbers have been considered. However, the 
available computing power has increased tremendously recently, enabling DNS of more realistic Reynolds numbers and of 
more practical geometries. The prerequisite for such simulations is the availability of numerical codes that can exploit the 
latest hardwares.  The aim of this paper is to introduce a novel Navier-Stokes solver purposely developed to exploit modern 
HPC architectures for DNS. The key ingredients for an efficient algorithm will be presented, followed by a performance 
study and examples of DNS studies that have been conducted to date. 
2. Numerical Method 
The in-house multi-block structured curvilinear compressible Navier-Stokes solver HiPSTAR (High Performance Solver 
for Turbulence and Aeroacoustics Research) was devised to conduct cutting-edge direct numerical simulations (DNS), i.e. 
the direct solution of the compressible Navier-Stokes equations without any empirical closure assumptions, 
computing architectures. To minimize computation time for a given problem in order to make best use of the available 
resources, the numerical algorithm was designed to satisfy several stringent requirements. These include stability of the 
scheme, resolution of flow features with minimal amplitude and phase errors, efficiency of the scheme (i.e. high ratio of 
accuracy to computational cost) and high parallel efficiency on HPC systems.  
One of the most effective ways to increase the performance of a numerical code on a modern, bandwidth-limited HPC 
system is to reduce the memory requirement of a simulation for a given problem. In HiPSTAR, this is achieved by a) using 
a novel parallel wavenumber-optimized compact finite difference scheme [5] in conjunction with a spectral method (using 
the FFTW3 library) for the discretization of the span-wise direction to reduce the grid size needed for a given problem, b) 
employing a state-of-the-art Runge-Kutta scheme [6] that achieves fourth-order accuracy with only two registers of 
memory, and c) restricting the coordinate mapping to two-dimensions, resulting in a smaller number of metric terms that are 
two dimensional only. When dealing with complex geometries where the metric terms at intersecting block boundaries 
become discontinuous characteristic interface conditions (CIC) [7] are used for the coupling of the blocks. To increase the 
robustness of the numerical scheme for the DNS and to avoid aliasing errors of the cubically nonlinear convective terms 
within the discretized Navier Stokes equations, a conditioning of the compressible Navier-Stokes equations was 
implemented [8]. This method employs skew-symmetric splitting of the non-linear terms, but, unlike previous methods, 
quadratic and cubic nonlinearities are split differently.  
For DNS studies in which the prescription of turbulence fluctuations at the inlet boundary is required, a digital filter 
technique is implemented. The approach is based on that by Klein et al. [9], in which a digital filtering operation is applied 
to a random number field. Touber and Sandham [10] extended the synthetic turbulence approach to compressible flows by 
invoking the strong Reynolds analogy for density fluctuations. In the current work, this method is used in the following 
procedure: Mean flow profiles are specified at the inlet boundary and are superposed with the turbulent fluctuations 
calculated using the digital filter technique described above.  
To take full advantage of massively parallel HPC systems, the code was initially parallelized using MPI and has recently 
been extended to hybrid OMP/MPI parallelization through a CRAY Centre of Excellence project. In this roject, HiPSTAR 
was adapted to use shared memory parallelism using the OpenMP API [11].  
The novel solver has been thoroughly validated by carrying out simulations of Tollmien-Schlichting waves in subsonic 
boundary layers and oblique instability waves in supersonic boundary layers, matching linear stability results. Also, 
turbulent boundary layer and pipe flow simulations were conducted, showing good agreement with published data [4, 12].  
3. Code Performance 
The performance of the DNS code was evaluated on the UK national supercomputing facilities HECToR, a CRAY XE6 
architecture, and Blue Joule, an IBM Blue Gene/Q system. Each compute node on HECToR contains two 16-core AMD 
Opteron 2.3GHz Interlagos processors, each with 16Gb of memory. Each 16-core socket is coupled with a Cray Gemini 
routing and communications chip achieving an MPI point-to-point bandwidth of 5 GB/s or more and a latency between two 
nodes of around 1-  The nodes of the IBM Blue Gene/Q are equipped with 16-core Power BQC processors with 
1.60GHz, also with 16Gb of memory.   
Initial scaling tests were performed on HECToR on a single-block test problem with 2048 points in the streamwise and 
lateral directions, and 128 Fourier modes in the spanwise direction, resulting in a total number of collocation points of 
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1.08×109. In this strong scaling test, i.e. core numbers are varied for a given problem size, the smallest number of cores that 
could be used was 512, which implies that at least 2.15×106 grid points require less than 1Gb of memory and can thus be 
allocated per core. In figure 1 (a) the performance of the code is shown up to 65,536 cores, displaying very good scaling. 
Weak scaling tests were also performed on single-block test cases, i.e. the number of operations every core has to 
perform and the MPI messages every core has to send/receive is kept identical for increasing overall number of cores. 
Figure 1 (b) shows the results from the weak scaling tests for cases with 323 and 643 grid points per core. The smaller 
problem shows very good scaling for all core numbers tested, with efficiency not dropping below 92%. The larger test case 
shows even better scaling, with efficiency remaining as high as 96% up to 65,536 cores (resulting in a case with 17.2×109 
grid points). It should be noted that the cases with 643 grid points per core require roughly 7.5 more time than those with 323 
grid points per core, implying that the code is efficient at various levels of memory/core, giving flexibility in setting up 
more complex geometries. The scaling study with 643 grid points/core was repeated with the parallel compact finite 
difference scheme. For moderate core counts, the efficiency drops slightly more than when using the standard difference 
scheme, e.g. 95% at 4096 cores. However, at 65,536 cores, the efficiency increases back to 96%. Using 65,536 cores, the 
time spent per full Runge-Kutta cycle, i.e. five evaluations of the right-hand-side of the governing equations, is 4.87s/step 
and 5.49s/step for the standard and compact finite difference schemes, respectively. This 13% increase in computational 
cost of the parallel compact scheme is more than acceptable considering that due to the significantly better wavenumber 
resolution characteristics of the compact scheme a coarser grid could be used for a given problem. The moderate increase in 
overall computational time despite the significantly higher algorithmic cost of the compact finite difference schemes can be 
explained by the fact that codes with better ratios of algorithmic operations (FLOPs) over communication fare better on 
current bandwidth-limited computing systems.  
Further scaling tests were performed for a five-block set-up using a cylindrical coordinate system in HiPSTAR to 
evaluate whether good scaling is also achieved for more complex set-ups, and in particular to test the hybrid MPI/OMP 
parallelization. The five-block configuration with 408×106 grid points, used for turbulent jet studies described below, was 
set up with 14,208 MPI processes for the axial and radial plane, and the 64 Fourier modes in the azimuthal direction were 
parallelized using 1, 2 and 4 OMP threads on both a CRAY XE6 and an IBM Blue Gene/Q. Figure 2 (a) shows the speed-up 
obtained up to 56,832 cores on both systems. At 28,416 cores the CRAY XE6 appears to show better performance than the 
IBM BG/Q, however, at the highest core count tested the IBM BG/Q shows superior performance to the CRAY XE6.  
In the final performance test, the novel parallel compact scheme was utilized in a nine-block configuration around an 
airfoil, in which blocks were connected using characteristic interface conditions to account for metric discontinuities. This 
performance test was conducted on the CRAY XE6 and the IBM Blue Gene/Q using a grid with approximately 300 million 
points. Figure 2 (b) shows that up to 4OMP threads, the parallel scaling on either system was comparable. However, at 
8OMP threads, the CRAY displays a better performance. Overall, the scaling on either system is good for these (real) 
production-type test cases. 
Finally, it should be noted that in addition to the excellent parallel scaling of the code, the performance of the underlying 
algorithm also appears to be very good. On the CRAY XE6, a sustained performance of 1 GFLOP/s or 12.5% of peak 
performance in HiPSTAR's core computation kernels was measured.  
(a)  (b)  
Fig. 1. Strong scaling for single-block test case with 1 billion grid points on CRAY XE6 (a) and weak scaling for cases with 323 and 643 grid points per 
core on CRAY XE6 (b). 
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(a) (b)  
Fig. 2. Strong scaling for a five-block turbulent jet case with 408 million grid points using standard finite differences in a cylindrical coordinate system, 
using 14,208 MPI processes and varying the number of OMP threads (a) and for a nine-block airfoil case with 300 million grid points using parallel 
compact finite differences with curvilinear coordinates, using 2048 MPI processes and varying the number of OMP threads (b). 
4. Direct Numerical Simulations 
4.1.  Turbulent Axisymmetric Wakes 
The first DNS study conducted with HiPSTAR was a series of numerical experiments of turbulent supersonic 
axisymmetric wakes at M=2.46 and Reynolds number, based on freestream velocity and base diameter, ReD=1×105. The 
effect of approach flow conditions and of specific azimuthal modes on the near-wake behavior was studied. This was done 
by specifying either laminar or turbulent approach boundary layers, and by performing DNS with reduced circumferential 
size to deliberately eliminate certain azimuthal/helical modes. A three-block configuration was used with 177×106 grid 
points for the case with turbulent approach flow, distributed over 2048 MPI processes, each using 4 OMP threads, resulting 
in a total of 8192 cores. The governing equations were solved in HiPSTAR on a cylindrical coordinates systems, dealing 
with the axis singularity using a parity condition approach [13], enabled by the use of a spectral method in the azimuthal 
direction. Fourth-order standard finite-differences with Carpenter boundary schemes were used in conjunction with an 11 
point wave-number optimized filter [14] used after each full Runge-Kutta cycle with a weighting of 0.5 to remove grid-to-
grid-point oscillations that might occur using a central scheme to capture shock waves. For more information about the 
numerical details of the supersonic wake DNS, the reader is referred to reference [15].  
 (b)  
Fig. 3. Instantaneous contours of streamwise density gradient (a) and comparison of streamwise velocity component on axis with experimental data (b).  
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(a) (b)
Fig. 4. Instantaneous contours of the azimuthal vorticity component (top) and the streamwise density gradient (bottom) of the near-nozzle region (a) and 
instantaneous contours of the dilatation field for the entire domain (b). 
In figure 3 (a) instantaneous contours of the streamwise density gradient are shown for the case with turbulent approach
boundary layer. When compared to the case with a laminar boundary layer (not shown), and strongly increased turning
angle and increased growth of the separating shear layer were observed, leading to a shorter recirculation region, a stronger 
recompression shock system, and ultimately good agreement with experimental data at considerably higher Reynolds 
number, as shown in figure 3 (b). Results from the cases with smaller azimuthal extent will be discussed.
4.2. Turbulent Jet
HiPSTAR has also been used for a series of DNS of a canonical nozzle/jet configuration. The flow exiting the nozzle into
a laminar co-flow was fully turbulent and served as a well defined turbulent inlet condition for the study of sound radiation 
from fully turbulent jets. The inclusion of the nozzle in the simulation has the advantage that additional noise generation 
mechanisms can be studied, for example the nozzle-lip noise due to the interaction of the turbulent fluctuations inside the
nozzle with the nozzle lip. The sound radiation from this configuration is studied for three subsonic jet Mach numbers and 
varying co-flows. The target Reynolds number, based on jet exit centerline velocity and nozzle diameter is Rej=7,500 for all 
cases. The nozzle/jet cases are realized with a five-block configuration using cylindrical coordinates, with a total of 408×106
collocation points, distributed over 14,208 MPI processes. Full details are available in reference [16].
In figure 4 (a) instantaneous contours of the azimuthal vorticity component and the streamwise density gradient are
shown for the near-nozzle region. The turbulent nature of the flow near the pipe exit and the rapid streamwise development 
of the turbulent jet can be observed. A detailed discussion of the hydrodynamic field, in particular the effect of the nozzle
lip on the mean flow close to the nozzle exit, and the influence of the jet Mach number and co-flow magnitude on the
streamwise jet development has been performed [16]. Instantaneous contours of the dilatation field are shown in figure 4
(b). Sound waves can be observed emanating from the nozzle corner and from the jet core. Importantly, the resulting sound
This is largely due to the zonal characteristic
boundary condition [17] effectively attenuating spurious outlet boundary reflections caused by the vortical structures
crossing the boundary. The onset of the zonal characteristic boundary condition is denoted by the vertical dashed line. A
more detailed assessment of the role of different noise sources will be discussed in the final paper.
4.3. Installed Airfoil Noise
Most previous DNS studies of airfoil self-noise have not allowed a comparison to experimental data, as the Reynolds
number and Mach number combination has corresponded to airfoil dimensions that were inadequate for experiments 
[e.g.18]. Also, in classical DNS performed to date, wind tunnel installation effects were not taken into account. However,
when the wind-tunnel nozzle is relatively small with respect to the airfoil-chord length, the installation effects become
important as the wind-tunnel stream is deflected by the airfoil, and the geometric angle of attack does not correspond to the
true airfoil loading. This is particularly important when airfoil self-noise, i.e. noise due to the interaction of the airfoil with
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(a)  
(b)  
Fig. 5. Instantaneous contours of the spanwise vorticity component (a) and the dilatation field (b). 
its boundary layers and wake, is to be investigated. Here, DNS of a NACA 6512-63 airfoil at wind tunnel conditions of 
Rec=150,000 and M=0.25 were conducted. The wind tunnel installation effects are included by specifying the incoming 
velocity profile obtained from RANS calculations of the wind-tunnel set-up as inflow boundary. The flow on the suction 
side of the airfoil is tripped in order to obtain a turbulent boundary layer over most of the airfoil chord. This is achieved with 
an immersed boundary method based on a forcing approach, recently implemented into HiPSTAR. These simulations are 
performed on a C-type grid topology using three-blocks, connected by characteristic interface conditions. The overall 
number of grid points is 262×106 and the simulations were performed on 4096 cores [19]. 
In figure 5 instantaneous contours of the spanwise vorticity component and of the corresponding dilatation field are 
shown. A small laminar separation bubble is present close to the leading edge on the pressure side with rapid turbulent 
reattachment and a developing turbulent boundary layer over a significant portion of the airfoil. The dilatation field 
highlights that multiple noise sources are present. These simulations are ongoing and a comparison between tripped and 
untripped cases will be discussed.  
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