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In this paper, we use the quantum state diffusion (QSD) equation to implement the Uhrig dy-
namical decoupling (UDD) to a three-level quantum system coupled to a non-Markovian reservoir
comprising of infinite numbers of degrees of freedom. For this purpose, we first reformulate the non-
Markovian QSD to incorporate the effect of the external control fields. With this stochastic QSD
approach, we demonstrate that an unknown state of the three-level quantum system can be univer-
sally protected against both colored phase and amplitude noises when the control-pulse sequences
and control operators are properly designed. The advantage of using non-Markovian quantum state
diffusion equations is that the control dynamics of open quantum systems can be treated exactly
without using Trotter product formula and be efficiently simulated even when the environment com-
prise of infinite numbers of degrees of freedom. We also show how the control efficacy depends on
the environment memory time and the designed time points of applied control pulses.
PACS numbers: 42.50.-p, 37.30.+i, 42.50.Lc, 32.80.-t
I. INTRODUCTION
Few-level atomic and molecular systems play crucial
roles in quantum control and quantum information pro-
cessing. For example, qubits have great advantages in
certain computational tasks compared to classical bits
because of quantum coherence and quantum entangle-
ment. However, for an open quantum system, mutual ef-
fects due to the coupling between the system and environ-
ment are inevitable and result in very complex reduced
dynamics including dissipation, fluctuation, decoherence
and disentanglement [1–6].
Inspired from the Hahn spin echo in nuclear magnetic
resonance (NMR) [7], dynamical decoupling (DD) was
shaped into a useful tool to mitigate the decoherence of a
quantum system coupled to an environment [8–14]. Re-
cently, different aspects of DD have been studied with
significant progress; It has been shown that by using
aperiodic control pulses, the so-called Uhrig dynamical
decoupling (UDD) scheme, a single qubit in the pure de-
phasing spin-boson model can maintain its coherence to
the N th order by using only N or N + 1 pulses [15–17].
Furthermore, Ref. [18] constructed two layers of nest-
ing UDD that can protect a single qubit against both
dephasing and relaxation. In addition, the multi-layer
nesting UDD and continuous DD schemes are designed
to not only preserve quantum coherence and the entan-
glement of two-qubit systems [19–23], but also to protect
multi-qubit systems [24] and quantum gates [25]. Studies
on higher-order effects have also been done for non-ideal
pulses [26, 27], as well as optimized pulses under different
environment noises [28–30]. In experiments, the remark-
able performance of UDD in prolonging the life time of
a single-qubit state in various models has been studied
[31–34].
The purpose of this paper is to develop a non-
Markovian QSD approach that can naturally incorporate
the external control fields in the framework of Uhrig’s dy-
namical coupling approach. We present a UDD scheme
with new control operators that may be used to con-
trol an unknown state of the three-level system (spin-
1 system) against dissipation and pure phase decoher-
ence. Our strategy is first to derive a time-local non-
Markovian quantum-state-diffusion (QSD) equation for a
single three-level dephasing model and dissipative model
under the external DD control fields, then we show that
the non-Markovian QSD can be systematically solved to
simulate Uhrig control dynamics of a three-level system
under the influence of dephasing and dissipative noises.
One of important features of our stochastic approach
is that we don’t make any assumptions on the system-
environment coupling and the size of environment. In
this way, we can consistently solve the control dynamics
without invoking the Trotter product formalism.
If quantum systems are coupled to small environments,
it is straightforward to use the direct numerical simula-
tions to solve the combined system and environment such
that the UDD scheme can be efficiently implemented [20].
When the open system is coupled to a large environment
consisting of finite or infinite numbers of degrees of free-
dom, one has to invoke an efficient quantum approach
to deal with the open system dynamics allowing deal-
ing with both non-Markovian and Markov environments.
Since the control pulses applied to the open quantum sys-
tem are typically implemented in a very short time scale
and high intensity that is much stronger than the system-
2environment coupling, it is usually assumed there is no
coupling between the system and the environment when
the control pulses are applied. Therefore in the previous
work, the dynamics of the controlled open system behav-
iors like the quantum jump process [15, 17, 35]. In this
paper, without the above assumption, we treat the to-
tal system plus environment with control as a integrated
and consistent entirety to solve its exact dynamics by us-
ing the non-Markovian QSD equation initially proposed
in [36]. Derived directly from an underlying microscopic
model irrespective of environment memory time and cou-
pling strength, the stochastic QSD equation is a useful
approach for solving several models exactly [37–41]. As
shown below, the QSD equation can provide a system-
atic tool to deal with the non-Markovian quantum open
system under the UDD control fields. The advantage of
using non-Marokivian QSD is its numerical power and
its versatility in dealing with varied environmental sizes
ranging from a few degrees of freedom to infinite num-
bers of degrees of freedom in an arbitrary non-Markovian
regimes.
The organization of this paper is as follows: In Sec. II,
we present the physical models and our control strat-
egy for a three-level atomic system interacting with a
phase noise environment. We introduce a modified non-
Markovian quantum state diffusion equation (QSD) with-
out time-dependent coupling operator and apply it to the
dynamical control of the three-level system. In Sec. III,
we present the nesting sequences to control the three-
level system coupled to the dissipative environment. We
derive a set of dynamic equations for the coefficients of
the quantum state diffusion equation. Lastly, Sec. IV
makes discussions and concludes the paper.
II. MODIFIED QSD EQUATION FOR
DEPHASING NOISE
In this section, we study the DD scheme for an open
quantum system involving a three-level atom coupled lin-
early to a general bosonic environment consisting of a set
of bosonic operators bn, b
†
n satisfying [bn, b
†
m] = δnm. The
total Hamiltonian may be written as (setting ~ ≡ 1):
Htot = Hsys +Henv +Hint, (1)
with the three terms:
Hsys = ωJz,
Henv =
∑
n
ωnb
†
nbn,
Hint =
∑
n
Jz(gnb
†
n + g
∗
nbn), (2)
where the system has three energy levels E0 = −ω,
E1 = 0 and E2 = ω, Jz = |2〉〈2| − |0〉〈0| is the coupling
operator and gn are the coupling constants between the
three-level atom and the environmental modes. This is
a pure dephasing model where there are no population
transitions between the energy levels as the interaction
Hamiltonian commutes with the system Hamiltonian.
For this pure dephasing noise, it is not difficult to show
that the iterative pulses of Uhrig’s type can preserve an
arbitrary initial state. More precisely, for the DD scheme,
the control sequence consisting ofN instantaneous pulses
over a duration of time T can be described by the follow-
ing control Hamiltonian:
Hctr(t) =
N∑
j=1
π
2
δ(t− Tj)P, (3)
where we choose the Uhrig DD(UDD) time intervals [15,
16]:
Tj = T sin
2
(
jπ
2N + 2
)
, j = 1, 2, · · · , N. (4)
The control operator P for a single three-level pure de-
phasing model may be determined by using these two
criteria [20]: P 2 = I and {Jz, P} = 0. Therefore, it is
easy to check that the following two control operators
satisfy the required conditions:
P =
 0 0 10 1 0
1 0 0
 . (5)
In the rotating reference frame with respect to Hctr,
we can obtain an effective Hamiltonian in the interaction
picture. Using the commutation relation [P, [P, Jz ]] =
4Jz, we have
exp[−i
∫ t
0
dsHctr(s)](Jz) exp[i
∫ t
0
dsHctr(s)]
= exp[−iπ
2
Step(t)P ](Jz) exp[i
π
2
Step(t)P ]
= p(t)Jz , (6)
where Step(t) = j when t ∈ [Tj , Tj+1); And p(t) = ±1,
which changes sign at the time points Tj. Now, the total
Hamiltonian describing the control pulse sequence plus
the system and environment in such a ”toggling frame”
[42–44] can be written as:
H˜ = exp
[
−i
∫ t
0
Hctr(s)ds
]
Htot exp
[
i
∫ t
0
Hctr(s)ds
]
= H˜sys +Henv + H˜int, (7)
where the effective system Hamiltonian and system-
environment interaction Hamiltonian are given by:
H˜sys = ωp(t)Jz ,
H˜int =
∑
n
p(t)Jz(gnb
†
n + g
∗
nbn). (8)
The exact dynamics for the three-level atomic system
under both the environmental noise and control pulses
3can be compactly described by the non-Markovian QSD
equation derived from the above total Hamiltonian in the
toggling frame:
∂
∂t
ψt = −iH˜sysψt + Lz∗tψt − L†
∫ t
0
dsα(t− s)δψt
δz∗s
, (9)
where L = p(t)Jz is the modified system Lindblad op-
erator incorporating both the effects of environment and
the external control pulses. Note that the correlation
function α(t − s) = ∑n |gn|2e−iωn(t−s) is arbitrary and
z∗t = −i
∑
n gnz
∗
ne
iwnt is a complex Gaussian process sat-
isfying M [zt] =M [ztzs] = 0 and M [ztz
∗
s ] = α(t, s). Here
M [ . ] denotes the statistical average over the classical
Gaussuan noise zt. When α(t, s) = Γδ(t − s), the noise
z∗t reduces to the memoryless white noise. It should be
noted that the above non-arkovian QSD equation repre-
sents a new type of QSD with a time-dependent Lindblad
operator.
In order to solve the non-Markovian QSD equa-
tion, we may rewrite the functional derivative term as
δ
δz∗
s
ψt(z
∗) = O(t, s, z∗)ψt(z∗), where O(t, s, z∗) is a time
dependent operator acting on the system Hilbert space.
The equation of motion for O(t, s, z∗) can be obtained by
by using the consistency condition [45]:
∂
∂t
O = [−iH˜sys + Lz∗t − L†O,O]− L†
δ
δz∗s
O, (10)
where O(t, z∗) =
∫ t
0 dsα(t, s)O(t, s, z
∗).
For the three-level dephasing model under DD control
described by Eq. (7), it can be shown that the exact O
operator is simply given by:
O(t, s, z∗) = f(t, s)Jz, (11)
with f(t, s) = p(s). Therefore, the explicit non-
Markovian QSD equation can be compactly written into:
∂
∂t
ψt(z) = (−iω + z∗t + F (t)Jz)p(t)Jzψt(z), (12)
where F (t) =
∫ t
0
dsα(t, s)p(s). By calculating the sta-
tistical average over many realizations of trajectory gen-
erated by the stochastic process z∗t , one can recover the
density operator of the three-level system:
ρt =M [|ψt〉〈ψt|]
=
∫
dz2
π
e−|z|
2|ψt(z∗)〉〈ψt(z∗)|. (13)
It is known that the exact QSD equation can be appli-
cable to an open system model with an arbitrary correla-
tion function α(t, s). In order to investigate how the envi-
ronment memory time affects the effectiveness of the DD
control, in the following numerical simulations, we model
the environmental noise as the Ornstein-Uhlenbeck pro-
cess with the correlation function although our approach
is valid for an arbitrary correlation function:
α(t, s) =
γ
2
e−γ|t−s|. (14)
where γ represents essentially the environmental band-
width, hence the environment memory time scale can
be represented by the parameter 1/γ. The advantage
of choosing the Ornstein-Uhlenbeck process is that the
Markov limit is simply dictated by the single parame-
ter γ. When γ → ∞, α(t, s) → δ(t − s) recovering the
Markov limit. Typically, a finite (small) γ represents
a non-Markovian regime. Note that, for the Ornstein-
Uhlenbeck noise, the equation of motion for F (t) is sim-
ply given by:
d
dt
F (t) =
γ
2
p(t)− γF (t). (15)
With (15), the QSD Eq. (12) is fully determined. We first
compute the fidelity and the angular momentum time
evolution with different numbers of control pulses. The
plots are shown in Fig. 1.
Without the UDD control, as shown in Fig. 1(a), the
three-level system under the pure dephaing relaxation
will evolve into a complete mixed final state. Here we
choose the environment memory parameter γ = 1 which
stands for a moderate non-Markovian regime [41]. In
Fig. 1(a), the dynamics of 〈Jx〉 and 〈Jy〉 is shown to ex-
hibit a few oscillations before reaching their final values.
However, with the UDD control sequence applied to
this three-level system, it is shown that the system’s fi-
delity for the given initial state is well protected as illus-
trated in 1(b) and (c). Clearly, a better control result
can be achieved if more controlled pulses are used in the
control scheme.
The control processes may be better understood by
inspecting the shapes of 〈Jx〉 and 〈Jy〉 curves. At each
UDD time point, the effect of the control pulse is simply
to change the sign of operator acting on the system given
by Eq. (8). As result, after each single control pulse,
the the mean angular momentum is modified towards
its opposite direction. On average both 〈Jy〉 and 〈Jx〉
are effectively preserved in the presence of the noise as
illustrated by the temporal evolution of the three-level
quantum system.
It is interesting to know how the effectiveness of the
UDD control is affected by the environment memory
times [49]. The results are shown in Fig. 2. Clearly, the
transition of dynamics from non-Markovian to Markov
regimes is dictated by environment memory time τ =
1/γ. In the case of small γ, which stands for a long en-
vironment memory time, the more pronounced effects of
control pulses on the three-level system is expected. In
fact, as seen from the example, a longer coherence time
may be preserved when the environment has a long mem-
ory time. Consequently, the fidelity will be efficiently
protected. In contrast, when the system approaches
Markov limit as the memory time τ becomes shorter and
shorter (⁀i.e., γ ≫ 1), ineffectiveness of the control pulses
can be easily observed. This is easy to understand as
the rapid coherence decay has rendered the system ef-
fectively a classical ensemble before the external control
pulses take effect (see black solid line and green dash-
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FIG. 1. Ensemble average of Fidelity and 〈 ~J〉 over 2000
trajectories of the single qutrit dephasing model under dif-
ferent UDD control sequences. We choose the initial state
|ψ0〉 =
1√
3
(|0〉 + |1〉 + |2〉) and the environment memory pa-
rameter γ = 1. The black solid line represents the Fidelity,
red dotted line denotes 〈Jx〉, green dashed line denotes 〈Jy〉
and blue dot-dashed line denotes 〈Jz〉.
doted line in Fig. 2). This has clearly demonstrated that
an engineered environment with a longer memory time
typically conduces to a better control of the system when
the UDD pulses are applied [50].
Another interesting situation is that the initial state
of the three-level system is a mixed state. Since
any initial mixed state can be represented as ρ0 =∑
λ cλ|ψλ,0〉〈ψλ,0|, then the density matrix at time t
is simply expressed in terms of QSD solutions: ρt =∑
λ cλM [|ψλ,t〉〈ψλ,t|], where |ψλ,t〉 is governed by the
QSD Eq. (12).
As an illustration, we consider the initial state as a
Werner-like state [46, 47]:
ρ0 =
1−M
2
I3 +
3M − 1
2
|ψ0〉〈ψ0|, (16)
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FIG. 2. Fidelity evolution of the single qutrit dephasing
model under 20 control pulses UDD sequence with differ-
ent environment memory parameter γ. The initial state
|ψ0〉 =
1√
3
(|0〉 + |1〉+ |2〉).
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FIG. 3. Fidelity time evolution of a single-qutrit dephasing
model with the initial state ρ0 =
1−M
2
I3 +
3M−1
2
|ψ0〉〈ψ0|,
where M is the degree of mixing and |ψ(0)〉 = 1√
3
(|0〉+ |1〉+
|2〉). The environment memory time t = 1/γ with γ = 1.
where |ψ0〉 = 1√3 (|0〉 + |1〉 + |2〉). The parameter M ∈
[1/3, 1] describes the ”degree of mixture” of the initial
qutrit state ρ0, when M = 1/3 it is a maximally mixed
state, while M = 1 it reduces to the pure state |ψ0〉.
The time evolution of fidelity is illustrated in Fig. 3.
Left 3-D picture (a) plots fidelity dynamics without UDD
control. It is seen that the fidelity decays faster for an
initial qutrit state with a higher degree of purity. How-
ever, when applying only 10 UDD pulses, the fidelity over
time scale considered here is well protected as shown in
Fig. 3(b).
III. MODIFIED QSD EQUATION FOR
DISSIPATIVE NOISE
In this section we will consider a there-level system
coupled to a dissipative noise [41], the total Hamiltonian
of the system plus environment can be described as:
Htot = ωJz+
∑
n
ωnb
†
nbn+
∑
n
(gnJ−b†n+ g
∗
nJ+bn), (17)
where J− =
√
2(|0〉〈1| + |1〉〈2|) and J+ =
√
2(|2〉〈1| +
|1〉〈0|). Clearly, without control, the initial qutrit state
will lose its coherence quickly by dissipation. In order to
suppress the decoherence and protect the fidelity of the
5initial state of the three-level system, it is shown that
two layers of DD control sequences are necessary. The
control Hamiltonian can be written as:
Hctr = Hc1 +Hc2
=
N1∑
j=1
π
2
δ(t− Tj)P +
N1∑
j=1
N2∑
k=1
π
2
δ(t− Tj,k)Q, (18)
where Hc1 is the outer layer UDD sequence consisting of
number N1 of P pulses as in Eq. (5) of Sec. II. And Hc2
is the inner layer UDD sequence of Q pulses which would
be applied at the time points [18]:
Tj,k = Tj + (Tj+1 − Tj) sin2
(
kπ
2N2 + 2
)
. (19)
In the case of dissipative noise, it can be shown that
the two control operators P and Q are given by:
P =
 0 0 10 1 0
1 0 0
 , Q =
 1 0 00 −1 0
0 0 1
 , (20)
where the new control operator Q can be derived from
the following criteria [20]: Q2 = I, [P,Q] = [Jz, Q] = 0
and {J−, Q} = {J+, Q} = 0.
In order to solve the system dynamics of the three-
level dissipative model under the UDD control scheme,
we need to use the rotating frame transformations twice,
one for the control Hamiltonian Hc1 and the other for
the control Hamiltonian Hc2, respectively (see Appendix
A for details). The final effective total Hamiltonian in
the new togging frame are given by:
H˜ = H˜sys +
∑
n
ωnb
†
nbn +
∑
n
(gnb
†
nL+ g
∗
nbnL
†), (21)
where H˜sys = p(t)ωJz and the effective Lindblad opera-
tor is:
L = l1(t)J− + l2(t)J+, (22)
where the coefficients are:
l1(t) = q(t)
1 + p(t)
2
,
l2(t) = q(t)
1 − p(t)
2
, (23)
Here the piecewise functions p(t) = ±1 (the values
change at time points Tj) and q(t) = ±1 (the values
change at time points Tj,k). Again, we see that the effect
of the external control field is represented by the time-
dependent Lindblad operator.
For the effective Hamiltonian given in Eq. (21), we can
establish a modified QSD Eq. (9) with time-dependent
Lindblad operators. Once the correlation function α(t, s)
is given, the modified QSD equation for the three-level
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FIG. 4. Ensemble average of Fidelity and 〈 ~J〉 over 2000
trajectories of the single qutrit dissipative model under dif-
ferent UDD control sequences. We choose the initial state
|ψ0〉 =
1√
3
(|0〉 + |1〉 + |2〉) and the environment memory pa-
rameter γ = 1. The black solid line represents the Fidelity,
red dotted line denotes 〈Jx〉, green dashed line denotes 〈Jy〉
and blue dot-dashed line denotes 〈Jz〉.
system under control can be solved numerically. For sim-
plicity, we use the perturbation O operator [48] corre-
sponding to the weak noise approximation (for more de-
tails, see Appendix B),
O(t, s) = f1(t, s)J− + f2(t, s)J+
+f3(t, s)JzJ− + f4(t, s)JzJ+, (24)
O(t, s) =
∫ t
0
dsα(t, s)O(t, s)
= F1(t, s)J− + F2(t, s)J+
+F3(t, s)JzJ− + F4(t, s)JzJ+, (25)
where Fi(i = 1, 2, 3, 4) =
∫ t
0
dsα(t, s)fi. It is noted that
the QSD equation derived here is valid for an arbitrary
correlation function. In our numerical simulations, we
always choose the Ornstein-Ulenback type of correlation
function α(t, s) = γ2 e
−γ|t−s|. By substituting Eq. (24)
and (25) into Eq. (10), we can derive a set of differential
equations for the coefficients as:
∂
∂t
F1 =
γ
2
l1 + (ipω − l1F3 + l2F4 − γ)F1,
∂
∂t
F2 =
γ
2
l2 + (−ipω − l1F3 + l2F4 − γ)F2,
∂
∂t
F3 = (ipω − 3l1F1 + l1F3 − l2F4 − γ)F3
+(l1F1 − l2F2 + l2F4)F1,
∂
∂t
F4 = (−ipω − 3l2F2 + l1F3 − l2F4 − γ)F4
+(l1F1 − l2F2 + l1F3)F2. (26)
6with Fi(0) = 0. Finally, the QSD Equation is given by:
∂
∂t
ψt= [−ipωJz + (l1J− + l2J+)z∗t
−l1F1J+J− − l1F2J2+ − l1F3J+JzJ−
−l2F2J−J+ − l2F1J2− − l2F4J−JzJ+
]
ψt. (27)
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FIG. 5. Fidelity evolution of single qutrit dissipative model
under control with different environment memory parameter
γ. We apply two-layer nesting UDD control sequences with
the outer layer N1 = 20 and the inner layer N2 = 10. The
initial state |ψ(0)〉 = 1√
3
(|0〉+ |1〉 + |2〉).
The numerical results with 2000 realizations are plot-
ted in Fig. 4. For the zero-temperature environment,
without any control pulses, the spontaneous emission
always causes the three-level system to decay into the
ground state. So in Fig. 4 (a), when t → ∞, we get
〈Jx〉, 〈Jy〉 → 0 and 〈Jz〉 → −1. Beyond single UDD con-
trol sequence for dephasing model, by applying two layers
of nesting UDD control sequences, we can also success-
fully resist the dissipation (Fig. 4 (a), (b) and (c)).
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FIG. 6. Fidelity time evolution of a single-qutrit dissipative
model with the initial state ρ0 =
1−M
2
I3 +
3M−1
2
|ψ0〉〈ψ0|,
where M is the degree of mixing and |ψ(0)〉 = 1√
3
(|0〉+ |1〉+
|2〉). The environment memory index γ = 1.
For the two-layer nesting UDD sequences, the total
number of the control pulses is Ntot = N1 + (N1 − 1)N2.
So in the case illustrated by Fig. 4 (b), N1 = N2 = 10,
there are totally 100 pluses applied to the dissipative
model. Compared this to the dephasing model with 40
control pulses (Fig. 1 (c)), we find that the dissipative
model needs more control pulses to achieve the same de-
gree of protection. Also let us compare Fig. 4 (c) and
Fig. 4 (d). There are 37 pulses in the former case and 45
pulses in the latter case. However, the fidelity evolution
and the angular momentum evolution for case (c) are
much better protected than case (d). This may suggest
that the number of outer layer pulses is the dominant
factor of the control efficiency.
Fig. 5 shows the fidelity dynamics with different envi-
ronment memory times. Similar to the result obtained
in the last section, the long memory ability will enhance
the function of DD control. In Fig 5, we use larger val-
ues of γ for the dissipative model than we did in Fig.
2, because the total number of pulses is one order of
magnitude larger than the number we used in dephasing
model. This restriction causes the environment to reach
the Markov limit slowly by increasing the parameter γ.
Lastly, we choose the Werner-like state (Eq. (16)) as
the initial state of the three-level system for the dissipa-
tive model. The ensemble average of fidelity time evo-
lution with different degrees of mixture is depicted in
the 3-D Fig. 6. Without control, any initial state will
evolve to the final steady state |0〉 as time goes by, and
the fidelity decays faster as the purity of the initial state
increases. Fig. 6(b) demonstrates that two-layer nest-
ing UDD sequences satisfactorily control all of the mixed
states.
IV. CONCLUDING REMARKS
With both theoretical analysis and numerical simula-
tion, we have shown that the modified quantum state
diffusion approach with time-dependent Lindblad oper-
ators can be a useful tool for implementing the UDD
scheme in the situations where the open system is cou-
pled to a large non-Markovian environment. For a non-
Markovian three-level open system, we show that a new
control strategy in DD scheme can efficiently protect an
unknown three-level quantum state against both dephas-
ing and dissipation noises. This new set of control op-
erators only works for ladder-type three-level quantum
system with equal distance eigenvalues. Our three-level
system represents a spin-1 or angular momentum system
which is of interest in many physically interesting case
such as quantum cryptography and quantum entangle-
ment [53]. It is interesting to note that a more general
three-level system with different energy spacings such as
V-type or λ-type atoms, a universal effective control via
UUD combined with non-Markovian QSD are still pos-
sible, but it becomes much more complicated technically
and multi-nesting sequences with different control oper-
ators have to be employed. Moreover, the exact QSD
will be difficult to find, but still we use approximate non-
Markovian QSD to simulate the Uhrig control dynamics
[21, 37, 41].
One of advantages of using non-Markovian QSD is its
versatility in solving large environments with arbitrary
7finite memory times. As an illustrative example, the
explicit control dynamics measured by time-dependent
angular momentum and fidelity in the non-Markovian
regime is solved by using the modified non-Markovian
QSD equations. Several scenarios for reinforcing the ef-
fectiveness of the regulation and control of three-level
systems are considered such as increasing the number of
control pulses or engineering the environment to modify
the environment memory time scale. Our method also
allows an interesting extension to non-perturbative dy-
namical decoupled in a non-Markovian regime.
In summary, with the versatility and the capability
of the non-Markovian QSD equation, the control pro-
cesses can be substituted into the system dynamics con-
sistently and be studied in detail. More general exten-
sions to multi-state atomic systems are of importance
where the non-Markovian QSD is known to be more
powerful numerically. It is also feasible to investigate
the non-ideal control pulse cases by using modified non-
Markovian QSD equations [51, 52].
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Appendix A: Toggling frame of the dissipative
three-level model under UDD control
In this Appendix, we show the derivation of the inter-
action Hamiltonian in the Toggling frame. To start with,
we list the total Hamiltonian of the single three-level
model with two layers of UDD control pulse sequences
according to Eq. (17) and Eq. (18) in Sec. III.
Htot = Hs +Hc1 +Hc2 +Hb +Hi, (A1)
where
Hs = ωJz,
Hc1 =
N1∑
j=1
π
2
δ(t− Tj)P,
Hc2 =
N1∑
j=1
N2∑
k=1
π
2
δ(t− Tj,k)Q,
He =
∑
n
ωnb
†
nbn,
Hi =
∑
n
(gnJ−b†n + g
∗
nJ+bn)
=
∑
n
(gnb
†
n + g
∗
nbn)Jx + i(gnb
†
n − g∗nbn)Jy
= BxJx +ByJy. (A2)
Rotating the reference frame with respect to Hc1, the
total Hamiltonian in the interaction picture is given by
H
(1)
tot = e
−i ∫ T
0
dsHc1(Hs+Hc2+He+Hi)e
i
∫
T
0
dsHc1 . (A3)
By using the commutation relations,
[P,Q] = [P, Jx] = 0,
[P, [P, Jy ]] = 4Jy,
[P, [P, Jz ]] = 4Jz, (A4)
we have
e−i
∫
T
0
dsHc1Qei
∫
T
0
dsHc1 = Q,
e−i
∫
T
0
dsHc1Jxe
i
∫
T
0
dsHc1 = Jx,
e−i
∫
T
0
dsHc1Jye
i
∫
T
0
dsHc1 = p(t)Jy,
e−i
∫
T
0
dsHc1Jze
i
∫
T
0
dsHc1 = p(t)Jz, (A5)
where the piecewise function p(t) = ±1 with the value
changes at time points Tj . Therefore the total Hamilto-
nian in the new frame becomes
H
(1)
tot = H
(1)
s +He +Hc2 +H
(1)
i ,
H(1)s = f(t)ωJz,
H
(1)
i = BxJx + f(t)ByJy. (A6)
Next we rotate the reference frame again with respect
to Hc2, the total Hamiltonian in this new interaction pic-
ture is
H
(2)
tot = e
−i ∫ T
0
dsHc2(H(1)s +He +H
(1)
i )e
i
∫
T
0
dsHc2 . (A7)
Now the commutation relations are
[Q, Jz] = 0,
[Q, [Q, Jx]] = 4Jx,
[Q, [Q, Jy]] = 4Jy, (A8)
8so we can get
e−i
∫
T
0
dsHc2Jye
i
∫
T
0
dsHc2 = q(t)Jx,
e−i
∫
T
0
dsHc2Jye
i
∫
T
0
dsHc2 = q(t)Jy ,
e−i
∫
T
0
dsHc2Jze
i
∫
T
0
dsHc2 = Jz, (A9)
and the q(t) = ±1 with the value changes at time points
Tj,k. So using the rotating reference frame twice, the
total Hamiltonian becomes
H
(2)
tot = H
(1)
s +He +H
(2)
i
H
(2)
i = q(t)BxJx + q(t)p(t)ByJy
= q(t)
[∑
n
(gnb
†
n + g
∗
nbn)Jx + ip(t)(gnb
†
n − g∗nbn)Jy
]
=
∑
n
(gnb
†
nL+ g
∗
nbnL
†) (A10)
where the time-dependent Lindblad operator is
L = q(t)
1 + p(t)
2
J− + q(t)
1− p(t)
2
J+. (A11)
Finally, the effective Hamiltonian of the dissipative
three-level model under two-layer UDD control sequences
in the Toggling frame is
H
(2)
tot = p(t)ωJz +
∑
n
ωnb
†
nbn +
∑
n
(gnb
†
nL+ g
∗
nbnL
†),
(A12)
This is the Eq. (21) used in Sec. III.
Appendix B: Dynamical equation for O operator
In the non-Markovian case, the linear stochastic
Schro¨dinger equation was derived in [36], it reads
∂
∂t
ψt = −iHsysψt + Lz∗tψt − L†
∫ t
0
dsα(t − s)δψt
δz∗s
. (B1)
It is noted that the above exact equation contains a
time-nonlocal term. In order to find a time-local QSD
equation, one can introduce a time-dependent also noise-
dependent operator O(t, s, z∗), defined as
δ
δz∗s
ψt(z
∗) = O(t, s, z∗)ψt(z∗), (B2)
which can be determined from the consistency condition,
δ
δz∗s
∂ψt
∂t
=
∂
∂t
δψt
δz∗s
. (B3)
So we can derive the formal evolution equation for the
operator O(t, s, z∗),
∂
∂t
O = [−iHsys + Lz∗t − L†O,O]− L†
δ
δz∗s
O, (B4)
where O(t, z∗) ≡ ∫ t0 dsα(t, s)O(t, s, z∗). This equation
of motion for the O operator has to be solved with the
initial condition,
O(t, s = t, z∗) = L. (B5)
For the three-level dephasing model under DD control
described by Eq. (7) in Sec. II, one can easily derive the
exact O operator
O(t, s, z∗) = f(t, s)Jz , (B6)
with f(t, s) = p(s). However, in Sec. III, for the sec-
ond example with the three-level dissipative system and
the control field, the explicit O operator cannot be de-
termined. In this case, we have to use a perturbative
expansion in terms of noise z∗. This is a called weak
noise perturbation, which means we choose the O opera-
tor containing noise-free terms,
O(t, s) = f1(t, s)J− + f2(t, s)J+
+f3(t, s)JzJ− + f4(t, s)JzJ+,
O(t, s) =
∫ t
0
dsα(t, s)O(t, s)
= F1(t, s)J− + F2(t, s)J+
+F3(t, s)JzJ− + F4(t, s)JzJ+, (B7)
where Fi(i = 1, 2, 3, 4) =
∫ t
0
dsα(t, s)fi. Of course, the
QSD equation still contains noise explicitly (more details
are given by reference [48]). By substituting the above
two equations into Eq. (B4), we can derive a set of dif-
ferential equations for the coefficients as:
∂
∂t
f1 = (ipω + l2F2 − l1F3 + l2F4)f1 − l2F1f2,
∂
∂t
f2 = (−ipω + l1F1 − l1F3 + l2F4)f2 − l1F2f1,
∂
∂t
f3 = (ipω − l1F1 + l1F3 − l2F4)f3
+(l1F1 − 2l1F3 + l2F2 + 2l2F4)f1
−2l2F1f2 − l2F1f4,
∂
∂t
f4 = (−ipω − l2F2 + l1F3 − l2F4)f4
−(l1F1 − 2l1F3 + l2F2 + 2l2F4)f2
+2l1F2f1 − l1F2f3, (B8)
with the initial conditions:
f1(t, s = t) = l1(t),
f2(t, s = t) = l2(t),
f3(t, s = t) = 0,
f4(t, s = t) = 0. (B9)
In this paper, we choose the Ornstein-Ulenback type of
correlation function α(t, s) = γ2 e
−γ|t−s|, so the equations
9of motion for Fi are:
∂
∂t
F1 =
γ
2
l1 + (ipω − l1F3 + l2F4 − γ)F1,
∂
∂t
F2 =
γ
2
l2 + (−ipω − l1F3 + l2F4 − γ)F2,
∂
∂t
F3 = (ipω − 3l1F1 + l1F3 − l2F4 − γ)F3
+(l1F1 − l2F2 + l2F4)F1,
∂
∂t
F4 = (−ipω − 3l2F2 + l1F3 − l2F4 − γ)F4
+(l1F1 − l2F2 + l1F3)F2, (B10)
with Fi(0) = 0. Consequently, the O operator and the
QSD equation are fully determined.
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