Common transport systems lack the appropriate mechanisms to deal with the problems of mobile computing systems (e.g. temporary inaccessibility, transient network addresses of mobile hosts, along with varying quality of service parameters of physical network connections). Therefore, a need for new adaptive data distribution mechanisms. This paper discusses specific features of GISMO's (Generic Infrastructure Support for Mobile Objects) infrastructure; in particular, a mobile queuing service -which distributes data in an adaptive manner. In the remainder of this paper we introduce and motivate the need for adaptive data distribution mechanisms, describe our concept, as well as some implementation details and an overview of our first experiences with a prototype implementation.
INTRODUCTION
During the last few years the fields of mobile computing and mobile communications has make considerable progress which has lead to a strong trend towards integrating mobile hosts within existing data networks. Mobile hosts appear at different locations at different times. During moves and connections over wireless links we have a situation where frequent disconnections occur. Furthermore, the bandwidth of common wireless communication infrastructures is limited (Mello, 93) , (Davies, 94) . Other problems are: resource heterogeneity, security and the management of location dependent data.
One way to overcome these problems is to implement new applications from scratch. Due to the similarity of a significant number of applications concerning the above mentioned issues, we outline the importance of a support platform for mobile applications giving generic assistance in a reusable manner. Considering this, we are currently developing and implementing a Generic Infrastructure Support for Mobile Objects (the GISMO-Project). The basic design of our support platform is presented by (Schill, 95) . This paper discusses specific features of this infrastructure, in particular a mobile queuing service.
MOTIVATION
Common transport systems lack the appropriate mechanisms to deal with temporary inaccessibility, transient network addresses of mobile hosts, along with varying quality of service parameters of physical network connections. There are some considerable efforts to solve the problem of disconnected operations and temporary inaccessibility ( (Huston, 93) , (Huston, 95) , (Kistler, 92) , (Satyanarayanan, 93) and (Satyanarayanan, 94) ). These solutions mainly focus on file systems, based on caching, operation logging and reintegration. A recoverable queuing service for distributed transaction processing as a solution for reliable operation handling in case of inaccessibility is described in (Dietzen, 92) and (Transarc, 94) . But they did not deal with service mobility and QoS adaptation. (Balakrishnan, 95) shows a way for the improvement of TCP/IP performance over wireless networks and (Bakre, 95) enhances the RPC-mechanism with mobility awareness. While working on GISMO, the need of a new adaptive data distribution mechanism arose. This mechanism has to cope with postponed data transfer by intermediate persistent storing, "mobile addressing" supported by special locating mechanisms, detection of QoS parameters and appropriate adaptation during the transfer. QoS adaptation can be achieved by varying the data packet size depending on the average error rate and by data conversion or compression. The parallel transfer of data packets by multiple threads in case of long delay connections obviously decreases the transmission time, see (Kümmel, 95) .
THE CONCEPT
In this paper we focus on the data transport layer and the disconnected operation handling within the GISMO-architecture (for a detailed description see (Schill, 95) ). For better understanding we use an e-mail system as an application scenario below (details can be found in (Schill, 96) ). We present a transport system according to the queuing principle, the queuing service (QS). The QS is designed to support transfer of data units in any size, so called databodies. It is possible to describe dependencies between databodies. This allows the transfer of complex data structures with explicit access to each element by the QS. The explicit access enables data format detection and conversion in advance (before the transmission). A suitable example therefore is a multimedia e-mail, composed of text documents, audio and/or video and other attachments. By building an e-mail using single databodies for each type of information, the user is able to select only the databodies he really wants in case of a low-bandwidth connection. It is possible to assign the QS to reduce the size of a bodypart in advance. This allows the reduction of costs and time during a transmission over a low bandwidth link,. The reduction may cause a loss of quality, so we believe that user interaction during the selection of the rather subjective compression parameters is very desirable. For an automatic adaptation 'on the fly' we suggest another solution. The data source should deliver further information about the maximum possible compression, or on the other hand which parts of the information are vital to be transmitted in any case. The QS data structures enable the transfer of additional data, so this kind of operation is supported. For the evaluation of QoS parameters, the assessment and conversion respectively compression of different media types, external services within the GISMO System will be deployed. The QS is only aware of the fact, that the need for data conversion and QoSdetection exists. Figure 1 shows a sample environment. Queuing systems run on every station within the distributed environment. There is no central queuing server, due to the fact that redundancy and optimum routing are supported. Target addressing is not only limited to network addresses, it is also possible to use a list of target descriptions in order to meet the mobile aspects. In the example e-mail application a description is derived from a user identifier and an application identifier (we use in our prototype universal unique identifiers). Target locating is achieved by an external service -the Application Data Mobilizer and Manager (ADMM; for further explanation see (Schill, 95) ). The following short description of one distribution cycle is based on figure 2. The source application enqueues the databody together with a destination description (1). The ADMM locates the QS which is currently assigned to the target application and the respective user (for mechanisms for distributed location of mobile objects see (Dasgupta, 94) ) and assembles a routing path (2). In case a user is not connected and hence it is impossible to locate him, the ADMM supports mobility profiles which include possible locations of the users. Users usually relocate to a lazy changing set of locations, see also figure 1. Therefore the QS supports multicast data transfer to all probable destinations. The distribution is controlled by the routing path obtained from the ADMM and data is sent hop by hop. There can be several multicast distribution hops in the path for optimum exploitation of available bandwidth. Upon reception of a databody at the QS it is possible to contact the ADMM (3). So adaptation to changing network topology and very high target mobility are supported. We call it "adaptive source routing".
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Figure 2 the queuing service
On every intermediate QS the physical connection to the next QS is evaluated by the bandwidth and cost manager (BCM) (4). A conversion service (CVS) converts the databody into another format with a significant reduction of its size in case of a low bandwidth connection or high costs and if the databody is indicated as convertible (5). The modified databody is dequeued by the destination application (6). The transfer between two QS is covered by a transaction-like protocol and optimized accordingly to the currently available QoS parameters. All received data is stored persistent to ensure reliability and recovery in case of a system crash or network breakage. To support multicast distribution and to protect the system from data overflow we implemented lifetime control and garbage collection mechanisms. Each databody has a maximum lifetime. After expiration, the databody and all its copies will be removed from the whole distributed system. If a databody is dequeued by an application, a garbage collection process is started which will remove all copies within the system and inform the source application the successful operation has completed. In order to consider security requirements, security tags (to support various security techniques) will also be transferred with every databody. All distribution steps could be verified based on these tags using an external security component. Applications, which want to use the QS have to implement a callback procedure, so the QS can inform them about data arrival or the completion of a dequeuing operation at a remote site. Assuming a long time between the enqueue and dequeue operations there is a high likelihood that the sending application has already gone. So what will happen with the back reported message about data arrival? Applications can specify a file, so the system can log any reports about successful arrivals or failures during delivery (timeouts).
We have implemented a first prototype queuing system based on the Windows NT/95 operating systems and Microsoft RPC. The sources will be ported to UNIX platforms on top of OSF/DCE soon. So the system can run on mobile clients based on Windows95 while the servers are running on more powerful Unix workstations. We successfully built a mobile aware multimedia X.400 e-mail system on top of our prototype (see (Schill, 96) ). Currently we are able to present the first results of performance measurements with the system prototype. Figure 4 shows the average transfer times between two QS running on a PC Pentium 100 MHz, 32 MB memory each, connected by a HP 100 VG AnyLAN. The transfer time is measured between the moment an application has completed it's enqueuing operation on one QS until an other application completes its dequeuing operation on the other. The application will be informed by a callback function called by the QS if addressed data is available. 
Figure 4 throughput measurement
We currently working on an enhanced transfer protocol. The protocol performs optimized asynchronous multithreaded packet transport and continuous recovery abilities for aborted transfers in case of network disconnection, disruption or station switch off. There are some further enhancements to do. Considering the worst case of a low bandwidth and cost intensive connection to a remote site and assuming a few messages in the queue waiting for delivery, we must decide, which message will be delivered first. Of course the message headers own a higher priority than other databodies within a container, but sending all headers first involves a combination of multiple operations, if an error occurs lots of things have to set up again, so it may be better to send some containers in one trial.
Future work will focus on packet transport mechanisms without using RPC respective TCP/IP to maximize throughput for low-bandwidth connections found in wireless networks, because of the known TCP problems with large and also very short delay times due to the window mechanism (for details see (Balakrishnan, 95) , (Thekkath, 93) and (Kay, 93) ).
We also plan to implement mobile database access and mobile-RPC (Winkler, 95) facilities on top of our prototype. An overall transaction-management and enhanced security facilities within the system are also under development.
