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A variety of natural phenomena comprises a huge number of competing reactions and short-
lived intermediates. Any study of such processes requires the discovery and accurate modeling
of their underlying reaction network. However, this task is challenging due to the complexity
in exploring all the possible pathways and the high computational cost in accurately modeling
a large number of reactions. Fortunately, very often these processes are dominated by only a
limited subset of the network’s reaction pathways. In this work we propose a novel computationally
inexpensive method to identify and select the key pathways of complex reaction networks, so that
high-level ab-initio calculations can be more efficiently targeted at these critical reactions. The
method estimates the relative importance of the reaction pathways for given reactants by analyzing
the accelerated evolution of hundreds of replicas of the system and detecting products formation.
This acceleration-detection method is able to tremendously speed up the reactivity of uni- and
bimolecular reactions, without requiring any previous knowledge of products or transition states.
Importantly, the method is efficiently iterative, as it can be straightforwardly applied for the most
frequently observed products, therefore providing an efficient algorithm to identify the key reactions
of extended chemical networks. We verified the validity of our approach on three different systems,
including the reactivity of t-decalin with a methyl radical, and in all cases the expected behavior
was recovered within statistical error.
Many industrial and natural processes are the result
of thousands of interdependent reactions. Seemingly, a
model of these processes demands all these reactions to
be taken into account without regard to their ultimate
importance. Despite the fast growth of computational
resources of the last few decades, this extensive modeling
remains a daunting task except when massive simplifica-
tions are made. This situation mostly originates from two
problems: high computational cost of the methods that
need to be employed to accurately model each reaction
[1], and from the difficulty of finding and systematically
exploring all the possible reactive pathways.
Luckily, in many cases not all the possible reactions
have the same importance, as often many reaction path-
ways contribute only marginally to the products’ forma-
tion. This fact has been leveraged to build a simplified
model, often called reduced mechanism rm, which cap-
tures the key aspects of a more detailed description while
making it more tractable [2]. A rm is built on two dis-
tinct components, a subset of reactions and their corre-
sponding rates; it is generally constructed through a top-
down approach, where the complete reaction network is
reduced to a more manageable subset [3]. However except
for the most simple cases, this approach involves impor-
tant simplifications in the calculations of the rates [4],
which contrasts with the high-level accuracy required to
correctly model chemical reactions [5, 6]. The high sen-
sitivity of the rm to the methods used to compute the
rates k stems from the exponential dependency from the
free energy fe difference between products and transition
state ∆G‡ [7]:
k = κ
kBT
h
exp(−β∆G‡), (1)
where κ is the transmission coefficient, kB is the Boltz-
mann constant, T is the temperature, h is the Planck’s
constant and β = (kBT )
−1. From Eq. 1 follows that any
error in computing ∆G‡ is likely to have important ef-
fects on the values of the derived rates, which may have
catastrophic repercussions if the error affects an early
branching of a reaction network. For this reason, in-
stead of using one of the several existing methods de-
veloped to compute the reaction dynamics [8–12] on all
the possible reactions, we developed a new technique to
identify and select the most frequent pathways of a re-
action network with minimal computational effort by us-
ing an acceleration-detection scheme. The rates of these
primary pathways can then be computed with accurate
ab-initio techniques in order to build the rm.
To develop our approach, we started from the observa-
tion that for any given reactant(s), all the reaction path-
ways and rates can be recovered by simply observing the
behavior of a large number of replicas of the same sys-
tem for a long time and counting the occurrences of each
reaction. However, this method is not practical because
it requires several hundred long simulations for each re-
actant, due to the high energy barriers commonly in-
volved in chemical reactions. To make this idea applica-
ble we employed an acceleration-detection scheme, where
2the dynamics of all the system’s replicas are accelerated
until a reaction is detected. The simulations are then in-
terrupted and the frequency of each reactive pathway is
calculated. This method has the advantage that it does
not require a priori knowledge of the pathways or transi-
tion states, and does not rely on the life time or stability
of the products, since the simulations are interrupted as
soon as the reaction happens, and therefore this approach
can also handle pathways where chemical activation plays
an important role. By repeating the same procedure only
for the most frequently observed reactions, the key path-
ways of the entire reaction network are obtained without
the need to either map the complete reaction network or
arbitrarily select pathways. Although this approach can
be applied to different kind of systems, in the following
we will show its implementation for reactive systems in
gas phase.
Since the idea of accelerating systems to overcome en-
ergetic barriers is not new [13], we used Metadynam-
ics [14], an already well-tested method [15] that uses a
history-dependent bias to favor the exploration of new
states. While Metadynamics was originally introduced
to reconstruct fe landscapes, here we employ it only to
accelerate the system dynamics, simplifying the require-
ments on the definition of the collective variables. In
particular, we use the algorithm to bias the potential en-
ergy, forcing the reacting molecule to experience energy
fluctuations typical of higher temperatures [16]. This ap-
proach can be viewed as a way to force the molecule under
investigation to experience several collisions with virtual
particles that only increase its internal energy, effectively
accelerating its reactions in the high-pressure regime.
With the addition of the potential energy bias Φ, the
effective fe experienced by the system becomes ∆G‡j+Φ,
which substituted in Eq. 1 can be used to compute the
probability pi to observe a specific reaction i:
pi =
κiMi exp(−β∆G
‡
i )
∑
j κjMj exp(−β∆G
‡
j)
, (2)
whereMi is the pathway degeneracy of the i-th reaction,
and the summation is performed over all the possible
reactions.
While biasing the potential energy is an effective and
general way to accelerate the system reactivity [17], at
the same time it is not an appropriate quantity to use
to monitor the evolution of the reactions, since in many
cases it is unable to distinguish between products and
reactants. A more apt choice for the reaction detection
is the measure of the molecular connectivity, like the re-
cently introduced SPRINT (Social PeRmutation INvari-
anT) coordinates [18]. This class of reaction coordinates
defines the connectivity of a system of N atoms with a
N-dimensional vector by using spectral graph theory and
including both local and long-range system topology in-
formation. SPRINT coordinates have already been suc-
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FIG. 1. Example of the two dimensional potential experienced
by the single atom (ax = 3, bx = 21, cx = 36, dx = 3.3, ay =
3). The energy is expressed in kcal/mol and the contour lines
are separated by 5 energy units.
cessfully used to differentiate and cluster molecular struc-
tures [19], by considering the evolution of the Euclidean
norm of the difference between instantaneous and aver-
age value of the SPRINT coordinates. Moreover because
each reaction is interrupted as soon as a clear change in
the connectivity is observed, there is no requirement for
a careful selection of the SPRINT parameters in order to
have a weak connectivity even after a bond is broken.
To illustrate the salient details of our acceleration-
detection approach, we present three different applica-
tions of our method. We initially tested our technique on
a simple, two-dimensional system by studying the evolu-
tion of a single atom under the effect of an analytical
potential shaped to reproduce three minima separated
by two asymmetric barriers, as shown in Fig. 1. The
simulations were started from the central basin and the
rates of the formation of “products” were computed by
monitoring the position of the particles on the x axis, for
in this simple case there is no chemical connectivity that
justifies the use of SPRINT coordinates. By tweaking
the parameters that define the potential, we created sev-
eral scenarios with different barrier heights (from about
4 to 80 times kBT ) and different degrees of asymmetry
between the negative and positive basins (with a differ-
ence between the two barriers ranging from 0 to about
15 kBT ). We analyzed the effect of the thermostat and a
variety of Metadynamics parameters, in particular depo-
sition rate, bias shape and bias factor, when employing
the well-tempered version [11]. In all cases we found
an excellent agreement between the pathway probability
computed with our approach and the one predicted by
using the analytical values of ∆G‡ in Eq. 2. A sub-
set of the results (selected for clarity) is shown in Fig.
2); additional details can be found in the supplementary
material.
As a second example we considered the first step of
unimolecular decomposition of ethane at high tempera-
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FIG. 2. Comparison between theoretical (full symbols) and
computed (empty symbols) probability for the transition from
the central (−1 < x < 1) to the negative basin (x < −1) for
different potentials. Data from simulations performed with
(triangles) and without a thermostat (circles); vertical bars
show the 95% confidence interval.
tures. As with the previous system only two pathways are
possible, a C−C or a C−H bond breaking, but this time
the reactions have different multiplicities (one and six,
respectively) and dissimilar entropic contributions. For
all simulations we used adaptive intermolecular reactive
bond-ordered potential AIREBO [20]; while classical re-
active force fields are not necessarily accurate compared
to ab-initio or density functional theory methods, they
provides a consistent and computationally light frame-
work to test our method. Since the method itself is not
dependent in any way on the underlying potential, this
choice affects the result but not the validity of the test.
The theoretical rates were computed by using Eq. 2;
the values of ∆G‡i were obtained by interpolating the
fe at the required temperatures; transmission rates were
considered equivalent for all the reactions. For the fast
exploration method, we did not apply a thermostat as
its efficiency is not constant for all the frequencies and
therefore its use can radically influences the results. The
control on the final temperature was obtained by chang-
ing the biasing parameters, while still maintaining each
added bias relatively small (normally less than 1/10th of
kBT for both Gaussian height and width). See supple-
mentary materials for more details). As can be seen in
Fig. 3 the predicted probability of a pathway is recov-
ered in a wide range of temperatures, with a minimal
computational cost. Even without any specific optimiza-
tion, the average simulation time is most of the time 10
ps or less. Considering a few hundred simulations for
each system, the total required simulation time is on the
order of a few nanoseconds and can be further controlled
by modifying the number of simulations.
As a final application of our method we considered the
reactivity of a t -decalin molecule in presence of a methyl
radical. The former is used in surrogate fuels and the lat-
ter is a common species in combustion environments and
plays an important role in H abstraction reactions. This
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FIG. 3. Comparison between theoretical (full circles) and
computed (empty circles) probability for the C−H bond
breaking; vertical bars show the 95% confidence interval (left
y-axis). Squares indicate the average simulation time for each
system; each point represents the average of 40 to 200 simu-
lations (right y-axis).
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FIG. 4. Possible reactions of the t-decalin + CH
3
system.
Six pathways involve the unassisted (1-3) and assisted (1a-
3a) C−H bond breaking, four (4,5,7,8) the C−C cleavage,
and one (6) the isomerization to c-decalin.
system can evolve in eleven different products as shown in
Fig. 4. We employed the same general approach used for
the ethane study, with the addition of a soft constraint
to avoid an excessive increase of the distance between
the decalin and the methyl radical. The results show
an excellent agreement for all the pathways (see Fig. 5)
and as before we observe a tremendous speedup, with
average simulation times in a range of 2 to 30 ps depend-
ing on the biasing parameters. Notably, our simulations
show the complete absence of hydrogen abstraction re-
actions (1a, 2a, 3a in Fig. 4), which are indicate in the
literature as the dominating pathways in such conditions
[21]. However, by inspecting the free energy landscape
as a function of the distance of the hydrogen between
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FIG. 5. Comparison between the observed and theoretical
probability of reactions for the t-decalin + CH
3
system for two
different set of conditions. Reactions are labeled according to
Fig. 4. In both cases the hydrogen abstractions (reactions
1a to 3a) are not reported due their negligible probability.
Vertical bars represent the 95% confidence intervals.
supplementary material), one can observe that the ab-
straction reactions must overcome a barrier of at least
50 kcal/mol more than that needed for the unassisted
C−H bond breaking and are therefore correctly not ob-
served in a sample of a few hundred runs. This result is
likely related to the choice of a particular version of the
AIREBO force field, which does not change the charge
distribution as a function of the distance of the methyl
radical. A more recent version of this force field [22] or
different reactive potentials may give a more accurate
picture of this system’s reactivity. Nonetheless, the va-
lidity of our approach is not affected by the choice of the
potential.
These tests, in particular the decalin system with
eleven different pathways, which include both unimolec-
ular and bimolecular reactions, shows the full potential
of our approach. Within the quite general validity of Eq.
1 our method identifies the subset of the most likely reac-
tion pathways with a minimal computational effort and
without neither assumptions on the reactions or tran-
sition states nor the need to define different collective
variables for each reaction. The reproducibility of the re-
sults independently from the bias and simulation param-
eters, as well as the generality of the potential energy-
SPRINT combination, makes this method suitable for
its effective iterative application to complex reaction net-
works. Moreover, the options of varying the number of
runs for given reactants and blocking specific reactions
allow a very efficient exploration even of simple or par-
tially known reaction networks.
As mentioned above, our acceleration-detection ap-
proach can be extended to different classes of systems,
with minimal adjustments. For example, while the po-
tential energy and SPRINT coordinates combination is a
general streamlined choice for systems in the gas phase,
for other type of reactive networks, like chemical reac-
tions in solutions, the relevant relaxation times, e.g., wa-
ter reorientation, should be also considered, so that the
behavior of the accelerated system is not biased by a spe-
cific initial configuration.
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