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１序論
近年，最適化問題に対する効率的な解法として，遺伝的アルゴリズム(GeneticA1gorithm,ＧＡ)，アニー
リング法，タブー探索法やそれらの変形版などのアルゴリズムであるメタ戦略が提案されてきた．メタ戦略
は，基本解法である局所探索法（LocalSeaJ｢ch,ＬＳ）などと自然界に存在するアイデアを結合させることに
よって，比較的短時間に高品質な近似解を算出可能である．この一例として，ＧＡにＬＳを組み込んだ遺伝
的局所探索法(GeneticLocalSeaJFch,GLS)などが挙げられるが，ＧＬＳで費やされる探索時間の多くはＬＳ
が占めている場合が多い．このことから，メタ戦略で多く用いられるＬＳの性能を維持しつつ，探索時間の
大幅な効率化を可能にする方法の提案が期待されている．
本論文では，バイナリー２次計画問題（BinaryQuadraticProgrammingProblem,BQP）を取り上げ，
ＢＱＰに対して知られているＬＳの中でも，最も有効なk-Opt局所探索法（A-Opt法）に焦点をあてる．こ
のk-Opt法は，1960年代後期から７０年代前期において，巡回セールスマン(travelingsalesmanproblem）
およびグラフ分割問題(graphpartitioningproblem)に対してＬｉｎとKemighanにより提案された局所探
索法[13,16]のアイデア（可変深度探索,vaJFiabledepthsearch）に基づき，近年ＢＱＰに対してMerzと
Freislebenによって提案された[181ＢＱＰに対する作叩t法では，良好な近傍解を探索し，その近傍解へ
の移動を繰り返すことで最終的に良質な近似解を算出する．しかしながら，近傍解探索のプロセスは必ず
しも効率的ではないため，近傍解探索を打切るためのパラメータが準備されている．このパラメータ設定
によってルー叩t法自体の探索時間をある程度短縮できることが知られているが，十分な知識の導入による検
討はなされていない
本論文の目的は，k-opt法の近傍解の探索傾向に基づいた知識の導入による大幅な探索時間の効率化手法
の提案である．本論文では，２でバイナリー２次計画問題，３．１でＢＱＰに対するA-Opt局所探索法につい
て記述する．次に，３．３でんOpt法における既存のパラメータ設定による近傍解の探索傾向を分析し，その
観測結果を用いてMerzらが示したパラメータ設定[18]をベースにした新たな方法を４に提示する．その
結果，既存のパラメータ設定との比較において，同等の探索性能を維持しつつ，探索時間を大幅に短縮可能
であることを示す．
２バイナリー２次計画問題
バイナリー２次計画問題（BQP）とは，、×、の対称行列Ｑ＝(qが)が与えられたとき，次の目的関数
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を最大化する解勿を求める問題である[５１ＢＱＰは，NP-困難であり，数多くの応用例を有している．例と
して，ＣＡＤ問題[15]，マシンスケジューリング問題[１１capitalbudgetingandfinancialanalysis問題[17]，
trailicmessagemanagement問題[6]，分子構造問題[21]などがある．更に，ＢＱＰは様々な組合せ最適化
問題と同等であることが知られている．そのような問題として，最大カット問題，最大クリーク問題，最大
頂点パッキング問題，最小頂点被覆問題，最大独立集合問題などがある[3,5,8,19,201
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３ＢＱＰに対するルーopt局所探索法
3.1k-Opt局所探索法
最初に，局所探索法で利用される解の表現について記述する．ＢＱＰにおける解勿は，長さ、で構成され
る各ビットユワォ(i＝1,…,､)にＯもしくは１を持つ，Ｏ~１ビット表現である．また’0と１のどのような組合せ
であっても実行可能解となるため，ＢＱＰの解空間Ｘのサイズは２河となる．最も簡単な近傍は，解ｚに対し
て，ｊ番目のビットを反転することによるLOpt近傍である．このとき，一度に生成可能なLOpt近傍解の数
は、に等しく，Lopt近傍を有する局所探索法はL0pt局所探索法（】~叩t法）と呼ばれる.】~Opt法は,各繰
り返しにおいて，現在解の目的関数加)と冗個からなるI-0pt近傍解の地')とのゲイン9(＝ｆ(Z')￣/(z)）
が最大となる近傍解を生成しながら探索を進め，その最大となるゲインがＯもしくは負となるときを終了
条件とするものである．また，ルーOpt近傍jVk-opt(z)＝{z'eXldH(`Ｍ')三A｝(｡〃は二つの解のハミン
グ距離を指す)は，一つのビットからk個のビットを－度に反転することにより到達可能な解の集合と定義
され，１sの数に応じて指数的（|jVk-optl＝〃ん）となる.
ＢＱＰに対するルーOpt近傍は，連続的なLOpt近傍操作によって到達可能な解集合とされる.具体的には，
各ビットに対して１回のみ行うことを保証したビットの反転を連続的に行うこれは，最大のゲインを持つ
ピットを連続的に反転することによりｎ個の解集合を生成し，そのｎ個の解集合の中の最良解をｋ~Opt近傍
解とするものである．よって，ＢＱＰに対するルーOpt近傍は，各繰返しにおいて’～ん個の可変的なピットの
反転によって構成され，一般的にｈの数を常に固定した完全ルーOjDt近傍よりも効率的な探索を可能にする．
現在解ｚにおけるｊ番目のピット(ZjE{0,1})を反転し得られる近傍解評価のためのゲイン値gjは,次
式で求められ，Ｏ(､)時間を要する．なお，巧＝１－mjである．
几
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式(2)を用いてｎ個のLOpt近傍解のゲイン値を計算するには，Ｏ(､2)時間を要する．Merzらは，ｎ個の
LOpt近傍解のすべてのゲイン値を線形時間で可能とするゲイン更新法を採用しており[18]，我々のA-Opt
法でもこの更新法を取り入れた．
ここで，図１に示すＢＱＰに対するk-Opt法の擬似コードをもとにアルゴリズムを説明する．このアルゴ
リズムは，外ループと内ループの二つの繰返し処理から構成される．各変数は，探索中に算出された最良解
ｍ６…を保持するためのｚｐ…最良解伽｡tのゲイン値０m…現在解ｚのゲイン値０，近傍解へ移動する
ために現在解に対して反転操作を実施し得るピット番号を保持するＣである．内ループ中の処理は，Ｃの
すべてのピットを反転させることにより，生成された７０個の解の中から最大のゲインＧｍｃ懇を有するz6e8t
をA-opt近傍解とする．次に，外ループでは，このような探索操作を良好な近傍解が生成できなくなるまで
繰返す．このルー叩t法は，deterministicであるため，与えられた初期解に依存した局所最適解を算出する．
片山らはメタ戦略に局所探索法の導入を前提として，そのルーopt法にランダム性を与えた，ランダムルーOpt
法を提案している[10,111文献[9,12]では，GLSなどのメタ戦略には，ランダムルーOpt法を導入する方
が良好な解を算出しやすいことが示唆されている．
３２k-０Pt局所探索法のパラメータ、について
ＢＱＰに対するdeterministick-0pt局所探索法の基本アルゴリズムは，内ループにおいてｎ個の解の生成
を巧妙に行い，その解集合の中から最良の解を選ぶ．しかしながら，探索時間の効率化を考えると，常にｎ
個の解を調べる必要はなく，実際的にはそれよりも比較的少ない個数の解を調べることで，（保証は無いが）
最良解を選び出すことが可能になる．Ｍｅｒｚらは，内ループの終了条件（Ｏ＝Ｏになるまで）を内ループで
保持されるｚ…が見つかった時点から数えて、回の内ループの繰返しにおいても最良解が更新されなけれ
ば，内ループを強制的に終了する方法に修正し，探索時間の短縮を試みた．これにより，パラメータｍを
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ｍ＜、のように設定する場合は，基本アルゴリズムよりも探索時間の効率化が可能であることを述べてい
る[l81Merzらは，このｍを100とすることを推奨した一方，片山らのランダムルーOpt法でも同様のパ
ラメータが存在し，ｍを５０と推奨している[101舟Opt法は，ｍの設定値によって，最終的に得られる解
や探索に要する探索時間に影響を及し，無駄な探索時間を省くことができると考えられる．
procedurek-Opt-Local-Search(z’９）
ｒｅｐｅａｔ
Ｚｊ,…:＝Ｚ,Ｇm・麺:＝0,0:＝0,Ｃ:＝｛1,…,､}；
ｒｅｐｅａｔ
ｆｉｎｄｊｗｉｔｈｇｊ＝maxiEo9i；
Ｇ:＝Ｇ＋ｇｊ；
ｉｆＧ＞０ｍα霧ｔｈｅｎＧｍａ錘：＝０，z6est:＝ｚ；
ｚｊ:＝l-zj,ｃ:＝ｃＷ}；
updategains9ifbrallj；
untilＯ＝０；
ｉｆＧｍｃ麺＞Ｏｔｈｅｎｚ：＝ｚ６ｅｓｔｅｌｓｅｚ:＝ｚｐ…；
untilGmQ垂≦Ｏ；
ｒｅｔｕｒｎｚ；ｅｎｄ；
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図１ルーopt局所探索法
3.3ルーOpt法における探索傾向の分析
本論文では，greedyに生成された初期解による解からスタートするA-OPt法に関する探索傾向を分析す
る．それは，将来的にメタ戦略へk-opt法を導入する場合の影響について検討するためであり，より実際的
な効果を観測できるものと期待できる[14]、これは，多くの場合に局所探索法はメタ戦略の主力探索法にな
り得ることに起因している．例えば，メタ戦略の一つと知られるＧＬＳでは，突然変異や交叉操作によって
生成された解は，ランダム解よりも比較的良好な解となり，greedyな初期解と類似するものと考えること
ができるからである．なお，greedy解法[18]は，ランダム性を有しており，計算機上で与えるランダムの
種などに応じて異なる近似解を生成可能である．greedｙ解法により平均的に得られる解質は，以下に記述
する問題例に対して，多くの場合に，既知の最良解から約１％～5％程度と比較的良い．
表１は，greedyな初期解に対する基本アルゴリズムの各外ループにおいてＧｍａ麺を得たときの内ループの
繰返し回数を示す．ここで，内ループの繰返し回数をIteInLoopと表記する．この結果は，１００回の実行によ
る平均である．本実験では，ＢＱＰの良く知られたテスト問題[4]から500～2500変数までの大規模な45個の
問題例を扱うこれらの問題例は，Ｇ１overらによる500変数の５個の問題例(glov500)[7]，Kochenberger
らによる1000変数の10個の問題例(kb-g)[２１Beasleyによる500,1000,2500変数の問題例(beas500，
beaslOOO,beas2500)[5]で，それぞれは10個の問題例を含む．全問題例は，ORLIB[4]より取得可能で
あり，これらは，問題サイズ，各問題例の行列Ｑのdensity（de7L8(Ｑ):行列ＱにおいてＯ以外の数値が含
まれる割合）などの違いがある．
Ｍｅｒｚらのパラメータｍを１００とした方法での各外ループにおけるIteInLoopは，Ｇｍａｍが得られてから
最大100回を必要とする．しかしながら，表ｌによると，毎回Ｇ､｡露が得られてから１００回も内ループを行
う必要はないと考えられる．例えば，glov500-1において０m…が得られたときのIteInLoopは，１回目の
外ループでは２６，２回目の外ループでは１２となっており，外ループの回数が増すごとにＧｍｑ麺を得るとき
のIteInLoopは，徐々に減少することが観測できる．また，他の問題例においても同様の傾向がみられる．
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これらの観測から，各外ループにおいてＧnｍｍが得られたときのItelnLoop付近で内ループを打切れぱ，解
質をできるだけ落とさずに計算時間を大幅に短縮できると考えられる．
表１を更に分析すると，９１｡v-500の各問題例に対する１回目の外ループにおいてＧ…錘を得たときの
IteInLoopの平均値は，２６～３０となっており，いずれも，問題サイズ〃の約1/20である．また，２回目以
降の各外ループにおいてＧｍａ露を得たときのIteInLoopの平均値は，前回の外ループにおけるIteInLoopの
約1/2であることが観測できる．更に，他の各問題例群においても同様の探索傾向がみられたこのよう
に，外ループの回数が増すにしたがって，Ｇｍａ露が得られたときのIteInLoopは問題例の特徴の違いに関係
なく，平均的に減少する傾向が確認された．
４探索傾向に基づいた知識の導入によるAMpt局所探索法
本論文での探索傾向に基づく知識を導入したk-opt法について記述する．提案する方法は．探索時間を大
幅に短縮させるために，近傍解探索の分析結果に基づき基本となる内ループの繰返し回数を決定する．そ
して，探索状況から更に内ループを追加することによって，近傍解生成の打切りを効率的に行う．我々の提
案する新たな方法は，表１によるk-opt法の探索傾向の分析から得られた知識を導入することによって，内
ループの繰返し回数を効率的に変動させることを可能としている．
以下に，探索傾向に基づく知識を導入したルー叩t法のアルゴリズムを説明する．この方法は，図１の基
本アルゴリズムで示した１－１０行目を図２のように書き換えたものである．ここで，図２に示す擬似コー
ドをもとにアルゴリズムを説明する．各変数は，現在の内ループの繰返し回数を示すＬＧｍａ露が得られた
ときの内ループの回数Lgm…前回の内ループでのゲイン値ｃｐ…，内ループの基本繰返し回数!，ある区
間におけるＧの増減を調べるためのｐである．Ｊの値は，表１の各外ループにおいてGmo塗を得たときの
IteInLoopに基づいて決定する．１回目の外ループでのｌは問題サイズ、の1/２０，２回目以降の外ループのＩ
は前回の外ループで０m･麺が得られたときのIteInLoopの1/２とした．
Ｌ:＝０，ＬｇｍＱｚ：＝０，Ｇｐ…：＝0,1,ｐ；
updateム
repeat
L＋＋；
ｆｉｎｄｊｗｉｔｈｇｊ＝maxdEo9d；
Ｇ:＝Ｇ＋ｇｊ；
ｉｆＧ＞ＧｍｏｚｔｈｅｎＧｍａ露：＝Ｇ,z6eat:＝ｚ,Ｌｇｍａ錘:＝Ｌ；
ｚｊ:＝l-zj,ｏ:＝ｏＷ}；
updategains9ifbrallj；
ｉｆ((Ｌ三J)ａｎｄ(G，…≦Ｇ)ａｎｄ(Ｌ三p))thenbreak；
Ｇｐ７ｅＵ＝G
untilC＝０；
if(Lgm…＞Ｌ－ｐ)thenp:＝Ｌ＋P,goto2；
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図２探索傾向に基づいた知識の導入によるA-opt局所探索法
このアルゴリズムでは，まず内ループの基本繰返し回数としてＩ回の内ループを繰返した後，更に１０行
目の現在のＧと前回の内ループで得られたＧｐ…の比較においてＧの増大がみられなくなるまで内ループ
を繰返す．１３行目では，区間[Ｌ－ｐ,L]における広範囲なＧの増減を調べ，その区間内においてＧｍ･麺が
得られていれば，今後，Ｇｍｃｪが更新される可能性があると考え，現時点から更にｐ回の内ループを繰返す．
ここでは，区間を決定するための変数ｐの初期値を２０とした
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次に，図３を用いてその様子を詳細に示す．我々の提案する方法では，内ループの基本繰返し回数【に
よって，内ループの繰返し回数が１回または１回からＧの増大がみられなくなった時点で内ループを打切
り，無駄な繰返しを大きく省くことができる．しかしながら，この時点から何回かの内ループを繰返すこ
とによってＧm･垂が更新されるかもしれない．そこで，現時点までの内ループにおけるＧの増減によって，
今後，内ループにおいてＧｍａ麺が更新される可能性を考慮した予測を行う．これによって，我々は現時点と
現時点からｐ回前の区間[Ｌ－ｐ,L]の内ループにおいてＧ…が得られていれば，現時点から更にｐ回の内
ループを繰返す方法を提案した．
了剰／ロロ圏印
ニーニーニーーや
：
現時点
innerloopL
図３Ｇm･垂が更新される可能性を考慮した予測
５数値実験
上で提案した探索傾向に基づく知識を導入したルー叩t法の有効性を検討するために，ベンチマーク問題を
用いて，ｍを１００に固定したＭｅｒｚらのk-OPt法との比較を行う．実験は，表１で扱った問題例を使用する．
すべての実験は，NECPC98-NXMate(PentiumⅢ,650ＭHz)上で実行され，プログラム言語はＣ言語で
ある．
表２は，greedyな初期解に対するk-0pt法の実験結果である．各欄は，既知の最良解値(best-known)，ｍ
の値を従来通り100に固定，新しい方法に対して，1000回の試行で得られた最良解(best)と既知の最良解
からのその解質(%)，平均値(avg)とその解質(%)，全計算時間ｔ（秒）を示す．更に，新しい方法の有効
性を検討するために，従来法に対する平均の解質差(loss)，全計算時間の短縮率(r-t)を示す．
例えば，glov500-3の問題例における従来の方法によるａｖｇの解質は0.251％，計算時間は３７秒である
のに対し，新たな方法では，ａ凡７９の解質が0.287％，計算時間は３秒となっており，0.036％の解質の低下で
計算時間を91.9％短縮できている．また，全問題例におけるａｖｇの解質の低下具合の差は従来の方法に対
して，平均0064％の低下で，計算時間は平均65.3％の短縮が可能である．
これらの結果から，我々の提示した方法は，最終的に得られる解質をできるだけ維持しつつ，探索時間を
大幅に短縮可能であることを示した．よって，実用的な観点からメタ戦略に導入する場合にも，非常に有効
であると考えられる．
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６結論
本論文では，ルー叩t法の探索傾向の分析から得られた知識の導入による近傍解生成の打切りを行うことに
よって，大幅な探索時間の効率化手法を提案した．我々の提案する方法は，既存の効率化手法に比べ，平均
的な解質をできるだけ維持しながら，探索時間を大幅に短縮できることを示した．
表１各外ループにおいてGmo錘を得たときのItelnLoopの平均
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表２greedyな初期解に対する実験結果
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Inrecentye麺s,themetaheuristicswhicharealgorithm,suchasGeneticA1gorithm(GA),Simulated
Annealing,nbuSearch,ａｎｄｓｏｏｎ,hasbeenproposedasaneflicientmethodfbroptimizationproblem・
Themetaheuristicscancalculatenear-optimalsolutionsofhigh-qualityinashortsearchtimerelatively
bycombiningLocalSeaJ｢ｃｈ(LS)withisthebasicmethod,andtheideawhichexi8tsinthenatural
worldAsthisexample，althoughGLSwhichincludedLSinGAismentioned，LSaccountsfbrmany
ofsearchtimeexpendedbyGLSinmanycases・Therefbre,maintainingtheperfbrmanceofLSusedby
themetaheuristics，theproposalofthemethodtoenabletheefliciencyenhancementofsearcｈｔimeis
expected
lnthispaper，ｗｅｆｂｃｕｓｏｎｔｈｅｍｏｓｔｐｏｗｅｒｆＵｌｔｈｅＡ‐叩tlocalsearchheuristicinLSknownfbrthe
binaryquadraticprogrammingproblem・Thek-Optlocalsearchheuristiｃｉｓｋｎｏｗｎｔｈａｔｉｔｃａｎｒｅｄｕｃｅ
ｓｅａｒｃｈｔｉｍｅｔｏｓｏｍｅｅｘｔｅｎｔ，However,theintroductionofsuHicientknowledgefbrtheA-0ptlocalsearch
heuristicisnotstudied，WeproposetheefliciencyenhancementtechniquetoreduceaUthemoresearch
timebyintroducingtheknowledgebasedonthesearchtendencybyanalysisoftheneaJFsolutionsearch
ofthek-optlocalsearchheuristic、IncomparisonwiththeexistenttheeHiciencyenhancementtechnique，
ourproposalmethodshowsthatsearｃｈｔｉｍｅｃａｎｂｅｍｏｒｅｒｅｄｕｃｅｄ，maintajninganequivalentsearch
perfbrmance．
