Implicit and Explicit Neural Mechanisms Supporting Language Processing by Batterink, Laura & Batterink, Laura
 
 
 
 
IMPLICIT AND EXPLICIT NEURAL MECHANISMS  
SUPPORTING LANGUAGE PROCESSING 
 
 
 
 
 
 
 
 
 
 
 
 
 
by 
 
LAURA JANE BATTERINK 
 
 
 
 
 
 
 
 
 
 
 
 
 
A DISSERTATION 
 
Presented to the Department of Psychology  
and the Graduate School of the University of Oregon 
in partial fulfillment of the requirements 
for the degree of 
Doctor of Philosophy 
 
September 2012 
  
 
ii 
DISSERTATION APPROVAL PAGE 
 
Student: Laura Jane Batterink 
 
Title: Implicit and Explicit Neural Mechanisms Supporting Language Processing  
 
This dissertation has been accepted and approved in partial fulfillment of the 
requirements for the Doctor of Philosophy degree in the Department of Psychology by: 
 
Helen Neville Chairperson 
Edward Vogel Member 
Paul Dassonville Member 
Terry Takahashi Outside Member 
 
and 
 
Kimberly Andrews Espy Vice President for Research & Innovation/Dean of the 
Graduate School  
 
Original approval signatures are on file with the University of Oregon Graduate School. 
 
Degree awarded September 2012 
  
  
 
iii 
 
 
 
 
 
 
 
 
 
 
 
 
 
© 2012 Laura Batterink 
  
 
iv 
DISSERTATION ABSTRACT 
 
Laura Jane Batterink 
 
Doctor of Philosophy 
 
Department of Psychology 
 
September 2012 
 
Title: Implicit and Explicit Neural Mechanisms Supporting Language Processing 
 
 
Despite the enormous complexity inherent to language, almost all humans acquire 
and use their native language with apparent effortlessness, simply from being immersed 
in a normal social environment.  It has been hypothesized that conscious processes play 
only a limited role in language, which may explain how language can be acquired and 
processed with so little effort.  Using event-related potentials, this dissertation addresses 
this hypothesis by investigating the contributions of implicit and explicit neural 
mechanisms to different aspects of language.   
In the first study, the neural mechanisms mediating semantic and syntactic 
processing of word pairs were examined, using the attentional blink (AB) to manipulate 
awareness of target words.  In the semantic condition, correctly reported target words 
elicited an N400 effect, while missed target words did not elicit an N400.  These results 
provide evidence that awareness plays a critical role in semantic processing. In the 
second study, the neural mechanisms that support syntactic processing of full sentences 
were investigated, using a cross-modal AB to manipulate awareness of syntactic 
violations.  Syntactic violations that were not consciously detected nonetheless elicited a 
left anterior negativity, indicating that syntactic processing is subserved by implicit 
neural mechanisms.  In the third study, the neural mechanisms underlying semantic 
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acquisition were examined, using a task in which the meanings of novel pseudowords 
were learned through context.  Novel pseudowords elicited a robust N400 effect after 
remarkably little exposure but only during an explicit task and only when word meanings 
could be explicitly recognized, indicating that vocabulary acquisition is primarily 
mediated by explicit neural mechanisms.  In the fourth study, the neural mechanisms that 
support the acquisition of second language (L2) syntax were investigated, using a 
language-learning task in which participants were trained either implicitly or explicitly.  
Regardless of training condition, learners who successfully learned the novel L2 syntactic 
rules showed P600 effects, suggesting that explicit mechanisms play a crucial role in 
acquiring L2 syntax. Taken together, results from these studies suggest that awareness 
plays a critical yet constrained role in language processing, yielding new insight into how 
language is spoken and understood so effortlessly. 
This dissertation includes previously published and co-authored material.  
 
 
  
 
vi 
CURRICULUM VITAE 
 
NAME OF AUTHOR:  Laura Jane Batterink 
 
 
GRADUATE AND UNDERGRADUATE SCHOOLS ATTENDED: 
 
 University of Oregon, Eugene 
 Middlebury College, Middlebury, Vermont 
  
 
DEGREES AWARDED: 
 
 Doctor of Philosophy, Psychology, 2012, University of Oregon 
 Master of Science, Psychology, 2008, University of Oregon 
 Bachelor of Arts, Neuroscience, 2007, Middlebury College 
  
 
AREAS OF SPECIAL INTEREST: 
 
 Neural organization for language processing 
 Neural systems underlying implicit and explicit memory 
 Neural mechanisms supporting awareness 
  
 
PROFESSIONAL EXPERIENCE: 
 
Research Assistant, Department of Psychology, University of Oregon, 2007 
 present 
 
Teaching Assistant, Department of Psychology, University of Oregon, Fall 2009, 
Winter 2011, Winter 2012, Spring 2012 
 
 
GRANTS, AWARDS, AND HONORS: 
 
 Henry V. Howe Scholarship, University of Oregon, 2011 
 
 
PUBLICATIONS: 
 
Batterink, L., Karns, C. M., & Neville, H. (in press).  Dissociable mechanisms 
supporting awareness: the P300 and gamma in a linguistic attentional 
blink task.  Cerebral Cortex. 
 
 
 
  
 
vii 
Kimble, O. M, Batterink, L., Marks, E., Ross, C., & Fleming, K.  (in press). 
Negative expectancies in posttraumatic stress disorder: neurophysiological 
(N400) and behavioral evidence.  Journal of Psychiatric Research.  
  
Batterink, L., & Neville, H.  (2011). Implicit and explicit mechanisms of word 
learning in a narrative context: an event-related potential study. Journal of 
Cognitive Neuroscience, 23, 3181-3196. 
  
Batterink, L., Spoor, S., & Stice, E.  (2010).  Body mass correlates inversely with 
inhibitory control in response to food in adolescent girls: An fMRI study.  
NeuroImage, 52, 1696-1703.    
  
Batterink, L., Karns, C. M., Yamada, Y., & Neville, H. (2009). The role of 
awareness in semantic and syntactic processing: an ERP attentional blink 
study. Journal of Cognitive Neuroscience, 22, 2514-2529. 
 
 
  
 
 
  
 
viii 
ACKNOWLEDGMENTS 
 
 
I would like to express my sincere gratitute to my advisor, Helen Neville, for the 
all the support, guidance and training you have provided throughout graduate school. You 
have created a wonderful environment in which to learn and grow, one that encourages 
independent inquiry, critical thinking, and rigorous science.  I would also like to thank 
many other members of the Brain Development Lab.  A huge thank you to Christina, for 
your patience, your generosity with your time, and your willingness to share your 
knowledge and practical skills, which have been hugely beneficial. You’re an excellent 
mentor, and I have really enjoyed working with you over the years.  I’d also like to 
convey my sincere appreciation to Eric, Yoshiko, and Mandy, for all the useful input and 
insightful comments that you have all given me on these different projects.  Your 
combined knowledge base of all things language-related has been extremely valuable.  I 
also want to thank Linda, our “Lab Mom”, for both her administrative support and her 
wonderful positive presence in the lab. Thanks to Paul and Ray, for all the technical and 
programming support, without which none of these studies would have gotten off the 
ground.  And finally, thank you to my RAs, Thomas Pettus-Czar, Nick Price, and Ryan 
Jayne, for your help with data collection. 
I’d also like to express my appreciation to Ed Vogel, Paul Dassonville, Terry 
Takahashi, and Ken Paller, for their valuable comments and suggestions, which have not 
only improved this dissertation but which will continue to guide me in future work. 
Finally, I want to express my sincere appreciation to my wonderful family.  To 
my mom and dad—you’ve given me every opportunity and supported me every step of 
the way.  Thank you for your encouragement, your interest in what I do, and for the many 
  
 
ix 
trips out to Oregon you’ve made in the last five years.  And to my husband Brad—thanks 
for everything. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
x 
TABLE OF CONTENTS 
Chapter Page 
 
 
I. GENERAL INTRODUCTION ...............................................................................  1 
  
II. THE ROLE OF AWARENESS IN SEMANTIC AND SYNTACTIC 
PROCESSING: AN ERP ATTENTIONAL BLINK STUDY ...................................  12 
 Introduction ...........................................................................................................  12 
 Electrophysiology of Language Processing ....................................................  13 
 ERP Studies of Automaticity in Semantic Processing ....................................  15 
 ERP Studies of Automaticity in Syntactic Processing ....................................  20 
 The Present Study ...........................................................................................  22 
 Methods .................................................................................................................  24 
 Participants ......................................................................................................  24 
 Stimuli .............................................................................................................  24 
 Procedure ........................................................................................................  27 
 ERP Recording and Analysis ..........................................................................  28 
 Results ...................................................................................................................  31 
 Behavioral Results ..........................................................................................  31 
 ERP Results:  Semantic Block ........................................................................  32 
  All Trials  .................................................................................................  32 
  Correct versus Incorrect Trials ..................................................................  34 
 ERP Results: Syntactic Block .........................................................................  37 
  All Trials  .................................................................................................     37 
  
 
xi 
Chapter Page 
 
  Correct versus Incorrect Trials ..................................................................  39 
 ERP Results:  Semantic and Syntactic Comparisons ......................................  41 
 Discussion .............................................................................................................  43 
 Semantic Block ...............................................................................................  43 
 Syntactic Block ...............................................................................................  47 
 Conclusion ......................................................................................................  51 
 
III. THE HUMAN BRAIN PROCESSES GRAMMAR IN THE ABSENCE OF 
CONSCIOUS AWARENESS ....................................................................................  53 
 Methods .................................................................................................................  63 
 Subjects ...........................................................................................................  63 
 Stimuli .............................................................................................................  63 
 Behavioral Analyses .......................................................................................  64 
 Electrophysiology Recording and Analysis ....................................................  65 
 
IV. IMPLICIT AND EXPLICIT MECHANISMS OF WORD LEARNING IN A 
NARRATIVE CONTEXT: AN EVENT-RELATED POTENTIAL STUDY ...........  67 
 Introduction ...........................................................................................................  67 
 Behavioral Studies of Word Learning ............................................................  69 
 Neural Substrates of Word Lexicalization ......................................................  70 
 Electrophysiology of Word Learning .............................................................  71 
 Methods .................................................................................................................  74 
  
 
xii 
Chapter Page 
 
 Participants ......................................................................................................  74 
 Experimental Tasks .........................................................................................  75 
 ERP Recording and Analysis ..........................................................................  79  
 Results ...................................................................................................................  82 
 Behavioral Results ..........................................................................................  82 
 ERP Results ....................................................................................................  83 
  Story Task  .................................................................................................  83 
  N400 Time Window, All Trials ..........................................................  83 
  N400 Time Window, Divided by Subsequent M+ Recognition and 
  Recall Performance .............................................................................  85 
 
  LPC Time Window, All Trials ............................................................  85 
  LPC Time Window, Divided by Subsequent M+ Recognition and  
  Recall Performance .............................................................................  87 
 
  Lexical Decision Task ...............................................................................  87 
  Recognition Task ......................................................................................  89 
  All Trials. ............................................................................................  89 
  M+ Trials Divided by Performance. ...................................................  89 
 Discussion .............................................................................................................  91 
 Story Task .......................................................................................................  91 
 Lexical Decision and Recognition Tasks ........................................................  96 
 
 
 
  
 
xiii 
Chapter Page 
 
V. IMPLICIT AND EXPLICIT SECOND LANGUAGE TRAINING RECRUIT 
COMMON NEURAL MECHANISMS FOR SYNTACTIC PROCESSING ............  103 
 Introduction ...........................................................................................................  103 
 Electrophysiology of Second Language Processing .......................................  105 
 Methods .................................................................................................................  111 
 Participants ......................................................................................................  111 
 Stimuli .............................................................................................................  112 
 Procedure ........................................................................................................  114 
 ERP Recording and Analysis ..........................................................................  116 
 Results ...................................................................................................................  120 
 Behavioral Results ..........................................................................................  120 
  Training Task ............................................................................................  120 
  Grammaticality Judgment Task ................................................................  120 
  Paper-and-Pencil Questionnaires ..............................................................  122 
 ERP Results ....................................................................................................  122 
  Group Analyses .........................................................................................  122 
  LAN Time Window ............................................................................  124 
  P600 Time Window ............................................................................  125 
  Proficiency-P600 Correlational Analyses .................................................  128 
 Discussion .............................................................................................................  131 
 Effects of Implicit L2 Training .......................................................................  132 
 Comparison of Implicit Versus Explicit Training ..........................................  135 
  
 
xiv 
Chapter Page 
 
 Effects of L1-L2 Similarity .............................................................................  138 
 Conclusions .....................................................................................................  140 
 
VI. CONCLUSION .....................................................................................................  141 
 Summary of Findings ............................................................................................  141 
 Implications of Findings and Future Directions ...................................................  144 
 
APPENDIX:  SUPPLEMENTARY INFORMATION FOR CHAPTER III .............  150 
 Supplementary Figures .........................................................................................  150 
 Supplementary Notes  ...........................................................................................  152 
 Negative Effects in Pre-Tone Undetected Condition ......................................  152 
 P600 Analyses .................................................................................................  153 
 Direct Comparisons of Effects Across Conditions .........................................  153 
 
REFERENCES CITED ...............................................................................................  156 
 
  
  
 
xv 
LIST OF FIGURES 
 
Figure Page 
 
 
2.1. Example stimuli from the semantic block. .....................................................  25 
2.2. Behavioral accuracy as a function of lag. .......................................................  31 
2.3. ERP waveforms in the semantic block, all trials. ...........................................  32 
2.4. Mean amplitude plots for the semantic and syntactic blocks  
 as a function of lag. .........................................................................................  33 
 
2.5. ERPs to correctly reported and missed T2s in the semantic block. ................  35 
2.6. ERP difference waves in the semantic block ..................................................  37 
 
2.7. ERP waveforms in the syntactic block, all trials. ...........................................  38 
2.8. ERPs to correctly reported and missed T2s in the syntactic block. ................  41 
2.9. ERP difference waves in the syntactic block. .................................................  42 
 
2.10. Topographical voltage maps of the semantic and syntactic effects. ...............  43 
3.1. Example of a violation trial .............................................................................  55 
3.2. Performance on the grammaticality judgment task ........................................  57 
3.3. ERPs for each condition ..................................................................................  59 
4.1. ERPs to critical words in the story task ..........................................................  84 
4.2. Mean amplitude of the N400 to critical words in the story task. ....................  85 
4.3. ERPs to M+ words in the story task, as a function of subsequent recall. .......  86 
4.4. ERPs to targets in the lexical decision task ....................................................  88 
4.5. ERP and voltage maps to targets in the recognition task ................................  90 
4.6. ERP and voltage maps to targets preceded by M+ primes in the  
 recognition task, as a function of subsequent recognition. .............................  91 
 
 
  
 
xvi 
Figure Page 
 
5.1. Electrode montage ..........................................................................................  118 
5.2. Behavioral performance of implicitly and explicitly trained subjects ............  121 
5.3. Grand average ERP waveforms in the grammaticality judgment task ...........  122 
  
5.4. Correlations between proficiency and P600 amplitude across implicit 
 and explicit learners ........................................................................................  129 
 
5.5. Conceptual summary of mediation analyses ...................................................  131 
 
 
 
 
 
 
 
  
 
xvii 
LIST OF TABLES 
 
Table Page 
 
 
4.1. Example of sentences presented during the story task ....................................  76 
5.1. Number of participants contributing to each average .....................................  117 
5.2. Summary of ERP effects by group and agreement condition .........................  124 
 
 
  
 
1 
CHAPTER I 
GENERAL INTRODUCTION 
 
Language is often hailed as a hallmark of human cognition, an ability that sets 
humans apart from other species (Hauser, Chomsky & Fitch, 2002; Pinker & Jackendoff, 
2005; Premarck, 2007; Saffran et al., 2008).  While a number of other species 
communicate through sophisticated sets of vocalizations or gestures, no other form of 
animal communication approaches the complexity found in human language.  The 
complexity of language is evident both in in its semantics, the meaning that is assigned to 
individual words, and in its syntax, or structure.  Language consists of hundreds of 
thousands of symbolic lexical items, or words (Nagy & Herman, 1987; Sternberg, 1987), 
which have arbitrary and unintuitive mappings to specific objects and events in the real 
world.  The formation of these lexical items into phrases and sentences is governed by 
syntax, a system comprised of vast numbers of unspoken and arbitrary structural rules. 
The use of syntax not only conveys precise temporal and relational information, but also 
allows an infinite set of meaningful utterances to be produced from a finite set of lexical 
elements.   
Because of this great complexity, the acquisition and processing of language 
might be expected to present a formidable challenge.  In fact, almost all humans acquire 
and use their native language with apparent effortlessness, simply from being immersed 
in a normal social environment.  What are the neural mechanisms that support this 
remarkable ability, allowing language processing to occur with so little concerted effort? 
One reasonable hypothesis is that conscious processes play only a limited role in 
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language processing, because the complexity of language simply exceeds working 
memory limits.  The series of studies presented here address this hypothesis by 
investigating the contributions of implicit and explicit neural mechanisms to different 
subsystems within language. 
Intuitively, it seems clear that many aspects of language are acquired and used 
implicitly, in the absence of awareness or intention.  These components of language are 
not readily open to conscious introspection, but are nonetheless effortlessly activated 
during language comprehension and production.  For example, most speakers have little 
explicit insight into many of the phonological and syntactic rules of their native language 
yet have no difficulty in producing utterances that conform to these rules (Paradis, 2004).  
Similarly, during language acquisition, young children acquire the phonological and 
syntactic rules of their native language without explicit effort or intention, simply as a 
function of being immersed in a linguistic environment.  It has been proposed that 
implicit mechanisms are especially crucial for learning complex rule-based systems, 
since working memory limitations impose restrictions on the number of hypotheses that 
can be concurrently considered explicitly (Baddeley, 1983; Berry & Broadbent 1988; 
Cowan et al., 2000).  Thus the acquisition and processing of complex rule-based 
regularities in language, such as syntactic rules, are likely to be largely supported by 
implicit mechanisms.  
In contrast, other aspects of language can be readily verbalized and appear to 
require awareness in their operation.  For example, most speakers have no trouble 
explicitly defining the meanings of lexical items in their native language, and even young 
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children can readily demonstrate understanding of names of objects by pointing to 
referents in their environment (Goldin-Meadow et al., 2007a, 2007b).  
Age of acquisition also appears to influence whether a given aspect of language is 
acquired and processed implicitly or explicitly.  While native language (L1) acquisition 
that occurs during early childhood is natural and effortless, learning a language in 
adulthood is typically effortful and difficult, suggesting that late learners may rely more 
heavily upon explicit mechanisms when acquiring and processing a second language 
(L2).  Late learners seem to have particular difficulty internalizing the syntactic 
regularities of their L2, often relying on conscious use of metacognitive knowledge in 
order to understand and produce utterances (Paradis, 1997; 2004).  Even after many years 
of exposure L2 speakers typically continue to show deficits in syntactic processing 
relative to native speakers (Johnson & Newport, 1989; Birdsong & Molis, 2001; Weber-
Fox & Neville, 1996). In contrast, vocabulary acquisition typically continues 
undiminished throughout life, leading to relatively spared semantic processing abilities in 
late learners (Newport, Bavelier & Neville, 2001; Weber-Fox & Neville, 1996).   
The idea that implicit and explicit processes contribute differentially to different 
aspects of language processing, within both L1 and L2, has been advanced by recent 
neurocognitive models of language (Paradis, 1997, 2004; Ullman, 2001, 2004).  These 
models have formally proposed that L1 semantic processing relies upon explicit or 
declarative memory, while L1 syntactic processing is mediated by implicit or procedural 
memory.  In contrast, L2 speakers are thought to depend upon explicit memory systems 
for both semantic and syntactic processing, at least at low proficiency levels.   
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Indirect support for these hypotheses has come from patient, neuroimaging and 
electrophysiology studies.  Neuroimaging studies of native speakers have demonstrated 
that L1 semantic processing is partly mediated by regions implicated in explicit memory, 
such as temporal and temporo-parietal regions including the hippocampus and 
parahippocampal gyri, while L1 syntactic processing at least partially relies upon regions 
associated with implicit or procedural memory, such as Broca’s area, the left basal 
ganglia, and the supplementary motor area/pre-supplementary motor area (e.g., Ni et al., 
2000; Newman et al., 2001; Friederici, Opitz, & von Cramon, 2000; Suzuki & Sakai, 
2003; Moro et al., 2001; Friderici, 2002; Breitenstein et al. 2005).  Evidence from patient 
studies is also consistent with this framework: semantic processing deficits in patients 
with Alzheimer’s implicate the temporal lobe’s involvement in semantic processing 
(Kempler, Curtiss & Jackson, 1987; Breedin & Saffran, 1999), while the syntactic errors 
produced by patients with Parkinson’s disease and Huntington’s disease suggest that the 
basal ganglia plays a role in syntactic processing (Ullman, 2001). 
Regarding L2 processing, studies of bilingual lesion patients have found that 
damage to left frontal areas and left basal ganglia leads to more severe problems in L1 
grammar than L2, but does not produce asymmetrical changes in lexical abilities (Zanini 
et al., 2004; Paradis, 2004).  Temporal lobe damage leads to the opposite asymmetry—
worse grammatical performance in L2 than L1 (Ku, Lachmann & Nagler, 1996; Paradis, 
2004).  These findings suggest that L2 grammar is supported by declarative memory 
regions rather than left-lateralized procedural areas.  Converging evidence comes from 
neuroimaging and electrophysiological studies of bilinguals, which have found that 
semantic processing elicits similar patterns of activation in both L1 and L2 (Chee et al., 
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1999; Klein et al., 1995, Weber-Fox & Neville, 1996; Hahne, 2001; Hahne & Friederici, 
2001; McLaughlin et al., 2004; Ojima et al., 2005), consistent with the idea that semantic 
processing is mediated by a common neural system in both languages.  In contrast, these 
studies typically reveal differences in the neural representation or neural mechanisms 
underlying L1 and L2 syntax, particularly in late and/or low proficiency bilinguals 
(Perani et al., 1996; Kim et al., 1997; Dehaene et al., 1997; Wartenburger, 2003; 
Rueschemeyer et al., 2005; Weber-Fox & Neville, 1996; Hahne & Friederici, 2001; 
Hahne, 2001; Pakulak & Neville, 2011; Rossi et al., 2006). In particular, L2 syntactic 
processing has been associated with greater activation of bilateral parahippocampal gyri 
and left middle temporal gyrus (Perani et al., 1996, Perani et al., 1998, Dehaene et al., 
1997).   Taken together, these findings indicate that L2 syntactic processing is not 
mediated by the same neural areas that subserve L1 syntax, and may instead show greater 
dependence on declarative temporal lobe regions.   
Thus, previous work provides support for the idea that certain subsystems of 
language rely predominantly upon explicit neural mechanisms, while others are mediated 
largely by implicit mechanisms.  However, this evidence is largely indirect, originating 
primarily from studies that were designed to address more general questions relating to 
the neural organization of language, rather than to isolate the contributions of implicit and 
explicit neural mechanisms per se.  In the series of experiments presented here, we 
directly investigate the role that implicit and explicit neural mechanisms play in different 
subsystems of language, using targeted approaches designed to tease apart the 
contributions these two fundamental mechanisms. These procedures include 
manipulating online awareness of linguistic stimuli (Chapters II and III), dividing trials as 
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a function of subsequent explicit memory performance (Chapter IV), dividing subjects 
into groups as a function of their explicit performance (Chapter V), and manipulating task 
instructions in order to selectively recruit processes that are under conscious, intentional 
control (Chapter V).   The goal of each of these studies is to examine whether a particular 
aspect of language occurs explicitly, requiring access to conscious, reportable 
representations in memory, or implicitly, proceeding in the absence of such 
representations. 
These questions will be addressed using event-related potentials (ERPs), a 
technique that is superbly suited to studying the contributions of implicit and explicit 
processes to language.  ERPs are measurements of continuous electrical brain activity 
recorded at the scalp and time-locked to stimulus presentation, providing an online, non-
invasive index of cognitive processes with a temporal resolution on the scale of 
milliseconds.  Because ERPs do not depend upon overt behavioral responses, they 
represent a powerful technique for investigating automatic or implicit processes. ERPs 
are also sensitive to different aspects of language processing, with distinct ERP 
components indexing semantic and syntactic processes.  In native speakers, semantic 
violations elicit an N400 effect, a negative-going component that peaks at approximately 
400 msec post-stimulus, with a posterior and bilateral distribution (Kutas & Hillyard, 
1980; Kutas & Hillyard, 1984). In contrast, syntactic violations typically elicit a biphasic 
response, consisting of an earlier negativity usually maximal over the left anterior scalp, 
often termed the LAN, followed by a late positivity, broadly distributed over posterior 
sites, known as the P600 (Neville et al., 1991; Friederici et al., 1993; Hagoort, Brown & 
Groothusen, 1993; Osterhout & Holcomb, 1992).  Thus, brain activity indexed through 
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ERPs can be used as neural signatures of semantic and syntactic processing, enabling 
conclusions to be drawn about the role of awareness in each of these different 
subsystems. 
The design of all of the proposed studies is motivated by a common rationale:  if 
an ERP component related to a specific aspect of language processing is modulated by 
awareness, the process under investigation must be at least partially mediated by explicit 
processing.  In contrast, if a given ERP component is not modulated by awareness, the 
corresponding cognitive process must be subserved by implicit processing.  Following 
this line of reasoning, each of the proposed studies outlined below focuses on 
investigating whether an objective measure of awareness modulates one or more ERP 
components related to a specific aspect of language processing.  This question will be 
examined in the context of semantic and syntactic processing of word pairs (Chapter II), 
in syntactic processing of full sentences (Chapter III), in novel vocabulary learning 
(Chapter IV), and in L2 grammar acquisition (Chapter V). 
Overview of Studies 
In the experiment presented in Chapter II, the role of awareness in semantic and 
syntactic processing of word pairs was examined.  In a semantic condition, participants 
were presented with words pairs that were either semantically related (e.g., dog-puppy) or 
unrelated (e.g., lemon-puppy).  In a syntactic condition, participants were shown pairs of 
words that formed either a syntactically congruent phrase (e.g., the-sky) or a syntactically 
incongruent phrase (e.g., we-sky).  The attentional blink (AB) was used to manipulate 
awareness in the processing of target words. The AB is a marked deficit in reporting the 
second of two targets that occurs when they are presented within 200-500 ms of each 
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other in a rapid stream of distractors (Raymond, Shapiro, & Arnell, 1992; Broadbent & 
Broadbent, 1987).  This manipulation enables a direct comparison of the ERP response 
elicited by words that were correctly reported with that of words that were subsequently 
missed, thus isolating the effects of awareness on semantic and syntactic priming.  In the 
semantic condition, targets occurring both within and outside the AB period elicited an 
N400 effect.  However, the amplitude of the N400 was significantly reduced during the 
AB period, and missed targets did not elicit an N400.  In the syntactic condition, ERPs to 
targets occurring outside the AB period revealed a late negative incongruency effect, 
whereas ERPs to targets occurring within the AB period were not modulated by 
congruency.  These results suggest that awareness plays an important role in both 
semantic and syntactic processing of isolated word pairs.   
The second experiment, presented in Chapter III, investigated the role of 
awareness in syntactic processing of complete sentences, examining the relative 
contributions of implicit versus explicit mechanisms.  In this study, participants read 
sentences displayed one word at a time.  Half of the sentences contained grammatical 
violations, while the other half served as grammatically correct control sentences.  
Awareness of syntactic violations was manipulated using a cross-modal attentional blink 
task, in which an auditory tone was presented either immediately before the onset of a 
syntactic violation or well after violation onset.  The ERP response to syntactic violations 
that were correctly detected was compared to that of violations that were not consciously 
detected, in order to isolate the effect of awareness on syntactic processing.  Syntactic 
violations that were consciously detected elicited an early anterior negativity followed by 
a later P600 effect, consistent with previous studies.  Critically, syntactic violations that 
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were not consciously detected nonetheless elicited an early left anterior negativity (LAN), 
in addition to significantly delaying reaction times to a concurrent task, indicating that the 
violations were implicitly processed.  No P600 effect was observed to these undetected 
violations, indicating that implicit and explicit syntactic processing are neurally 
dissociable.  These results indicate that syntactic processing is supported by implicit 
neural mechanisms operating outside of conscious awareness. 
The experiment presented in Chapter IV investigated whether implicit or explicit 
neural mechanisms mediate the acquisition of novel semantic information.  This study 
employed a task designed to closely mimic natural language learning, in which novel 
pseudowords were learned through incidental contextual exposure rather than through 
rote memorization or explicit instruction.  In this task, short fiction stories were presented 
in which pseudowords were embedded multiple times, either in consistent, meaningful 
contexts (referred to as meaning condition, M+) or inconsistent, meaningless contexts 
(M-).  Word learning was then assessed in two ways: implicit learning was assessed via a 
lexical decision task, while explicit learning was assessed via recognition and recall tasks. 
In all tasks, ERPs to M+ words whose meanings could be subsequently recognized or 
recalled were compared to ERPs elicited by M+ words whose meanings could not be 
explicitly identified, in order to examine whether the neural signature of word learning 
tracks with explicit awareness of the word’s meaning.  During the story-reading task, M+ 
words elicited a reduced N400 relative to M- words, representing a neural index of online 
meaning acquisition.  In addition, M+ words whose meanings were subsequently 
correctly recognized and recalled elicited a larger late positive component (LPC) 
compared to M+ words whose meanings were incorrectly remembered.  In the lexical 
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decision task, no behavioral or ERP evidence for implicit priming was found for M+ 
words. In contrast, during the explicit recognition task, M+ words showed a robust N400 
effect. The N400 effect was dependent upon recognition performance, such that only 
correctly recognized M+ words elicited an N400.  These results suggest that, similar to 
semantic processing, vocabulary acquisition is primarily mediated by explicit processing, 
at least during initial learning stages.   
Finally, the experiment presented in Chapter V investigated whether implicit or 
explicit neural mechanisms support the acquisition of L2 syntax learned through 
incidental exposure, as occurs during native language acquisition or in an L2 immersion 
situation.  This study used a laboratory language-learning paradigm in which participants 
were presented with simple stories in a foreign language, paired with accompanying 
pictures to illustrate meaning.  In an implicit group, no mention of the grammatical rules 
governing the foreign language was made, while in an explicit group participants were 
explicitly taught the underlying grammatical rules before exposure began.  Following 
exposure, participants completed a grammaticality judgment task to assess learning.  
Native speakers tested on these stimuli showed a biphasic response to syntactic 
violations, consisting of an earlier negativity followed by a later P600 effect.  After 
merely an hour of training, both implicitly and explicitly trained learners who were 
capable of detecting grammatical violations also elicited P600 effects.  In contrast, 
learners who were unable to discriminate between grammatically correct and incorrect 
sentences did not show significant P600 effects, and the magnitude of the P600 correlated 
with learners’ behavioral proficiency.  Behavioral measures revealed that successful 
learners from both the implicit and explicit groups gained explicit, verbalizable 
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knowledge about the L2 grammar rules.  These findings provide evidence that explicit 
mechanisms play a crucial role in acquiring a late-learned L2 grammar, even under 
incidental or implicit learning conditions.   
Taken together, results from this series of studies provide an initial inroad into 
characterizing the roles of implicit and explicit learning mechanisms in different 
subsystems of language.  In the concluding chapter (Chapter VI), the implications of 
these results and directions for future research will be discussed.    
This dissertation contains previously published and co-authored material.  The 
study described in Chapter II was published in the Journal of Cognitive Neuroscience and 
co-authored with C. M. Karns, Y. Yamada, and H. J. Neville (Batterink, Karns, Yamada 
& Neville, 2009).  The study described in Chapter IV was published in the Journal of 
Cognitive Neuroscience and co-authored with H. J. Neville (Batterink & Neville, 2011).  
The studies described in Chapters III and V are co-authored with H.J. Neville.  
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CHAPTER II 
THE ROLE OF AWARENESS IN SEMANTIC AND SYNTACTIC PROCESSING: AN 
ERP ATTENTIONAL BLINK STUDY 
 
 This work was published in volume 22 of the Journal of Cognitive Neuroscience in 
November 2009.  I wrote this manuscript, with my co-authors (C. M. Karns, Y. Yamada, 
and H. J. Neville) providing comments and editorial assistance.  I designed the 
experiment described in this chapter with input from others, collected the data, and 
analyzed the data.  
 
Introduction 
The distinction between controlled and automatic processes is an important and 
enduring topic of investigation in the field of cognitive neuroscience. One of the most 
widely accepted models of human information processing is the two-process theory, 
proposed by Schneider and Schiffrin (Schneider and Shiffrin, 1977; Shiffrin and 
Schneider, 1977).  According to this theory, automatic processes are generally faster, do 
not use limited capacity resources, and occur without the subject’s attention or control. In 
contrast, controlled processes are slower, use limited capacity resources and require the 
conscious attention of the subject.  This theory was originally applied to visual detection 
and search phenomena, but may be equally applicable in the study of language 
processing, which is also hypothesized to be mediated by both automatic and controlled 
mechanisms (e.g. Tartter, 1986; Neely, 1991). 
A large number of behavioral priming studies have provided evidence for the 
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importance of both automatic and controlled processes in language.  The type of priming 
most commonly investigated is semantic priming, in which a target word is preceded by 
either a semantically related or unrelated prime. The typical finding is that target words 
are associated with faster response times (RTs) and fewer errors when preceded by a 
semantically related prime.  Neely (1991) argues that three mechanisms are needed to 
account for the full spectrum of priming effects seen in the literature. Automatic spread 
of activation (ASA) is the first mechanism. In this model, memory representations that 
are closely related to one another share strong links with each other within the semantic 
network. Activation of a given node spreads to associated representations, thereby 
facilitating their processing, reducing reaction times and error rates. ASA is thought to be 
an automatic mechanism, occurring quickly and independently of a subject’s control.  
The second mechanism is expectancy-induced priming, which involves using a prime or 
preceding linguistic context to generate an expectancy set of potential targets related to 
the prime, thereby facilitating the processing of targets that are members of the 
expectancy set.  Lastly, the third mechanism is post-lexical priming, which refers to 
processes that occur after the representation of the target has been accessed.  For 
example, the use of a compound cue consisting of both the prime and target to access 
memory, rather than use of only the target itself, is one type of process theorized to 
contribute to this mechanism. In contrast to ASA, both expectancy-induced priming and 
post-lexical priming are under the subjects' strategic control, are slow acting, and are 
thought to be controlled processes.  
Electrophysiology of Language Processing 
The present study was designed to investigate the contribution of automatic and 
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controlled processes in semantic and syntactic processing.  One technique that is especially 
well-suited for studying the question of automaticity is the recording of event-related 
potentials (ERPs).  ERPs have excellent temporal resolution and do not depend on overt 
behavioral responses, and thus are sensitive measures of real-time language processing. 
Distinct ERP components have been shown to index semantic and syntactic processing, 
providing evidence that these two subsystems are mediated by nonidentical neural systems. 
ERP responses to words that violate semantic expectancy are characterized by a 
negative-going component that peaks approximately 400 ms post-stimulus, with a posterior 
and bilateral distribution (Kutas and Hillyard, 1980).  This component is known as the 
N400, and its amplitude has been shown to vary as an inverse function of the subject’s 
expectancy for the upcoming word of a sentence (Kutas and Hillyard, 1984). Words that 
are semantically unexpected elicit larger amplitude N400 responses than words that are 
more expected given the preceding sentence context leading to the hypothesis that the 
N400 component reflects semantic processes of lexical integration (Friederici et al., 1993; 
Holcomb & Neville, 1991; Kutas et al., 1988),  
 In contrast, ERP components that differ in timing and distribution have been shown 
to index the processing of syntactic information.  The hallmark pattern elicited by 
syntactic violations is a biphasic response (e.g. Neville et al., 1991; Osterhout & 
Holcomb, 1992; Friederici et al., 1993; Hagoort et al., 1993).  The first phase consists of 
a negativity that is usually maximal over left anterior scalp and that occurs during an 
early time window (between 100-500 ms), often termed the left anterior negativity 
(LAN).  This initial waveform is followed by a late positivity, broadly distributed over 
posterior sites, known as the P600.   One model that has been put forth postulates that 
  
 
15 
these effects index distinct phases of language comprehension (Friederici, 1995; 2002).  
For example, the LAN may index more automatic processes associated with syntactic 
processing, such as the building of an initial syntactic structure based on word category 
information. In contrast, the P600 may reflect later, more controlled mechanisms 
associated with reanalysis and repair of syntactic structure, which are triggered when 
incoming words cannot be readily incorporated into the initially built syntactic structure 
(Friederici, 1995; 2002).  The findings that ERP components indexing semantic and 
syntactic processing are distinct in both latency and distribution converge with clinical 
and neuroimaging evidence showing that these subsystems are mediated by nonidentical 
mechanisms and draw upon at least partially dissociable neural substrates (Goodglass, 
1993; Ni et al., 2000; Newman et al., 2001; Friederici et al., 2000).  Thus it is reasonable 
to propose that automatic and controlled processes may not play equal roles in semantic 
and syntactic processing.  
ERP Studies of Automaticity in Semantic Processing 
The bulk of previous ERP research assessing the relative contributions of 
automatic and controlled processes in language processing has used masked semantic 
priming paradigms, in which prime words are presented so briefly that they cannot be 
consciously perceived.  These paradigms are designed to exclude, or at least reduce, the 
contribution of controlled processes.  Any priming effects that occur, either behavioral or 
electrophysiological, are thus argued to be a result of automatic mechanisms rather than 
controlled, strategic processes.  One of the main debates to emerge from this literature is 
whether the N400 is indexing an automatic or controlled process of semantic processing.  
Studies that have used masked semantic priming paradigms have yielded mixed results.  
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Brown and Hagoort (1993) compared the effects of both masked and unmasked 
presentations of a prime on the N400 and on reaction times to the target.  Although 
reaction time data showed a significant semantic priming effect under both unmasked and 
masked presentations of the prime, a significant N400 effect was found only for the 
unmasked condition. Other authors have reported similar results, showing that the N400 
effect was present for consciously perceived primes but completely disappeared when 
primes were masked at levels where subjects were unable to report them (Ruz et al., 
2003; Neville and Weber-Fox, 1994). Based on these results, some researchers argue that 
the N400 is exclusively sensitive to post-lexical processes (Brown and Hagoort, 1993).   
However, in contrast to these findings, a number of other studies have reported an 
N400 effect for masked primes (e.g., Deacon et al., 2000; Kiefer, 2002; Grossi, 2006; 
Holcomb et al., 2005).  Even among those authors who report a similar N400 effect to 
masked primes, interpretations of these results may differ.  For example, Deacon and 
colleagues (2000) interpret their finding of an N400 masked priming effect as evidence 
that the process reflected by the N400 effect cannot reflect any post-lexical mechanisms, 
since subjects were not able to consciously perceive the stimuli, and is thus exclusively 
automatic.  However, other authors have argued that the presence of a masked priming 
effect on the N400 indicates only that the N400 is sensitive to the influence of automatic 
priming (Holcomb et al., 2005). That is, the N400 can be influenced by automatically 
established contexts such as those provided by a masked prime, but still directly indexes 
post-lexical mechanisms that require attention to the semantic properties of the target 
word. To provide stronger support for the contention that the N400 is a direct reflection 
of automatic processing, the authors argue that it would be necessary to show an N400 
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effect when participants are unaware of and unable to identify target words, rather than 
the prime words.   On the other hand, if the ERPs to non-reportable targets fail to show 
N400 priming effects, this would provide strong evidence that the N400 does not directly 
reflect an automatic process.  Thus, manipulating awareness of the target and comparing 
ERP effects elicited by targets that have and have not reached awareness would represent 
a convincing test of whether or not the N400 process is automatic.   More precisely, this 
manipulation could reveal whether automatic mechanisms such as ASA or more 
controlled, strategic processes such as expectancy-induced priming or post-lexical 
priming play the major role in generating the N400, contributing to our understanding of 
the linguistic processes underlying this component. 
 One previous study has investigated whether there is evidence of a priming effect 
on the N400 when targets are masked (Stenberg et al., 2000).  In that study, category 
labels were shown to participants, followed by masked words that either were or were not 
exemplars of the category.  Exposure durations were varied to allow for identification in 
approximately half the trials.  Unidentified targets elicited a small yet significant N400 
effect, suggesting that the N400 may be indexing at least a partially automatic process.  
However, one limitation of this study is that it used a range of exposure durations, and 
that targets were far more likely to be reported during the longest durations.  Therefore, it 
is possible that long duration targets made most or all of the contribution to the N400, 
and that the obtained effects were not actually due to unconscious processing (Holcomb 
et al. 2005). 
The attentional blink paradigm (AB) is an alternative method of manipulating the 
awareness of the target, which circumvents this problem of unequal exposure durations 
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being binned together.  The AB is a phenomenon that is observed when two targets occur 
in close proximity to one another in a rapid serial visual presentation (RSVP) stream 
(Broadbent and Broadbent, 1987; Raymond et al., 1992).  While subjects are able to 
report the first target (T1) with high accuracy, they show a marked decrease in accuracy 
in reporting the second target (T2) when it occurs between 200 and 500 ms after the first 
target.  This interval of time is known as the attentional blink period.  When T2 is 
separated by a sufficient period of time from the first target (> 500 ms), T2 report 
recovers to a relatively high level of accuracy. Although several different models have 
been proposed to account for the AB, the distinction between two stages of processing is 
common to most models (Chun and Potter, 1995; Giesbrecht & Di Lollo, 1998; Jolicoeur 
& Dell'Acqua, 1998; Shapiro et al., 1997; Vogel et al., 1998; see Nieuwenstein and Chun, 
2005).  The first stage is a high-capacity early stage, in which representations of the 
RSVP items give rise to short-lived memory traces that are easily overwritten by items 
that subsequently enter this stage.  The ability to report items from the RSVP stream 
depends upon whether they are admitted to the second stage of processing, which is 
severely limited in capacity but represents a more durable form of short-term memory.  
According to many models, the attentional blink occurs because the attentional response 
to T2 is delayed by T1 processing, causing T2 to lose a competition for attention to the 
item that follows it. Thus, by preventing T2 from reaching the subject's awareness during 
the critical AB period, the attentional blink paradigm offers an effective experimental 
manipulation by which the role of automatic mechanisms can be assessed. 
Several previous studies have used the AB paradigm to investigate whether the 
N400 effect is modulated when the eliciting stimulus is less likely to be available for 
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explicit report. Vogel and colleagues (1998; see also Luck et al., 1996) were the first 
group to investigate semantic processing using this approach.   Despite a marked decrease 
in subjects' ability to report T2 during the AB period, there was no evidence of N400 
suppression during this time.  The authors interpreted this finding as evidence that the T2 
word was identified to the point of meaning extraction, even when subjects were unable 
to report this word 1-2 seconds later, and that the attentional blink reflects a loss of 
information that occurs after the stage of semantic identification has occurred.  In other 
words, according to this account, the processing of semantic information may be thought 
of as a more automatic process, occurring before the target reaches awareness and 
becomes available for explicit report.  These findings were recently extended by 
Giesbrecht and colleagues (2007). The authors showed that no N400 suppression 
occurred during the AB period when perceptual load of T1 was low, replicating Vogel 
and colleagues' results, but found a nearly complete reduction of the N400 effect when 
the perceptual load of T1 was high.  These results were taken as evidence that attention 
can act to select information at multiple stages of processing. Depending on concurrent 
task demands, either perceptual or postperceptual selection can occur during the AB, and 
word meanings may or may not be accessed during the AB.  However, neither of these 
studies directly addressed the role of awareness in generating the N400, as neither 
compared the N400 response to correctly reported targets to that generated by missed 
targets.  
Another AB study, by Rolke and colleagues (2001), presented three targets words 
in an RSVP stream and varied the association strength between the second target (the 
prime) and the third target (the probe).  The experiment was set up so that the prime 
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occurred during the attentional blink period and thus subjects' ability to report it was 
substantially reduced.  The authors found an N400 effect to probes that were preceded by 
reported as well as missed primes, although the effect was somewhat attenuated when 
primes were missed. This finding was given as evidence that automatic mechanisms, 
specifically ASA, are sufficient to evoke the N400 effect.  A fourth study used a very 
similar design, embedding three targets within an RSVP stream so that the prime 
occurred during the AB period.  However, unlike Rolke and colleagues, these authors 
found an N400 effect only when the prime was reported, and not when it was missed 
(Pesciarelli et al., 2007).   One possible explanation for these inconsistent results, 
suggested by Pesciarelli and colleagues, is that Rolke et al.'s study used a small number 
of prime words that were often repeated, which may have increased the resting level of 
the primes, supporting priming mechanisms even when these words were not explicitly 
recognized.  Thus it remains unclear whether or not awareness of the prime in an AB 
context is necessary to generate the N400.  In addition, interpretation of these two studies 
is limited by the same line of reasoning that constrains masked priming studies, as 
discussed by Holcomb and colleagues (2005).  That is, subjects were aware of the target, 
and thus the N400 may still have directly reflected post-lexical mechanisms that, 
although sensitive to the effects of automatic priming, require attention to the semantic 
properties of the target word.   Thus, like masked priming studies, the three-target 
attentional blink paradigm has been inconclusive in addressing the role of automatic 
mechanisms and awareness on the N400.   
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ERP Studies of Automaticity in Syntactic Processing  
 As is evident from the previous discussion, most masked priming and attentional 
blink studies of language processing have been carried out in the semantic domain.  By 
contrast, very little is known about syntactic processing without awareness.   All syntactic 
priming studies have used unmasked primes, and only a small number of these studies 
have been carried out. One of the first studies to investigate the effects of the syntactic 
priming used a single prime word, either an article or pronoun, which strongly predicted 
the word category (noun or verb) of the following word.  The authors reported that 
syntactically appropriate prime words reduced reaction time in a lexical decision task for 
subsequent targets by 19 ms, a small but significant decrease (Goodman et al., 1981).   
This finding of a small but reliable behavioral syntactic priming effect has been 
confirmed by a number of subsequent studies using similar word category priming 
procedures (Seidenburg et al., 1984; Wright and Garrett, 1984; Sereno, 1991).  Thus, 
there is some evidence to suggest that a syntactically congruent context, given by 
appropriate word category information, facilitates the processing of subsequent targets.   
 Only one previous study has used a similar word category priming paradigm to 
compare the ERP response to targets preceded by syntactically appropriate versus 
inappropriate primes (Munte et al., 1993).  In that study, subjects were asked to judge as 
quickly as possible whether each word pair constituted a syntactically correct phrase.  
The researchers replicated the syntactic behavioral priming effect, reporting that valid 
pairs elicited a faster response than invalid pairs.  In addition, they also reported that 
targets preceded by syntactically incongruent primes elicited a late negative ERP 
response relative to syntactically congruent targets.  This negativity was maximal 
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between 400-600 ms poststimulus onset and had a left frontal scalp maximum.  The study 
also included a semantic condition, in which subjects judged whether the target word was 
synonymous with the prime word.  This task elicited a typical N400 component with an 
earlier latency and more central, posterior distribution.  The authors interpreted these 
results as evidence that syntactic aspects of language processing are dissociable from the 
semantic processes indexed by the N400, and that these two processes are generated by 
nonidentical neural substrates.  The results of this study also suggest that word category 
violations in an impoverished (i.e. non-sentential) syntactic context do not elicit the 
typical biphasic response observed in sentence contexts, but rather a late negative 
response. 
Despite the findings yielded by this handful of studies, syntactic (or more 
specifically word category) priming has not been extensively studied, and much less is 
known about syntactic priming than semantic priming.  Furthermore, no ERP studies of 
automaticity in syntactic processing using a priming paradigm have been carried out. 
The Present Study  
The goal of the present study was to investigate the roles of automatic and 
controlled processes in both semantic and syntactic processing.  The attentional blink is 
an experimental manipulation well suited to this purpose. By comparing ERP 
components to semantic and syntactic targets occurring during the AB period with those 
occurring outside the AB period, it is possible to make inferences about the effects of 
awareness on the processing of target words.  By further separating correct trials from 
incorrect trials in both AB conditions, more precise comparisons of ERPs elicited by 
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reported and missed words can be made, and more direct conclusions about the effects of 
awareness on semantic and syntactic processing can be drawn. 
 If the N400 indexes a purely automatic mechanism and does not reflect any post-
lexical conscious processes, as some researchers have suggested (i.e., Deacon et al., 
2000), there should be no evidence of N400 suppression in the semantic condition for 
target words presented during the AB period compared to targets presented outside the 
AB period.  This finding would be consistent with two previous reports in the AB 
literature (Vogel et al., 1998; Giesbrecht et al., 2007). Furthermore, separate 
examinations of correct and incorrect targets should reveal no difference in N400 
amplitude between the correct and incorrect trials.  In contrast, if the N400 is a direct 
reflection of controlled, post-lexical mechanisms, as other researchers have proposed 
(i.e., Holcomb et al., 2005), a suppressed N400 effect for targets occurring within the AB 
period compared to targets presented outside the AB period would be expected, reflecting 
the higher percentage of targets during the AB period that did not reach the level of 
awareness and become available for controlled processing.  In addition, there should be 
no evidence of an N400 effect when looking at incorrect trials alone, since presumably 
none of these targets would have reached the post-lexical stage of processing.  
Since there have not been any previous studies to examine the ERP effect elicited 
by word category violations in an AB paradigm, the syntactic condition in this study was 
somewhat more exploratory than the semantic condition.  Perhaps the most comparable 
study to date is that by Munte and colleagues (1993), who, as discussed previously, 
reported that target words preceded by unmasked incongruent primes elicited a late 
negative response.  If this finding holds under an AB manipulation, similar ERP effects in 
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our paradigm might be expected.  Following the same line of reasoning that guided 
hypotheses in the semantic condition, if this late negative effect indexes an automatic 
process, a similar response to targets presented both within and outside the AB period 
should be found.  In addition, when separating correctly reported trials from incorrectly 
reported trials, similar ERP effects should be revealed regardless of whether the target 
was correctly reported.  In contrast, if this late negativity reflects a more controlled 
process, there should be a larger effect to targets that occur outside the AB period 
compared to targets presented within the AB period. Furthermore, this ERP response 
should be eliminated in trials where the target was not correctly reported.  
Methods 
Participants 
Twenty-one monolingual native English speakers  (14 female) were recruited at 
the University of Oregon to participate in the experiment.  Participants were between 18-
30 years old (M = 23.3, SD = 3.49), were right-handed, had no history of neurological 
problems, and had normal or corrected-to-normal vision.  They were paid $10/hour for 
their participation. 
Stimuli 
Both the semantic and the syntactic conditions followed a paradigm similar to the 
one used by Vogel and colleagues (1998).  As illustrated in Figure 2.1, each trial began 
with the presentation of a prime word for 1000 ms, followed by a blank interval for 1000 
ms. An RSVP stream was then presented, consisting of seven-character strings of letters 
that were presented for 83 ms each. T1, which consisted of a randomly selected number 
(between two and nine) written out in letters and flanked by Xs to create a seven-
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character string, occurred randomly between positions five through eight.  T2 was a word 
three to seven characters long, flanked by pound signs (#) if the word contained fewer 
than seven characters to create a seven-character string.  The T2 word occurred either 
three positions or ten positions following T1 (i.e., Lag 3 or Lag 10). Distractors were 
composed of seven-character strings consisting of randomly selected consonants. All 
distractor items were presented in blue, and both T1 and T2 were presented in red.   
 
Figure 2.1.  Example stimuli from the semantic block. 
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Based on a simple computer algorithm designed to maximize the AB effect, the 
blue distractor color was adjusted at regular intervals throughout the experiment 
depending upon subject performance.  Within each lag condition, percent accuracy was 
calculated every eight trials.  If subjects correctly reported six or more T2 words in Lag 3, 
the blue distractor color was adjusted to become darker, increasing the overall difficulty.  
If subjects incorrectly reported two or more T2 words in Lag 10, the blue distractor color 
became lighter, making the task easier (beginning RGB value = 0,100,255; mean final 
RGB value in semantic block = 0,0,255; mean final RGB value in syntactic block = 
0,75,255). A 1000 ms blank interval followed the RSVP stream, which was then followed 
by the response period.   
In the semantic block, T2 was semantically related to the prime word (e.g., dog-
puppy) on half the trials.   On the other half of trials, T2 was not semantically related to 
the prime word (e.g., lemon-puppy). 120 semantically related word pairs were selected 
randomly from a pool of 360 highly related word pairs (Postman & Keppel, 1970) and 
were the same stimulus pairs used by Vogel and colleagues (1998).   Target words in 
unrelated word pairs were identical to those in related word pairs.  Unrelated word pairs 
were created by randomly combining these target words with primes from the remaining 
220 word pairs.  For each subject, word pairs appeared in random order, assigned 
randomly to either the lag 3 or lag 10 condition, and were counterbalanced so that each 
target appeared once in both the related and unrelated conditions.  Thus the same words 
were presented as targets in both the related and unrelated conditions, ensuring that the 
target words were matched on all dimensions.   There were a total of 240 trials in the 
semantic block, with 60 trials in each relatedness by lag cell.  
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In the syntactic block, the prime word correctly predicted the word category of T2 
on half the trials (e.g., the-sky), while incorrectly predicting word category information of 
T2 on the other half of the trials (e.g. we-sky).   Primes were chosen from the following 
six words:  the, her, and my (articles and possessive pronouns), which strongly predict a 
noun for the following word, and we, you, and I  (nominative pronouns), which strongly 
predict that a verb will follow as the next word.  Target words were chosen to belong 
unambiguously to either the noun or verb category. A total of 80 nouns and 80 verbs 
were selected as targets. All target words were between three and six letters in length, and 
nouns and verbs were matched for frequency and length using the Kucera-Francis 
database.  As in the semantic block, word pairs appeared in random order and were 
counterbalanced so that all targets appeared once in both the congruent and incongruent 
conditions.  Thus a total of 320 trials were presented in the syntactic block, with 40 trials 
in each congruency by word class (noun, verb) by lag cell.  
The stimuli were presented against a gray background on a computer monitor 
placed approximately 140 cm from the participant.  The visual angle of words subtended 
3.5° horizontally and 0.5° vertically.   
Procedure 
Before the ERP experiment, participants gave written consent and filled out a 
brief demographic questionnaire designed to ensure they met all inclusion criteria.  After 
application of an elastic EEG cap embedded with electrodes, participants were seated in a 
comfortable chair in a dimly lit and acoustically and electrically shielded booth.  They 
were instructed to identify the two red targets in the RSVP stream and to make two 
alternative forced-choice responses using a game controller at the end of each trial.  In the 
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semantic block, these responses indicated whether the number (T1) was odd or even, and 
whether the word (T2) was semantically related or unrelated to the prime word that 
appeared at the beginning of the trial.  In the syntactic block, participants were again 
asked to decide whether the number was odd or even, and whether or not the word made 
a syntactically congruent phrase with the preceding prime word.  After participants 
entered their responses, the next trial began automatically after a brief interval.  Subjects 
were given as much time as needed to respond, but generally responded within 1-2 
seconds after the cue appeared.  Before each block, participants were given 
approximately 10-20 practice trials. Once the experiment was underway, participants 
were given brief breaks every 60 trials. All subjects participated in both the semantic and 
syntactic blocks, which appeared in counterbalanced order across participants.   
ERP Recording and Analysis 
 EEG activity was recorded from 29 tin electrodes mounted in an elastic cap 
(Electro-Cap International, Eaton, OH). The electrooculogram was recorded from 
electrodes placed at the outer canthi of both eyes and below the right eye.  Scalp 
electrodes were referenced to the right mastoid during recording and for off-line 
averaging. The EEG was amplified with a bandpass of 0.01-100 Hz and digitized at the 
sampling rate of 250 Hz.   
 ERP analyses were carried out using EEGLAB (Delorme & Makeig, 2004). First, 
trials containing large or paroxysmal artifacts, movement artifacts, or amplifier saturation 
were identified by visual inspection and removed from further analysis. Data were then 
submitted to the extended runica routine of EEGLAB software. Ocular artifacts were 
identified from scalp topographies and the component time series and removed. ICA-
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cleaned data was subjected to a final manual artifact correction step to detect any residual 
or atypical ocular artifacts not removed completely with ICA. For eight subjects, ICA did 
not converge on clean ocular artifact components due to low numbers of vertical or 
horizontal eye movements or blinks. For these data, ocular artifacts were detected and 
removed manually by inspecting eye-channels for deflections and polarity inversions 
with scalp channels.  The epochs were averaged to the onset of the T2 word, with a 100 
ms pre-stimulus baseline. To maximize any possible attentional blink effects, both 
behavioral and ERP analyses included only those trials on which T1 was correctly 
reported.  
 Time windows for measuring the semantic and syntactic ERPs were selected 
based on visual inspection of the waveforms.  Since both effects persisted to the end of 
the averaging epoch (1000 ms) in both conditions, two time windows were selected to 
capture the earlier and later part of the effect.  However, effects were more robust in the 
earlier time window and thus analyses from the later time window will not be reported.  
In the semantic condition, the N400 effect was measured as the difference in mean 
amplitude between related and unrelated targets in the 350-550 ms poststimulus time 
window.  In the syntactic condition, the congruency effect was measured as the 
difference in mean amplitude between congruent and incongruent targets in the 500-700 
ms poststimulus time window.  For the analyses of congruency effects, repeated-
measures analyses of variance (ANOVAs) were conducted separately for each block 
(semantic and syntactic) with five factors (Lag [lag 10, lag 3], Congruency [congruent, 
incongruent], Hemisphere [left, right], Anterior/Posterior [frontal, fronto-temporal, 
temporal, central, parietal, occipital], and Lateral/Medial [lateral, medial]).  To visualize 
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the effects of lag on the congruency effect for each block, difference waves were 
constructed by subtracting the ERP waveforms elicited in the congruent condition from 
those in the incongruent condition. Finally, to carefully compare the distribution of the 
semantic and syntactic congruency effects, these difference waves were normalized by 
the following procedure recommended by McCarthy and Wood (1985):  the grand mean 
amplitude and standard deviation of all the electrode sites and all the participants were 
computed for each condition.  The grand mean amplitude was subtracted from the 
amplitude at each electrode site for each participant, and the difference was divided by 
the standard deviation.  A repeated-measures ANOVA was then carried out on the 
normalized data, within each paradigm's respective time windows, with Type [semantic, 
syntactic], Hemisphere, Anterior/Posterior and Lateral/Medial as factors. 
 Separate analyses of correctly and incorrectly reported T2 words were also 
performed to examine the effect of awareness on ERP response more directly.  Using the 
same time windows as previously described, a repeated-measures ANOVA with six 
factors (Correctness [correct, incorrect], Lag, Congruency, Hemisphere, 
Anterior/Posterior, and Lateral/Medial was carried out for each block (semantic and 
syntactic).  For each congruency type, correctness and lag (Semantic Correct Lag 10, 
Semantic Incorrect Lag 10,  Semantic Correct Lag 3,  Semantic Incorrect Lag 3, 
Syntactic Correct Lag 10, Syntactic Incorrect Lag 10, Syntactic Correct Lag 3, Syntactic 
Incorrect Lag 3), separate average waveforms were created to visualize the effects. 
 Lastly, midline analyses were carried out using repeated-measures ANOVAs with 
Relatedness/Congruency and Site (Fz, Cz, and Pz) as factors.   The results of these 
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analyses are reported where relevant.  For all analyses, Greenhause-Geisser corrections 
were reported for factors with more than two levels. 
Results 
Behavior Results 
Mean T2 discrimination for both the semantic and syntactic blocks is plotted as a 
function of T2 lag in Figure 2.2.   In both semantic and syntactic paradigms, there was a 
substantial decrease in accuracy for Lag 3 compared to Lag 10 (semantic: F(1, 20) = 
49.98, p < 0.001; syntactic: F(1, 20) = 37.83, p < 0.001), indicative of a significant AB 
effect.  There was no significant effect of relatedness on T2 accuracy in the semantic 
block (F(1,20) = 0.61, p = 0.44).  In contrast, the effect of congruency in the syntactic 
block was significant (F(1,20) = 6.57, p = 0.019), such that congruent targets were more 
accurately reported than incongruent targets.  The mean accuracy for T1 discrimination in 
the semantic paradigm was 86.1% (SE = 1.56%) and in the syntactic paradigm was 
88.0% (SE = 1.63%). Participants showed significantly higher T2 accuracy in the 
semantic block than the syntactic block (F(1, 20) = 20.56, p < 0.001).  There was no 
difference in T1 accuracy between blocks (F(1, 20) = 1.21, p = 0.284).  
 
 
 
 
 
 
Figure 2.2.  Mean behavioral accuracy for the second target (T2) word as a function of 
lag, in both the semantic and syntactic blocks.  Error bars represent standard error. 
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ERP Results:  Semantic Block 
All trials.  Visual inspection of the grand average ERPs indicated that there was 
an N400 effect at Lag 10 as well as at Lag 3, as shown in Figure 2.3.  In both cases, this 
effect onset at approximately 300 ms poststimulus and continued to the end of the epoch.   
  
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2.3.  Grand average ERP waveforms at midline sites to the second target (T2) in 
the semantic block, for all trials.  Lag 10 targets are shown on the left, Lag 3 targets are 
shown in the middle, and difference waves, formed by subtracting related 2 trials from 
unrelated T2 trials, are shown on the right.  The first two columns show related and 
unrelated trials, whereas the last column shows Lag 3 and Lag 10 trials. 
 
Across lags during the 350-550 ms time window, the ERPs elicited by unrelated 
T2 target words were more negative compared to the ERP response elicited by related T2 
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target words, indicative of a significant N400 effect (Relatedness: F(1,20) = 23.5, p < 
0.001). As can be seen in the mean amplitude plots (Figure 2.4) and difference waves 
(Figure 2.3), the N400 effect was significantly reduced at Lag 3 relative to Lag 10 (Lag x 
Relatedness: F(1, 20) = 4.67, p = 0.043).  The reduction in this effect was most 
pronounced over medial and posterior medial sites (Lag x Relatedness x Laterality: 
F(1,20) = 5.26, p = 0.033; Lag x Relatedness x Anterior/Posterior x Laterality: F(5, 100) 
= 2.41, p = 0.084).   
 
Figure 2.4.  Mean amplitude plots for the semantic block and the syntactic block as a 
function of lag, averaged across midline scalp sites (Fz, Cz, and Pz).  Mean amplitude for 
the semantic block was computed during the 350-550 msec time window, and mean 
amplitude for the syntactic block was computed during the 500-700 msec time window.  
Negative is plotted upward. 
 
 
Follow-up analyses revealed that the N400 effect remained significant within each 
lag condition (lag 10: F(1, 20) = 19.66, p < 0.001; lag 3: F(1,20) = 13.48, p = 0.002; 
Figure 2.3).   The distribution of the N400 effect was larger over posterior and medial 
sites at both Lag 10 (Relatedness x Anterior/Posterior: F(5, 100) = 9.29, p = 0.001; 
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Relatedness x Laterality: F(1, 20) = 15.32, p = 0.001; Relatedness x Anterior/Posterior x 
Laterality: F(5, 100) = 8.87, p < 0.001)  and Lag 3 (Relatedness x Laterality: F(1, 20) = 
6.42, p = 0.020; Relatedness x Anterior/Posterior x Laterality: F(5, 100) = 4.86, p = 
0.001). 
Correct versus incorrect trials.  Across lags, the N400 effect was significantly 
reduced for incorrect trials relative to correct trials (Correctness x Relatednesss: F(1,19) = 
18.00, p < 0.001).  The N400 reduction for incorrect trials was largest over medial and 
posterior medial sites (Correctness x Relatedness x Laterality: F(1,19) = 7.10, p = 0.015; 
Correctness x Relatedness x Anterior/Posterior x Laterality: F(5,95)=7.26, p = 0.026).   
The reduction in the relatedness effect for incorrect trials showed a different 
pattern at each lag.  At Lag 3, the N400 was reduced for incorrect trials, though in the 
same direction, while at Lag 10, the relatedness effect was opposite in polarity 
(Correctness x Relatedness x Lag: F(1,19) = 10.48, p = 0.004; Figure 2.5).  The reduction 
of the relatedness effect was largest over posterior sites at Lag 10 and largest over 
anterior sites at Lag 3 (Correctness x Relatedness x Lag x Anterior/Posterior: F(5,95) = 
8.775, p = 0.002).  
 Follow-up analyses indicated that there was a significant N400 effect for correct 
trials at Lag 10 (Relatedness: F(1, 20) = 21.04, p < 0.001; Figure 2.5).  This N400 effect 
had a medial posterior distribution similar to the one described for the overall average at 
Lag 10 (Relatedness x Anterior/Posterior: F(5, 100) = 9.52, p = 0.001; Relatedness x 
Laterality: F(1, 20) = 15.05, p = 0.001; Relatedness x Anterior/Posterior x Laterality: F(5, 
100) = 10.20, p < 0.001). Similarly, for correct trials at Lag 3, we again found a 
significant N400 effect (Relatedness: F(1, 20) = 13.73, p = 0.001).  Similar to previously 
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described distributions, the effect was largest medially and posteriorly (Relatedness x 
Anterior/Posterior: F(5, 100) = 5.85, p = 0.003; Relatedness x Laterality: F(1, 20) = 7.54, 
p = 0.012). 
 
Figure 2.5.  Grand-average ERP waveforms showing ERPs to correctly reported and 
missed T2s in the semantic block, for each lag condition, at midline sites. 
 
For the incorrect trials at Lag 10, a significant relatedness effect that was opposite 
in polarity to the N400 was found during the 350-550 ms time window (Relatedness: F(1, 
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19) = 6.27, p = 0.022; Figure 2.5).  This effect did not interact significantly with any 
electrode site. 
 In contrast, the incorrect trials at Lag 3 did not show a main effect of relatedness 
(Relatedness: F(1, 20) = 0.452, p = 0.509; Figure 2.5).  A significant relatedness by 
anterior/posterior interaction was found (F(5, 100) = 4.20, p = 0.043), indicating that the 
difference between unrelated and related targets was largest at parietal and occipital sites.   
However, follow-up analyses confined to electrodes in the parietal and occipital scalp 
region (T5, P3, P4, T6, TO1, O1, O2, TO2) showed that this relatedness effect was not 
reliable (Relatedness: F(1, 20) = 2.05, p = 0.168).  Similarly, an analysis of midline 
electrodes indicated that there was no significant relatedness effect at any site 
(Relatedness: F(1, 20) = 0.40, p = 0.537).  Thus, there was no evidence of a reliable N400 
effect to targets that were missed during the attentional blink. 
  As evident in the difference waves for the correct trials (Figure 2.6), Lag 10 
targets elicited a significantly larger N400 effect than Lag 3 targets (Lag: F(1, 20) = 5.23, 
p = 0.033).  This effect was largest at posterior sites (Lag x Anterior/Posterior: F(5, 100) 
= 4.183, p = 0.038) and also tended to be larger medially (Lag x Laterality: F(1, 20) = 
3.70, p = 0.069).  However, for the incorrect trials, also displayed in Figure 2.6, no 
reliable N400 was observed, but a main effect of lag (Lag: F(1, 19) = 6.64, p = 0.018) 
indicates that the Lag 10 relatedness effect was significantly more positive than the Lag 3 
effect.   This lag effect was larger over posterior electrode sites (Lag x Anterior/Posterior: 
F(5, 95) = 4.12, p = 0.039). 
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Figure 2.6.  ERP difference waves, formed by subtracting related T2 trials from 
unrelated T2 trials in the semantic block, for correctly reported and missed trials, by lag 
condition.  Correctly reported trials are shown in the left column and incorrectly reported 
trials are shown in the right column. 
 
ERP Results:  Syntactic Block 
All trials.  Visual inspection of the ERP grand average indicated that there was a 
late negative congruency effect at Lag 10, with incongruent targets evoking more 
negative ERPs than congruent targets.  This effect onset at approximately 500 ms 
poststimulus and lasted for the duration of the epoch.  In contrast, at Lag 3, incongruent 
targets elicited more positive ERPs than congruent targets between approximately 400 to 
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700 ms poststimulus, though this difference appeared to be very small.  These effects, 
along with their corresponding difference waves, are displayed in Figure 2.7.  
 
Figure 2.7.  Grand-average ERP waveforms at midline sites to the second target (T2) in 
the syntactic block, for all trials.  Lag 10 targets are shown on the left, Lag 3 targets are 
shown in the middle, and difference waves, formed by subtracting related T2 from 
unrelated T2 trials, are shown on the right.  The first two columns show congruent and 
incongruent trials, whereas the last column shows Lag 3 and Lag 10 trials.  Note that the 
difference waveforms are plotted on a different scale than Lag 10 and Lag 3 averages. 
 
 
There was no main effect of congruency across lags during the 500-700 ms time 
window (Congruency: F(1,20) = 0.26, p = 0.62).  However, as can be seen in the mean 
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amplitude plots (Figure 2.4) and the difference waves (Figure 2.7), the congruency effect 
was significantly more negative at Lag 10 than at Lag 3 (Lag x Congruency: F(1,20) = 
5.77, p = 0.026).  This difference was largest over medial sites (Lag x Congruency x 
Laterality: F(1,20) = 8.57, p = 0.008). 
Follow-up analyses revealed that incongruent targets elicited a negative ERP 
response relative to congruent targets at Lag 10, representing a significant congruency 
effect (Congruency: F(1,20) = 4.89, p = 0.039). This effect was largest over medial sites 
(Congruency x Laterality: (F(1, 20) = 14.21, p = 0.001).  In contrast, no main congruency 
effect was found at Lag 3 (F(1, 20) = 2.17, p = 0.156).  At Lag 3, a significant 
congruency by hemisphere by laterality interaction was revealed (F(1, 20) = 6.46, p = 
0.019), suggesting that the effect of congruency was greatest at right lateral and left 
medial sites.  However, follow-up analyses confined to these sites (F8, FT8, T4, CT6, T6, 
T02, F3, FC5, C5, C3, P3, and O1) indicated that the congruency effect was not 
significant (F(1, 20) = 2.72, p = 0.115).  Therefore, there was no evidence of a reliable 
syntactic congruency effect during the attentional blink period. 
Correct versus incorrect trials.  During the 500-700 ms time window, although 
there was no overall effect of correctness on the congruency effect (Correctness x 
Congruency: F(1,20) = 0.55, p = 0.47), a significant correctness by congruency by 
laterality interaction was found (F(1,20) = 12.98, p = 0.002), as well as a significant 
correctness by congruency by hemisphere by anterior/posterior interaction (F(5,100) = 
3.73, p = 0.012) and a marginally significant correctness by congruency by 
anterior/posterior by laterality interaction (F(5,100) = 2.21, p = 0.093).  These results 
suggested that the difference in the congruency effect between correct and incorrect trials 
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was greater at medial, posterior and right hemisphere sites. The difference in the 
congruency effect between correct and incorrect trials showed a different pattern at Lag 3 
and Lag 10 that was greater over medial, posterior, and right hemisphere sites 
(Correctness x Congruency x Lag x Hemisphere x Anterior/Posterior x Laterality: 
F(5,100) = 2.81, p = 0.032).   
Follow-up analyses indicated that correct trials at Lag 10 showed a marginally 
significant congruency effect during the 500-700 ms time window (F(1, 20) = 3.87, p = 
0.063; Figure 2.8), which was largest over medial sites (Congruency x Laterality: F(1, 
20) = 18.70, p < 0.001). This congruency effect was significant at medial sites (F3, FC5, 
C5, C3, P3, O1, F4, FC6, C6, C4, P4 and O2; F(1, 20) = 5.37, p = 0.031) as well as at 
midline sites (Fz, Cz, and Pz; F(1, 20) = 7.69, p = 0.012).  In contrast, incorrect lag 10 
trials showed no congruency effect (F(1, 20) = 0.43, p = 0.519).  Similarly, neither 
correct nor incorrect trials that occurred at Lag 3 showed a significant effect of 
congruency (Correct: F(1, 20) = 0, p = 0.99; Incorrect: F(1, 20) = 1.54, p = 0.229).  Thus, 
only correct lag 10 targets elicited a reliable congruency effect. 
This finding was confirmed in analyses of the difference waves, comparing the 
effect of lag within each correctness condition.  As can be seen in the difference waves 
for the correct trials (Figure 2.9), Lag 10 targets elicited a larger congruency effect than 
Lag 3 targets (Lag: F(1, 20) = 4.34, p = 0.050).  This lag effect was largest over medial 
sites (Lag x Laterality: F(1, 20) = 4.66, p = 0.043).  However, there was no significant 
effect of lag within the incorrect trials (F(1, 20) = 0.414, p = 0.527).     
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Figure 2.8.  Grand-average ERP waveforms, showing ERPs to correctly reported and 
missed T2s in the syntactic block for each condition, at midline sites. 
 
ERP Results:  Semantic and Syntactic Comparisons 
 Analyses of the congruency effects for the semantic and syntactic blocks, 
collapsed between correct and incorrect trials at Lag 10, were carried out to investigate 
possible differences in these effects.  There was a main effect of type (F(1, 20) = 13.77, p 
= 0.001), reflecting the finding that the semantic N400 effect was larger overall than the 
syntactic congruency effect.  After normalization of the data to account for amplitude 
differences, this analysis also revealed that the syntactic effect tended to showed a 
distribution that was more anterior relative to the semantic effect (Type x 
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Anterior/Posterior: (F(5, 100)= 2.58, p = 0.088).  This can be seen in the topographical 
voltage maps of the semantic and syntactic effects (Figure 2.10). 
 
Figure 2.9.  ERP difference waves, formed by subtracting related T2 trials from 
unrelated T2 trials in the syntactic block, for correctly reported and missed trials, by lag 
condition.  Correctly reported trials are shown in the left column and missed trials are 
shown in the right column.  Note that these averages are plotted on different scales. 
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Figure 2.10.  Topographical voltage maps of the semantic (left) and syntactic (right) 
effects at Lag 10.  Scales are relative to each effect. 
 
 
Discussion 
Semantic Block 
 In the semantic block, participants were less accurate in reporting targets 
occurring during the attentional blink period (Lag 3) compared to targets occurring 
outside the AB period (Lag 10).  Correspondingly, the N400 component at Lag 3 was 
also reduced relative to the N400 at Lag 10.  Much of this N400 reduction can be 
attributed to the higher proportion of missed targets that occurred at Lag 3: by separating 
missed targets from correctly reported targets, we showed that correct targets elicited a 
robust N400 effect, while in contrast incorrectly reported targets evoked no significant 
N400 effect.  
These findings suggest that the N400 appears to reflect primarily a post-lexical 
and controlled process, which is dependent upon the target word reaching conscious 
awareness.  On trials where the target did not reach awareness and could not be correctly 
reported, no reliable N400 effect was elicited.  At least in this paradigm, it appears that 
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semantic identification and the N400 occur after the attentional blink "bottleneck", the 
stage of processing where a loss of information is most likely to occur. While previous 
research has shown that the N400 effect can be elicited by targets following masked 
primes and thus is sensitive to the buildup of automatically established contexts (e.g. 
Deacon et al., 2000; Kiefer, 2002; Grossi, 2006), this approach may not conclusively test 
whether the N400 elicited by targets is automatic (Holcomb et al., 2005).  In addition, 
although one previous study has demonstrated a small N400 effect to unidentified target 
words (Stenberg et al., 2000), the conclusions drawn from this study are limited by the 
possibility that the targets with longer exposure durations may account for the effect. The 
present study demonstrates that the N400 effect is eliminated when participants are 
unaware of the identity of the target when exposure duration is held constant, providing 
novel evidence for the contention that the N400 is a direct index of controlled language 
processes.  
One potential argument against this interpretation is the observation that, although 
the effect was not statistically significant, visual inspection of the incorrect Lag 3 
waveforms suggested that blinked unrelated targets elicited some negativity relative to 
the related targets at posterior electrode sites, similar to a very weak N400 effect.  This 
pattern in the data leaves open the possibility that automatic spreading activation, which 
can occur independently of awareness, may play a small and limited role in generating 
the N400.  However, the lack of statistical significance reflects the fact that this effect 
was weak and thus may represent nothing but a chance occurrence.   In addition, an 
examination of individual subject averages indicated that only a minority of subjects (9 of 
21) showed any negativity in the 350 to 1000 ms poststimulus time window that could be 
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construed as N400 activity, showing that this effect was not consistent from subject to 
subject.  Thus, the N400 effect was much more robust, widespread and reliable to 
correctly reported trials, lending more support to the idea that the N400 primarily reflects 
more controlled, conscious processes. 
The finding of a reduced N400 effect to targets occurring during the AB period 
stands in contrast to results from two previous studies (Vogel et al., 1998; Giesbrecht et 
al., 2007).    Both groups reported that, at least under conditions of low T1 load, no N400 
suppression was observed during the AB period.   One possible factor that may have 
contributed to the discrepancies between our findings and previous research is a 
difference in T1 perceptual load.  Although the current paradigm was especially similar 
to that used by Vogel and colleagues, it is difficult to exactly replicate complex 
parameters such as T1 load.  In addition, unlike Vogel's and Giesbrecht's studies, the 
present study used a titration procedure to adjust the difficulty of the task to each 
individual subject, which may have contributed to an increase in T1 load overall. 
Confirming this idea, our behavioral results suggest that T1 in our study was more 
difficult to process and report (86% accuracy rate) than T1 in the earlier Vogel et al. 
study (93% accuracy rate) or in the Giesbrecht et al. low-load condition (98% accuracy 
rate). In addition, when we examined the effect of lag on averages including only 
correctly reported trials, we found that the N400 effect elicited by Lag 3 targets was 
smaller than the N400 elicited by Lag 10 targets.  In other words, the N400 component 
was reduced during the AB period even for correctly reported targets.   This is consistent 
with the results from Giesbrecht and colleagues' study, who found that increasing T1 
perceptual load can result in a suppression of the N400 effect during the AB period 
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(Giesbrecht et al., 2007).  Thus, it seems likely that a higher T1 load may at least partially 
account for our finding of a reduced N400 during the AB period, a result that contrasts 
with previous studies.  Returning to Schneider and Schiffrin's two-process theory, as 
previously discussed, this finding provides further evidence that the N400 is mediated by 
controlled mechanisms that are limited in capacity and thus affected by concurrent T1 
load.  
One interesting and unexpected finding revealed by our analyses was a significant 
relatedness effect, opposite in polarity to the N400, elicited by incorrectly reported trials 
at lag 10.  This result suggests that the mechanism responsible for a miss that occurs 
outside the AB period is different from the attentional "bottleneck" that underlies the 
typical AB effect.  Compared to a target occurring during the AB period, when 
competition for attentional resources is high and distractor interference is likely to 
prevent T2 from entering a more durable form of memory, a target that is displayed 
outside the AB period occurs after the subject has had adequate time to properly encode 
the first target and prepare for the second one.  Based on the inverted N400 pattern, one 
possibility is that the prime is biasing the perception of the target.  After the prime is 
presented, subjects may generate a set of likely targets based on the prime word.  Because 
the presentation of the target word is brief (83 ms), subjects may incorrectly believe that 
one of these targets in the generated set appeared even if it actually did not, leading them 
to report an unrelated target as related.  Similarly, if the target is related to the prime but 
does not happen to be included among the subject's generated set of expected words, the 
subject may erroneously believe that an unrelated target was flashed, also leading to an 
incorrect report.  These types of errors would be expected to elicit the ERP pattern 
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observed, in which related targets elicit more negative-going voltage activity than 
unrelated targets.   One important caveat of this finding is that subjects missed relatively 
few trials outside the AB period, increasing variability and decreasing the signal-to-noise 
ratio of this average. Nonetheless, results are statistically robust and present an intriguing 
hypothesis for future investigation.   
Syntactic Block 
 Behaviorally, in the syntactic block, we found that participants were significantly 
less accurate in reporting targets occurring within the AB period compared to targets 
occurring outside the AB period. At Lag 10, targets preceded by a grammatically 
incongruent context word elicited a late negativity that onset at approximately 500 ms. 
This syntactic incongruency effect showed a distribution that was more anterior and 
lateral relative to the semantic relatedness effect. At Lag 3, no significant effect of 
grammatical congruency was found.  
 This Lag 10 syntactic congruency effect is similar to previous studies (Munte et 
al., 1993; Frederici et al., 1993; Hahne & Friederici, 1999 (high probability condition)).  
Perhaps of most relevance is Munte and colleagues' study, whose stimuli and task were 
most similar to those used in our paradigm.  In that study, personal or possessive 
pronouns were followed by nouns or verbs, constituting either grammatically valid or 
grammatically invalid word pairs.  Subjects were asked to decide whether each word pair 
constituted a syntactically correct phrase.   The authors reported that ERPs elicited by 
targets preceded by grammatically incorrect primes yielded a negativity with an onset 
peaking between 500-550 ms post-stimulus.  Relative to the effect found in a semantic 
relatedness task that was also a part of the study, the syntactic congruency effect was later 
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and had a more frontal distribution, similar to our findings.  This syntactic congruency 
effect was reported to have a left frontal maximum, while the distribution of our effect 
was neither significantly left-lateralized nor anterior.  Thus these two effects, while 
similar, are not identical in distribution.  However, the paradigm used in Munte's study 
and the paradigm used in our study vary on several parameters, including perceptual load, 
presence or absence of a concurrent task, presence or absence of distractor items, overall 
task difficulty, stimulus duration, stimulus onset asynchrony, and the specific word pairs 
used.  Any number of these variables may have affected the distribution of the effect.  
 Neither the present experiment nor Munte and colleagues' study found the 
hallmark biphasic response that is typically elicited in response to syntactic violations.  
This finding suggests that the minimal context provided by the prime word does not 
provide enough syntactic information to evoke the biphasic response.  Given what 
previous research has revealed about the LAN and the P600, the absence of these 
components in response to impoverished syntactic content is not especially surprising.  
The LAN is thought to be an index of early first pass processes associated with syntactic 
processing, in which the assignment of initial syntactic structure is made based on word 
category information (Frederici et al., 1995; 2002).  In the case of word pairs, it is 
possible that there is insufficient structural information linking the prime word with the 
target word, and that even when these two words do not form a syntactically congruent 
phrase, this anomaly is not recognized as a word category violation and therefore not 
indexed by the LAN.  Without a complete hierarchical syntactic structure provided by a 
full sentence, it may be that the more automatic processes reflected by the LAN are not 
triggered. In addition, while the presentation of full sentences, either auditory or visual, is 
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a common occurrence in everyday life and represents a relatively ecologically valid 
stimulus set, the presentation of isolated pairs of words is much more artificial.   It may 
be that the processing of word pairs is treated somewhat differently than normal language 
processing by the cognitive system, and thus may be subserved by different, more 
controlled neural mechanisms. The absence of a P600 to isolated word pairs is also not 
unexpected.  The P600 has been hypothesized to reflect structural reanalysis and repair 
processes, which may become necessary when an incoming word cannot be readily 
incorporated into semantic and verb argument information (Friederici, 1995).  In other 
words, the P600 indexes an attempt to reanalyze and repair the initially built syntactic 
structure in order to rescue meaning.  Previous research has shown that when meaning is 
reduced, as in semantically impoverished nonsense (Jabberwocky) sentences, the P600 is 
attenuated (Canesco-Gonzalez, 2000; Munte et al., 1997; Yamada and Neville, 2007).   In 
the case of word pairs, where little syntactic structure or semantic information is provided 
by the prime, the reanalysis and repair of syntactic structure to rescue meaning cannot 
take place, and no P600 is elicited.  
This idea that complexity of linguistic content can have important effects on the 
elicited ERP response was addressed directly by Barber and Carreiras (2005).  Spanish 
words pairs formed by an article and a noun were presented, in which gender or number 
agreement relationships were violated.  In a second condition, agreement violations with 
the same word pairs were inserted in sentences.  Violations occurring in a minimal 
context (word pair condition) evoked a broadly-distributed negativity between 300 and 
500 msec post-stimulus, largest over frontal, central, and posterior sites, while violations 
that occurred in a rich linguistic context (full sentence condition) elicited both a LAN and 
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a P600.   Thus, these results support the proposal that the richness of syntactic context has 
an influence on the ERP response observed.  Interestingly, degree of sentential content 
does not have a similar effect on the N400, which is typically robust when either word 
pairs or sentences are presented, highlighting another difference between semantic and 
syntactic processing.    
To address whether our late negative syntactic effect indexed a more automatic 
process or a controlled, awareness-dependent process, we isolated the correct and missed 
trials within the Lag 10 condition.   We found that this effect was eliminated when 
subjects were not able to report the target.  This result may indicate that, similar to the 
semantic relatedness effect, this effect is indexing a process that is controlled, and that is 
dependent upon conscious awareness.  The relatively late latency of this effect, which 
onsets at approximately 500 ms, supports this interpretation, suggesting that this process 
is occurring well after the early time window when more automatic processes are thought 
to occur.  Had this paradigm used a richer syntactic context, we might expect to see more 
evidence of automatic, awareness-independent syntactic processes, which would present 
an interesting follow-up experiment.  
At Lag 3, we found no reliable effect of congruency, either in the overall average 
or in an average including only correctly reported targets.  This finding suggests that this 
late congruency effect is vulnerable and dependent upon attentional resources.  When 
competition for these resources is elevated, the effect is no longer observed, even when 
subjects successfully processed T2 and were able to correctly report the target.  It may be 
that when perceptual and attentional load is high, neural resources are overwhelmed with 
the processing of T1 at the expense of late, controlled processing of the syntactic class of 
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the word, as appears to be indexed by the late negativity effect. In other words, the lack 
of congruency effect at Lag 3 may be reflective of general impairments in processing 
associated with the perceptual and attentional demands that occur during the attentional 
blink. This finding is consistent with at least one other study in the language processing 
AB literature, which found that the N400 was suppressed during the attentional blink 
when perceptual or attentional load was high (Giesbrecht, 2007).   It may be that T1 
processing demands would not affect earlier, more automatic processes elicited by richer 
syntactic context. 
Conclusion 
 In summary, our semantic results support the argument that the N400 is an index 
of a controlled, post-lexical process.  By directly comparing the ERP response elicited by 
reported and missed trials, the current study employs a powerful paradigm with which to 
investigate the effect of awareness on a given ERP effect.  The question of whether the 
N400 reflects a controlled or automatic process represents an important and enduring 
debate in this field, and these data contribute to our understanding of the functional 
significance of this component.  Our syntactic results provide further corroboration for 
the finding that the processing of grammatical violations in a minimal sentential context 
is indexed by a late negativity.  This late negative response appears to reflect a controlled 
process dependent upon conscious awareness. 
 As described, syntactic violations in this study elicited a late negative response, 
rather than the hallmark biphasic response (LAN + P600) that is typically observed in 
response to syntactic violations.  As reviewed in the Discussion of this chapter, it is likely 
that the minimal context provided by the prime word did not provide enough syntactic 
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structure to evoke the typical biphasic effect, and thus syntactic results from this study 
may not be generalizable to syntactic processing that occurs under more natural language 
processing conditions.  This issue was addressed in the next experiment of this 
dissertation, in which we examined the role of awareness in processing syntactic structure 
of complete sentences. 
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CHAPTER III 
THE HUMAN BRAIN PROCESSES GRAMMAR IN THE ABSENCE OF 
CONSCIOUS AWARENESS 
 
H.J Neville is a co-author on this manuscript. I wrote this manuscript, with my co-
author providing comments and editorial assistance.  I designed the experiment described 
in this chapter with input from my co-author and others, collected the data, and analyzed 
the data. 
 
Language is often hailed as a hallmark of human cognition, an ability that sets 
humans apart from other species 1-3.    Human languages are distinguished from other 
forms of animal communication by grammar, which allows an infinite set of meaningful 
utterances to be produced from a finite set of elements1,2.  A longstanding idea about the 
nature of grammar is that it is generally not available to conscious access, operating 
autonomously and automatically4-7.  Until now, however, this claim has not been directly 
tested.  Here we use a cross-modal distraction task to show that human behavior and 
brain function respond robustly to grammatical violations even in the absence of 
conscious awareness. Grammatical violations that were not consciously detected elicited 
an early neural response (100 ms), in addition to significantly delaying reaction times to a 
concurrent task, indicating that the violations were unconsciously (implicitly) processed.  
This early neural response was distinct from later neural activity that was observed only 
to grammatical violations that were consciously detected.  These findings provide direct 
evidence that the human brain reacts to violations of grammar even when these violations 
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are not consciously detected, indicating that even highly complex computational 
processes such as grammar can occur outside the narrow window of conscious 
awareness.  
To investigate the degree to which implicit neural mechanisms, operating in the 
absence of conscious awareness, play a role in grammatical processing, we recorded 
event-related potentials (ERPs) from normal young adults while they read sentences 
displayed one word at a time.  Half the sentences contained grammatical violations, while 
the other half served as grammatically correct, congruent, control sentences.  To 
manipulate awareness of grammatical violations, we developed a novel cross-modal 
interference task, in which an auditory tone was presented either 200 ms before the onset 
of a grammatical violation, termed the “Pre-Tone” condition, or well after (700 ms-3100 
ms) violation onset, referred to as the “Late-Tone” condition.  Participants responded as 
quickly as possible to the auditory tone, indicating its pitch, and judged whether the 
sentence was grammatical or ungrammatical at the end of the sentence (Figure 3.1).  
Following the same logic as a cross-modal attentional blink design8, we reasoned that 
processing of the tone should tax limited-capacity, post-perceptual resources, preventing 
the perceptual representation of the grammatical violation from being consolidated into 
working memory and reaching awareness9,10. In other words, grammatical violations 
preceded by an auditory tone (Pre-Tone condition) should be detected less often than 
grammatical violations presented well before the tone (Late-Tone condition).  This 
paradigm was thus designed to manipulate awareness of grammatical violations while 
keeping the physical language stimuli identical. In previous studies we have taken a  
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Figure 3.1.   
A. Example of a violation trial. An auditory tone was played either 200 ms before 
critical word onset, referred to as the “Pre-Tone” condition, or well after the 
presentation of the critical word (mean = 1300 ms, range = 700 to 3100 ms after 
critical word onset), referred to as the “Late-Tone” condition.  Each word was 
presented for 250 ms, separated by a 50 ms ISI (SOA = 300 ms).  On each trial 
subjects made a speeded discrimination response to the auditory tone and an 
unspeeded, offline grammaticality judgments to the sentence. 
B. Schematic diagram showing how trials were divided and analyzed.  For each tone 
condition, grammatically congruent and violation sentences were presented; 
subjects’ grammaticality judgments of these sentences were either correct or 
incorrect.  In the Late-Tone condition, correctly judged congruent and violation 
trials were directly compared (undetected violations were not analyzed due to low 
trial numbers).  In the Pre-Tone condition, correctly judged congruent trials were 
directly compared with both correctly and incorrectly judged violation trials.  
Only trials for which the tone discrimination task was performed correctly were 
included in these analyses. 
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similar approach to investigating the contribution of awareness to different neural 
mechanisms supporting language processing.11,12 
 Grammatical violations typically elicit a biphasic ERP response, consisting of 
an earlier negativity usually maximal over left anterior sites, often termed the left anterior 
negativity and a later positivity, broadly distributed over posterior sites, known as the 
P60013-15.  The earlier negativity is thought to index more automatic mechanisms 
mediating grammatical processing, while the posterior positivity is hypothesized to 
reflect later, more controlled mechanisms6,16. Prior work has shown that the earlier 
negative response is less influenced by attention than the later postivity17-19, but the role 
of awareness per se in generating these two components has not been directly assessed.  
Such an assessment would represent a strong test of whether the brain relies upon implicit 
neural mechanisms for grammatical processing.  We hypothesized that if the brain 
processes grammar implicitly, in the absence of awareness, undetected grammatical 
violations should elicit an early anterior negativity, while only consciously detected 
violations should elicit a posterior positivity.  In contrast, if the brain is not capable of 
processing grammar implicitly, undetected grammatical violations should not elicit a 
reliable ERP effect.  
 At the behavioural level, awareness of grammatical violations was significantly 
reduced in the Pre-Tone condition relative to the Late-Tone condition (F(1,23) = 106.0, p 
< 0.0001; Figure 3.2). Specifically, 89% of grammatical violations were detected in the 
Late-Tone condition (d’ = 3.0), while only 51% of violations were detected in the Pre-
Tone condition (d’ = 1.6).  The false alarm rate (in which participants incorrectly rejected 
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grammatically acceptable sentences) was 6% for both Pre-Tone and Late-Tone 
conditions.  Overall accuracy of tone discrimination was 92%.  These results confirm that 
this paradigm effectively manipulated subjective awareness of grammatical violations 
while keeping the physical language stimuli constant across conditions.   
 
Figure 3.2.  Mean performance on the grammaticality judgment task as measured by d', 
as a function of tone condition (n = 24). Awareness of grammatical violations was 
significantly reduced in the Pre-Tone condition relative to the Late-Tone condition. Error 
bars represent standard error of the mean. 
 
Implicit processing often affects reaction times (RT).  We analyzed RTs to 
auditory tones in the Pre-Tone condition in order to investigate whether processing of 
grammatical violations that were not consciously detected exerted an implicit behavioural 
cost. Consistent with this hypothesis, the average RT to tones that preceded undetected 
grammatical violations (712 ms, SD = 137 ms) was significantly longer than the average 
RT to tones that preceded grammatically congruent control words (678 ms, SD = 114 ms; 
F(1,23) = 9.43, p = 0.005). Note that participants endorsed sentences in both these 
conditions, meaning that only the actual presence or absence of a violation differentiates 
them. This result suggests that the presence of a grammatical violation disrupted online 
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processing, even though subjects were unaware of it.  Thus, these results provide 
behavioral evidence of a dissociation between implicit and explicit grammatical 
processing. 
 A parallel dissociation was also found at the neural level.  ERP waveforms to the 
three experimental conditions of interest (correctly detected Late-Tone violations, 
correctly detected Pre-Tone violations, and undetected Pre-Tone violations) are shown in 
Figure 3.3.  In all cases, grammatical violations are compared to correctly judged 
grammatically-congruent control words, within the same tone condition (Fig 2B).  
Correctly detected Late-Tone violations elicited the hallmark biphasic response: an early 
negativity followed by a later positivity, distributed over posterior electrodes (Fig 3a).  
This finding confirms that our paradigm produces results that are comparable to many 
previous ERP studies of grammatical processing6,13-17,20.  Correctly detected Pre-Tone 
violations produced a similar pattern, consisting of an early negativity, maximal over left 
anterior scalp sites, followed by a later positivity (Fig 3b).  While the early negativity in 
the Pre-Tone condition was not significantly different in either amplitude or distribution 
relative to the negativity in the Late-Tone condition (all p values > 0.14; see 
Supplementary Notes), the posterior positive effect was significantly reduced in 
amplitude (p = 0.002).  This reduction may be attributed to refractory period effects 
caused by the auditory tone, which elicited an auditory evoked potential and subsequent 
P300 in the time window surrounding the onset of the grammatical violation21.  
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Figure 3.3 (next page).  ERP waves for each condition, averaged across subjects (n = 
24), at electrodes F1 and POZ. Scalp distributions of the difference between violation 
words and congruent control words, averaged across specified time windows, are shown 
on the right. Approximate electrode locations are denoted with a black dot on the 
uppermost scalp map.  The * symbol denotes a significant effect (p < 0.05).  To view 
ERPs over a more complete set of electrodes, please see Supplementary Figures 1-3.  
Additional details on statistical analyses are provided in Supplementary Notes. 
 
A) ERPs elicited by correctly detected violations and correctly endorsed congruent 
control words in the Late-Tone condition. A significant early negativity and late 
posterior positivity were found (100-400 ms window: Violation effect: (all 
electrodes:  F(1,23) = 4.68, p = 0.041; (anterior & central regions): F(1,23) = 
4.52, p = 0.044; 600-1200 window: (posterior regions): F(1,23) = 27.6, p < 
0.001).   
B) ERPs elicited by correctly detected violations and correctly endorsed congruent 
control words in the Pre-Tone condition.  The auditory evoked potential to the 
tones can be observed in the 200 ms window preceding stimulus onset.  A 
significant early left anterior negativity and late posterior positive effect were 
revealed (100-400 ms window: (anterior and central regions): F(1,23) = 6.72, p = 
0.016; Violation x Hemisphere: F(2,46) = 3.51, p = 0.041; 900-1200 ms: 
(posterior regions): F(1,23) = 5.46, p = 0.028).  The positivity in this condition 
onset significantly later than the positivity in the Late-Tone condition (see 
Supplementary Information).  
C) ERPs elicited by undetected violations and correctly endorsed correct congruent 
words in the Pre-Tone condition.  Two significant left anterior negativities were 
found (100-400 ms: (anterior and central regions): F(1,23) = 13.5, p < 0.001; 
Violation x Hemisphere: F(2,46) = 3.33, p = 0.050; 600-1200 ms (anterior and 
central regions): F(1,23) = 16.0, p = 0.001;  Violation x Hemisphere F(2,46) = 
4.27, p = 0.021).  See Supplementary Notes for more information about the 
latencies of these two negative effects. There was no significant violation effect 
over posterior electrodes (900-1200 ms: F(1,23) = 0.55, p = 0.47).   
D) Table summarizing results by condition and time window.  Values indicate the 
amplitude of the violation effect (Violation – Canonical), while shaded colours 
indicate the polarity (blue = negative, red = positive).     
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 The crucial condition of interest was comprised of undetected violations in the 
Pre-Tone condition.  Critically, these undetected violations also elicited an early 
negativity, maximal over left anterior regions.  The distribution of this negativity was not 
significantly different from the early negativities elicited by detected violations (all p 
values > 0.18).  No subsequent posterior positivity was observed in this condition; in 
contrast, a second negative effect was observed, with distribution that was not 
significantly different from the early negativity (all p values > 0.6), beginning at 540 ms 
post-stimulus and continuing to the end of the averaging epoch (1200 ms).  In sum, both 
detected and undetected grammatical violations elicited an early negative effect, which 
thus represents a neural marker of implicit grammatical processing.  In contrast, only 
detected violations evoked a later positivity effect, which appears to index grammatical 
processing that is explicit in nature, requiring conscious awareness in its operation.  This 
evidence supports the hypothesis that the early anterior negativity is an index of more 
automatic mechanisms mediating grammatical processing, while the posterior positivity 
reflects later, more controlled mechanisms6,16.   
 Our findings demonstrate that the brain processes grammatical information 
implicitly, in the absence of awareness.  While other aspects of language, such as 
semantics and phonology, can also be processed implicitly22,23, the present data represent 
the first direct evidence that implicit mechanisms also play a role in the processing of 
grammar, the core computational component of language.  This implicit grammatical 
processing subsystem appears to rely upon neural mechanisms that are dissociable from 
those mediating explicit grammatical processing, as indicated by the distinct timing, 
latency and distribution of their associated ERP effects.  These implicit mechanisms are 
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activated quickly and automatically, in the absence of conscious awareness, and may be 
more specialized than the mechanisms subserving controlled, explicit grammatical 
processing, which are likely not specific to language24-26.  
 Interestingly, undetected violations elicited a marginally more robust earlier 
negativity than detected violations (p = 0.087), as well as an additional robust late 
negativity. While the late negativity occurred within the same latency range as the 
posterior positive effects, it did not contribute to conscious awareness of grammatical 
violations, suggesting that computations performed by certain specific neural systems do 
not reach awareness, regardless of when they take place.  Further, both the earlier and 
later negativities were very similar in distribution (Figure 3.3C), suggesting that these 
effects are mediated by the same neural substrates and represent a common ongoing 
process.  These observations raise the intriguing possibility that the engagement of 
explicit mechanisms actively suppresses the operation of implicit mechanisms during the 
normal course of grammatical processing. Under normal circumstances, grammatical 
information may be initially processed through implicit mechanisms and then transferred 
to domain-general, explicit neural systems.  In cases where explicit processing is blocked, 
as occurs when a grammatical violation fails to reach awareness, implicit processing may 
continue to proceed. This explanation converges with evidence from human and animal 
studies showing that implicit and explicit processing systems can interact competitively27-
29.  
 Our findings show that the human brain is exquisitely equipped to process 
language and its regularities.  It has long been noted that humans can comprehend and 
use their native language with apparent effortlessness, despite the enormous complexity 
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involved in this task. One reason for this may be that at least a portion of the mental 
computations necessary for language processing take place outside of awareness, leaving 
only a limited subset of processes for the conscious mind to manage. These findings 
underscore the importance of implicit cognition, demonstrating that even highly complex 
computations can be processed outside the narrow window of conscious awareness.  
Methods 
Subjects 
A total of 45 right-handed, neurologically normal native English speakers (33 
female, age range = 18 - 30 yrs) were run on this paradigm.  All subjects were run in two 
sessions of approximately 2 hours each, conducted on separate days. Two subjects did 
not complete the second session of the study and were excluded from all analyses. Only 
subjects who had a sufficient number of trials (≥ 13) in all three conditions (Late-Tone 
Detected, Pre-Tone Detected and Pre-Tone Undetected) were included in analyses, in 
order to allow for direct comparisons across conditions, resulting in a final sample of 24 
participants.  
Stimuli 
Each subject was presented with a total of 280 experimental sentences, 70 in each 
tone condition (Pre-Tone, Late-Tone) by grammatical condition (violation, congruent 
control) cell.  Half of the sentences contained a violation of a phrase structure rule, while 
the other half served as corresponding grammatically congruent control sentences. 
Congruent sentences contained a possessive noun followed by another noun, such as 
Lisa’s brandy.  Violation sentences were created by placing a closed-class word 
immediately after the possessive ’s, where a preposition cannot occur, as in previous 
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studies13,20 (e.g., *We drank Lisa's by brandy the fire in the lobby, as compared to the 
congruent version We drank Lisa's brandy by the fire in the lobby). Stimuli were 
counterbalanced across subjects such that each subject saw only the congruent or 
violation version of a given sentences.  An additional 560 sentences, not analyzed here, 
were pseudorandomly intermixed with these experimental sentences; half of these 
additional sentences contained other types of grammatical violations (violations of tense 
agreement and subject-verb agreement).  
Auditory stimuli were 50 ms pure tones with frequencies of 550, 900 and 1400 
Hz, as employed in a previous auditory attentional blink study8.  Auditory stimuli were 
presented at a comfortable listening level (70 dB) on a speaker mounted in front of the 
subject. 
To avoid cueing participants to the presence of an upcoming violation, for half of 
the trials in the congruent Pre-Tone condition the tone was played 200 ms before the 
noun following the possessive noun in the sentence, the same placement as the violation 
sentences, rather than 200 ms before the critical word.  These trials were simply designed 
to reduce the predictability of the tone placement and sentence violation status, and were 
not included in ERP analyses. 
Behavioral analyses 
Both behavioral and ERP analyses include only trials for which the tone 
discrimination task was performed correctly. Accuracy on the grammaticality judgment 
task was calculated using d', which represents sensitivity for discriminating between 
correct and violation sentences. For reaction time analyses, for each subject, median 
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reaction times for tones preceding undetected violations and correctly judged congruent 
control words were calculated.   
Electrophysiology recording and analysis 
EEG recordings were made with a 64-channel Active Two system (Biosemi, 
Amsterdam), using our standard recording and analysis procedures30. Epochs were 
extracted from -300 to 1200 ms relative to stimulus onset.  Data were baseline corrected 
from -300 to -200 msec preceding stimulus onset, which corresponds to the 100-msec 
period preceding the tone in the Pre-Tone condition, in order to avoid contaminating the 
baseline period with the auditory evoked potential elicited by the tone. Amplitudes were 
averaged across neighboring electrodes to form 9 channel groups of interest (left anterior 
region: AF7, AF3, F7, F5, F3; left central region: FT7, FC5, FC3, T7, C5, C3; left 
posterior region: TP7, CP5, CP3, P7, P5, P3, PO7, PO3; midline anterior region: AFZ, 
F1, FZ, F2; midline central region: FC1, FCZ, FC2, C1, CZ, C2; midline posterior 
region: CP1, CPZ, CP2, P1, PZ, P2, POZ; right anterior region: AF4, AF8, F4, F6, F8; 
right central region: FC4, FC6, FT8, C4, C6, T8; right posterior region: CP4, CP6, TP8, 
P4, P6, P8, PO4, PO8).  Time windows for statistical analysis were selected based on 
visual inspection of the data as well as on previous published findings (early window: 
100-400 ms; late windows: 600-1200 ms, 600-900 ms; 900-1200 ms).  For both the early 
and later negativities, analyses were conducted over anterior and central regions, due to 
these effects being generally more pronounced over anterior scalp.  For the posterior 
positivities, analyses were conducted over posterior sites.  Analysis of variance 
(ANOVA) was used for all statistical tests, with violation condition (congruent, 
violation), anterior/posterior (anterior, central, posterior), and hemisphere (left, midline, 
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right) as factors. Greenhouse-Geisser corrected results are reported for factors with more 
than two levels. Only subjects with 13 or more trials in all conditions were included in 
averages.  In the Late-Tone Detected condition, grand averages consisted of 1370 
congruent and 1312 violation trials.  In the Pre-Tone Detected and Undetected conditions, 
trial numbers ranged from 674 to 753. A more detailed report of statistical results is 
provided in the Supplementary Information section. 
Results from Chapters II and III provide evidence on the roles played by implicit 
and explicit neural mechanisms in the processing of an already-acquired (native) 
language.  However, human language abilities encompass more than processing well-
learned linguistic information.  Another key issue in the study of language concerns how 
language is acquired, not only in childhood but throughout life.  In the next two studies of 
this dissertation, we examine the neural mechanisms that support the acquisition of novel 
linguistic information in adulthood.  Chapter IV investigates the acquisition of novel 
semantic information, while Chapter V investigates the acquisition of novel (L2) 
syntactic information.  This line of inquiry will not only shed light on the contributions of 
implicit versus explicit neural mechanisms to language acquisition in adulthood, but may 
also provide a novel perspective on the neuroplasticity of different linguistic subsystems.  
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CHAPTER IV 
IMPLICIT AND EXPLICIT MECHANISMS OF WORD LEARNING IN A 
NARRATIVE CONTEXT: AN EVENT-RELATED POTENTIAL STUDY 
 
 This work was published in volume 23 of the Journal of Cognitive Neuroscience in 
November 2011.  I wrote this manuscript, with my co-author (H. J. Neville) providing 
comments and editorial assistance.  I designed the experiment described in this chapter 
with input from others, collected the data, and analyzed the data.  
 
Introduction 
Humans efficiently and rapidly acquire the meanings of new words throughout 
their lives.  During the school years, children learn approximately 3000 new words per 
year, and by adulthood vocabulary size has typically reached tens of thousands of words 
and may exceed 100,000 words in exceptional cases (Nagy & Herman, 1987; Sternberg, 
1987).  Even more remarkable is the fact that the majority of these words are learned 
incidentally through context, in the absence of any type of intentional instruction (Nagy 
& Herman, 1987; Stenberg, 1987). In addition, unlike many aspects of language 
processing, which show robust critical period effects, adults show relatively normal 
acquisition of novel semantic information late in life and continue to acquire new 
vocabulary in their native language throughout their lives (Newport, Bavelier, & Neville, 
2001; Weber-Fox & Neville, 1996).   
Despite this unusually prolonged plasticity profile, surprisingly few studies have 
focused on native language (L1) word learning in adults. Furthermore, although overt 
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strategy and instruction play a minimal role in L1 vocabulary acquisition, much of what 
is known about the neural and cognitive processes of L1 word learning in adults comes 
from intentional and highly artificial training paradigms (e.g., Breitenstein et al., 2005, 
2007; Clay et al., 2007; Perfetti et al., 2005).  Thus, one major goal of the present study 
was to investigate neural mechanisms that support meaning acquisition in adulthood, 
using a task in which novel words are learned through contextual exposure as in natural 
language.  We were especially interested in examining whether these newly acquired 
representations were encoded preferentially into implicit or explicit memory.  
Although a variety of different terms have been used to describe the distinction 
between implicit and explicit learning processes, in the present paper we use the term 
incidental learning to describe a mode of learning in which individuals learn without 
intention, or when they learn one thing when their primary objective was to learn 
something else (cf. Ellis, 1994).  In contrast, implicit memory is defined as knowledge 
that can facilitate processing without the need for conscious recollection, revealed by 
indirect memory tests such as semantic priming tasks.  Explicit memory refers to 
knowledge that is accessible to awareness and is measured by direct memory tests such as 
recognition and recall (Ellis, 1994; Squire & Zola, 1996).  The product of incidental 
learning may be either implicit or explicit, depending upon whether the material learned 
is accessible to awareness.  
A great deal of evidence indicates that implicit and explicit memory are mediated 
by different neural systems.  These forms of memory have been dissociated empirically 
in numerous tasks across different domains (e.g., Graf, 1987; Reber, Kassin, Lewis, & 
Cantor, 1980), and also show distinct neural indices at encoding and retrieval (e.g., 
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Paller, Hutson, Miller, & Boehm, 2003; Rugg, 1998; Schott, Richardson-Klavehn, 
Heinze, & Duzel, 2002).  Perhaps the most striking evidence, however, comes from 
amnesic patients, who show marked impairment on tests of explicit memory but normal 
or near-normal performance on implicit memory tasks (e.g., Cohen & Squire, 1980; Graf 
& Schacter, 1985; Milner, Corkin, & Teuber, 1968).  Of relevance to the present study, 
previous research has found that amnesic patients are often capable of forming novel 
semantic or conceptual associations as measured by implicit memory tasks, despite 
having no explicit knowledge of these associations (Goshen-Gottstein, Moscovitch, & 
Melo, 2000; Moscovitch, 1986; Verfaellie, Martin, Page & Keane, 2006; Gabrieli, Keane, 
Zarella, & Poldrack, 1997).  These findings indicate that new semantic information may 
be encoded into implicit memory in the absence of explicit awareness, at least under 
some circumstances.  
Behavioral Studies of Word Learning 
Although relatively little attention to date has been directed towards L1 word 
learning in adults, a small number of behavioral studies have investigated the conditions 
necessary for novel words to become integrated into existing semantic networks. 
Breitenstein and colleages (2007) trained participants on an incidental vocabulary task, 
which involved a higher co-occurrence of "correct" arbitrary object and novel word 
pairings as compared to "incorrect" pairings.  After five training sessions, novel words 
induced a cross-modal semantic priming effect in a semantic classification task equal to 
that elicited by real related words, suggesting that novel words may be represented 
similarly to existing words after sufficient associative training. Dumay, Gaskell and Feng 
(2004) presented participants with novel words embedded in isolated sentences over two 
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successive days of training. Novel words did not semantically prime associated category 
names on a subsequent lexical decision task either immediately or 24 hours after training, 
but elicited significant priming one week later.  Converging results were found by Clay, 
Bowers, Davis, and Hanley (2007), who presented participants with novel words that 
were repeatedly paired with both short definitions as well as pictures, in a single study 
session.  At test, participants were required to name familiar pictures in English that were 
presented simultaneously with familiar words, trained novel words, or untrained novel 
words. An automatic Stroop-like picture-word interference effect to studied novel words 
was not immediately observed following the study phase, but emerged after a one-week 
delay despite the absence of any additional study.  Findings from all of these studies are 
consistent with the idea that semantic integration processes occur over a relatively 
protracted period of time, and that implicit representations of new semantic information 
may form only after a period of incubation.  In addition, providing meaningful semantic 
information about new words appears to be an important factor in the integration of novel 
words into existing conceptual and lexical networks. 
Neural Substrates of Word Lexicalization 
A recent neurocomputational account of word learning proposes that lexical 
acquisition occurs in two stages (Davis & Gaskell, 2009).  The first stage involves rapid 
initial familiarization, mediated by the hippocampus.  The second stage is one of slow 
offline lexical consolidation, mediated by neocortical areas.  This model is consistent not 
only with behavioral studies of spoken word learning, but also with recent neuroimaging 
evidence.   For example, two recent fMRI word learning studies demonstrated that novel 
vocabulary items initially elicit an elevated hippocampal response, followed by a 
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subsequent decline over later presentations, and that the extent of this activity correlates 
with behavioral proficiency (Breitenstein et al., 2005; Davis, Di Betta, Macdonald, & 
Gaskell, 2008).  These findings suggest that the hippocampus plays an important role in 
the successful learning of novel words, particularly during initial acquisition.  
Breitenstein and colleagues also found that increasing vocabulary proficiency was 
associated with intercorrelated activity in the hippocampus and left neocortical regions, 
providing evidence that successful acquisition of a new lexicon depends on an interaction 
between the hippocampus and neocortical regions.  Finally, circumscribed neocortical 
regions show similar levels of activation to unfamiliar novel words and words that were 
learned on the day of scanning (Davis et al., 2008; Davis & Gaskell, 2009), but show 
significantly reduced activity to words that were learned on the previous day (Davis et al., 
2008), supporting the idea that representations encoded by neocortical regions require 
time to develop.1 Although Davis & Gaskell's model focuses on acquisition of word 
form, a similar two-stage process may also mediate acquisition of word meaning, an idea 
that is consistent with results from semantic word-learning studies (Breitenstein et al., 
2005; Clay et al., 2007; Dumay et al., 2004).   
Electrophysiology of Word Learning  
Event-related potential (ERP) studies of word learning have focused upon one 
particular brainwave component, the N400.  The N400 is a negative-going component that 
peaks approximately 400 ms post-stimulus, with a posterior and bilateral distribution, 
whose amplitude varies as an inverse function of the subject’s expectancy for the upcoming 
                                                
1 Data from one behavioral study, in which participants were exposed to novel words either in the morning 
 
 
 
 
  
 
72 
word of a sentence (Kutas & Hillyard, 1980, 1984). Words that are semantically 
unexpected elicit larger amplitude N400 responses than words that are more expected given 
the preceding sentence context, leading to the hypothesis that the N400 reflects semantic 
processes of lexical integration (Friederici, Pfeifer, & Hahne, 1993; Holcomb & Neville, 
1991; Kutas, Van Petten, & Besson, 1988).  
 Previous ERP studies in both L1 and L2 have found that the N400 is a sensitive 
index of word learning.  McLaughlin and colleagues (2004) demonstrated that native 
English speakers learning French showed an N400 effect to French pseudowords relative 
to French words after only 14 hours of classroom instruction.  This pseudoword effect 
occurred even while participants performed at chance levels when making explicit L2 
word-nonword judgments.  L1 learning can also result in rapid neural change.  Perfetti, 
Wlotko, and Hart (2005) used flashcards to train participants on the definitions of rare 
unknown words in a 45-minute study session.  Following training, participants performed 
a semantic decision task in which they indicated whether pairs of words were 
semantically related or not.  An N400 effect was evoked by the unrelated trained words 
relative to the related trained words, and this effect was larger for more skilled 
comprehenders.   Finally, Mestres-Misse, Rodriguez-Fornells, and Munte (2007) 
presented triplets of sentences with novel or real words in the terminal position of each 
sentence.  The ERP response to novel words presented in meaningful contexts became 
indistinguishable from the response evoked by real words over the three presentations, an 
effect which did not occur for novel words presented in meaningless contexts. In 
addition, an N400 effect was observed during a subsequent generalization task, in which 
participants were presented with the learned novel words and their real-word 
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counterparts.  These studies demonstrate that the N400 is an effective marker of semantic 
word learning. 
 The present study examined the neural signatures of incidental meaning 
acquisition in a passive task designed to closely mimic natural language learning, 
focusing in particular on the N400.  ERPs were recorded as participants read simple 
fiction stories in which novel pseudowords were presented multiple times, embedded in 
consistent, meaningful contexts (referred to as meaning condition, M+) or inconsistent, 
meaningless contexts (M-).  We hypothesized that acquiring the meanings of novel words 
should be indexed by a gradual reduction in the N400 over time, reflecting increasing 
facilitation of semantic integration processes.  Therefore, the N400 elicited by M+ words 
was predicted to show a greater reduction over time than the response evoked by M- 
words, for which no meaning assignment was possible.  We also hypothesized that the 
N400 to real words should be reduced relative to both M+ and M- words, reflecting 
overall facilitated semantic integration, and consistent with previous findings showing 
that pseudowords elicit a greater N400 component than real words (Holcomb & Neville, 
1990, Holcomb, 1993; Bentin et al., 1999).   
We also investigated whether novel words acquired during the learning phase 
were encoded preferentially by implicit or explicit memory systems.  To this end, we 
examined behavioral and electrophysiological indices of word learning on an indirect 
memory test, namely lexical decision, and on two direct memory tasks, recall and 
recognition.  In addition, we addressed whether the N400 effect depends upon explicit 
semantic knowledge by comparing ERP responses to words whose meanings were 
correctly identified with words whose meanings could not be identified, at both exposure 
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and test.  We hypothesized that if the N400 indexes semantic integration processes that 
are dependent upon explicit knowledge of word meanings, an N400 should be elicited 
only to words that were correctly recognized.  In contrast, if the N400 reflects implicit 
learning and continuous change that occur independently of explicit knowledge, we 
might expect to observe an N400 to words that were both correctly and incorrectly 
identified.  Finally, by comparing the N400 to real words relative to M+ words, we 
examined whether the neural substrates underlying these effects were largely overlapping 
or distinct.  We predicted that these effects should be fairly similar, consistent with 
previous findings showing that the N400 can index word learning at very early stages of 
acquisition (McLaughlin et al., 2004; Perfetti et al., 2005; Mestres-Misses et al., 2007).  
Methods 
Participants 
 Twenty-one monolingual native English speakers (10 female) were recruited at 
the University of Oregon to participate in the experiment.  One male participant was 
excluded from all analyses due to below-chance M+ word recognition performance.  
Participants were between 18-30 years old (M = 22.4, SD=2.9), were right-handed, had 
normal vision, and had no history of neurological problems.  Participants were run in two 
sessions of approximately 2.5 hours each, conducted within the same week.  In each 
session, they read two of the four stories and completed the corresponding lexical 
decision tasks, recognition tasks, and recall tasks, described in detail below. Participants 
were paid $10/hour. 
 
Experimental Tasks  
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 The story task consisted of reading four simple fiction stories, ranging from 
approximately 4000 to 5000 words in length, presented to participants on a computer 
monitor. Within each story, novel pseudowords were presented ten times, embedded in 
consistent, meaningful contexts (referred to as meaning condition, M+) or inconsistent, 
meaningless contexts (M- condition).  In the M+ condition, each novel pseudoword 
consistently replaced a real English word that was originally in the story, while in the M- 
condition, each novel pseudoword replaced a different word at each presentation and thus 
had no consistent meaning. As a control condition, real English words (R condition) were 
also presented ten times throughout each story.  All critical words occurred in mid-
sentence positions.  Table 4.1 presents examples of sentences embedded with critical 
words illustrating these three conditions.  A total of 20 critical words, divided evenly 
among the three conditions, were presented throughout each story, yielding 26-27 trials 
per condition over the four stories.  Conditions were counterbalanced across participants, 
such that each critical word position was experienced as an R word for some participants, 
an M+ word for other participants, and an M- word for a third group of participants.  All 
critical words were concrete nouns of high frequency (mean 132.6 per one million words, 
Kucera & Francis, 1967).  Novel pseudowords were matched phonologically to R words 
for place of articulation, number of syllables, and number of letters, and were assigned 
randomly (N = 8) or pseudorandomly (N = 12) to the M+ and M- conditions across 
participants in order to eliminate chance baseline word differences between conditions. 
Stories were presented one word at a time using semi-variable Serial Visual Presentation, 
a procedure designed for presenting written texts in EEG experiments at a natural reading 
rate (Otten and Van Berkum, 2008). Critical words were always presented at durations of 
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400 ms, separated by inter-word intervals of 107 ms. To ensure adequate comprehension, 
participants were required to answer two-alternative multiple-choice comprehension 
questions about the story's content at regular intervals. No overt instructions were given 
about the presence of the novel pseudowords. 
 
Table 4.1. Example of sentences presented during the story task, embedded with Real, 
M+, and M- critical words.  Critical words are displayed in bold text. 
 
R Condition 
 
Several white fluffy clouds spotted the clear blue sky. 
Thunder rumbled and low gray clouds gathered over the horizon. 
Philip unearthed a rusty yet usable knife and quickly pocketed it. 
Philip sharpened the blade of the knife carefully. 
 
M+ Condition 
 
Several white fluffy meeves spotted the clear blue sky. 
Thunder rumbled and low gray meeves gathered over the horizon. 
Philip unearthed a rusty yet usable yepal and quickly pocketed it. 
Philip sharpened the blade of the yepal carefully. 
 
M- Condition 
 
Several white fluffy meeves spotted the clear blue sky. 
Thunder rumbled and low gray yepals gathered over the horizon. 
Philip unearthed a rusty yet usable meeve and quickly pocketed it. 
Philip sharpened the blade of the yepal carefully. 
 
 
Upon completion of each story, participants first completed a lexical decision 
task, designed to assess implicit learning of M+ words, and then completed a recognition 
task followed by a free recall task, both designed to assess explicit learning of M+ words.  
For the lexical decision task, participants were instructed to read both the prime and the 
target of each trial, and to respond as quickly and accurately as possible to the target by 
pressing a button labeled "Word" if the target was an English word, and to press a 
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different button labeled "Nonword" if the target was not an English word. The prime was 
a critical word that had been presented during the preceding story (from either the R, M+ 
or M- condition), while the target was either a legal English word or a pseudoword 
formed in accordance with the orthographic and phonological rules of English. English 
word targets and pseudoword targets occurred with equal frequency.  Half of the legal 
English word targets were close semantic associates of the prime (when the prime was an 
R or M+ word), while the other half of the targets were semantically unrelated to the 
prime.  (Each M- prime also preceded two English word targets, though these targets 
could not be considered either related or unrelated to the prime).  Unrelated word pairs 
were created by rearranging related primes and targets so that there was no semantic 
relationship between the two words.  Word and pseudoword targets were matched on 
number of syllables and word length.  Each critical word was presented a total of four 
times, once preceding a related target, once preceding an unrelated target, and twice 
preceding a nonword, for a total of 80 trials per block. Trial order was counterbalanced 
across participants, such that half were first exposed to the related pair of a particular 
word, while the other half first saw the same word in the unrelated condition. Each trial 
began with the presentation of a fixation box that stayed on the screen until 1200 ms after 
the onset of the final word.  One thousand ms after the onset of this fixation box, the 
prime word was presented for 200 ms, followed by 300 ms of blank, followed by a 200 
ms presentation of the target word. The next trial began 3 sec after the participant's 
response. Reaction time data from the lexical decision task were analyzed using a 
repeated-measures ANOVA with prime condition (R, M+) and target condition (related, 
unrelated, nonword) as factors.   
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For the recognition task, participants again read both a prime and target word, and 
were told to press a button labeled "Related" if they judged the word pairs to be 
semantically related or equivalent, and a button labeled "Unrelated" if they judged that 
the two words were not semantically related.  Accuracy was emphasized over speed.  The 
prime was a critical word from the R or M+ conditions, while the target was a word that 
was either semantically related or unrelated to the prime.  Critical words from the M- 
condition were not presented, as these words had not been assigned semantic meaning 
during the story task.  Related word pairs for the M+ condition were created by pairing 
each M+ word with its real-word counterpart, while unrelated word pairs were created by 
combining each M+ prime with the real-word counterpart of a different M+ word.  For 
words from the R condition, related word pairs were created by pairing each R target with 
either a synonym or close semantic associate (e.g. bed - cot), while unrelated targets were 
created by matching each R prime to the synonym or close semantic associate of a 
different R word.  Again, trial order was counterbalanced across participants, such that 
half of participants first saw the related pair of a particular word, while the other half 
were first exposed to the unrelated pair.  A word was considered to be correctly 
recognized if performance was correct for both its related and unrelated trials. Stimulus 
timing was identical to that of the lexical decision task.  
Finally, for the free recall task, participants were given a sheet of paper listing all 
the M+ and M- pseudowords that had been presented during the preceding story and told 
to fill in a corresponding real word for each pseudoword shown.  They were encouraged 
to guess if necessary but told that they could leave a blank next to any word whose 
meaning they did not know.   
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ERP Recording and Analysis 
 EEG data were collected throughout the story tasks, lexical decision tasks, and 
recognition tasks. EEG was recorded at a sampling rate of 1024 Hz from 32 Ag-AgCl-
tipped electrodes attached to an electrode cap using the 10/20 system.  Recordings were 
made with the Active-Two system (Biosemi, Amsterdam, Netherlands), which does not 
require impedance measurements, an online reference, or gain adjustments. Additional 
electrodes were placed on the left and right mastoid, at the outer canthi of both eyes and 
below the right eye.  Scalp signals were recorded relative to the Common Mode Sense 
(CMS) active electrode and then re-referenced off-line to the algebraic average of the left 
and right mastoid. Left and right horizontal eye channels were re-referenced to one 
another, and the vertical eye channel was re-referenced to FP1.  
 ERP analyses were carried out using EEGLAB (Delorme & Makeig, 2004).  For 
each paradigm for which EEG data were collected (story task, lexical decision task, and 
recognition task), the four experimental blocks were merged into one data file.  Data were 
down-sampled to 256 Hz to speed computation and band-pass filtered from 0.1 to 40 Hz.  
Next, epochs time-locked to critical word onset were extracted from -100 to 1000 msec.  
Trials containing large or paroxysmal artifacts or movement artifacts were identified by 
visual inspection and removed from further analysis. Data from the story task for all 
participants (N = 20), and from the lexical decision (N = 16) and recognition tasks (N = 
6) for participants who occasionally blinked during the critical epochs, were then 
submitted to the extended runica routine of EEGLAB software.  Ocular artifacts were 
identified from scalp topographies and the component time series and removed.  ICA-
cleaned data were subjected to a final manual artifact correction step to detect any 
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residual or atypical ocular artifacts not removed completely with ICA.  For some 
participants (lexical decision task N = 4; recognition task N = 14), ICA did not converge 
on clean ocular artifact components due to low numbers of vertical or horizontal eye 
movements or blinks. For these data, ocular artifacts were detected and removed 
manually by inspecting eye-channels for deflections and polarity inversions with scalp 
channels.  
Based on visual inspection of the waveforms as well as on previous studies (Kutas 
and Hillyard, 1980, 1984; Van Petten et al., 1991), the N400 time window was selected 
as 300 to 500 ms poststimulus, and the late positive component (LPC) time window was 
selected as 500 to 900 ms poststimulus. Waveforms were quantified by measuring mean 
voltages within the selected latency windows, relative to a 100 msec prestimulus 
baseline.  Repeated-measures analyses of variance (ANOVA) were conducted separately 
for each task.  In the story task, factors were presentation (1st to 10th), condition (R, M+, 
M-), and three topographical factors [hemisphere (left, right), anterior/posterior (frontal, 
fronto-temporal, temporal, central, parietal, occipital), and lateral/medial (lateral, 
medial)].  Topographical factors were included in order to examine and compare the 
distributions of different ERP effects.  In the lexical decision task, factors included prime 
condition (R, M+), target condition (related, unrelated, nonword), and the three 
topographical factors.  In the recognition task, factors were prime condition (R, M+), 
relatedness condition (related, unrelated), and the three topographical factors. To 
compare the distribution of the real and M+ N400 effects in the recognition task, 
differences waves (computed by subtracting the related ERP from the unrelated EPP 
between 300-500 ms poststimulus) were normalized (McCarthy & Wood, 1985) and then 
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subjected to a repeated-measures ANOVA that included prime condition (R, M+) and the 
three topographical measures as factors.  To examine the effect of correct subsequent 
recognition on the ERP over the ten exposure periods of M+ critical words, a repeated-
measures ANOVA with five factors [presentation, subsequent recognition (recognized, 
unrecognized), and the three topographical factors] was carried out on the story task data. 
A similar analysis was performed to examine the effect of subsequent recall. Data from 
the recognition task for M+ words was also divided by recognition performance using a 
repeated-measures ANOVA with five factors [subsequent recognition, relatedness 
condition (related, unrelated), and the three topographical factors)].  Only participants 
who had a sufficient number of trials in both correct and incorrect bins (≥ 5 trials) were 
included in these analyses (recognition N = 14; recall N = 15).2  An M+ word was 
considered correctly recalled when a participant provided its hidden real-word 
counterpart or a closely-related semantic associate that could also have reasonably fit the 
given context.  An M+ word was defined as correctly recognized when a participant both 
endorsed the correct real-word counterpart and rejected a false unrelated target (chance 
performance = 25%). For all analyses, separate tests were run for midline electrodes (Fz, 
Cz, Pz, Oz, CP1, CP2) that could not be included in the main factorial topographical 
ANOVA.  Both results from the main factorial ANOVA as well as the midline analyses 
                                                
2 This criterion was based on signal-to-noise of the individual averages as well as of the grand averages.  
Grand averages using a more stringent criterion were first constructed, using only participants with 9 or 
more trials in each bin (recognition N = 10, recall N = 11).  However, individual averages of four 
borderline participants who had a more uneven distribution of trials in correct and incorrect bins were 
reasonably clean, and including these participants improved the signal-to-noise ratio of the grand averages.  
A minimum of five trials per subject has been used previously as a cutoff value in N400 studies (Rolke, 
Heil, Streb, and Henninghausen, 2001). 
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are reported. Greenhause-Geisser corrections are reported for factors with more than two 
levels.   
Because the N400 and LPC are maximal at central midline sites (e.g., Kutas & 
Hillyard, 1980; Van Petten et al., 1991), Cz was chosen as a representative electrode 
across the ten presentations of the story task in the depicted figures (Figures 4.1 & 4.3).  
Representative central and parietal sites, where ERP effects were maximal, were chosen 
for figures illustrating data from the lexical decision and recognition tasks (Figures 4.4-
4.6).      
Results 
Behavioral Results 
 Average accuracy to multiple-choice comprehension questions during the story 
task was 94.3 % (SD = 7.4%).   
Analysis of median reaction times in the lexical decision task revealed that 
participants responded significantly more quickly to real word targets than to nonword 
targets (F(2,38) = 13.9, p < 0.001; Word > Nonword contrast: F(1,19) = 17.3, p = 0.001).  
A marginally significant effect of semantic relatedness on reaction time was found 
(Related > Unrelated contrast: F(1,19) = 3.09, p = 0.095).  Follow-up analyses indicated 
that semantic relatedness tended to speed reaction times in the R condition (F(1,19) = 
3.46, p = 0.078; Related Targets: Median = 565.5 ms, SD = 97.9; Unrelated Targets: 
Median = 596.6 ms, SD = 145.1 ms), but not in the M+ condition (F(1,19) = 0.31,  p = 
0.58; Related Targets: Median = 592.5 ms, SD = 122.2; Unrelated Targets: 598.9 ms, SD 
= 134.3 ms).  Average recognition accuracy of the meanings of M+ words was 72.4% 
(SD = 19.7%), while average recall accuracy was 63.8% (SD = 23.8%).  
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ERP Results 
 Story task. 
 N400 time window, all trials.  During the 300 to 500 msec time-window, the 
negativity to all words decreased as a function of repetition (main analysis: F(9, 171) = 
4.94, p < 0.001; midline sites: F(9, 171) = 5.39, p < 0.001). The change in ERP response 
over the ten presentations to R words, M+ words, and M- words differed significantly 
(main analysis: (F(18, 342) = 2.32 , p = 0.027; midline sites: F(18, 342) = 2.31, p = 
0.002; Figures 4.1 and 4.2).  Contrasts revealed that the N400 elicited by M+ and M- 
words decreased linearly over the ten presentations relative to the N400 elicited by R 
words (main analysis: F(1,19) = 14.16, p = 0.001; midline sites: (F(1,19) = 16.16, p = 
0.001), and that the N400 to M+ words decreased cubically relative to the N400 to M- 
words (main analysis: F(1,19) = 5.32, p = 0.033; midline sites: (F(1,19) = 2.98, p = 0.10).  
The N400 to R words did not differ as a function of presentation (main analysis: F(9, 
171) = 1.05, p = 0.40; midline sites: F(9, 171) = 1.30, p = 0.27).  A main effect of 
condition was revealed across all presentations and topographical factors (main analysis: 
F(2, 38) = 29.12, p < 0.001; midline sites: F(2, 38) = 20.55, p < 0.001).  Specifically, R 
words elicited a significantly reduced N400 relative to the novel pseudowords (main 
analysis: F(1) = 37.21, p < 0.001; midline sites: F(1) = 24.25, p < 0.001), and M+ words 
elicited a significantly reduced N400 relative to M- words (main analysis: F(1) = 7.33, p 
= 0.014; midline sites: F(1) = 8.31, p = 0.010).  Follow-up analyses revealed that there 
was no significant difference in the ERP evoked by M+ and M- words at the first 
presentation (main analysis: F(1,19) = 1.06, p = 0.32; midline sites: F(1, 19) = 1.64, p = 
0.22), but that by the second presentation M- words evoked a marginally larger N400 
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relative to M+ words (main analysis: F(1,19) = 2.93, p = 0.10; Condition x Hemisphere x 
Laterality: F(1,19) = 6.26, p = 0.022), fully significant over left lateral sites (F(1, 19 = 
4.88, p = 0.040), though not over midline sites (F(1,19) = 2.33, p = 0.14).  This condition 
difference persisted across the final nine presentations over all electrodes (Condition 
effect, collapsed across final nine presentations: main analysis: F(1,19) = 7.67, p = 0.012; 
midline sites F(1,19) = 7.82, p = 0.012).  
 
Figure 4.1.  Grand average ERPs at the Cz electrode to real, M+ and M- critical words, 
divided across the 10 presentations in the story task. 
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Figure 4.2.  Plot of mean amplitude of the N400 response across all electrodes included 
in the main factorial ANOVA to real, M+ and M- critical words in the story task, as a 
function of presentation.  Mean amplitude measurements were computed from 300 to 500 
msec post-stimulus.  Negative is plotted upward.  Error bars indicate standard error. 
 
N400 time window, divided by subsequent M+ recognition and recall 
performance.  When M+ critical trials were divided by recognition performance, no main 
effect of recognition was revealed (main analysis: F(1,13) = 0.84, p = 0.38; midline sites: 
F(1,13) = 1.65, p = 0.22).  Similarly, when M+ critical trials were divided by recall 
performance, no main effect of recall was found (main analysis: F(1,14) = 1.70, p = 0.21; 
midline sites: F(1,14) = 1.66, p = 0.22; Figure 4.3).  Neither recognition nor recall 
performance interacted with any factorial factor (all p values > 0.3). 
LPC time window, all trials.  During the later 500 to 900 msec time-window, a 
main effect of condition was revealed (main analysis: F(2, 38) = 4.40 , p = 0.035; midline 
sites: F(2, 38) = 4.12, p = 0.044;  Figure 4.1).  While R words did not elicit a significantly 
different LPC compared to M+ and M- words (main analysis: F(1,19) = 2.30, p = 0.15; 
midline sites: F(1,19) = 2.38, p = 0.14), the LPC elicited by M+ words was significantly 
greater than that elicited by M- words (main analysis: F(1,19) = 12.80, p = 0.002; 
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Figure 4.3.  Grand average ERPs to M+ critical words at the Cz electrode across the ten 
presentations of the story task, divided as a function of subsequent recall. 
 
midline sites: F(1,19) = 12.1, p = 0.002), or by R words (main analysis: F(1,19) = 7.64, p 
= 0.012; midline sites: F(1,19) = 7.43, p = 0.013) .  Hypothesis-driven follow-up 
analyses, designed to examine the time-course over which these condition differences 
emerged, indicated that there was no significant difference in the ERP evoked by M+ and 
M- words at the first presentation (main analysis: F(1,19) = 1.47, p = 0.24; midline sites: 
F(1,19) = 1.27, p = 0.27) or at the second presentation (main analysis: F(1,19) = 0.79, p = 
0.39; midline sites: F(1,19) = 0.99, p = 0.33), but that a condition difference emerged by 
the third presentation (main analysis: F(1,19) = 5.29, p = 0.033; midline sites: F(1,19) = 
3.29, p = 0.086) and persisted across the final eight presentations (Condition effect, 
collapsed across final eight presentations: main analysis: F(1, 19) = 12.24, p = 0.002; 
midline sites: F(1, 19) = 11.33, p = 0.003).  The LPC enhancement was maximal over 
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posterior and medial sites (Condition x Anterior/Posterior: F(10,190) = 27.1, p < 0.001; 
Condition x Laterality: F(2,28) = 4.77, p = 0.026; Condition x Anterior/Posterior x 
Laterality: F(10,190) = 4.66, p < 0.001). 
 LPC time window, divided by subsequent M+ recognition and recall 
performance.  During the 500 to 900 msec time-window, no main effect of recognition 
on M+ trials was found (main analysis: F(1,13) = 1.04, p = 0.33; midline sites: F(1,13) = 
2.45, p = 0.14).  Recognition did not interact with any distributional factor (all p values > 
0.2).  In contrast, when M+ trials were divided by subsequent recall performance, a 
highly significant main effect of recall performance was revealed (main analysis: F(1,14) 
= 29.81, p < 0.001; midline sites: F(1,14) = 30.4, p < 0.001; Figure 4.3), such that M+ 
words whose meanings were correctly recalled at test showed a significantly more 
positive ERP.  This effect was largest over posterior sites (Subsequent Recall x 
Anterior/Posterior: F(5, 70) = 5.16, p = 0.004).  Follow-up analyses designed to ensure 
that this effect could not be attributed to baseline differences in the word forms between 
conditions confirmed that there were no differences in the ERP evoked by correctly-
recalled versus incorrectly-recalled M+ words at the initial presentation (main analysis: 
F(1,14) = 0.31, p = 0.56; midline sites: F(1,14) = 0.45, p = 0.51). 
 Lexical decision task.  During the 300 to 500 msec time-window, across both the 
R and M+ prime condition, a main effect of target condition was revealed, indicating that 
nonword targets elicited a significantly larger N400 than word targets (main analysis: 
F(2, 38) = 37.5, p < 0.001; midline sites: F(2, 38) = 33.1, p < 0.001; Contrasts: main 
analysis: F(1,19) = 45.1, p < 0.001; midline sites: F(1,19) = 40.5, p < 0.001; Figure 4.4).  
Unrelated targets elicited a significantly larger N400 than related targets at temporal, 
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central, and parietal rows (Target Condition x Quadratic Anterior/Posterior contrast: 
F(1,19) = 4.80, p = 0.041; Follow-up Analysis: F(1,19) = 4.48, p = 0.048), and a 
marginally larger N400 at midline sites (F(1,19) = 3.71, p = 0.069). To investigate 
whether targets preceded by both R and M+ primes showed this N400 effect, separate 
analyses were run for each prime condition.  Targets preceded by R primes showed a 
nearly significant N400 effect across all electrodes (main analysis: F(1,19) = 4.26, p = 
0.053; midline sites: F(1,19) = 3.50, p = 0.077), while targets preceded by M+ primes did 
not show a significant effect (main analysis: F(1,19) = 0.005, p = 0.94; midline sites: 
F(1,19) = 0.30, p = 0.59). 
 
Figure 4.4.  Grand average ERPs to targets in the lexical decision task, at representative 
right hemisphere central and parietal sites.  Targets were either nonwords or real English 
words preceded by either semantically related or unrelated primes.  Targets preceded by 
real English primes are shown on the left, and targets preceded by M+ primes are shown 
on the right. 
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 Recognition task.              
 All trials.  Across both prime conditions (R and M+), unrelated targets elicited a 
larger N400 than related targets (main analysis: F(1,19) = 20.8, p < 0.001; midline sites: 
F(1,19) = 33.7, p < 0.001; Figure 4.5), an effect which was maximal over posterior, 
medial, and right hemisphere sites (Relatedness x Anterior/Posterior: F(5, 95) = 15.06, p 
< 0.001; Relatedness x Laterality: F(1,19) = 10.80, p = 0.004; Relatedness x Hemisphere 
x Laterality: F(1,19) = 7.95, p = 0.011; Relatedness x Anterior/Posterior x Laterality: 
F(5,95) = 6.23, p < 0.001).  No main effect of N400 amplitude across prime condition 
was found (main analysis: F(1, 19) = 0.902, p = 0.35; midline sites: F(1,19) = 0.314, p = 
0.58), and topographical analyses of normalized data revealed no significant differences 
in the distribution of these effects (all p values > 0.2; Figure 4.5).  To confirm that the 
N400 effect was present in both prime conditions, independent analyses were run for 
each prime condition, confirming that both R trials (main analysis: F(1,19) = 23.6, p < 
0.001; midline sites: F(1,19) = 29.3, p < 0.001) as well as M+ trials (main analysis: F(1, 
19) = 9.00, p = 0.007; midline sites: F(1,19) = 18.4, p < 0.001) showed significant N400 
effects. 
M+ trials divided by performance.  The N400 effect elicited by targets preceded 
by M+ primes whose meanings were subsequently recognized was significantly larger 
than the N400 effect elicited by targets preceded by primes whose meanings were 
subsequently unrecognized (main analysis: F(1, 13) = 7.14, p = 0.019; midline sites: 
F(1,13) = 9.95, p = 0.008; Figure 4.6).  Follow-up analyses indicated that correctly-
recognized M+ primes elicited a significant N400 effect (main analysis: F(1, 13) = 26.0, 
p < 0.001; midline sites: F(1,13) = 23.9, p < 0.001) that was largest over medial and 
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Figure 4.5.  Grand average ERPs, depicted at midline sites, and topographical voltage 
maps to targets in the recognition task.  Targets were real English words 
preceded by either semantically related or unrelated primes. Targets preceded by real 
English primes are shown at the left, whereas targets preceded by M+ primes are shown 
on the right. The effects depicted in the voltage maps were computed by subtracting the 
ERP to unrelated targets from the ERP to related targets between 300- to 500-msec 
poststimulus. The scale for each of these effects is identical. 
 
 
posterior sites (Relatedness x Anterior/Posterior: F(5, 65) = 4.45, p = 0.023; Relatedness 
x Laterality: F(1, 13) = 5.91, p = 0.030; Relatedness x Anterior/Posterior x Laterality: 
F(5, 65) = 4.98, p = 0.006; Figure 4.6).  In contrast, subsequently unrecognized M+ 
primes did not elicit a significant N400 effect at any scalp site (main analysis: F(1,13) = 
0.24, p = 0.63; midline sites: F(1,13) = 0.006, p = 0.94). 
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Figure 4.6. Grand average ERPs and topographical voltage maps to targets preceded by 
M+ word primes in the recognition task, divided as a function of subsequent recognition. 
Targets preceded by M+ primes that were subsequently recognized (in both related and 
unrelated trials) are shown on the left. Targets preceded by M+ primes that were not 
subsequently unrecognized in both trials appear on the right. The effects shown in the 
voltage maps were computed by subtracting the ERP to unrelated targets from the ERP to 
related targets between 300- and 500-msec poststimulus. The scale for each effect is 
identical. 
 
Discussion 
Story Task 
 During the story task, consistent with our hypotheses, M+ words showed a 
significant reduction in the N400 across the ten presentations. Although M- words also 
showed a reduction in the N400, likely due to the effects of repetition (e.g., Besson, 
Kutas, & Van Petten, 1992; Mitchell, Andrews, & Ward, 1993; Van Petten, Kutas, 
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Kluender, Mitchiner, & McIsaac, 1991), M+ words showed a decrease beyond that 
observed to M- words, indicating that some proportion of this effect can be attributed to 
semantic integration due to meaning acquisition. This effect emerged rapidly, with 
amplitude differences appearing between the two conditions as early as the second 
presentation, converging with previous work that suggests that at least some aspects of 
meaning acquisition occur with remarkable speed (Mestres-Misse, et al., 2007). In sum, 
the reduction in the N400 effect over time represents an electrophysiological index of 
incidental meaning acquisition as occurs during natural language processing. 
 Although M+ words elicited a reduced N400 compared to M- words overall, the 
differences in N400 amplitude between the two conditions followed a cubic function, 
rather than a linear one.  Visual inspection of mean amplitudes in the 300-500 msec 
latency window over the ten presentations further demonstrates that the expected effect 
was greatly reduced and even reversed over the sixth through the eight presentation 
(Figure 4.2).  One possible explanation for this apparent anomaly is that meaning 
acquisition of the novel words interacted with repetition over the ten presentations.  Word 
repetition is thought to exert its effects by increasing the baseline activation level of 
primed representations, leading to a reduction in the N400 even when words are 
semantically incongruent with the preceding context.  This effect appears to be additive; 
previous research has indicated that N400 amplitude is driven lower by multiple 
repetitions compared to a single repetition, and that congruency effects may be quickly 
masked by repetition effects (Besson, et al., 1992; Van Petten, et al., 1991). After five 
presentations in our task, baseline activation of the novel pseudowords may have 
increased to such a level that increased facilitation of semantic processing due to M+ 
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word learning exerted no additional effect on the ERP.  In the final two presentations, 
when participants' representations of the M+ word were presumably the most developed, 
the difference in N400 response between M+ and M- words began to re-emerge.  This 
finding suggests that after ten exposures, despite powerful repetition effects, differences 
in conceptual representations between M+ and M- words were sufficiently robust to 
produce a difference in N400 amplitude. 
 Word condition effects were also found in the later time-window (500-900 msec), 
with M+ words eliciting a significantly larger LPC component compared to both M- 
words and real words (Fig. 1).  An enhanced late positivity is often elicited by word 
repetition (e.g., Bentin & Peled, 1990; Besson, et al., 1992; Van Petten, et al., 1991) and 
has been proposed to reflect the extended retrieval of semantic and episodic information 
from long-term memory and the integration of that information into working memory 
(Van Petten, et al., 1991). Thus, one reasonable explanation for our finding is that the 
enhanced LPC component evoked by M+ words reflects participants' attempts to retrieve 
prior instances of each word and link them to the present context.  This process is not 
necessary for real words, whose meanings have already been firmly established in 
semantic memory; prior instances of these words in the preceding story context do not 
need to be retrieved in order for participants to understand their meanings.  Similarly, 
retrieving previous presentations of a M- word serves no useful purpose in contributing to 
comprehension of its meaning in the current phrase.  Because M- words occurred in 
inconsistent contexts, no comprehensive representations of meaning are available for 
retrieval and integration into the present framework. Our finding that LPC differences 
between M+ and M- words did not emerge until the third presentation, the first point at 
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which more than one presentation of a given word had previously occurred, supports this 
interpretation.  While for an M+ word both prior instances of the word would contribute 
to the development of a cohesive meaning representation and might be retrieved to aid in 
current comprehension processes, for a M- word the two previous occurrences would 
conflict with one another and likely could not be retrieved as a coherent representation.  
Thus the late enhanced positivity to M+ words is likely an index of extensive encoding, 
integration, and recall processes that are key in the development of stable, long-term 
meaning representations.   
The N400 and the LPC show different effects as a function of subsequent 
memory. The N400 to M+ words was not significantly impacted by either subsequent 
recognition or recall of these words, suggesting that there is no reliable link between the 
processes reflected by the N400 during learning and those that support later memory.  
This finding is supported by prior studies that found no relationship between N400 
amplitude and subsequent recognition performance (Besson, et al., 1992; Neville, Kutas, 
Chesney, & Schmidt, 1986; Rugg & Doyle, 1992).  In contrast, the amplitude of the LPC 
to M+ words in our study was highly predictive of subsequent recall performance, 
consistent with a number of previous findings (e.g., Neville, et al., 1986; Paller, 1990; 
Paller, Kutas, & Mayes, 1987; Paller, McCarthy, & Wood, 1988; Schott, et al., 2002; 
Roeder, Rosler, and Neville, 2001). This positivity at encoding for subsequently-
remembered items, commonly termed the "difference due to later memory effect" (Dm 
effect), has been proposed to index elaborative encoding and consolidation processes 
engaged for the formation of distinctive memory traces, processes that are related to those 
indexed by the LPC (Besson, et al., 1992; Mitchell, et al., 1993; Van Petten, et al., 1991).  
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Our finding that LPC amplitude did not reliably predict recognition performance 
converges with previous demonstrations of larger Dm amplitude differences for free 
recall compared to recognition and cued recall (Paller et al., 1988; 1990).  These data 
provide further support for the idea that the Dm effect reflects encoding strength of words 
due to explicit elaborative processes (Paller et al, 1988).  Cues given in recognition tests 
aid retrieval and make recognition less dependent upon elaborative processes, so that 
sorting trials on the basis of recall rather than recognition may be more sensitive to 
differences in encoding strength.   The present study replicates and extends these 
findings, demonstrating that the processes indexed by the Dm are at play not only in the 
processing of isolated words in lists, but also in more natural language processing tasks.  
In summary, the ERPs elicited by M+ words over multiple presentations suggests 
that two distinct processes support the development and encoding of novel meaning 
representations.  In the first time-window, a reduction in the N400 to these words across 
multiple representations is indicative of increasing facilitation in semantic expectancy 
and semantic integration processes over time.  The modulation in this online measure of 
language processing indicates that newly acquired semantic representations can be 
retrieved and processed within the same general time window as existing words.  This 
effect appears to index processes that are independent of those that support subsequent 
memory.  During the later time-window, an enhanced positivity (LPC) to M+ words 
appears to reflect extended processing that follows the completion of semantic analysis, 
in which prior instances of a given word are retrieved from long-term memory and 
integrated into the present context.  These processes likely play a critical role in the 
development of comprehensive semantic representations of novel words, as well as in the 
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encoding of these representations into long-term memory. This interpretation is further 
supported by the finding that the amplitude of the late positivity elicited by these words 
predicts subsequent recall.  Thus, our data indicate that both language-related processes 
of semantic integration, indexed by the N400, and memory-related processes of encoding, 
elaboration, and retrieval, indexed by the LPC and the Dm effects, contribute to the 
development and maintenance of new meaning representations. The present study 
extends previous work on the functional significance of these ERP components by using 
a language-processing task that is more natural than those that have been previously 
employed to investigate these questions. 
Lexical Decision and Recognition Tasks 
In the lexical decision task, real word primes tended to speed behavioral 
responses to semantically related targets relative to unrelated targets, while this semantic 
priming effect was not observed to targets preceded by M+ words.  
Electrophysiologically, a similar pattern was revealed; targets preceded by real word 
primes showed a nearly significant N400 reduction across all electrodes, while targets 
preceded by related M+ primes elicited no trace of an N400 reduction. In contrast, in the 
recognition task, targets preceded by both real and M+ primes exhibited highly 
significant N400 effects with similar distributions. Behavioral recognition accuracy for 
the meanings of M+ words was reasonably high (mean = 72.4%), indicating that a 
moderate degree of explicit word learning took place.  Thus, M+ words showed neither 
behavioral nor ERP evidence of implicit memory, but demonstrated behavioral and ERP 
effects of explicit memory.  
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Although null effects must be carefully interpreted, both behavioral and ERP data 
suggest that while explicit representations of M+ words developed rapidly, implicit 
meaning representations had not yet formed and were not available for processing under 
the present experimental conditions.  Behaviorally, no semantic priming effect emerged, 
despite the fact that participants performed quite accurately in the explicit recognition 
task and had clearly learned the meanings of most of the words.  At the neural level, the 
N400 was elicited only under conditions of intentional recollection, when explicit 
memory traces for M+ words were called upon.  In the lexical decision task, in which 
response speed to related targets should have been facilitated by implicit memory for M+ 
word meanings while explicit memory for these words did not need to be summoned, no 
N400 effect was observed.  We had hypothesized that adopting a natural and incidental 
language processing task could potentially minimize the role of explicit encoding 
strategies while simultaneously facilitating the operation of implicit learning processes. 
However, it appears that implicit memory for the meanings of novel words develops only 
after more extensive exposure and/or a longer period of incubation than used in the 
present study, regardless of the nature of the task. Even under more incidental learning 
conditions, explicit memory still appears to play a dominant role in initial vocabulary 
acquisition. 
Although we did not directly test whether implicit representations in our 
participants developed after a period of incubation, our results are consistent with the 
Davis and Gaskell's (2009) proposal that word learning occurs in two stages: an initial 
stage of rapid familiarization, followed by a second stage of slower lexical consolidation.  
With further experimentation, this two-stage model may be extended to apply not only to 
  
 
98 
the acquisition of word form, but also to semantic learning. The present findings are also 
consistent with a small number of behavioral word learning studies whose data shed light 
on development of implicit and explicit knowledge of novel words, reviewed previously 
in the introduction.  For example, Clay et al. (2007) demonstrated that while most 
participants achieved an accuracy level of at least 85% in the second half of the study 
phase, showing high accuracy in explicit judgments of whether new word matched 
corresponding descriptions or pictures, an automatic interference effect emerged only one 
week after initial training.  Similarly, participants in Dumay et al.'s (2004) study 
generated the meanings of 30% of novel words in a free association task administered on 
the day of training, demonstrating a reasonable amount of explicit knowledge, but 
showed semantic priming effects on a lexical decision task only after a one-week delay.  
These data suggest that implicit priming effects in our participants might have emerged 
several days after the initial experimental session, though future research will be 
necessary to confirm this hypothesis. 
The present paradigm was limited by the necessity of revealing to participants, 
once they had read the first narrative, that their explicit memory for the novel words 
would be subsequently tested.  Further, informal post-session interviews with participants 
indicated that many of them engaged in intentional strategies to infer and remember the 
meanings of M+ words.  One possibility, then, is that participants learned the first set of 
novel words incidentally, but learned the last three sets of words intentionally after 
realizing that they would later be asked about the words' meanings. To investigate this 
issue, we compared the first block of data to each of the last three blocks. However, we 
found no evidence of either behavioral or electrophysiological differences between the 
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first story block and any of the last three, suggesting that participants performed the tasks 
similarly even after becoming aware that they would be tested on the novel words.  Most 
compellingly, in terms of recognition and recall, participants scored neither better nor 
worse in the first block compared to the following three.  Therefore, the use of any 
intentional strategies does not appear to have been driven by participants' awareness that 
their recognition and recall memory would later be tested.  Rather, it appears that explicit 
memory plays an important role in semantic word learning, even in a relatively natural 
language acquisition environment.        
Consistent with the idea that M+ word learning was initially mediated by explicit 
memory systems, dividing M+ trials as a function of recognition performance in the 
recognition task revealed that only correctly recognized M+ words elicited an N400 
effect.  Targets preceded by M+ words whose meanings were incorrectly identified 
evoked no N400 effect. These results shed light on the functional significance of the 
N400, indicating that this component is an index of semantic integration processes that 
are dependent upon explicit knowledge of a word's meaning.  This conclusion converges 
with a recent study from our lab, in which we demonstrated that words occurring within 
the attentional blink period elicit an N400 effect only if they can be correctly reported 
(Batterink, Karns, Yamada, & Neville, 2009).  The present study is also consistent with 
another recent study that investigated whether an N400 is elicited by semantic anomalies 
that are difficult to detect, such as the one that occurs in the phrase "after an air crash, 
where should the survivors be buried?" (Sanford, Leuthold, Bohan, & Sanford, 2011).  
The authors found that difficult anomalies did not produce an N400 effect, while easily 
detectable control anomalies did, suggesting that the N400 is not an index of unconscious 
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recognition but rather reflects processes that are dependent upon online awareness.  A 
final study with which our results corroborate demonstrated that only well-formed and 
constrained representations of novel words evoked the N400 (Borovsky, Elman, & Kutas, 
2008). These researchers found that novel words reduced the N400 amplitude to plausible 
verbs presented in subsequent test sentences only if the novel word had appeared in a 
highly constraining context during initial learning. This finding suggests that a relatively 
precise representation of a word's meaning is necessary to modulate the N400 effect. In 
the present study, participants may have acquired the general "gist" of a subset of M+ -
words--learning, for example, that a given word was a concrete noun with certain 
semantic features--without being able to correctly identify the word in the recognition 
task.  Consistent with Borovsky et al.'s result, this type of vague representation was not 
found to be sufficient to support the facilitation of semantic integration processes indexed 
by the N400.  
Our finding that the N400 is dependent upon explicit awareness of a word's 
meaning stands in contrast to results from McLaughlin and colleagues' (2004) study, in 
which beginning French learners showed an N400 effect to French pseudowords despite 
performing at chance levels in an explicit lexical decision task.  These inconsistent results 
may be better understood when framed in the ongoing debate between the lexical access 
view and the semantic integration view of the N400 (e.g., Lau, Phillips & Poeppel, 2008).  
The lexical view proposes that the N400 reflects facilitated activation of a lexical item's 
representation in long-term memory.  Lexical access can proceed without awareness, as 
shown by masked semantic priming studies (Grossi, 2006; Kiefer, 2002; Deacon, Hewitt, 
Yang & Nagata, 2000), and thus may not depend upon the retrieval of an explicit 
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representation of a word's meaning. In contrast, the integration view posits that the N400 
indexes the semantic integration of an incoming word with the current context.  This 
process depends upon awareness (Brown & Hagoort, 1993), and presumably relies upon 
explicit knowledge of the word's meaning. While these two accounts are often pitted 
against each other, a more comprehensive account might concede that there are two N400 
subtypes, one reflecting lexical access and another indexing semantic integration. The 
enhanced N400 found to pseudowords relative to real words may primarily reflect 
increased difficulty with lexical access, while the N400 effect to unrelated versus related 
words may predominantly reflect differences in semantic integration processes.  This 
hypothesis predicts that the N400 lexicality effect may be observed in the absence of 
explicit knowledge of a word's meaning whereas the N400 relatedness effect depends 
upon an explicit representation of a word's meaning.  This prediction is consistent with 
McLaughlin et al.'s findings.  In that study, an N400 to French pseudowords was elicited 
even when d' for the lexical decision task was at zero; in contrast, N400 differences 
between related and unrelated word targets in that study did not emerge until participants 
exhibited improved overt knowledge of French words (d' = 0.5). One previous study that 
directly compared the distribution of these two N400 effects found that the lexicality 
N400 was significantly more frontal relative to the centroparietally distributed relatedness 
N400 (Chwilla, Brown, & Hagoort, 1995). This finding provides further evidence that 
these N400 subtypes may be indexing non-identical neural processes.  
 In summary, data from the lexical decision and recognition tasks suggest that 
explicit representation of novel words learned from a natural language context can 
develop with remarkable speed, eliciting a robust N400 effect after only ten exposures. 
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These effects also showed very similar distributions, suggesting that the neural substrates 
underlying the processing of existing words are very quickly recruited to process newly 
acquired words. In contrast, no behavioral or ERP evidence of implicit knowledge of new 
words was revealed, suggesting that implicit representations may develop much more 
slowly, perhaps requiring more extensive exposure and/or a longer incubation period than 
used in the present study. Lastly, our finding that only correctly recognized M+ words 
elicit an N400 effect suggests that this component is an index of semantic integration 
processes that are dependent upon explicit knowledge of a word's meaning. 
In Chapter IV, we examined the neural mechanisms involved in the acquisition of 
novel semantic information.  This investigation can be contrasted with the final study of 
this dissertation, presented in Chapter V, in which we investigate the neural mechanisms 
involved in the acquisition of novel (L2) syntactic information.   By addressing the 
contributions of implicit and explicit neural mechanisms to the acquisition of these two 
basic linguistic subsystems, these studies together provide a more broad and 
comprehensive picture of how language learning in adulthood occurs. 
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CHAPTER V 
IMPLICIT AND EXPLICIT SECOND LANGUAGE TRAINING RECRUIT COMMON 
NEURAL MECHANISMS FOR SYNTACTIC PROCESSING 
 
H.J Neville is a co-author on this manuscript. I wrote this manuscript, with my co-
author providing comments and editorial assistance.  I designed the experiment described 
in this chapter with input from my co-author and others, collected the data, and analyzed 
the data. 
 
Introduction 
In contrast to native language acquisition, which takes place in the natural social 
setting of a child’s first years of life, adult second language (L2) acquisition occurs under 
highly variable conditions.  Some adults, such as immigrants to a foreign country, may 
acquire an L2 primarily through implicit immersion, in the absence of any formal 
schooling.  Other adults acquire their L2 largely though explicit instruction, as in a 
classroom setting.  Even among classroom L2 learners, the learning environment may 
vary substantially, with instruction ranging from more implicit, with an emphasis on 
meaning and communication, to more explicit, with a focus on metalinguistic grammar 
rules (Celce-Murcia, 1991; Long, 1991; Mitchell, 2000).   Given this considerable 
variability, a basic research question is whether differences in acquisition environment 
play a role in specifying the neural mechanisms that mediate L2 processing.  A second, 
applied issue is whether implicit exposure or explicit training is optimal for second 
language learning.  While this topic has been one of the most hotly debated in the fields 
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of L2 acquisition research and applied linguistics (e.g., Krashen, 1982; DeKeyser, 1995; 
Norris & Ortega, 2000, 2001; Ellis, 2008), it has been largely ignored by previous 
neurocognitive studies of language.   
Most previous investigations on the neurobiology of L2 processing have focused 
on bilinguals who acquired their L2 in school, via formal, explicit instruction (e.g., Perani 
et al., 1996; Perani et al., 1998; Dehaene et al., 1997; Hahne, 2001; Hahne & Friederici, 
2001; Tokowicz & MacWhinney, 2005; McLaughlin, Osterhout & Kim, 2004; Rossi, 
Gugler, Friederici & Hahne, 2006; Ojima, Nakata, & Kakigi, 2005; Pakulak & Neville, 
2011).  Relatively few studies have included bilinguals who presumably acquired their 
L2 through implicit immersion, having been exposed to their L2 before reaching school 
age (Wartenburger et al., 2003; Weber-Fox & Neville, 1996; Chee et al., 1999), and of 
those that have, age of acquisition and learning environment tend to be confounded. 
Thus, very little is known about the neural mechanisms that are recruited as a 
consequence of implicit L2 exposure, including the degree to which these mechanisms 
are dissociable from those supporting explicit L2 learning.  Although this question is 
beginning to gain more interest (Morgan-Short et al., 2010; 2011), overall the lack of 
evidence on this topic stands in contrast to other parameters of L2 learning, such as age 
of acquisition and proficiency, which have been much more thoroughly investigated (e.g., 
Weber-Fox & Neville, 1996; Perani et al., 1998; Chee et al., 1999; Wartenburger et al., 
2003; Rossi et al., 2006; Abutalebi, 2008; Pakulak & Neville, 2011). This is somewhat 
surprising, as neurobiological research in this area has the potential not only to yield 
basic evidence concerning human learning mechanisms, but also to inform L2 teaching 
practices. 
  
 
105 
Electrophysiology of Second Language Processing 
One major goal of neurobiological studies of L2 processing is to characterize how 
delays in acquisition impact the neural mechanisms underlying language processing.  As 
a sensitive index of real time language processing, event-related potentials (ERPs) have 
proven to be especially well-suited to investigating this topic. ERP studies of L2 
processing have shown that the syntactic subsystem is particularly vulnerable to delays in 
acquisition. In contrast to semantic processing, for example, which is indexed by 
qualitatively similar N400 effects in both native speakers and late L2 learners (Weber-
Fox & Neville, 1996; Hahne, 2001; Hahne & Friederici, 2001; McLaughlin et al., 2004; 
Ojima et al., 2005), syntactic processing usually elicits qualitatively different ERP effects 
in L1 and L2 speakers.  
In native speakers, the hallmark ERP pattern elicited by grammatical violations is 
a biphasic response, consisting of an early negativity typically maximal over left anterior 
scalp (termed the left anterior negativity, or LAN), followed by a later positivity (termed 
the P600) (e.g., Neville, Nicol, Narss, Forster & Garrett. 1991; Friederici, Pfeifer & 
Hahne, 1993).  The LAN is unaffected by task and probability manipulations (Hahne & 
Friederici, 1999, 2002; Gunter, Stowe & Mulder, 1997; Coulson, King & Kutas, 1998), 
and thus appears to be at least relatively automatic.  This component is thought to index 
more automatic processes associated with syntactic processing, such as the building of an 
initial syntactic structure based on word category information (Friederici, 1995, 2002). In 
contrast, the P600 varies as a function of violation probability and task requirements 
(Hahne & Friederici, 1999, 2002; Coulson et al., 1998; Gunter et al., 1997; Gunter & 
Friederici, 1999), and is thus thought to be controlled in nature.   The P600 has been 
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proposed to index the reanalysis and repair of syntactic structure, controlled, attention-
dependent processes that are triggered only after initial parsing of the incoming sentence 
fails (Friederici, 1995, 2002; Hagoort & Brown, 2000). 
In contrast to native speakers, LAN and P600 effects in L2 speakers appear to be 
quite variable, with different studies reporting different patterns of results. L2 speakers 
have been reported to elicit neither a LAN nor a P600 (Hahne & Friederici, 2001), both a 
LAN and a P600 (Rossi et al., 2006), a LAN in the absence of a P600 (Ojima et al., 
2005), or, perhaps most commonly, a P600 effect with no preceding LAN (Hahne, 2001; 
Pakulak & Neville, 2011; Rossi et al., 2006; Dowens et al., 2011; Kotz, Holcomb & 
Osterhout, 2008).  It is likely that the neural mechanisms recruited to support L2 
processing are influenced by a variety of factors, including age of acquisition (e.g., 
Weber-Fox & Neville, 1996), proficiency (e.g., Rossi et al., 2006), and perhaps 
acquisition environment.  For example, increasing age of acquisition has been shown to 
be associated with reduced asymmetry of the LAN (Weber-Fox & Neville, 1996). 
Despite this variability between studies, taken together these results indicate that late 
learners rely upon different neural mechanisms than native speakers when processing 
grammar. The LAN in particular appears to be especially impacted by delays in 
acquisition, suggesting that the earlier, automatic mechanisms underlying grammatical 
processing in native speakers may not be readily available to late learners.  
Although there appear to be qualitative differences in the neural mechanisms 
supporting grammar between native speakers and late learners, recent ERP studies using 
longitudinal or learning-based experimental designs have highlighted that the certain 
aspects of the neural system underlying grammatical processing nonetheless show 
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remarkable plasticity throughout life.  For example, Osterhout and colleagues tracked 
English-speaking students progressing through their first year of a foreign language 
course (McLaughlin et al., 2010; Osterhout et al., 2008). These students showed a P600 
effect to verb agreement violations after only 26 weeks of classroom instruction, and this 
effect emerged within an even shorter period of time--after only 16 weeks--in faster 
learners.   
Even more rapid changes have been found in training studies.  Mueller et al. 
(2005) trained German speakers on a miniature version of Japanese (termed "Mini-
Nihongo"), with individual training times ranging from 4 to 10 hours.  After training, 
word category and case violations elicited robust P600s in learners; these same errors 
also elicited P600s in a control group of native Japanese speakers, as well as an earlier 
anterior negativity in the word category violation condition and an N400 in the case 
violation condition. In a follow-up study, Mueller, Girgsdies & Friederici (2008) trained 
an additional group of participants on case agreement in Mini-Nihongo, using a training 
paradigm that made no reference to semantics.  Upon completion of training (between 2-
8 hours), semantic-free learners showed both an N400-like negativity and a P600 to case 
violations, resembling the pattern elicited by native Japanese speakers.   Similar results 
were found in a third Mini-Nihongo training study, in which nominative and accusative 
case violations elicited a P600 in German-speaking learners after training, compared to 
the N400-P600 effect observed in native Japanese speakers (Mueller, Hirotani & 
Friderici, 2007).  In yet another study, Davidson and Indefrey (2008) explicitly taught 
native Dutch speakers the rules of German adjective declension and gender agreement, 
using a learning task that took approximately 20 minutes. Learners were tested one week 
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after training, and showed a P600 response to declension violations, though not to gender 
violations; native German speakers showed significant P600 effects to both these 
violation types.   
Finally, Friederici, Steinhauer and Pfeifer (2002) trained learners on a miniature 
artificial language called Brocanto using a computerized board game.  While no 
metalinguistic explanations of grammatical rules was given, feedback was provided when 
participants made grammatical errors, and thus participants’ attention was explicitly 
directed towards the grammatical rules of the novel language.  After training, learners 
showed an early anterior negativity, maximal over midline electrodes, followed by a 
posterior negativity and a P600 effect to violations in Brocanto.  Although the absence of 
a native speaker control group makes it difficult to assess the “nativeness” of this 
response, these results suggest that, given a linguistic system with a very limited 
vocabulary and set of rules, early, more automatic mechanisms may be recruited for 
syntactic processing. Morgan-Short and colleagues (2012, see also Morgan-Short et al., 
2010) used this same artificial language paradigm to examine the effects of classroom-
like versus immersion-like language training.  In the classroom-like condition, 
participants were provided with metalinguistic explanations of the rules of Brocanto, 
while in the immersion-like condition participants were exposed to a larger number of 
exemplar sentences.  Similar to Friederici et al.’s study, all participants then played a 
computerized board game, in which feedback was provided when grammatical 
comprehension and production errors were made.  After three sessions of training, both 
groups showed P600 effects to violations in the artificial language.  The classroom-like 
group also showed an additional anterior positivity between 350 to 700 ms poststimulus, 
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while the immersion-like group showed an extended anterior negativity between 150 and 
900 ms poststimulus.  These results were interpreted as evidence that type of L2 training 
may influence the neural mechanisms recruited to process the L2.   Nonetheless, the 
extent to which these findings may generalize to a natural language, with a larger 
vocabulary and set of grammatical rules, is not known. 
Taken together, findings from longitudinal and learning studies suggest that rapid 
neural changes can accompany L2 grammar learning, even during very early stages.  In 
particular, the P600 appears to be a very sensitive marker of syntactic learning.  This 
result suggests that some of the same neural mechanisms that support syntactic 
processing in native speakers--importantly, later, controlled mechanisms rather than the 
earlier, more automatic mechanisms indexed by the LAN--can often be acquired and 
applied after relatively brief periods of training. However, similar to cross-sectional L2 
studies, these learning-based studies have mainly focused on the results of more explicit 
types of training; previous training paradigms have either included formal instruction of 
metalinguistic grammar rules (McLaughlin et al., 2010; Osterhout et al., 2008; Davidson 
& Indefrey, 2008; Morgan-Short et al., 2012 (classroom-like group)) or have employed 
tasks that involve hypothesis testing with feedback, in which learners' attention is 
directed towards the grammatical rules of the L2 and mastery of these rules is required to 
succeed (Mueller et al., 2005, 2007, 2008; Friederici et al., 2002; Morgan-Short et al., 
2012 (immersion-like group)). Thus the neural mechanisms recruited for L2 processing 
through implicit training, in which the grammatical structure of the L2 is incidental to 
learners' assigned task, are largely unknown.  In addition, the extent to which these 
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mechanisms are common to or dissociable from those recruited by explicit learners and 
native speakers has not been previously investigated. 
The present study was designed to investigate this question by comparing ERP 
effects indexing L2 processing under conditions of implicit exposure versus explicit 
instruction.  Using an implicit laboratory language-learning paradigm, native English 
speakers were briefly immersed in a miniature language environment in which the 
grammatical structure of the language was incidental to the task at hand.  In an implicit 
group, no mention was made of grammar, while in an explicit group participants received 
formal instruction on the underlying grammatical rules before exposure began. Following 
training, learners' ERP responses to three types of syntactic violations were measured.  
We also examined a group of native speakers using the same paradigm in order to 
explore whether learners recruit some of the same language-processing mechanisms as 
those employed by native speakers of the same language. 
Results yielded from this study should be capable of distinguishing between at 
least two alternative hypotheses.  One possibility is that L2 grammar acquired through 
implicit exposure may be mediated by a similar set of neural mechanisms as L2 grammar 
acquired through explicit instruction.  Under this scenario, the neural processes that 
mediate L2 processing should be the same, regardless of how the language was originally 
acquired. If this hypothesis is true, implicitly trained participants should demonstrate 
P600 effects to syntactic violations after training, just as has been found in explicitly 
trained participants.  Another possibility is that the way through which an L2 is acquired 
impacts the ultimate neural representation of that language, at least at beginning levels of 
proficiency.  In other words, an L2 acquired through implicit exposure may be 
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represented at the neural level differently from an L2 acquired through explicit 
instruction.  According to this hypothesis, implicitly trained participants should show one 
or more ERP violation effects that are qualitatively distinct from the P600, either in 
latency or distribution.   
Finally, by including a group of native speakers, the present study aimed to 
examine the extent to which mechanisms recruited by nonnative learners and native 
speakers overlap or are dissociable.  Based on previous literature, we hypothesized that a 
LAN would be present only in native speakers, while a P600 effect would be present both 
in native speakers as well explicit learners. 
 Methods 
Participants 
 67 native English speakers (33 female, mean age = 21.6 years) were recruited at 
the University of Oregon to participate in the experiment.   All participants were carefully 
screened to ensure that they had never studied a Romance language in school or been 
otherwise exposed to a Romance language to a significant degree. Participants were 
randomly assigned to the implicit training condition (n = 44) or the explicit training 
condition (n = 23).  All participants were right-handed.  Implicit and explicit groups did 
not significantly differ in terms of age, gender, number of languages studied, or years of 
foreign language study  (all p values > 0.2).   
 In addition, 24 native French speakers (21 female, mean age = 26.4 years) were 
also recruited and run on the same paradigm in order to directly compare learners' ERP 
effects to those elicited by native speakers. French-speaking participants’ countries of 
origin included France (n = 18), Cameroon (n = 3), Belgium (n = 1), Burkina Faso (n = 
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1), and Italy (n = 1).  All French speakers were born to at least one native-French 
speaking parent, spoke French in the home from infancy, and considered French to be 
their native language.   Four French-speaking participants were left-handed.  
All participants had normal or corrected-to-normal vision, and had no history of 
neurological problems.   Six participants in total (3 from the implicit group, 2 from the 
explicit group, and 1 native French speaker) were excluded from EEG analyses due to 
excessive EEG artifact.  Two additional native French speakers were excluded from all 
analyses due to poor performance on the grammaticality judgment task (below 66% 
accuracy). All participants received either payment or course credit for their time.  
Stimuli 
 In the initial training paradigm, short narratives made up of simple French 
sentences that conformed to the same subject-verb-object grammatical structure were 
presented: each sentence contained five words, consisting of an article, noun, direct verb, 
a second article, and a second noun.  This "miniature" French language was intentionally 
designed to consist of only a limited number of words and a small set of syntactic rules in 
order to facilitate learning.  Only three articles (definite articles in the masculine singular, 
feminine singular and plural forms) and two verb conjugations (third person singular and 
plural) were used throughout the training paradigm. A small pool of open class words (98 
nouns and 56 verbs) were frequently repeated across sentences and narratives (mean 
number of repetitions = 7).  
In order to illustrate meaning, each sentence was paired with an accompanying 
picture.  The picture was presented for 3 seconds prior to the onset of the sentence.  The 
picture was then faded out to reduce its visibility and a fixation box was presented below 
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the faded image. Next, the sentence was presented one word at a time in the center of the 
fixation box; each word had a duration of 400 msec with a 200 msec ISI.  Both the faded 
image and fixation box stayed on the screen until 1500 ms after the onset of the final 
word. To ensure adequate attention, two alternative multiple choice comprehension 
questions were presented after every narrative. The questions were in English, while the 
possible responses were French nouns.  A total of 357 sentences, comprising 18 
narratives, were presented.  This initial training phase lasted approximately 1 hour. 
 In the subsequent grammaticality judgment task, new sentences that either 
conformed to or violated the grammatical rules established during the initial training 
phase were displayed.  These sentences consisted of new verbs and nouns to which 
participants had not been previously exposed during training. Articles and verb 
conjugations did not differ from the forms that had been used in the training paradigm.  
Three grammatical constructions were tested: article-noun agreement, subject-verb 
agreement, and word order.  Article-noun violations comprised number agreement 
mismatches between articles and nouns (e.g. le livres*/les livre*; "thesing books/theplural 
book").  Subject-verb violations consisted of incorrectly inflected verbs that disagreed in 
number with the subject (e.g., le garçon mangent*/les garçons mange*; "the boy eat/the 
boys eats").  Finally, word order violations were made up of sentences in which an article 
was immediately followed by an inflected third-person-plural verb instead of a noun (Les 
mangent*; "theplural eat") or in which a noun was immediately followed by another noun 
instead of a verb ("Les livres garçons" ; theplural books boys). Each sentence containing a 
grammatical violation was matched with a grammatically correct control sentence. 
Sentences were designed so that both preceding sentence contexts and critical words were 
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identical across canonical and violation conditions.  Participants saw both the canonical 
and violation version of each sentence. Sentences were presented in randomized order 
with the constraint that the violation and canonical version of a given sentence appeared 
no closer than 3 sentences together.  
 Each sentence was preceded by a fixation box, which was presented 1000 msec 
before the first word and remained on the screen until the offset of the final word in the 
sentence.   Sentences were displayed one word at a time in the center of the fixation box 
(duration = 400 msec, ISI = 200 msec).  After each sentence a cue ("Right/Wrong?") was 
presented and remained on the screen until the participant's response.  All stimuli were 
presented on a computer monitor placed approximately 140 cm away from the 
participant. 
Procedure 
Participants were tested in a single 2.5-hour session. After application of an 
electrode cap, participants were seated in a comfortable chair in a dimly lit, acoustically 
and electrically shielded booth.  Participants assigned to the implicit group were told that 
they would be reading stories in a foreign language that were paired with pictures to aid 
comprehension.  They were instructed to read the sentences carefully, to follow each 
story as well as they could, and to learn as many of the new foreign language words as 
possible.   No mention was made of grammar or of the upcoming grammaticality 
judgment task. Participants assigned to the explicit group were also informed that they 
would be reading stories in a foreign language.  However, before the training task began, 
they were given a sheet of paper with a list and description of each of the grammatical 
rules of mini-French.  They were told to read these rules carefully and that they would be 
  
 
115 
tested on these rules in the second part of the experiment. They were instructed that all of 
the sentences in the training task would conform to these grammatical rules and were 
asked to focus on both the grammar and meaning of these sentences.  The training task 
took approximately 1 hour to complete. 
 The grammaticality judgment task was performed immediately after the training 
task.  Participants in the implicit group were told that all of the sentences that they had 
just read were examples of grammatically correct sentences, and that based on the 
knowledge that they had acquired during the training phase they would now need to 
decide whether new sentences in the same language were grammatically correct or 
incorrect.    Participants in the explicit group were instructed to judge whether each 
sentence was correct or incorrect based on the rules that they had learned in the training 
phase.  
Following the grammaticality judgment task, participants completed a paper-and-
pencil questionnaire designed to measure their explicit knowledge of the three 
grammatical rules under investigation.  Participants were asked to indicate whether 
French sentences were grammatically correct or incorrect, to correct any grammatical 
violations that they found, and to describe the grammatical rule that had been violated for 
each sentence.  In a final interview, participants were asked several questions about their 
performance on the prior tasks, including whether they attended primarily to vocabulary 
or grammar during the training task.  
Native French speakers were run through the same paradigm as the learners.  
They were instructed simply to read the sentences in the training task for comprehension 
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and to judge each sentences in the grammatically judgment task as grammatically correct 
or incorrect. 
ERP Recording and Analysis 
EEG data were collected throughout the training task and the grammaticality 
judgment task; only data from the grammaticality judgment task are reported here.  EEG 
was recorded at a sampling rate of 512 Hz from 64 Ag-AgCl-tipped electrodes attached 
to an electrode cap using the 10/20 system.  Recordings were made with the Active-Two 
system (Biosemi, Amsterdam, Netherlands), which does not require impedance 
measurements, an online reference, or gain adjustments. Additional electrodes were 
placed on the left and right mastoid, at the outer canthi of both eyes and below the right 
eye.  Scalp signals were recorded relative to the Common Mode Sense (CMS) active 
electrode and then re-referenced off-line to the algebraic average of the left and right 
mastoid. Left and right horizontal eye channels were re-referenced to one another, and 
the vertical eye channel was re-referenced to FP1.   
  ERP analyses were carried out using EEGLAB (Delorme & Makeig, 2004). All 
ERP analyses include only those trials for which a correct grammaticality judgment was 
made.  Data were band-pass filtered from 0.1 to 40 Hz.  Next, epochs time-locked to 
critical word onset were extracted from -100 to 1500 msec.  Trials containing large or 
paroxysmal artifacts or movement artifacts were identified by visual inspection and 
removed from further analysis. Data were then submitted to an Independent Component 
Analysis (ICA), using the extended runica routine of EEGLAB software.  Ocular artifacts 
were identified from IC scalp topographies and the component time series and removed, 
and ICA-cleaned data were then subjected to a manual artifact correction step to detect 
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any residual or atypical ocular artifacts not removed completely with ICA. The data were 
then submitted to a second cleaning step, which involved low-pass filtering the data at 20 
Hz, running the extended runica routine a second time, and removing all components in 
the second ICA decomposition identified as artifactual. For a subset of participants (n = 
26), one or more channels were identified as bad, excluded from all ICA decompositions, 
and later interpolated using EEGLAB's pop_interp function.  Epochs were averaged to 
the onset of the critical word and plotted to 1000 msec post-stimulus, with a 100-msec 
baseline. Only participants who had a sufficient number of correct artifact-free trials in 
both canonical and violation bins (≥ 8 trials) were included in the final grand averages.   
This criterion was based on visual inspection of the individual averages.  The number of 
participants contributing to each average is shown in Table 5.1.    
 
Table 5.1.  Number of participants contributing to each average. 
 
Violation 
Condition 
Native French 
Speakers 
Implicit High 
Proficiency 
Explicit High 
Proficiency 
Implicit Low 
Proficiency 
Noun 21 18 21 21 
Word Order 21 18 18 19 
Verb 21 11 19 19 
 
 Based on visual inspection of the waveforms and on a priori hypotheses from 
previous studies, two time windows for statistical analyses were selected for each 
condition.  The LAN time window was selected as 300-400 msec post-stimulus for the 
noun and verb condition and 300-450 ms for the word order condition, and the P600 time 
window was selected from 500-900 msec post-stimulus for all conditions. Waveforms 
were quantified by measuring mean voltages within the selected latency windows, 
relative to a 100 msec prestimulus baseline.  To increase the signal-to-noise ratio over the 
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64 channels, amplitudes were averaged across neighboring electrodes to form 9 channel 
groups of interest (left anterior region: AF7, AF3, F7, F5, F3; left central region: FT7, 
FC5, FC3, T7, C5, C3; left posterior region: TP7, CP5, CP3, P7, P5, P3, PO7, PO3; 
midline anterior region: AFZ, F1, FZ, F2; midline central region: FC1, FCZ, FC2, C1, 
CZ, C2; midline posterior region: CP1, CPZ, CP2, P1, PZ, P2, POZ; right anterior region: 
AF4, AF8, F4, F6, F8; right central region: FC4, FC6, FT8, C4, C6, T8; right posterior 
region: CP4, CP6, TP8, P4, P6, P8, PO4, PO8; see Figure 5.1).    
 
Figure 5.1. Electrode montage showing channel groupings entered in statistical analyses. 
 
 
 To examine ERP group averages as a function of proficiency, both explicit and 
implicit participants were divided into high proficiency and low proficiency groups for 
each violation condition (noun violation, verb violation, and word order violation), based 
on their performance on the grammaticality judgment task (high proficiency: d' ≥ 1.0; low 
proficiency: d' < 1.0).  Since very few explicit participants failed to achieve d' scores of at 
least 1.0 for any violation conditions (nnoun = 0; nverb = 3; nword order  = 2), a total of four 
groups were formed for group analyses: Implicit High Proficiency, Implicit Low 
Proficiency, Explicit High Proficiency, and native French speakers. 
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 For group analyses, mean voltage amplitudes for each time window and each 
grammatical violation condition (noun violation, verb violation, and word order 
violation) in the 9 channel groups of interest were separately analyzed using repeated-
measures ANOVAs, including congruency (canonical, violation), column (left 
hemisphere, midline, right hemisphere), and anterior/posterior (anterior, central, 
posterior) as within-subjects factors and group (Implicit High Proficiency, Implicit Low 
Proficiency, Explicit High Proficiency, and native French speakers) as a between-subjects 
factor. Where significant group differences were found, effects within each group were 
quantified in follow-up analyses using separate ANOVAs for each group.  To better 
evaluate nonsignificant results, confidence intervals and effect sizes (η2) are reported as a 
complement to p values in all group contrasts (Colegrave & Ruxton, 2002). For 
distributional group comparisons, data were normalized according to the procedure 
recommended by McCarthy and Wood (1985) in order to account for amplitude 
differences.  Greenhouse-Geisser corrections are reported for factors with more than two 
levels.   
  As a more sensitive measure of the relationship between proficiency (d' scores) 
and ERP amplitude in all learners, zero-order Pearson's correlations were calculated 
between individual d' scores and individual average difference amplitudes (violation - 
canonical) in the 9 channels groups during the P600 time-window, for each of the 
violation conditions.  Similarly, to examine whether training (implicit versus explicit) 
was a significant predictor of P600 amplitude, zero-order Point-biserial correlations were 
calculated between training and P600 amplitude in the 9 channel groups for each of the 
violation conditions.  Finally, to investigate the potentially interconnected relationships 
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between training, proficiency, and P600 amplitude, we used the Hayes and Preacher 
mediation procedure, entering training as the independent variable, P600 amplitude as the 
dependent variable, and proficiency as a possible mediator (Preacher & Hayes, 2008). 
Bootstrapping (with 5,000 replications) was used to calculate bias-corrected standard 
errors of the indirect paths.   
Results 
Behavioral Results 
Training task. All learners performed well on the comprehension task of the 
training paradigm (mean percentage correct = 94%, SD = 5%), indicating that they paid 
adequate attention to the presented stimuli. There were no differences in comprehension 
scores between implicitly trained and explicitly trained participants (t(65) = 0.61, p = 
0.54).  In contrast, native French speakers achieved significantly higher comprehension 
scores than learners (t(89) = 5.03, p < 0.001; mean percentage correct = 99%).   
Of the implicitly trained participants, the majority (73%) reported attending only 
to vocabulary during the training paradigm in a post-experiment interview, while a 
smaller subset (27%) reported attending to grammar as well as vocabulary.   
Grammaticality judgment task. Implicitly trained participants (n = 44) 
performed significantly more poorly than explicitly trained participants (n = 23) on the 
grammaticality judgment task (t(65) = 7.59, p < 0.001).  The mean d' score for implicitly 
trained participants across all grammatical violation types was 0.94 (corresponding to 
64% accuracy), while the mean d' score for explicitly trained participants was 3.0 (89% 
accuracy).  Both implicitly and explicitly trained participants scored significantly above 
chance (defined as 50% correct; implicit participants: t(43) = 2461, p < 0.001; explicit 
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participants: t(22) = 1881, p < 0.001). As shown in Figure 5.2, grammaticality judgment 
performance was highly variable across participants, with scores ranging from at-chance 
to ceiling levels (range in d' scores = -0.1 to 4.52, range in accuracy = 48% to 99%). 
Of the implicitly trained participants, those who reported attending to grammar 
during the initial learning period performed significantly better on the subsequent 
grammaticality judgment task than those who had attended only vocabulary (F(1,42) = 
8.53, p = 0.006). 
 
Figure 5.2. Behavioral performance of implicitly (blue) and explicitly (red) trained 
participants on the grammaticality judgment task.  A clear behavioral advantage was 
found for explicitly-trained participants. 
 
Across all learners, participants performed significantly more poorly on verb 
agreement judgments (mean d' score = 1.4) than on the other two conditions  (Omnibus 
ANOVA: F(2, 132) = 7.62, p = 0.001; contrast: F(1,66) = 11.0, p = 0.001).  In contrast, 
performance on the grammaticality judgment task was similar for noun agreement (mean 
d' score = 1.7) and word order sentences (mean d' score = 1.8; contrast: F(1,66) = 1.52, p 
= 0.22).  Training condition did not interact with differences in performance on the three 
grammatical conditions (F(2, 130) = 1.13, p = 0.32.   
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Native French speakers performed near ceiling on the grammaticality judgment 
task, across all three grammatical constructions (mean d’ score = 3.7). 
Paper-and-pencil questionnaires. Learners’ performance on the grammaticality 
judgment task and on the paper-and-pencil questionnaires were highly correlated:  
learners who more accurately discriminated grammatical violations of a given rule on the 
grammaticality judgment task showed a higher degree of explicit knowledge of the rule, 
as indicated by their ability to verbally describe the rule under investigation.  These 
correlations held both within implicit (range r = 0.58 to 0.89, p < 0.001) and explicit 
(range r = 0.75 to 0.57, p < 0.001) groups, as well as across all learners (range r = 0.70 to 
0.91, p < 0.001).   
ERP Results 
Group analyses.  As shown in Figure 5.3, native French speakers showed a 
biphasic response to two of the three types of syntactic violations, consisting of an early 
negativity followed by a later P600 effect (the early negativity was not significant in the 
noun agreement condition).  In general, these earlier negativities were absent in the three 
groups of learners.  Both implicit high proficiency participants and explicit high 
proficiency participants showed P600 effects to all three agreement conditions.  In 
contrast, implicit low proficiency participants did not elicit P600 effects in any agreement 
condition. Statistical tests confirmed these observations, as summarized in Table 5.2.  
___________________________ 
Figure 5.3 (next page). Grand average ERP waveforms time-locked to critical words 
constituting grammatical violations (red) and their canonical controls (green), for each of 
the four groups (shown on separate rows) and three agreement conditions (shown on 
separate columns), in the grammaticality judgment task.  Violation effects are displayed 
at representative left anterior (FC5) and posterior electrodes (P2, CP2, and CP3). Voltage 
maps show the distribution of the violation effect between 500-900 ms. 
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Table 5.2.  Summary of ERP effects by group and agreement condition.  Blue indicates a 
significant negative effect while red a significant positive effect (p < 0.05).  Lighter 
shades indicate a marginally significant effect (p < 0.1). 
 
   Early time window P600 time window 
  Noun Word 
Order 
Verb Noun Word 
Order 
Verb 
Native French              
Implicit High             
Explicit High             
Implicit Low             
  
 
LAN time window.   
Noun agreement (300 to 400 msec). No main effect of group was found in this 
time window (Group x Condition:  F(3,77) = 1.62, p = 0.191, partial η2 = 0.059; all 
distributional interactions p > 0.5).  Although a hint of a LAN can be seen in the native 
French speakers (Figure 5.3), follow-up analyses indicated that this effect did not reach 
significance (Condition: F(1,20) = 0.01, p = 0.99, all distributional interactions p > 0.3).  
Similarly, no significant negativities were present in any of the three learner groups (all p 
values > 0.1). 
Word order agreement (300 to 450 msec).  Significant differences in the negative 
effect at this time window were found between native French speakers and learners at 
posterior scalp sites (Group x Condition x Ant/Post (F(6,146) = 2.87, p = 0.035, partial η2 
= 0.11; analysis restricted to posterior regions t(73) = 2.51, p = 0.014; 95% confidence 
interval (CI) = 0.32–2.78; η2 = 0.079).  Follow-up analyses confirmed that native French 
speakers showed a significant negativity over posterior scalp regions (Condition x 
Ant/Post: F(2,40) = 7.19, p = 0.011; analysis restricted to posterior scalp sites: Condition: 
F(1,20) = 6.80, p = 0.017).  In contrast, none of the learner groups showed significant 
negativities in this time window (all p values > 0.1).          
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Verb agreement (300 to 400 msec).  Significant differences in the LAN were 
found between native French speakers and learners at left anterior scalp regions (Group x 
Condition x Column x Ant/Post: F(12,160) = 2.02, p = 0.032, partial η2 = 0.085; analysis 
restricted to left anterior region: Group x Condition: t(65) = 2.23, p = 0.029; CI = 0.14–
2.60; η2 = 0.071). Follow-up analyses confirmed that native French speakers showed a 
significant LAN at the left anterior region (Condition: F(1,20) = 5.37, p = 0.031), as well 
as the left central region (Condition: F(1,2) = 6.84, p = 0.017).  In contrast, the three 
learner groups did not show any evidence of a negativity at the left anterior region (all p 
values > 0.4).  Unexpectedly, the explicit high proficiency group showed a significant 
negativity over posterior sites (Condition x Ant/Post: F(2,34) = 5.49, p = 0.029; Posterior 
ROIs: Condition: F(1,17) = 4.96, p = 0.040). 
P600 time window (500 to 900 msec).   
Noun agreement.  Significant differences in P600 amplitude were found between 
groups (Group x Condition:  F(3,77) = 13.1, p < 0.001; partial η2 = 0.34).  Planned 
contrasts indicated that native French speakers showed a significantly greater P600 effect 
than the three learner groups; t(77) = 5.82, p < 0.001; CI = 2.10–4.29; η2 = 0.31) and that 
the implicit and explicit high proficiency groups elicited a significantly larger P600 than 
the implicit low proficiency group (t(77) = 2.09, p = 0.040; CI = 0.06–2.39; η2 = 0.054).  
In contrast, there were no significant differences in P600 amplitude between the implicit 
high proficiency and explicit high proficiency groups (t(77) = 0.76, p = 0.45; CI = -0.85–
1.92; η2 = 0.0074).    
Follow-up analyses revealed that native French speakers (Condition: F(1,20) = 
72.1, p < 0.001), the implicit high proficiency group (Condition: F(1,17) = 7.96, p = 
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0.012, and the explicit high proficiency group (Condition x Ant/Post: F(1,40) = 6.14, p = 
0.018; Follow-up Analysis: F(1,20) = 6.06, p = 0.023) all elicited significant P600 
effects.  In contrast, the low proficiency implicit group did not show a significant P600 
effect (n = 21; Condition: F(1,20) = 2.38, p = 0.138; all distributional interactions p > 
0.1). 
Distributional group comparisons carried out on normalized data indicated that 
there were significant distributional differences among groups (Group x Column: F(4, 
114) = 3.96, p = 0.005; Group x Ant/Post: F(4,114) = 3.77, p = 0.022).  Contrasts 
revealed that the P600 effect elicited by native French speakers showed a significantly 
more medial and posterior distribution than the P600 effect observed in high proficiency 
learners (Group x Column: F(2,116) = 4.39, p = 0.016; Group x Ant/Post: F(4,114) = 
7.65, p = 0.005). In addition, implicit high proficiency learners showed a more right-
lateralized effect than explicit high proficiency learners (Group x Column: F(2,74) = 
4.18, p = 0.019).  
Word order agreement.   Significant P600 amplitude differences were found 
between groups (Group x Condition: F(3,73) = 5.57, p = 0.002, partial η2 = 0.19).  Native 
French speakers elicited a significantly larger P600 effect than the three learner groups 
(t(73) = 3.28, p = 0.002; CI = 0.77–3.17; η2 = 0.13), and implicit and explicit high 
proficiency groups elicited a significantly larger P600 than the implicit low proficiency 
group (t(73) = 2.21, p = 0.030; CI = 0.15–2.78; η2 = 0.063).  Similar to the noun 
agreement condition, no significant differences in P600 amplitude were found between 
implicit high proficiency learners and explicit high proficiency learners (t(73) = 0.97, p = 
0.33; CI = -2.29–0.79; η2 = 0.013). 
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Native French speakers (Condition: F(1,20) = 18.62, p < 0.001) and explicit  high 
proficiency learners showed significant P600 effects (Condition: F(1,18) = 23.9 p < 
0.001), while the P600 effect observed in implicit high proficiency nearly reached 
significance (Condition: F(1,17) = 3.85, p = 0.066; fully significant over 4-most right 
posterior regions F(1,17) = 5.15, p = 0.036).  Low proficiency implicit participants did 
not show a significant P600 effect (Condition: F(1,18) = 0.008, p = 0.93; all distributional 
interactions p > 0.1). 
No significant distributional differences between native French speakers, implicit 
high proficiency learners, and explicit high proficiency learners were found (p values > 
0.5). 
Verb agreement.  Significant P600 amplitude differences were found between 
groups (Group x Condition: F(3,65) = 5.1, p = 0.003; partial η2 = 0.19).  Native French 
speakers showed a significantly larger P600 effect than the three learner groups (t(65) = 
3.77, p < 0.001; CI = 1.40–3.40; η2 = 0.18).  In contrast to the noun and word order 
agreement conditions, the P600 elicited by the implicit and explicit high proficiency 
groups was not significantly different from that elicited by the implicit low proficiency 
group (t(65) = 0.72, p = 0.48; CI = -1.91–0.86; η2 = 0.0079).  Again, the P600 effect 
observed in implicit high proficiency learners and explicit high proficiency learners did 
not significantly differ in amplitude (t(65) = 0.13, p = 0.90; CI = -1.82–1.60; η2 < 0.001). 
Follow-up analyses indicated that significant positivities were present in native 
French speakers (Condition: F(1,20) = 18.62, p < 0.001), implicit high proficiency 
learners (Condition: F(1,10) = 7.336, p = 0.022), and explicit high proficiency learners 
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(Condition: F(1,18) = 23.9 p < 0.001).  No significant effect was observed in low 
proficiency implicit learners (Condition: F(1,18) = 0.80, p = 0.383). 
Group differences in the distribution of this effect were observed (Group x 
Column: F(4,94) = 4.02, p = 0.006; Group x Ant/Post: F(4,94) = 7.42, p = 0.001):  the 
effect elicited by native French speakers was significantly more medial and posterior in 
distribution than the effect observed in high proficiency learners (Group x Column: 
F(2,96) = 5.32, p = 0.007; Group x Ant/Post: F(2,96) = 15.0, p = 0< 0.001).  No 
distributional differences were found between implicit and explicit high proficiency 
groups (p values > 0.1) 
Proficiency-P600 correlational analyses. Proficiency (d') on the grammaticality 
judgment task predicted P600 amplitude across learners in both the Noun Violation 
(Figure 5.4a) and Word Order Violation (Fig 4.4b) conditions.  In the Noun Violation 
condition (n = 60), proficiency correlated with P600 amplitude at the midline posterior (r 
= 0.38, p = 0.003), right posterior (r = 0.34, p = 0.009), left posterior (r = 0.28, p = 
0.028), and right central (r = 0.29, p = 0.025) regions.   In the Word Order Violation 
condition (n =58), significant correlations between proficiency and P600 amplitude were 
found at right posterior (r = 0.318, p = 0.015), left posterior (r = 0.291, p = 0.027), 
midline central (r = 0.307, p = 0.019), left central (r = 0.299, p = 0.023), and midline 
anterior (r = 0.319, p = 0.015) regions.   Although correlations were in the same direction, 
proficiency was not a significant predictor of P600 amplitude in the Verb Violation 
condition (n = 49; all p values > 0.1; Figure 5.4c). 
Training condition (implicit versus explicit) did not predict P600 amplitude in the 
Noun Violation or the Verb Violation condition at any ROI (all p values > 0.1).  
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However, in the Word Order Violation condition, training significantly predicted P600 
amplitude at a single electrode group--the right anterior ROI (r = 0.28, p = 0.036).  
Mediation analyses designed to examine the relationship between training 
condition, proficiency, and P600 amplitude indicated that training did not have a direct 
effect on P600 amplitude at any ROI when proficiency was entered as a mediator in the 
model (p values at all ROIs > 0.05). In the noun condition, training was found to have an 
indirect effect on P600 amplitude at the midline posterior (t(57) = 2.51, p =0.015), right 
central (t(57) = 2.57, p = 0.013, and right posterior (t(57) = 2.0, p = 0.05) region.  These 
results indicate that training condition predicts proficiency, which in turn predicts P600 
amplitude, but that training per se is not related to P600 amplitude (Figure 5.5).  
 
 
 
_____________________________ 
Figure 5.4 (next page). Scatterplots showing correlations between proficiency (d’) and 
P600 amplitude across implicit (blue) and explicit (red) learners, at representative 
channel groups, for each agreement condition in the grammaticality judgment task. 
A) Proficiency-P600 correlation in the noun agreement condition, at the midline 
posterior region (shown in dark red on the electrode montage map).  Other 
regions which also showed significant proficiency-P600 correlations are indicated 
in light red on the montage. 
B) Proficiency-P600 correlation in the word order agreement condition, at the right 
posterior region (shown in dark red).  Other regions which also showed 
significant proficiency-P600 correlations are indicated in light red on the 
montage. 
C) Proficiency-P600 correlation in the verb agreement condition, at the left posterior 
region (shown in green on the electrode montage map to indicate lack of 
significance).  No significant correlations were found at any channel group in this 
condition. 
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Figure 5.5. Conceptual summary of mediation analyses, designed to examine the 
connections between training, proficiency and P600 amplitude.  Training condition 
(implicit versus explicit) predicts proficiency, which in turn predicts P600 amplitude.  
However, training does not directly predict P600 amplitude.       
 
Discussion 
 As expected based on previous literature, native French speakers showed a 
biphasic ERP response to two of the three violation types, consisting of an early 
negativity followed by a later P600 effect (the early negativity in the noun agreement 
condition was not statistically significant).3  In comparison, ERP violation effects at the 
early time window were generally absent in the English-speaking learners.  However, 
learning modulated ERP effects at the later, P600 time window. Critically, both implicitly 
and explicitly trained participants who successfully learned a given grammatical rule 
elicited significant P600 effects.  In contrast, implicitly trained participants who did not 
successfully acquire the novel grammatical rules did not produce P600 effects to 
                                                
3 In the word order condition, a posterior, rather than an anterior, negativity was observed.  Although 
somewhat unexpected, posterior negativities or N400 components have occasionally been reported to word 
category violations (Gunter & Friederici, 1999) as well as to violations of morphology (Friederici et al., 
1993 and thematic role assignment (Friederici & Frisch, 2000; Frisch & Schlesewsky, 2001, 2005). Gunter 
and Friederici (1999) interpreted the finding of an N400 to word category violations as reflecting the 
violation of semantic expectation for an agent.  Similarly, in the present study, the initial sentence context 
may have established semantic expectations for a particular lexical category (noun or verb).  The violation 
of this expectancy may have triggered semantic processing mechanisms, eliciting a more posterior 
negativity or N400 effect.  
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violations.  The magnitude of the P600 effect was correlated with behavioral proficiency 
in the noun and word order agreement conditions. 
Behaviorally, training condition significantly predicted proficiency, with a clear 
behavioral advantage for explicit over implicit training revealed.  However, explicit 
training did not produce stronger neural effects; proficiency, rather than training, directly 
predicted P600 amplitude when both proficiency and training were accounted for. 
Effects of Implicit L2 Training 
The major novel finding revealed by our study is that implicit exposure alone is 
capable of producing a P600 effect in L2 learners.  After a mere hour of incidental 
exposure to L2 grammar, implicit learners who achieved adequate knowledge of noun, 
word order, and verb agreement rules showed significant positivities to violations of 
these rules.  Although there are quantitative differences between the P600 effects elicited 
by these successful implicit learners and native French speakers, the effects are 
qualitatively similar in terms of distribution and time course, particularly in the noun and 
word order agreement conditions (Figure 5.3).  These similarities suggest that these 
implicitly trained learners recruited some of the same neural mechanisms as those 
employed by native speakers to process syntactic information, even during this very early 
stage of learning.  
While a number of previous studies have demonstrated that the P600 can emerge 
after relatively brief periods of explicit training (McLaughlin et al., 2010; Osterhout et 
al., 2008; Mueller et al., 2005, 2007, 2008; Davison & Indefrey, 2008; Friederici et al., 
2002; Morgan-Short et al., 2012), the finding that the P600 is also sensitive to learning 
produced by implicit training further highlights the remarkable plasticity of the 
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mechanisms underlying this effect, showing that these processes are amenable to 
recruitment under a variety of different exposure conditions.  In contrast, the LAN is 
seldom observed in late second language learners, particularly at low proficiency levels 
(McLaughlin et al., 2010; Osterhout et al., 2008; Mueller et al., 2005, 2008; Davison & 
Indefrey, 2008; Kotz, Holcomb & Osterhout, 2008; Pakulak & Neville, 2011; Hahne, 
2001; Dowens et al., 2011), suggesting that these earlier, more automatic syntactic 
processes are governed by maturational constraints.    
In contrast to automatic processes, controlled processes such as those indexed by 
the P600 use limited capacity resources and require the conscious attention of the subject 
(Schneider & Schiffin, 1977; Shiffrin & Schneider, 1997).  While controlled processes 
are thus slower and more effortful than automatic processes, evidence from nonlinguistic 
domains suggests that these later mechanisms are also highly plastic, remaining sensitive 
to environmental input throughout life. For example, late blind individuals show an 
enhanced P300 to auditory stimuli presented in the periphery relative to sighted controls, 
but, in contrast to congenitally blind individuals, show no changes in the N1 response 
(Fieger et al., 2006).  Late, attention-driven processing may thus represent a powerful 
lifelong learning mechanism.  In the present study, although all implicitly trained 
participants were given the same instructions during the initial exposure phase, some 
participants naturally attended to the grammatical regularities of the stimuli, while others 
did not.  Importantly, learners who reported attending at least partially to the grammatical 
structure of the sentences significantly outperformed their counterparts who attended only 
to the vocabulary.  This finding suggests that attention plays a key role in L2 grammar 
learning in adulthood, consistent with the idea that attention acts as a force multiplier, 
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critical for learning across a wide range of domains (e.g., Recanzone, Schreiner & 
Merzenich, 1993; Rueda et al., 2005; Chenault et al., 2006). 
Although successful learners in the implicit group were trained on the novel L2 
grammar implicitly—that is, without being instructed to attend to or explicitly decipher 
the L2 grammatical rules—they nonetheless gained explicit, verbalizable knowledge of 
the underlying grammar.  Learners who performed well on the grammaticality judgment 
task were able to pinpoint the source of the grammatical errors in grammatically incorrect 
exemplars and to explicitly describe the underlying grammatical rules in post-
experimental surveys.  In contrast, participants who performed poorly on the task did not 
show any explicit knowledge of the grammatical rules under investigation.  Thus, 
although performance on the grammaticality judgment task can potentially reflect either 
implicit linguistic competence or explicit, metalinguistic knowledge (Paradis, 2004), the 
learners in our study appeared to depend primarily on explicit knowledge to support their 
decisions.  This finding suggests that explicit knowledge is key in the acquisition of a 
late-learned L2 grammar system, at least during early learning stages, even under implicit 
learning conditions. 
By disentangling age of acquisition and type of learning, this study provides 
evidence supporting the idea that L2 syntactic processing depends upon explicit 
mechanisms, as put forward by recent neurobiological models of language processing 
(Paradis, 1997; 2004; Ullman, 2001a, 2001b, 2005).  These models propose that, in 
contrast to L1 syntactic acquisition, which is thought to be mediated by implicit 
mechanisms, the acquisition and processing of a late-learned L2 syntax is mediated by 
explicit mechanisms, at least during early learning stages. However, most of the direct 
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evidence supporting these claims comes from comparisons of native speakers and late 
bilinguals in which age of acquisition and learning condition are confounded; while 
young children typically acquire their L1 grammar largely implicitly, adults learning a 
foreign language are likely to receive at least some explicit, formal instruction in their L2.  
By examining the effects of implicit language exposure independently of age of 
acquisition, the present study provides further evidence that late-learned L2 grammar is 
primarily mediated by explicit mechanisms, even under implicit exposure conditions. 
Future research could test young children on a similar learning-based experimental task 
to examine whether children recruit implicit rather than explicit mechanisms to process a 
novel L2 grammar. 
Comparison of Implicit Versus Explicit Training 
Although implicit training is capable of rapidly producing P600 effects similar to 
those observed after explicit training, our results nonetheless indicate a clear behavioral 
advantage for explicit instruction, with explicit learners achieving an average accuracy of 
89% compared to the 64% accuracy achieved by implicit learners (Figure 5.2). This 
result is hardly surprising; explicit participants needed only to apply the formal rules they 
had been taught to achieve perfect performance, while implicit participants did not have 
easy access to these rules, having received no instruction to attend to the underlying 
grammatical regularities of the stimuli during the exposure period. These findings 
converge with previous behavioral results in the second language acquisition literature, 
which generally find that explicitly-trained learners outperform their implicitly-trained 
counterparts (e.g., Rosa & O'Neill, 1999; DeKeyser, 1995; Norris & Ortega, 2000, 2001; 
Spada & Tomita, 2010).   
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While explicit instruction increases the chance of successful acquisition, it does 
not appear to alter the neural mechanisms involved in learning. Although null results 
must be interpreted with caution, P600 effects in implicit and explicit high proficiency 
groups were qualitatively as well as quantitatively similar, as indicated by both 
significance testing and effect size measures.  These similarities held for amplitude as 
well as distribution, with only a single distributional difference emerging across the three 
agreement conditions (Figure 5.3). Further, mediation analyses indicated that proficiency, 
not training, directly predicted P600 amplitude in the noun and word order agreement 
conditions (Figure 5.4 & 5.5). Thus, both our implicitly and explicitly high proficiency 
participants appear to have relied upon similar neural mechanisms, indexed by the P600, 
when processing the novel L2 grammar.  
This finding differs from results reported by Morgan-Short and colleagues (2012), 
who found ERP differences to syntactic violations as a function of training type, using an 
artificial language paradigm.  Learners who received classroom-like training showed an 
anterior positivity between 350 to 700 ms poststimulus and a P600 effect, while learners 
who underwent immersion-like training showed a P600 and an extended anterior 
negativity between 150 and 900 ms poststimulus. The authors interpreted this as evidence 
that immersion-like training is capable of recruiting native-like neural mechanisms, while 
classroom-like training is not.  Methodological differences between Morgan-Short et al.'s 
study and the present one, such as the use of an artificial language, the use of feedback 
during training, and the use of a more extensive training procedure spanning multiple 
days, may represent one possible explanation for these inconsistent results, although 
future studies will be needed to clarify this issue. 
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As discussed previously, successful acquisition of a novel late-learned L2 
grammar in our paradigm appeared to crucially depend upon access to explicit, 
verbalizable representations of L2 grammar rules. The finding that implicitly- and 
explicitly-trained learners show similar P600 effects to violations suggests that both 
implicit and explicit learners rely upon explicit grammar knowledge to an equal extent 
when making grammaticality judgments. These results indicate that explicit 
representations of L2 grammar rules may be acquired through multiple learning 
pathways: these rules can be directly taught, via explicit, formal instruction, or may be 
indirectly deduced through passive, incidental exposure, albeit often with more difficulty. 
Once acquired, these explicit L2 grammar representations appear to facilitate the 
conscious detection and processing of grammatical violations, producing qualitatively 
similar P600 effects in both implicit and explicit learners.  The suggestion that explicit 
knowledge of an underlying rule may be necessary to elicit a P600 effect in beginning 
learners converges with findings from serial reaction time studies, in which N200 and 
P300 effects to deviant stimuli are observed only in learners who have some degree of 
explicit knowledge about the underlying sequence (Rüsseler, Henninghausen, Munte & 
Rösler, 2003; Rüsseler & Rösler, 2000; Eimer, Goschke, Schlaghecker & Sturmer, 1996).  
Consistent with previous reports (Pakulak & Neville, 2010; McLaughlin et al., 
2010), performance on the grammaticality judgment task significantly correlated with 
P600 amplitude in the noun and word order violation conditions, indicating that learners 
with stronger behavioural sensitivity to grammatical violations showed more robust P600 
effects (Fig 4). These results suggest that proficiency plays a crucial role in the 
emergence of the P600, or conversely, that speakers who engage to a greater extent in the 
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processes indexed by the P600 achieve better behavioural performance on grammatical 
processing tasks.  In the present study, participants who acquired a clearer, more 
complete understanding of a given L2 grammatical rule were likely better able to detect 
and process grammatical violations, leading to better performance on the grammaticality 
judgment task and a more robust P600 effect. 
One lingering issue concerns the retention of these learning effects.  Evidence 
from nonlinguistic domains suggests that implicit memory is more resistant to decay than 
explicit memory (e.g., Tulving, Schacter & Stark, 1982; Tunney, 2003; Sloman et al., 
1988; Romano et al., 2010).  One hypothesis, then, is that implicitly trained learners may 
show more durable learning effects than explicitly-trained learners.  Alternatively, since 
both implicit and explicit training appear to have produced explicit knowledge in our 
learners, learning effects in both groups of participants may be equally vulnerable to 
decay over time, showing similar retention periods.  These opposing hypotheses remain 
to be addressed by future research. 
Effects of L1-L2 Similarity 
The verb agreement rule was significantly more difficult for learners to acquire 
than either the noun agreement or word order agreement rules, for both implicit and 
explicit learners. At the neural level, while both noun and word order violations elicited 
P600 effects that were qualitatively similar in distribution to the effects observed in 
native French speakers, verb violations elicited a positive effect whose distribution did 
not resemble a classic P600 effect (Figure 5.4).  
These results suggest that during early learning stages, success in acquiring an L2 
grammar rule depends at least partially upon L1-L2 surface similarity.  Determiner noun 
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agreement in French (e.g., le livre/les livres, the book/the books) can be directly mapped 
on to demonstrative noun agreement in English (e.g., this book/those books).  Similarly, 
the novel L2 word order agreement rule that we investigated--a direct subject followed by 
a transitive verb followed by a direct object—was equivalent in participants’ L1. In 
contrast, French subject-verb agreement  (e.g., le chien mange/les chiens mangent) does 
not share surface similarities to English subject-verb agreement (e.g, the dog eats/the 
dogs eat), using different morphological endings that cannot be readily mapped from L1 
to L2. One possibility, then, is that learners who notice that certain grammatical features 
are shared between L1 and L2 may apply knowledge of shared L1 grammar rules to the 
L2, facilitating the detection and processing of these common violations.   
This interpretation converges with proposals put forth by formal models of 
language acquisition (e.g., MacWhinney, 1997, 2008).  These models propose that late 
L2 learners transfer processing routines from their native language to their L2. When a 
grammatical feature is common to both L1 and L2, processing routines and strategies 
from L1 can be recruited and applied to process the novel L2.  However, when a 
grammatical feature cannot be directly mapped from the L1 to L2, there is no basis for 
transfer, and the L2 grammatical feature will be more difficult to acquire. These 
hypotheses are supported by our and other’s finding that violations of L2 syntactic 
contrasts that are also expressed in the L1 elicit P600 effects more readily than violations 
of constructions that are not shared between the L1 and L2 (Sabourin & Stowe, 2008; 
Tokowicz & MacWhinney, 2005; Foucart & Frenck-Mestre, 2011).  In the present study, 
the atypical P600 distribution in the verb agreement condition may be a consequence of 
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learners using more effortful, less native-like processing routines to process these less 
familiar violations. 
Conclusions 
Our results suggest that a late-learned L2 is processed through similar neural 
mechanisms, regardless of whether it was acquired through implicit exposure or explicit 
instruction.  While explicit training increases the chance of successfully acquiring a novel 
grammar, at least in the short term, it does not appear to alter the neural mechanisms that 
mediate L2 processing.  Similar to explicitly trained L2 learners, successful implicitly 
trained learners (1) recruited controlled, attention-dependent mechanisms to detect and 
process syntactic violations, as indexed by the P600, and (2) gained explicit knowledge 
about the L2 grammatical rules.  In sum, late controlled mechanisms indexed by the P600 
appear to play a crucial role L2 grammar processing, regardless of how the L2 is 
acquired.  This finding underscores the remarkable plasticity of late, attention-dependent 
processes and their importance in lifelong learning.  Results from the present study may 
also be of interest from an applied perspective, providing educators with evidence that 
different types of training produce similar neural outcomes in L2 learners. 
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CHAPTER VI 
CONCLUSION 
 
Summary of Findings 
This dissertation research used ERPs to directly investigate the roles of implicit 
and explicit neural mechanisms to different subsystems within language, in order to test 
the hypothesis that conscious awareness is not necessary for all aspects of language 
processing.  By using a number of targeted approaches designed to isolate the 
contributions of implicit and explicit mechanisms, this series of studies provided 
evidence in support of this hypothesis, demonstrating that awareness plays a critical yet 
constrained role in the acquisition and processing of language.   
 In the first experiment (Chapter II), the role of awareness in the linguistic 
processing of word pairs was examined, in order to compare the contributions of implicit 
and explicit mechanisms to semantic and syntactic priming.  The attentional blink was 
used to manipulate awareness of target words that were preceded by semantically or 
syntactically congruent or incongruent prime words.  Results in the semantic condition 
revealed that incorrectly reported targets did not elicit an N400, either within or outside 
of the AB period.  In the syntactic condition, incongruent target words outside the AB 
elicited a late negative effect, dissociable from the N400, while no significant effect of 
congruency was found during the AB period.  These findings indicate that awareness 
plays an important role in processing semantic and syntactic relationships between word 
pairs, and suggests that both semantic and syntactic processing of word pairs are 
mediated by explicit neural mechanisms.  However, syntactic violations in this study 
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occurred in an impoverished linguistic context, with preceding syntactic structure 
established by a single word rather than an entire sentence.  Thus, findings from the 
syntactic condition may not be generalizable to syntactic processing that takes place 
under more natural, ecologically valid conditions.  This issue was addressed in the next 
experiment of this dissertation. 
 In the second study (Chapter III), the role of awareness in syntactic processing of 
full sentences was examined, in order to more closely approximate natural language 
processing conditions. Awareness of syntactic violations was manipulated using a cross-
modal attentional blink paradigm, in which visually presented sentences were paired with 
auditory tones.  Correctly detected violations elicited both an early negativity and a later 
P600 effect, consistent with previous studies.  Critically, violations that were not 
correctly detected nonetheless elicited an early negativity and also significantly delayed 
reaction times to a concurrent task, indicating that the violations were implicitly 
processed.  These results suggest that the brain analyzes syntactic structure outside of 
conscious awareness.  Thus, taken together, results from chapters II and III suggest that 
semantic processing is mediated primarily by explicit neural mechanisms, while syntactic 
processing is at least partially mediated by implicit neural mechanisms, operating outside 
of awareness.   
 While the first two studies of this dissertation investigated the roles of implicit 
and explicit neural mechanisms to the processing of an already-acquired native language, 
the next two studies examined the contributions of these mechanisms to the acquisition of 
novel linguistic information.  In the third experiment (Chapter IV), the neural 
mechanisms involved in acquiring novel semantic information were investigated.  
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Participants in this study read stories in which pseudowords were presented multiple 
times, embedded in consistent, meaningful contexts (referred to as meaning condition, 
M+), or inconsistent, meaningless context (M–).  Word learning was then assessed 
implicitly using a lexical decision task and explicitly through recall and recognition tasks. 
Results revealed that M+ words did not appear to exert implicit priming effects, as 
measured during the lexical decision task.  In contrast, during the explicit recognition 
task, M+ words elicited a robust N400 effect, providing evidence of explicit priming.  
This N400 effect was dependent upon recognition performance, with only correctly 
recognized M+ words eliciting an N400.  These findings provide evidence that explicit 
representations of word meanings can develop rapidly, while implicit representations 
may required more extensive exposure or more time to emerge.  These results suggest 
that the acquisition of semantic information is primarily mediated by explicit neural 
mechanisms, at least during initial learning stages. 
 Providing a counterpoint to these semantic acquisition findings, the final 
experiment of this dissertation (Chapter V) examined the contributions of implicit versus 
explicit neural mechanisms to the acquisition of novel syntactic information.  In this 
study, participants read simple stories in a novel L2, paired with pictures to illustrate 
meaning.  This laboratory-learning task was designed to passively expose participants to 
novel L2 syntactic rules, similar to how language acquisition takes place during 
childhood or L2 immersion.  In an implicit group, no mention of the grammatical rules 
governing the foreign language was made, while in an explicit group participants were 
explicitly taught the underlying grammatical rules before exposure began.  After the 
exposure period, a grammaticality judgment task was used to assess learning.  Results 
  
 
144 
showed that, regardless of training type, only participants who had gained explicit, 
verbalizable knowledge of the L2 syntactic rules showed neural sensitivity to syntactic 
violations.  Specifically, both implicitly- and explicitly-trained participants who were 
capable of detecting syntactic violations elicited P600 effects, while participants who 
were unable to identify syntactic violations did not show significant P600 effects.  
Further, the magnitude of the P600 correlated with learners’ behavioral proficiency.  
These findings provide evidence that acquisition of novel late-learned L2 syntax is 
supported primarily through explicit neural mechanisms, dependent upon access to 
explicit representations in memory.  The importance of explicit mechanisms for acquiring 
L2 syntax appears to hold regardless of the learning conditions under which the L2 was 
acquired.  In sum, the experiments described in Chapters IV and V demonstrate that 
adults primarily recruit explicit mechanisms for the acquisition of both novel semantic 
and syntactic information. 
Implications of Findings and Future Directions 
 Evidence from this series of studies is consistent with two neurocognitive models 
of language processing that have been put forward (Paradis, 1997, 2004; Ullman, 2001, 
2004).  As described in the General Introduction, these models propose that, within L1, 
semantic processing is supported by explicit memory, while syntactic processing is 
supported by implicit memory.  For L2 processing, both semantics and syntax are 
hypothesized to be mediated by explicit memory, at least at low proficiency levels.  
While previous neurobiological studies of language processing have provided indirect 
support for this framework, few prior studies have directly examined the contributions of 
implicit and explicit neural mechanisms to these different aspects of language processing.  
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Using targeted approaches specifically designed to isolate the effects of implicit and 
explicit processing, the studies described in this dissertation provide novel, direct 
evidence supporting these models, demonstrating that L1 semantic processing and L2 
syntactic processing draw upon explicit neural mechanisms, while L1 syntactic 
processing is mediated at least partially by implicit neural mechanisms. 
Results yielded from this series of studies additionally suggest that the implicit 
and explicit neural mechanisms involved in language processing display different profiles 
of plasticity.  Broadly, mechanisms that are explicit or controlled in nature appear to be 
remarkably robust against delays in acquisition, while implicit or automatic mechanisms 
appear to be much more sensitive to such delays.  Evidence produced from all four 
studies of this dissertation support this hypothesis.  First, results described in Chapters II 
and III suggest that both the N400 and the P600 depend upon conscious awareness, 
reflecting explicit neural mechanisms, whereas the LAN can be elicited in the absence of 
awareness, and thus indexes implicit or automatic neural mechanisms. Next, in Chapters 
IV and V, we found that the N400 and P600 effects can be elicited after remarkably brief 
periods of exposure, while the LAN is not observed after similarly brief periods.  For 
example, after merely 10 presentations, novel pseudowords elicited N400 effects that 
were statistically indistinguishable from those elicited by real words in an explicit 
recognition task (Chapter IV).  Similarly, after merely an hour of L2 exposure, 
participants who successfully learned a given L2 syntax rule elicited P600 effects 
qualitatively similar to those observed in native speakers (Chapter V), but did not elicit 
LAN effects.  Thus, it appears that explicit neural mechanisms involved in language 
processing, indexed by the N400 and P600, can be rapidly recruited during language 
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learning, while implicit neural mechanisms, namely those indexed by the LAN, show 
much less plasticity.   
These observed dissociations between implicit and explicit neural mechanisms 
may represent important evolutionary trade-offs.  Explicit processing, while displaying a 
great deal of plasticity, is highly effortful, drawing upon limited capacity resources such 
as attention and awareness.  In contrast, implicit or automatic processes are much more 
vulnerable to delays in acquisition, but do not tax limited capacity resources such as 
working memory (Baddeley, 1983; Berry & Broadbent 1988; Cowan et al., 2000). 
Implicit and explicit mechanisms are also differentially sensitive to neural damage caused 
by aging or neurological disorders, with implicit mechanisms appearing to be more 
robust against such damage than explicit mechanisms. For example, patients with 
Alzheimer’s disease typically suffer from word finding difficulties, but do not experience 
syntactic deficits until the late stage of the disease (Kempler, Curtiss & Jackson, 1987; 
Breedin & Saffran, 1999).  Similarly, elderly subjects have difficulty recalling and 
recognizing items presented earlier, but their priming effects are indistinguishable from 
those of young adults (Light, Singh, & Capps, 1986; Nilsson, Backman & Karlsson, 
1989).  That language relies upon multiple neural mechanisms, both implicit and explicit, 
is likely the result of a carefully balanced evolutionary trade-off between processing 
efficiency, plasticity, and robustness, and may confer important advantages over the 
human lifespan.  
Further evidence for the hypothesis that explicit neural mechanisms supporting 
language display more plasticity than implicit neural mechanisms could be obtained by 
running proficient L2 speakers on the experiment described in Chapter III. If these 
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implicit neural mechanisms are governed by a sensitive period, undetected syntactic 
violations should not elicit a LAN or significantly delay response time to the concurrent 
tone task in L2 speakers.  Such a result would provide evidence that delays in acquisition 
interfere with the implicit neural mechanisms involved in syntactic processing.  In 
contrast, if undetected violations do elicit a LAN and delay response times in L2 
speakers, similar to the pattern of results found in native speakers, this would suggest that 
these implicit neural mechanisms can eventually be recruited by L2 speakers once they 
reach high enough proficiency levels, refuting a strong version of the critical period 
hypothesis (Penfield and Roberts, 1959; Lenneberg, 1967; Johnson & Newport, 1989). 
Another issue that this dissertation sheds light on is the temporal nature of 
conscious access during language processing. Studies of visual attention have shown that 
intact early visual processing is not sufficient to create a conscious percept (e.g., Vogel, 
Luck & Shapiro, 1998; Sergent, Baillet & Dehaene, 2005; Batterink, Karns & Neville, 
2012).  Rather, conscious access is thought to be related to a later cascade of activation 
that spreads through a distributed network over widespread regions of cortex (Sergent et 
al., 2005; Gaillard et al., 2009; Dehaene & Changeux, 2011).  The results described here, 
though specific to language processing rather than to visual awareness, are consistent 
with this framework.  ERP indices of explicit mechanisms involved in language 
processing, the N400 and P600, onset relatively late (> 300 ms) after stimulus onset.  In 
contrast, the ERP signature of implicit syntactic processing, the LAN, was elicited soon 
after (~100 msec) the onset of the critical word.   These findings suggest that, similar to 
visual stimuli, linguistic information is initially processed implicitly and automatically, 
without entering conscious awareness, and then optionally transferred to explicit 
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processing systems, where access to awareness occurs.  It is likely that the implicit 
mechanisms supporting language processing are modular, or at least more specialized 
than explicit neural mechanisms, which are likely not specific to language (Christiansen, 
Conway & Onnis, 2011; Tabullo et al., 2011; Patel et al., 1998; Coulson, King, and 
Kutas, 1998).     
While the series of studies presented here provide an initial inroad into 
characterizing the contributions of implicit and explicit neural mechanisms to different 
aspects of language processing, there are still many issues that remain to be addressed.  
First, the roles of implicit and explicit neural mechanisms to other subsystems within 
language, such as phonology, could be examined through the use of similar targeted 
approaches designed to isolate the consequences of these two basic processing 
mechanisms.  Phonology, similar to syntax, is governed by countless unspoken rules that 
are applied without conscious awareness on the speakers’ part (Hayes, 2009), suggesting 
that it too may be mediated by implicit neural mechanisms.  Another direction for future 
research is to characterize the brain regions that mediate these implicit and explicit 
mechanisms, which would provide a more mechanistic and comprehensive understanding 
of these subprocesses.  Since the spatial resolution of ERPs is quite limited, this question 
may be best addressed by adapting some of these paradigms for use with fMRI.  One 
specific hypothesis is that the implicit neural mechanisms that support language 
processing are mediated by specialized left-hemisphere regions, such as Broca’s area (BA 
44 and 45), while explicit neural mechanisms involved in language draw upon more 
widespread and domain-general neural systems, particularly those that have been 
implicated in effortful processing and cognitive control.  Prior neural evidence supports a 
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clear distinction between language and other cognitive functions (Fedorenko, Behr, and 
Kanwisher, 2011), though the issue of whether this distinction may be more nuanced, 
perhaps particular to implicit mechanisms of language rather than language processing as 
a whole, has not been previously addressed.   
The experiments presented here contribute to characterizing the roles of implicit 
and explicit neural mechanisms in different aspects of language processing. Future 
research in this area will continue to yield new insight into how language, one of the 
greatest feats of human cognition, can be spoken and understood with so little concerted 
effort. 
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APPENDIX:  SUPPLEMENTARY INFORMATION FOR CHAPTER III 
 
 
Supplementary Figures
 
 
Supplementary Figure 3.1.  ERPs elicited by correctly detected violations and correctly 
endorsed congruent control words in the Late-Tone condition, illustrated with a larger 
electrode set. 
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Supplementary Figure 3.2.  ERPs elicited by correctly detected violations and correctly 
endorsed congruent control words in the Pre-Tone condition, illustrated with a larger 
electrode set. 
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Supplementary Figure 3.3.  ERPs elicited by undetected violations and correctly 
endorsed correct congruent words in the Pre-Tone condition, illustrated with a larger 
electrode set. 
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negativity offset at 390 msec, while the late negativity began at 540 ms post-stimulus and 
continued to the end of the averaging epoch. 
The late negative effect was significant only in the Pre-Tone Undetected 
condition.  No significant late negativities were found in the Late-Tone Detected 
condition (600-1200 ms (anterior and central regions): F(1,23) = 0.51, p = 0.48), nor in 
the Pre-Tone Detected condition (600-1200 ms (anterior and central regions): F(1,23) = 
3.11, p = 0.091).  
P600 Analyses.  Because the P600 in the Pre-Tone correctly detected violation condition 
began considerably later than the P600 in the Late-Tone condition, an earlier (600-900 
ms) and later time window (900-1200 ms) were selected within the original 600-1200 ms 
window in order to better characterize and compare these effects.  Late-Tone detected 
violations elicited significant P600 effects within both the earlier and later time windows 
(600-900 ms (posterior regions): F(1,23) = 12.7, p = 0.002; 900-1200 ms (posterior 
regions): F(1,23) = 31.0, p < 0.001).  In contrast, Pre-Tone detected violations elicited a 
significant P600 effect only during the later time window (600-900 ms (posterior 
regions): F(1,23) = 0.69, p = 0.41; 900-1200 ms (posterior regions): F(1,23) = 5.46, p = 
0.028). 
Direct Comparisons of Effects Across Conditions.  To compare the amplitudes and 
distributions of effects across our three experimental conditions (correctly detected Late-
Tone violations, correctly detected Pre-Tone violations, and undetected Pre-Tone 
violations), repeated measures ANOVAs with condition included as a factor were 
conducted on difference waves (violation – congruent). For amplitude analyses, anterior 
and central regions were included for the early negativities and the late negativity, while 
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posterior regions were included for the later positive effects.  To compare the distribution 
of effects across conditions, difference waves were normalized in order to control for 
amplitude differences across conditions (McCarthy & Wood, 1985).  Distributional 
comparisons were conducted over all scalp regions.   
During the 100 to 400 ms window, planned contrasts indicated that the amplitude 
of the Late-Tone detected violation effect was not significantly different from the Pre-
Tone detected violation effect (Condition: F(1,23) = 0.10, p = 0.75).   In contrast, the 
amplitude of the Pre-Tone undetected violation effect was marginally greater than the 
Pre-Tone detected effect F(1,23) = 3.21, p = 0.087).  The distribution of these early 
negative effects was not significantly different across the three conditions (Condition x 
Anterior/Posterior: F(4,92) = 1.73, p = 0.19; Condition x Hemisphere: F(4,92) = 0.42, p 
= 0.77).  Planned contrasts confirmed that the Late-Tone detected violation effect was not 
different from the Pre-Tone detected violation effect (all distributional interactions p 
values > 0.14), and that the Pre-Tone undetected violation effect did not differ from the 
Pre-Tone detected violation effect (all distributional interactions p values > 0.7).   
During the later 600 to 1200 msec window, the late negativity elicited by Pre-
Tone undetected violations was marginally larger than the negative effect elicited by Pre-
Tone detected violations (F(1,23) = 3.71, p = 0.067).  These negative effects did not 
significantly differ in their distributions (Condition x Anterior/Posterior: F(2,46) = 0.31, 
p = 0.62; Condition x Hemisphere: F(2,46) = 0.19, p = 0.82).  There were no differences 
in the amplitudes of the violation effect in the Late-Tone Detected and Pre-Tone Detected 
conditions (F(1,23) = 0.62, p = 0.44). 
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From 600 to 1200 msec, the amplitude of the late positivity differed significantly 
across the two conditions where it was present.  Late-Tone detected violations elicited a 
significantly greater positive effect than Pre-Tone detected violations (F(1,23) = 12.2, p = 
0.002).  This amplitude difference held both within the earlier positivity time window 
(600-900 ms; F(1,23) = 20.5, p < 0.001), as well as within the later time window (900-
1200 ms; F(1,23) = 4.61, p < 0.043).  In addition, the late posterior positivity elicited by 
Late-Tone violations was more medial and marginally more posterior than the effect 
elicited by Pre-Tone detected violations (900-1200 ms: Condition x Anterior/Posterior: 
F(2,46) = 3.24, p = 0.073; Condition x Hemisphere: F(2,46)= 5.12, p = 0.011).   
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