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Abstract A success-to-truth inference has always been at the heart of scientific realist
positions. But all attempts to articulate the inference have met with very significant
challenges. This paper reconstructs the evolution of this inference, and brings together
a number of qualifications in an attempt to articulate a contemporary (‘local’) success-
to-truth inference which is realistic. I argue that this contemporary version of the
inference has a chance, at least, of overcoming the historical challenges which have
been proffered to date (andwithoutmoving all theway to structural realism). However,
there is a price to pay: the developments which help the realist answer the historical
challenges also serve to increase the number of non-historical challenges.
Keywords Scientific realism · Confirmation · No miracles · Pessimistic induction ·
Structural realism · Divide et impera
1 Introduction
At the heart of any scientific realist position is a success-to-truth inference. As a first
pass, the basic idea is this: where science is sufficiently successful—makes accurate
predictions and/or exhibits significant explanatory power—the relevant theoretical
hypotheses are (probably and/or approximately) true. However, both scientists and
(realist) philosophers seem to be much too optimistic about the truth which can be
inferred from successful predictions and explanations. There are umpteen examples
of scientists making a doxastic commitment to a theory on the basis of its predic-
tive/explanatory success, only to be forced to withdraw that commitment at a later
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date.1 And even amongst philosophers of science who try to be much more nuanced
vis-à-vis the doxastic commitments warranted by scientific success, there are histori-
cal cases seriously in tension with most of the (non-empty) success-to-truth inferences
which have been proposed in the literature.
Given these facts, this paper considers the current status of the realist’s success-to-
truth inference. Is there a way to (once again) adjust the inference to accommodate the
challenges from the history of science? Or should we now accept that we have here
a degenerating research programme, and that the inference is fundamentally flawed?
To help judge this, Sect. 2 is devoted to a history of the debate, starting with the flurry
of activity in the 1970s and 1980s and the way in which the inference was adapted in
response to objections. As further objections are presented in Sects. 3 and 4 further
possible qualifications mount up including the ‘divide et impera’ move, the structural
realist perspective, and an emphasis on (one or another) confirmation theory. In Sect. 5
various qualifications are brought together for the first time to present a realistic, con-
temporary, ‘local’ success-to-truth inference. I argue that this inference has a chance,
at least, of resisting all known historical challenges (and without requiring a struc-
tural realist response to those challenges). However, various non-historical challenges
remain, including several new challenges one inherits as a result of introducing the
noted qualifications.
2 The trajectory of the inference
The success-to-truth inference can be traced back almost as far as you care to look. But
a convenient starting point for the modern debate is Putnam’s classic statement of the
inference in 1975: “The positive argument for realism is that it is the only philosophy
that doesn’t make the success of science a miracle.” (Putnam 1975, p. 73). Being a
‘realist’, for Putnam, simply meant committing to the truth of our best theories (in
the correspondence-theory-of-truth sense).2 And so we have here a success-to-truth
inference as soon as we include the premise that to infer a miracle would be absurd.
Putnam’s statement was immediately objectionable due to fairly straight forward
historical ‘counterexamples’.3 Most famously, of course, Laudan explicitly targeted
Putnam in his historical ‘confutation’. For a counterexample to Putnam’s success-to-
truth inference all we need are examples where we have (significant) success, and yet
what we infer certainly isn’t true. As Laudan argues (1981, pp. 24–26), Putnam is
happy to accept that, for example, ‘aether’ is a non-referring term, and thus theories
employing this concept are not even approximately true. Laudan then argues that
nineteenth century aether theories were successful theories (pp. 26–27). And he goes
on to give his famous list of other possible/probable counterexamples (p. 33).
At this point it was fair to assume that Putnam’s basic success-to-truth inference
just needed refinement. Laudan (1981) worked quite hard to be charitable to Putnam,
1 E.g. Einstein upon hearing of Bohr’s successful prediction of the ionised helium spectral lines: “This is
a tremendous result. The theory of Bohr must then be right.” (cited in Pais 1991, p. 154).
2 See e.g. Van Fraassen (1980, p. 8) and Laudan (1981) for discussion.
3 Following standard practice in much of the literature, in this paper I use the locution ‘counterexample to’
in a loose sense, synonymous with ‘in serious tension with’.
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and pre-empted a few qualifications that Putnam endorsed but which didn’t always
come across in Putnam’s writings. First and foremost, quite naturally, Putnam wanted
to make an inference not to truth simpliciter, but rather to approximate truth.4 Laudan
knew this, but argued that (most of) the examples on his list were successful without
being approximately true, on any reasonable account of ‘approximate truth’ known
at the time (see especially Laudan 1981, Sect. 5). As he puts it (p. 33): “However the
latter [‘approximately true’] is understood, I take it that a realist would never want to
say that a theory was approximately true if its central theoretical terms failed to refer.”
Thus nineteenth century aether theories apparently still stand as counterexamples to
the success-to-truth inference.
Amore promising qualification for the realistwas to raise the bar forwhat counted as
sufficiently successful science towarrant the success-to-truth inference. Again, Laudan
(1981, p. 23) anticipated this move, noting that if the bar is raised too high it will turn
out thatmost of science has not been successful after all. But he is happy to accept quite
a stringent notion of success, writing that a theory counts as successful when “…it has
functioned in a variety of explanatory contexts, has led to confirmed predictions and
has been of broad explanatory scope.” (ibid.). But here Laudan makes two mistakes.
First, the realist does have the option to raise the bar for sufficient success. This might
mean that we don’t have warrant to make a success-to-truth inference in many cases
where, previously, we thought we did have warrant. But the realist is not bound to
the claim that all/most contemporary science is approximately true. Second, Laudan’s
construal of ‘sufficient success’ dramatically reduces the significance of his own list
of proposed counterexamples to realism. In particular, success requires confirmed
predictions, but (as has been repeatedly noted in the literature) most of the examples
on Laudan’s list don’t appear to have enjoyed any predictive success.
This line of thinking led to a great emphasis on predictive success amongst realists
from the 1980s right through to the present day.5 So, for example, Musgrave (1985,
p. 211) writes, “few, arguably none, of the theories cited [by Laudan] had any novel
predictive success.” However, whether it is ‘few’ or ‘none’ really matters to how the
success-to-truth inference should be framed. If the inference is from novel predictive
success to approximate truth, then just one example on Laudan’s list is enough to
undermine it. And sinceMusgrave it has gradually becomewidely accepted that certain
examples on Laudan’s list—caloric, phlogiston, nineteenth century aether theories—
really are examples where novel predictive success was achieved.6 Further, in recent
years, a host of new examples of novel predictive success from theories generally
4 Boyd had already made explicit reference to ‘at least approximate’ truth in 1973 (Boyd 1973, p. 1), and
Putnam did so on several occasions (e.g. Putnam 1978, pp. 20–21). See also Laudan (1981), footnote 8. It
should of course be noted here that by ‘approximate truth’ we really mean ‘at least approximate truth, if
not plain truth’. This qualification should be taken for granted in the following discussion.
5 The correct way to think about ‘predictions’ has been a matter of much dispute—e.g. the debate between
use-novel and temporally-novel predictive success—but that will not be a central theme here. See e.g.
Chapters 2 and 3 of Psillos (1999).
6 Lyons (2002) identifies various successful predictions enjoyed by the caloric theory of heat. Carrier
(2004), Ladyman (2011), and Schurz (2011) have discussed the predictive successes of the phlogiston
theory of oxygen. And most commentators have always accepted the predictive successes of nineteenth
century aether theories (e.g. Worrall 1994; Psillos 1999, Chap. 6; Saatsi 2005).
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considered to be not approximately true have been introduced to the literature (see
below). With enough such examples—and absent a plethora of contrary examples—
even an inference from novel predictive success to the probable approximate truth of
the theory enjoying that success is undermined.
Establishing this result took some time. In the meantime, perhaps influenced by
Laudan’s focus on individual theories, the discussion gradually shifted away from a
‘global’ focus on the success of science (e.g. Putnam, Boyd) and towards a ‘local’
focus on the success of individual theories, or at least theories coming under a par-
ticular bracket.7 This shift led some thinkers to consider whether realist commitment
really ought to extend to the ‘whole entire content’ of an individual theory, and gradu-
ally an influential new qualification to the realist’s success-to-truth inference emerged,
sometimes described as the ‘selective’ or ‘divide et impera’ strategy. Instead of com-
mitting to the ‘whole theory’, the theory involved is divided into its ‘working parts’
(those parts actually responsible for the predictive successes), and its ‘idle wheels’
(those parts not involved in generating the predictions). With this distinction in place,
the realist makes an inference from novel predictive success to the (probable) approxi-
mate truth of only the working parts of the theory enjoying that success. Writers often
trace this idea back to Kitcher (1993), who introduced the ‘working/idle’ terminol-
ogy. But we should go back at least as far as Worrall (1989), who made a distinction
between the ‘content’ of a theoretical claim (which the realist need not be committed
to given predictive success) and the ‘structure’ of a theoretical claim (which, according
to Worrall, is what really does the work to bring about a prediction). Now there are
various different ways to draw the distinction—and Worrall’s particular proposal is
just one (controversial) option—but nearly all modern realists accept some version of
it in their success-to-truth inference.8
Does this help with the historical counterexamples to the realist’s success-to-truth
inference? It certainly isn’t nearly so obvious that cases such as phlogiston, caloric,
and nineteenth century aether theories present serious problems for the realist. And in
addition, all of the realist’s qualifications so far seem to be independently motivated
(not just introduced ad hoc to answer an objection). So at this stage it looks like this
research programme is still quite healthy, and not degenerating. However, we now
reach some further historical challenges in the contemporary literature.
3 Contemporary challenges and the structural realist response
As it turns out, all of the qualifications introduced so far are not sufficient to answer
the historical challenges. That is to say, further examples have come forward which
apparently stand as firm counterexamples to the position we have reached: that given
7 This shift of focus has been very gradual, and one still finds papers discussing realism from a ‘global’
perspective. However, a ‘local’ approach to the whole debate is today generally preferred. See for example
Magnus and Callender (2004, especially Sect. 8), Turner (2004, especially Sect. 5), Psillos (2009, p. 65),
Magnus (2010, especially Sect. 4), Saatsi and Vickers (2011, especially Sect. 5), Vickers (2013b, especially
Sect. 8.3), Ruhmkorff (2013) and Peters (2014, especially Sect. 3).
8 To his credit, Laudan also pre-empts this move by the realist—see e.g. Laudan (1981, p. 28). But he
dismisses it too quickly. See e.g. Kitcher (1993, p. 143) for discussion.
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novel predictive success we should infer the (approximate) truth of the working parts
of the scientific theory enjoying such success. Or, better, we have counterexamples
to nearly every interpretation of this claim—dependent, in particular, on how one
understands ‘working parts’.
To start with, there are cases which apparently show that novel predictive suc-
cess cannot possibly be enough to motivate a realist commitment. Vickers (2013a)
discusses the case of Velikovsky, and in particular his successful prediction that the
surface of Venus must be ‘hot’. As Vickers writes (p. 195f.), “Given just how fantastic
Velikovsky’s ideas were, the realist has no chance of arguing that the ‘working parts’
of Velikovsky’s theory were approximately true.” So the success-to-truth inference
fails for this case, if we think the success is sufficient. But intuitively the success is not
sufficient, even though it is undoubtedly a case of novel predictive success (given how
‘novel predictive success’ is defined in the literature). It is not sufficient, because the
prediction is so vague—Velikovsky says nothing more specific than that the surface
temperature of Venus will be ‘hot’. This is, certainly, a falsifiable prediction, but it
is not a very risky prediction precisely because it is so vague, and thus compatible
with a very large number of possible observations. The lesson seems to be that the
realist needs to include in her success-to-truth inference some clause concerning (e.g.)
‘sufficient degree of risk’ of a novel prediction.9
And yet even with such a clause in place, there are still highly problematic cases.
Saatsi andVickers (2011) discuss the case ofKirchhoff’s theory of diffraction.Here the
predictions are quantitative (very specific and hence very risky) and highly accurate,
and yet (the authors argue) at least some of the working parts of Kirchhoff’s theory
are definitely not approximately true (see especially Sect. 4.2). Another example is
discussed in Vickers (2012): the case of Sommerfeld’s prediction of the frequencies
of the hydrogen fine structure spectral lines. Again, the predictions are exceptionally
accurate, but Sommerfeld drew heavily on a theory of the hydrogen atom involving
relativistically adjusted elliptical orbits of the electron. These orbits lie at the heart of
Sommerfeld’s theory, such that it is not at all feasible to describe them as ‘idle wheels’.
And in addition it does not seem at all feasible to describe these features of Sommer-
feld’s theory as approximately true. A final example concerns Dirac’s prediction of
the positron, as discussed in Pashby (2012). Again, we have a very impressive (risky)
prediction which—Pashby argues—issues from hypotheses which cannot feasibly be
described as ‘approximately true’.
This list will certainly be extended: new cases are coming forward all the time.10
This leads to the worry that the realist cannot respond by merely inserting the word
‘probably’ into her success-to-truth inference. And one may well start to worry that
it is getting harder to see how else the realist can modify her success-to-truth infer-
ence without including ad hoc adjustments which are designed merely to preserve a
degenerating project.
9 This sort of consideration is hardly new: for example, in Popper (1983) the measure of corroboration
includes the important term P(e|hb) – P(e|b) (cf. Rowbottom 2013), and Bayesian updating similarly
accommodates such considerations. See below.
10 See e.g. Díez and Carman (2015) and Lyons (2016). See also the list in Vickers (2013a, Sect. 2).
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One option is to adopt a very narrow view on which parts of a theory are truly
‘working’. As noted above, Worrall makes the distinction in terms of the ‘content’ of
a theoretical claim, which is idle, and the ‘structure’ of a theoretical claim, which is
working and thus merits our doxastic commitment.11 In other words, we should not
believe what our best current scientific theories say, but instead we should believe
that they have the ‘structure’ of the world right (or approximately right). What should
be meant by ‘structure’ has been a topic of much debate, and a lot hangs on it. But
whatever the answer, our commitments become highly abstract, and are best expressed
using some combination of logic and mathematics as opposed to the natural language
of science.
This move has polarised the realist community. Many realists have taken issue with
structural realism on the grounds that there are purely theoretical scientific claims
(claims concerning unobservables), which are not purely structural claims, and which
warrant realist commitment if anything does. Psillos (1999,Chap. 7) argues in this vein,
focusing on Fresnel’s theory of light and the transition to Maxwell’s electromagnetic
theory. For Psillos, two such examples are (a) Fresnel’s claim that the energy associated
with a light wave is a function of the square of the wave’s amplitude, and (b) the
principle of conservation of energy.12 However, Votsis (2011b) dismisses Psillos’s
claims here with two strategies central to defending structural realism: (i) to claim that
what appears to be non-structural is actually structural, or has a ‘structural analogue’,
and (ii) to claim that what appears to be purely theoretical (unobservable), is actually
observable (with observability construed sufficiently broadly). Psillos’s example (a)
is dealt with by Votsis via a combination of both (i) and (ii), with Votsis claiming that
it reduces to a purely mathematical relation combined with a variable ‘the amplitude
of light’, which, for Votsis, is “a broadly construed observable quantity” because “it
is the kind of quantity that can be measured” (Votsis 2011b, Sect. 5, fn. 11). And
Psillos’s example (b) is dealt with by Votsis in a similar way, reducing the principle
of conservation of energy to “a mathematical relation between masses and velocities,
two measureable and hence broadly construed observable quantities.” (ibid.).
One might immediately worry about the broadness of Votsis’s construal of ‘observ-
able’. For example, is the amplitude of light really observable? Well, of course, if you
define ‘observable’ in the right way it counts as observable, but then the same goes for
just about any theoretical property/entity one couldmention!Votsis’s proposal perhaps
becomes more reasonable if one is able to retain Fresnel’s success whilst swapping
amplitude-talk for intensity-talk (making use of the relationship between the two),
since light intensities are straight-forwardly observable. However, Votsis does want
to say that the amplitudes are observable. The reason is simply that, in Votsis’s view,
amplitudes merit realist commitment given their (non-idle) role within the theory. At
the end of Sect. 5 of his paper Votsis lays down a challenge to the ‘traditional real-
ist’, to identify a non-structural element which merits realist commitment (as Psillos
11 ‘Working’/’idle’ is not Worrall’s terminology. But Worrall (1994, p. 339) makes a distinction between
playing/not playing an integral role in the theory’s empirical success.
12 Fresnel actually expressed example (a) by making reference to the displacement of ether molecules, but
he was committed to (a) in virtue of his explicit commitments. And it is only (a) that really plays a role in
the success of Fresnel’s theory, as Psillos notes (p. 159).
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1999 attempts). For Votsis, the amplitudes are non-structural and do merit realist com-
mitment, so the only way he can accommodate them is to regard them as (broadly
speaking) ‘observable’.
Other structural realists would surely try to regard amplitudes as idle, and this
would then allow for a less controversial definition of ‘observable’ where amplitudes
do count as unobservables, but do not present a counterexample to structural realism
because they do notmerit realist commitment. Such a consideration exposes a problem
with the overall debate here: the sheer flexibility of structural realism when it comes
to avoiding counterexamples. Indeed, there is fierce debate concerning all of the key
concepts: ‘structure’, ‘observable’, ‘working/idle’, etc. The word ‘structure’ itself is
used in so many significantly different ways that advocates of structural realism find
it hard to agree on anything at all. This is accordingly to Votsis himself!13 A symptom
of this is that even academics heavily involved in the scientific realism debate struggle
to communicate with each other about ‘structural realism’. Psillos’s examples (a) and
(b), above, seem to Psillos clearly non-structural, and yet for Votsis they should be
interpreted structurally.
Consider another possible counterexample to structural realism, courtesy of Saatsi
(2005), again focusing on the Fresnel–Maxwell theory shift. Saatsi identifies certain
spatiotemporal properties of light, which in his view are clearly non-structural in
their content. He writes: “[I]t should be obvious that the minimal derivation [Saatsi’s
reconstruction of Fresnel’s reasoning after idle wheels are eliminated] appeals to
crucial unobservable properties and theoretical principles besides formal, logico-
mathematical structure” (Sect. 3.4, my emphasis). But is it obvious? No doubt Votsis
would dismiss this example too on the grounds that Saatsi’s unobservable properties
and theoretical principles can be substituted for ‘structural analogues’, consisting of
mathematical relations between quantities which are ‘observable’ (broadly speaking).
Saatsi’s unobservable properties are, after all, expressed using equations. Saatsi insists
that the equations are aids for expressing non-structural theoretical hypotheses con-
cerning the nature of light. But these examples seem nomore or less structural than the
examples Psillos (1999) puts forward, and which Votsis dismisses in his (2011b).14
Why in any case would realists make such a strong claim, that in any case what-
soever all we can ever have knowledge of (concerning unobservables) is ‘structure’?
Why could it not be the case that, say, often we can only acquire structural knowl-
edge, but sometimes our knowledge can go (modestly) beyond the purelymathematical
and logical? Peters (2014) takes issue with all realist accounts which insist on there
only being one ‘special’ type of theoretical element which can be deserving of realist
commitment, instead favouring a ‘neutral’ realism which allows for realist commit-
ment to all different types of theoretical entity. Thus he criticises structural realism,
entity realism, and phenomenological realism. Peters puts forward two main argu-
ments (Sect. 3.3): (i) these ‘special’ realisms are usually motivated by historical cases
which are cherry-picked to favour them—e.g. structural realism is usually motivated
13 See Votsis (2011c, fn. 2).
14 Peters (2014, Sect. 3.3), suggests that theories in modern molecular biology that rely on lock-and-key
models of molecular interaction would present a problem for structural realists. But again, I’m certain Votsis
would argue for ‘structural analogues’.
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using theories which are substantially mathematical in their content, and (ii) the cri-
teria used to argue for realist commitment to structure will (at least sometimes) also
commit realists to non-structure (mutatis mutandis for other ‘special’ accounts).
No doubt structural realistswould at this point bring in the ‘upward path to structural
realism’ (e.g.Votsis 2005).According to this argument, structure is allwe can ever hope
to know on basic epistemological grounds, thinking now about the fundamental gap
between the truly fundamental nature of reality and the limited perceptual capacities
of the human being (the limited information which actually reaches us from that
fundamental reality). However, even if this is right, the beauty of a ‘neutral’ realism is
that it is consistent with our knowledge of unobservables being purely structural. It is
also consistent, however, with our knowledge going beyond that; in other words it is
silent on this issue.Onemayworry that this necessarilymeans that a ‘neutral’ realism is
too abstract and non-committal to successfully respond to the contemporary historical
challenges. But in fact—even laying structural realism to one side—the realist has
some significant cards left to play.15
4 A confirmationist turn
TheVelikovsky case provides a clue to a useful development of the realist’s success-to-
truth inference. In the previous section I dismissed the Velikovsky case on the grounds
that the prediction is not risky enough to merit a realist commitment (even though
it is novel). However, although perhaps the prediction is not very risky, it is risky to
an extent. Indeed, in general, there are all possible degrees of riskiness of prediction,
with corresponding degrees of significance for the realist. But how can the realist’s
success-to-truth inference accommodate such degrees of significance?
The realism debate is so often conducted in stark black and white terms when it
comes to realist commitment: under what circumstances should/shouldn’t we make a
realist commitment? At what degree of success have we ‘crossed a threshold’ such
that a realist commitment is warranted?16 These questions would make no sense to
a Bayesian. The obvious answer to the Velikovsky case is to incorporate degrees of
belief into the account.17 Velikovsky’s prediction is not very risky, but, when it turns
15 Of course, in this section I have focused only on Votsis, as a prominent example of a structural realist.
Other structural realists—e.g. French, Ladyman, Worrall—hold different positions and offer different argu-
ments. My intention here is not to tackle all such positions and arguments, but rather to give an indication
for why realists might want to answer the historical challenge to realismwithout having to adopt a structural
realist position.
16 Stanford (2009, p. 384) uses this question to introduce a ‘threshold problem’ for scientific realism. But
the noted ‘problem’ assumes from the start a yes/no picture of realist commitment. Cf. Vickers (2013a,
p. 197).
17 Somemay prefer to handle the Velikovsky case by dismissing it as ‘immature’ or ‘pseudoscience’ which
shouldn’t be taken seriously by the scientific community regardless of how many successes it has. But this
approach has two serious (overlapping) problems: (i) it puts a lot of weight on the problematic distinction
between science and pseudoscience (or the distinction between ‘immature’ and ‘mature’ science), and (ii)
it is apparently subject to counterexamples from the history of science, where a theory which was initially
‘immature’ or appeared to be ‘pseudoscience’ came gradually to be taken very seriously as evidence
accumulated.
123
Synthese
out to be successful, that is still a confirmation of Velikovsky’s theory that cannot be
completely dismissed. And it is precisely such an emphasis on confirmation that will
enable the realist to answer some of the most serious historical challenges.18
There are various theories of confirmation the realist could tap into. My goal here
is not to decide between them; just for the purposes of illustration I will discuss how
the realist could draw on Bayesian confirmation theory. As is well known, according
to this account belief in (the approximate truth of) a theory T is not a black-and-white
affair, but rather one has a degree of belief in T. And one updates that degree of belief
in accordance with the usual formula, interpreting probabilities as degrees of belief.
However, in the context of the present discussion the realist of course wants to talk
about working parts of theories, and not simply theories. Thus I swap the usual ‘T’
for ‘W’ in the Bayesian formula, where ‘W’ stands for ‘the working parts of T’:
P(W |E) = P(E |W )P(W )
P(E)
= P(E |W )P(W )
P(E |W )P(W ) + P(E |¬W )P(¬W )
Putting to one side some potentially awkward questions (see next section) this formula
can be a very useful tool for a realist. In particular the realist can make use of the fact
that our degree of belief should increase very significantly only when P(E) is small.
In other words, we increase our degree of belief significantly only when the empirical
result in questionwouldbedeemed (highly) unlikelywere theworkingparts in question
false: P(E |¬W ) is small.19 But in the case of Velikovsky’s prediction that the surface
temperature of Venus would be ‘hot’, the probability of this being correct in the event
that Velikovsky’s working hypotheses are false is not very small. Just to illustrate,
suppose we put this probability at 0.45: on balance we don’t expect the surface to
be hot, but it’s pretty 50:50 as we don’t have much evidence either way.20 And our
initial degree of belief in the working parts is 0.2 (we are initially quite sceptical of
the relevant hypotheses). Further, the result is not entailed by Velikovsky’s theory, so
suppose we put P(E |W ) equal to 0.8. Crunching the numbers, our degree of belief
increases from 0.2 to only 0.31. In other words the realist accepts that in this case our
degree of belief should increase, but that the increase falls short of warranting any
success-to-truth inference. Instead this modest success entails a modest increase in
one’s degree of belief.21
What does the realist’s success-to-truth inference now look like? Consider the
following as a ‘first try’:
18 Some actors in the realism debate are already on board with this proposal: see e.g. Howson (2000, 2013)
and Psillos (2009, p. 56ff). But most are not.
19 Needless to say, the Bayesian realist would need to offer some solution to the ‘problem of old evidence’,
as well as taking a stance on various other issues concerning Bayesian confirmation theory.
20 In 1950 some scientists had suggested that the surface temperature of Venus would be relatively cold,
reasoning that the thick cloud cover would reflect a significant proportion of the sun’s radiation.
21 Howson (2000, p. 57, 2013) and Magnus and Callender (2004) make the further important point that if
P(T ) starts out very small, then even if the prediction is very risky/impressive, and P(E |¬T ) is very small,
then P(T |E) will still be quite small. In the case of Velikovsky, if we are absolutely convinced that the
theory is radically false from the start, then even an ‘amazing’ novel predictive success will not bring us to
believe the theory (nor even, probably, its ‘working parts’).
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One should believe the working parts of a theory to be approximately true just
when one’s degree of belief in them becomes very high, and one’s degree of
belief should be proportioned to the evidence in the following way: whenever a
theory achieves novel predictive success, one’s degree of belief should increase
to the degree that the prediction is risky (the empirical result predicted has a low
prior probability).22
This leaves out the issue of whether the theory actually entails the empirical result in
question: P(E |T ) in the Bayes formula. But I assume for the time being that we’re
talking about cases where this is equal to 1 (the theory entails the prediction), or where
it is at least very high.
Dramatically, this new take on the success-to-truth inference still doesn’t answer the
contemporary challenge from the history of science as it stands. Prima facie (at least)
the cases of Kirchhoff’s theory of diffraction, Sommerfeld’s theory of the hydrogen
fine structure, andDirac’s prediction of the positron, all turn out to be caseswhere one’s
degree of belief should increase very dramatically following the predictive success.
In other words, the prior probability of the relevant empirical result is very low (e.g.
because the prediction is to several significant figures) and, according to the noted
criteria, this means that one’s degree of belief should become high enough for us to
describe one’s commitment as plain belief. In other words, one comes to believe that
the theory’s working posits are approximately true. But in these cases that would be a
mistake, at least for most accounts of ‘working’.
Can the realist hope to adjust her success-to-truth inference even further, without
it looking like a desperate attempt to overcome the historical challenge in any way
however ad hoc? In fact the emphasis on confirmation provides the realist with another
very important card to play. The success-to-truth inference in the realism debate has
always rested upon the ‘nomiracles argument’. The argument—in its ‘local’ or ‘retail’
form23—states that a novel predictive success issuing from a completely false theory
would be tantamount to a miracle. Therefore, if a theory achieves novel predictive
success, we ought to believe that theory (or at least its ‘working parts’) to be approx-
imately true. But as it stands this allows for the following: we ought to believe in
the working parts of a theory which makes hundreds of totally false (even bizarre)
predictions so long as it has achieved one novel predictive success. This is absolutely
anathema to the Bayesian updating approach. According to this approach we settle
our degree of belief taking into account all of the successes and failures of a given
theory. The formula works iteratively: each posterior degree of belief P(W |E) is
plugged back into the formula as a prior degree of belief P(W ) when we consider
the next relevant empirical result. A single novel predictive success taken on its own
might increase our degree of belief dramatically, but several disconfirmations of the
22 Depending on the account of confirmation favoured, some realists could simply include what Hájek and
Joyce (2008) call ‘Surprisingness’: ‘For fixed values of P(E|H) and P(H) with P(E | H ) > P(E), the degree
to which E confirms H decreases with increases in P(E).’
23 The ‘global’ or ‘wholesale’ form of the no miracles argument states that the overall success of science
would be a miracle if our scientific theories were not approximately true (generally speaking). As already
noted above, ‘global’ perspectives on the realism debate have gradually gone out of favour, replaced by
‘local’ perspectives.
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theory will immediately bring that degree of belief back down (assuming for present
purposes that the Duhem–Quine thesis is appropriately taken into account). Indeed, if
one avoids a ‘knee-jerk’ account of doxastic updating, and instead considers a body
of evidence (evidence against as well as evidence for) over a period of time, then the
realist never believes the hypotheses in question despite the novel predictive successes
they give rise to.
The case of Velikovsky is again instructive here. Somebody might protest against
my discussion, above, where I suggested that Velikovsky’s prediction of the surface
temperature ofVenus should onlymarginally increase our degree of belief in the theory
(e.g. from 0.2 to 0.31). Perhaps my numbers were unrepresentative: P(E |¬T ) should
have been 0.3 (say), and P(E |T ) should have been 1 (perhaps). If so, our degree of
belief would increase from 0.2 to 0.45, and if we started at 0.5 our degree of belief
would increase to 0.77. This makes the success look more significant, but it still pales
into insignificance when one considers all the empirical failures of the theory. Just
to give one example, Velikovsky (1950) claims not only that Venus should be hot,
but also (and for the same reasons) that Mars should be hot (pp. 367–368). As Sagan
(1979, p. 113) points out, Mars is not ‘hot’ (on any reasonable interpretation of ‘hot’),
and this was even known before 1950. How should this affect our degree of belief in
the theory? Suppose, following the Venus success, we start with P(T ) = 0.77. Now,
the probability of Mars not being hot if the theory is true is very small, because the
theory predicts that Mars will be hot. Suppose it doesn’t entail it, but the probability is
0.9. This means that P(E |T ) = 0.1, where the empirical result is that Mars is not hot.
To generate a result with the Bayes formula we also need to know P(E |¬T ); in other
words, we need to know the probability that Mars will not be hot on the assumption
that Velikovsky’s theory is false. This must be very high, since without the theory
there is no reason to assume that Mars will be ‘hot’, and every reason to assume that it
will be precisely the temperature it should be given its distance from the sun. Thus it
makes sense to set P(E |¬T ) at 0.9. Crunching the numbers, we find that, following
the Mars result, our degree of belief in Velikovsky’s theory drops dramatically from
0.77 to 0.27.
The point here is not that we should follow these numbers precisely, nor even that
scientific realists should beBayesians.What the above calculations illustrate, however,
is that a single novel predictive success should not, on its own, convince us of the
approximate truth of a theory’s working posits. Instead it is crucial to consider also
any dramatic disconfirmations of those sameworking posits, and adjust one’s credence
in the working posits accordingly. The case of Velikovsky is an easy case, but this same
thinking can be applied to at least some of the remaining serious historical challenges
to contemporary realism. E.g. Sommerfeld’s predictive success concerning the fine
structure of hydrogen no doubt should increase our degree of belief dramatically, but
the failure of his theory when it comes to helium (or indeed any element heavier
than hydrogen) should surely decrease our degree of belief. How much isn’t clear,
and Bayes’ formula might not be able to help us much here. But the fact remains
that the successes of Sommerfeld’s theory are half the story at most, and a simple
inference from success (however impressive) to truth cannot be part of a defensible
realist position.
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5 Taking stock
It’s time to take stock and consider what a realistic success-to-truth inference might
look like. The discussion so far has led to the following Qualified Realist Statement
(fine tuning aside):
One should believe the working posits of a theory to be (approximately) true
just when one’s degree of belief in those working posits becomes very high, and
one’s degree of belief should be proportioned to the evidence in the following
way: whenever a theory achieves novel predictive success, one’s degree of belief
should increase to the degree that the prediction is risky (the empirical result pre-
dicted has a low prior probability), but at the same time disconfirmations should
decrease one’s degree of belief: (a) to the extent that the negation of the empir-
ical result in question is expected if the working posits are approximately true
(other things being equal, the greater this expectation the greater the disconfir-
mation), and also (b) to the extent that the actual empirical result is expected if
the working posits are false (other things being equal, the greater this value the
greater the disconfirmation).24
We’ve come a long way from the original ‘no miracles’ formulation of Boyd, Putnam,
Leplin and others in the 1970s and 80s. But each qualification is independently moti-
vated even if each qualification was in fact introduced in response to an anti-realist
objection:
(i) Success can’t feasibly indicate absolute truth, but at best approximate truth.
(i) There is no warrant for belief in the truly ‘idle’ parts of a theory which has been
successful.
(iii) Success, even novel predictive success, comes in degrees (cf. Fahrbach 2011);
for example, the realist should be influenced to the extent that a prediction is
‘risky’.
(iv) Disconfirmations of a theory’s working posits should reduce our confidence in
those working posits (even if those same working posits are responsible for
dramatic predictive successes).
Each of these qualifications is ‘out there’ in the literature, but realists have thus-far
failed to bring it all together to fully articulate their position. No surprise, then, that
anti-realists continue to bring historical evidence to bear on realism which would
indeed be problematic for early versions of the success-to-truth inference, but which
poses no problem when the noted qualifications are added.25
24 Howson’s (2013) criticisms of the ‘nomiracles argument’ fail to threaten this formulation of the success-
to-truth inference. Howson makes no attempt to address the selective realist move, and doesn’t consider
cases where several successes accumulate. Nor does he consider the fact that in real science, to be considered
by the scientific community at all, a theory must have a significant prior probability much(!) higher than
the hypothetical example Howson discusses of a theory with a prior probability of 0.001.
25 The generalmove from a ‘strong’ realist statement to a ‘weak’ realist statement has been popular amongst
realists over the past 40 years or so. As Devitt (1997, p. 109) puts it, “the weaker the realism, the more easy
it is to defend.” However, Devitt defends a weakened form of realism “for tactical reasons” (ibid.). In my
opinion realists should embrace a weak form of realism not at all for tactical reasons, but rather because of
the strength of the arguments against strong versions of realism (including the historical evidence).
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Without question,major challenges lie ahead concerning the aboveQualifiedRealist
Statement. The qualifications do help to defend against attacks, but they also intro-
duce new challenges. There continues a heated debate concerning how to identify the
‘working posits’, and indeed whether it is even possible to identify working posits
except retrospectively following a period of scientific change.26 The antirealist will
no doubt be concerned, too, that no historical challenge can threaten the realist given
how abstract and vague her commitments becomewhen ‘working posits’ is interpreted
structurally, and the specific definition of ‘structure’ is left vague. Then there is the
long-standing concern that appeal to ‘approximate truth’ is empty so long as the realist
cannot offer a theory of ‘approximate truth’ which has not met with severe criticism. In
addition the confirmationist turn means that the realist cannot help but get embroiled
in the complexities of debates concerning confirmation theories. If the realist takes
the Bayesian approach there are all the usual challenges to consider: the question of
subjective versus objective Bayesianism, the problem of old evidence, the problem of
the priors, whether we are talking about group-level degrees of belief or degrees of
belief for individual scientists, how to accommodate the Duhem-Quine thesis, and so
on.
There is also the added difficulty of articulating exactly howBayesian epistemology
can accommodate a focus on ‘working posits’ as opposed to theories. Swapping ‘T’
for ‘W’, as above, is just a quick fix for a potentially thorny problem. What happens,
for example, when the set of working posits varies depending on the specific prediction
we are considering, with some posits featuring more often than others?27 This strikes
me as quite realistic, and will result in all different degrees of belief for all different
hypotheses at a given time (even for a single scientist). For any individual prediction
of ‘E’, P(W ) must then apparently refer to the product of one’s credences in the
working posits in play. And any increase from P(W ) to P(W, E) will then need to be
distributed fairly across each of the working posits. There are significant complexities
lurking here.
This leaves the realist with a lot of work to do. But the historical challenge to realism
has been amajor problem for a very long time. TheQualified Realist Statement, above,
might just be consistent with all the historical challenges which have been brought to
bear. And this isn’t because it is impervious to historical counter-example: if all the
conditionswere satisfied the realist could end up committing doxastically to something
thatwas not even approximately true (on any reasonable interpretation of ‘approximate
truth’). For example, in light of the Qualified Realist Statement the case of Dirac’s
prediction of the positron needs to be re-investigated, and it could turn out that this
case remains highly problematic. But if not, and all the historical cases noted above
are consistent with the Qualified Realist Statement, then perhaps the philosophical
price to pay for adopting the position is outweighed by the gains.
26 For recent optimism see Votsis (2011a) and Vickers (2013a, Sect, 6). For scepticism from an antirealist
see Stanford (2003, p. 915; 2006, pp. 173–180; 2009, p. 385); for scepticism from a realist see Saatsi (2015).
27 Thanks to an anonymous referee for pushing me on this point.
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