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Abstract: We consider the problem of reconstructing binary images from their horizontal and
vertical projections. We present a condition that the projections must necessarily satisfy when
there exist two disjoint reconstructions from those projections. More generally, we derive an
upper bound on the symmetric difference of two reconstructions from the same projections. We
also consider two reconstructions from two different sets of projections and prove an upper bound
on the symmetric difference in this case.
1 Introduction
Discrete tomography is concerned with problems such as reconstructing binary images on
a lattice from given projections in lattice directions [6]. Each point of a binary image has
a value equal to zero or one. The line sum of a line through the image is the sum of the
values of the points on this line. The projection of the image in a certain lattice direction
consists of all the line sums of the lines through the image in this direction.
Discrete tomography has applications in a wide range of fields. The most important are
electron microscopy [7] and medical imaging [5, 12], but there are also applications in
nuclear science [8, 9] and various other fields [11, 13].
For any set of directions, it is possible to construct binary images that are not uniquely
determined by their projections in those directions [6, Theorem 4.3.1]. The problem of
deciding whether an image is uniquely determined by its projections and the problem of
reconstructing it are NP-complete for any set of more than two directions [4]. For exactly
two directions, these problems can be solved in polynomial time. Already in 1957, Ryser
described an algorithm to reconstruct binary images from their horizontal and vertical
projections and characterised the set of projections that correspond to a unique binary
image [10].
When a binary image is not uniquely determined by its projections, the reconstruction may
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not be equal to the original image. In practical applications, it is important to know whether
the reconstruction is a good approximation of the original image. In some applications it
may be sufficient to find a reconstruction of which a large part is guaranteed to belong to
the original image. It is also interesting from a theoretical point of view to find bounds on
how much two images with the same projections can differ, and to have conditions under
which the two images can be completely disjoint.
There is a simple bound in the case of two directions: if the image is contained in an m×n-
rectangle and a certain row sum is equal to a ≥ 1
2
n, then the difference in that row can be
at most 2a− n. If on the other hand a row sum is equal to b < 1
2
n, then the difference in
the row can be at most 2b. Summing over all m rows gives an upper bound on the size of
the symmetric difference of two different reconstructions. While this bound may be quite
good in some special cases, it is not very good in general.
In this paper we will use a different approach, based on the work in [3]. There the concept of
staircases, introduced by Alpers [1], was used to compare an arbitrary image to a uniquely
determined image. Here we generalise this methode in order to compare two arbitrary bi-
nary images. We use a uniquely determined image that is as close as possible to the original
image. We characterise such images in Theorem 1. We then consider two reconstructions
of the same original image and prove bounds on the intersection and symmetric difference
of the two reconstructions in Theorems 2 and 4. As a consequence of these results, we find
a condition on the projections that must hold when the reconstruction and the original
image are disjoint.
In Theorem 3 we show that we can construct a uniquely determined image that is guaran-
teed to have a large intersection with the original image. As a consequence of these results,
we find a condition on the projections that must hold when the reconstruction and the
original image are disjoint. To complement this result, we state conditions under which
no individual point must necessarily belong to the original image (these conditions are a
direct consequence of a theorem by Anstee [2]). Finally, we will consider two different sets
of horizontal and vertical projections and prove an upper bound for the difference between
two reconstructions in this case.
2 Notation
Let F be a finite subset of Z2 with characteristic function χ. (That is, χ(x, y) = 1 if and
only if (x, y) ∈ F .) For i ∈ Z, we define row i as the set {(x, y) ∈ Z2 : x = i}. We call i the
index of the row. For j ∈ Z, we define column j as the set {(x, y) ∈ Z2 : y = j}. We call j
the index of the column. We order the rows and columns as is usual for a matrix: the row
numbers increase when going downwards; the column numbers increase when going to the
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right.
The row sum ri is the number of elements of F in row i, that is ri =
∑
j∈Z χ(i, j). The
column sum cj of F is the number of elements of F in column j, that is cj =
∑
i∈Z χ(i, j).
We refer to both row and column sums as the line sums of F . We will usually only consider
finite sequences {r1, r2, . . . , rm} and {c1, c2, . . . , cn} of row and column sums that contain
all the nonzero line sums.
We call F uniquely determined by its line sums or simply uniquely determined if the fol-
lowing property holds: if F ′ is a subset of Z2 with exactly the same row and column sums
as F , then F ′ = F . Suppose F is uniquely determined and has row sums r1, r2, . . . , rm.
For each j with 1 ≤ j ≤ maxi ri we can count the number #{l : rl ≥ j} of row sums that
are at least j. These numbers are exactly the non-zero column sums of F (in some order).
This is an immediate consequence of Ryser’s theorem ([10], see also [6, Theorem 1.7]).
Suppose we have two finite subsets F1 and F2 of Z2. For h = 1, 2 we denote the row and
column sums of Fh by r
(h)
i , i ∈ Z, and c(h)j , j ∈ Z, respectively. Define
α(F1, F2) =
1
2
(∑
j∈Z
|c(1)j − c(2)j |+
∑
i∈Z
|r(1)i − r(2)i |
)
.
Note that α(F1, F2) is always an integer, since 2α(F1, F2) is congruent to∑
j∈Z
(
c
(1)
j + c
(2)
j
)
+
∑
i∈Z
(
r
(1)
i + r
(2)
i
)
= 2|F1|+ 2|F2| ≡ 0 mod 2.
We will sometimes refer to
∑
j∈Z |c(1)j − c(2)j | as the difference in the column sums and to∑
i∈Z |r(1)i − r(2)i | as the difference in the row sums.
In order to describe the symmetric difference between two sets F1 and F2, we use the notion
of a staircase, first introduced by Alpers [1].
Definition 1. A set of points (p1, p2, . . . , pn) in Z2 is called a staircase if the following two
conditions are satisfied:
• for each i with 1 ≤ i ≤ n − 1 one of the points pi and pi+1 is an element of F1\F2
and the other is an element of F2\F1;
• either for all i the points p2i and p2i+1 are in the same column and the points p2i+1
and p2i+2 are in the same row, or for all i the points p2i and p2i+1 are in the same
row and the points p2i+1 and p2i+2 are in the same column.
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3 Some lemmas
We prove some lemmas that we will use later for our main results.
Lemma 1. Let a1 ≥ a2 ≥ . . . ≥ an be non-negative integers. Let m ≥ maxj aj. For
1 ≤ i ≤ m, define bi = #{j : aj ≥ i}. Then for 1 ≤ j ≤ n we have aj = #{i : bi ≥ j}.
Proof. We have b1 ≥ b2 ≥ . . . ≥ bm. Hence for 1 ≤ j ≤ n we have
#{i : bi ≥ j} = max{i : bi ≥ j} = max{i : max{l : al ≥ i} ≥ j}.
For a fixed i we have
max{l : al ≥ i} ≥ j ⇐⇒ aj ≥ i,
hence
max{i : max{l : al ≥ i} ≥ j} = max{i : aj ≥ i} = aj.
This completes the proof.
Lemma 2. Let F be a uniquely determined finite subset of Z2 with row sums ri, i ∈ Z,
and column sums cj, j ∈ Z, respectively. If for integers i1, i2 and j0 we have (i1, j0) ∈ F
and (i2, j0) 6∈ F , then ri1 > ri2.
Proof. As F is uniquely determined, we have the following characterisation of its elements
[6, p. 17]: a point (x, y) is an element of F if and only if rx ≥ #{l : cl ≥ cy}. So if
(i1, j0) ∈ F and (i2, j0) 6∈ F , we have ri1 ≥ #{l : cl ≥ cj0} > ri2 .
Let F1 and F2 be finite subsets of Z2, such that F1 is uniquely determined and |F1| = |F2|.
Denote the row sums of F1 by ri, i ∈ Z. Let α = α(F1, F2). The symmetric difference
F1 4 F2 is the disjoint union of α staircases [3]. Consider such a staircase with points
(x1, y1), (x2, y2), . . . , (xt, yt) ∈ F1\F2 and (x2, y1), (x3, y2) . . . , (xt, yt−1) ∈ F2\F1. (The stair-
case may contain another point of F2\F1 in row x1 and another one in column yt, but this
is irrelevant here.) By Lemma 2 we have
rx1 > rx2 > . . . > rxt .
Hence the rows x1, x2, . . . , xt of F1 have pairwise different line sums.
Lemma 3. We have
|F14 F2| ≤ α
√
8|F1|+ 1− α.
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Proof. Let n be the largest positive integer such that |F1| ≥ 12n(n+ 1). Suppose F1 has at
least n+ 1 distinct positive row sums. Then
|F1| ≥ 1 + 2 + · · ·+ n+ (n+ 1) = 1
2
(n+ 1)(n+ 2),
which contradicts the maximality of n. So F1 has at most n distinct positive row sums.
Any staircase of F14 F2 therefore contains elements of F1\F2 in at most n different rows.
So the total number of elements of F1\F2 cannot exceed αn. Hence |F1 4 F2| ≤ 2αn. On
the other hand, we have 2|F1| ≥ n2 + n = (n + 12)2 − 14 , thus n ≤
√
2|F1|+ 14 − 12 . We
conclude
|F14 F2| ≤ α
√
8|F1|+ 1− α.
Remark 1. We will also use the slightly weaker estimate
|F14 F2| ≤ 2α
√
2|F1|.
4 Uniquely determined neighbours
Consider a set F2 that is not uniquely determined by its line sums. We are interested in
how close – in some sense – this set is to being uniquely determined. We define the distance
between F2 and a uniquely determined set F1 as α(F2, F1). The smallest possible value of
α(F2, F1) then indicates how close F2 is to being uniquely determined. It turns out that
we can characterise in a very simple way the sets F1 for which α(F2, F1) is minimal.
Theorem 1. Let F2 be a finite subset of Z2 with non-zero row sums r1 ≥ r2 ≥ . . . ≥ rm
and non-zero column sums c1 ≥ c2 ≥ . . . ≥ cn. Put aj = #{i : ri ≥ j}, 1 ≤ j ≤ n, and bi =
#{j : cj ≥ i}, 1 ≤ i ≤ m. Define α0 = min{α(F2, F ) : F is a uniquely determined set}.
Let F1 be a uniquely determined set with row sums u1 ≥ u2 ≥ . . ., and column sums
v1 ≥ v2 ≥ . . .. Then the following conditions are equivalent:
(i) α(F2, F1) = α0,
(ii) for all j ≥ 1 we have
{
min(aj, cj) ≤ vj ≤ max(aj, cj) if 1 ≤ j ≤ n,
vj = 0 otherwise,
(iii) for all i ≥ 1 we have
{
min(bi, ri) ≤ ui ≤ max(bi, ri) if 1 ≤ i ≤ m,
ui = 0 otherwise.
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Proof. We will prove the equivalence of (i) and (ii). By symmetry the equivalence of (i)
and (iii) then follows. During the proof, we will use several times the fact that ui = #{j :
vj ≥ i}, i ≥ 1, as F1 is uniquely determined (see Section 2).
(i) ⇒ (ii). Suppose F1 does not satisfy (ii). Then either vj 6= 0 for some j > n, or
vj < min(aj, cj) for some j with 1 ≤ j ≤ n, or vj > max(aj, cj) for some j with 1 ≤ j ≤ n.
In each of those three cases we will prove that there exists a uniquely determined set F ′1
such that α(F2, F
′
1) < α(F2, F1), which implies that F1 does not satisfy (i).
Case 1: there is an l > n such that vl 6= 0. As for all j ∈ {1, 2, . . . , n} we have vj ≥ vl,
we must have uvl = #{j : vj ≥ vl} ≥ n + 1. Now consider the set F ′1 with the same row
and column sums as F1, except that the column sum with index l is exactly 1 smaller and
the row sum with index vl is exactly 1 smaller. Note that this set is uniquely determined.
Since either vl > m (so rvl does not exist) or rvl ≤ n, the difference in the row sums of F ′1
and F2 is 1 less than the difference in the row sums of F1 and F2. The same holds for the
differences in the column sums. So α(F2, F
′
1) < α(F2, F1).
Case 2: there is a k ∈ {1, 2, . . . , n} such that vk < min(ak, ck). Assume that k is the smallest
positive integer with this property. Define F ′1 such that its row sums u
′
i and column sums
v′j are as follows:
u′i =
{
ui + 1 if i = vk + 1,
ui otherwise,
v′j =
{
vk + 1 if j = k,
vj otherwise.
If k = 1, then the column sums of F ′1 are obviously non-increasing. If k ≥ 2, then
vk−1 ≥ min(ak−1, ck−1) ≥ min(ak, ck) > vk,
so v′k−1 = vk−1 ≥ vk + 1 = v′k, hence the column sums are non-increasing in this case as
well. For the row sums we have u′i = #{j : v′j ≥ i}, which shows that the row sums are
non-increasing and that F ′1 is uniquely determined.
Clearly, the difference in the column sums has decreased by 1 when changing from F1 to
F ′1. The difference in the row sums has changed by |uvk+1 + 1− rvk+1| − |uvk+1− rvk+1|. We
have uvk+1 = #{j : vj ≥ vk + 1} < k. By Lemma 1 we have rvk+1 = #{j : aj ≥ vk + 1} and
therefore rvk+1 ≥ k, using ak ≥ min(ak, ck) ≥ vk + 1. Hence uvk+1 < rvk+1 and therefore
the difference in the row sums has decreased by 1. So α(F2, F
′
1) < α(F2, F1).
Case 3: there is a k ∈ {1, 2, . . . , n} such that vk > max(ak, ck). This is analogous to Case
2.
(ii) ⇒ (i). Suppose F1 satisfies (ii). Consider the uniquely determined set with column
sums min(aj, cj), 1 ≤ j ≤ n, and non-increasing row sums. Then we can build F1 starting
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from this set by adding new points one by one. Starting in the column with index 1, we add
points to each column until there are vj points in column j. The points added in column j
are in rows min(aj, cj) + 1, . . . , vj in that order. In this way, in every step the constructed
set has non-increasing row and column sums and is uniquely determined. We will prove
that the value of α does not change in each step, which implies that the value of α of the
set we started with is equal to α(F2, F1). That proves that all sets F1 satisfying (ii) have
the same value α(F2, F1). This must then be the minimal value α0, since we proved in the
first part that the minimal value occurs among the sets F1 satisfying (ii).
Now assume that F1 satisfies (ii) and let k be such that vk < max(ak, ck) and if k ≥ 2,
then vk < vk−1. It suffices to prove that if we add the point (k, vk +1) to F1, then the value
of α does not change. (Whenever we add a point in the procedure described above, the
conditions vk < max(ak, ck) and vk < vk−1 hold.) So define F ′1 as the uniquely determined
set with row sums u′i and column sums v
′
j satisfying
u′i =
{
ui + 1 if i = vk + 1,
ui otherwise,
v′j =
{
vk + 1 if j = k,
vj otherwise.
We will prove that α(F2, F
′
1) = α(F2, F1). We distinguish two cases.
Case 1: ak ≤ vk < ck. By changing from F1 to F ′1 the difference in the column sums has
decreased by 1. We have uvk+1 = #{j : vj ≥ vk+1} = k−1, as either k = 1 or vk−1 ≥ vk+1.
Also, by Lemma 1 we have rvk+1 = #{j : aj ≥ vk + 1} ≤ k − 1, since ak < vk + 1. So
uvk+1 ≥ rvk+1, which shows that the difference in the row sums has increased by 1. Hence
α(F2, F
′
1) = α(F2, F1).
Case 2: ck ≤ vk < ak. By changing from F1 to F ′1 the difference in the column sums
has increased by 1. We have uvk+1 = k − 1 as in Case 1. Also, by Lemma 1 we have
rvk+1 = #{j : aj ≥ vk + 1} ≥ k, since ak ≥ vk + 1. So uvk+1 < rvk+1, which shows that the
difference in the row sums has decreased by 1. Hence α(F2, F
′
1) = α(F2, F1).
This completes the proof of the theorem.
Remark 2. We can always permute the rows and columns such that the row and column
sums of F2 are non-increasing, so this condition in the above theorem is not a restriction.
However, the monotony of the line sums of F1 is a slight restriction. There may be a
uniquely determined set F1 satisfying α(F2, F1) = α0 while its row and column sums are
not non-increasing. However, reordering the row and column sums so that they are non-
increasing never increases the differences with the row and column sums of F2. So define
in that case a set F ′1 with the same row and column sums as F1, except that the line sums
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of F ′1 are ordered non-increasingly. Then α(F2, F
′
1) = α(F2, F1) = α0, so F
′
1 satisfies the
conditions of the theorem and (i) and therefore satisfies (ii) and (iii).
Let F2 be a set with row sums r1, r2, . . . , rm and column sums c1, c2, . . . , cn, not necessarily
non-increasing. Let σ be a permutation of {1, 2, . . . , n} such that cσ(1) ≥ cσ(2) ≥ . . . ≥ cσ(n).
Consider the uniquely determined set F1 with row sums u1 = r1, u2 = r2, . . . , um = rm and
column sums v1, v2, . . . , vn such that vσ(1) ≥ vσ(2) ≥ . . . ≥ vσ(n). According to Theorem 1
we have α(F2, F1) = α0, where α0 = min{α(F2, F ) : F is a uniquely determined set}. Such
a set F1 we call a uniquely determined neighbour of F2. Note that F2 may have more than
one uniquely determined neighbour, as there may be more possibilities for σ if some of the
column sums of F2 are equal. Also note that if F3 is another set with row sums r1, r2, . . . ,
rm and column sums c1, c2, . . . , cn, then F1 is a uniquely determined neighbour of F3 if
and only if it is a uniquely determined neighbour of F2.
It is easy to compute the line sums of a uniquely determined neighbour of F2 and hence it
is easy to find α0.
5 Sets with equal line sums
Consider a set F2 that is not uniquely determined by its line sums. When attempting to
reconstruct F2 from its line sums, one may end up with a different set F3 that has the same
line sums as F2. It is interesting to know whether F3 is a good approximation of F2 or not.
In some cases, F3 may be disjoint from F2, but in other cases, F2 and F3 must have a large
intersection. We shall derive an upper bound on F2 4 F3 that depends on the size of F2
and on how close F2 is to being uniquely determined, in the sense of the previous section.
Both parameters can easily be computed from the line sums of F2.
Theorem 2. Let F2 and F3 be finite subsets of Z2 with the same line sums. Let F1 be a
uniquely determined neighbour of F2 and F3. Put α = α(F2, F1). Then
|F24 F3| ≤ 2α
√
8|F2|+ 1− 2α.
Proof. By Lemma 3 we have α
√
8|F2|+ 1− α as an upper bound for both |F1 4 F2| and
|F14 F3|. Hence
|F24 F3| ≤ |F14 F2|+ |F14 F3| ≤ 2α
√
8|F2|+ 1− 2α.
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While we may not be able to reconstruct the set F2, as it is not uniquely determined, we
can reconstruct a uniquely determined neighbour F1 of F2. When F2 is quite close to being
uniquely determined, it must have a large intersection with F1. Hence we know that at
least a certain fraction of the points of F1 must belong to F2. The next theorem gives a
bound for this fraction.
Theorem 3. Let F2 be a subset of Z2. Let F1 be a uniquely determined neighbour of F2.
Put α = α(F2, F1). Then
|F2 ∩ F1|
|F2| ≥ 1−
√
2α√|F2| .
Proof. By Remark 1 we have |F14 F2| ≤ 2α
√
2|F2|. Hence
|F1 ∩ F2| = |F2| − 1
2
|F14 F2| ≥ |F2| − α
√
2|F2|.
Dividing by |F2| yields the theorem.
Similarly, we can find a lower bound on the part of F2 that must belong to any other
reconstruction F3.
Theorem 4. Let F2 and F3 be finite subsets of Z2 with the same line sums. Let F1 be a
uniquely determined neighbour of F2 and F3. Put α = α(F2, F1). Then
|F2 ∩ F3|
|F2| ≥ 1−
2
√
2α√|F2| .
Proof. By Remark 1 we have |F14 F2| ≤ 2α
√
2|F2| and |F14 F3| ≤ 2α
√
2|F2|. Hence
|F24 F3| ≤ 4α
√
2|F2|.
So
|F2 ∩ F3| = |F2| − 1
2
|F24 F3| ≥ |F2| − 2α
√
2|F2|.
Dividing by |F2| yields the theorem.
Corollary 1. If F2 and F3 are disjoint sets with the same line sums, then
|F2| ≤ 8α2.
Proof. If F2 and F3 are disjoint sets, then
|F2∩F3|
|F2| = 0, so by Theorem 4
0 ≥ 1− 2
√
2α√|F2| ,
which we can rewrite as |F2| ≤ 8α2.
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Theorem 3 shows that for given row and column sums that a set F2 must satisfy, we can find
a set of points F1 such that a any possible set F2 must contain a subset of F1 with a certain
size. However, it may happen that none of the individual points of F1 must necessarily
belong to such a set F2. It is possible to determine from the line sums the intersection of
all possible sets F2, see e.g. [2, Theorem 3.4]. The following statement is a particular case
of that theorem.
Theorem 5. Let F2 be a subset of Z2 with column sums c(2)1 ≥ c(2)2 ≥ . . . ≥ c(2)n . Let F1 be
a uniquely determined neighbour of F2 with column sums c
(1)
1 ≥ c(1)2 ≥ . . . ≥ c(1)n . Suppose
l∑
j=1
c
(1)
j >
l∑
j=1
c
(2)
j for l = 1, 2, . . . , n− 1.
Then for all (i, j) ∈ F2 there exists a set F3 with the same row and column sums as F2
such that (i, j) 6∈ F3.
We illustrate the theorems in this section by the following example.
Example 1. Let m and n be positive integers. Let row sums r1, r2, . . . , rn be given by
ri = (n− i+ 1)m for 1 ≤ i ≤ n. Let column sums c1, c2, . . . , c(n+1)m be given by
• cj = n− 1 for 1 ≤ j ≤ m,
• clm+j = n− l for 1 ≤ l ≤ n− 1, 1 ≤ j ≤ m.
• cj = 1 for nm+ 1 ≤ j ≤ (n+ 1)m.
The uniquely determined set F1 with row sums r1, r2, . . . , rn has column sums c
′
1, c
′
2, . . . ,
c′(n+1)m given by c
′
lm+j = n− l for 0 ≤ l ≤ n, 1 ≤ j ≤ m. For any set F2 with row sums r1,
r2, . . . rn and column sum c1, c2, . . . , c(n+1)m we have α = α(F1, F2) = m: the row sums of
F1 and F2 are the same, while the column sums of the first m and last m columns differ
by exactly 1.
Construct sets F2 and F3 as follows. In row i, 1 ≤ i ≤ n, the elements of F2 are in columns
1, 2, . . . , (n− i)m and in columns (n− i + 1)m + 1, (n− i + 1)m + 2, . . . , (n− i + 2)m.
In row i, 1 ≤ i ≤ n − 1, the elements of F3 are in columns 1, 2, . . . , (n − i + 1)m. In
row n the elements of F3 are in columns nm + 1, nm + 2, . . . , (n + 1)m. The sets F2
and F3 both have row sums r1, r2, . . . rn and column sum c1, c2, . . . , c(n+1)m. We have
|F2| = |F3| = |F1| = 12mn(n+ 1).
Theorem 2 states that
|F24 F3| ≤ 2m
√
4mn(n+ 1) + 1− 2m,
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Figure 1: Example 1 with n = 5 and m = 3. The set F2 consists of the white and black-and-white
points, while F3 consists of the black and black-and-white points.
while it actually holds that |F24 F3| = 2mn.
Theorem 3 states that
|F1 ∩ F2|
|F2| ≥ 1−
√
2m√
1
2
mn(n+ 1)
≥ 1− 2
√
m
n
,
while it actually holds that
|F1 ∩ F2|
|F2| =
1
2
mn(n− 1)
1
2
mn(n+ 1)
=
n− 1
n+ 1
= 1− 2
n+ 1
.
Finally note that F2 meets the conditions of Theorem 5, so none of the points of F2 is
contained in every set that has the same line sums as F2.
6 Sets with different line sums
First consider two uniquely determined finite subsets F1 and F
′
1 of Z2. Let the row sums
of F1 be denoted by r1, r2, . . . , rm and let the row sums of F
′
1 be denoted by r
′
1, r
′
2, . . . ,
r′m. Without loss of generality, we may assume that r1 ≥ r2 ≥ . . . ≥ rm.
Let T be a staircase of which the elements are contained in the rows i1 < i2 < . . . < ik.
Let (it, j) ∈ F1\F ′1 and (it+1, j) ∈ F ′1\F1 be elements of T . By Lemma 2 we have rit > rit+1
and r′it < r
′
it+1
. Row i1 must contain an element of F1\F ′1 of T , and row ik must contain
an element of F ′1\F1 of T . Hence we can apply this for t = 1, 2, . . . , k − 1, and we find
ri1 > ri2 > . . . > rik ,
r′i1 < r
′
i2
< . . . < r′ik .
Assume without loss of generality that there is at least one value of t for which r′it−rit ≥ 0.
(Otherwise, reverse the role of r′i and ri in what follows.) Let
u = min{r′it − rit : r′it − rit ≥ 0}
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and let s be such that r′is − ris = u. We distinguish two cases: u = 0 and u ≥ 1.
Case 1: suppose u = 0. For t ≥ s we have rit ≤ ris − (t− s) and r′it ≥ r′is + (t− s), hence
r′it − rit ≥ r′is − ris + 2(t− s) = 2(t− s) ≥ 0,
so
|r′it − rit | ≥ 2(t− s).
For t < s we have rit ≥ ris + (s− t) and r′it ≤ r′is − (s− t), hence
r′it − rit ≤ r′is − ris − 2(s− t) = −2(s− t) < 0,
so
|r′it − rit | ≥ 2(s− t).
Now we have
k∑
t=1
|r′it − rit | ≥
s−1∑
t=1
2(s− t) +
k∑
t=s
2(t− s)
= 2s2 + (−2k − 2)s+ (k2 + k)
≥ 2
(
k + 1
2
)2
+ (−2k − 2)k + 1
2
+ (k2 + k)
= 1
2
k2 − 1
2
.
Case 2: suppose u ≥ 1. Similarly to the first case, we have for t ≥ s:
|r′it − rit| ≥ 2(t− s) + 1.
If s = 1, there are no t < s to consider. Assume s ≥ 2. Then r′is−1 − ris−1 < r′is − ris = u,
so by the minimality of u we must have r′is−1 − ris−1 ≤ −1. Similarly to above, we have
|r′it − rit| ≥ 2(s− t)− 1.
Hence
k∑
t=1
|r′it − rit | ≥
s−1∑
t=1
(2(s− t)− 1) +
k∑
t=s
(2(t− s) + 1)
= 2s2 + (−2k − 4)s+ (k2 + 2k + 2)
≥ 2
(
k + 2
2
)2
+ (−2k − 4)k + 2
2
+ (k2 + 2k + 2)
= 1
2
k2.
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In both cases we have
∑k
t=1 |r′it − rit| ≥ 12k2− 12 , and since the sum must be an integer, we
have
k∑
t=1
|r′it − rit | ≥ b12k2c.
Hence the difference between the row sums of F1 and F
′
1 is at least b12k2c. Similarly, if T is
a staircase that contains elements in k columns, the difference between the column sums
of F1 and F
′
1 is at least b12k2c.
Theorem 6. Let F1 and F
′
1 be uniquely determined finite subsets of Z2. Put α1 = α(F1, F ′1).
Then
|F14 F ′1| ≤ 2α1
√
2α1 + 1− α1.
Proof. Consider all staircases in F1 4 F ′1, and let T be one with the maximal number of
elements. We distinguish two cases.
• Suppose T has 2k + 1 elements for some k ≥ 0. Then exactly k + 1 rows and k + 1
columns contain elements of T . By the argument above, we have
2α1 ≥
⌊
1
2
(k + 1)2
⌋
+
⌊
1
2
(k + 1)2
⌋ ≥ (k + 1)2 − 1 = k2 + 2k.
This implies k + 1 ≤ √2α1 + 1 and therefore 2k + 1 ≤ 2
√
2α1 + 1− 1.
• Suppose T has 2k elements for some k ≥ 1. Then either k rows and k+ 1 columns or
k + 1 rows and k columns contain elements of T . By the argument above, we have
2α1 ≥
⌊
1
2
(k + 1)2
⌋
+
⌊
1
2
k2
⌋
= 1
2
(k + 1)2 + 1
2
k2 − 1
2
= k2 + k.
This implies k + 1
2
≤
√
2α1 +
1
4
and therefore 2k ≤ 2
√
2α1 +
1
4
− 1.
All α1 staircases of F14F2 have at most as many elements as T , so in both cases we have
|F14 F ′1| ≤ 2α1
√
2α1 + 1− α1.
Remark 3. It is remarkable that the bound in Theorem 6 does not depend on the sizes
of F1 and F
′
1. Such a dependency cannot be avoided if one of the two sets is not uniquely
determined, as in Lemma 3. To show this, notice that in Example 1 for fixed α = m the
symmetric difference |F14F2| becomes arbitrarily large when n tends to infinity. Theorem
6 shows that this cannot happen if both sets are uniquely determined.
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Figure 2: Example 2 with n = 7. The set F1 consists of the white and black-and-white points,
while F ′1 consists of the black and black-and-white points.
Example 2. Let n > 1 be an integer. Define ri = n − i for 1 ≤ i ≤ n and r′n = n.
Let F1 be the uniquely determined set with row and column sums r1, r2, . . . , rn. Let F
′
1
be the uniquely determined set with row and column sums r1, r2, . . . , rn−1, r′n. We have
α1 = α(F1, F
′
1) = n. Consider row i, where 1 ≤ i ≤ n − 1. The elements of F1 in this row
are in columns 1, 2, . . . , n − i, while the elements of F ′1 in this row are in columns 1, 2,
. . . , n− i− 1 and n. In row n there are n elements of F ′1 and none of F1. Hence
|F14 F ′1| = 2(n− 1) + n = 3n− 2,
while Theorem 6 states that
|F14 F ′1| ≤ 2n
√
2n+ 1− n.

Finally we derive a bound on the symmetric difference of two sets F2 and F3 with arbitrary
line sums.
Theorem 7. Let F2 and F3 be finite subsets of Z2. Let F1 be a uniquely determined neigh-
bour of F2, and let F
′
1 be a uniquely determined neighbour of F3. Put α2 = α(F1, F2),
α3 = α(F
′
1, F3) and α1 = α(F1, F
′
1). Then
|F24 F3| ≤ α2
√
8|F2|+ 1− α2 + α3
√
8|F3|+ 1− α3 + 2α1
√
2α1 + 1− α1.
Proof. This is an immediate result of Lemma 3 and Theorem 6.
Example 3. Let n be a positive integer. We construct sets F2 and F3 as follows.
• In row i, where 1 ≤ i ≤ n, the elements of F2 are in columns 1, 2, . . . , 2(n − i) as
well as columns 2(n− i) + 2 and 2(n− i) + 3.
• In row n+ 1, there is a single element of F2 in column 1.
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Figure 3: Example 3 with n = 5. The set F2 consists of the white and black-and-white points,
while F3 consists of the black and black-and-white points.
• In row i, where 1 ≤ i ≤ n, the elements of F3 are in columns 1, 2, . . . , 2(n − i) + 1
as well as column 2(n− i) + 4.
• In row n+ 1 there are no elements of F3.
The row sums of F2 are given by
r
(2)
i =
{
2(n− i+ 1) if 1 ≤ i ≤ n,
1 if i = n+ 1.
The column sums of F2 are given by
c
(2)
j =
 n− b
j−1
2
c if 1 ≤ j ≤ 2n,
1 if j = 2n+ 1,
0 if j = 2n+ 2.
The row sums of F3 are given by
r
(3)
i = 2(n− i+ 1), 1 ≤ i ≤ n+ 1.
The column sums of F3 are given by
c
(3)
j =

n if j = 1,
n− 1 if j = 2,
n− b j−1
2
c if 3 ≤ j ≤ 2n,
0 if j = 2n+ 1,
1 if j = 2n+ 2.
Let F1 be the uniquely determined set with the same row sums as F2 and non-increasing
column sums. Let F ′1 be the uniquely determined set with the same row sums as F3 and
non-increasing column sums. We have
α2 = α(F2, F1) = 1, α3 = α(F3, F
′
1) = 1, α1 = α(F1, F
′
1) = 1.
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Furthermore, |F2| = n(n+ 1) + 1 and |F3| = n(n+ 1).
Theorem 7 states that
|F24 F3| ≤
√
8n(n+ 1) + 9 +
√
8n(n+ 1) + 1 + 2
√
3− 3 ≈ 4
√
2n,
while actually
|F24 F3| = 4n+ 1.
7 Concluding remarks
We have proved an upper bounds on the difference between two images with the same row
and column sums, as well as on the difference between two images with different row and
column sums. The bounds heavily depend on the parameter α, which indicates how close
an image is to being uniquely determined. If a set of given line sums “almost uniquely
determines” the image (i.e. α is very small) it may still happen that no points belong to
all possible images with those line sums. However, using the results from this paper we can
find a set of points of which a subset of certain size is guaranteed to belong to the image.
There is still a gap between the examples we have found and the bounds we have proven.
It appears that all bounds can be improved by a factor
√
α. For this it would suffice to
improve both Lemma 3 and Theorem 6 by a factor
√
α, but so far we did not manage to
improve either of those.
The results of this paper can be applied to projections in more than two directions as well:
simply pick two directions and forget about the others. One would expect this to give bad
results, but that is actually not always the case. It is possible to construct examples with
projections in more than two directions where the bound using only two of the directions
is still only a factor
√
α off. However, in many cases it should be (somehow) possible to use
the projections in all directions to get better results. Our future research will be concerned
with finding such a method.
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