Abstract Formal concept analysis (FCA) has been applied successively in diverse fields such as data mining, conceptual modeling, social networks, software engineering, and the semantic web. One shortcoming of FCA, however, is the large number of concepts that typically arise in dense datasets hindering typical tasks such as rule generation and visualization. To overcome this shortcoming, it is important to develop formalisms and methods to segment, categorize and cluster formal concepts. The first step in achieving these aims is to define suitable similarity and dissimilarity measures of formal concepts. In this paper we propose three similarity measures based on existent set-based measures in addition to developing the completely novel zeros-induced measure. Moreover, we formally prove that all the measures proposed are indeed similarity measures and investigate the computational complexity of computing them. Finally, an extensive empirical evaluation on real-world data is presented in which the utility and character of each similarity measure is tested and evaluated.
Introduction
Formal concept analysis (FCA) has been studied and applied successively in many diverse fields such as data mining [1, 15, 21] , conceptual modeling [18] , software engineering [20] , social networking [19] and the semantic web [9] . However, one drawback of FCA is the fact that the set of concepts tends to be quite large in dense datasets making reasoning about the concepts difficult [17] . To overcome this shortcoming, it is essential to develop formalisms and methods to segment, cluster and categorize the concepts; yet as far as we know, these issues have been addressed marginally by few unrelated works [8] .
A vital and important step in any clustering algorithm is the selection of a suitable similarity or dissimilarity measure. Nonetheless, only three previous works have attempted to define such measures for formal concepts. In [10] the author focuses on defining a single similarity measure geared specifically towards the semantic web. Furthermore, the measure makes extensive use of a-priori knowledge in the form of a lexicographical database. The authors of [9] also define a measure based loosely on the Jaccard index, nonetheless the measure is not formally shown to be a similarity measure. Finally, the clustering algorithm presented in [8] makes use of a dissimilarity measure for concepts that is derived in terms of the symmetrical difference of sets, yet other measures were not studied or utilized in conjunction with the algorithm. In all these previous works the measures introduced were not formally shown to be similarity or dissimilarity measures in addition to being largely application driven. All other work in this field has focused on fuzzy concept analysis [4] [5] [6] , while we prefer a deterministic approach.
Similarity measures for concepts in ontologies have been widely studied [13] , yet this is a fundamentally different problem. Concepts in ontologies are expressed as labels for data; whereas a Formal Concept of a dataset contains no label, and simply refers to a maximal biclique of objects and attributes in the dataset. Similarity measures for concepts in ontologies include string-based, graph based and knowledge based similarity measures. The string-based measures take advantage of the concept label and utilize edit distance, prefix, suffix, and n-gram similarity measures. Graphbased measures make use of the tree-structure of ontologies and integrate graph similarity along with concept similarity, which again, depends on the label of the concept [12, 16] . Finally, knowledge based similarity utilizes external knowledge sources such as a dictionary to calculate similarities.
In this paper we propose several similarity measures for unlabeled Formal Concepts, based on existent similarity measures such as the Jaccard index, Sorensen similarity index and symmetric difference that generalize the measures previously introduced for such Formal Concepts. Additionally, the novel zeros-induced index is proposed to take advantage of the fact that concepts represent maximal submatrices of 1s in the data matrix. The measures are formally shown to satisfy all the properties of similarity measures, and their computational costs are explored. Finally, an experimental study is presented in which the utility, similarity matrix characteristics and practical computational cost of all measures are compared and analyzed on real-world datasets. In the next section, we review the basic notation and definitions of FCA, while Section 3 develops the novel similarity measures, and finally the empirical study is presented in Section 4.
Formal concept analysis
) consists of two sets G, M and a relation I between G and M. The elements of G are referred to as objects and the elements of M as attributes and we assume that G ∩ M = ∅. A context may be depicted as a |G| × |M| binary matrix, where the objects of G form row labels and the objects M form column labels. Let mat(K) denote the matrix representation of K, then we may fully specify the entries of this matrix as
Moreover, K may also be viewed as a bipartite graph, denoted as grph(K), with vertex set G ∪ M, and edge set I. Therefore mat(K) is the adjacency matrix of grph(K). For a set A ⊆ G, called an object-set, we define the operator Prime (') such that:
is the set of objects of M common to the objects in A. For a set B ⊆ M, called an attribute-set we also have the same Prime (') operator such that
is the set of objects of G common to the objects of M. The above definition can be shown to yield two closure systems on G and M which are dually isomorphic to each other [11] . The Basic Theorem on Concept Lattices [11] states that the concept lattice B(G, M, I) is a complete lattice in which the infimum and supremum are given by:
where T is an index set. It can be easily shown that in the worst case the number of concepts in a context
min{|G|,|M|} , although this rarely occurs in real-world data, the number of concepts is still large. For example, the 8,124 × 120 Mushrooms context available from the UCI machine learning repository [3] contains 238,709 concepts, far less than 2 120 , but still an excessive number of concepts to reason with.
Similarity measures
In this section we introduce several similarity measures to evaluate the similarity of concepts and segment or cluster concepts.
Definition 3.1 A similarity measure S is a function with non-negative real values defined on the Cartesian product X × X of a set X, S : X × X → R, such that the following three properties are satisfied:
If in addition,
then S is called a metric similarity measure.
In the pattern recognition and data mining communities, similarity measures have typically been defined on sets of real-valued or discrete-valued vectors. For discretevalued vectors similarity measures are inspired by the comparison of sets and the cardinality of sets. Some common set-inspired similarity measures for discrete-valued vectors include:
where x y is the symmetric difference of x and y:
We now wish to extend these set-inspired similarity measures to concepts. A concept consists of two sets; therefore intuition suggests we weigh and combine set-based similarity measures to form a concept-based similarity measure. A similar approach was followed in [8] [9] [10] where they incorporated additional a-priori knowledge. M, I ) the weighted concept similarity of C 1 and C 2 is
Definition 3.2 Given concepts
where 0 ≤ w ≤ 1 and S is the Jaccard index, Sorensen coefficient, or Symmetric Difference.
Claim The weighted concept similarity S w S function is a similarity measure.
Proof
Case 1 S = S Jac :
1. By the properties of set union and set intersection S Jac (x, y) ≤ 1 ∀x, y, thus by the definition of weighted concept similarity, s 0 = 1. 2. Property 2 is trivially satisfied by the fact that S Jac is a similarity measure, thus S Jac (x, x) = 1 and therefore
3. Property 3 is also satisfied by the fact that S Jac is a similarity measure, so
Case 2 S = S Sor :
1. For any two sets x, y |x| + |y| ≥ 2 * (|x ∩ y|), however if x = y then |x| + |y| = 2 * (|x ∩ y|), thus s 0 = 1. 2. Analogous to (2) in case 1, due to the fact that s 0 = 1 and S Sor is a similarity measure. 3. Analogous to (3) in case 1.
Case 3
We first show that S Xor is a similarity measure, with S 0 = 1, (the symmetric difference case) with the rest of the proof being analogous to case 1.
1. For any two sets x, y we have: B 1 ) and (A 2 , B 2 ) . Although, all the weighted concept similarity measures enjoy the same theoretical computation cost, the practical cost of computing the measures differ significantly in real-world data, as will be illustrated by our empirical study.
The set-based measures encompass two shortcomings: First, setting the value of w greatly affects the measure, and thus computing similarity cannot be performed parameter-free. Second, the measures only consider the cardinalate of the sets and do not explicitly consider the amount of information shared between two concepts. For example, consider the concepts
and C 3 = ({g 4 , g 5 , g 7 }, {m 1 }) of the context depicted in Fig. 1a . Let w = 0.5, then we have: S 0.5
We see that the weighted concept similarity yields equivalent similarity between C 1 , C 2 and C 1 , C 3 in both cases. This result is reasonable in terms of the overlap between the sets of attributes and objects of each concept, yet closer inspection of the context would suggest otherwise. Comparing concept C 2 to C 1 we see that C 2 dropped attributes m 1 , m 2 but gained objects g 2 , g 6 ; upon inspecting the context, we observe that these objects do not encompass attributes m 1 and m 2 . On the other hand, comparing concept C 3 to C 1 we see that C 3 dropped attributes m 2 , m 3 and gained objects g 4 , g 7 ; upon inspecting the context, we observe that object g 7 does encompass attribute m 7 (this can also be observed in the lower neighbor of C 3 ). The fact that the objects of C 3 encompass more attributes of C 1 than the objects of C 2 infers that the similarity between C 1 and C 3 should be greater than that of C 1 and C 2 ; however this is not reflected utilizing weighted concept similarity.
In order to consider all information shared between two concepts we look beyond set based similarity measures. Concepts may be viewed as maximal sub-matrices full of 1s in mat(K), and thus combining any two concepts C 1 = (A 1 , B 1 ) and C 2 = (A 2 , B 2 ) to form a larger sub-matrix D = (A 1 ∪ A 2 , B 1 ∪ B 2 ) must result in the introduction of zeros. We may then think of the similarity between C 1 and C 2 in terms of the number of zeros introduced. C 1 = (A 1 , B 1 ), C 2 = (A 2 , B 2 ) of a context K then the zeros induced by C 1 and C 2 , denoted as z (C 1 , C 2 ) , is the number of zeros enclosed by the sub-matrix induced by rows (A 1 ∪ A 2 ) and columns
Definition 3.3 Given any two concepts
Computing z (C 1 , C 2 ) consists of summing up the number of zeros in each row of the sub-matrix induced by C 1 and C 2 :
Claim The zeros-induced index is a concept similarity measure.
Proof

For any two sets x, y x
implying that s 0 = 1.
For any concept C = (A, B), by definition A = B which implies (∀a
∈ A a ⊇ B) → (z(C, C) = 0) → (S z (C, C) = s 0 ).
Property 3 is guaranteed by the commutative property of set union.
The zeros-induced index does not require any parameters and also considers all information relating the two sets of attributes and objects. Consider once again concepts C 1 = ({g 5 }, {m 1 , m 2 , m 3 }), C 2 = ({g 2 , g 5 , g 6 }, {m 3 }), and C 3 = ({g 4 , g 5 , g 7 }, {m 1 }). Applying the zeros-induced index we have: S z (C 1 , C 2 ) = (9 − 4)/9 = 5/9 and S z (C 1 , C 3 ) = (9 − 3)/9 = 2/3. The example illustrates the more discerning result of assigning greater similarity to C 1 and C 3 is accomplished utilizing the zeros-induced index. Computing S z , however, is much more expensive than any setbased measure. A direct implementation of (3.5) 
2 ) time complexity for each pair of concepts (Fig. 1b) .
Experiments
Several experiments were performed to empirically compare the utility of each similarity measure.
Real-world, labeled datasets were obtained from the UCI machine learning repository [3] , and are summarized in Fig. 2 . The concepts of each context were enumerated via an implementation of the concept enumeration algorithm described in [7] , and the similarity matrix of the concepts was computed for each similarity measure. Finally, the CLUTO agglomerative clustering algorithm [14] was applied to the similarity matrices while varying the number of desired clusters. To compare the utility of the similarity measures, the cluster validity of each clustering was determined via the F(BCubed) extrinsic cluster validity metric; this metric combines the B 3 Prec and B 3 Rcl of a cluster using the F 1 score. It was illustrated in [2] that the F(BCubed) metric maintains the desirable properties of cluster homogeneity, cluster completeness, rag bag, and cluster size vs quantity while other popular cluster validity metrics such as precision, inverseprecision, entropy and mutual information do not. Moreover, F(BCubed) accounts for both hard and soft clusterings of objects. Formally, for any object e of G, there exists a set of ideal categories (class labels), denoted by L(e) to which e belongs. Also let C(e) denote the set of clusters that e belongs to. Given this we may define the multiplicity precision and multiplicity recall between any two objects e and e as follows:
Note that Mult Prec is only defined when e and e share a cluster and MultRcl is only defined when e and e share a category. Intuitively, Mult Prec grows if there is a matching category for each cluster where two objects co-occur; MultRcl grows when we add a shared cluster for each category shared by two items. Thus if we have fewer shared clusters than needed, we lose recall; if we have fewer categories than clusters we lose precision. From these measures the BCubed measures are derived as: Figure 3 illustrates the results of the clustering experiment and reveal an interesting trend. All similarity measures lead to comparable clustering results in the two dense datasets of Mushrooms and Congress, with a slight edge to S Sor and S z respectively. However, on all the newsgroup datasets, which were quite sparse, the S z measure consistently produced superior clustering results. Specifically, we found that for any number of clusters, the recall was significantly larger when the zeros induced index was utilized on these sparse datasets. This trend points out the advantage of the fine-grain approach of the zeros induced index as opposed to the set-based measures particularly for sparse data. Exploring the characteristics of the similarity matrices (Fig. 3f-i) further explains this trend. Each of these figures shows the similarity values for point-pairs shows as a heat map of the similarity values. The set-based measures produce very sparse similarity matrices in sparse data (Fig. 3f , very few high similarity values) due to the fact that concepts that do not explicitly share an object or attribute are penalized, and thus assigned low scores. On the other hand, the zeros-induced index produces dense similarity matrices (values are well distributed and contrasted across the possible range) in both sparse and dense datasets ( Fig. 3g and i) ; this is due to the fine-grain approach of accounting for all the 1s in the induced sub-matrix of each pair of concepts. When the similarity matrices of all measures were of comparable densities (in dense datasets) the clustering quality was also consistently comparable. However, the additional information retained by the zeros-induced similarity matrices in sparse data constantly lead to both higher recall and overall higher quality of clusters. The effect of w on the performance of the set-based measures was also investigated. Figure 4 shows the result of this experiment. Clearly, the effect of w is highly dataset dependent; for example in the news_mer dataset the quality of the clustering fluctuates with every different value of w, while the opposite is true in the Mushrooms dataset. Setting the value of w thus remains a challenge and disadvantage when utilizing the set-based measures. Finally, several performance tests were conducted to investigate the practical computation cost of each measure. Each similarity matrix was computed ten times on a 2.7 GHz 2x AMD Athlon CPU with 6 GB of main memory, and the average CPU time is reported in Fig. 5 . Although, all the set-based measures have the same theoretical time complexity, we clearly see that the weighted Sorensen measure is the least costly. This is attributed to the fact that only a single set intersection needs to be computed per concept pair. The theoretical computational cost of the zeros-induced measure was quadratic compared to the linear cost of set-based measures, and this is demonstrated in the performance tests. In the dense datasets of Congress and Mushrooms the CPU time is at least an order of magnitude larger than the set-based approaches.
Conclusion
In this paper we have taken a necessary first step towards clustering formal concepts by specifying and studying four similarity measures. Three of these measures were inspired by existent set-based similarity and dissimilarity measures, while the completely novel zeros-induced index was introduced. This novel measure takes advantage of the fact that concepts form maximal sub-matrices of 1s in the data matrix by computing the ratio of 1s to the total area of the sub-matrix induced by joining two concepts. All four measures were formally proven to be similarity measures and the computational cost of each measure was analyzed. Initial empirical studies indicate that the zeros-induced index leads to superior clustering results in sparse data, and comparable results in dense datasets. However, the computational cost of the measure in time is substantially more expensive than all other measures. Future work may focus on formally specifying more similarity measures by incorporating the structure of the concepts as established by the hierarchical order and the concept lattice.
