To effectively increase the capacity in 5G wireless networks requires more spectrum and denser network deployments. However, due to the increasing network density, the coordination of network and spectrum management becomes a challenging task both within a single operator's network and among multiple operators' networks. In this article, we develop new radio resource management (RRM) algorithms for adapting the frequency spectrum and the density of active access nodes in 5G ultra-dense networks (UDNs) to the traffic load and the user density in different geographical areas of the network. To this end, we formulate a network optimization problem where the allocation of spectrum bandwidth and the density of active access nodes are optimized to minimize a joint cost function, and we exploit Lagrange duality techniques to develop provably optimal network-scheduling algorithms. In particular, we develop density algorithms for two application scenarios. The first scenario solves the resource management problem for an operator of an ultra-dense network with exclusive access to a pool of frequency resources, while the second scenario applies to the management of the network density of collocated UDNs that belong to multiple operators sharing the same frequency spectrum. Simulation results demonstrate how effectively the algorithms can adapt the allocation of the spectrum allocation and the density of active access nodes over space and time.
Introduction
One of the main envisaged means to increase a cellular network's capacity significantly beyond 4G's capabilities (up to the projected and widely echoed 1000-fold increase in one decade), is by densification of the radio access networks (RAN) resources [1] . The densification of RAN is effectively achieved by means of ultra-dense networks (UDNs) consisting of access nodes (ANs), such as pico base stations (BSs), each implementing a small cell. Shrinking the size of cells and deploying denser networks has a twofold benefit: it enables a better reuse of the available frequency spectrum across geographical areas, hence higher spectral efficiency; and it allows reducing the number of users simultaneously competing to access the resources of a pico BS, thereby significantly improving the (peak and average) data rate achievable by the individual user. In particular, it has been shown that to the extent that the power-law path-loss models hold, the signal to interference ratio (SIR) of a user can be preserved as the network density increases [2] . In other words, a cell can shrink almost indefinitely without sacrificing the user SIR until nearly every AN serves a single user or is idle. It has been also shown that an increase of the network density implies linear gains in terms of spectral area efficiency and a reduction of the total transmit power in the network in proportion to the densification factor and the distance-based propagation loss [3] .
Basic Concepts, Assumptions and Models
Based on an initial description of the fundamental tradeoffs that can be exploited in this system and the associated optimization mechanisms, we first determine the achievable average user capacity as a function of the network density and the user density; then we define models to characterize the time and spatial variation of the average traffic demand in the network. Finally, we exploit these models to define traffic demand constraints that captures the coupling between average traffic demand, network density and bandwidth in UDNs.
Flexible RRM Algorithms
In the prior article [4] it has been reasoned that UDNs require new flexible RRM algorithms that jointly optimize the allocation of radio resources for a massive number of ANs per area, such as frequency bandwidth and transmission power budget. Such algorithms, which are intrinsically scalable and require low computational cost and signaling overhead, typically aim at optimizing a network-wide performance metric rather than a single-cell performance metric. To this end, we have in our prior work [4, 15] proposed a new concept for radio resource management comprising a network scheduling algorithm performed by two logical steps as shown in Figure 1 . The first step is a network density scheduler tasked to determine the degree of concentration or the density of resources to be scheduled and used in a region of the network at a given time, i.e., the number of ANs, the size of frequency spectrum, transmission power etc. The density of resources can be expressed in terms of a ratio, e.g., the number of the scheduled active ANs over the total number of the deployed ANs in a region. For illustrative purposes, in Figure 1 the density of resources for different regions are represented in scales of gray values ranging from light gray, representing low network density, to dark gray, representing high network density. Given the scheduled density of a region, the second step is a network resource scheduler tasked to determine which ANs in the region of the network should be scheduled and which spectrum frequencies each of them will use. This step encompasses, for instance, algorithms to dynamically switch on/off ANs. It is also associated with algorithms that adapt the spectrum bandwidth used by the ANs to meet local changes in traffic load, user mobility etc., while maintaining the density as determined by the first step.
While the general framework is presented in [15] , in this article the density scheduling, which mainly explores the tradeoff between frequency spectrum and network density, is analyzed in detail and algorithms for single-operator and multi-operator use cases are devised. This tradeoff is exemplified in Figure 2 illustrating the average data date as function of the scheduled network density (horizontal axis) for different bandwidths (20 MHz in blue, 5 MHz in black). The figure further shows the resource allocation tradeoff between scheduled network density (AN/km 2 ) and frequency bandwidth to provide a requested average user traffic demand. In particular, depending on the optimization metric one can choose any combination of the scheduled AN density and frequency bandwidth along the line connecting points A and B. The values of point A correspond to a solution of minimum density and maximum bandwidth, while the values of point B represents a solution of maximum density and minimum bandwidth. Therefore, the tradeoff between spectrum and network density is represented by the Pareto boundary (i.e., the segment A-B in this example) comprising all configurations of bandwidth and density of ANs that can be selected by an MNO to optimize the network operation according to a specific optimization criterion. This concept is extended to multiple MNOs, that share frequency spectrum, where it is shown that spectrum can be traded with network density to meet the traffic demands of all MNOs while optimizing the network operation of individual MNOs. Illustration of logical steps of a network scheduling algorithm in ultra-dense networks (UDNs): (1) a first step determines the density of the scheduled access nodes (ANs) in a region i.e., how many ANs should be active in the region; (2) a second step determines which of the deployed ANs should be activated based on said network scheduled density. /km 2 ) and frequency bandwidth to provide a requested average user traffic demand.
User Capacity in Dense Networks
We consider the downlink (DL) of a radio communication system with a network deployment, where the spatial location of ANs and active users in the network follows an homogeneous Poisson Point Process (PPP) with density λ b and λ u , respectively. It has to be noted that PPPs possess the property of complete spatial randomness serving as reference when summary statistics are studied. In [16] it is shown that the locations of all cellular BSs in an area of 2.5 km × 2 km in a central park of London exhibit a rather random location than a nice deterministic pattern. In general, homogeneous PPP models permit statements about entire classes of wireless networks, and in particular UDNs. We also assume a path-loss attenuation with a distance dependent decay exponent α > 2 and users associated with the closest AN, so that the boundaries of the ANs coverage areas form a two-dimensional Voronoi tessellation. More specifically, users are connected to the AN providing the maximum reference signal received power (RSRP), e.g., as in the Long-Term Evolution (LTE) system. ANs with users in their coverage area transmit with fixed (unitary) power or are turned off otherwise. Under these assumptions, the ergodic user capacity per spectrum unit can be expressed as
where the average is taken over the spatial distribution of the AN deployment and the distribution of the fading channel [13] Theorem 3. When ANs are distributed according to a Poisson Point Process with density λ b , it was proven in [13] that for an interference-limited system (thermal noise power neglected) with interference following an exponential distribution (i.e., interference experiences only Rayleigh fading with no shadowing), the average ergodic capacity of the typical user becomes independent on the AN density λ b as
where ρ t is a constant defined as ρ t = ∫ ∞ (e t −1) −2 α 1 1+u α 2 du. For instance, for α = 4, c(λ b , α) ≈ 1.49 nats/s/Hz regardless of the AN density. This result proves that the overall sum throughput and area spectral efficiency of the network increase linearly with the AN density, since the number of users per area achieving c is exactly λ b , assuming that the user density λ u is sufficiently large such that there is at least one user per cell.
Leveraging on these results from [13] , Park et al. [17] have analyzed the asymptotic behavior of UDNs where the AN density is expected to be larger than the user density, i.e., λ b >> λ u , thereby resulting in ANs being switched off when not serving any user in their coverage area. In particular, by combining the results in [2] Proposition 1 with [13] Theorem 3, Equation (2) can be rewritten as
where p off (λ b , λ u ) denotes the probability of an AN being turned off as a function of the AN density λ b .
Assuming that also the user location is distributed according to a Poisson Point Process with density λ b , the probability p is approximated as (cf.
[2] Proposition 1)
The result in Equation (4) follows from the probability density function of the size of a typical Voronoi cell f X (x) = 3.5 On the other hand, for a regular grid of cells and users uniformly distributed, the probability of a cell being inactive and switched off becomes
where λ b ≥ 1 indicates the number of deployed ANs and λ u the number of users. Based on Equations (3) and (4) and by defining ρ 0 = ∫ ∞ 0 1 1+u α 2 du, the following approximation for the average ergodic capacity of the typical user in UDNs is proposed in [17] 
where Equation (6) supposedly approximates Equation (2) for λ b >> λ u . The above approximation can equivalently be based on Equations (3) and (5) since a regular grid of ANs is a special case of spatial randomness. It must be noted that Equation (1) is not averaged over the multiple access of users (e.g., scheduling at the base station) and therefore represents the user spectral efficiency, not the user rate. Hence, the analysis of the average Ergodic user capacity implicitly assumes that each base station can serve all users in its coverage area with at least 1Hz of spectrum. To account for the multiple access of users with a fixed amount of spectrum, we shall next consider that each base station serves at least one user 1 Hz at any given time selected according to a uniform randomly scheduler. The average Ergodic user rate with uniformly random scheduler can be derived based on the user spectral efficiency c(λ b , λ b , α), the fraction of BSs a user may access λ b λ u , and the probability of an AN being in ON state 1 − p off from Equation (5), as follows
where [19] , and c (λ b , λ u , α) is the user capacity approximation of Equation (6) . This approximation of the multiple access, which suggests that in the ultra-dense network regime (i.e., λ b >> λ u ) the multiple access of users can be simplified assuming that there is on average at most one user served per AN, yields a concave rate function for λ b >> λ u , which conveniently allows to formulate convex problems (cf. [17] ).
Traffic Model
In this section, we describe traffic models that characterize the time and spatial variation of the traffic intensity demand in UDNs. To that end, we first describe traffic models developed by the EARTH project [20] to capture temporal variations of the traffic demand of a radio access network over a day. Then we extend these models to capture spatial correlation of the traffic demand in a geographical area by defining a traffic intensity map.
Long-Term Large-Scale Traffic Model
The EARTH project [20] has developed traffic models to determine the average served traffic on a certain time of the day in a given deployment scenario. By abstracting the models from the current cell planning maps in Europe, the methodology proposed by the EARTH project allows to deduce the daily variations as the actual traffic demand in a given area through the following steps:
1. Define the average served data rates per user; 2. Define the percentage of active users; 3. Derive the deployment-specific peak data rate per unit area (Mbps/km 2 ), given the population densities of the respective deployment scenario;
4. Determine the deployment-specific data rates per unit area for a given time of the day with the aid of a daily traffic profiles.
(1) Data rate per user: The EARTH project has defined three traffic intensity profiles, or traffic profiles for simplicity, which correspond to different volumes of data rates generated by the users:
• High traffic intensity profile: 2.0 Mbps/user; • Medium traffic intensity profile: 0.5 Mbps/user; • Low traffic intensity profile: 0.1 Mbps/user.
(2) Percentage of active users: The percentage of the data subscribers active in the busy/peak hours in 2010 was roughly 10-30%, with an expected growth the ratio of broadband data subscribers of the whole population that by 2018 may exceed 25% in the most mature European markets; however, conservative expectations calculate with 10% as European average. The recommended aggregate reference values by the EARTH project are as follows:
• Percentage of radio broadband data subscribers: 10% of the whole population; • Percentage of active users in busy/peak hours: 20% of the users;
Therefore, the number of active users amount to 2% of the whole population in the busy/peak hours, which corresponds to roughly 10 users with active data connection in a typical 4G urban cell.
(3) Peak data rates in busy hours: As the data volume per subscriber does not depend on the deployment scenario, the normalized traffic values in Table 1 are proportional to the population density. Given the population densities, the traffic demand per subscriber (high, medium, or low) and the number of active subscribers, the peak traffic demand per km 2 of the considered deployment scenarios are listed in Table 1 .
(4) Data rates over 24 h: The EARTH project [20] found that the daily variation of the number of active users scales with the daily variation of the traffic. The same normalized traffic profile is assumed for all deployments. Consequently, is assumed that the number of active users is scaled to match the traffic variations, while the average rates per active user remain fixed. 
Traffic Intensity Maps
We extend the EARTH traffic models to capture the spatial variations of the traffic demand of the network deployment in Table 1 . To that end, we assume a heterogeneous user behavior and, for a given time in the day, we create a traffic intensity map representing a temporal snapshot of the traffic intensity in a geographical area characterizing the spatial correlation of traffic.
A traffic intensity map is readily derived by multiplying a user density map with the estimated average user traffic peak reference value in the corresponding hour to which the traffic map refers to. We assume that active users in geographical region are log-normally distributed around a large-scale mean λ u and with a small-scale standard deviation σ u adjusted to achieve the peak values of the user distribution with a reasonable probability (cf. [21, 22] ).
Assuming that the density of active users λ u is scaled to match the traffic variations, while the average rates per active user remain fixed, the traffic density maps are created by multiplying the user densities and per-user traffic intensities. An example of a traffic map is showed in Figure 3a representing a temporal snapshot of a 5 km × 5 km dense urban deployment, where the traffic profiles ranges from high to low in different areas. Figure 3b shows the daily variations of the traffic peak for three areas with high, medium, and low traffic. 
Traffic Constraints
For a given frequency bandwidth W, the two models of average user spectral efficiency and average user traffic demand can be combined into the following average user rate constraint
stating that the average user data rate supplied by the network (in the right-hand side) shall be grater or equal to the average user traffic demand t u (bps) (in the left-hand side). Thus, the density of the active ANs λ b and the associated frequency spectrum bandwidth W can be optimized to fulfill the average traffic demand of the users.
Joint Network Density and Frequency Spectrum Optimization
In this section, we exploit the models introduced in Section 2 to develop new radio resource management algorithms to schedule the density of active ANs and the frequency bandwidth required in an ultra-dense network to support a given user traffic demand. In particular, we develop RRM algorithms for two application scenarios: (a) in Section 3.1 we consider the resource management problem for network operator owning a dedicated pool of frequency resources; (b) in Section 3.2, we consider the resource management problem for multiple network operators with co-located network deployment sharing a common frequency pool of frequency resources.
Network Density and Spectrum Scheduler
We consider a network deployment with deployed access node density λ b,max (number of AN/Km 2 ), density of active users λ u (number of UE/Km 2 ), and maximum available bandwidth per access nodes W max . Using the traffic constraint Equation (8), we formulate a joint the network density and spectrum scheduling problem as
where the optimization variables are the scheduled density of active ANs λ b and the allocated frequency bandwidth W. The objective of this problem is to minimize a network-wide cost function that depends on a cost c b associated with the network infrastructure and a cost c w associated with the use of frequency bandwidth. The values c b and c w can model network operational costs (e.g., the running cost of ANs and spectrum leasing), energy costs (e.g., the energy cost of ANs and spectrum), or other cost functions.
The outcome of the problem (9) is the optimal density λ ⋆ b of active ANs and the optimal frequency bandwidth W ⋆ that the system operator needs to use in a certain geographical region so as to meet the user traffic demand, as summarized by the following proposition. Problem (10) admits a globally optimal solution that correspond to the global optimal solution of the original problem (9), which can be achieved through the distributed RRM Algorithm 1.
Proof. See Appendix A.
The network resource density scheduler in Figure 1 is therefore implemented by an instance of Algorithm 1. In a subsequent step, the network resource scheduler determines the allocation of frequency resources (e.g., which resource blocks and which frequency band) to be used by the active AN, and will control the ON/OFF operation of ANs in the region so as to track local traffic changes in a fast time-scale, while maintaining the scheduled network density over a slower time-scale [4] .
Multi-Operator Spectrum Sharing
The framework of Section 3.1 is herewith extended to the resource management problem associated with multi-operator spectrum sharing in UDNs. To that end, we hereafter consider N > 1 operators with co-located network deployments in a geographical area with density λ b,n (number of AN/Km 2 ), respectively, sharing a common pool of frequency bandwidth of size W max .
We further assume that each operator has a user density λ u,n (number of UE/Km 2 ) with average traffic density demand t u,n (bps/user). Under these assumptions, we consider two types of spectrum sharing scenarios based on: exclusive spectrum allocation where each operator is allocated a portion W n of the available frequency bandwidth W max for exclusive use, hence ∑ n W n ≤ W max ; and non-exclusive spectrum allocation, where each operator is allocated a portion W n of the available frequency bandwidth W max that may partly or fully overlap with the spectrum allocation of another operator.
The objective of the problem in both scenarios is to minimize a network-wide cost function that depends on operators' cost c b,n associated with the network infrastructure and a cost c w,n associated to the use of frequency bandwidth.
Algorithm 1
Jointly optimal frequency bandwidth and network density scheduler.
; sufficiently small constant. repeat Update primal variable as:
Update dual variable as:
until convergence.
Exclusive Spectrum Allocation
With exclusive spectrum allocation, problem (9) can be generalized to a joint network density and spectrum sharing problem to be solved by each operator as minimize ∑ N n=1 c b,n λ b,n + c w,n W n subject to t u,n ≤ W n log 1 +
where the optimization variables λ b,n and W n denote the network density and the fraction of bandwidth allocated to operator n, respectively. The first set of constraints represent the traffic demand per operator, while the inequality ∑ N n=1 W n ≤ W max assures an exclusive allocation of spectrum among the operators. The values c b,n and c w,n can model network operational costs (e.g., the running cost of ANs and spectrum leasing), energy costs (e.g., the energy cost of ANs and spectrum), or other cost functions.
The outcome of the problem (14) is the optimal density λ ⋆ b,n of active ANs and the optimal frequency bandwidth W ⋆ n that the network operator needs to use in a geographical region so as to meet region's user traffic demand, as summarized by the following proposition.
Proposition 2. Problem (14)
is not jointly convex in the variables λ b,n and W n . An equivalent convex formulation can be found through a variable transformation λ b,n → eλ b,n , W n → eW n and a log-transformation of the constraint function, as follows minimize ∑ N n=1 c b,n eλ b,n + c w,n eW n subject to log(t u,n ) ≤W n +log log 1+
Problem (15) admits a globally optimal solution that correspond to the global optimal solution of the original problem (14) , which can be achieved through the distributed RRM Algorithm 2.
Proof. See Appendix A.
Algorithm 2
Jointly network density and spectrum sharing.
Update primal variable as:
Non-Exclusive Spectrum Allocation
To capture non-exclusive spectrum allocation among different operators we introduce the variables W n,n and W n,j indicating the fraction of the frequency bandwidth W n that an operator n is allocated in exclusive and non-exclusive manner with respect to a second operator j, respectively, as well as the variables t n,n and t n,j indicating the fraction of the traffic density t u,n of operator n served within W n,n and W n,j , respectively. Thus, we formulate the multi-operator network density and frequency spectrum scheduling with non-exclusive spectrum allocation for the case of two operators as minimize ∑ 2 n=1 c b,n λ b,n + c w,n W n subjectto t n,n ≤ W n,n log 1 +
where the variables λ b,n and W n denote the network density and the fraction of bandwidth scheduled for operator i, respectively. The first set of inequalities relates a portion of traffic to spectrum allocated for exclusive use to each operator, while the second set of inequalities relates the remaining portion of traffic of each operator to shared spectrum. In problem (20) , the portion of traffic that each operator serves with spectrum allocated for exclusive and non-exclusive are additional optimization variables, whose sum is bounded by the total traffic demand of the operator. Similarly to problem (9), the first set of constraints represent the traffic demand per operator, while the inequality ∑ N n=1 W n ≤ W max assures an orthogonal allocation of spectrum to the various operators within the frequency bandwidth W max .
Similar to previous formulations, the problem (20) is not a convex optimization. However, an equivalent convex formulation can be found through the variable transformation x → ex, and a log-transformation of the constraints as follows minimize ∑ 2 n=1 c b,n eλ b,n + c n,w eW n subjectto log(t b,n ) ≤W n,n + log log 1 + eλ b,n λ u,n α 2 n = 1, 2, log(e˜t n,j ) ≤W n,j + log log 1 +
Thus, the global optimal solution to the spectrum sharing problem (20) can be found by solving problem (21).
Frequency Spectrum Location
In the previous subsection, we derived two different schemes, an exclusive and a non-exclusive, for the allocation of the density of active ANs and the frequency bandwidth. These schemes target UDNs in the case of multiple system operators with network deployments co-located in the same geographical area sharing a common frequency pool of frequency spectrum resources. In this section, we will address how to determine the exact allocation of frequency bands among the operators based on the frequency bandwidth derived by the global optimum. The frequency bandwidth derived by solving the optimization problem corresponds to the amount of frequency resources W n an operator, n, may request to meet the traffic demands on its network from a total frequency bandwidth W max .
The exact allocation of frequency bands requires a sorting function, ζ, that defines an order among the operators, for instance, based on the operators' requested bandwidth, W 1 , W 2 , . . . , W N . The sorting is a permutation (a reordering) of the values W 1 , W 2 , ..., W N (e.g., ascending or descending). To this end, we let W i be the requested bandwidth of operator i, and let ζ be any permutation of the set W 1 , W 2 , ..., W N such that
For example, operators can be sorted in ascending or descending order of their frequency spectrum demand, in a predefined order, etc. Ties are broken by applying multiple ordering criteria, for instance, frequency spectrum demand followed by network identifier order. Find a permutation ζ on the set of operators' requested bandwidth
Compute the location of the spectrum band as: Figure 4a illustrates an example with non-exclusive spectrum use allocated in a descending order of demand, while Figure 4b illustrates an example with exclusive spectrum use allocated in ascending order of demand where the system operators share the spectrum according to their spectrum request. The spectrum allocation in Figure 4 is therefore implemented by an instance of Algorithm 3, which can be performed in a centralized manner, by a control entity, or a distributed manner, by each operator independently, assuming that operators exchange their frequency bandwidth demands. 
Numerical Results

Network Density and Frequency Bandwidth Optimization
In this section, we present some illustrative results of Algorithm 1 when it is used to jointly optimize the allocation of frequency spectrum bandwidth and the density of active ANs over a day. The algorithm effectively implements a network density scheduler which optimization goal is to minimize a network cost function (e.g., the network operational cost or the energy cost) while providing a requested average peak traffic demand of active users. An illustration of the devised solution is given in Figure 5 depicting two MNOs, where the density scheduler of each MNO optimizes the density of active ANs and their allocation of frequency bandwidth. In this example, the network scheduler of the first operator "MNO-1" optimizes for each three geographical sub-regions, labeled 1.1 to 1.3, of the network to meet the corresponding traffic intensity demands. In similar manner operates the network scheduler of the second operator "MNO-2" for the three geographical sub-regions, labeled 2.1 to 2.3, under its control. Assuming the same cost function is used for all regions, the region with lower traffic demand is allocated less frequency bandwidth and scheduled to use a smaller density of active ANs. In each region, ANs are dynamically switched ON/OFF to follow fast and local variations in user mobility and traffic demand, while keeping the overall density of scheduled ANs constant. It should be noted that while the scheduled frequency bandwidth and AN density are adapted on a relatively slow time-scales (tens of minutes to hours) by the density scheduler (cf. Figure 1) , the ANs in a region of the system are dynamically switched ON/OFF on a faster time-scale by a resource scheduler (cf. Figure 6b ) to track local variations in user mobility and traffic demand while keeping the overall density of scheduled ANs constant. Figure 6 illustrates how the network resource density scheduler can track long-term large-scale changes in the average traffic demand over time. To this end, we resort to traffic models proposed by the EARTH project [20] (cf. Section 2.3) which characterize the variation of the traffic intensity in time domain (e.g., one day variation) for various deployment scenarios. The numerical results follow the typical 1-day traffic intensity profile (Mbps/Km 2 ) of a dense urban area with high (in blue dash-dotted line), medium (in red dashed line),and low (in black solid line) traffic profiles as shown in Figure 3b . The network deployment in a dense urban area corresponds to a population density of 3000 citizens/Km 2 . Given the population density, the traffic demand per subscriber (high, medium or low), the number of active subscribers corresponding to 2% of the population density, and the peak traffic demand per km 2 of the urban dense deployment, as listed in Table 1, the traffic profile over 24 h is calculated as a percentage of the traffic peak (with traffic peak corresponding to 100%). (b) The two plots of Figure 6a illustrates the scheduled access node density (AN/Km 2 ) (upper plot) and frequency spectrum bandwidth (MHz) (lower plot), respectively, required to meet the traffic intensity demand at each hour of the day. In this example, we assume that the system operator has available a bandwidth W max = 20 MHz and deployed a network with access nodes density λ b,dep = 50 AN/Km 2 (corresponding to roughly 140 m inter-site distance). The path-loss attenuation between an AN and a user is modeled with a distance dependent decay exponent of α = 4. In hours of light traffic intensity, the scheduled AN density and the scheduled bandwidth are both within the deployed resource limits. When the traffic intensity exceeds a certain value (e.g., at 12 a.m. for high traffic profile in this example), the full bandwidth is W max is allocated to active access points, and further increases in traffic intensity demand are compensated by increasing the scheduled network density. Figure 6b analyzes the impact of the deployed network density by considering an dense urban scenario with high traffic profile and three network deployments with uniform distribution of ANs with average inter-site distance of ISD (1) = 250 m, ISD (2) = 140 m, and ISD (3) = 100 m, respectively, corresponding to deployed network densities of λ
= 100 AN/Km 2 , respectively. In this example, we assume that the system operator has available a sufficiently large bandwidth W max = 100 MHz so that the limiting factor in the optimization is the deployed network density. The results show that, beyond a certain traffic intensity, the sparser network deployment requires hours with high traffic load to be fully used, and an increase traffic demand is compensated by scheduling more frequency bandwidth. Denser network deployments, on the other hand, are characterized by the same allocation of resources as the deployed resource limits are never fully used. The traffic models of EARTH project [20] have been further extended to capture spatial variation of traffic through the definition of traffic intensity maps (cf. Section 2.3). A traffic intensity map is therefore a temporal snapshot of the traffic intensity in a geographical area characterizing the spatial correlation of traffic. The combination of traffic intensity maps and the typical time profile of the traffic peak demand of the EARTH project [20] yields a full characterization of the traffic intensity in space and time. Figure 7a illustrates and example of traffic intensity map for a metropolitan area. The city area is divided into clusters, each characterized by a different traffic intensity as listed in the top most plot of Figure 7b . In this example, we have generated the traffic intensity of each cluster through the model in Section 2.3, by partitioning the traffic intensity map of Figure 3a into six clusters of different traffic intensity, and associating each traffic intensity to each cluster of Figure 7a . It must be noted that the association of the traffic intensity to the cluster types of Figure 7a is arbitrary. The ordering of traffic intensity, as well as the traffic intensity values, may change at different time of the day. For this simulation setup, Figure 7b shows the scheduled access node density (AN/Km 2 ) and frequency spectrum bandwidth (MHz) required to meet the traffic intensity demand of each cluster assuming that the system operator has available a bandwidth W max = 50 MHz and deployed a radio access network with AN density λ b,dep = 50 AN/Km 2 throughout the city area. 
Network Density and Spectrum Sharing Optimization
The proposed joint network density and spectrum sharing Algorithm 2 is evaluated by means of simulations for an example scenario of N = 2 RAN operators of co-located (but not shared) UDN deployments (cf. [20] ) sharing a common pool of frequency resources (cf. Section 3.2). The general framework, which is given in [4] , allows for an implementation of the algorithm in either a centralized fashion, with a resource density scheduler acting as a spectrum manager that determines the allocation of frequency spectrum for different network operators, or a distributed fashion, with network density schedulers of different operators coordinating to determine the optimal allocation of frequency spectrum and AN density for a certain geographical area. The latter is also illustrated in Figure 5 .
Based on the same traffic, network deployment and path-loss assumptions as for a single operator's network density and frequency bandwidth optimization, Figure 8 shows a numerical example of joint network density scheduling and spectrum sharing for two network operators with co-located (but not shared) RAN deployments in a dense urban area (cf. [20] ) sharing a bandwidth W max = 20 MHz. In particular, it shows the simulation results for two different density deployments and spectrum sharing scenarios with different traffic mixtures [14] . The upper left plots of Figure 8a ,b show the typical time profile of the traffic demand (in (Mbps/km 2 )) for each operator over a day, the upper right plots depict the corresponding scheduled network densities (in (AN/km 2 )) for each network operator, while the lower left plots show the corresponding frequency bandwidth (in (MHz)) allocated to each operator. Finally, the lower right plots of Figure 8a ,b illustrate how the available frequency bandwidth W max can be split among the two system operators based on the allocation of the distributed RRM Algorithm 2. Figure 8a illustrates a scenario of an operator with high traffic profile "MNO-1" and an operator with medium traffic profile "MNO-2" in a dense urban area sharing a bandwidth that is restricted to W max = 20 MHz. In Figure 8b each operator employs a high traffic profile and a UDN density of 20 AN/km 2 . It can be noticed that when the cumulative peak traffic is sufficiently low, a portion of the available frequency bandwidth remains unallocated to any operator, while in hours of the day when the cumulative peak traffic exceeds a certain value, the entire frequency bandwidth is split among the two system operators. In the peak/busy hours, the proposed algorithm provides higher spectral efficiency by scheduling higher density of ANs to be used by each system operator. 
Conclusions
In this research work we have exploited a network optimization problem where the allocation of spectrum bandwidth and the density of active ANs are jointly optimized to minimize a network operational cost, and we have used Lagrange duality techniques to develop provably optimal RRM algorithms. The new RRM algorithms have been applied and evaluated on two application scenarios: (a) the resource management problem for an operator of an ultra-dense network with exclusive access to a pool of frequency resource; and (b) the resource management problem for multiple operators of co-located UDNs sharing a common pool of frequency resources. The feasibility of the algorithms' joint network density and spectrum sharing approach for adapting the spectrum and network resources to operators' traffic load over the duration of a day has been demonstrated by means of simulations. term in the variablesx i , and non-linear term gx 1 = log log 1 + ex 1 a
Dual Variables Updates
Due to strict convexity of the partial Lagrangian functions Lx 1 (x 1 , µ) and Lx 2 (x 2 , µ), the optimization problems (A7) and (A8) have unique solutions for a fixed µ. By [23] (Proposition 6.1.1), the dual functions qx 1 (µ) and qx 2 (µ) are differentiable everywhere therefore we can employ a gradient-ascent method
to solve the dual problem (A6).
