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1. Introduction
Let R ⊂ R3 be a certain domain where the movement of particles takes place. Since this domain is considered to be the
place of physical reality, R is called reality space. Let V = R3 \ {0} be a certain domain to represent directions of moving
particles, which is therefore called direction space. R3, R and V are treated as dimensionful spaces so that the euclidic norm
‖ · ‖ (〈· , ·〉 means the euclidic scalar product) of their elements is of physical unit of length. R+ and R>0 mean the spaces
of real numbers with and without zero element where these numbers as well as those of R may both be dimensionsless or
have different physical units depending on the context of their application.
This paper deals with radiative transfer quantities to describe physical processes of atmospheric radiative transfer in R.
Such functions are generally deﬁned on a macroscopic scale in R and are expressed by bounded and continuous functions.
Thus, let a radiative transfer quantity be such a scalar or vector function that may depend on variables as place x ∈ R and
radiation directions y(′) ∈ V . It may also be dependent on frequencies ν(′) ∈ Iν and time t ∈ It where Iν, It ⊂ R>0 are some
(dimensionful) frequency and time intervals. To describe scattering processes at a place x radiative transfer quantities are
written in terms of pairs a | b where the vectors a ∈ V and b ∈ V mean the incident and outgoing radiation directions that
start at x. In the following the notation y | y′ is used. Analogously, frequency changes may be expressed by the pair ν | ν ′
where ν is the frequency of the incident and ν ′ of the outgoing radiation. In general, radiative transfer quantities are density
functions that may be measures for probability.
In common radiative transfer theory the radiation direction y is restricted to unit sphere S2 = {ω(ϑ,ϕ)} which is param-
eterised by spherical coordinates (ϑ,ϕ) [1]. For y different notations are used, e.g. Ω or n. Radiative transfer quantities f ,
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f over all directions, so-called integrations over all solid angles, are expressed by [4, e.g. p. 106]∫
S2
f
(
x,n′,n
)
dω′. (1)
Our paper will demonstrate that it is possible to deﬁne radiative transfer quantities on the entire direction space V in
a more general manner and to write solid angle integration clearly as surface integrations in V , beyond S2. To do that
radiative transfer quantities must be treated more generally as positively homogeneous functions. A recent review on these
functions [6] do not report the properties that are subject to our work.
Section 2 will deﬁne positively homogeneous functions and typical classes of them which correspond to radiative transfer
quantities. Integrating these functions over surfaces Section 3 will demonstrate that the choice of certain surfaces do not
change the value of the surface integrals. Such surfaces are called solid angle surfaces and integrations with respect to them
will be deﬁned as solid angle integrations. Section 4 will motivate and present radiative transfer quantities based on the
concept of positively homogeneous functions. Conclusions are summarised in Section 5.
2. Positively homogeneous functions and solid angle
Let f (y) : V → R+ be a continuously differentiable function with f (ry) = rp f (y) for all dimensionless r ∈ R>0 and p ∈ R.
f is called a positively homogeneous function of degree p (or in short, f is “p-homogeneous for y”).
Considering the original ray of direction a ∈ V ,
R(a) := {ra ∈ R3 ∣∣ r ∈ R>0}
a so-called ray function (RF) g(y) : V → R+ is deﬁned to be a continuously differentiable function and to hold g(y) = g(a)
∀y ∈ R(a) or g(ry) = g(y) for all r > 0 and y ∈ V , that is, g is constant along each ray. Thus, g is 0-homogeneous for y.
Deﬁnition 1. Let M ⊂ R2 be an open set of dimensionless numbers and F ⊂ V be a surface for which a continuously differ-
entiable parameterisation Φ : M → V exists on a parameter domain P F ⊂ M , such that F = {Φ(u) ∈ V | u = (u1,u2) ∈ P F },
and whose unit outward-pointing normal is nF . Let Φ be bijective on
◦
P F and surjective in ∂ P F . Moreover, F is assumed to
1. Cross original rays only once: u1,u2 such that Φ(u1) = λΦ(u2) for some dimensionless λ ∈ R, except this overlap
occurs on ∂ F .
2. Be parameterised by a rectangle P F := [a,b] × [c,d] with some dimensionsless numbers a,b, c,d ∈ R where the two
intervals also can be open or half-open.
3. Touch original rays never tangentially: 〈nF (y),y〉 > 0 holds for all y ∈ F .
Let Lo > 0 and Ωo := L2o dimensionful quantities in terms of length and area, e.g. Lo = 1 m and Ωo = 1 m2, such that
Lo means a unit length and Ωo a unit area to represent the order of magnitude of a physical system considered. Let
Φ(u) =: LoΨ (u) where Ψ is a dimensionless vector function. Then F is called a solid angle surface.
Conditions 1 and 2 are applied in Lemmas 1 and 2, respectively, while condition 3 is required by the solid angle theorem
next section.
If a solid angle surface F is a boundary of a connected set G ∈ V , for example, then G must be a star domain with the
vantage point 0 and F is called an embracing solid angle surface. However, not every boundary of a star domain is a solid
angle surface.
Deﬁnition 2. S2 = {z ∈ R3 | ‖z‖ = Lo > 0} is called unit sphere with the radius Lo and surface area A(S2) = 4πΩo . Based on
the (dimensionless) compact parameter set
Pω =
{
u ∈ R2 ∣∣ u1 ∈ [0,π ], u2 ∈ [0,2π ]}
the map (M = R2 where R2 is dimensionless)
ω(u) = Lo
( cosu2 sinu1
sinu2 sinu1
cosu1
)
: M ⊃ Pω → S2 ⊂ V = R3 \ {0}
is one continuously differentiable parameterisation of the unit sphere such that S2 = {ω(u) ∈ V | u ∈ Pω}.
The use of a compact parameter set Pω , for which condition 2 of Deﬁnition 1 holds, assures that the surface S2 is closed
and bounded, that is, compact. On the other hand, there is overlap expressed by ω(u1,0) = ω(u1,2π) which occurs w.r.t.
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◦
P ω and surjective on parts of ∂ Pω . Furthermore, condition 1 is satisﬁed. Because
of nS2 (y) = y‖y‖ and ‖y‖ = Lo for all y ∈ S2 condition 3 of Deﬁnition 1 also holds: 〈nF (y),y〉 = 〈 y‖y‖ ,y 〉 = ‖y‖ = Lo > 0 for
all y ∈ S2. Therefore S2 parameterised by ω is a solid angle surface. Moreover, each subarea F ⊂ S2 with a continuously
differentiable parameterisation is a solid angle surface.
Deﬁnition 1 assures that unique central projections of solid angle surfaces F onto S2 are guaranteed, except for point
sets N ⊂ ∂ F that are null sets. To allow such projections, let V be deﬁned to satisfy S2 ⊂ V in the following.
Lemma 1. Let F˜ be the central projection (via y → y‖y‖ ) of a solid angle surface F ⊂ V onto S2 such that F˜ ⊂ S2 . The surface area of
F˜ is
A( F˜ ) = Ωo
∫
F
y
‖y‖3 · do(y) = Ωo
∫
F
〈nF (y),y〉
‖y‖3 do(y). (2)
Proof. The proof is based on the comments in [2,5]. Let G ∈ V be that domain which is limited by the solid angle surface F ,
its central projection F˜ on unit sphere and the set Fs of all points on the original rays, which are striating F and F˜ , between
F and F˜ , that is Fs is the set of all side surfaces between F and F˜ in radial direction. Firstly, we discuss special cases of
solid angle surfaces F in (i) and (ii). After that we combine these results in (iii) for an arbitrary F to prove (2).
(i) We distinguish the two cases that a) ‖y‖ > Lo or b) ‖y‖ < Lo holds for all y ∈ F . The former case means that F lies in
outer region of S2, that is its distance to the origin is larger than for unit sphere, and we call F outer solid angle surface.
In the latter case F is closer to the origin and lies within the inner region of S2 such that we then call F inner solid angle
surface. We now wish to show that Eq. (2) to calculate the solid angle holds for both inner and outer solid angle surface.
Consider an outer solid angle surface F . Then the boundary of G is given by ∂G = F ∪ F˜ ∪ Fs . Moreover, for the unit
outward-pointing normal of ∂G on F˜ it holds n∂G(y) = − y‖y‖ as well as on F it holds n∂G(y) = nF (y). Consider the vector
ﬁeld f(y) := y‖y‖3 whose divergence yields zero (∇y · f(y) ≡ 〈∇y, f(y)〉). Applying the divergence theorem w.r.t. f it follows that
0=
∫
G
∇ · f(y)dV (y) =
∫
∂G=F∪ F˜∪Fs
f(y) · do(y) =
∫
F
f(y) · do(y) +
∫
F˜
f(y) · do(y) +
∫
Fs
f(y) · do(y).
Since the unit outward-pointing normal of Fs is perpendicular to original rays and hence perpendicular to f everywhere
on Fs , the ﬂow of f through Fs is zero. It holds∫
F
f(y) · do(y) = −
∫
F˜
f(y) · do(y) = −
∫
F˜
〈 f(y),n∂G(y)〉do(y).
The scalar product on the right-hand side can be written as 〈 f(y),n∂G (y)〉 = − 1‖y‖4 〈y ,y〉 = −‖y‖−2. Since F˜ ⊂ S2, it follows
that ‖y‖ = Lo for all y ∈ F˜ such that 〈 f(y),n∂G(y)〉 = −Ω−1o on F˜ . This leads to∫
F
f(y) · do(y) =
∫
F
y
‖y‖3 · do(y) =
∫
F
〈y ,n∂G(y)〉
‖y‖3 do(y) ≡
∫
F
〈y ,nF (y)〉
‖y‖3 do(y) =
1
Ωo
∫
F˜
do(y) = 1
Ωo
A( F˜ ). (3)
Consider now an inner solid angle surface F . Then the boundary of G is also represented by ∂G = F ∪ F˜ ∪ Fs , however,
for the unit outward-pointing normal of ∂G on F˜ it now holds n∂G(y) = y‖y‖ as well as on F it holds n∂G(y) = −nF (y).
Considering the divergence theorem for the same divergence-free vector ﬁeld f(y) := y‖y‖3 it follows that
0=
∫
G
∇ · f(y)dV (y) =
∫
∂G=F∪ F˜∪Fs
f(y) · do(y) =
∫
F
f(y) · do(y) +
∫
F˜
f(y) · do(y) +
∫
Fs
f(y) · do(y).
Since the unit outward-pointing normal of Fs is perpendicular to original rays and hence perpendicular to f everywhere
on Fs , the ﬂow of f through Fs is zero again. Thus,∫
F
f(y) · do(y) = −
∫
F˜
f(y) · do(y) = −
∫
F˜
〈 f(y),n∂G(y)〉do(y).
The scalar product on the right-hand side is given by 〈 f(y),n∂G (y)〉 = 1‖y‖4 〈y ,y〉 = ‖y‖−2 and since F˜ ⊂ S2, it follows that
‖y‖ = Lo for all y ∈ F˜ such that 〈 f(y),n∂G (y)〉 = Ω−1o on F˜ . This ﬁnally results in
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f(y) · do(y) =
∫
F
y
‖y‖3 · do(y) =
∫
F
〈y ,n∂G(y)〉
‖y‖3 do(y) ≡ −
∫
F
〈y ,nF (y)〉
‖y‖3 do(y) = −
1
Ωo
∫
F˜
do(y) = − 1
Ωo
A( F˜ )
(4)
which is the same formula as in the case of an outer solid angle surface.
(ii) Let F be a solid angle surface for which F = F˜ holds, that is F is a subset of S2. We call such surfaces unit surfaces.
Then nF (y) = y‖y‖ and ‖y‖ = Lo for all y ∈ F such that ‖y‖2 = Ωo . Although outer and inner solid angle surfaces were
considered in (i), these cases also contain the case of F = F˜ . The equal expressions (3) and (4)
A( F˜ ) = Ωo
∫
F
〈y ,nF (y)〉
‖y‖3 do(y) = Ωo
∫
F⊂S2
‖y‖−2 do(y) =
∫
F
do(y) = A(F ) (5)
lead obviously to true statements for F = F˜ . Thus (3) and (4) also hold for unit surfaces F .
(iii) Now we are in the position to deal with an arbitrary solid angle surface F which is not necessarily completely an
inner or outer surface w.r.t. to or a complete subset of unit sphere, as discussed in (i) and (ii). Let F be decomposed into a
number Ni of inner, Na of outer and Ne of unit surfaces F il , F
a
l and F
e
l that all are pairwise disjoint and for which
F =
Ni⋃
l=1
F il ∪
Na⋃
l=1
Fal ∪
Ne⋃
l=1
F el
may be written (overlap for null sets only). Then the surface area A( F˜ ) is given by the sum of the surface area of all these
S2-projected subareas, that is,
A( F˜ ) =
Ni∑
l=1
A
(
F˜ il
)+ Na∑
l=1
A
(
F˜ al
)+ Ne∑
l=1
A
(
F˜ el
)
.
However, to calculate the surface area of all the projected subareas the same formula (5) may be applied. This leads to
A( F˜ ) =
Ni∑
l=1
Ωo
∫
F il
〈y ,nF (y)〉
‖y‖3 do(y) +
Na∑
l=1
Ωo
∫
Fal
〈y ,nF (y)〉
‖y‖3 do(y) +
Ne∑
l=1
Ωo
∫
F el
〈y ,nF (y)〉
‖y‖3 do(y)
= Ωo
∫
⋃Ni
l=1 F
i
l
〈y ,nF (y)〉
‖y‖3 do(y) + Ωo
∫
⋃Na
l=1 F
a
l
〈y ,nF (y)〉
‖y‖3 do(y) + Ωo
∫
⋃Ne
l=1 F
e
l
〈y ,nF (y)〉
‖y‖3 do(y)
≡ Ωo
∫
F
〈y ,nF (y)〉
‖y‖3 do(y),
since the surface integral is additive. 
Ω(F ) := A( F˜ ) is called the solid angle of F . Thus, the solid angle is assumed to be dimensionful having the physical unit
of area and holds Ω(F )  4πΩo (equity if F is an embracing solid angle surface). The so-called integration over a solid
angle is interpreted as a surface integration w.r.t. a solid angle surface in V . The commonly used unit [sr] of the quantity
solid angle is replaced by the unit of area, e.g. [m2], which leads to classes of density functions in radiative transfer theory
that represent certain radiative properties “per m2” instead of “per sr” (see Section 4.1 for details) and may be deﬁned as
follows.
Deﬁnition 3. Let f , g : V → R+ be integrable over solid angle surfaces F .
1. Let f (y) be a RF and assume that f is normalised by the expression
1
A(F )
∫
F
f (y)do(y) = k
where k ∈ R is a dimensionful constant. Then f is called normalised direction density (NDD) function to describe radiative
transfer quantities which are dependent on radiation direction y and normalised.
2. Let g(y) be a RF and assume that
f (y) = Ωo‖y‖2 g(y)
(where y = 0 because of y ∈ V). Then f is called square-dependent direction density (SDD) function to describe radiative
transfer quantities which are dependent on radiation direction y and decrease quadratically w.r.t. y.
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f (ry) = Ωo‖ry‖2 g(ry) =
Ωo
r2‖y‖2 g(y) =
1
r2
f (y)
holds. Thus, each SDD is a −2-homogeneous function.
3. Solid angle theorem
In atmospheric radiative transfer theory certain integrations of radiative transfer quantities occur. Especially, the so-called
integration over a solid angle, which is interpreted here as a surface integration w.r.t. a solid angle surface in direction space
V and is called solid angle integration in the following, is of interest. To post an according theorem certain properties of solid
angle surfaces have to be discussed ﬁrstly.
Lemma 2. Let F1, F2 ⊂ V be two different solid angle surfaces with the parameterisations Φ1,Φ2 and parameter domains PΦ1 , PΦ2 .
Then there exists a diffeomorphism ϕ : PΦ1 → PΦ2 such that Ψ = Φ2 ◦ ϕ is a parameterisation of F2 w.r.t. the parameter domain
PΦ1 , that is, F2 = {Ψ (u) ⊂ V | u ∈ PΦ1 }. Considering Ψ the orientation of F2 is not changed.
Proof. Let PΦ1 = [a,b] × [c,d] and PΦ2 = [a′,b′] × [c′,d′]. Then there exists a linear function h : [a,b] ⊂ R → R ⊃ [a′,b′] for
which h(a) = a′ and h(b) = b′ hold, that is,
h(x) = b
′ − a′
b − a x+
a′b − ab′
b − a =:m1x+ n1, m1 > 0,
h is bijective (strictly monotonic) and continuously differentiable with a continuously differentiable inverse map. Analo-
gously, a function g : [c,d] ⊂ R → R ⊃ [c′,d′] can be found with h(c) = c′ and h(d) = d′ , that is,
h(y) = d
′ − c′
d − c y +
c′d − cd′
d − c =:m2 y + n2, m2 > 0.
Then the map
ϕ(u) :=
(
h(u1)
g(u2)
)
: [a,b] × [c,d] = PΦ1 → PΦ2 =
[
a′,b′
]× [c′,d′], dϕ(u) = (m1 0
0 m2
)
is a diffeomorphism. Let u′ = ϕ(u) and Ψ (u) := Φ2(ϕ(u)) with F2 = {Φ2(u′) | u′ ∈ PΦ2 }. Then F2 ≡ {Ψ (u) | u ∈ PΦ1 }. Be-
cause of det(dϕ(u)) =m1m2 > 0 the orientation of F2 is not changed while transforming to Ψ . 
Thus, two different solid angle surfaces may always be parameterised over the same (rectangular) parameter domain
without changing their orientations.
Lemma 3. Let Φ1,Φ2 and PΦ1 , PΦ2 be the parameterisations and parameter domains of two different compact solid angle surfaces
F1, F2 ⊂ V with F˜1 = F˜2 . Let k be the index to represent certain decompositions Zkn := {Fkn,1, . . . , Fkn,Nkn } of the surfaces Fn into a
number Nkn ∈ N of subareas Fkn,i expressed by the union
Fn =
Nkn⋃
i=1
Fkn,i
where the Fkn,i are compact and connected surfaces for which
◦
F kn,i ∩
◦
F kn, j = ∅ for all i = j as well as each n and k. Then decompositions
Zkn exist with N
k
1 = Nk2 =: Nk and
1. F˜ k1,i = F˜ k2,i .
2. F˜ k1,i ∩ F˜ k2,i = ∅ and A(Fkn,i) = A(Fkn, j) =: Akn ∀ i = j.
Proof. Consider the map Φ2 : PΦ2 → F2. Applying Lemma 2, F2 can be reparameterised by a parameterisation Ψ with
F2 ≡ {Ψ (u) | u ∈ PΦ1 }. Without changing the notation let Φ2 be that parameterisation and deﬁne P := PΦ1 . Then
Fn =
{
Φn(u)
∣∣ u ∈ P}
holds. Deﬁne ωP (u) := ϕ1(u)−1Φ1(u) with the continuously differentiable function ϕ1(u) = L−1o ‖Φ1(u)‖ = 0 such that F˜1 =
{ωP (u) | u ∈ P } ⊆ S2. Because of F˜2 ≡ F˜1 and since F2 may be parameterised w.r.t. to the same parameter domain P
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parameterisation of F2. Then Φ2(u) = ϕ2(u)ϕ1(u)Φ1(u), in other words, Φ2(u) can be redeﬁned to be parallel to Φ1(u) for all
u ∈ P , such that for Fn,Q := {Φn(u) | u ∈ Q } with a subset Q ⊂ P the equation
F˜n,Q ≡
{
ωP (u)
∣∣ u ∈ Q }, F˜1,Q = F˜2,Q ⊂ S2 (6)
is satisﬁed.
Let Nk1 = Nk2 =: Nk and decompose P as given next.
P =
Nk⋃
i=1
Pkn,i,
◦
P kn,i ∩
◦
P kn, j = ∅ ∀ i = j ∈ {1, . . . ,Nk} (7)
where the Pkn,i are compact and connected subsets of P . Then the images
Fkn,i :=
{
Φn(u)
∣∣ u ∈ Pkn,i}⊂ Fn
are compact and connected, since the parameterisations Φn are continuous maps, and the surfaces Fn are decomposed into
the same number Nk of subareas Fkn,i for each decomposition k. Moreover, D :=
◦
F kn,i ∩
◦
F kn, j = ∅ for all i = j, otherwise there
would exist a z ∈ D = ∅ with z=Φn(u1) =Φn(u2) for two different u1 ∈
◦
P kn,i and u2 ∈
◦
P kn, j . However, the parameterisations
Φn are bijective on
◦
P (Deﬁnition 1). Since ωP is also bijective on
◦
P one can conclude analogously that the projections
F˜ kn,i ≡ {ωP (u) | u ∈ Pkn,i} = F˜n,Pkn,i are also compact and connected with
◦
F˜ kn,i ∩
◦
F˜ kn, j = ∅ for all i = j ∈ {1, . . . ,Nk} and each n
and k.
1. Choose the decompositions (7) such that Pk1,i := Pk2,i =: Pki . Then it follows from (6) that F˜1,Pki = F˜2,Pki as well as
because of F˜n,Pki
≡ F˜ kn,i that
F˜ k1,i = F˜ k2,i .
2. Choose the decompositions (7) such that Pk1,i and P
k
2,i are rectangles that represent horizontal and vertical stripes in
the x-y-plane, respectively, that is, Pk1,i := [a,b] × [αi+1,αi] with αi+1 < αi for all i = 1, . . . ,Nk − 1, α1 = d and αNk = c as
well as Pk2,i := [βi, βi+1]×[c,d] with βi+1 > βi , β1 = a and βNk = b. The α j and β j can be chosen to satisfy A(Fkn,i) = A(Fkn, j)
for all i = j.
It follows that Pk1,i ∩ Pk2,i = ∅ for all i = 1, . . . ,Nk and deﬁning
Dki := Pk1,i ∩ Pk2,i = ∅,
Pk,−n,i := Pkn,i \ Dki
one can derive Pk,−1,i ∩ Pk,−2,i = ∅. With the help of (6),
F˜ kn,i = F˜n,Pkn,i = F˜n,Pk,−n,i ∪ F˜n,Dki
holds and this yields
F˜ k1,i ∩ F˜ k2,i = ( F˜1,Pk,−1,i ∪ F˜1,Dki ) ∩ ( F˜2,Pk,−2,i ∪ F˜2,Dki ) = ( F˜1,Dki ∪ F˜1,Pk,−1,i ) ∩ ( F˜2,Dki ∪ F˜2,Pk,−2,i ).
With A := F˜1,Dki
(6)≡ F˜2,Dki = ∅, B := F˜1,Pk,−1,i and C := F˜2,Pk,−2,i it follows that
F˜ k1,i ∩ F˜ k2,i = (A ∪ B) ∩ (A ∪ C) = A ∪ (B ∩ C).
It holds C = F˜2,Pk,−2,i
(6)≡ F˜1,Pk,−2,i . Thus, B ∩ C = F˜1,Pk,−1,i ∩ F˜1,Pk,−2,i = ∅, since P
k,−
1,i ∩ Pk,−2,i = ∅ and ωP is bijective on
◦
P . Finally,
F˜ k1,i ∩ F˜ k2,i = A = ∅. 
Now we have everything at hand to prove our main theorem.
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F˜1 ≡ F˜2 := F˜ ⊆ S2 is satisﬁed. Let f , g and h be functions on V that are integrable over F1 , F2 and F˜ .
1. If f is a RF, it follows that∫
F1
f (y)
y
‖y‖3 · do(y) =
∫
F2
f (y)
y
‖y‖3 · do(y) =
1
Ωo
∫
F˜
f (y)do(y) (8)
and
1
A(F1)
∫
F1
f (y)do(y) = 1
A(F2)
∫
F2
f (y)do(y) = 1
A( F˜ )
∫
F˜
f (y)do(y). (9)
2. If g is a NDD, which let be normalised to the constant k, it follows that∫
F1
g(y)
y
‖y‖3 · do(y) =
∫
F2
g(y)
y
‖y‖3 · do(y) =
1
Ωo
∫
F˜
g(y)do(y) (10)
and
1
A(F1)
∫
F1
g(y)do(y) = 1
A(F2)
∫
F2
g(y)do(y) = 1
A( F˜ )
∫
F˜
g(y)do(y) = k. (11)
3. If h is a SDD, it follows that
1
Ωo
∫
F1
h(y)
y
‖y‖ · do(y) =
1
Ωo
∫
F2
h(y)
y
‖y‖ · do(y) =
1
Ωo
∫
F˜
h(y)do(y) (12)
and
1
A(F1)
∫
F1
h(y)Ω−1o ‖y‖2 do(y) =
1
A(F2)
∫
F2
h(y)Ω−1o ‖y‖2 do(y) =
1
A( F˜ )
∫
F˜
h(y)do(y). (13)
Proof. Fn=1,2 are two compact solid angle surfaces with Fn = {Φn(u) | u ∈ P } with a compact parameter domain P
(Lemma 2). Let nF1,2 be their unit outward-pointing normals and k be the index to represent certain decompositions
Zkn := {Fkn,1, . . . , Fkn,Nk } of Fn into a number Nk ∈ N of subareas Fkn,i expressed by
Fn =
Nk⋃
i=1
Fkn,i, P =
Nk⋃
i=1
Pkn,i, F
k
n,i =
{
Φn(u)
∣∣ u ∈ Pkn,i}
where the Fkn,i as well as P
k
n,i are compact and connected surfaces as well as subsets of P for which
◦
F kn,i ∩
◦
F kn, j = ∅ as
well as
◦
P kn,i ∩
◦
P kn, j = ∅ for all i = j as well as each n and k (Lemma 3). Let Nk be a strictly monotonic increasing sequence
of natural numbers w.r.t. k: k → ∞ ⇔ Nk → ∞ and A(Fkn,i) → 0, where A(·) is the surface area. Thus, F1 and F2 are
characterised by decompositions Zkn such that the surface area A(F
k
n,i) of the subareas F
k
n,i decrease with increasing k
and Nk: The ﬁner the decompositions are chosen, the smaller are these subareas. Let F˜ kn,i be the central projections of F
k
n,i
onto S2. Then, following (2), the solid angles of Fkn,i are given by
Ω
(
Fkn,i
)= A( F˜ kn,i)= Ωo
∫
Fkn,i
y
‖y‖3 · do(y) ≡ Ωo
∫
Fkn,i
‖y‖−3〈y ,nFn (y)〉do(y).
This expression can be rewritten as
Ω
(
Fkn,i
)= Ωo ∫
Pkn,i
∥∥Φn(u)∥∥−3 〈Φn(u),nFn (Φn(u))〉∥∥∂1Φn(u) × ∂2Φn(u)∥∥d2u =: Ωo
∫
Pkn,i
αkn,i(u)d
2u.
Fn are solid angle surfaces with 〈nFn (y),y〉 > 0 ∀y ∈ Fn (item 3 of Deﬁnition 1). This also holds for the subareas, that
is, for all y ∈ Fkn,i . Thus, 〈nFn (Φn(u)),Φn(u)〉 > 0 for all u ∈ Pkn,i and it follows that αkn,i(u) > 0 on Pkn,i . Moreover, let
Pk := 1Pk × 2Pk such that u1 ∈ 1Pk and u2 ∈ 2Pk .n,i n,i n,i n,i n,i
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it, and it follows from mean value theorem, e.g. see [3, p. 477, Proposition 85.6] and [5, p. 259, Exercise 8], that there exists
u∗1 ∈ 1Pkn,i and u∗2 ∈ 2Pkn,i for which∫
Fkn,i
f (y)
y
‖y‖3 · do(y) =
∫
Pkn,i
f
(
Φn(u)
)
αkn,i(u)d
2u
=
∫
2 Pkn,i
∫
1 Pkn,i
f
(
Φn(u1,u2)
)
αkn,i(u1,u2)du1 du2
= f (Φn(u∗1,u∗2))
∫
2 Pkn,i
∫
1 Pkn,i
αkn,i(u1,u2)du1 du2
= f (Φn(u∗1,u∗2))
∫
Pkn,i
αkn,i(u)d
2u
=: Ω−1o f
(
ykn,i
)
Ω
(
Fkn,i
)
(14)
holds with some intermediate points ykn,i :=Φn(u∗1,u∗2) ∈ Fkn,i . Analogously follows∫
Fkn,i
f (y)do(y) =
∫
Pkn,i
f
(
Φn(u)
)∥∥∂1Φn(u) × ∂2Φn(u)∥∥︸ ︷︷ ︸
=:βn(u)>0
d2u
=
∫
2 Pkn,i
∫
1 Pkn,i
f
(
Φn(u1,u2)
)
βn(u1,u2)du1 du2
= f (Φn(u∗1,u∗2))
∫
2 Pkn,i
∫
1 Pkn,i
βn(u1,u2)du1 du2
= f (Φn(u∗1,u∗2))
∫
Pkn,i
βn(u)d
2u
= f (ykn,i)A(Fkn,i). (15)
Note that the vectors ykn,i in (14) and (15) are different in general although the same notation is used here.
First, statement (8) has to be proven: Choose decompositions Zk1 and Z
k
2 of the solid angle surfaces F1,2 such that for
the S2-projections of Fkn,i the condition F˜
k
1,i = F˜ k2,i := F˜ ki is fulﬁlled for each k (item 1 of Lemma 3). Then it follows∣∣∣∣
∫
F1=⋃Nki=1 Fk1,i
f (y)
y
‖y‖3 · do(y) −
∫
F2=⋃Nki=1 Fk2,i
f (y)
y
‖y‖3 · do(y)
∣∣∣∣
=
∣∣∣∣∣
Nk∑
i=1
∫
Fk1,i
f (y)
y
‖y‖3 · do(y) −
Nk∑
i=1
∫
Fk2,i
f (y)
y
‖y‖3 · do(y)
∣∣∣∣∣
(14)=
∣∣∣∣∣
Nk∑
i=1
Ω−1o f
(
yk1,i
)
Ω
(
Fk1,i
)− Nk∑
i=1
Ω−1o f
(
yk2,i
)
Ω
(
Fk2,i
)∣∣∣∣∣
with the above intermediate points ykn,i ∈ Fkn,i . Because of Ω(Fk1,i) = A( F˜ k1,i) ≡ A( F˜ k2,i) = Ω(Fk2,i) := Ωki Ωo with 0 < Ωki  4π
this leads to
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∫
F1
f (y)
y
‖y‖3 · do(y) −
∫
F2
f (y)
y
‖y‖3 · do(y)
∣∣∣∣=
∣∣∣∣∣
Nk∑
i=1
f
(
yk1,i
)
Ωki −
Nk∑
i=1
f
(
yk2,i
)
Ωki
∣∣∣∣∣=
∣∣∣∣∣Ωki
Nk∑
i=1
(
f
(
yk1,i
)− f (yk2,i))
∣∣∣∣∣
< Ωk
∣∣∣∣∣
Nk∑
i=1
(
f
(
yk1,i
)− f (yk2,i))
∣∣∣∣∣
where Ωk := max{Ωk1, . . . ,ΩkNk }. Since f (y) is a ray function, it follows that f (ykn,i) ≡ f (zkn,i) if normalised intermediate
vectors zkn,i := Lo ykn,i‖ykn,i‖−1 ∈ F˜ ki ⊂ S2 are considered. Then the consideration is reduced to unit sphere, and with triangle
inequality it follows
∣∣∣∣
∫
F1
f (y)
y
‖y‖3 · do(y) −
∫
F2
f (y)
y
‖y‖3 · do(y)
∣∣∣∣< Ωk
∣∣∣∣∣
Nk∑
i=1
(
f
(
zk1,i
)− f (zk2,i))
∣∣∣∣∣Ωk
Nk∑
i=1
∣∣ f (zk1,i)− f (zk2,i)∣∣.
Since f is continuous, it is uniformly continuous on the compact subareas F˜ ki . Then there exists for all 
k
i > 0 a δ
k
i > 0 such
that for zk1,i, z
k
2,i ∈ F˜ ki , ‖zk1,i − zk2,i‖ < δki implies | f (zk1,i) − f (zk2,i)| < ki . Choose ki := εΩkNk with some ε which results in
∣∣∣∣
∫
F1
f (y)
y
‖y‖3 · do(y) −
∫
F2
f (y)
y
‖y‖3 · do(y)
∣∣∣∣< Ωk
Nk∑
i=1
ε
ΩkNk
= ε
Nk
Nk∑
i=1
1= ε
Nk
Nk = ε.
Vice versa, this means for arbitrarily ﬁne decompositions Zk1 and Z
k
2 with Ωk → 0 (Nk → ∞) that the subareas Fkn,i as well
as their S2-projections F˜ kn,i become arbitrarily small, that is, for δ
k
i → 0 there exists an ε → 0, which proves the left-hand
side of (8). To demonstrate the right one consider a solid angle surface F2 = F˜2 ⊂ S2 on the unit sphere. Then nF2 (y) = y‖y‖ ,
‖y‖ = Lo for all y ∈ F2 and∫
F2
f (y)
y
‖y‖3 · do(y) =
∫
F˜2
f (y) 〈 y‖y‖3 ,
y
‖y‖〉do(y) =
∫
F˜2
f (y)‖y‖−2 do(y) = Ω−1o
∫
F˜
f (y)do(y).
This proves the right-hand side of (8).
Second, statement (9) has to be proven: With regard to item 2 of Lemma 3 choose decompositions Zk1 and Z
k
2 such that
the S2-projections of all i-th subareas F˜ kn,i hold F˜
k
1,i ∩ F˜ k2,i = ∅ for each decomposition k. Moreover, the decompositions can
be chosen that the surface areas of the latter ones are equal for some k and n: A(Fkn,i) = A(Fkn, j) =: Akn for all i = j. That
means A(Fn) = Nk Akn for all k. Then it follows
∣∣∣∣ 1A(F1)
∫
F1
f (y)do(y) − 1
A(F2)
∫
F2
f (y)do(y)
∣∣∣∣ =
∣∣∣∣∣
Nk∑
i=1
[
1
A(F1)
∫
Fk1,i
f (y)do(y) − 1
A(F2)
∫
Fk2,i
f (y)do(y)
]∣∣∣∣∣
(15)=
∣∣∣∣∣
Nk∑
i=1
[
1
Nk A
k
1
f
(
yk1,i
)
A
(
Fk1,i
)− 1
Nk A
k
2
f
(
yk2,i
)
A
(
Fk2,i
)]∣∣∣∣∣
=
∣∣∣∣∣ 1Nk
Nk∑
i=1
(
f
(
yk1,i
)− f (yk2,i))
∣∣∣∣∣
 1
Nk
Nk∑
i=1
∣∣ f (yk1,i)− f (yk2,i)∣∣= 1Nk
Nk∑
i=1
∣∣ f (zk1,i)− f (zk2,i)∣∣
where the vectors ykn,i ∈ Fkn,i are some intermediate points. Since f (y) is a ray function, normalised vectors zkn,i :=
Lo ykn,i‖ykn,i‖−1 ∈ F˜ kn,i ⊂ S2 may be deﬁned for which f (ykn,i) ≡ f (zkn,i) holds and the consideration is reduced to unit
sphere S2. Because of F˜ k1,i ∩ F˜ k2,i = ∅ there exists a connection between these two subareas, that is, there exists a com-
pact and connected subarea Uki ⊂ F˜ k1,i ∪ F˜ k2,i ⊂ S2 with Uki ∩ ( F˜ k1,i ∩ F˜ k2,i) = ∅, Uki ∩ F˜ k1,i = ∅ and Uki ∩ F˜ k2,i = ∅ such that
zk , zk ∈ Uk for all i of the k-th decomposition. Since f is continuous, it is uniformly continuous on the compact subar-1,i 2,i i
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k
i > 0 such that for z
k
1,i, z
k
2,i ∈ Uki , ‖zk1,i − zk2,i‖ < δki implies | f (zk1,i) − f (zk2,i)| <  .
This leads to∣∣∣∣ 1A(F1)
∫
F1
f (y)do(y) − 1
A(F2)
∫
F2
f (y)do(y)
∣∣∣∣< 1Nk
Nk∑
i=1
 = 
Nk
Nk∑
i=1
1 = .
Vice versa, this means for arbitrarily ﬁne decompositions Zk1 and Z
k
2 with A
k
n → 0 (Nk → ∞) that the subareas Fkn,i as well
as their S2-projections F˜ kn,i and thus the U
k
i become arbitrarily small, that is, for δ
k
i → 0 there exists an  → 0, which proves
the left-hand side of (9). To demonstrate the right one consider a solid angle surface F2 = F˜2 = F˜ ⊂ S2 on the unit sphere:
1
A(F2)
∫
F2
f (y)do(y) = 1
A( F˜ )
∫
F˜
f (y)do(y).
2. Since each NDD is also a ray function, Eqs. (8) and (9) hold. For the latter one the normalisation constant k has to be
taken into account (item 1 of Deﬁnition 3). Thus, (10) and (11) are proven.
3. Each SDD h can be written in terms of a ray function f : h(y) = Ωo‖y‖−2 f (y) (item 2 of Deﬁnition 3) and thus
f (y) = Ω−1o ‖y‖2 h(y). For f Eqs. (8) and (9) hold: (note that ‖y‖2 = Ωo for all y ∈ F˜ ⊆ S2)∫
Fn
f (y)
y
‖y‖3 · do(y) =
1
Ωo
∫
Fn
h(y)
y
‖y‖ · do(y) =
1
Ωo
∫
F˜
f (y)do(y) = 1
Ωo
∫
F˜
1
Ωo
‖y‖2 h(y)do(y) = 1
Ωo
∫
F˜
h(y)do(y)
as well as
1
A(Fn)
∫
Fn
f (y)do(y) = 1
A(Fn)
∫
Fn
h(y)
1
Ωo
‖y‖2 do(y)
= 1
A( F˜ )
∫
F˜
f (y)do(y) = 1
A( F˜ )
∫
F˜
h(y)
1
Ωo
‖y‖2 do(y) = 1
A( F˜ )
∫
F˜
h(y)do(y).
Thus, Eqs. (12) and (13) have been proven. 
The theorem demonstrates that for the three different classes of functions, that is RFs, NDDs and SDDs, different solid
angle integrations, which are invariant under change of certain solid angle surfaces, exist. Especially worth mentioning is
that if arbitrary solid angle surfaces F with F˜ = S2 are considered (i.e. embracing solid angle surfaces F ) the value of the
solid angle integration of one type of functions is independent on the choice of F . Such solid angle integrations can be
understood as the so-called integrations over all solid angles, since the integration “sums” over all directions y‖y‖ .
4. The new concept of positively homogeneous functions in atmospheric radiative transfer theory
4.1. Physical motivation
As mentioned in the introduction the so-called integration of certain radiative transfer quantities f over all solid angles
is usually expressed by∫
[0,2π ]
∫
[0,π ]
f (. . . , ϑ,ϕ, . . .) sinϑ dϑ dϕ (16)
applying spherical coordinates to represent the direction of radiation [1,14] where (ϑ,ϕ) = (u1,u2) w.r.t. Deﬁnition 2 and
Lo does not appear.
Let f be a density function w.r.t. the direction of radiation describing a certain property “per solid angle” element which
is oriented around the direction vector parameterised by ϑ and ϕ . This is usually expressed by the physical unit of “certain
property” per [sr]. Since each integration leads physically to a unit change of the integrated quantity, the use of spherical
coordinates in (16) implies that the angles ϑ and ϕ have to possess physical units, although the two integration intervals of
(16) are dimensionless. On the other hand, an angle can be deﬁned to have the unit of [rad]. In this sense [sr] has to equal
[rad · rad] in order to cancel the unit [sr−1] of f . However, an angle actually is a dimensionless quantity and deﬁned as the
ratio of the length of a circular arc and its radius.
Thus, the usual consideration of solid angle integrations by spherical coordinates as in (16) is confusing with regard to
the physical units of the integrated quantities and is not general enough. To rewrite (16) by a more general expression (1)
does not automatically lead to a more clear picture, if one adheres to a priori express solid angle integrations by (16) and
598 S. Otto, M. Meringer / J. Math. Anal. Appl. 376 (2011) 588–601to assume the solid angle to have the unit [sr]. Nevertheless (1) is the starting point for a new and simple concept avoiding
confusions, since it indicates surface integrations w.r.t. solid angle integrations which our paper is about.
Considering consequently a solid angle integration as a surface integration w.r.t. a solid angle surface (Deﬁnition 1), this
integration contributes the physical unit of “surface area” to the integrated quantity. For this reason solid angle surfaces were
introduced in Deﬁnition 1 to be characterised by dimensionful parameterisations having surface areas of unit [Ωo = L2o]
where the unit length Lo , which is contained in their parameterisations, may represent the order of magnitude of the
physical system considered. Then the above density function must be interpreted to describe the “certain property” per
“unit area” w.r.t. the direction of radiation and we may obviate confusions. Once accepted this concept we see that the one
unit sphere actually does not really exist from a physical point of view, since S2 depends on the choice of Lo (Deﬁnition 2).
Thus, and this is most important to note, the possibility of an arbitrary large Lo implies that the mathematical space of the
directions of radiation, on which a density function f is deﬁned and must be integrable over that what is usually called
the unit sphere, has to be more general than commonly assumed in atmospheric radiative transfer theory. Therefore we
introduced the (dimensionful) direction space by V = R3 \ {0}, in which solid angle integrations are clearly understood as
surface integrations. Density functions f (. . . ,y, . . .) of radiation direction y ∈ V are then of unit “per unit area”, that is
[Ω−1o ], w.r.t. the variable y. Since y is hence not necessarily a unit vector, radiative transfer quantities, e.g. described by
density functions, can and must be deﬁned as positively homogeneous functions (RFs, NDDs or SDDs), as we will see in the
following sections, which are characterised by certain properties to integrate them in V : The solid angle theorem (Section 3)
demonstrates that arbitrary solid angle surfaces may be applied in solid angle integrations and the use of S2 means only a
speciﬁc case.
4.2. Analytical expressions of the G-function
Within the scope of radiative transfer in turbid vegetation media the G-function (GF) was ﬁrst proposed by J. Ross, as
stated by [7] refering to [13], in the 1960s (A. Marshak, pers. comm.; see also [8] refering to [12]). It may be written as
G
(
ω(ϑ,ϕ)
)= 1
2π
∫
[0,2π ]
∫
[0, π2 ]
1
Ωo
∣∣〈ω(ϑ,ϕ),ω(ϑL,ϕL)〉∣∣ gL(ω(ϑL,ϕL)) sinϑL dϑL dϕL (17)
where ω is given by Deﬁnition 2 with (ϑ,ϕ) = (u1,u2) as well as gL is the leaf normal distribution function (LNDF) that
represents the probable orientation of the leaves [13,7,10] and whose dependence on space (R) and time is neglected. This
expression corresponds to [15, e.g.]
G(Ω) = 1
2π
2π∫
0
π
2∫
0
g(ΩL) |ΩL · Ω| sin θL dθL dϕL (18)
where g means gL , θL equals ϑL and Ω is a vector on upper unit sphere, representing a direction of radiation, which is
considered because the leaf normals ΩL are usually assumed to be oriented to upper half-space only.
The expression (18) represents the common notation for GF where a priori i) spherical coordinates are applied and
ii) absolute signs occur which may lead to complications when trying to calculate GF explicitly and analytically for certain
LNDFs gL . Because of i) and ii) it was possible to derive explicit analytical expressions by (18) for three very simpliﬁed
LNDFs only [8, p. 27], for a long time. That is, the use of spherical coordinates inhibited the calculation of GF for more
complex cases of gL .
However, notating the upper unit sphere by S2+ , which is a solid angle surface and may be parameterised by
S2+ =
{
ω(ϑ,ϕ) ∈ V
∣∣∣ (ϑ,ϕ) ∈ Pω+ =
[
0,
π
2
]
× [0,2π ]
}
,
expression (17) can also be written in a more general manner [10, where S+1 equals S2+], that is,
G(y) := 1
A(S2+)
∫
S2+
∣∣〈ey ,eyL 〉∣∣gL(yL)do(yL), y ∈ V = R3 \ {0} (19)
where ez := z‖z‖ is a unit vector in direction of z ∈ V and gL is assumed to be deﬁned on the upper half-space of V as well
as to be a RF w.r.t. the leaf normal direction yL . Since |〈ey ,eyL 〉| is a RF w.r.t. both y as well as yL , G(y) is a RF w.r.t. y and
one could also consider more general solid angle surfaces F with F˜ ≡ S2+ for the integration (solid angle theorem) which we
only wish to note, since we rather would like to stress the following: (19) is a simple generalisation of (17) within the scope
of the concept of positively homogeneous functions in radiative transfer theory but implies the possibility to understand S2+
to be a surface that can be parameterised also by other parameterisations Φ beyond the spherical coordinates (Deﬁnition 2).
To consider another parameterisation of
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{
Φ(u) ∈ V ∣∣ u ∈ PΦ},
where PΦ is a certain (dimensionless) parameter domain, is the ﬁrst one can do when dealing with the new concept,
which is not possible when a priori applying spherical coordinates as in (18), and provides the opportunity to calculate
GF for LNDFs that are more complex. This is what authors of [10] have done and it demonstrates how simple theoretical
generalisations can solve mathematical problems. We also wish to emphasise that, based on this concept and the calculation
of GF for more complex standard LNDFs, the two-stream approximated radiative transfer equation for turbid vegetation
media was solved analytically [9] which we plan to do with regard to the more accurate four-stream approximation.
4.3. Radiative transfer quantities
Let the reality space R be a certain domain such that for all places x ∈ R the curve
C(x,y, l) :=
{
α(s) ∈ R
∣∣∣ α(s) = x+ y‖y‖ s, s ∈ (0, l)
}
is contained in R where y ∈ V and l ∈ R>0 is some dimensionful variable of unit [Lo]. Then the length of each curve C is
equal to l and independent on place x and direction y. Let ka,s(x,y, ν, t) : R × V × Iν × It → R+ be functions that are RFs
w.r.t. y and integrable w.r.t. x such that the scalar line integral [2] within the expression
Wa,s(x,y, ν, t, l) := 1− exp
[
−
∫
C(x,y,l)
ka,s
(
x′,y, ν, t
)
ds
(
x′
)]
exists and Wa,s : R × V × Iν × It × R>0 → [0,1] is well deﬁned. Since both ka as well as ks are RFs and C(x,y, l) does also
not depend on ‖y‖ along a direction y‖y‖ , Wa,s are RFs w.r.t. y. Let Wa be the probability that the intensity of the radiation
of frequency ν is decreased by absorption processes inside the medium in R along C(x,y, l), if one would virtually (i.e. in a
temporally “frozen” medium at a certain time) trace that radiation which is characterised by the direction y‖y‖ at place x and
time t . Then ka is called absorption coeﬃcient and has the physical unit [L−1o ]. It can be interpreted physically as follows:
ka(x,y, ν, t) is physically a measure for the probability, that is it is not the probability itself, that at place x and time t
radiation of the frequency ν and of the direction y is absorbed per line element ds(x) which is parallel to the direction
vector y. ka is dependent on direction of radiation and was necessarily deﬁned on V = R3 \ {0} w.r.t. y as motivated in
Section 4.1. But why should it vary with ‖y‖? There is no physical need for that. Therefore ka has to be treated as a RF w.r.t.
y which is constant along each original ray R(y). The same holds for all quantities that depend on radiation directions y(′)
and are discussed in the following.
Considering radiation of the direction y that is scattered into other directions, ks may be interpreted analogously and is
called scattering coeﬃcient. ka and ks are deﬁned as RFs such that they depend on the direction
y
‖y‖ only. With Wa and Ws
the quantities Ta,s : R × V × Iν × It × R>0 → [0,1] are deﬁned by
Ta,s(x,y, ν, t, l) := 1− Wa,s(x,y, ν, t, l) = exp
[
−
∫
C(x,y,l)
ka,s
(
x′,y, ν, t
)
ds
(
x′
)]
and are called direct transmittances for absorption and scattering. For example, Ta is the probability that radiation is transmit-
ted virtually along C(x,y, l) through an absorbing medium.
Combining these two types of transmittances the direct transmittance for extinction can be written as
Te(x,y, ν, t, l) := Ta(x,y, ν, t, l) Ts(x,y, ν, t, l)
and, based on that expression, the extinction coeﬃcient ke can be introduced by
Te(x,y, ν, t, l) =: exp
[
−
∫
C(x,y,l)
ke
(
x′,y, ν, t
)
ds
(
x′
)]=: 1− We(x,y, ν, t, l)
where We is the probability, deﬁned in an analogous manner as done before, however for both absorption and scattering
processes. It follows that ke = ka + ks and We = Wa + Ws − WaWs . For example, in turbid vegetation media the extinction
coeﬃcient is deﬁned to be ke(x,y, t) := uL(x, t)G(y) [7,9] where uL is the leaf area density and the RF G is the G-function
as in Section 4.2.
The scattering coeﬃcient ks(x,y, ν, t) describes all scattering processes that take place inside the medium in R w.r.t.
ray direction y, that is, how strong that radiation is scattered anywhere without to give detailed information about the
scattering processes from y into a certain different direction y′ . To do that a more complex function has to be introduced.
Let Fs(x,y | y′, ν, t) : R × V × V × Iν × It → R+ be a RF w.r.t. y and y′ which is integrable over a compact embracing solid
angle surface F . Since (9) holds for all such surfaces F ⊂ V , it is mandatory to deﬁne
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A(F )
∫
F
Fs
(
x,y
∣∣ y′, ν, t)do(y′) := ks(x,y, ν, t) (20)
because the left integral expression is constant for all compact embracing solid angle surfaces F . It follows that Fs is of the
same physical unit as ks , that is [L−1o ]. In the sense of item 1 of Deﬁnition 3, Fs is a NDD w.r.t. y′ with the constant ks and
can be interpreted physically as follows: Fs is physically a measure for the probability that at place x and time t radiation
of the frequency ν is scattered from the direction y into the direction y′ per line element ds(x) which is parallel to y.
Fs is called elastic scattering function where “elastic” means that frequency does not change during each scattering process.
Since a number of important scattering processes in the atmosphere can be treated as elastic [14], inelastic scattering is
not investigated here. Beyond, the more general treatment of inelastic scattering does not change the integral connection
between scattering function and scattering coeﬃcient w.r.t. the outgoing direction y′ as in (20) which our paper is focused
on only.
It follows from (20) that Fs > 0 only if ks > 0. In that case the so-called elastic phase function P : R×V ×V × Iν × It → R>0
can be introduced by Fs(x,y | y′, ν, t) =: ks(x,y, ν, t)P (x,y | y′, ν, t). It follows from (20) that
1
A(F )
∫
F
P
(
x,y
∣∣ y′, ν, t)do(y′)= 1.
Thus, P is a NDD w.r.t. y′ which is normalised to 1 (item 1 of Deﬁnition 3) and can be interpreted physically as another
measure for the probability that at place x and time t radiation of the frequency ν is scattered from the direction y into
the direction y′ . Moreover, the introduction of P is meaningful only, if scattering expressed by ks > 0 really takes place. P
has the physical unit [1], that is it is a dimensionless function.
Based on ke , ks and P optical properties can be derived as follows: Let  : R × V × Iν × It → [0,1] be the ratio of
scattering and extinction coeﬃcient
(x,y, ν, t) := ks(x,y, ν, t)
ke(x,y, ν, t)
, ke > 0 (ka > 0 or/and ks > 0)
and g : R × V × Iν × It → [−1,1] be deﬁned as weighted integral
g(x,y, ν, t) := 1
A(F )
∫
F
P
(
x,y
∣∣ y′, ν, t)μs(y ∣∣ y′)do(y′), P > 0
where μs(y | y′) = cos θs(y | y′) = 〈y,y′〉‖y‖‖y′‖ is the cosine of the scattering angle θs between the two radiation directions y
and y′ (μs is a RF w.r.t. y as well as y′ and hence the product Pμs also) and F is an arbitrary compact embracing solid
angle surface such that g is invariant in changing F .  is called single scattering albedo and g is the elastic asymmetry
parameter which are RFs w.r.t. y. Both quantities are dimensionless.
5. Conclusions
As presented above, radiative transfer quantities (optical properties) can be treated as RFs and NDD functions that de-
scribe physical processes as absorption or scattering which change the state of the radiation ﬁeld. These quantities, which
might be named “process density functions”, are not restricted to unit sphere but deﬁned on the entire direction space V .
This extension needs a generalised kind of solid angle integration, that is surface integration w.r.t. solid angle surfaces, and
demands to understand the movement of radiation within V to be virtual as in the context of the deﬁnition of the probabil-
ity functions Wa and Ws . This understanding is also advantageous when deriving the state density function of the radiation
ﬁeld, that is the so-called radiance I [14], from microphysical considerations.
If one is interested in the impact of atmospheric absorption and scattering processes, caused by gases, aerosols and
clouds, on radiation budget in the framework of, e.g., climate modelling, one has to determine the changes in the state
of the radiation ﬁeld. That state is characterised by I for which a radiative transfer equation may be derived and whose
solution enables one to calculate numerically, e.g., the effects of aerosols on the atmosphere’s radiation budget. To obtain
the equation the function I must possess some mathematical properties as boundedness, continuity, differentiability and
integrability. In a future paper [11] it will be demonstrated that I holds such properties that can be derived from a mi-
crophysical point of view of moving photons and that I(x,y, ν, t) can be treated as a SDD function w.r.t. y. Based on this
extended understanding of the radiance I a generalised radiative transfer equation may be obtained.
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