Abstract We generalize the notion of the submartingale property and Doob's inequality. We then show how the latter leads to new inequalities for several stochastic processes: certain time-series, Lévy processes, processes with independent increments in general, branching processes, and time homogeneous Markov processes.
Theorem A (Improved Doob; discrete). Let N ≥ 0. Let (X n , F n , P ) 0≤n≤N be a discrete stochastic process with the last variable satisfying that 0 ≤ X N ∈ L 1 (P ), and assume that
holds for all 0 ≤ n < N with some 0 < a. Then
where a := min{a, 1}.
Proof. It is enough to treat the case when a < 1, otherwise one is simply dealing with Doob's inequality. Define the mutually disjoint events A 0 := {X 0 ≥ α}; A n := {X n ≥ α but max 0≤m<n X m < α} ∈ F n , n = 1, 2, ...
Since a < 1 and X N ≥ 0, the bound (1) holds even for n = N , and thus
X n ≥ α ,
Remark 1 (L p -inequality) The standard proof of the L p -inequality corresponding to Doob's inequality (see eg. Corollary II.1.6 in [8] ) now gives the following, slightly modified result. Let p > 1 and assume that E(X p i ) < ∞ for 1 ≤ i ≤ N . If X * N := max 0≤n≤N X n , then
where · p is the L p -norm.
Next, we treat the continuous counterpart.
Theorem B (Improved Doob; continuous). Let T > 0. Let (Z t , F t , P ) t∈[0,T ] be a right-continuous stochastic process with the last variable satisfying that 0 ≤ Z T ∈ L 1 (P ), and assume that
holds for all 0 ≤ t < T where 0 < a. Then, for α > 0,
Proof. We will write Z(s) instead of Z s for convenience. Let n ∈ N be given and apply Theorem A to the
and N := 2 n , yielding
Exploiting right-continuity, one has
and we are done by letting n → ∞ and using the dominated convergence theorem.
Remark 2 (L 1 can be dropped) If the L 1 -assumption on the last variable fails in the above theorems, then the estimates remain still valid in the sense that the bounds become infinite. In the sequel, we will always use this convention without further mention.
Applications to various processes
We now present some useful inequalities which are applications of Theorems A and B.
3.1 Application to time series (processes) with step sizes (slopes) bounded from below We first consider time series.
Theorem 1 (Time series with jump sizes bounded from below) Let S = {S n } n≥1 be a sequence of real valued random variables. We may view S as a (not necessarily Markovian) random walk on R or as a time series. The only assumption we have about the steps is that S n+1 − S n > ℓ, n ≥ 1, a.s., with some ℓ < 0. Then, for N ≥ 1 and α ∈ R, one has
Proof. Let X n := e Sn for n ≥ 1 and apply Theorem A for α ′ := log α and a := e ℓN .
A similar application of Theorem B leads to the following continuous version.
Theorem 2 (Lower bound on slope) Let ℓ < 0 and assume that the right-continuous process
Then for T > 0 and α ∈ R,
Application to processes with independent increments
If the right-continuous process (Z t , F t , P ) on [0, T ] has independent increments, then
E(e ZT −Zs ). If 0 < a, then the conditions of Theorem B are satisfied for the process Z := e Z . Therefore, we have Theorem 3 (Independent increments) If the right-continuous process (Z t , F t , P ) on [0, T ] has independent increments, and a := inf 0≤s≤T E(e ZT −Zs ) > 0, then for α ∈ R,
Remark 3
If the righthand side is infinite, we still consider the bound valid in the broader sense, and therefore we do not assume any moment condition on Z T .
As a particular discrete case (of Theorem A), we let (S n , F n , P ) 0≤n≤N be a a random walk on Z with S 0 = 0. Let the steps Y n := S n+1 − S n be independent, and define φ i := Ee
Yi and π n := Π
we obtain Corollary 1 (Random walks with time-inhomogeneous steps) For α ∈ R,
S n ≥ α .
Application to Lévy-processes
If we assume even more, namely that Z is actually a Lévy-process, 1 then, for T > 1, the Lévy-Khintchine Theorem implies that
Observe that the infimum is either at 0 or at T . So, assuming as usual, that Z 0 ≡ 0, in terms of the Lévy exponent ψ, we obtain that
Clearly, the assumption T > 1 is not important in the argument above, and so we have obtained that a = min{1, Ee ZT }. This gives the following result.
Theorem 4 (Lévy processes) A Lévy process
In particular,
Remark 4 (i) Again, the righthand sides of the bounds are allowed to be infinite, and so we make no moment assumptions on Z T .
(ii) When a = 1, that is, ψ(1) ≥ 0, the theorem is simply an exponential Doob's inequality. For example, that is the case for standard Brownian motion. Nonetheless, when Ee ZT ≤ 1, i.e. ψ(1) ≤ 0, we obtain a new inequality. Let a ≥ 0, b ∈ R, and Λ be the characteristics of Z 1 . That is, with h(
(Of course, this condition is only meaningful when the Lévy measure has light enough tail, guaranteeing that
Application to subcritical branching processes
Let (Z t ) t≥0 be a subcritical branching process, with mean offspring number 0 < µ < 1, and with exponential branching clock with rate b > 0. Let m := µ − 1 < 0. Since, by the branching property, E(Z T | Z s ) = e bm(T −s) Z s for T > s, we pick a = e bmT and obtain that Theorem 5 (Subcritical branching processes) For α, T > 0,
Note: The righthand side is of course bounded by α −1 for any T and µ < 1, in accordance with the fact that for the µ = 1 case, Doob's inequality gives precisely the α −1 bound. But if α is large relative to T , our bound is much tighter, as the expectation term tends to zero as α → ∞.
Remark 5 (CSBP's) For a continuous state branching process 2 (CSBP) X with branching mechanism βu − ku 2 with β < 0, k > 0, we get, by a similar argument, that
For background on CSBP's, see [6] . For another, superprocess-related application, see [2] .
Application to time-homogeneous Markov processes
If X is a time-homogenous Markov process, then our condition becomes
where a = a(T ) > 0. This, besides branching processes, is also satisfied for example by a geometric Brownian motion S solving the stochastic differential equation dS t = µS t dt + σS t dW t , with S 0 = z > 0. Here µ ∈ R, σ > 0, while W is a standard Brownian motion. Indeed,
where a := 1 for µ ≥ 0 and a := e µT for µ < 0. In the latter case for instance, we obtain that, Theorem 6 (GBM; µ < 0) Assume that the geometric Brownian motion S has drift µ < 0 and S 0 = z. Then, for α > z,
Proof. Using continuity,
Now, Theorem B along with the previous comments yields for α > z and T > 0, that
and we are done.
For some related results on geometric Brownian motion, see [3] .
Application to proving limits

Almost sure convergence
It is a typical situation that a process is defined for continuous times, and in order to prove a limit theorem one must go through the rather unpleasant two-step 'discrete time skeleton first, upgrade to all times next' procedure. (A classic paper addressing these kind of issues is [5] .) The following result offers a method to solve this problem.
Theorem 7 (Almost sure convergence) Let (X t , F s , P ) t≥0 be a nonnegative real valued, filtered stochastic process, such that EX t < ∞ for all t ≥ 0. Assume that for a sufficiently small T > 0 the following holds:
1. there is an a ∈ (0, 1] such that
where
n EX nT < ∞. Then lim t→∞ X t = 0 holds P -a.s.
Proof. By the Borel-Cantelli Lemma, it is enough to show that for any given ǫ > 0, i≥i0 EX (n+1)T , and we are done, given our second assumption.
Examples of applications of Theorem 7
We present a few applications of Theorem 7 below.
Subcritical branching and GBM
That the subcritical branching process Z in Theorem 5 or the geometric Brownian motion in Theorem 6 with µ < 0 tends to zero as t → ∞ almost surely, immediately follows from the (trivial) summability of the expectations at integer times.
Total mass of superprocesses
A more involved case is the proof of the fact that the 'over-scaled' total mass of a superprocess tends to zero (see [2] ). Doob's inequality was not applicable in that situation.
Total population in a branching diffusion
Let D ⊆ R d be a non-empty domain and
where the functions a ij , b i : D → R, i, j = 1, ..., d, are in the class C 1,η (D), η ∈ (0, 1] (i.e. their first order derivatives exist and are locally Hölder-continuous), and the symmetric matrix (a ij (x)) 1≤i,j≤d is positive definite for all x ∈ D. Consider Y = {Y t ; t ≥ 0}, the diffusion process with probabilities {P x , x ∈ D} and expectations {E x , x ∈ D} corresponding to L on D. We do not assume that Y is conservative, that is, for τ D := inf{t ≥ 0 | Y t ∈ D}, the exit time from D, τ D < ∞ may hold with positive probability. Intuitively, this means that Y may get killed at the Euclidean boundary of D or 'run out to infinity' in finite time.
Let us first assume that
The (strictly dyadic) (L, β; D)-branching diffusion is the Markov process Z with motion component Y and with spatially dependent rate β, replacing particles by precisely two offspring when branching and starting from a single individual. Informally, starting with an initial particle at x ∈ D, it performs a diffusion corresponding to L (with killing at ∂D) and the probability that it does not branch until t > 0 given its path {Y s ; 0 ≤ s ≤ t} is exp(− t 0 β(Y s ) ds). When it does branch, it dies and produces two offspring, each of which follow the same rule, independently of each other and of the parent particle's past, etc. (Already at the instant of the branching we have two offspring particles at the same location, i.e. at the location of the death of their parent.) Write P x (instead of the more correct P δx ) for the probability when Z starts with a single particle at x ∈ D Then Z can be considered living either on the space of 'point configurations,' that is, sets which consist of finitely many (not necessarily different) points in D; or M(D), the space of finite discrete measures on D. We will write f, Z t := By standard theory then (see 1.14 in [1] ), the generalized principal eigenvalue of L + β on D, λ c (β) := inf{λ ∈ R | ∃u > 0 s.t (L + β − λ)u = 0 in D} satisfies that λ c (β) ≤ λ ∞ (β) and thus λ c (β) < ∞.
Whenever λ c (β) < ∞, Z is well defined as a locally finite (discrete) measured-valued process even if β is not bounded from above [1] . But since we even assume that λ ∞ (β) < ∞, we know that the process is almost surely finite measure valued, not just locally, but globally. This is because of the well known fact Theorem 8 (Over-scaling) Let µ be a nonempty finite discrete point measure. If λ > λ ∞ then
Proof. For n ≥ 0 and s > 0, let
By Theorem 7 (applied to the process X with X t := e −λt Z t ) it is enough to verify these two statements:
1. For some a ∈ (0, 1) and T > 0,
holds for n ≥ 1 and 0 < t ≤ T ; 2.
n E µ e −λnT Z nT < ∞.
The second statement simply follows from the facts that λ > λ ∞ , while
as n → ∞. The first statement is a consequence of the Kato-class assumption. Indeed, using the Markov and the branching properties,
Fix an arbitrary a ∈ (0, 1); we are now going to determine T that works for this given a. Since β ∈ K(Y ), i.e.
we are able to pick a T > 0 such that
for all 0 < t < T and all x ∈ R d . By Jensen's inequality,
and thus
holds too, for all 0 < t < T and all x ∈ R d . Therefore we can continue (4) with ≥ ae λ(t−s) e −λ(nT +t)) Z nT +s = ae −λ(nT +s) Z nT +s , and we are done.
SMG's and a-achieving processes
So far we have explored some consequences of Theorems A and B. In Theorem A we only compared X N to all X n , n < N with N fixed. If we compare all the pairs of the random variables, then we can define the following class of stochastic processes.
Definition 1 (a-achieving process) Let a > 0.
(a) Let M ∈ N ∪ {+∞}. We call an integrable stochastic process X = {X n } n∈N,n≤M a-achieving if
holds for every n ∈ N satisfying n ≤ M ; we call it uniformly a-achieving if
holds for all m, n ∈ N such that 0 ≤ m < n ≤ M . (b) Let S ∈ R + ∪ {+∞}. We call a right-continuous integrable stochastic process X = {X t } t∈R+,t≤S a-
holds for every pair s, t ∈ R + satisfying s < t ≤ S; we call it uniformly a-achieving if
holds for every pair s, t ∈ R + satisfying s < t ≤ S.
Example 1
The subcritical branching process Z in Theorem 5 is e bm -achieving, while the geometric Brownian motion in Theorem 6 is e µ -achieving.
An equivalent definition is as follows.
Lemma 1 Let a > 0.
(a) (Discrete) X is a-achieving if and only if Y defined by Y n := a −n X n is a submartingale. (b) (Continuous) X is a-achieving if and only if Y defined by Y t := a −t X t is a (right-continuous) submartingale.
Proof. (a) First assume that X is a-achieving. It is easy to prove then by induction that
A convenient property of submartingales is that their class is closed under transformations with nondecreasing and convex functions. We are now generalizing this property. In order to accomplish this, we are going to work with functions which are approximately convex. Concerning this notion, we briefly explain the basic facts below; the interested reader may check e.g. [4, 7] and the references therein for more elaboration. Theorem 9 (From SMG to uniformly a-achieving) Let I be a (bounded or unbounded) interval and X an I-valued submartingale. Assume that f : I → R is a non-decreasing δ-convex function with δ ≥ 0, and in the continuous setting assume also that f is continuous. Then the process Y := e f (X) is uniformly e −δ -achieving.
In order to prove Theorem 9 we need two lemmas.
Lemma 2 (Hyers-Ulam) f : I → R is δ-convex if and only if it decomposes as f = g + h, where g is a convex function on I and sup x∈D |h(x)| ≤ δ/2.
Proof. This is a particular case of the Hyers-Ulam Theorem [4, 7] .
As a corollary we get the next result.
Lemma 3 (Approximate Jensen) If f : I → R is δ-convex and X is an I-valued random variable in L 1 , then
Proof. Consider the Hyers-Ulam decomposition, f = g + h. We have by Jensen's inequality that Ef (X) = Eg(X) + Eh(X) ≥ g(E(X)) − δ/2 = f (E(X)) − h(E(X)) − δ/2 ≥ f (E(X)) − 2δ/2, as claimed.
Proof. (of Theorem 9) We treat the discrete case; the continuous case is very similar.
We 'exponentiate' Lemma 3. That is, for F := e f we have
where the first inequality uses the conditional Jensen's inequality for Y := f (X), and the second inequality uses Lemma 3 for the conditional expectation. 4 Now to see that Y defined by Y n = exp[f (X n )] = F (X n ) is uniformly e −δ -achieving, replace X by X n , where n ≥ m ≥ 0. Then one has E(F (X n ) | F m ) ≥ e −δ F (E((X n ) | F m )) ≥ e −δ F (X m ), n ≥ m ≥ 0.
where the last step uses the submartingale assumption and monotonicity.
Remark 6 Note that in the Hyers-Ulam decomposition, the convex function g is not necessarily non-decreasing, hence g(X) and e g(X) are not necessarily submartingales, preventing one from using Doob's inequality.
Taking the composition of the two transformations appearing in Theorem 9 and Lemma 1 (from aachieving to SMG to a-achieving, or from SMG to a-achieving to SMG), we immediately get the following invariance results, stated, for simplicity, in the discrete case.
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Theorem 10 (Invariance) Let δ ≥ 0 and f be a non-decreasing δ-convex function on I.
(i) If X is an I-valued submartingale then so is Y , where Y n := exp(δn+ f (X n )), provided it is integrable.
(ii) If X is a-achieving, then U defined by U n := e f (Xn/a n ) is uniformly e −δ -achieving, provided X n (ω)/a n ∈ I for all ω ∈ Ω, n ≥ 0.
Proof. The claims follow form Theorem 9 and Lemma 1.
