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Abstract
We propose diagrammatic techniques for visualizing relational reasoning in formal methods like B
or Z; in particular for induction and coinduction. These are similar to those for functional diagrams
in category theory and inspired by rewriting theory. Diagrams are endowed with a simple algebraic
semantics that imposes a convenient balance between expressive and algorithmic power. This
makes the approach particularly suitable for mechanization and automation. Its usefulness for
visual reasoning is illustrated by various examples.
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1 Introduction
Diagram chase with functions is common practice in mathematical sciences.
A function f : A→ B is associated with an arrow from source A to target B
labeled by f . Composition of functions, a partial operation with respect to
sources and targets or domains and codomains of functions, is associated with
juxtaposition of arrows. An equation f = g◦h between functions is associated
with a commuting diagram, where all paths along arrows from a given source
to a given target are equal. Equational and diagrammatic reasoning about
functions are in one-to-one correspondence. It is well-known that category
theory provides an abstract foundation of this style. It is successfully used in
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many diﬀerent areas of computer science, among them the speciﬁcation and
analysis of software systems.
For many software analysis tasks, however, the functional approach is too
restrictive. First, speciﬁcations are often non-deterministic, thus allow one-to-
many associations of elements. Determinism of programs is usually established
in a reﬁnement process. Non-determinism is even an essential feature of con-
current or reactive systems. Second, functions are not entirely satisfactory
for modeling the semantics of predicate transformers or of analysis formalisms
like dynamic or temporal logics or the mu-calculus. It is therefore desirable
to generalize from functions to relations. In fact, relations form the backbone
of formal methods like B [3] or Z [18] in software development. But how to
visualize relational reasoning?
We build on lessons learned from rewriting theory (c.f. [4]) and allegory
theory [11] for developing a simple and convenient algebraic semantics for
semi-commuting diagrams. These are for inequational reasoning with rela-
tions what commuting diagrams are for equational reasoning with functions.
Our underlying algebra is Kleene algebra [14]. We believe that it is very con-
venient for modeling the control ﬂow in software systems. In particular, this
semantics yields simple ﬁxpoint-based rules and associated diagrams for an
interesting fragment of inductive and coinductive reasoning. This approach
nicely balances the expressive power of diagrams with algorithmic power, no-
tably decision procedures. A particular beneﬁt is that regular and omega
regular identities and their associated diagrams can freely be used in the dia-
gram chase. This simplicity is in contrast to previous approaches that required
considerable machinery.
The strength of our approach, however, consists not solely in the visualiza-
tion of algebraic axioms by a sound and complete diagrammatic calculus, but
also in intuitive and powerful derived rules for transforming and (de)composing
diagrams, while preserving some interesting properties. We introduce rules
that capture the typical informal diagrammatic style of rewriting theory. Our
considerations in the general setting of semi-commutation, however, increases
their domain of applicability to relational software development with methods
like B or Z. The idea of transferring diagrammatic techniques from rewriting
to software engineering is probably novel. Several examples from rewriting
theory and concurrency control support the usefulnes of this approach.
The general merits of relational diagram chase in rewriting are beyond any
doubt: it is the standard way of reasoning in this area. Diagrams show the
essence of proofs while hiding boring technical details. Proofs by diagrams
are informally rigorous in contrast to the formally rigorous proofs from logic
or algebra. Our examples show that the present approach uniﬁes both kinds
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of rigor in one simple and convenient formalism. In a corresponding formal
method, a proof engineer might ﬁrst sketch a proof using diagrams and then
incrementally reﬁne it using our derived rules. The underlying algebraic se-
mantics paves the way to a simple mechanized veriﬁcation of the diagrammatic
arguments. The approach is open in the sense that further diagram rules can
easily be deﬁned and veriﬁed by the user.
In this paper we try to informally motivate the main ideas behind our
diagrammatic calculus and to illustrate them by examples. Theoretical re-
sults about Kleene algebras and related theories can be found in the litera-
ture [14,6,9]. An implementation of the calculus and an integration into a
formal method is left for future work.
The remainder of this text is organized as follows: Section 2 shows how
rewriting diagrams can be used for modeling meaningful properties of con-
current systems and processes. Section 3 proposes an algebraic semantics for
semi-commuting relational diagrams. Section 4 presents transformation and
preservation laws for diagrams. Sections 5 and 6 introduce diagrammatic in-
duction techniques and examples. Section 7 gives diagrams and techniques
for coinduction. Section 8 and 9 further discuss the results, draw a conclusion
and suggests some future work.
2 Diagrams for Relation-Style Reasoning
Let us ﬁrst recall how diagrams arise in rewriting theory. Let R be a binary
relation over some set A. We write a→R b instead of (a, b) ∈ R and visualize
· →R · as a basic diagrammatic building block for the entire relation R. Com-
position of relations R and S is visualized by · →R · →S ·. Remember that
a→R◦S b if a→R c and c→S b for some c ∈ A. Finally, inclusion R ⊆ S of R
in S is visualized by the diagram
· ·
R
S
If R ⊆ S is valid, then we say that the diagram semi-commutes.
The following example demonstrates the universality and applicability of
this concept.
Example 2.1 Consider the following semi-commuting diagram.
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· ·
··
R
ST
U
It specializes to various interesting properties, among them the following.
(i) Let T = S. Then we say that U S-simulates R. Simulation is a standard
notion in concurrency theory and process algebra. By elementary set theory
this simulation property holds in the following case: For all x1, x2, x3 ∈ A,
if x1 →R x2 and x2 →S x3 hold, then there is some y ∈ A such that
x1 →T y and y →U x3. Therefore, in a semi-commuting diagram, paths of
solid lines correspond to universal quantiﬁcation and paths of dashed lines
to existential quantiﬁcation. This notation is also standard in rewriting
theory. We will present several applications. As a special case, when T is a
mapping, then the diagram says that T is a homomorphism.
(ii) Let moreover U = R. Then we say that S semi-commutes over R. In a
concurrent system, this expresses that execution of S may always be given
priority over execution of R; an R-sequence of actions followed by action S
can always be replaced by an S-sequence of actions followed by action R.
We will use several weaker notions of semi-commutation below.
(iii) Let R◦ = S = T = U◦ = V ∗, where the operations ∗ and ◦ denote reﬂex-
ive transitive closure and conversion. We visualize converses by inverting
arrows. Then the diagram expresses conﬂuence of V , that is all diverg-
ing V -paths will eventually join. This is a fundamental notion of rewriting
and functional programming. It is used to ensure the existence of unique
solutions of computing processes.
(iv) Let ⊆ be equality; let T = S and U = R. Then we say that the diagram
commutes and we can replace the dashed lines by solid ones. Commutation
of two relations R and S, that is, R◦S = S ◦R may be used to express their
independent execution. This is interesting for analyzing concurrent systems,
for instance for partial order reduction [1], for expressing independence of
measurements in a physical system or for modeling independence of variable
assignments in a program.
The diagrams that correspond to these notions are
· ·
··
R
SS
U
· ·
··
R
SS
R
· ·
··
V ∗
V ∗V ∗
V ∗
· ·
··
R
SS
R
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3 Abstract Semantics for Semi-Commuting Diagrams
We now abstract from set-theoretic relations to arrows labeled with elements
of some suitable algebra and motivate the axioms of our labeling algebra step
by step. We model diagrams as special digraphs.
Consider any directed acyclic graph G with one source and one sink, with
two sorts of edges (or arrows)—solid and dashed—and with arrows labeled by
the elements of some labeling algebra A. A link is a path from source to sink
that contains only one sort of arrows. Then G is a diagram if all paths from
source to sink are links.
We deﬁne commutation of a diagram D via path equivalence. So we re-
quire an operation of multiplication of labels (denoted by juxtaposition). For
every path π in D we deﬁne l(π), the label associated with path π, as the ho-
momorphic extension of the mapping that associates arrows with their labels
and the empty path with 1 and such that l(πρ) = l(π)l(ρ). Here, juxtaposition
of paths denotes path composition. Obviously, l is a bijection if multiplication
of labels is associative and l maps to the respective equivalence classes. We
will impose this requirement. For all π1 and π2 in D, the relation π1 ∼A π2
deﬁned by l(π1) = l(π2) is a congruence (with respect to path composition),
which we call path congruence. We say that D commutes if all links are
(path-)equivalent. We write C(π1, . . . , πn) if the diagram with links π1, . . . , πn
commutes. Thus
C(π1, . . . , πn)⇔ πi ∼A πj , for all 1 ≤ i, j ≤ n.
Example 3.1 The following diagram commutes.
· ·
·
ab
a b
In our intended applications, arrows correspond to actions; a meaning-
ful notion of path in a diagram presupposes that composition of actions is
associative. Composition of relations, of course, is.
It is also convenient to have arrows that preserve or destroy everything.
They correspond to the actions skip and abort and, alternatively, to the identity
and the empty relation. These actions occur in many formalisms, among
them predicate transformer calculi, propositional dynamic logic and process
algebras. We introduce labels 1 and 0 and require commutation of
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· ·
·
a
1 a
· ·
·
a
a 1
· ·
·
0
0 a
· ·
·
0
a 0
This turns the labeling algebra into a monoid with unit 1 and element 0 that
satisﬁes the annihilation laws 0a = 0 = a0. Some applications suggest to drop
a0 = 0. When a is always non-terminating, one might want that ab = a for
all b and in particular for b = 0; a conﬂict. See [21] for a deeper discussion.
It is convenient to model a concurrent system as a ﬁnite or inﬁnite iteration
of a choice of actions. We therefore add an operation + of addition to our
labeling algebra that is associative, commutative and idempotent (x+x = x).
At the relational level, addition is set-union. Abstracting from relations we
require that 0 is a unit of addition and that multiplication distributes over
addition from left and right. Operations for iteration are considered below.
To sum up, we require that the labeling algebra (A,+, ·, 0, 1) is an idem-
potent semiring. Formally, this means that
• (A,+, 0) is a commutative idempotent monoid, that is, a semilattice,
• (A, ·, 1) is a monoid,
• multiplication distributes over addition from left and right
• zero is a left and right annihilator.
The deﬁnition of semi-commuting diagrams is now straightforward. Every
idempotent semiring A possesses a natural ordering deﬁned by a ≤ b iﬀ a+b =
b for all a, b ∈ A. It is the only ordering with least element 0 and for which
addition and multiplication are isotone. Now for paths π1 and π2 in a diagram
D we deﬁne π1  π2 iﬀ l(π1) ≤ l(π2). By isotonicity of multiplication,  is
a path pre-congruence. We say that D semi-commutes if every solid link in
D is smaller than every dashed link in D with respect to . Of course, semi-
commutation of a diagram can be deﬁned in terms of commutation and vice
versa. We write S(π1, . . . , πm; ρ1, . . . , ρn) to denote that a diagram with solid
links π1, . . . , πm and dashed links ρ1, . . . , ρn semi-commutes. Therefore,
S(π1, . . . , πm; ρ1, . . . , ρn)⇔ πi  ρj , for all 1 ≤ i ≤ m and 1 ≤ j ≤ n.
By the natural ordering, idempotent semirings allow reasoning about pro-
gram and system reﬁnement. a ≤ b holds iﬀ a is a reﬁnement of b. This is the
case since a can always be used instead of b in all contexts.
Since l is a homomorphisms of diagrams into the labeling algebra and
semi-commutation is deﬁned via this interpretation in terms of validity of
inequalities, the labeling algebra provides a semantics for semi-commuting
diagrams. Since l is in fact bijective (up to associativity of multiplication),
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semi-commuting diagrams are a visualization of the algebra. Moreover, by this
simple construction, it is obvious that the semi-commuting diagrams that can
be built from the axioms of the idempotent semirings are sound and complete
with respect to this semantics.
4 Transformation and Preservation
The simple one-to-one correspondence between diagrams and algebraic in-
equalities allows us to express theorems of the labeling algebra immediately
in terms of semi-commuting diagrams. In particular, valid quasi-identities in
the theory of idempotent semirings, that is formulas of the form
a1 ≤ b1 ∧ · · · ∧ an ≤ bn ⇒ a0 ≤ b0,
translate immediately into preservation laws for semi-commutation:
S(l−1(a1); l
−1(b1)) ∧ · · · ∧ S(l
−1(an); l
−1(bn))⇒ S(l
−1(a0); l
−1(b0))
and vice versa. This law says that whenever the diagrams in the antecedent
semi-commute, then so does the succedent. Any proof system for equational
logic can therefore serve as a proof system for diagrams. Experience, however,
shows that human reasoning with idempotent semirings is essentially inequa-
tional. It is therefore more convenient to use a logic for reasoning with order-
ings and precongruences. See [22] for such systems. Consequently, reasoning
about semi-commuting diagrams can easily be mechanized and integrated into
a formal method. Since the equational theory of idempotent semirings is de-
cidable, it is decidable whether a given diagram semi-commutes. However,
implications between diagrams can be undecidable; a consequence of unde-
cidability of the uniform word problem for semigroups [7]. So large parts of
diagrammatic reasoning can easily be automated; the remainder may require
human interaction. Thus the algorithmic power of the labeling algebra is very
helpful for checking the validity of diagrammatic reasoning.
Nevertheless, a plain general-purpose formal proof system is inadequate
for diagram chase. Truly diagrammatic reasoning, as category theory shows,
should be based on derived transformation rules that are topologically intuitive
and natural and that preserve the relevant properties, such as commutation or
semi-commutation. We will present two kinds of such rules: rules for replacing
paths in diagrams and rules for composing and decomposing diagrams. We
ﬁrst present splitting and denesting rules. The splitting rule allows us to
translate between commuting and semi-commuting diagrams.
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· ·
a
b
⇔ · ·
a
b
∧ · ·
a
b
Obviously, it is valid, since a = b iﬀ a ≤ b and b ≤ a.
The denesting rule yields a more compact representation of diagrams, when
used from left to right. In the converse direction, it introduces further normal-
form diagrams that consist of precisely two links.
· ·b
a
c
⇔ · ·
a
c
∧ · ·
b
c
A similar rule can be obtained by exchanging solid and dashed lines.
Our second derived rule is a case analysis rule
· ·
a + b
c
⇔ · ·
a
c
∧ · ·
b
c
It is valid, since a + b ≤ c iﬀ a ≤ c and b ≤ c holds for all elements a, b, c
of some idempotent semiring. Using distributivity, we can further decompose
all diagrams into a normal form where all solid arrows are labeled by single
letters. There is no corresponding law for dashed lines. Because of this case
analysis, we do not introduce any diagrammatic laws for addition in the con-
text of dashed lines, but handle addition entirely by properties of the labeling
algebra. One can easily derive further diagrammatic proof rules that translate
statements such as a ≤ b⇒ a ≤ b + c or a ≤ a + b.
Our third set of derived rules transforms paths in diagrams. They are
based on isotonicity of multiplication, that is the derived rules
π1  π2 ⇒ ρπ1  ρπ2,
π1  π2 ⇒ π1ρ  π2ρ.
on path expressions π1, π2 and ρ and the associated preservation laws for
semi-commutation
S(π1; π2)⇒ S(ρπ1; ρπ2),
S(π1; π2)⇒ S(π1ρ; π2ρ).
Although these isotonicity rules are algebraically fundamental, they are not
natural for a diagrammatic calculus. We now give two fundamental rules for
replacing edges in semi-commuting diagrams. The ﬁrst one is
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··
b x ∧
··
· ·
a
x
c
d ⇒
··
· ·
a
b
c
d
The second rule can be obtained by exchanging solid and dashed lines. Using
these rules and the splitting rule, we can derive another rule for commuting
diagrams that has the same shape and in which all lines are solid. There
are further derived diagram rules for combinations of commuting and semi-
commuting diagrams that can be derived from the fundamental rules using the
splitting rule. For the sake of brevity we present them using path expressions.
π1ρ1π2 ∼ π3 ∧ ρ2  ρ1 ⇒ π1ρ2π2  π3,
π1 ∼ π2ρ1π3 ∧ ρ2  ρ1 ⇒ π1  π2ρ2π3,
π1ρ1π2  π3 ∧ ρ1 ∼ ρ2 ⇒ π1ρ2π2  π3,
π1  π2ρ1π3 ∧ ρ1 ∼ ρ2 ⇒ π1  π2ρ2π3.
Their translation into preservation laws is also straightforward. The second
transformation rule, for instance, translates into the preservation law
C(π1, π2ρ1π3) ∧ S(ρ2; ρ1)⇒ S(π1; π2ρ2π3).
Our fourth set of derived diagram rules deals with the composition of diagrams.
Again, these rules are based on isotonicity of multiplication, but now contexts
are used in both antecedents. Again, there are two fundamental composition
rules for semi-commuting diagrams. The ﬁrst one is
· ·
·
a
c x ∧
·
··
b
x
d
⇒
· ·
· ·
a
bc
d
The second rule can again be obtained by replacing solid and dashed lines. A
corresponding rule for commuting diagrams follows immediately from those
for semi-commutation and the splitting rule. Further derived rules handle
again the combination of commutation and semi-commutation. They are
π1 ∼ π3ρ ∧ ρπ2  π4 ⇒ π1π2  π3π4,
π1  π3ρ ∧ ρπ2 ∼ π4 ⇒ π1π2  π3π4,
π1ρ ∼ π3 ∧ π2  ρπ4 ⇒ π1π2  π3π4,
π1ρ  π3 ∧ π2 ∼ ρπ4 ⇒ π1π2  π3π4.
Soundness of all these derived diagram rules can easily be shown with the help
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of the labeling algebra. Moreover, all rules correspond to preservation laws
for commutation and semi-commutation.
Our derived transformation and composition rules formalize the essence
of diagram chase in rewriting theory, but generalized to the setting of semi-
commutation and with an underlying abstract algebraic semantics. Diagram
chase is usually far more convenient for a human than performing the de-
tailed underlying algebraic manipulations (except for sectarians of idempo-
tent semirings). The simple formal semantics of the present approach yields
a coincidence of these opposites.
5 Diagrammatic Techniques for Induction
Reasoning by diagrams is often inductive. Reasoning about programs and
systems usually requires some form of iteration or recursion. We will now con-
sider a restricted form of induction that arises from ﬁnite iteration. Although
strictly less expressive than induction corresponding to general recursion, it
still captures some interesting behavior. A previous approach to inductive
reasoning with geometric diagrams has been proposed in [12]. However, the
goals and techniques used in this approach are entirely diﬀerent from ours.
To model induction in our labeling algebra, we extend the labeling algebra
from idempotent semirings to a Kleene algebra [14]. Formally, this is a struc-
ture (K, ∗) such that K is an idempotent semiring and the star ∗ is a unary
operation deﬁned by the star unfold law and the star induction laws
1 + aa∗ ≤ a∗, b + ac ≤ c⇒ a∗b ≤ c, b + ca ≤ c⇒ ba∗ ≤ c,
for all a, b, c ∈ K. The star unfold law and the ﬁrst star induction law corre-
spond to the diagrammatic expressions
· ·
·
a∗
a a∗
1
· ·
·
c
a c
b
⇒ · ·
·
c
a∗ b
The diagram for the second star induction law is obtained by inverting arrows.
Alternatively, also the induction laws ac ≤ c ⇒ a∗ ≤ c and ca ≤ c ⇒ a∗ ≤ c
and the associated diagrams can be used.
Let us brieﬂy discuss these laws. The unfold law says that an iteration of
a either does nothing or performs an a-step and then continues the iteration.
The induction law implies (by setting b = 1) that a∗ is the least element
with this property. It follows that a∗ is the reﬂexive transitive closure of a,
reﬂexivity meaning that 1 ≤ a and transitivity that aa ≤ a. Also a transitive
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closure operator + can easily be deﬁned as a+ = aa∗, whence a∗ = 1 + a+.
Operationally, the star induction law is a star elimination law. We will see
examples below.
The extension to Kleene algebra preserves the nice algorithmic properties
of diagram chase. The equational theory of Kleene algebra is still decidable
using ﬁnite automata and a correspondence between Kleene algebra expres-
sions and regular expressions [14]. One can therefore freely use the well-known
regular identities and the associated regular diagrams. Examples are
· ·
1
a∗
· ·
a
a∗
· ·
a∗
a∗∗
· ·
·
a∗
a a∗
· ·
·
a∗
a∗ a∗
Finally, the reﬂexive transitive closure of a relation satisﬁes the star unfold
and induction laws. More generally, the set-theoretic relations under union,
relational composition and reﬂexive transitive closure form a Kleene algebra,
which we call the relational model.
6 Examples for Induction
We now present several examples for inductive reasoning with diagrams. First,
we show a dual star unfold law that follows from the ﬁrst one by inverting
arrows:
· ·
·
a∗
a∗ a
1
The proof is the following diagram chase. As common in theorem proving, we
move backward from the conclusion towards the assumptions. First, we use
the denesting rule. This yields the diagrams
· ·
a∗
1
· ·
·
a∗
a∗ a
The ﬁrst diagram follows immediately from the denesting rule and the star
unfold law of Kleene algebra. For the second diagram, we reason as follows.
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· ·
·
a∗
a a∗
∧
· ·
a
a∗
⇒
· ·
·
a∗
a a∗
a
⇒
·
·
·
a∗ a
a∗
The last step in the chain of implications (and the ﬁrst step in our backwards
proof) uses the star induction law as a star elimination rule. The remaining
step is by denesting and yields two new goals. The ﬁrst goal follows im-
mediately from the star unfold diagram and denesting. The second goal is
one of our previous regular diagrams, which we do not analyze any further.
The underlying proof in Kleene algebra can easily be recovered. The entire
goal could as well be handled eﬀectively by the decision procedure for regular
expressions.
Our second example considers a simulation property which, as a derived
rule, is useful in many applications in program transformation, reﬁnement and
concurrency theory:
· ·
··
a
cc
b
⇒
· ·
··
a∗
cc
b∗
Its proof is as follows.
· ·
·
b∗
b b∗
1
⇒
·
· ·
··
·
c
b
b∗
c b∗
c 1
⇒
·
· ·
··
a
c
b∗
c b∗
c
⇒
· ·
··
a∗
cc
b∗
The ﬁrst diagram visualizes the star unfold law. The ﬁrst step uses isotonicity.
The second step uses the assumption and unit elimination. The third step
uses star induction. Our notion of simulation is consistent with that from
process theory. For Kleene algebra K and a, b, s ∈ K we say that b s-simulates
a if as ≤ sb. There is an interesting connection with data reﬁnement, as
considered in [21].
Our third example is a separation theorem. It states conditions for taking
actions of a concurrent system (a+ b)∗ as atomic units. Consider the property
· ·
··
b∗
a∗a∗
b∗
⇔
· ·
·
(a + b)∗
a∗ b∗
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This is a variant of the Church-Rosser theorem from term rewriting. See [19]
for an extensive algebraic treatment of this example. The most interesting
part of the proof is to show that ba∗ ≤ a∗b∗ ⇒ (a + b)∗ ≤ a∗b∗:
· ·
·
b∗
b b∗
b∗
⇒ · ·
·
b∗
b∗ b∗
⇒ ·
· ·
··
a∗
b∗
b∗
a∗ b∗
⇒ ·
· ·
·
· ·
·
b
a∗
b∗
a
a∗
b∗a
∗ b∗
⇒ · ·
·
(a + b)∗
a∗ b∗
The ﬁrst diagram uses the regular identity bb∗ ≤ b∗ and reﬂexivity. The ﬁrst
step uses star induction. The second step uses isotonicity. The third step uses
the assumption and star unfold for the new diagram. The fourth step uses
star induction and case analysis. Again the proof should be read backwards.
Setting b∗ to the converse of a∗ recovers the standard textbook proof of the
Church-Rosser theorem from rewriting theory. The diagram corresponding to
ba∗b∗ + aa∗b∗ ≤ a∗b∗ yields the induction step.
It has been shown in [19] that more theorems of abstract rewriting can be
proved in Kleene algebra, among them the abstract parts of the two standard
proofs of the Church-Rosser theorem in the lambda calculus. This includes
Barendregt’s strip lemma, the Hindley-Rosen commutation lemma and the
Hindley-Rosen commutative union lemma. In all cases, the standard dia-
grammatic arguments can immediately be translated into algebra and vice
versa and veriﬁed with respect to our simple semantics. Previously, Nipkow
has formalized a notion of diagram in the ISABELLE proof-checker that is
based on set-theory [17]. His approach uses much more technical machinery.
7 Coinduction: Diagrams and Techniques
Kleene algebra can be extended by an operator for (strictly) inﬁnite iteration.
An ω-algebra [6] is a structure (K,ω) such that K is a Kleene algebra and ω
satisﬁes the omega unfold law and the omega coinduction law
aω ≤ aaω,
c ≤ b + ac⇒ c ≤ aω + a∗b,
for all a, b, c ∈ K. The translation into diagrams is obvious. Again, the
relational model of Kleene algebra with inﬁnite iteration is an ω-algebra and
the ω-operation is isotone with respect to the natural ordering. In contrast
to Kleene algebra, ω-algebra allows one to express termination of iteration:
It can be encoded as absence of inﬁnite iteration, that is aω = 0. In [6] it is
claimed that the valid identities of ω-algebra are precisely the valid identities
between ω-regular expressions. Therefore, we freely use the the well-known
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ω-regular identities and the associated diagrams in proofs. We will refer to
them whenever they appear.
We now present two examples for coinductive diagrammatic reasoning. In
the previous section, we have presented a separation theorem that was based
on a semi-commutation condition. Without this condition we at least obtain
the following separation property [20]:
(a + b)∗ = a∗b∗ + a∗b+a(a + b)∗.
It splits an arbitrary sequence of actions a and b into a “good” part where all
a-actions are executed prior to b-actions and into a “bad” part that contains
reversals of the form ba. Our ﬁrst example compares two diﬀerent conditions
for separating actions. The ﬁrst one is the semi-commutation condition b∗a ≤
a+b∗; the second one is the quasi-commutation condition ba ≤ a(a+ b)∗. With
the simulation law from our earlier example it is easy to show that quasi-
commutation is equivalent to b∗a ≤ a(a + b)∗. It is also easy to show that
semi-commutation implies quasi-commutation. For the converse implication,
the termination condition aω ≤ 0 is needed.
Thus our ﬁrst example is to show that quasi-commutation and termination
of a implies semi-commutation. Diagrammatically, this is expressed as follows:
· ·
aω
0
∧
· ·
··
b
aa
(a + b)∗
⇒
· ·
··
b∗
aa+
b∗
We now present a semi-formal diagrammatic argument that can later be trans-
lated into a formal proof in ω-algebra. So let us assume that the antecedent
holds, but the succedent does not, whence in particular b+a ≤ 0. It then
follows from the above separation into good and bad sequences together with
set theory that
· · ·
· · ·
b+ a
a+
b+ a
(a + b)∗
Iterating this argument yields a Jacob’s ladder with an inﬁnite a-chain (the
previous diagram turned upside down in order to unfold towards heaven).
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· · ·
· · ·
· · ·
b+ a
a+
b+ a (a + b)∗
a+
b+ a (a + b)∗
Note that this Jacob’s ladder is not a semi-commuting diagram in the formal
sense. The dotted lines indicate that it rather represents a family of semi-
commuting diagrams that are constructed stepwise by the iteration.
Formally, the construction of this ladder corresponds, up to isotonicity, to
the application of the omega unfold law to the diagram
· · · ·
· · · ·
b+ a (a + b)∗
a+
b+ a (a + b)
∗
(a + b)∗
This inﬁnite iteration is captured formally by applying the omega coinduction
law. It yields the semi-commuting diagram
· · · ·
b+ a (a + b)∗
a+ω
Now, by the omega regular diagram for a+ω = aω, the assumption aω ≤ 0
and our fundamental rule for replacing edges in semi-commuting diagrams,
we can replace the dashed line by another dashed line that is labeled with
0. By similar arguments, using the regular diagram for 1 ≤ a∗ and our unit
diagrams, we can replace the solid link by another solid link that is labeled
by b+a. The resulting diagram expresses a contradiction. It therefore follows
that b∗a ≤ a+b∗.
This intuitive argument requires set-theoretic reasoning beyond omega al-
gebra, since the separate consideration of good and bad sequences works in set
theory, but not for general least upper bounds. A very similar proof within
omega algebra has been given in [20]. There, a context denoting the good
sequences is carried along the proof. This style of reasoning, however, is less
appropriate for diagrams, since a sum that appears at the right-hand side of
the omega coinduction rule does not allow a modular treatment. This fur-
ther underlines the usefulness of integrating our diagrammatic approach into
M. Ebert, G. Struth / Electronic Notes in Theoretical Computer Science 127 (2005) 87–105 101
a formal method for set-based program development.
Our second example shows that termination of a implies termination of b∗a
if a quasi-commutes over b. In this example we show again how to recover an
algebraic proof from a semi-formal diagram chase. Like in the previous exam-
ple, we use dotted lines and arrows for representing the iterative construction
of a family of growing diagrams.
For the proof, assume an inﬁnite b∗a-chain by reductio ad absurdum. Then,
by the previous example, every b∗a-sequence can be transformed into an a+b∗-
chain if a terminates and a quasi-commutes over b. Thus the diagram
·
· · ·
·
· ·
·
· ·
·
b∗
b∗ a
a+
b∗
b∗ a
a+
b∗
b∗ a
a+
b∗
yields an inﬁnite a-sequence, a contradiction. In order to recover a semi-
commuting diagram, the inner dotted arrows should be discarded and the
ﬁnal dotted arrow should be replaced by a dashed one. Thus, in a sense,
the dotted arrows memorize the previous steps of the iterative construction of
semi-commuting diagrams.
The following algebraic proof is a direct translation that veriﬁes the di-
agrammatic proof. First, by our previous example, we may assume semi-
commutation instead of quasi-commutation, since a terminates. Therefore
(b∗a)ω = b∗a(b∗a)ω ≤ a+b∗(b∗a)ω = a+(b∗a)ω.
The ﬁrst step uses omega unfold. The second step uses the assumption. The
third step uses the omega-regular identity b∗(b∗a)ω = (b∗a)ω. Now instead of
iterating this construction by omega unfold (which we did not explicitly show
in the diagram), we make the inﬁnite chain explicit by omega coinduction,
which yields (b∗a)ω ≤ a+ω. Then the claim (b∗a)ω ≤ 0 follows by the omega
regular identity a+ω = aω and the termination assumption aω ≤ 0. We leave
the full diagrammatic development to the reader. In [20], this theorem is used
in an algebraic proof of the following modularity theorem for termination of
action sequences from [5]: a and b terminate iﬀ a + b terminates and a quasi-
commutes over b. This demonstrates the applicability of our diagrammatic
techniques in termination analysis.
8 Discussion
Our considerations suggest that our algebraic approach to diagram chase is
very suitable for integration into a formal method. It nicely balances expres-
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sive and algorithmic power. Meanwhile, the underlying algebras have been
implemented in various interactive theorem provers [19,21,13], a specialized
interactive theorem prover for Kleene algebra [2] has been developed and the
integration of decision procedures in such provers is in progress [8]. Proofs
with such tools usually proceed backwards from the goal to the hypotheses.
The star induction rule, for instance, is used as a star elimination rule. It is
therefore straightforward to implement the semantics of our derived diagram
transformation rules in an interactive theorem prover. Backward use of our
transformation rules supports decompositional reasoning. Diagrams are iter-
atively narrowed: backward replacement of solid arrows yields greater edges;
that of dashed arrows yields smaller edges with respect to the natural ordering.
This corresponds to the usual style of inequational reasoning.
Therefore, at the present stage, the main task is the design and imple-
mentation of a graphical front-end that allows the explicit manipulation of
diagrams, supports user-deﬁned transformation rules and enhances a transi-
tion between algebraic and diagrammatic reasoning. A main question is proof
presentation. At ﬁrst sight, its seems most natural to modify diagrams succes-
sively on the screen by applying transformation rules in a drag an drop style.
The concrete realization of such a tool is left open.
Our approach is motivated by relational reasoning. In set-based program
development methods, this is usually the preferred level of abstraction. There-
fore, an integration into methods like Z or B seems very interesting.
9 Conclusion
We have presented diagrams for relation-style reasoning with a formal seman-
tics based on variants of Kleene algebra. We have demonstrated the usefulness
of the approach by a series of examples from concurrency and rewriting the-
ory that included inductive and coinductive reasoning. We have argued that
the approach is particularly suitable for mechanization and automation. Large
parts of reasoning use regular and omega regular identities that can be decided
by automata.
We envision the following further work. First, our techniques should be
integrated into a graphical interface that allows drag and drop diagram chase
in combination with algebraic calculations. This interface should then be in-
cluded into a formal method by implementing the semantics of diagrams. This
novel integration of rewriting-style diagram techniques into software engineer-
ing methods like B or Z might contribute to increase their comfort. Second,
other variants of Kleene algebras, for instance reﬁnement algebras [21], lazy
Kleene algebras [16] and typed Kleene algebras should be considered as a se-
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mantics for reasoning diagrammatically about total correctness. Third, the
approach should be generalized to Kozen’s Kleene algebra with tests [15] and
to modal Kleene algebras and algebras of modal operators [9,10]. This would
support reasoning by diagrams about partial correctness and with formalisms
such as dynamic or temporal logics. Fourth, it seems very interesting to
consider generalized forms of diagrams, for instance with several sources and
sinks and diagrams in which only parts commute or semicommute. Finally,
the techniques developed in this text should be further tested in the analysis
and development of algorithms, programs and protocols.
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