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Abstract. The Polyakov loop and the Dirac modes are connected via a simple analytical relation on the temporally odd-
number lattice, where the temporal lattice size is odd with the normal (nontwisted) periodic boundary condition. Using this
relation, we investigate the relation between quark confinement and chiral symmetry breaking in QCD. In this paper, we
discuss the properties of this analytical relation and numerically investigate each Dirac-mode contribution to the Polyakov
loop in both confinement and deconfinement phases at the quenched level. This relation indicates that low-lying Dirac modes
have little contribution to the Polyakov loop, and we numerically confirmed this fact. From our analysis, it is suggested that
there is no direct one-to-one corresponding between quark confinement and chiral symmetry breaking in QCD. Also, in the
confinement phase, we numerically find that there is a new “positive/negative symmetry” in the Dirac-mode matrix elements
of link-variable operator which appear in the relation and the Polyakov loop becomes zero because of this symmetry. In the
deconfinement phase, this symmetry is broken and the Polyakov loop is non-zero.
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INTRODUCTION
One of the important problems in low-energy QCD is nonperturbative understanding of color confinement and chiral
symmetry breaking and these important nonperturbative phenomena have been investigated in many analytical and
numerical studies [1, 2, 3, 4]. Their relation is also outstanding issue [5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]. Some
studies suggest that confinement and chiral symmetry breaking are strongly correlated. In finite temperature lattice
QCD calculation, some studies shows that the deconfinement phase transition and chiral restoration occur at almost
the same temperatures [7]. There is an opposite study, however, that the transition temperatures of deconfinement
phase transition and chiral restoration are not the same [8].
The order parameters of deconfinement phase transition and chiral symmetry breaking are important quantities to
investigate the relation between confinement and chiral symmetry breaking. The Polyakov loop is considered as an
order parameter for quark confinement [3]. At the quenched level, the Polyakov loop is the exact order parameter
for quark confinement, and its vacuum expectation value is zero in the confinement phase and nonzero in the
deconfinement phase. The order parameter of chiral symmetry breaking is chiral condensate, and low-lying Dirac
modes are essential for chiral symmetry breaking in QCD, for example, according to the Banks-Casher relation [16].
In some lattice QCD studies, it is confirmed that confinement and chiral symmetry breaking are simultaneously
lost by removing QCD monopoles in the maximally Abelian gauge [9, 10]. These results shows QCD monopoles in
the maximally Abelian gauge play important role for both confinement and chiral symmetry breaking. In previous
numerical studies, however, it is suggested that low-lying Dirac modes are not important modes for confinement [11].
In fact, the confinement properties such as the Polyakov loop and the string tension of quark-antiquark pair are almost
unchanged by removing low-lying Dirac modes from QCD vacuum. Taking into consideration that low-lying Dirac
modes are essential for chiral symmetry braking, this result suggests no direct one-to-one corresponding between
confinement and chiral symmetry breaking in QCD.
The analytical relation between the Polyakov loop and Dirac modes can be a hint for the relation between confine-
ment and chiral symmetry breaking in QCD. In fact, for example, the Polyakov loop is expressed in terms of Dirac
eigenvalues using twisted boundary condition for link-variables [12]. However, the (anti) periodic boundary condi-
tion is required for the imaginary-time formalism at finite temperature. Recently, we derived a relation between the
Polyakov loop and Dirac modes in the lattice QCD formalism with the normal (nontwisted) periodic boundary con-
dition for link-variables [17, 18, 19]. First, we derived it on the temporally odd-number lattice, where the temporal
lattice size is odd. Next, we showed that the analytical relation can be derived on the lattices on which the temporal
lattice size is even. In this paper, we concentrate the temporally odd-number lattice because the analytical relation is
especially simple form on this lattice and it is not serious problem to use the temporally odd-number lattice as we will
discuss later.
DIRAC MODE AND OPERATOR FORMALISM ON LATTICE
In this section, we prepare the setup for this study and review Dirac modes and the operator formalism in SU(Nc)
lattice gauge theory. We consider a standard square lattice with lattice spacing a and sites on the lattice are denoted
as s = (s1,s2,s3,s4) (sµ = 1,2, · · · ,Nµ) with odd N4. The temporal periodic boundary condition is imposed for link-
variables Uµ(s) = eiagAµ (s) with gauge fields Aµ(s) ∈ su(Nc), gauge coupling g and sites s = (s1,s2,s3,s4). As we
will show later, the analytical relation between Polyakov loop and the Dirac modes can be derived for arbitrary gauge
group. In this paper, however, we take SU(Nc) as the gauge group. In this paper, we define all the γ-matrices to be
hermite as γ†µ = γµ .
Dirac mode in lattice QCD
Next, we review the Dirac mode in lattice QCD, which is eigenmode of the Dirac operator. Using link-variables
Uµ(s) = eiagAµ (s), the Dirac operator 6D = γµDµ is expressed as
6Ds,s′ =
1
2a
4
∑
µ=1
γµ
[
Uµ(s)δs+µˆ,s′ −U−µ(s)δs−µˆ ,s′
]
, (1)
where µˆ is the unit vector in direction µ in the lattice unit and U−µ(s) ≡ U†µ(s− µˆ). Since γµ is Hermite in this
definition, the Dirac operator is anti-Hermite and has pure imaginary eigenvalue, and the Dirac eigenvalue equation is
expressed as
6D|n〉= iλn|n〉. (2)
iλn (λn ∈ R) are the Dirac eigenvalues, and the Dirac eigenstates |n〉 have the orthonormality and the completeness as
〈n|m〉= δmn, ∑
n
|n〉〈n|= 1. (3)
Because of {6D,γ5}= 0, the chiral partner γ5|n〉 is also an eigenstate with the eigenvalue−iλn. The Dirac eigenfunction
ψn(s) ≡ 〈s|n〉 can be determined in lattice QCD calculation except for a phase factor from the explicit form for the
Dirac eigenvalue equation
1
2a
4
∑
µ=1
γµ [Uµ(s)ψn(s+ µˆ)−U−µ(s)ψn(s− µˆ)] = iλnψn(s). (4)
Because the gauge transformation of link-variables is Uµ(s)→V (s)Uµ(s)V †(s+ µˆ), the gauge transformation of ψn(s)
is
ψn(s)→V (s)ψn(s), (5)
which is the same as that of the quark field, although there can appear an irrelevant n-dependent global phase factor
eiϕn[V ], according to arbitrariness of the phase in the basis |n〉 [11].
Most of contribution to chiral condensate is given by low-lying Dirac modes, for example according to the Banks-
Casher relation [16]:
〈q¯q〉=− lim
m→0
lim
Vphys→∞
pi〈ρ(0)〉, (6)
where the Dirac eigenvalue density ρ(λ ) is defined by
ρ(λ )≡ 1
Vphys ∑n 〈δ (λ −λn)〉 (7)
with the space-time volume Vphys. From Eq. (7), the chiral condensate is proportional to the Dirac zero-eigenvalue
density. Since the chiral condensate is the order parameter of chiral symmetry breaking, low-lying Dirac modes are
essential for chiral symmetry breaking. In general, instead of 6D, one can consider any (anti)hermitian operator, e.g.,
D2 = DµDµ , and the expansion in terms of its eigen-modes [21]. To investigate chiral symmetry breaking, however, it
is appropriate to consider 6D and the expansion by its eigenmodes.
The role of the low-lying Dirac modes has been studied in the context of chiral symmetry breaking in QCD. In
particular, the removal of low-lying Dirac modes has been recently investigated to realize the world of “unbreaking
chiral-symmetry” [11, 15]. For example, propagators and masses of hadrons are investigated after the removal of low-
lying Dirac modes, and parity-doubling “hadrons” can be actually observed as bound states in the chiral unbroken
world [15]. Also, after the removal of low-lying Dirac modes from the QCD vacuum, the confinement properties such
as the string tension are found to be almost kept, while the chiral condensate is largely decreased [11].
operator formalism in lattice QCD
Next, we review the operator formalism in lattice QCD. We define the link-variable operator ˆU±µ by the matrix
element,
〈s| ˆU±µ |s′〉=U±µ(s)δs±µˆ,s′ . (8)
Using the link-variable operator, the Polyakov loop LP is expressed as
LP =
1
NcV
Trc{ ˆUN44 }=
1
NcV ∑s trc{
N4−1∏
i=0
U4(s+ iˆ4)}, (9)
with the 4D lattice volume V = N1N2N3N4. Here, “Trc” denotes the functional trace of Trc ≡ ∑s trc with the trace trc
over color index.
Using the link-variable operator, covariant derivative operator ˆDµ on the lattice is expressed as
ˆDµ =
1
2a
( ˆUµ − ˆU−µ). (10)
Thus the Dirac operator ˆ6D on the lattice is expressed as
ˆ6D = γµ ˆDµ =
1
2a
4
∑
µ=1
γµ( ˆUµ − ˆU−µ). (11)
Here, we introduce the Dirac-mode matrix element of the link-variable operator ˆUµ expressed with ψn(s):
〈m| ˆUµ |n〉= ∑
s
〈m|s〉〈s| ˆUµ |s+ µˆ〉〈s+ µˆ|n〉= ∑
s
ψ†m(s)Uµ(s)ψn(s+ µˆ). (12)
Note that the matrix element is gauge invariant, apart from an irrelevant phase factor. Actually, using the gauge
transformation Eq. (5), we find the gauge transformation of the matrix element as [11]
〈m| ˆUµ |n〉= ∑
s
ψ†m(s)Uµ(s)ψn(s+ µˆ)
→∑
s
ψ†m(s)V †(s) ·V (s)Uµ(s)V †(s+ µˆ) ·V (s+ µˆ)ψn(s+ µˆ) = 〈m| ˆUµ |n〉. (13)
However, the n-dependent global phase factor cancels as eiϕn[V ]e−iϕn[V ] = 1 between |n〉 and 〈n|, and does not appear
for physical quantities such as the Wilson loop and the Polyakov loop [11]. In this study, the phase factor also cancels
in the diagonal matrix element 〈n| ˆUµ |n〉, which appears in the analytical relation shown in the next section.
Note also that a functional trace of a product of the link-variable operators corresponding to the non-closed path is
exactly zero because of the definition of the link-variable operator Eq. (8):
Trc( ˆUµ1 ˆUµ2 · · · ˆUµN ) = trc ∑
s
〈s| ˆUµ1 ˆUµ2 · · · ˆUµN |s〉
=trc ∑
s
Uµ1(s)Uµ2(s+ µˆ1) · · ·UµN (s+
N−1
∑
k=1
µˆk)〈s+
N
∑
k=1
µˆk|s〉= 0 (14)
with ∑Nk=1 µˆk 6= 0, which means the non-closed path with the length N. This is easily understood from Elitzur’s
theorem [20] that the vacuum expectation values of gauge-variant operators are zero. Note that one cannot make
any closed loop such as Wilson loop using odd-number link-variables on the square lattice. Therefore, the functional
trace corresponding to the trajectories whose lattice size is odd cannot be gauge-invariant and is zero except for the
Polyakov loop using the temporal periodic boundary condition. This fact will be used in the derivation of the analytical
relation between the Polyakov loop and chiral symmetry breaking in the next section.
THE RELATION BETWEEN POLYAKOV LOOP AND DIRAC MODES ON THE
TEMPORALLY ODD-NUMBER LATTICE
In this section, we derive the analytical relation between the Polyakov loop and the Dirac modes on the temporally odd-
number lattice, where the temporal lattice size N4 is odd with the temporal nontwisted periodic boundary condition
for link-variables [17, 18, 19]. Then, we discuss the properties of the analytical relation and the relation between
confinement and chiral symmetry breaking in QCD. The spatial lattice sizes Ni (i = 1,2,3) are taken larger than the
temporal lattice size N4 (Ni > N4).
Derivation
A key quantity for the derivation of the relation between the Polyakov loop and Dirac modes is
I ≡ Trc,γ ( ˆU4 ˆ6D
N4−1), (15)
where the functional trace Trc,γ is defined as Trc,γ ≡ ∑s trctrγ including also the trace trγ over spinor index. Since the
Dirac operator ˆ6D is linear in the link-variable operators ˆU±µ , the quantity ˆU4 ˆ6D
N4−1
can be expanded, and each term
is expressed in terms of products of N4 link-variable operators and corresponds to various trajectories whose length is
N4 and odd. In Fig. 1, some examples of the trajectories in the N4 = 3 lattice are shown. Only the Polyakov loop LP
and the anti-Polyakov loop L†P remain in the quantity I because each term in the expansion of in ˆU4 ˆ6D
N4−1
corresponds
to the trajectories with odd length and is gauge-variant from the discussion around Eq. (14) at the last in the previous
section. Because of one temporal link-variable operator ˆU4 in the quantity ˆU4 ˆ6D
N4−1
, the anti-Polyakov loop cannot be
made and the quantity I is proportional to the Polyakov loop: I ∝ LP.
FIGURE 1. Some examples of trajectories corresponding to each term in ˆU4 ˆ6DN4−1 in Eq. (15) on the temporally odd-number
lattice with N4 = 3. The left two trajectories are not closed lines and correspond to gauge variant terms, and the most right trajectory
is a closed loop and corresponds to gauge invariant term, which is proportional to the Polyakov loop.
Actually, including the factor of proportionality, we can mathematically derive as
I = Trc,γ ( ˆU4 ˆ6D
N4−1) = Trc,γ{ ˆU4(γ4 ˆD4)N4−1}= 4Trc( ˆU4 ˆDN4−14 )
=
4
(2a)N4−1
Trc{ ˆU4( ˆU4− ˆU−4)N4−1}=
4
(2a)N4−1
Trc{ ˆUN44 }=
4NcV
(2a)N4−1
LP. (16)
On the other hand, we derive the different form of the quantity I from Eq. (16). Since the Dirac mode |n〉 is complete
set, taking Dirac modes as the basis for the functional trace in Eq. (15), we find
I = ∑
n
〈n| ˆU4 6 ˆDN4−1|n〉= iN4−1 ∑
n
λ N4−1n 〈n| ˆU4|n〉. (17)
Combining Eqs. (16) and (17), we obtain a relation between the Polyakov loop LP and the Dirac modes:
LP =
(2ai)N4−1
4NcV ∑n λ
N4−1
n 〈n| ˆU4|n〉. (18)
This is an analytical relation between the Polyakov loop and the Dirac modes, i.e., a Dirac spectral representation of
the Polyakov loop [17, 18, 19].
Discussion on the analytical relation
Next, we discuss the properties of the analytical relation (18) between the Polyakov loop and Dirac modes and
analytically consider the relation between quark confinement and chiral symmetry breaking.
Properties of the analytical relation
Since the Polyakov loop is gauge invariant and Dirac modes can be obtained gauge-covariantly, this relation is
gauge invariant. Note that, for quantitative discussion, we can numerically calculate each term (2ai)
N4−1
4NcV λ
N4−1
n 〈n| ˆU4|n〉
in the relation (18) and investigate each Dirac-mode contribution to the Polyakov loop individually. Using Dirac
eigenfunction ψn(s), Dirac matrix element 〈n| ˆUµ |m〉 is explicitly expressed as Eq.(12). Thus, the relation (18) is
expressed as
LP =
(2ai)N4−1
4NcV ∑n λ
N4−1
n ∑
s
ψ†n (s)U4(s)ψn(s+ ˆ4). (19)
Dirac eigenvalues λn and Dirac eigenfunctions ψn(s) in Eq. (19) can be obtained by solving the Dirac eigenequation
(4) using link-variables in each gauge configuration generated in Monte Carlo simulation.
In the derivation of the relation (18), we use only the following assumptions:
1. odd temporal lattice size N4
2. square lattice
3. temporal periodicity for link-variables
On the first assumption, it is in principle no problem to use the odd temporal size because the parity of the temporal
lattice size does not affect the physical results in the continuum limit a → 0 and N4 → ∞. In fact, by a similar manner
on Eq.(18), we can also derive a relation which connects the Polyakov loop and Dirac modes on the even lattice, where
all the lattice sizes are even number [18]. On the second one, physical results in the continuum limit do not depend on
the lattice regularization scheme, and thus it is not a problem to use the standard square lattice. On the third one, the
temporal periodic boundary condition is essential for the imaginary-time finite-temperature formalism. In this way, the
analytical relation can be derived without any unnatural assumption.
The relation (18) is satisfied for each gauge configuration, for example generated in the Monte Carlo simulation.
Thus, the relation is satisfied for the gauge-configuration average:
〈LP〉=
(2ai)N4−1
4NcV
〈
∑
n
λ N4−1n 〈n| ˆU4|n〉
〉
. (20)
The outermost bracket 〈〉 means gauge-configuration average.
Since we do not so far specify whether the gauge-configuration has include the effect of the dynamical quark or not,
the relation (18) is valid in full QCD and at the quenched level. Similarly, the relation is satisfied in finite temperature
and density, and in confinement and deconfinement phases, and in chiral broken and restored phases. Of course, by the
effects of the dynamical quarks, various quantities can change, for example Polyakov loop LP, the Dirac eigenvalue
distribution ρ(λ ), and the matrix elements 〈n| ˆUµ |m〉. However, the relation Eq.(18) is satisfied even in full QCD.
Discussion for relation between confinement and chiral symmetry breaking
Since the relation (18) is the Dirac spectrum representation of the Polyakov loop, we can investigate each Dirac
mode contribution to the Polyakov loop individually. Because the Polyakov loop and Dirac modes are important for
quark confinement and chiral symmetry breaking, respectively, we can discuss the relation between confinement and
chiral symmetry breaking in QCD using the relation (18).
The Dirac matrix element of the link-variable operator 〈n| ˆU4|n〉 is generally nonzero. In fact, we numerically confirm
that and show later. Because of the damping factor λ N4−1n , the contribution λ N4−1n 〈n| ˆUµ |m〉 from low-lying Dirac
modes with |λn| ≃ 0 is negligibly small compared to the other Dirac-mode contribution. If the matrix element 〈n| ˆU4|n〉
is large in the low-lying Dirac modes stronger than 1/λ N4−1n , the low-lying Dirac modes have large contribution to
the Polyakov loop. However, even if the behavior of the matrix element 〈n| ˆU4|n〉 is δ -function δ (λn), the contribution
from low-lying Dirac modes λ N4−1n δ (λn) is still negligible because of λnδ (λn) = 0. In fact, our all the numerical
results show that the low-lying Dirac modes have little contribution [18].
While the low-lying Dirac modes are essential for chiral symmetry breaking, these modes are not essential for
confinement. In other words, essential modes for confinement and chiral symmetry breaking are different. This is
consistent with the previous numerical lattice result that confinement properties, such as interquark potential and the
Polyakov loop, are almost unchanged by removing low-lying Dirac modes from the QCD vacuum [11]. Moreover, even
if the chiral restoration occurs and low-lying Dirac modes disappear, the contribution from low-lying Dirac modes to
the Polyakov loop does not changed because the contribution is originally negligible. These results suggest that the
relation between confinement and chiral symmetry breaking is not direct one-to-one corresponding.
Note that, while the Polyakov loop is defined by gauge fields alone, it has a connection to the Dirac modes via the
relation (18). For example, although the instantons are also defined by gauge fields alone, there is a relation between
the instantons and the axial U(1) anomaly, which is related to a fermionic symmetry. Thus, it is not unnatural that the
Polyakov loop has a connection to the Dirac modes, which are also fermionic modes.
MODIFIED KOGUT-SUSSKIND FORMALISM FOR TEMPORALLY ODD-NUMBER
LATTICE
In this section, we explain the Modified Kogut-Susskind (KS) formalism, a method for spin-diagonalizing the Dirac
operator on the temporally odd-number lattice [18, 19]. The usual KS formalism [2] is applicable to only the even
lattice, where all the lattice sizes are even number with periodic boundary condition for link-variables. However, the
modified KS formalism is applicable to also the temporally odd number lattice, where the temporal lattice size is odd
number with periodic boundary condition.
In the modified KS formalism, a matrix M(s) is defined as
M(s) ≡ γs11 γ
s2
2 γ
s3
3 γ
s1+s2+s3
4 , (21)
and it is independent of the time component of the site s4. Using the matrix M(s), all the γ−matrices are transformed
to be proportional to γ4:
M†(s)γµ M(s± µˆ) = ηµ(s)γ4, (22)
where staggered phase ηµ(s) is defined as
η1(s)≡ 1, ηµ(s) ≡ (−1)s1+···+sµ−1 (µ ≥ 2). (23)
In the Dirac representation, γ4 is diagonal as γ4 = diag(1,1,−1,−1), and we take the Dirac representation in this paper.
Thus, the Dirac operator 6D = γµ Dµ is spin-diagonalized:
∑
µ
M†(s)γµ DµM(s+ µˆ) = diag(ηµ Dµ ,ηµDµ ,−ηµDµ ,−ηµDµ), (24)
where the KS Dirac operator ηµDµ is defined as
(ηµDµ)ss′ =
1
2a
4
∑
µ=1
ηµ(s)
[
Uµ(s)δs+µˆ,s′ −U−µ(s)δs−µˆ ,s′
]
. (25)
Note that the modified KS formalism is applicable to the temporally odd number lattice with the periodic boundary
condition since the periodic boundary condition for the matrix M(s)
M(s+Nµ µˆ) = M(s) (µ = 1,2,3,4). (26)
is satisfied. Moreover, the periodic boundary condition for the staggered phase ηµ(s) is also satisfied on the temporally
odd-number lattice.
Equation (24) is important for reducing the numerical costs. Since there are only ±ηµDµ in Eq. (24), all the Dirac
eigenvalues iλn are obtained by solving the KS Dirac eigenvalue equation
ηµDµ |n) = iλn|n) (27)
with the KS Dirac eigenstate |n). The KS eigenvalue equation is explicitly expressed as
1
2a
4
∑
µ=1
ηµ(s)[Uµ(s)χn(s+ µˆ)−U−µ(s)χn(s− µˆ)] = iλnχn(s). (28)
Moreover, the Dirac matrix elements of link-variable operator 〈n| ˆU4|n〉 can be expressed in terms of the KS Dirac
matrix elements of link-variable operator (n| ˆU4|n):
〈n| ˆU4|n〉= (n| ˆU4|n). (29)
Because of the degeneracy of the Dirac eigenvalues iλn and Eq.(29), the analytical relation (18) can be rewritten as
LP =
(2ai)N4−1
3V ∑n λ
N4−1
n (n| ˆU4|n) (30)
using the modified KS formalism.
Note that the (modified) KS formalism is an exact mathematical method for diagonalizing the Dirac operator and is
not an approximation. Thus, Eqs. (18) and (30) are completely equivalent. While the dimension of the Dirac operator
6D is (4×Nc×V)2, that of the KS Dirac operator ηµDµ is (Nc ×V )2. Thus, the numerical costs can be reduced by
using the modified KS formalism. In our study, we just use the KS formalism as the technique to reduce the numerical
costs, and we do not use a specific fermion like the KS fermion. Actually, even if we do not use the KS formalism, we
can obtain the same results. However, the numerical cost is simply larger.
LATTICE QCD NUMERICAL ANALYSIS
As we discuss in the previous section, the analytical relation (18) indicates small contribution from low-lying Dirac
modes to the Polyakov loop. However, it is also important to confirm that quantitatively. In particular, it is worth
investigating the properties of the (KS) Dirac matrix elements of link variable operators (n| ˆU4|n). In this section, we
numerically perform SU(3) lattice QCD calculations and quantitatively discuss the relation between confinement and
chiral symmetry breaking based on the relation (30) connecting the Polyakov loop and Dirac modes on the temporally-
odd number lattice.
The SU(3) lattice QCD Monte Carlo simulations are performed with the standard plaquette action at the quenched
level in both cases of confinement and deconfinement phases. We use a 103× 5 lattice, and two values for β ≡ 2Ncg2 .
The confinement phase is produced with β = 5.6 (i.e., a ≃ 0.25 fm), corresponding to T ≡ 1/(N4a)≃ 160 MeV, and
the deconfinement phase is produced with β = 6.0 (i.e., a ≃ 0.10 fm), corresponding to T ≡ 1/(N4a) ≃ 400 MeV.
For each phase, we use 20 gauge configurations, which are taken every 500 sweeps after the thermalization of 5,000
sweeps.
Small contribution of low-lying Dirac modes to Polyakov loop
Using the relation (30), we numerically calculate the each Dirac mode contribution (2ai)N4−13V λ N4−1n (n| ˆU4|n) to the
Polyakov loop. In particular, since RHS of Eq. (30) is expressed as a sum of the Dirac-mode contribution, we can
calculate the Polyakov loop without low-lying Dirac-mode contribution as
(LP)IR-cut =
(2ai)N4−1
3V ∑
|λn|>ΛIR
λ N4−1n (n| ˆU4|n), (31)
with the infrared (IR) cutoff ΛIR for Dirac eigenvalue. The chiral condensate without the low-lying Dirac mode
contribution under IR cutoff ΛIR is also expressed as
〈q¯q〉ΛIR =−
1
V ∑λn≥ΛIR
2m
λ 2n +m2
(32)
In the chiral broken phase, using the IR cutoff ΛIR ≃ 0.4GeV and physical current-quark mass, m ≃ 5MeV, the chiral
condensate is largely reduced to about 2% as 〈q¯q〉ΛIR〈q¯q〉 ≃ 0.02 and chiral symmetry is almost restored [11]. In this paper,
we take the IR cutoff of ΛIR ≃ 0.4GeV.
We numerically confirm that the low-lying Dirac modes have little contribution in both confinement and deconfine-
ment phases. In the deconfinement phase, the Z3 center symmetry is spontaneously broken, and the Polyakov loop is
proportional to ei 2pi3 j ( j = 0,±1) for each gauge configuration at the quenched level [3]. In this paper, we name the
vacuum where the Polyakov loop is almost real ( j=0) “real Polyakov-loop vacuum” and the other vacua “Z3-rotated
vacua.” At the quenched level, these three vacua are degenerated vacua. In full QCD, the degeneracy is resolved, and
the real Polyakov-loop vacuum is selected as the stable vacuum while the Z3-rotated vacua become metastable states.
The numerical results for the Z3-rotated vacua in the deconfinement phase are discussed in Ref. [18]. In this paper, we
concentrate the results on the real Polyakov-loop vacuum in the deconfinement phase.
In Tables 1 and 2, the numerical results for LP and (LP)IR-cut are shown in the confinement and deconfinement
phases. From Table 1 and 2, the relation LP ≃ (LP)IR-cut is almost satisfied for each gauge-configuration in both con-
finement and deconfinement phases. Therefore, the low-lying Dirac modes have little contribution to the Polyakov loop
and are not essential for confinement. However, the low-lying Dirac modes below the IR cutoff |λn|< ΛIR ≃ 0.4GeV
are essential for chiral symmetry breaking. Thus, it is suggested that there is no direct one-to-one correspondence
between confinement and chiral symmetry breaking.
TABLE 1. Numerical results for LP and (LP)IR-cut in lattice QCD with 103 ×5 and β = 5.6 for each gauge configura-
tion, where the system is in the confinement phase.
Configuration No. 1 2 3 4 5 6 7 8
ReLP 0.00961 -0.00161 0.0139 -0.00324 0.000689 0.00423 -0.00807 -0.00918
ImLP -0.00322 -0.00125 -0.00438 -0.00519 -0.0101 -0.0168 -0.00265 -0.00683
Re(LP)IR-cut 0.00961 -0.00160 0.0139 -0.00325 0.000706 0.00422 -0.00807 -0.00918
Im(LP)IR-cut -0.00321 -0.00125 -0.00437 -0.00520 -0.0101 -0.0168 -0.00264 -0.00682
TABLE 2. Numerical results for LP and (LP)IR-cut in lattice QCD with 103×5 and β = 6.0 for each gauge configuration,
where the system is in the deconfinement phase and the real Polyakov-loop vacuum.
Configuration No. 1 2 3 4 5 6 7 8
ReLP 0.316 0.337 0.331 0.305 0.314 0.316 0.337 0.300
ImLP -0.00104 -0.00597 0.00723 -0.00334 0.00167 0.000120 0.0000482 -0.00690
Re(LP)IR-cut 0.319 0.340 0.334 0.307 0.317 0.319 0.340 0.303
Im(LP)IR-cut -0.00103 -0.00597 0.00724 -0.00333 0.00167 0.000121 0.0000475 -0.000691
Properties of Dirac-mode matrix element of link-variable operator
Next, we quantitatively investigate the properties of the each Dirac-mode contribution to the Polyakov loop
λ N4−1n (n| ˆU4|n) and in particular the (KS) Dirac-mode matrix elements of the link-variable operators (n| ˆU4|n) in both
confinement and deconfinement phases.
Confinement phase
Figure 2 shows the numerical results for the matrix elements Re(n| ˆU4|n) and Im(n| ˆU4|n) plotted against Dirac
eigenvalues λn in the lattice unit for one gauge configuration in the confinement phase.
Figure 3 shows each Dirac-mode contribution to the Polyakov loop λ N4−1n Re(n| ˆU4|n) and λ N4−1n Im(n| ˆU4|n) plotted
against Dirac eigenvalues λn in the lattice unit.
While the real part of the matrix element Re(n| ˆU4|n) is large in low-lying Dirac-mode region from Fig. 2, the
contribution from the low-lying Dirac modes to the Polyakov loop, λ N4−1n Re(n| ˆU4|n), is small and negligible because
of the damping factor λ N4−1n from Fig. 3. Thus, as we expect, the damping factor λ N4−1n has an essential role in Eq.(30).
On the other hand, from Fig. 2, the imaginary part Im(n| ˆU4|n) of the matrix element is relatively small in low-lying
Dirac-mode region than that in other region, unlike the real part Re(n| ˆU4|n). In any case, λ N4−1n Im(n| ˆU4|n) is small in
low-lying Dirac-mode region, as shown in Fig. 3.
An important point is that the distribution of Dirac-mode matrix element (n| ˆU4|n), i.e., Re(n| ˆU4|n) and Im(n| ˆU4|n),
has the symmetry on the positive and negative values in the whole Dirac-mode region in the confinement phase from
Fig. 2. We named the symmetry “positive/negative symmetry” [18, 19]. Then, the distribution of each Dirac-mode
contribution to the Polyakov loop, λ N4−1n (n| ˆU4|n), has the same symmetry in the confinement phase. This symmetry
leads to the relation
∑
Λ1≤λn≤Λ2
λ N4−1n (n| ˆU4|n) = 0 (confinement phase) (33)
with arbitrary Λ1 and Λ2. The relation (33) means that the contribution from arbitrary Dirac-mode region to the
Polyakov loop is zero. This behavior in the confinement phase is consistent with the previous works [11]. Therefore,
because of the positive/negative symmetry, the Polyakov loop is zero, i.e., 〈LP〉 = 0, in the confinement phase. Note
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FIGURE 2. The numerical results for the real part Re(n| ˆU4|n) and the imaginary part Im(n| ˆU4|n) of the matrix element in the
confinement phase, plotted against the Dirac eigenvalue λn in the lattice unit at β = 5.6 on 103 ×5 taken from Ref. [18]. There is
the positive/negative symmetry.
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FIGURE 3. The numerical results for each Dirac-mode contribution to the Polyakov loop, λ N4−1n Re(n| ˆU4|n) and
λ N4−1n Im(n| ˆU4|n) in the confinement phase, plotted against the Dirac eigenvalue λn in the lattice unit at β = 5.6 on 103 ×5 taken
from Ref. [18]. There is the positive/negative symmetry and it lead to LP = 0 in the confinement phase.
that the distribution of the matrix elements (n| ˆU4|n) is not statistical fluctuation on the gauge ensemble because the
results shown here are for one configuration. We confirm the same behavior for other gauge configurations.
As for the N4 dependence of the matrix element (n| ˆU4|n) in the confinement phase, we find almost the same results
that there is the positive/negative symmetry and low-lying Dirac modes have little contribution to the Polyakov loop.
Deconfinement phase case
Next, we numerically investigate the Dirac-mode matrix element (n| ˆU4|n) and each Dirac-mode contribution to the
Polyakov loop λ N4−1n (n| ˆU4|n) in the deconfinement phase. Since the deconfinement phase does not have confinement
and chiral symmetry breaking, it may be less interesting to consider their relation there. While there are the real
Polyakov-loop vacuum and two Z3-rotated vacua in the deconfinement phase, we consider only the real Polyakov-loop
vacuum because it is selected as the stable vacuum in full QCD.
We show in Figs. 4 and 5 the matrix elements and each Dirac-mode contribution in the deconfinement phase and the
real Polyakov-loop vacuum, plotted against the Dirac eigenvalue λn, in quenched lattice QCD. The imaginary parts of
the matrix element, Im(n| ˆU4|n), and the each Dirac-mode contribution, λ N4−1n Im(n| ˆU4|n), show the same behavior as
the case of the confinement phase because the imaginary part of the Polyakov loop is zero in the real-Polyakov loop
vacuum. (Compare Fig. 2(b) and Fig. 4(b).) Then, we consider only the results for real part of these quantities in the
deconfinement phase. Like the case of the confinement phase, we show the results for one gauge configuration.
There is a peak low-lying Dirac-mode region of the real part of the matrix element, Re(n| ˆU4|n), from Fig. 4.
However, from Fig. 5, each Dirac-mode contribution λ N4−1n Re(n| ˆU4|n) is relatively small in low-lying Dirac-mode
region because of the damping factor λ N4−1n like the case of confinement phase. More quantitatively, only high-lying
Dirac modes have contribution to the nonzero value of the Polyakov loop from Fig. 5. In the deconfinement phase,
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FIGURE 4. The numerical results for the real part Re(n| ˆU4|n) and the imaginary part Im(n| ˆU4|n) of the matrix element in the
deconfinement phase and the real Polyakov-loop vacuum, plotted against the Dirac eigenvalue λn in the lattice unit at β = 6.0 on
103 ×5. The real part is taken from Ref. [18].
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FIGURE 5. The numerical results for each Dirac-mode contribution to the Polyakov loop, λ N4−1n Re(n| ˆU4|n) and
λ N4−1n Im(n| ˆU4|n), in the deconfinement phase and the real Polyakov-loop vacuum, plotted against the Dirac eigenvalue λn in
the lattice unit at β = 6.0 on 103 ×5. The real part is taken from Ref. [18].
there is no positive/negative symmetry for the distributions of the matrix element Re(n| ˆU4|n) and each Dirac-mode
contribution λ N4−1n Re(n| ˆU4|n), unlike the case of the confinement phase. The Polyakov loop is nonzero because of
the asymmetry in the distribution of the matrix element and each Dirac-mode contribution, while the Polyakov loop
in the confinement phase is zero because of the symmetry. Thus, the behavior of the matrix element (n| ˆU4|n) on the
positive/negative symmetry is strongly related to the deconfinement phase transition. The positive/negative symmetry
and the Z3 center symmetry have common point that are not broken in the confinement phase and are broken in the
deconfinement phase at the quenched level. Therefore, it is interesting to investigate the relation between the new
positive/negative symmetry and the Z3 center symmetry.
Although we consider only the real Polyakov-loop vacuum in this paper, we considered N4 dependence of the matrix
element (n| ˆU4|n) in the deconfinement phase and the behavior of the matrix element in Z3 rotated vacua in Ref. [18].
However, qualitative behaviors are same as the results for the results shown here.
SUMMARY AND CONCLUDING REMARKS
We have studied the relation between confinement and chiral symmetry breaking in QCD using the Dirac spectrum
representation of the Polyakov loop (18) based on the lattice QCD formalism. In this paper, we have derived the
analytical relation (18) on the temporally odd-number lattice with the normal periodic boundary condition for link-
variables. Since the Polyakov loop is an order parameter of quark confinement and Dirac modes are strongly correlated
to chiral symmetry breaking in QCD, the relation (18) can be used to discuss the relation between these non-
perturbative phenomena.
First, we have discussed the properties of the relation (18). The relation can be derived in arbitrary gauge theories
using few assumptions. Odd parity of the temporal lattice size is essentially not required for the derivation [18].
Moreover, this relation is valid not only at the quenched level also but in the full QCD and in finite temperature/density.
The relation indicates negligible contribution to the Polyakov loop from the low-lying Dirac modes because of the
damping factor λ N4−1n . Thus, it is suggested that there is no one-to-one corresponding between quark confinement and
chiral symmetry breaking in QCD.
Next, we have discussed the modified KS formalism on the temporally odd-number lattice. When solving the Dirac
eigenvalue equation, the numerical costs are large because of the huge dimension of the Dirac operator 6D. Using
the normal KS formalism on the even lattice, where all the lattice sizes are even number, the numerical cost can be
reduced. Since the normal KS formalism is not applicable to the temporally odd-number lattice, we have developed
the modified KS formalism applicable to the temporally odd-number lattice, and we have used it as a method for
reducing the numerical costs. We have derive the relation (30) which is equivalent to the original relation (18) using
the modified KS formalism.
Next, we have performed the numerical lattice QCD Monte Carlo calculation with the standard plaquette action at
the quenched level in both confinement and deconfinement phases. We impose the temporal periodic boundary con-
dition to the temporally odd-number lattice, which is required for the imaginary-time formalism at finite temperature.
It is numerically confirmed that the low-lying Dirac modes have little contribution to the Polyakov loop in both con-
finement and deconfinement phases, and the damping factor λ N4−1n in the relation (18) plays an important role. Thus,
no one-to-one corresponding between confinement and chiral symmetry breaking in QCD has been supported by our
numerical analysis.
Also, we have investigated the properties of the Dirac-mode matrix element (n| ˆU4|n) which appears in the relation
(30). Remarkably, in the confinement phase, there is the positive/negative symmetry in the distribution of the matrix
element (n| ˆU4|n), and thus the Polyakov loop is zero. In the deconfinement phase, however, the positive/negative
symmetry disappears in the distribution of the matrix element (n| ˆU4|n), and then the Polyakov loop is nonzero. This
symmetry distinguishes the confinement and deconfinement phases at the quenched level. Since the behavior of the
positive/negative symmetry is similar to the center symmetry in the pure-gauge theory, which is related to confinement
[4], it is interesting to investigate the relation between these symmetries.
In this study, we have performed the lattice QCD calculation at the quenched level. However, the full QCD
calculation is desired for more quantitative discussion. In particular, it is interesting to investigate the properties of
the new positive/negative symmetry of the matrix element (n| ˆU4|n) in the full QCD calculation.
Recently, it was pointed out that the fluctuation of the Polyakov loop is important for the deconfinement phase
transition [22]. The renormalization of the Polyakov loop in the physical continuum limit is also the outstanding
problem. However, one can discuss the deconfinement phase transition avoiding the uncertainties of renormalization
of the Polyakov loop by considering the ratio of susceptibility of the Polyakov loop. As a next work, it is interesting
to investigate the relation between the Polyakov loop fluctuation and Dirac modes using our scheme in this paper.
Since the QCD monopole in the maximally Abelian gauge is important for non-perturbative phenomena of low-
energy QCD, such as confinement and chiral symmetry breaking [9, 10], it is expected that the QCD monopole without
the low-lying Dirac modes is important for only confinement. Thus, it is also interesting to study the relation between
the QCD monopole and low-lying Dirac modes by using gauge-invariant Dirac-mode expansion [11].
Our analysis indicates the suggestion of possible difference between confinement and chiral symmetry breaking in
QCD. Then, a new phase can exist in QCD, for example where chiral symmetry is restored but the quark is confined
[8, 11, 15]. Not only finite temperature and quark chemical potential, but also strong electromagnetic fields can change
the structure of the QCD vacuum [23]. QCD has possibly such a new phase in the strong electromagnetic fields.
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