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Abstract. We consider the problem of managing production in a production-inventory
system where a firm is subject to an allowance (a limit) on either the amount of input it
can use or the amount of output it can produce over a specified compliance period (in
addition to being subject to a constraint on the production capacity). Examples of such
settings are numerous and include those where limits are placed on the use of scarce
natural resources as input or on the amount of waste or harmful pollution generated
by production as output. We study the structure of the optimal production policy for
such systems and show that it is determined by dynamic thresholds that depend only
on the sum of the on-hand inventory level and the remaining allowance. We provide
an effective approximate solution approach that can compute these thresholds efficiently
while retaining their essential properties. We examine the differences between how an
allowance constraint and a constraint on production capacity affect production decisions
and show that they exhibit opposite effects over time. We also examine, in the context of
an extended version of the problemwhere both the allowance amount and the production
capacity are endogenous, optimal investments in allowance and production capacity and
the impact of both on firm profit. We also consider the optimal demand fulfillment policy
in settings where the firm can decide whether to back-order or to reject demand that
cannot be satisfied from on-hand inventory.
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1. Introduction
In this paper we consider the problem of managing
production in a production-inventory system where
a firm is subject to an allowance (a limit) on either
the amount of input it can use or the amount of
output it can produce over a specified compliance
period (in addition to being subject to a constraint
on production capacity in each period). The setting
we consider is one where the compliance period is
substantially longer than a production period, so that
each compliance period may consist of multiple pro-
duction periods. In each production period, the firm
must decide, in the face of stochastic demand, how
much to produce knowing that the quantity pro-
duced in one period affects the quantity that can
be produced in future periods (producing in one
period consumes some of the available allowance and
affects the allowance available in future periods). In
doing so, the firm must balance inventory holding
cost with loss of revenue (cost of either back-ordering
or rejecting) while taking into account the allowance
constraint. In contrast to a traditional production
capacity constraint, imposed independently on each
production period, an allowance constraint over a
compliance period introduces capacity dependencies
across periods. Hence, in deciding on production
quantities, the firm is also deciding how the allowance
is allocated over time.
We are motivated, in part, by settings where firms
face limits on the access to key input materials, which,
in turn, limit how much the firms can produce. For
example, logging companies in protected forest areas
are subject to annual allowances on how much wood
can be harvested and processed (Beaudoin et al. 2007,
Ouhimmou et al. 2009). Similarly, fish and seafood
processing facilities are constrained by annual fishing
allowances in countries where overfishing is a concern
(Grimm et al. 2012). In regions where there is con-
cern about water shortage (e.g., regions where water
tables have dropped significantly), industrial and agri-
cultural facilities are subject to allowances on water
usage (Dudley and Musgrave 1988, Rogers et al. 2013).
In several countries, access to rare minerals and metals
by mining and processing operations is restricted and
exports are subject to quotas.
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We are also motivated by settings where firms may
face, instead of limits on their consumption of input,
direct limits on the production of their output. This
is the case, for example, when such output is associ-
ated with the generation of waste or harmful pollu-
tion (e.g., Chinese government sets direct limits on the
annual production output of several polluting indus-
tries). This may also be the case when the product is
associated with undesirable health effects (e.g., some
countries place limits on the production of alcohol and
tobacco). Alternatively, an allowance constraint could
arise because of contractual arrangements between a
firm and its supplier, where the terms of the contract
allow the firm to purchase up to a certain amount from
the supplier over a specified period. In such arrange-
ments, the firm would typically pay a fee to reserve
capacity or to ensure the availability of supply. This
could be justified when the number of suppliers in
the market is limited and the risk of supply shortages
is high.
In these examples, the affected firms are typically
provided with the right to use input, or produce out-
put, up to a maximum allowance amount over a spec-
ified compliance period (e.g., one year). In some cases,
the amount of allowance is provided to the firms for
free (e.g., fishing rights that are grandfathered). In
others, it is a decision variable with the amount of
allowance purchased by the firms at the beginning of
the compliance period (e.g., logging rights). The con-
straint imposed by the allowance amount can in some
instances be relaxed if the firm exerts effort to improve
the efficiency with which it uses its input or to reduce
its output of harmful by-products. However, the firm
in all cases would still be left with a constraint, albeit
one that is less strict.
The presence of an allowance constraint raises sev-
eral important questions. How does such a constraint
affect production and demand fulfillment decisions
over the compliance period? How are these decisions
different from those for a system without such a
constraint or with only the production capacity con-
straint that applies to each production period? How
are decisions affected in each production period by
the remaining allowance and the time until the end
of the compliance period? Should the optimal policy
turn out to be complicated, could simpler heuristics be
effective? How does the presence of such a constraint
affect the expected optimal profit? In settingswhere the
amount of allowance is a decision a firm makes, how
is the optimal allowance amount affected by problem
parameters? In particular, how is the optimal amount
of allowance affected by the production capacity? Does
having more production capacity make having more
allowance more or less desirable (i.e., are the two types
of capacity complements or substitutes)?
In this paper we address these and other related
questions. We formulate the problem as a stochastic
dynamic program with a two-dimensional state space.
We prove various properties of the optimal profit func-
tion and use these properties to characterize the struc-
ture of the optimal policy. In particular, we show that
the optimal production policy is specified by dynamic
thresholds that depend on both the on-hand inventory
level and the remaining allowance but only via the
sum of these two quantities. These results are further
refined for the special cases of systems with either only
the allowance constraint (but no production capacity
constraint) or only the production capacity constraint
(but no allowance constraint). We show that the impact
of the allowance constraint on the optimal policy is dif-
ferent from that of the production capacity constraint.
In particular, for systems with only the allowance con-
straint, the optimal production thresholds are lower
than those in the unconstrained system, and these
thresholds are lower in earlier periods than in later
ones. The reverse is true for systems with only the pro-
duction capacity constraint.
We use results from these two special cases to con-
struct a heuristic to compute the production thresh-
olds for systems with both constraints. We show that
the heuristic significantly reduces the associated com-
putational effort (due to the curse of dimensionality,
obtaining the optimal thresholds can be computing-
intensive) and results in profits that are very close to
the optimal values. Moreover, we show that the heuris-
tic retains all the properties of the optimal policy.
We generalize our analysis by considering the prob-
lemwheredemand fulfillment isdiscretionary (thefirm
can decide how much of the demand to fulfill, back-
order, or reject) and show that the optimal demand
fulfillment policy is also specified by dynamic thresh-
olds that depend only on the amount of the remaining
allowance.We characterize conditions underwhich it is
always optimal to either reject or back-order all demand
that cannot be fulfilled from on-hand inventory.
In addition, we consider the problem where both
the allowance amount and the production capacity
are endogenous and determined by the firm at the
beginning of the compliance period. We show that
the expected profit is concave in both the allowance
amount and the production capacity. Hence, deter-
mining the optimal allowance amount and production
capacity can be carried out using standard convex opti-
mization approaches. We also show that the expected
profit is supermodular in the allowance amount and
the production capacity, implying that the two are
complements (the benefit from increasing one is
increasing in the other). We examine how the opti-
mal allowance amount and the allowance usage (the
ratio of the expected cumulative amount produced
over the entire compliance period to the amount of
allowance purchased) are affected by the allowance
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price. In particular, we show that a small initial increase
in the cost per unit of allowance can lead to a significant
decrease in the amount of allowance purchased (and
a corresponding increase in the usage) but a relatively
modest decrease in profit. We also examine the relative
difference between the optimal allowance amount and
the optimal cumulative production capacity and show
that this difference can be substantial, with the opti-
mal cumulative production capacity being significantly
higher than the optimal allowance amount.
Finally, we extend our analysis to several other set-
tings such as thosewith a secondary supply source and
multiple compliance periods, among others.
The rest of the paper is organized as follows. In Sec-
tion 2 we review related literature. In Section 3 we
describe and formulate the problem. In Section 4 we
analyze the structure of the optimal policy. In Section 5
we propose a heuristic and analyze its performance. In
Section 6 we describe various extensions. In Section 7
we provide concluding comments. All proofs can be
found in the online supplement.
2. Related Literature
Although constraints on production due to limits on
either input or output are common in practice, the lit-
erature on this topic is relatively limited. There is, of
course, an extensive literature on stochastic inventory
systemswith a constraint on capacity applied indepen-
dently to each production period (see, e.g., Federgruen
and Zipkin 1986a, b; Kapuscinski and Tayur 1998). In
that case, and for settings similar to ours, the problem
is much simpler, has a single dimension, and admits
a simple modified base-stock policy (in each period,
it is optimal to produce and bring inventory level as
close as possible to a target threshold, i.e., the base-
stock level, without exceeding the capacity constraint).
Several variations on the problem have been stud-
ied including for systems with fixed costs (Deng and
Yano 2006, Zhang et al. 2012), multiple demand classes
(Zhou et al. 2011) and multiple echelons (Glasserman
and Tayur 1994, Parker and Kapuscinski 2004).
There is also an extensive related literature on sup-
ply chain contracts with quantity commitments (see,
e.g., Bassok and Anupindi 1997, Anupindi and Bassok
1999, Urban 2000, Yuan et al. 2015). Such contracts
specify a minimum or maximum amount a buyer com-
mits to purchasing from a supplier. In most cases,
these commitments are specified for each produc-
tion period. Two exceptions are Bassok and Anupindi
(1997) and Yuan et al. (2015), who study the problem
with a minimum order quantity commitment over the
entire planning horizon. However, considering mini-
mum order quantity commitments leads to a very dif-
ferent problem from ours, which can be viewed as one
involving maximum order quantity commitments. Xu
(2009) does consider a problemwith a maximum order
quantity commitment but where unfulfilled demand
is back-ordered (see also Xu 2011, 2013, for extensions
to systems with both minimum and maximum order
quantities and batch ordering). However, considering
systems with only back orders instead of lost sales, as
we do in this paper, leads to a much simpler analysis
and a simpler structure of the optimal policy. In Sec-
tion 6.2 we consider an extension that allows for both
lost sales and back orders, which generalize the prob-
lem in Xu (2009).
There are settings where constraints arise because of
budget requirements. For example, Chao et al. (2008)
consider a system with a cash flow constraint, where
the total production cost in each period cannot exceed
the budget constraint of that period. The revenue from
sales in that period, together with the available capital
and savings interest, determines the budget constraint
in the next period. Such a setting is different from ours
in how the effective capacity evolves over time (and how
production decisions affect this evolution), where the
effective capacity corresponds to the sum of on-hand
inventory and remaining allowance. In our case, the
effective capacity is decreasing over time, while in the
setting considered by Chao et al. (2008), it is always
increasing (inventory sold returns in the form of addi-
tional allowance). Moreover, under the same assump-
tion for salvage value as the one we adopt, Chao et al.
(2008) show that their problem can be decomposed
into single period problems with fixed based-stock lev-
els (i.e., a myopic policy is optimal). This is not possi-
ble in our case.
Another related stream of literature considers set-
tings where inventory replenishment takes place only
at fixed intervals, with each interval being a multiple
of the periods in which demand takes places (see, e.g.,
Graves 1996, Chen and Samroengraja 2000, Chao and
Zhou 2009). In other words, demand occurs in every
period but ordering or production can take place only
once every k periods, for some positive integer k (in
a multiechelon system, this may arise because deliv-
eries from one echelon to the next occur only periodi-
cally). As a consequence, what is ordered or produced
at the beginning of an interval becomes a constraint
on how much demand can be fulfilled in the periods
within that interval. This is different from our setting
where, in addition to deciding on how much capacity
to acquire at the beginning of an interval (the compli-
ance period), we also decide on how much to produce
in each production period. The fact that we also con-
sider the decision on how much unfulfilled demand to
back-order or reject, in contrast to much of the exist-
ing literature that only treats back orders, makes our
problem considerably more difficult to analyze.
3. Problem Description and Formulation
We consider a setting where a firm manages produc-
tion over a finite planning horizon (the compliance
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period) consisting of T discrete time periods (produc-
tion periods). The firm is subject to two types of con-
straints on how much it can produce: (1) a constraint
on the amount it can produce in each period, to which
we refer as production capacity; and (2) a constraint on
howmuch it can produce over the entire planning hori-
zon, to which we refer as allowance. Demand in each
period is stochastic and described by a continuous and
strictly positive random variable D. Demands in dif-
ferent periods are independently and identically dis-
tributed (i.i.d.) with cumulative distribution function
(CDF) Φ and probability density function (pdf) φ.
The firm makes the decision of whether or not, and
how much, to produce at the beginning of each period
prior to the realization of demand. It incurs a pro-
duction cost c per unit produced and earns revenue p
(p ≥ c) per unit of demand fulfilled.We assume that the
units produced in one period, if any, can be used to ful-
fill demand in that period (i.e., periods are sufficiently
longer than production times), and unfulfilled demand
is lost. In Section 6.2 we consider the case where the
firm can decide howmuch unfulfilled demand to back-
order or to reject. The objective of the firm is to max-
imize the expected discounted profit over the entire
planning horizon. The one-period discount factor is
denoted by α (α ∈ (0, 1]). All costs and revenues are
assumed to be incurred at the end of each period. The
salvage value per unit of inventory at the end of the
compliance period is assumed to be equal to the unit
production cost, and any unused allowance is forfeited
with no value. We relax this assumption in Section 6.3.
Periods are denoted by t  0, . . . ,T, where T is the
length of the planning horizon. We index periods in a
backward fashion so that period t corresponds to the
period that is t periods away from the end of the plan-
ning horizon.
We let qT denote the allowance amount available at
the beginning of the planning horizon (this allowance
corresponds to the maximum cumulative amount that
could be produced over the entire planning horizon).
We assume that qT is exogenously specified. In Sec-
tion 6.1 we consider the case where qT is also a deci-
sion variable. We let qt denote the remaining allowance
at the beginning of period t. The production capac-
ity in each period is denoted by u (u specifies an
upper bound on the amount that can be produced
in any period). Hence, production in each period is
constrained by both the production capacity and the
remaining allowance. Note that while the production
capacity stays the same in every period, the remaining
allowance varies from period to period. The remaining
allowance in one period depends on the production
decisions in all previous periods.
The assumptionswemake are consistent with the ex-
amples mentioned in the introduction section. For in-
stance, in the case where logging is restricted, sawmills
would typically have an assigned annual acreage
which they can harvest. Because sawmills are located
within a relatively short distance from the forested
area, harvesting does not usually take place in a single
shot. Instead, it is phased over the entire season, which
may consist of several months. This phasing out allows
sawmills to limit storage costs and to prevent qual-
ity deterioration (Haight 2013). Such local sawmills
would typically have limited access to supplies out-
side of their region since transporting unprocessed logs
for long distances is extremely cost prohibitive. The
sawmills respond to demand, which can be stochastic
from downstream buyers. In many cases, the assigned
harvesting quotas are annual and cannot be banked (or
borrowed against) over the years. Hence sawmills must
manage harvesting and production with this quota in
mind while knowing that any remaining balance car-
ries no value; see Beaudoin et al. (2007) andOuhimmou
et al. (2009) for further discussion and details on forest
operations.
Similar requirements arise in other applications,
such as when water usage is restricted, water is drawn
based on demand, which can be stochastic. Supple-
menting the locally drawn water with water shipped
from elsewhere is again cost prohibitive. Quotas are
allocated periodically, and unused balances cannot
typically be banked or borrowed against (see, e.g.,
Dudley and Musgrave 1988, Rogers et al. 2013).
Let xt denote the on-hand inventory level at the
beginning of period t (prior to production). In each
period, a decision is made regarding how much to
produce, or equivalently regarding the level to which
inventory level should be brought. We refer to this
“produce-up-to” level as yt . Remaining allowance,
along with on-hand inventory, is updated in each
period as follows:
qt−1  qt − (yt − xt) and xt−1  (yt − dt)+ ,
for t  T, . . . , 1, where dt is the realized demand in
period t and x+  max{x , 0}. To ensure feasibility, yt
must satisfy xt ≤ yt ≤ xt + qt . Together, xt and qt define
the state of the system, and the knowledge of both is
needed in making production decisions.
The objective is to maximize the expected total dis-
counted profit over the planning horizon. The problem
can be formulated as a stochastic dynamic program,
where the optimality equation for periods t  T, . . . , 1
with state (x , q) is given by
vt(x , q)
 max
x≤y≤x+min(u , q)
{
pEmin(y ,D)− c(y− x)− hE(y−D)+
+αEvt−1((y−D)+ , q−(y− x))
}
. (1)
For the last period (t  0), v0(x , q)  cx, for x ≥ 0 and
q ≥ 0.
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4. The Structure of the Optimal Policy
In this section we describe results that characterize the
structure of the optimal policy. We begin by reformu-
lating the problem as follows. For every state (x , q), let
z denote the sum x+ q (i.e., z  x+ q), to which we refer
as the effective allowance. Let v¯t(x , z)  v(x , z − x) − cx
and L(y)  (p − c)y − (p + h − αc)E(y − D)+. Then we
can rewrite the optimality Equation (1) as follows:
v¯t(x , z)  max
x≤y≤min(x+u , z)
{L(y)+ αEv¯t−1((y −D)+ ,
z − y + (y −D)+)}, (2)
and v¯0(x , z)  0, for z ≥ x ≥ 0. Letting V¯t(y , z) 
L(y) + Ev¯t−1((y −D)+ , z − y + (y −D)+), we can equiv-
alently express the optimality equation as v¯t(x , z) 
maxx≤y≤min(x+u , z) V¯t(y , z).
The following lemma provides important results
that we need to characterize the structure of the opti-
mal policy.
Lemma 1. For t  T, . . . , 1, the following holds:
(a) (∂2/∂y2)V¯t(y , z) ≤ 0 ∀ y , z,
(b) (∂2/∂y∂z)V¯t(y , z) ≥ 0 ∀ y , z, and
(c) (∂2/∂y2)V¯t(y , z)+ (∂2/∂y∂z)V¯t(y , z) ≤ 0 ∀ y , z.
Property (a) in Lemma 1 states that V¯t(y , z) is con-
cave in y, which implies that the optimal produc-
tion policy is a threshold policy in which the optimal
threshold depends only on z, i.e., the sum of x
and q. Property (b) shows that V¯t(y , z) is supermod-
ular in (y , z), which implies that the optimal thresh-
old is nondecreasing in z. Property (c) shows that
|(∂2/∂y2)V¯t(y , z)| ≥ |(∂2/∂y∂z)V¯t(y , z)|, which implies
that the increasing rate of the optimal threshold with
respect to z is less than or equal to 1.
The proof of Lemma 1 relies on showing that
−V¯t(y , z) is L\-convex in (y , z). The definition of
L\-convexity and its properties can be found in Murota
(2003). Recently, the concept of L\-convexity has been
successfully used to characterize the structure of the
optimal policy for various stochastic inventory control
problems (see, e.g., Lu and Song 2005, Zipkin 2008,
Huh and Janakiraman 2010, Chen et al. 2014).
We describe the optimal production policy in the
following theorem.
Theorem 2. The optimal production policy is specified by
thresholds y∗t (xt , qt) such that it is optimal to bring the
inventory level as close as possible to y∗t (xt , qt). That is, if
y∗t (xt , qt) − u < x < y∗t (xt , qt), it is optimal to produce up
to y∗t (xt , qt); if xt ≤ y∗t (xt , qt) − u, it is optimal to produce
up to x + u; and otherwise, it is optimal not to produce.
Moreover, y∗t (xt , qt) depends only on the sum xt + qt (i.e.,
y∗t (xt , qt)  y∗t (x′t , q′t), for all (xt , qt) and (x′t , q′t) such that
xt + qt  x′t + q
′
t). The optimal production thresholds have
the following additional properties:
(a) y∗t (xt , qt) is nondecreasing in xt and qt , and
(b) (∂/∂qt)y∗t (xt , qt) ≤ 1.
Theorem 2 shows that the optimal production pol-
icy is a threshold policy, where the optimal threshold
depends only on the effective allowance xt + qt . Prop-
erty (a) shows that, in each period, the higher the effec-
tive remaining allowance amount (either because of
higher on-hand inventory or because of higher remain-
ing allowance), the higher the production threshold.
Property (b) states that each unit increase in the
remaining allowance leads to at most one unit increase
in the production threshold. The optimal policy is illus-
trated graphically in Figure 1.
From Figure 1, we can see that the optimal produc-
tion threshold y∗t (xt , qt) is not monotonic in t. When qt
is small, y∗t (xt , qt) is decreasing in t, and when qt is
large, y∗t (xt , qt) is increasing in t. As we will see in Sec-
tions 4.1 and 4.2, in the presence of only the allowance
constraint, y∗t (xt , qt) is decreasing in t, while in the
presence of only the production capacity constraint,
y∗t (xt , qt) is increasing in t. Thus, in the presence of both
constraints, how y∗t (xt , qt) changes with t depends on
the impact of the above two counteracting factors. For
example, when qt ≤ u, only the allowance constraint
is applicable. In this case, y∗t (xt , qt) is decreasing in t
(recall that t is the number of remaining periods until
the end of the planning horizon). That is, the closer
we get to the end of the planning horizon, the higher
is the production threshold. On the other hand, when
qt ≥ tu, only the production capacity is applicable. In
this case, y∗t (xt , qt) is increasing in t. That is, the closer
we get to the end of the planning horizon, the lower is
the production threshold.
Next, we examine the impact of the allowance con-
straint on the expected optimal profit and the expected
cumulative production quantity, and we investigate
how this impact is affected by the production capacity.
Let vt(x , q , u) be the optimal total profit from period
t onward with starting inventory level x, remaining
allowance q, and production capacity u. Note that since
u is the same in every period, vt(x , q , u) is the same
as vt(x , q) defined in Equation (1). In the rest of the
paper we will use vt(x , q , u) and vt(x , q) interchange-
ably when there is no ambiguity.
Proposition 3. For 0 ≤ t ≤ T, the following holds:
(a) 0 ≤ (∂/∂q)vt(x , q , u) ≤ p − c, ∀ x , ∀ q , ∀ u;
(b) (∂2/∂q2)vt(x , q , u) ≤ 0, ∀ x , ∀ q , ∀ u; and
(c) (∂2/∂q∂u)vt(x , q , u) ≥ 0, ∀ x , ∀ q , ∀ u.
Property (a) shows that having one more unit of
allowance is always beneficial and the benefit (increase
in profit) is at most p − c. Property (b) states that
the expected optimal profit is concave with respect to
the remaining allowance. This implies that there is a
diminishing value to increasing the allowance amount.
Properties (a) and (b) suggest that the impact on profit
from imposing an allowance constraint can be mod-
est (see further discussion below). This is of particu-
lar relevance to settings where the constraint is due to
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Figure 1. An Illustration of the Structure of the Optimal Policy (Demand Is Truncated Normally Distributed on [0, 30]with
Mean 15 and Standard Deviation 4, t  4, α  1, p  10, c  3, and h  1)
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scarce natural resources used as input in production
or due to a limit on waste or harmful externalities
associated with production. Property (c) states that
the optimal profit is supermodular in the remaining
allowance and the production capacity. This implies
that allowance and production capacity are comple-
ments (the higher the production capacity, the more
valuable the allowance).
The above results are illustrated for an example sys-
tem of 12 periods (T  12) in Figure 2. Figure 2(a)
shows how the expected optimal profit is affected by
the allowance constraint for different values of p. For all
the cases shown, the allowance amount can be reduced
by up to 30% with less than 10% reduction in profit.
Figure 2(b) shows the percentage differences in cumu-
lative production quantity and profit between two sys-
tems, one with the allowance constraint and the other
without it. This figure suggests that the percentage
Figure 2. Impact of Allowance Constraint on Optimal Profit and Cumulative Production Quantity (Demand Is Truncated
Normally Distributed on [0, 30]with Mean 15 and Standard Deviation 4, T  12, xT  0, α  1, c  3, and h  1)
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reduction in cumulative production quantity is always
higher than the percentage reduction in profit.
In the remainder of this section, we analyze two
important special cases: (a) systems with only the al-
lowance constraint (but no production capacity con-
straint), and (b) systems with only the production
capacity constraint (but no allowance constraint).
These systems are of independent interest. More im-
portantly, considering one type of constraint at a time
allows us to gain insights into the impact of each type
of constraint, understand essential differences between
the two, and further characterize the optimal policy.
The results obtained for these two special cases will
also serve as the basis for the heuristic we propose in
Section 5.
4.1. Systems with Only the Allowance Constraint
This case arises when the production capacity con-
straint is sufficiently large, namely if the production
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capacity u is larger than the initial allowance qT , or
if we focus on periods for which u is larger than the
remaining allowance qt . In such cases, the optimality
equation can be simplified as follows:
v¯t(x , z) max
x≤y≤z
{
L(y)+Ev¯t−1((y−D)+ , z− y+ (y−D)+)
}
,
and v¯0(x , z) 0, for z ≥ x ≥ 0.
In what follows, we make use of a “relaxed” version
of the problem, in which the action space is extended
from [x , z] to [0, z]. This allows us to reduce the orig-
inal two-dimensional problem into one with a single
dimension. This one-dimensional problem is easier to
analyze, and we can identify additional properties of
the optimal policy that continue to hold for the optimal
policy of the original problem.
Define for t  T, . . . , 1 (we use overhat notation to
denote functions or quantities associated with the
relaxed system),
vˆt(z) max0≤y≤z
{
L(y)+Evˆt−1(z − y + (y −D)+)
}
, (3)
and vˆ0(z)  0, for z ≥ 0. From Equation (3), we
can see that the relaxed problem reduces to a one-
dimensional problem where the state of the system
is solely represented by z. Let yˆt(z) denote the opti-
mal production threshold for the relaxed system. That
is, yˆt(z)  arg max0≤y≤z{L(y)+Evˆt−1(z − y + (y −D)+)}.
We now show that the optimal production thresholds
of the problem with only the allowance constraint are
exactly the same as those of the relaxed problem.
Theorem 4. For systems with only the allowance con-
straint, y∗t (xt , qt) yˆt(xt + qt). Moreover, y∗t (xt , qt) has the
following additional properties:
(a) if xt + qt ≥ t yb , then y∗t (xt , qt)  yb , where yb 
Φ−1((p − c)/(p + h − αc));
(b) if xt + qt < t yb , then (xt + qt)/t ≤ y∗t (xt , qt) ≤ yb;
(c) if xt + qt ≤ yˇ, then y∗t (xt , qt)  xt + qt , where yˇ (1− α)(p − c)/(h + (1− α)p); and
(d) y∗t (xt , qt) is nonincreasing in t.
Note that yb  Φ−1((p − c)/(p + h − αc)) is the opti-
mal base-stock level in the problemwith no constraints
(neither on production capacity nor on allowance).
Property (a) states that when the effective allowance is
sufficiently high, we produce up to the base-stock level
in the corresponding unconstrained problem. Prop-
erty (b) indicates that when the effective capacity is in
the mid-range, we produce up to a threshold that is
upper-bounded by the base-stock level in the uncon-
strained problem, and lower-bounded by the value of
the effective capacity divided by the number of remain-
ing periods. Property (c) says that when the effective
capacity is sufficiently low, we produce asmuch as pos-
sible. Property (d) suggests that the closer we get to the
end of the planning horizon, the higher is the produc-
tion threshold.
These properties highlight the impact of the allow-
ance constraint. In particular, when the amount of
remaining allowance is tight, we must determine how
best to allocate this allowance over the planning hori-
zon to mitigate holding and shortage costs and also to
ensure that the allowance does not unnecessarily go
unused. If too much allowance is used early on, we run
the risk of incurring too much holding cost. On the
other hand, if we postpone consuming allowance until
later periods, we run the risk of incurring too much
shortage cost (while having unused allowance). There-
fore, the production thresholds are lower than those in
the unconstrained problembut higher than the value of
the effective capacity divided by the number of remain-
ing periods. This also implies that we should produce
less in early periods to reduce holding cost but more in
later periods to effectively use the remaining allowance
and to reduce shortage cost. Thus, the closer we get
to the end of the planning horizon, the higher is the
production threshold.
Note that Theorem 4 shows that the optimal produc-
tion thresholds can be directly derived from those for
the relaxed problem. In Table 1 we provide an efficient
algorithm for computing these thresholds. The recur-
sive algorithm takes the advantage of the functional
properties of vˆt(z). The optimal production thresh-
olds can be obtained from this algorithm much faster
than from solving the dynamic program specified in
Equation (3).
4.2. Systems with Only the Production
Capacity Constraint
This case arises when the allowance constraint is suffi-
ciently large, namely if the initial allowance qT is larger
than the cumulative production capacity Tu, or if we
focus on periods for which the remaining allowance qt
is larger than the sum of the remaining production
capacities tu. In such cases, the optimality equation
can be simplified as follows:
v˜t(x) max
x≤y≤x+u
{L(y)+Ev˜t−1((y −D)+)}, (4)
and v˜0(x) 0. The following theorem characterizes the
optimal policy for this case.
Table 1. Algorithm 1
Step 0: Let t  1, vˆ′0(z) 0.
Step 1: If z ≤ yˇ, let yˆt(z) z; otherwise, solve for yˆt(z) ∈ [z/t , yb]
that satisfies (p − c) − (p + h − αc) ∫ y0 φ(ξ) dξ − αvˆ′t−1(z − y) ·∫ ∞
y
φ(ξ) dξ  0.
Step 2: Calculate vˆ′t(z) (p − c) − (p + h − αc)
∫ yˆt (z)
0 φ(ξ) dξ +
α
∫ yˆt (z)
0 vˆ
′
t−1(z − ξ)φ(ξ) dξ.
Step 3: Let t  t + 1. If t  T + 1, stop; otherwise, go to Step 1.
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Table 2. Algorithm 2
Step 0: Let t  1, v˜′0(z) 0.
Step 1: Solve for y˜t that satisfies Gt(y) 0, where
Gt(y) p − c − (h + p − αc)Φ(y)+ α
∫ y
0 v˜
′
t−1(y − ξ)φ(ξ) dξ.
Step 2: Calculate v˜′t(x), where v˜′t(x)

Gt(x), if x ≥ y˜t ,
0, if x ≤ y˜t ≤ x + u ,
Gt(x + u), if x + u ≤ y˜t .
Step 3: Let t  t + 1. If t  T + 1, stop; otherwise, go to Step 1.
Theorem 5. For systems with only the production capacity
constraint, the optimal production policy is specified by a
state-independent threshold y˜t , for t  1, . . . ,T, such that it
is optimal to produce up to min{ y˜t , u} if x < y˜t and not to
produce otherwise. Moreover, y˜t has the following additional
properties:
(a) y˜t ≥ yb , and
(b) y˜t is nondecreasing in t.
Property (a) shows that for systems with only the
production capacity constraint, the optimal production
thresholds are higher than those for the unconstrained
systems. This is due to the possibility of not having
enough capacity in future periods. This need to over-
produce diminishes as the end of the planning horizon
gets closer, which explains property (b). We notice here
that properties (a) and (b) in Theorem 5 are different
from properties (a), (b), (c), and (d) in Theorem 4. For
systems with only the allowance constraint, the opti-
mal production thresholds are lower than those for the
unconstrained systems, and the thresholds are lower
in earlier periods than in later ones. These results high-
light the important differences between the allowance
constraint and the production capacity constraint in
how they affect production decisions.
In Table 2 we provide a recursive algorithm (similar
to Algorithm 1) that can be used to efficiently compute
the optimal production thresholds for systems with
only the production capacity constraint, by taking the
advantage of the functional properties of v˜t . The opti-
mal thresholds can be obtained from this algorithm
much faster than from solving the dynamic program
specified in Equation (4).
5. A Heuristic Solution Approach
In this section we describe a heuristic solution ap-
proach that uses results from Sections 4.1 and 4.2
to compute the production thresholds for systems
with both the allowance and the production capacity
constraints. We do so because obtaining the optimal
thresholds based on the dynamic programming for-
mulation (2) can be computing-intensive (see Table 3).
This is due to the well-known curse of dimensional-
ity associated with dynamic programming (the state
space grows rapidly with the number of periods and
the allowance amount). As we will show, the heuris-
tic approach is effective, computationally efficient, and
leads to solutions that retain all the properties of the
optimal policy.
We denote by yht (xt , qt) the production thresholds
under the heuristic. The following describes how these
thresholds are computed. We first use Algorithms 1
and 2 to compute yˆt(z) and y˜t . Then, we compute
yht (xt , qt) as follows:
yht (xt+ qt)

yˆt(xt + qt), if qt ≤ u, or u < qt < 2u and
yˆt(xt + qt) ≥ xt + qt − u,
x+ q− u , if u < qt < 2u and
yˆt(xt + qt) ≤ xt + qt − u ≤ y˜t ,
y˜t , if qt ≥ 2u, or u < qt < 2u and
y˜t ≤ xt + qt − u.
The intuition is as follows. If qt ≤ u in a period t,
then qτ ≤ u for all τ  t − 1, . . . , 1. This implies that
only the allowance constraint is applicable in all sub-
sequent periods. Thus, we set yht (xt , qt)  yˆt(xt + qt),
where yˆt(xt + qt) is defined in Section 4.1. If qt ≥ 2u,
then qt−1 ≥ u. This implies that in both periods t and
t − 1, only the capacity constraint is applicable. Thus,
we set yht (xt , qt) y˜t , where y˜t is defined in Section 4.2.
If u < qt < 2u, then, qt−1 ≤ u when yt ≥ xt + qt − u,
and qt−1 ≥ u when yt ≤ xt + qt − u. Thus, when yt ≥
xt + qt − u, we treat the problem as one with only
the allowance constraint, and the optimal production
thresholds are max( yˆt(xt + qt), xt + qt − u). Similarly,
when yt ≤ xt + qt − u, we treat the problem as one with
only the production capacity constraint, and the opti-
mal production thresholds are min( y˜t , xt + qt − u).
Clearly, yht (xt , qt) satisfies all properties in Theo-
rem 2. In addition, when qt ≤ u, we have yht (xt , qt) 
yˆt(xt + qt), and when qt ≥ tu, we have yht (xt , qt)  y˜t .
This implies that the heuristic is optimal when qT ≤ u
or qt ≥ Tu. It can also be easily verified that the heuris-
tic is optimal when T ≤ 2.
In Table 3 we provide representative results compar-
ing the computational performance (CPU time needed
to compute the production thresholds) of the heuris-
tic and the optimal policy. (Computations were carried
out using Matlab 7.10.0 on a computer workstation
with an Intel Core i5-4200U processor.) The results
shown are for an example system where demand has
a uniform distribution (the results are qualitatively
similar for other common distributions we tested).
As we can see, the heuristic significantly outperforms
the optimal policy. This is particularly the case when
the number of periods, the range of demand, and the
amount of allowance are large.
In Table 4, we provide representative numerical
results illustrating the relative difference between the
profit generated from the heuristic and that from the
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Table 3. Computational Performance, CPU Time in Seconds (xT  0, α  1, p  8, c  3, h  1, and u  0.8yb)
T 3 6 12 24 36 48
D ∼Unif.[1, 15] Optimal policy 1.9 8.3 34 134 307 507
cT  0.4Tyb Heuristic 0.04 0.13 0.50 1.9 4.3 7.9
D ∼Unif.[1, 30] Optimal policy 10 48 192 804 1,773 2,997
cT  0.4Tyb Heuristic 0.13 0.51 2.3 7.7 17.6 31
D ∼Unif.[1, 60] Optimal policy 71 231 1,407 5,660 14,157 >20,000
cT  0.4Tyb Heuristic 0.53 2.2 9.4 32 72 129
D ∼Unif.[1, 15] Optimal policy 3.2 12 51 191 448 782
cT  0.4Tyb Heuristic 0.07 0.22 0.82 3.4 7.9 14.3
D ∼Unif.[1, 30] Optimal policy 16 72 300 1,226 2,726 4,403
cT  0.6Tyb Heuristic 0.22 0.86 3.5 12.5 30 52
D ∼Unif.[1, 60] Optimal policy 112 476 2,086 8,731 17,732 >20,000
cT  0.6Tyb Heuristic 0.78 3.3 13.2 54 125 219
D ∼Unif.[1, 15] Optimal policy 4.0 16 67 286 632 1,141
cT  0.8Tyb Heuristic 0.08 0.31 1.0 4.7 11.2 19.3
D ∼Unif.[1, 30] Optimal policy 23 93 401 1,599 3,680 6,327
cT  0.8Tyb Heuristic 0.26 1.0 4.0 15.6 37 64
D ∼Unif.[1, 60] Optimal policy 185 787 2,746 10,682 >20,000 >20,000
cT  0.8Tyb Heuristic 1.0 3.9 16.4 67 156 266
optimal policy, where demand has a truncated normal
distribution on [0, 30]withmean 15 and standard devi-
ation 5. As we can see, the heuristic performs consis-
tently well, with a maximum relative difference of less
than 4% in the examples shown.
6. Extensions
In this section we extend our analysis to two important
cases: (1) systems where both the allowance amount
and the production capacity are endogenously deter-
mined and (2) systems where demand fulfillment in
each period is discretionary so that it is possible to ful-
fill demand, back-order it, or reject it. We also briefly
discuss other extensions.
6.1. Joint Allowance and Capacity Optimization
and Inventory Control
We have so far assumed that the allowance amount qT
is exogenously set. In some applications, this amount
is a decision made at the beginning of the compli-
ance period. For example, guaranteeing access to a raw
material or a critical natural resource that is in short
supplymay require paying a fee. Similarly, securing the
ability to order from a supplier up to a certain quantity
may require a reservation in advance. In settings where
production is associated with negative environmental
externalities, a regulating agency may also require the
production firms to purchase pollution permits before
production takes place.
In each of the above examples, the firm must decide
how much allowance to purchase, knowing that not
all of the allowance may eventually be used. The firm
also has to decide how much production capacity to
invest at the beginning of the planning horizon. Thus,
the problem can be viewed as consisting of two stages.
In the first stage (the investment stage), qT (allowance
amount) and u (production capacity) are determined,
while in the second stage (the operating stage), pro-
duction decisions aremade over the compliance period
subject to the allowance and the production capacity
constraints.
Let cq denote the price per unit of allowance to re-
serve, and let cu denote the price per unit of pro-
duction capacity to invest. Then the joint allowance
and capacity optimization and inventory control prob-
lem can be formulated as maxq≥0, u≥0 FT(cq , cu , x , q , u),
where FT(cq , cu , x , q , u)  −cqq − cuu + vT(x , q , u), and
vT(x , q , u) is defined as in Section 3. The function
FT(cq , cu , x , q , u) represents the expected total dis-
counted profit in a T-period problem with allowance
price cq , capacity price cu , allowance amount q, pro-
duction capacity u, and starting inventory level x.
Proposition 6. FT(cq ,cu ,x ,q ,u) is jointly concave in (q ,u).
This result is important because it implies that the
optimal allowance amount can be computed efficiently
using standard convex optimization methods. Now,
let (q∗T(cq , cu , x), u∗T(cq , cu , x))  arg maxq≥0, u≥0 FT(cq , cu ,
x , q , u), which represents the optimal allowance
amount and the optimal production capacity. Then,
let F∗T(cq , cu , x) denote the corresponding optimal ex-
pected total profit.
Proposition 7. The following holds:
(a) q∗T(cq , cu , x) and u∗T(cq , cu , x) are nonincreasing in cq
and cu ,
(b) F∗T(cq , cu , x) is nonincreasing and convex in cq and
cu , and
(c) (∂q∗T/∂cq)(cq , 0, 0)|cq0 −∞.
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Table 4. Relative Difference Between the Performance of the Heuristic and the Optimal
Policy T  12, and α  0.9 and 1 (Numbers in Parentheses Are for the Case of α  1)
δ(%)
u  10 u  18
c p qT h  1 h  3 h  5 h  1 h  3 h  5
1 6 60 0.5 (0.3) 0.1 (0.3) 0.1 (0.1) 0 (0) 0 (0.3) 0.1 (0.5)
— — 90 0.9 (0.7) 0.1 (0.9) 0.5 (0.7) 0.2 (0.4) 0 (1.1) 0.1 (1.8)
— — 120 0 (0) 0 (0) 0 (0) 0.4 (0.2) 0.2 (2.1) 0 (3.2)
— — 150 0 (0) 0 (0) 0 (0) 0.2 (0.3) 0 (1.9) 0 (1.9)
— — 180 0 (0) 0 (0) 0 (0) 0.1 (0.2) 0 (0.5) 0.1 (0.3)
1 9 60 0.8 (1.1) 0.6 (0.7) 0.7 (1.3) 0.1 (0.8) 0.1 (1.1) 0 (1.3)
— — 90 0.8 (1.7) 0.5 (1.4) 0.5 (1.9) 0.3 (1.0) 0.3 (2.0) 0 (2.4)
— — 120 0 (0) 0 (0) 0 (0) 0.1 (0.9) 0.3 (1.8) 0.6 (3.7)
— — 150 0 (0) 0 (0) 0 (0) 0 (0.2) 0.2 (0.8) 0.1 (2.9)
— — 180 0 (0) 0 (0) 0 (0) 0 (0.1) 0.1 (0.4) 0.2 (0.3)
1 12 60 1.3 (1.9) 1.7 (1.9) 1.1 (1.8) 0.1 (1.3) 0.1 (0.7) 0.5 (0.9)
— — 90 1.6 (1.3) 1.3 (1.9) 1.3 (1.8) 0.3 (1.8) 0.8 (1.9) 1.0 (1.4)
— — 120 0 (0) 0 (0) 0 (0) 0.3 (0.7) 0.5 (2.4) 0.1 (3.8)
— — 150 0 (0) 0 (0) 0 (0) 0.2 (0.3) 0.5 (1.7) 0.1 (2.3)
— — 180 0 (0) 0 (0) 0 (0) 0 (0) 0 (0.5) 0 (0)
3 6 60 0.1 (0.2) 0 (0.2) 0.1 (0.3) 0 (0.7) 0 (0.5) 0 (0.7)
— — 90 0.2 (0.3) 0.4 (0.6) 0.3 (0.5) 0.1 (1.1) 0.1 (1.2) 0 (2.0)
— — 120 0 (0) 0 (0) 0 (0) 0.1 (1.1) 0 (1.8) 0.1 (3.1)
— — 150 0 (0) 0 (0) 0 (0) 0.3 (1.3) 0.6 (2.4) 0.3 (2.5)
— — 180 0 (0) 0 (0) 0 (0) 0.7 (1.1) 0.1 (0.5) 0.2 (0.6)
3 9 60 0.4 (0.7) 0.3 (0.3) 0.2 (0.9) 0.1 (0.1) 0 (0.6) 0.2 (1.6)
— — 90 1.1 (0.9) 1.1 (0.8) 0.7 (0.9) 0.2 (0.3) 0.2 (1.8) 0.1 (2.1)
— — 120 0 (0) 0 (0) 0 (0) 0.9 (0.7) 0 (2.1) 0.4 (3.3)
— — 150 0 (0) 0 (0) 0 (0) 0.4 (0.2) 0.1 (0.2) 0.3 (1.8)
— — 180 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0.1 (0)
3 12 60 1.2 (1.9) 1.1 (1.7) 1.0 (1.5) 0.1 (0.4) 0 (0.3) 0 (0.6)
— — 90 0.7 (1.4) 0.7 (1.1) 1.1 (1.2) 0 (0.7) 0.2 (0.8) 0.1 (1.1)
— — 120 0 (0) 0 (0) 0 (0) 0 (1.1) 0.8 (1.6) 0.3 (3.5)
— — 150 0 (0) 0 (0) 0 (0) 0.2 (1.1) 0.3 (0.7) 1.0 (2.8)
— — 180 0 (0) 0 (0) 0 (0) 0.1 (1.0) 0.2 (0.3) 0 (0)
5 6 60 0.2 (0.2) 0.3 (0.5) 0.3 (0.4) 0 (0) 0 (0) 0 (0)
— — 90 0.2 (0.2) 0.5 (0.8) 1.1 (1.3) 0 (0) 0 (0) 0 (0)
— — 120 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
— — 150 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
— — 180 0 (0) 0 (0) 0 (0) 0 (0) 0 (0) 0 (0)
5 9 60 0.4 (0.5) 0.5 (0.8) 0.4 (1.1) 0.1 (1.3) 0 (0.3) 0 (0.7)
— — 90 0.6 (0.6) 0.6 (1.1) 0.9 (1.0) 0.3 (1.5) 0 (1.7) 0.3 (1.7)
— — 120 0 (0) 0 (0) 0 (0) 0.6 (1.6) 0 (1.0) 0 (2.1)
— — 150 0 (0) 0 (0) 0 (0) 0.6 (0.9) 0 (1.1) 0 (1.8)
— — 180 0 (0) 0 (0) 0 (0) 0.1 (0.5) 0 (0) 0 (0.2)
5 12 60 0.8 (1.3) 1.0 (1.4) 1.1 (1.2) 0.1 (1.2) 0.1 (0.7) 0 (0.8)
— — 90 1.1 (1.3) 1.2 (1.4) 1.3 (1.5) 0.3 (1.6) 0.1 (0.8) 0.3 (1.7)
— — 120 0 (0) 0 (0) 0 (0) 0.7 (1.6) 0 (1.4) 0.1 (3.0)
— — 150 0 (0) 0 (0) 0 (0) 1.0 (1.0) 0.2 (2.0) 0.1 (2.1)
— — 180 0 (0) 0 (0) 0 (0) 0.2 (0.4) 0 (0.5) 0 (0.5)
Two results from Proposition 7 are worth highlight-
ing. First, the convexity of the optimal total profit in cq
and cu stated in property (b) implies that there is
a diminishing effect to higher allowance and capac-
ity prices, with the firm increasingly choosing lower
allowance and capacity at the expenses of fulfilling
demand; in the limit, the firm chooses not to purchase
any allowance or capacity. Second, property (c) indi-
cates that when capacity is free, a small initial increase
in the allowance price can lead to a significant decrease
in the amount of allowance purchased. This result is
of particular relevance to applications where the avail-
ability of the allowance is constrained because of the
limits on natural resources used in production or the
negative environmental externalities associated with
production. In such cases, putting a modest price on
the natural resource or a modest penalty on the envi-
ronmental externality can significantly reduce the cor-
responding usage. Figure 3(a) illustrates these effects
for an example system. In this example, an increase
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Figure 3. Impact of Allowance Price on Optimal Allowance Amount and Allowance Usage (Demand Is Truncated Normally
Distributed on [0, 30]with Mean 15 and Standard Deviation 5, T  12, xT  0, α  1, p  8, c  3, and h  1)
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in the allowance price from 0 to 0.1 leads to 15%
drop in the allowance amount, but remarkably only 1%
decrease in the total profit (the latter is due to the con-
cavity of the profit function in the allowance amount).
One can view allowance and production capacity as
two types of capacity, flexible (unused allowance can be
carried into future periods) and inflexible (unused pro-
duction capacity in one period is lost). Intuitively, we
expect the optimal total amount of inflexible capacity
to be higher than the optimal total amount of flexible
capacity. That is, Tu∗T(cq , cu , x) ≥ q∗T(cq , cu , x). Moreover,
it is never optimal to have the daily production capacity
higher than the total allowance. That is, u∗T(cq , cu , x) ≤
q∗T(cq , cu , x).
Table 5 shows the relative difference between the
optimal flexible and inflexible capacity ((Tu∗T − q∗T)/q∗T)
for different allowance prices and different lengths of
planning horizons. As we can see, the difference can be
substantial, with the total inflexible capacity being up
to 20% higher than the total flexible capacity.
Table 5. Relative Difference Between the Optimal Flexible
and Inflexible Capacity (Demand Is Truncated Normally
Distributed on [0, 10]with Mean 5 and Standard
Deviation 2, xT  0, α  1, p  8, c  3, h  1 and cu  1)
cq 0 1 2 3 4 5
T  3
q∗T 24 18 15 11 8 0
Tu∗T 24 21 18 12 9 0
Difference 0 17% 20% 9% 13% 0
T  6
q∗T 48 35 30 25 20 0
Tu∗T 48 42 36 30 24 0
Difference 0 20% 17% 20% 20% 0
T  12
q∗T 96 70 61 54 42 0
Tu∗T 96 84 72 60 48 0
Difference 0 20% 18% 11% 14% 0
Next, we examine how the expected allowance
usage is affected by the price of allowance, where the
expected allowance usage refers to the ratio of the ex-
pected cumulative production quantity over the entire
compliance period to the amount of allowance pur-
chased and is denoted by ηT(cq , cu , x). This notion is
useful, as it indicates the degree to which allowance
is wasted or goes unused. For example, in settings
where the allowance amount purchased corresponds
to the amount of natural resources purchased, a high
expected allowance usage indicates that most of the
resources purchased would, on average, be used. This
is desirable if the resource is in short supply and allo-
cating allowances to one firmmight be at the detriment
of the other firms.
Proposition 8. (∂ηT/∂cq)(cq , 0, 0)|cq0 ∞.
Proposition 8 implies that if the resource supplier
charges a modest price on the resource, then the
allowance usage increases significantly. In other words,
resources would be used much more efficiently if they
are not available for free, even if the associated price is
very low. Figure 3(b) illustrates this effect.
6.2. Systems with Both Back Orders
and Lost Sales
We have so far assumed that demand that cannot be
fulfilled from on-hand inventory must be rejected and
is, therefore, considered lost. In this section we allow
for the possibility, in any period, of back-ordering, par-
tially back-ordering, or rejecting unfulfilled demand.
In doing so, we allow for the possibility of initially
back-ordering and then switching to rejecting excess
demand, or vice versa. Having this flexibility can be
important to managing production when resources are
scarce and the amount of the allowance must be care-
fully rationed over time.
In each period, and once demand is realized, the firm
now needs to decide howmuch demand to fulfill, back-
order, or reject. For each unit back-ordered, the firm
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incurs cost b per period.We assume that b−(1−α)c ≥ 0,
which eliminates the trivial case where it is optimal to
produce nothing but just to carry back orders. If the
firm decides to accept lt units of demand, then the on-
hand inventory is updated as follows:
xt−1  yt − lt , for t  T, . . . , 1.
To ensure feasibility, lt must satisfy 0 ≤ lt ≤ dt and lt ≤
xt + qt . The optimality equation can then be expressed
as follows:
vt(x , q)
 max
x≤y≤min(x+u , x+q)
{−c(y − x)+E ft(y , q − (y − x), d)} , (5)
where
ft(y , q , d)  max0≤l≤min(d , y+q)
{
pl − h(y − l)+ − b(l − y)+
+ αvt−1(y − l , q)
}
, (6)
and v0(x , q) cx, for x + q ≥ 0 and q ≥ 0.
We can show that all the properties of the opti-
mal production policy shown for the case of pure lost
sales continue to hold for this case, namely Lemma 1,
Theorems 2, 4, and 5, and Proposition 3 (for brevity,
we omit the details). The following theorem specifies
the optimal demand fulfillment policy once demand is
realized.
Theorem 9. With inventory level yt and remaining allow-
ance qt−1, the optimal fulfillment policy is specified by thresh-
olds w∗t(qt−1) such that, if dt ≤ yt , it is optimal to fulfill all
demand from on-hand inventory; if yt ≤ dt ≤ yt +w∗t(qt−1),
it is optimal to fulfill yt units of demand and to back-order
the rest; and if dt ≥ yt + w∗t(qt−1), it is optimal to fulfill yt
units of demand, to back-order w∗t(qt−1) units, and to reject
the rest. Moreover, w∗t(qt−1) has the following properties:
(a) w∗t(qt−1) is independent of yt ,
(b) w∗t(qt−1) is nondecreasing in qt−1 and(d/dqt−1)w∗t(qt−1) ≤ 1, and
(c) w∗t(qt−1) is nonincreasing in t.
Note that demand fulfillment can be viewed as being
driven by a temporal rationing of capacity. Current
period demand is rejected rather than back-ordered to
use capacity to profit from fulfilling demand in future
periods without incurring the back-ordering cost. The
previous theorem shows that the optimal fulfillment
policy is also a threshold policy. The optimal threshold
only depends on the remaining allowance at the end of
the period and is independent of the on-hand inven-
tory (post production) and the demand realization.
Property (b) shows that, in each period, the higher the
remaining allowance, the higher the threshold w∗t(qt−1),
and each unit increase in the remaining allowance
leads to at most one unit increase in w∗t(qt). Property (c)
suggests that the closer we get to the end of the plan-
ning horizon, the higher is the back-ordering thresh-
old, as it is more desirable to use up the remaining
allowance.
The following proposition further characterizes the
optimal fulfillment policy.
Proposition 10. For t  T, . . . , 1, the following holds:
(a) If b ≥ p − αc, then w∗t(qt−1) 0 for qt−1 ≥ 0,
(b) If b ≤ (1− α)p, then w∗t(qt−1) qt−1 for qt−1 ≥ 0, and
(c) If (1−α)p < b < p−αc, there exits a threshold q∗t(xt)
such that, if qt ≤ q∗t(xt), w∗t(qt−1)  0, and otherwise, 0 <
w∗t(qt−1) < qt−1.
Property (a) states that if b is sufficiently large, the
problem reduces to one of pure lost sales. That is, it
is never optimal to back-order. This is because the rev-
enue generated from a back-ordered unit (p) is lower
than the sum of the costs of back-ordering and future
production associated with that unit (b + αc). Prop-
erty (b) states that if b is sufficiently small, the prob-
lem reduces to one of pure back orders. That is, it
is always optimal to back-order as long as there is
enough allowance. This is because when b ≤ (1 − α)p,
the profit from back-ordering one unit (p − b − αc) is
always higher than themaximumprofit one could earn
from fulfilling one unit of future demand (α(p − c)).
Property (c) states that in the case where (1 − α)p <
b < p − αc, whether it is optimal to back-order or reject
unfulfilled demand depends on the quantity of the
remaining allowance.
6.3. Other Extensions
It is possible to extend the analysis in other ways.
We briefly discuss three such extensions (for brevity,
details and proofs are omitted but available from the
authors upon request).
6.3.1. Systems with a General Salvage Value and Non-
stationary Demand. Our analysis can be extended to
the case where the salvage value is specified by a
more general function v0(x , q), where v0(x , q) is con-
cave in (x , q); and to the case with nonstationary (but
independent) demand. In particular, we can show that
V¯t(y , x + q) as in Section 4 is concave in y. In turn,
this implies that the optimal production policy is a
threshold policy, with the threshold depending only
on the sum of x and q. We can show that all the results
obtained for the original model continue to hold with
the exception of Properties (a)–(d) in Theorem 4 and
Properties (a) and (b) in Theorem 5. We can also con-
firm similar insights with regard to the differences in
the impact of the allowance constraint and the produc-
tion capacity constraint.
6.3.2. Systems with a Secondary Supply Source. In
some settings, the firm may be able to obtain addi-
tional allowance (e.g., purchase a scarce resource) from
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an alternative, but more expensive, supplier with unit
ordering cost cˆ where c ≤ cˆ ≤ p. (The firm would,
of course, do so only once it uses up its original
allowance.) The problem can be reformulated by mod-
ifying the production cost as c(y− x) if y ≤ x+ q and as
cq + cˆ(y − x − q) otherwise. We can then show that the
optimal production policy can be specified by thresh-
olds yht (xt+qt) and y lt(xt+qt), such that when the effec-
tive capacity is sufficiently high (xt + qt > yht (xt + qt)), it
is optimal to produce up to yht (xt + qt). When the effec-
tive capacity is in the mid-region (y lt(xt + qt) ≤ xt + qt ≤
yht (xt + qt)), it is optimal to produce and use up all of
the remaining original allowance. When the effective
capacity is sufficiently low (xt + qt < y lt(xt + qt)), it is
optimal to produce up to y lt(xt + qt) by first using up
the remaining original allowance and then purchasing
from the secondary supplier.
6.3.3. Systems with Multiple Compliance Periods.
Consider settings where the planning horizon con-
sists of multiple compliance periods with each com-
pliance period again consisting of multiple production
periods. At the beginning of each compliance period,
the firm decides how much allowance to purchase
(in the case when this is not exogenously specified),
and within each compliance period, the firm decides
how much to produce subject to the allowance con-
straint. Unused allowance at the end of one compliance
period can be carried to the next (otherwise the prob-
lem reduces to one with a single compliance period).
Suppose there are N compliance periods, each con-
sisting of T production periods (the planning horizon
has NT periods in total). As in Section 6.1, let cq denote
the cost per unit of allowance. We can show that within
each compliance period, the optimal production pol-
icy is a threshold policy with the threshold depending
only on the sum of xt and qt . The optimal policy for
purchasing allowance is a base-stock policy. That is,
at the beginning of a compliance period, say n, there
exists an optimal allowance level r∗n(cq) such that it is
optimal to purchase allowance up to r∗n(cq) if the avail-
able allowance is less than r∗n(cq); and not to purchase
otherwise.
7. Concluding Remarks
In this paper we study the problem of managing pro-
duction in a production-inventory system where a
firm is subject to an allowance constraint on either
the amount of input it can use or the amount of out-
put it can produce over a specified compliance period
(in addition to being subject to a constraint on the pro-
duction capacity in each period). In each production
period, the firm must decide, in the face of stochas-
tic demand, how much to produce knowing that the
quantity produced in one period affects the quantity
that can be produced in future periods. We show that
the optimal production policy is specified by dynamic
thresholds that depend on both the on-hand inven-
tory level and the remaining allowance but only via
the sum of these two quantities. These results are fur-
ther refined for the special cases of systems, either
with only the allowance constraint (but no produc-
tion capacity constraint) or with only the production
capacity constraint (but no allowance constraint). We
show that the impact of the allowance constraint on
the optimal policy is different from that of the pro-
duction capacity constraint. We then use results from
these two special cases to construct an effective and
computationally efficient heuristic to compute the pro-
duction thresholds for systems with both constraints.
We show that the heuristic results in profits that are
very close to the optimal values. We extend our anal-
ysis to the case where demand fulfillment is discre-
tionary and show that the optimal demand fulfillment
policy is also specified by dynamic thresholds, which
in this case depend only on the remaining allowance.
We also consider an extended version of the problem
where both the allowance amount and the production
capacity are endogenous and determined by the firm
at the beginning of the compliance period. Some of our
findings are highlighted as follows:
• The expected profit is concave in both the al-
lowance amount and the production capacity. Hence,
determining the optimal allowance amount and pro-
duction capacity can be carried out using standard con-
vex optimization approaches.
• The expected profit is supermodular in the al-
lowance amount and the production capacity, imply-
ing that the two are complements (the benefit from
increasing one is increasing in the other).
• A small initial increase in the cost per unit of
allowance can lead to a significant decrease in the
amount of allowance purchased (and a corresponding
increase in the usage) but a relatively modest decrease
in profit.
• The relative difference between the optimal
amount of allowance and the optimal cumulative pro-
duction capacity can be substantial, with the optimal
cumulative production capacity being significantly
higher than the optimal amount of allowance.
There are several possible avenues for future re-
search. It would be useful to consider settings where a
firm can buy and sell allowance in each period based
on the realization of price, whichmay be stochastic and
determined by the dynamics of a trading market for
allowances (as in a cap-and-trade system). In that case,
a firm would make both production and allowance
trading decisions in each period, taking into account
the randomness of both demand and allowance prices.
It would also be interesting to consider settings with
multiple firms where each firm may be subject to its
own allowance constraint. It would then be useful to
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examine how the constraints imposed on one firm (or
alternatively the conservation efforts of one firm) affect
the production decisions and costs of the other firms.
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