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Résumé — Cet article présente très succinctement les derniers résultats de l’équipe sur le cou-
plage de codes en dynamique. La méthode proposée est très générale et elle est basée sur une
vision faible de l’intégration temporelle des équations d’équilibre dynamique. Cette manière de
comprendre les algorithmes de calcul en dynamique permet de mettre en place une stratégie de
couplage qui assure que le couplage ne perturbe en aucune façon les bilans d’énergie des sous do-
maines assemblés. Il en résulte que la méthode proposée permet d’assembler des sous domaines
ou des codes différenets utilisant leur propre intégrateur temporel, leur propre maillage, et leur
propre pas de temps. Un exemple est proposé pour illustrer le propos.
Mots clés — Dynamique transitoire, couplages de sous domaines, éléments finis.
1 Introduction
Le couplage de sous domaines en dynamique est un sujet de recherche actif ces dernières
années. Après une période de doutes sur la faisabilité de ce type de concept, l’arrivée de la méthode
FETI ([19],[20]) a permis de comprendre l’importance des méthodes de Shurr duales pour le
couplage de domaines. Les travaux d’A Gravouil ([6], [24])dans les années 90 ont montré qu’un
couplage de schémas de Newmark assurait une parfaite conservation de l’énergie mais aussi la
stabilité du couplage si les collages étaient faits en vitesse pour des pas de temps identiques dans
les sous domaines. Si les pas de temps sont différents entre sous domaines la stabilité est toujours
garantie par le schéma proposé mais l’interface consomme un peu d’énergie (quelques pour cent
de l’énergie mécanique) si bien que les schémas assemblés perdent un ordre de convergence.
Prakash ([33]) a proposé récemment une amélioration du schéma qui n’a plus cet inconvénient
mais qui est complexe et lourde de mise en oeuvre car on doit conserver les états de tous les petits
pas de temps pendant l’intégration sur un grand pas de temps. De plus la méthode de Prakash ne
s’applique qu’aux schémas de Newmark. Ce papier donne un cadre général qui permet de coupler
des sous domaines avec des schémas quelconques à un pas . Le papier est organisé en trois parties.
La première donne le cadre théorique de la formulation. La seconde expose la mise en oeuvre sur
quelques algorithmes et précise les schémas numériques. La troisième développe un exemple.
2 Formulation faible de l’équilibre dynamique
Nous décrivons ici la formulation faible du principe des puissance virtuelles pour les systèmes
mécaniques.
2.1 Un seul domaine
Intégrons sur [0, t] le principe des puissance virtuelles. Il vient :
W ∗ (t) =
∫ t
0
(∫
Ω v
∗ (P,τ)T
[
div
(
σ(P, t)
)
− f vol (P, t)−ρu¨(P,τ)
]
dΩ(P)
)
dτ= 0∀v∗ (1)
Dans l’équation 1 Ω est le domaine, v∗ (P,τ) la vitesse virtuelle au point P, τ le temps considéré, σ
le tenseur de contraintes, ρ la masse volumique, u¨ l’accélération, f vol les forces de volume. Si on
introduit maintenant une discrétisation spatiale (éléments finis par exemple) on trouve :
W ∗ (t) =
∫ t
0
v∗ (τ)T
[
Fint (τ)−Mu¨(τ)−Fext (τ)
]
dτ (2)
Dans l’équation (2) Fint est le vecteur des forces internes, Fext les forces externes, M la ma-
trice masse. Si on applique des contraintes cinématiques des forces de liaison λ(τ) sont ajoutées.
L’équation(2) devient :
W ∗ (t) =
∫ t
0
(
v∗ (τ)T
[
Fint (τ)−Mu¨(τ)−Fext (τ)+λ(τ)
]
+(v(τ))T λ∗ (τ)
)
dτ (3)
Observons que les efforts de liaison jouent le même rôle que les efforts extérieurs et qu’ils tra-
vaillent avec les vitesses virtuelles. Regardons maintenant l’intégration temporelle sur un pas de
temps fini h (h= tn+1− tn) de l’équation(3). Appelons ∆(x) l’incrément d’une varaible x sur le pas
de temps h. La contribution du pas de temps h à l’équation(3) est :
∆W ∗ =
∫ tn+1
tn
(
v∗ (τ)T
[
Fint (τ)−Mu¨(τ)−Fext (τ)+λ(τ)
]
+λ∗ (τ)T v(τ)
)
dτ (4)
Observons que si l’on suppose que les fonctions du temps Fint (τ), u¨(τ), Fext (τ), v(τ) et λ(τ)
sont constantes sur le pas de temps, vérifier l’équilibre est équivalent à minimiser l’incrément de
puissance virtuelle ∆W ∗. Les équations d’équilibre dynamique ne sont pas vérifiées de façon forte
sur tout l’intervalle de temps h, mais seulement au sens faible. C’est cependant l’hypothèse qui
est faite pour tous les schémas d’intégration numérique habituels (Newmark ([32]), HHT ([4]),
Simo([35]) , Krenk ([30]) et Verlet ([2]) (formulation en vitesse (qui est d’ailleurs identique au
schéma de Newmark dynamique explicite))) Pour les efforts de liaison λ nous allons faire l’hypo-
thèse très simple qu’ils sont eux aussi constants sur le pas de temps h. Le théorème de la valeur
moyenne permet d’affirmer que si les fonctions sont continues en temps il existe un instant (in-
connu) tn+θ ∈ [tn, tn+1] tel que l’équilibre est exactement vérifié. Cet instant est fonction du schéma
numérique choisi. Appelons maintenant x la valeur moyenne de la variable x. Il vient :
∆W ∗ =
[∫ tn+1
tn v
∗ (τ)T dτ
][
Fint−Mu¨−Fext+Lλ
]
+
[∫ tn+1
tn v(τ)
T dτ
](
Lλ∗
)
(5)
2.2 Couplage de deux sous domaines
Nous allons maintenant coupler deux sous domaines A et B collés par une interface Γ. Les
forces de liaison imposeront l’égalité des vitesses des sous domaines sur l’interface. En posant :
vγA = LAvA
vγB = LBvB
(6)
L’incrément de puissance virtuelle sur le pas de temps h s’écrit :(
∆W ∗
)tot = (∆W ∗)A+ (∆W ∗)B+ (∆W ∗)linkAB (7)
La variation de puissance associée aux liaison s’écrit :(
∆W ∗
)link
AB = h(LAvA+LBvB)
Tλ∗AB (8)
On voit immédiatement sur l’équation (8) que si les vitesses vérifient les liaisons la variation de
travail d’interface est nulle et réciproquement. On en conclut que cette formulation assure que
l’énergie d’interface est rigoureusement nulle. L’énergie du système est donc exactement égale à
la somme des énergies des parties.
Cette idée est la clé de la méthode de couplage temporelle proposée.
– remarque 1 : Aucne hypothèse n’a été introduite de schéma numérique n’a encore été in-
troduite : il en résulte que cette méthode de couplage est valable quel que soit le schéma
d’intégration temporel pourvu qu’il permette de passer de l’état n à l’état n+1.
– remarque 2 : La stabilité du système est gouvernée par la seule stabilité des parties, car la
variation d’énergie d’interface est rigoureusement nulle.
– remarque 3 : Aucune hypothèse n’est faite sur la variation temporelle des forces de liaison.
Elles sont constantes par morceaux sur chaque intervalle de temps.
– remarque 4 : La condition de liaison choisie est telle que les histoires de déplacement des
deux côtés de l’interface peuvent être différentes mais que leur incrément fini sur le pas de
temps sera indentique. En effet on a :∫ tn+1
tn
(LAvA (τ)+LBvB (τ))dτ= 0. (9)
– remarque 5 : L’extension de la méthode proposée à un nombre quelconque de sous domaines
est évidente.
3 Schémas d’intégration temporelle
Nous allons ici présenter une forme générale pour les schémas HHT, Newmark, SIMO, Krenk
et Verlet. Nous avons choisi de formuler le problème en incrément de vitesse. L’équation incré-
mentale dynamique avec liaisons au pas de temps n+1 s’écrit :(
1
hγM+h
β
γ (1+α)K
)
∆v+LTλ= ηfn+1+µfn
−(η+µ)Kun−h(1+α)Kvn
+(η−µ)
((
1
γ −1
)
M+(1+α)
(
β− γ2
)
h2K
)
an
L∆v= 0
(10)
Les 5 paramètres nécessaires pour tous les modèles sont définis dans la table table(1) : Définissons
la raideur équivalente K∗ comme :
K∗ =M
1
γh
+(1+α)
β
γ
hK (11)
le système d’équations (22) s’écrit alors :[
K∗ LT
L 0
][
∆U
λ
]
=
[
F
0
]
−
[
N 0
0 0
][
Un
0
]
(12)
integrator type HHT Newmark SIMO Verlet Krenk
α α 0. 0. 0. 0.
β β β 14 0.
1
4
γ γ γ 12
1
2
1
2
η 1+α 1 1 1 1
µ −α 0 1 0 1
Tableau 1 – Valeur des paramétres pour l’écriture des algorithmes dans un formalisme unique
avec
K∗ =
 K∗ 0 0−βhγ I I 0
− 1γhI 0 I
 , LT =
 LT0
0
 (13)
∆U=
 ∆v∆u
∆a
 , λ=
 λ0
0
 (14)
et
F=
 ηfn+1+µfn0
0
 , Un =
 vnun
an
 (15)
N=
[
−(1+α)hK −(η+µ)K (η−µ)
[(
1
γ −1
)
M+(1+α)
(
β− γ2
)
h2K
]
hI 0
( γ
2 −β
)
h2I
0 0 − 1γ I
]
(16)
L’incrément de déplacement généralisé est la somme d’un incrément “libre” (sans conditions de
liaison) et d’un supplément dû aux liaisons :
∆U= ∆U f ree+∆Ulink (17)
On a besoin des formules de récurrence pour passer de l’éat n à l’état n+1. Pour tous les
schémas sauf le schéma de Krenck ces formules s’écrivent :
un+1 = un+hvn+
(
1
2
−β
)
h2 an+βh2 an+1 (18)
vn+1 = vn+(1− γ)han+ γhan+1 (19)
ou γ et β sont les paramètres usuels du schéma de Newmark. Pour le schéma de Krenk les formules
de récurrence sont :
un+1 = un+hvn+
h
2
∆v (20)
vn+1 = vn+∆v (21)
Le domaine de stabilité du schéma HHT est une fonction connue de α β et γ ([3]). On n’a pas de
démonstration de la stabilité de ce shéma en non linéaire. La stabilité des schémas de SIMO et
VERLET est la même que celle de Newmark en linéaire mais elle est aussi établie en non linéaire.
Il en est de même pour le schéma de Krenk.
Figure 1 – (a) Collage de sous domaines.
4 Coupler les sous domaines
Des forces de liaison sont à ajouter entre les sous domaines pour les “coller” comme sur la
figure Figure 1.
Chaque sous domaine (ou code) k est intégré avec son propre schéma d’intégration k. Les
forces de liaison sont des multiplicateurs de Lagrange. Les équations du mouvement pour le sous
domaine k sont : 
(
1
hγkMk+h
βk
γk Kk
)
∆vk+LTk λ= ηkf
k
n+1+µkf
k
n
−(ηk+µk)Kkukn−hKkvkn
+
(
(ηk−µk)
(
1
γk −1
)
Mk−
( γk
2 −βk
)
h2Kk
)
akn
 (22)
Nous allons maintenant présenter le couplage entre deux sous domaines A et B ayant le même pas
de temps h puis généraliser au cas ou les pas de temps sont différents.
4.1 Même pas de temps
Les pas de temps sont identiques mais les schémas sont différents. Le système à résoudre est
alors : 
(
1
hγAMA+h
βA
γA (1+αA)KA
)
∆vA+LTAλ= ηAfAn+1+µAfAn
−(ηA+µA)KAuAn −h(1+αA)KAvAn
+(ηA−µA)
[(
1
γA −1
)
MA− (1+αA)
( γA
2 −βA
)
h2KA
]
aAn(
1
hγBMB+h
βB
γB (1+αB)KB
)
∆vB+LTBλ= ηBfBn+1+µBfBn
−(ηB+µB)KBuBn −h(1+αB)KBvBn
+(ηB−µB)
[(
1
γB −1
)
MB− (1+αB)
( γB
2 −βB
)
h2KB
]
aBn
LA∆vA+LB∆vB = 0

(23)
L’écriture matricielle est : K∗A 0 LTA0 K∗B LTB
LA LB 0
 ∆UA∆UB
λ
=
 FAFB
0
 −
 NA 0 00 NB 0
LA LB 0
 UAnUBn
0

La même méthode que dans la cas d’un seul sous domaine s’applique. On résoud le problème libre
pour chaque sous domaine. On calcule les efforts de liaison qui assurent la continuité cinématique,
puis on en déduit les inconnues liées dans chaque sous domaine qu’on ajoute aux inconnues libres
pour avoir la solution du problème. Les étapes 1 et 3 sont naturellement parallelles.
4.2 Pas de temps différents
On supposera ici que les pas de temps des sous domaines A et B sont multiples. On a :
hA = mhB (24)
Soit j un des sous pas ( j ∈ [1,m−1]). Posons :
∆x= (x j+1−x j) , x=
∫ ( j+1)hB
jhB
x(τ)dτ (25)
Supposons maintenant que le multiplicatuer de Lagrange à l’échelle fine λ
j
B est constant sur tout
les pas de temps hB et égal à λB pendant le pas de temps hA. On en déduit :
∆W inter f aceAB =
((
∆vA
)T LTA + m∑
j=1
(
∆vBj
)T LTB
)
λ (26)
Les condition d’égalité des vitesses sont :
LA∆vA+LB∆vB = 0 (27)
qui s’écrit aussi :
LA∆vA+
m
∑
j=1
LB∆vBj = 0 (28)
On en déduit que le travail d’interface est nul. A chaque grand pas de temps l’équation d’équilibre
dynamique s’écrit :
K∗A∆UA+LTAλ+NAUA = FA (29)
Pour chaque petit pas de temps j l’équation d’équilibre est :
K∗B∆
(
UBj
)
+LTBλ+NBUBj = FB (30)
les vecteurs généralisés d’inconnues sur le sous domaine B (petits pas de temps) ∆UBj et UBj ré-
sultent tout simplement de la sommation des vecteurs aux pas de temps précédents :
∆UBj =
j−1
∑
i=1
∆UBi and UBj = UB0 +
j−2
∑
i=1
∆UBi (31)
Après quelques calculs un peu longs on trouve que l’on doit résoudre le système matriciel suivant :
K∗B 0 0 0 0 0 LTB
NB K∗B 0 0 0 0 LTB
NB NB K∗B 0 0 0 LTB
. . . . . .
...
NB NB NB NB K∗B 0 LTB
0 0 0 0 0 K∗A LTA
LB LB LB LB LB LA 0


∆UB1
∆UB2
∆UB3
...
∆UBm
∆UAm
λ¯∗

=

FB1 −NBUB0
FB2 −NBUB0
FB3 −NBUB0
...
FBm−NBUB0
FAm−NAUA0
−LAUA0 −LBUB0

(32)
Figure 2 – Partition en 20 sous domaines et 5 schémas numériques (dans les cercles)
On voit sur ce système formel que la méthode est simple à implémenter. En effet dans le sous
domaine A on fait un pas pour trouver les inconnues libres, et pour le sous domaine B on doit faire
m résolutions consécutives. L’incrément de la solution libre sur le sous domaine B est tout sim-
plement la somme des m sous incréments. On résoud ensuite le problème permettant de calculer
les forces liaisons entre sous domaines. On calcule ensuite les corrections aux inconnues pour les
deux sous domaines de la même manière que pour les inconnues libres. Cette stratégie est donc
complètement parallelle et il n’y a pas besoin de faire communiquer A et B pendant les petits
pas de temps. Cette méthode ne génère aucune énergie d’interface même pour des pas de temps
différents, et de plus elle est plus simple que la méthode proposée par Parkash. Enfin elle est aussi
plus générale puisqu’elle s’applique quelque soit le schéma d’intégration temporelle choisi.
5 Exemple numérique
On regarde la propagation d’une onde dans une plaque plane carrée de coté L= 1. Le module
d’Young vaut E = 1, ainsi que sa masse volumique ρ = 1. Le coefficient de Poisson’s est µ =
0.3. La plaque est chargée par un créneau d’amplitude 1 appliqué au coin supériur droit de la
plaque. La plaque est encastrée en son coin inférieur gauche. Le maillage est fait avec des éléments
quadrangles à 4 noeuds. La Figure (2)montre le sous découpage en 20 sous domaines ayant chacun
leur schéma et leur pas de temps. Les paramêtres des schémas sont donnés dans la Table 2. 5
algoritmes avec 5 échelles de temps sont utilisées ici : hi =mi h1 ∀i ∈ {1..5} le plus petit pas étant
h1 = 0.016. Remarquons aussi que des maillages spatiaux sont incompatibles aux interfaces. On
impose ici une condition de continuité cinématique pour coller les sous domaines spatialement.
Le calcul est fait avec 100 petits pas de temps. Le travail d’interface (Figure 3) est de l’ordre
de grandeur de 10−15. L’énergie mécanique totale étant de l’ordre de 1, on constate la nullité de
l’énergie d’interface.
Schéma n˚ α γ β
1 0.0 0.5 0.25
2 0.0 0.5 0.66
3 0.0 0.6 0.3025
4 −0.2 0.7 0.36
5 0.0 0.55 0.27565
Tableau 2 – Paramètres utilisés α, γ and β
m1 m2 m3 m4 m5
1 2 4 8 16
Tableau 3 – Ratios des pas de temps utilisés
6 Conclusion
Ce travail donne une méthode simple permettant de construire des assemblages de schéma
numériques qui ne dissipent aucune énergie d’interface. Le concept essentielle est la formulation
faible de l’intégration temporelle des équations d’équilibre. Ces schémas laissent cependant une
certaine liberté aux variables cinématiques à l’intérieur du pas de temps. Cette méthode s’étend
simplement au non linéaire. Il reste cependant à vérifer les effets des hypothèses faites pour le
collage temporel sur la qualité des interfaces dans l’espace des fréquences : quelles distorsions
fréquentielles sont gérées par ce type de collage temporel ?
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