Episturmian sequences are a natural extension of Sturmian sequences to the case of finite alphabets of arbitrary cardinality. In this paper, we are interested in central episturmian words, or simply, epicentral words, i.e., the palindromic prefixes of standard episturmian sequences. An epicentral word admits a variety of faithful representations including as a directive word, as a certain type of period vector, as a Parikh vector, as a certain type of Fine and Wilf extremal word, as a suitable modular matrix, and as a labeled graph. Various interconnections between the different representations of an epicentral word are analyzed. In particular, we investigate the structure of the graphs of epicentral words proving some curious and surprising properties.
Introduction
As is well known [1, 16] , Sturmian sequences, or Sturmian words, are mathematical objects whose structural and combinatorial properties are of great interest in various fields such as discrete geometry, combinatorics on words, number theory, dynamical systems, theory of quasi-crystals, etc. Sturmian words admit several characterizations of different nature: for instance, geometrical, combinatorial, and structural.
Palindromes play a key role in the combinatorial structure of Sturmian words. For instance, a Sturmian word can be characterized by its palindromic complexity [10] . Moreover, the palindromic prefixes of standard Sturmian words, called central words, satisfy a large number of interesting and beautiful properties [1] . Central words can be considered as the 'kernel' of the theory.
Sturmian words are in a two-letter alphabet so that some different extensions to larger alphabets exist. In particular, in [11] the class of episturmian words was introduced. This generalization was essentially obtained by extending the operator of iterated palindrome closure introduced in [6] for binary alphabets, to alphabets of arbitrary cardinality t ≥ 2.
In this extension, some properties of Sturmian words are lost (for instance, the balance property) and others are preserved (for instance, the richness in palindromes of their factors). In any case, episturmian words, which include Sturmian words and Arnoux-Rauzy words, satisfy very interesting combinatorial and structural properties and, in fact, many papers have been written on the subject (see, for instance, the overview paper by Berstel [1] ).
In this paper, we are mainly interested in the palindromic prefixes of standard episturmian words. We call these words t-central, or without making reference to t, simply epicentral. In fact, t-central words can have a combinatorial characterization in terms of their periods which is related to a general version of the Fine and Wilf periodicity theorem.
This was given in [8] in the case t = 2, in [4] for t = 3, and in [12] for an arbitrary number of periods. The term central was introduced in the case t = 2 by Berstel [16, 1] .
Epicentral words on a t-letter alphabet A can have various different representations. A first, considered in Section 3, is in terms of its directive word, i.e., for each epicentral word w there exists a unique word v, called the directive word of w, such that w = ψ(v), where ψ is the right iterated palindrome closure operator. Two further representations are obtained by considering, respectively, the period vector p(v) of w and the Parikh vector ω(v) of w.
A matrix representation is given in Section 4 associating to the epicentral word w a t × t matrix M v whose entries are non-negative integers and det M v = 1. This class M t of modular matrices gives a faithful representation of the free monoid A * , as well as of the class of epicentral words. In particular, one has that p(v) = M v ∼ 1, where v ∼ is the reversal of v and 1 is the t × 1 vector with all entries equal to 1. Any t × 1 vector which is the period vector of an epicentral word is called a good vector.
In In Section 6, we consider graphs G(p, n) which are associated to any integer n and to a vector p = (p 1 , . . . , p t ) of periods such that gcd(p 1 , . . . , p t ) = 1. The graph G(p, n) has n vertices, and an unordered pair of integers {i, j}, with 1 ≤ i, j ≤ n is an edge if there exists a period p k , 1 ≤ k ≤ t, such that |j − i| = p k . The graph can be easily constructed by knowing the set of periods p 1 , . . . , p t .
If n is the length of an extremal Fine and Wilf word w relative to p, then the graph G(p, n + 1) is connected and if one removes the vertex n + 1, then the resulting graph G(p, n) has a number of connected components equal to the number of distinct letters of w. Moreover, the vertices in the same connected component correspond to the positions in the word w carrying the same letter. Some general properties of these graphs are considered, stressing some peculiar aspects of the graphs of epicentral words. In particular, it is shown that, differently from the graphs associated to extremal Fine and Wilf words, the graph of an epicentral word is without cycles, i.e., it is a tree, which becomes linear in the case of a binary alphabet.
It is useful to label each edge {i, j}, with i < j, by the unique letter x such that i + p x = j. The labeled graph of an epicentral word w determines uniquely the word w. Moreover, if {n + 1, x, j} is a labeled edge, then j equals the total number of edges in the graph labeled by x; this number is also equal to the number of letters x in the dual word w * of w, where the dual of w is the epicentral word having as a directive word the reversal of the directive word of w.
Since the graph of an epicentral word is a tree for any pair i, j of distinct vertices of the labeled graph, there exists a unique shortest path from i to j. In Section 7, to any path from i to j one associates a linear polynomial on the letters of the alphabet, having coefficients in Z. These coefficients, which depend only on the vertices i and j, are determined by giving a suitable positive or negative weight to the labeled arcs in the path.
In Section 8, we extend the labeled graph of an epicentral word w by adding a new vertex n + 2 and a new labeled edge {1, x, n + 2} for any letter x of the alphabet A which does not occur in w. This is a natural extension since if w = ψ(v), then the letter x does not occur in w if and only if p x (v) = n + 1. Moreover, this extension is essentially related to the exigence of representing in a uniform way all epicentral words over a t-letter alphabet A by t × 1 period vectors or by t × t matrices also when the number of distinct letters occurring in w is less than t. A procedure which allows us to construct the extended graph of the word w = ψ(ux), u ∈ A * , x ∈ A by knowing the extended graph of w = ψ(u) is given. From the extended labeled graph of an epicentral word w = ψ(v), we construct a matrix R v , called the graph matrix, whose rows are the vectors of the coefficients of polynomials associated to all paths from vertex i to vertex i+1, 1 ≤ i ≤ n+1. The main theorem of the paper shows that the graph matrix of w has t distinct rows and that the submatrix T v formed by the first t distinct rows is equal, up to a permutation of the rows, to the inverse matrix of M v ∼ . Moreover, the distinct rows of R v codify the letters of the alphabet in such a way that by reading the sequence of the first n rows of R v , one generates the word w.
This theorem reveals a surprising and non-intuitive property of the graphs of epicentral words. The proof, which is quite laborious, is given in Section 9.
Preliminaries
Let A be a finite non-empty alphabet of cardinality t and A * be the free monoid generated by A. The elements of A are usually called letters and those of A * words. We shall denote the letters of A by a 1 , a 2 , . . . , a t . If A is totally ordered, we suppose that a 1 < a 2 < · · · < a t . In such a case, we denote often the letters simply by digits 1, 2, . . . , t, when there is no ambiguity. The identity element of A * is called the empty word and denoted by ε. We shall set A + = A * \ {ε}. A word w ∈ A + can be written uniquely as a sequence of letters w = w 1 w 2 · · · w n , with w i ∈ A, i = 1, . . . , n. The integer n is called the length of w and is denoted by |w|. The length of ε is conventionally 0. For any letter x ∈ A, |w| x denotes the number of occurrences of x in w. For any w ∈ A * , alph(w) denotes the set of distinct letters of A occurring in w. Let w ∈ A * . A word v is a factor of w if there exist words r and s such that w = rvs; a factor v of w is proper if v = w. If w = vs for some s (resp. w = rv for some word r), then v is called a prefix (resp. a suffix) of w. If v is both a prefix and a suffix of w, it is called a border of w. A word w is called unbordered if its only proper border is ε. We shall denote by Pref(w) the set of all prefixes of the word w.
Let w = w 1 w 2 · · · w n be a word, with w i ∈ A, 1 ≤ i ≤ n. A positive integer p is a period of w if for all i, j, 1 ≤ i, j ≤ n, the following condition is satisfied:
Let us observe that if a word w has a period p, then any factor of w has also the period p. A period of w will be called proper if p ≤ |w|. As is well known [15] , a word w has a proper period p if and only if it has a border of length |w| − p. The minimal period of w will be denoted by π w . We shall assume conventionally that π ε = 1. A word having period 1 is a power of a letter and is called constant. We recall (cf. [15] ) the important theorem of Fine and Wilf stating that if a word w has two periods p and q, and |w| ≥ p + q − gcd(p, q), then w has also the period gcd(p, q). In particular, if p and q are coprime and |w| ≥ p + q − 1, then w is a constant word.
Given w = w 1 w 2 · · · w n with all w i ∈ A, the reversal w ∼ is the word w n · · · w 1 . If w = ε, one sets ε An infinite word (from left to right) x is just an infinite sequence of letters:
A (finite) factor of an infinite word x is either the empty word or any sequence u = x i · · · x j with i ≤ j, i.e., a finite block of consecutive letters in x. If i = 1, then u is a prefix of x; for any n we denote by x [n] its prefix of length n, i.e.,
The set of all infinite words over A is denoted by A ω .
. . , n, be a word over A. For any x ∈ alph(v) we denote by j x the first occurrence of x in v, i.e., the least integer i such that x = x i . We totally order alph(v) by setting for x, y ∈ alph(v):
We define the order word of v to be the sequence ord(v) = a 1 · · · a r , where r = Card(alph(v)), a i ∈ alph(v), i = 1, . . . , r, and a i ≺ a j for i < j.
If σ is a permutation of the set A = {1, . . . , t} we denote by Γ σ the permutation matrix associated to σ , i.e.,
For definitions and notations on words not explicitly given in the text, the reader is referred to the book of Lothaire [15] .
Palindrome closure
Let us introduce in A * the map ( + ) : A * → PAL which associates to any word w ∈ A * the palindrome w (+) defined as the shortest palindrome having the prefix w (cf. [6] ). We call w (+) the right palindrome closure of w. If Q is the longest palindromic suffix of w = uQ , then one has
It follows that |w
Iterated palindrome closure
Let us define the map ψ : A * → PAL, as follows: ψ(ε) = ε and for all u ∈ A * , x ∈ A,
It is readily verified that for all words v ∈ A + , if u is a prefix of v, then ψ(u) is a palindromic prefix (and suffix) of ψ(v) and, conversely, every palindromic prefix of ψ(v) is of the form ψ(u) for some prefix u of v.
The map ψ, called (right) iterated palindrome closure, is injective. 1 For any w ∈ ψ(A * ), the unique word u such that ψ(u) = w is called the directive word of w. The directive word u of w can be read from w by just taking the subsequence of w formed by all letters immediately following all proper palindromic prefixes of w.
Let A = {a, b, c} and v = abcb. One has ψ(abcb) = abacababacaba. One can extend ψ to A ω as follows: let x ∈ A ω be an infinite word
, we can define the infinite word ψ(x) as:
The word x is called the directive word of ψ(x). The extended map ψ :
The family of infinite words ψ(A ω ) is the class of standard episturmian words over A introduced by Droubay, Justin, and
Pirillo [11] . In the case that each letter of A occurs infinitely often in the directive word, one has the class of standard ArnouxRauzy words. A standard Arnoux-Rauzy word over a binary alphabet is usually called a standard Sturmian word. The fact that all standard Sturmian words can be constructed by the iterated palindrome closure operator was firstly proved in [6] .
In what follows, t-ST denotes the set ψ(A * ) of all palindromic prefixes of all standard episturmian words over the t-letter alphabet A. These words will be also called t-central, or without making reference to t, central episturmian words, or simply epicentral words. The reason for this term will be clear in Section 4. 
Iteration of morphisms
For any x ∈ A, µ x denotes the endomorphism of A * µ x : A * → A * defined as: 
The following important formula, due to Justin [13] , holds:
From the above formulas, one can derive several consequences [13] . We mention the following.
Proposition 3.4.
For any v ∈ A * and x ∈ A one has 
By Lemma 3.3 and Proposition 3.4 one obtains:
from which the assertion follows. 
Proposition 3.7. Let v ∈ A * , w = ψ(v), and π w be the minimal period of w. Then 
Proof. Let us set p x = p x (v). Since w is a palindrome and p x ≤ n, one has w p x = w n+1−p x . Moreover, p x is the minimal period of wx, so that setting x = w n+1 one obtains w p x = w n+1 = x.
Proof. Trivial as from the preceding proposition one derives that if
Proof. By Proposition 3.6 and Lemma 3.5, one has:
Since |ψ(v)| = |ψ(v ∼ )|, the first formula is proved. (Note that the formula can be also derived from the second statement of Proposition 3.4.) The second formula is simply obtained from the previous one and from Lemma 3.8 observing that if
We remark that the preceding corollary shows that the sum of all periods p x (v), with x ∈ A is equal to the number of factors of length |ψ(v)| + 1 of any (standard) Arnoux-Rauzy word over A whose directive word begins with v (cf. [20] , Corollary 3.3). From Corollary 3.11 and Proposition 3.4 one derives
Proposition 3.12.
For any x ∈ A and v ∈ A * one has:
Proof. One has
,
Proof. It follows from Proposition 3.12 that for any
. . , p t (ε)) = 1, the result follows by making induction on the length of v.
For any v ∈ A * the Parikh (vertical) vector of ψ(v) will also be called the composition vector of ψ(v) and denoted by ω(v).
Proposition 3.14. For any v ∈ A * and x ∈ A the following holds:
Proof. Trivial by Proposition 3.4(1), Lemma 3.5, and Proposition 3.6.
Let us introduce in t-ST the operator ( * ) defined as follows. Let w ∈ t-ST have the directive word v, i.e., w = ψ(v). Then
The word w * is called the dual of w. By Proposition 3.4, one has |w| = |w * |. Moreover, since the reversal operator is involutory, it follows
i.e., ( * ) is an involution that we call the natural involution. A word w of t-ST which is a fixed point of the natural involution is called self-dual. Since the map ψ is injective, one has that w is self-dual if and only if its directive word is a palindrome. A detailed analysis of the involutions of central episturmian words is given in [9] .
Matrices
In this section, we shall consider matrices whose entries are integers. For a matrix U we shall denote by U T the transpose of U and by [U] the sum of all its elements. For each i = 1, . . . , t we introduce the t × t matrix M i whose entries are the integers 1 and 0, defined as follows:
From the definition one has that the matrices
Example 4.1. Let A = {a, b}. In this case we have the 2 × 2 matrices:
In the case of a three-letter alphabet A = {a, b, c} we have the 3 × 3 matrices:
Let M t denote the submonoid of the monoid of all t × t modular matrices with entries in N generated by the matrices
Moreover, M ε = I t , where I t is the identity t × t matrix.
Let q be a t × 1 vector of components q j ∈ N, j = 1, . . . , t.
We observe that if q has all entries positive, then M i q has all entries positive, and a unique minimum entry. Moreover, it is readily verified that if gcd(q 1 , . . . , q t ) = 1, then gcd(u 1 , . . . , u t ) = 1. In the following we shall denote by 1 the t × 1 vector whose entries are all equal to 1.
Proof. Let us set u = M w 1 = M w 1. We shall set k = [u] = z∈A u z ≥ t and prove the assertion by making induction on k.
Let us now assume k > t and suppose the assertion to be true for all smaller values of k. By contradiction, let w and w be two words such that u = M w 1 = M w 1. Since k > t both words w and w are not empty, so that we can write w = xv and w = x v with x, x ∈ A and v, v ∈ A * . Hence,
Let us set q = M v 1 and q = M v 1. One has:
Now there exists only one letter y ∈ A such that all components of M −1 y u are strictly positive. Indeed,
The letter y is such that u y < u z for all z ∈ A, z = y. Hence, from (6) one obtains x = x and from (5)
Since [q] = z∈A q z < k, by induction it follows v = v and then w = w .
, one derives from the preceding lemma v = w. This proves that ϕ is injective.
The preceding corollary shows that the monoid M t is freely generated by the matrices M i , i = 1, . . . , t, so that any M ∈ M t can be uniquely factored by the matrices M i , i = 1, . . . , t. 
Proof. By induction on the length of v. The result is trivial for v = ε. Now let v = ux with u ∈ A * and x ∈ A. From Proposition 3.12 one has:
From the preceding lemma it follows that for all
Moreover, by (7), for any v ∈ A * , we have
Proposition 4.5. The map which associates to any v ∈ A * the period vector p(v) is injective.
, and thus
Proposition 4.6. The map which associates to any v ∈ A * the composition vector ω(v) is injective. 
Example 4.7. Let us refer to Example 3.15. Since v = abac, one has:
Moreover,
.
In our case
Central episturmian words
In this section, we briefly recall a combinatorial characterization of the elements of the set t-ST in terms of their periods which is related to a general version of the Fine and Wilf theorem for any number of periods [12] . This allows us to introduce a class of words called Fine and Wilf words [18] . A Fine and Wilf word relative to the periods p 1 , . . . , p t of maximal length is called t-central if the vector p = (p 1 , . . . , p t )
T can be derived from 1 by a matrix M ∈ M t , i.e., p is a good vector. It has been proved in [12] that the set of t-central words coincides with t-ST .
Good vectors
A t × 1 vector u having components which are positive integers is called a good vector if there exists a matrix M ∈ M t such that u = M1. In case u is a good vector, since M = M v for a unique word of v ∈ A * one has that u equals the period vector of a palindromic prefix of a standard episturmian word, namely ψ(v ∼ ). Let E be the set of all t × 1 vectors with components in N. We define the map f : E → E as follows: for any
where a i ∈ A and i is the least integer such that 1 ≤ i ≤ t and
Let us now set f
. This equality occurs if and only if f n (x) has at least one entry equal to 0, or equivalently, if and only if f
where n is the minimal integer such that f n (x) = f n+1 (x). Moreover, we set [17] :
From the definition (8) of f (x) and the construction off (x), one determines uniquely a word v = v n · · · v 1 with v i ∈ A, 1 ≤ i ≤ n, such that:
For instance, let x T = (13, 7, 5, 2). In the following table, we report the values of the transpose of the vectors f i (x), for i = 1, 2, 3, 4, 5. Proof. If x is a good vector, then by definition there exists a word u ∈ A * such that x = M u ∼ 1 = p(u). Hence,
and this implies ggcd(x) = 1. Conversely, suppose that ggcd(x) = 1. Then, from the definition off (x) one derives that necessarilŷ
Indeed, suppose thatf (x) = f n (x), where n is the minimal integer such that f n (x) = f n+1 (x). One has n > 0 as x is a vector with positive entries. Since [f (x)] = 1, one entry off (x) is equal to 1 and all the others are equal to 0. Suppose by contradiction that the first entry off (x) is equal to 0. From the minimality of n, one has that v ∼ x for a suitable uniquely determined word v = v n · · · v 1 which is non-empty asf (x) = x. Since f n−1 (x) = 1, one has that v n = a 1 . We can then write v = a 1 u with u ∈ A * and
i.e., x is a good vector.
Let P be the set of all good vectors on A and P(m) the set of all good vectors x such that [x] = m; one immediately has that the number b(n) of the words of t-ST of length n is given by:
This result proved in [17] is an immediate consequence of the existence of a bijection between good vectors and palindromic prefixes of episturmian words and of Corollary 3.11. It is worth noting that for t = 2, b(n) = P(n + 2) = φ(n + 2), where φ is the totient Euler function [8] .
Fine and Wilf words
Let p be a t × 1 vector whose components are t positive integers p 1 , . . . , p t such that gcd(p 1 , p 2 , . . . , p t ) = d ∈ {p 1 , . . . , p t }. The Fine and Wilf theorem for an arbitrary number of periods [12, 4, 8, 18] , states that there exists a positive integer N = N(p) such that any word of length > N having the periods p 1 , . . . , p t has also the period d.
Following [19] [18] . A fast algorithm to compute such a word for any p is in [18] .
In the case d = 1 an extremal Fine and Wilf word is then a non-constant word of maximal length and with a maximal number of distinct letters having the periods p 1 , . . . , p t .
For instance, an extremal Fine and Wilf word of length 18 having periods 8, 13, and 17 is, up to a word isomorphism,
Note that w is not balanced so that it is not a factor of a Sturmian word.
We remark that different vectors p can yield the same extremal Fine and Wilf word. For instance, the period vectors (13, 19, 21) T , (13, 17, [19] that a Fine and Wilf word is unique up to a word isomorphism, and it is always a pseudopalindrome, i.e., a fixed point of a suitable involutory antimorphism θ.
For example a Fine and Wilf word of length 17 having periods 8, 13, and 17 is, up to a word isomorphism, w = acbadacbacbadacba.
The word is θ -palindrome, i.e., a fixed point of the involutory antimorphism θ , defined as θ (a)
Epicentral words
An extremal Fine and Wilf word relative to p such that p is a good vector is called t-central, or without making reference to t, central episturmian or simply epicentral. The set of these words is denoted by t-PER, and simply PER in the case t = 2 (cf. [8, 12, 18] ).
T is a good vector, so that p = M v ∼ 1 for a suitable v ∈ A * . Hence, the word ψ(v) ∈ t-ST has the period vector p(v) = p. Since w is uniquely determined up to a word isomorphism, one has that t-PER ⊆ t-ST . Conversely, any word w of t-ST has a period vector which is a good vector. From this one can easily prove [12] that w is an extremal Fine and Wilf word, so that one has:
Graphs
In this section, we consider the graphs of Fine and Wilf words relative to a given vector of periods and graphs of epicentral words. These graphs are easily constructed by knowing the periods of the word. Some general properties of these graphs are analyzed stressing some special features of the graphs of epicentral words.
Graphs of Fine and Wilf words
T be a period vector, n a natural number and set A = {1, . . . , t}. We define a graph G(p, n) = (V , E) where V = {1, . . . , n} is the set of vertices and E is the set of edges defined by: for i, j ∈ V {i, j} ∈ E ⇐⇒ ∃x ∈ A : |j − i| = p x .
(11)
The set E is then uniquely determined exclusively by the set of the components p i of the vector p which are pairwise distinct and such that p i < n.
In the following, we suppose that gcd(p 1 , . . . , p t ) = From the preceding properties of the graph G(p, n), it follows that one can determine from the graph a Fine and Wilf word w of length n relative to period vector p uniquely, up to a word isomorphism. For this reason the graph G(p, n) will be called the graph of the Fine and Wilf word w of length n relative to p. In fact, as we have seen in Section 5, the same Fine and Wilf word w can be determined, up a word isomorphism, by more than one period vector, so that w can admit more than one graph according to the choice of its period vector p.
In the following, it will be useful to label an edge {i, j} of G(p, n) by a letter x ∈ A for which (11) holds; the corresponding labeled edge will be denoted by {i, x, j}. A labeled arc is any triplet (i, x, j) such that {i, x, j} is a labeled edge. The letter x ∈ A for which (11) holds is unique if, for instance, for 1 ≤ i < j ≤ t one has p i = p j . The following structural property of G(p, n) trivially holds:
In Fig. 1, we show the labeled graph G(p, N + 1) where p = (6, 13, 10) and 13 = N(6, 13, 10). The corresponding extremal Fine and Wilf word relative to p is, up to a word isomorphism, w = babcbababcbab.
Let us observe that the graph G(p, n) can have cycles. For instance, as we have seen in Section 5, the extremal Fine and
Wilf word w having period vector p = (8, 13, 17) T is the word of length 18, w = a If one removes also the vertex 18, then one obtains the graph G(p, 17), which has four connected components containing the sets of vertices:
{1, 4, 6, 9, 12, 14, 17}, {3, 8, 11, 16}, {2, 7, 10, 15}, {5, 13}. Therefore, the corresponding Fine and Wilf word of length 17 having period vector p = (8, 13, 17) T is, up to a word isomorphism, the word (10).
Since an extremal Fine and Wilf word w = w 1 · · · w N , w i ∈ A, 1 ≤ i ≤ N, is a palindrome, one has that w i = w N+1−i .
Thus the following holds for the graph G(p, N):
(b) For any 1 ≤ i ≤ N = |w|, the vertices i and j = N + 1 − i lie in the same connected component of G(p, N).
Graphs of epicentral words
Let us now suppose that w ∈ A + is a central episturmian word on the alphabet A and let v be its directive word, i.e., w = ψ(v). If p(v) is the period vector of w as defined in Section 3.3, we define G w = G(p(v), |w| + 1). We call G w the graph of the epicentral word w.
In the following, we set n = |w|, r = Card(alph(w)) = Card(alph(v)); for any x ∈ A, we denote the component p x (v) of the good vector p(v) simply by p x when there is no ambiguity.
Let us first observe that if {i, x, j} is an edge of G w , then the label x ∈ A is unique. Indeed, from Corollary 3.10, for x, y ∈ A, x = y, p x = p y implies that p x = n + 1.
From the labeled graph G w one can uniquely determine the word w. This is a straightforward consequence of the following: Proof. Let us write w as w = w 1 · · · w n with w i ∈ A, 1 ≤ i ≤ n. Since p x is a proper period, by Proposition 3.9 we know that w p x = x. From the palindromy of w, it follows w p x = w n+1−p x = w j = x.
Proposition 6.2. The graph of an epicentral word is a tree.
Proof. Let w = ψ(v) and |w| = n. For any x ∈ A we have in G w
edges labeled by the letter x. Indeed, for any j such that p x (v) < j ≤ n + 1 there is in G w the edge {j − p x (v), x, j}. Moreover, since for x, y ∈ A, p x (v) = p y (v) implies that p x (v) = n + 1, all these edges are distinct. Thus the total number of labeled edges is
By Corollary 3.11, it follows that the total number of edges is n. Since G w is connected and has a number of edges equal to the number of its vertices −1, by a classical result of the theory of graphs (see, for instance, Theorem B.2 pag. 1085 in [5] ) one has that G w is acyclic and hence a tree.
Lemma 6.3.
For any x ∈ A if {n + 1, x, j} is a labeled edge of G w , then j equals the number of letters x in the dual word w * , i.e.,
Proof. Since j = n + 1 − p x with n = |ψ(v)|, the result follows from Proposition 3.14.
From the preceding lemma and the fact that the number of labeled edges of G w carrying the letter x is n + 1 − p x , one derives that:
This shows that the letters of the dual word w * of w are 'spread' in a suitable way on the labels of the arcs of G w . Proof. Since {h, x, k}, h, k ∈ V with x ∈ A is an edge of G w and h < k, one has either 
If one reads the sequence of labels from vertex 4 to vertex 7 one obtains the dual word w * = abaabaaba. We remark that in the general case of an arbitrary t, the letters of the dual word w * of w are 'spread' in a suitable way on the labels of the arcs of G w (cf. Lemma 6.3) . An interesting open problem is how to read in the graph G w the dual word when t > 2.
Paths
In this and subsequent sections, we shall refer only to graphs of epicentral words. For any i, j ∈ V , we shall denote by d v (i, j), or simply d(i, j) , a path in G w from i to j, i.e., a sequence of labeled arcs:
where k ≥ 1, v 1 = i, and v k+1 = j. The integer k is called the length of the path. To any labeled arc (i, x, j) one can associate a weight |(i, x, j)| defined as:
From the definition one has that |(i, x, j)| = j − i.
The weight |d(i, j)| of the path d(i, j) is then defined as:
From (11) and (12) it follows that for i, j
By Proposition 6.2, for any i, j ∈ V , i = j, there exists in G w a unique shortest path (i.e., the path of minimal length) from i to j, which we shall denote by c v (i, j), or simply c(i, j), i.e., the unique sequence of labeled arcs:
where v 1 = i, v k+1 = j, and v r = j for 2 ≤ r ≤ k. Trivially, this path is simple, i.e., all vertices of the path are distinct. Let us now introduce for any pair of positive integers (i, j)
It is also convenient for future purposes to associate to the shortest path c(i, j) the first degree polynomial q v (i, j) ∈ Z A , or simply q(i, j), defined as:
with r (i,j),x ∈ Z, called the polynomial of the path c(i, j). It depends only on the pair (i, j); the coefficients r (i,j),x , with x ∈ A, of q(i, j) form a 1 × t vector that we call the vector evaluation of the path and denote by ρ i,j (v), or simply ρ i,j . We shall also define q(i, i), for any i ∈ V , equal to the null polynomial 0.
Let us remark that, in a similar way, to any path d(i, j) one can associate a polynomial. However, it is readily verified that this polynomial is equal to q(i, j). Trivially one has:
An important consequence of these observations is that
For any i = 1, . . . , n, taking j = i + 1 we have in G w the n paths c i = c(i, i + 1). For any i we shall denote ρ i,i+1 and r (i,i+1),x simply by ρ i and r i,x , respectively. From Eq. (13) As an example in the case of the graph of Fig. 1 , the polynomial q(6, 13) = 5a − b − c.
Extended graphs
If alph(v) ⊂ A, then it is convenient to extend G w to a labeled (multi)graphĜ w by adding a new vertex n + 2 and a new labeled edge {1, x, n + 2} for each x ∈ A \ alph(v). This is coherent with (11), since for x ∈ A \ alph(v) one has by Lemma 3.8, 1 + p x = n + 2. Hence, the order of vertex 1 is t.
We remark that this extension is essentially related to the exigence of representing in a uniform way all epicentral words over a t-letter alphabet A by t × 1 period vectors or by t × t matrices also when r = Card(alph(v)) < t.
In the case r < t we consider the alphabet
where < is the total order of A. In the extended graphĜ w there are t − r shortest paths c n+j (n + 1, n + 2), j = 1, . . . , t − r, from n + 1 to n + 2. Each such a path is the composition
of the path c(n + 1, 1) followed by the labeled arc (1, b j , n + 2) for any b j ∈ B; in such a case p b j = n + 1. This path gives rise to the polynomial, which we shall denote by q j (n + 1, n + 2),
The coefficients r j,x , x ∈ A form a 1 × t vector denoted by ρ j (v). From the preceding equation it follows that x∈A r j,x p x = 1, j = n + 1, . . . , n + t − r. Let us now set m = n + (t − r) and denote by R the m × t matrix R = (r i,j ) with 1 ≤ i ≤ m and 1 ≤ j ≤ t. The matrix R depends on the graphĜ w and then on the directive word v of w. To make explicit this dependence we shall denote R by R v and its elements by r i,j (v). We call R v the graph matrix of v.
Equations (15) and (17) can be rewritten in the matrix form:
where 1 m is the column vector having m rows and whose elements are 1. 
Let v ∈ A * and ord(v) be the order word of v. For any 1 ≤ j ≤ r = |ord(v)| we denote by ord(v) j the jth letter of ord(v). If alph(v) ⊂ A, we consider the ordered alphabet B introduced in (16) . We denote by σ v the permutation of the alphabet A defined by
and by Γ σ v the permutation matrix associated to σ v . For instance, let A = {a, b, c, d, e, f } be ordered by the alphabetic order. If v = bded, one has ord(v) = bde, B = {a, c, f }, What we have seen in the preceding examples holds in general as shown by the following remarkable theorem whose proof will be given in Section 9. 
Let g be the map which associates to each row vector
To conclude this section, we give a procedure which allows us to construct the extended graphĜ w of the word w = ψ(ux), u ∈ A * , x ∈ A by knowing the extended graphĜ w of w = ψ(u). This construction is important for the proof of Theorem 8.4.
Let us first observe that from Proposition 3.12 if v = ux, one has
Moreover, by (2), setting |w| = n and |w | = n , one obtains
In the graphĜ w there are n + 1 vertices if alph(v) = A or n + 2 if alph(v) ⊂ A. We shall set r = Card(alph(u)), r = Card(alph(v)) ≥ r. Observe that r ≤ r + 1.
The procedure is the following:
1. Any labeled edge {i, x, j} ofĜ w is also a labeled edge ofĜ w .
2. Each edge {i, y, j} ofĜ w with y = x and i < j ≤ n + 1, has to be removed and replaced by the two triplets {i, y, k}, {k, x, j} with k = i + p y (v), which are labeled edges ofĜ w . Indeed, since {i, y, j} is an edge ofĜ w and j ≤ n + 1 one has j = i + p y (u), so that by (19) and (20),
. This shows that {i, y, k} and {k, x, j} are edges of the graphĜ w . Let us now observe that if {i, z, j} is an edge ofĜ w with i < j ≤ n + 1, then i ≤ n + 1. Indeed, if i > n + 1 one would
3. We add toĜ w all triplets {i, x, j}, with i ≤ n + 1 and j = i + p x (v) > n + 1. These are edges ofĜ w . Indeed, by the preceding remark in order for {i, x, j} to be an edge ofĜ w it is required that i ≤ n + 1.
j} is in fact an edge ofĜ w .
4. If {1, z, n + 2} is an edge ofĜ w with z = x, then it has to be removed and replaced by the triplet {1, z, n + 2} which is an edge ofĜ w . In fact,
and, since z ∈ A \ alph(u) and z = x, one has z ∈ A \ alph(v).
Let us now verify that all labeled edges ofĜ w can be obtained by using the previous rules. Indeed, let {i, z, j} with z ∈ A be an edge ofĜ w .
We first suppose that z = x. If 1 ≤ i < j ≤ n + 1, then {i, x, j} is obtained by rule 1. If n + 1 < j, then {i, x, j} is obtained by rule 3. Let us now suppose that z = x and i < j = n + 2. Thus one has
so that by (20) , i + p z (u) ≤ n + 1 and {i, z, i + p z (u)} is an edge ofĜ w . By rule 2, we generate the edge {i, z, j} ofĜ w . Finally, if {1, z, n + 2} is an edge ofĜ w , then z = x and {1, z, n + 2} is obtained by rule 4 from the edge {1, z, n + 2} ofĜ w .
Proof of Theorem 8.4
The proof is by induction on the length of the directive word v.
Base of the induction. Let us assume v = a i ∈ A with i ∈ {1, . . . , t}. One has w = ψ(a i ) = a i , n = 1, and p i = 1 and p j = 2 for j = i. The extended graph of w has the set of vertices V = {1, 2, 3} and the set E is formed by the labeled edges {1, a i , 2} and {1, a j , 3} for all j = i. Let us set B = A \ {a i } = {b 1 , . . . , b t−1 } where b h = a h for h ≤ i − 1 and b h = a h+1 for h ≥ i. In order to evaluate the graph matrix R v one has to consider the path:
and the following t − 1 paths from vertex 2 to vertex 3:
The polynomials associated to the previous paths are therefore q(1, 2) = a i and q 1+j (2, 3) = −a i + b j . Hence one has:
Thus one derives:
and for h ∈ {2, . . . , t},
and all other entries of the matrix R v are 0.
Hence, R v has t distinct rows so that
As one easily verifies:
that concludes the proof of the base of the induction.
Inductive step. Suppose now that |v| ≥ 2 and write v = ux with u ∈ A * and x ∈ A. We shall first prove the result in the case
This implies that ord(v) = ord(u) if x ∈ alph(u), and ord(v) = ord(u)x, otherwise. In both cases one has that
Let us denote by c u (i, j) and c v (i, j) the shortest paths from vertex i to vertex j in the graphsĜ w andĜ w , respectively. As we have seen in the construction ofĜ w starting fromĜ w given in the previous section, a labeled arc (i, z, j), 1 ≤ i < j ≤ n + 1 of the graphĜ w is replaced by using rules 1 and 2, in the graphĜ w , by the labeled arc (i, x, j) if z = x, and by the two consecutive arcs
Hence, one has in the first case
and in the second case
If 1 ≤ j < i ≤ n + 1, then the arc (i, x, j) remains unchanged and (i, z, j) with z = x is replaced by the two consecutive arcs
Therefore, in such a case one has
with v 1 = i and v k+1 = j. One can then construct a path inĜ w from vertex i to vertex j by making the following transformation for any s = 1, . . . , k:
In this way one produces a path from i to j inĜ w . Let q v (i, j) and q u (i, j) be the polynomials of the two paths c v (i, j) and c u (i, j). Then from the above considerations one derives that q v (i, j) is obtained from q u (i, j) by making the following transformation:
Let ρ i,j (v) and ρ i,j (u) be the 1 × t vectors of the coefficients of polynomials q v (i, j) and q u (i, j), respectively. One has by (22):
We can rewrite this relation in the matrix form as:
where (a 1 , . . . , a t ) is the 1 × t (formal) vector whose entries are the letters of the alphabet A. This implies that
Let us now consider inĜ w any shortest path of weight 1, i.e., any minimal path from j to j + 1 with 1 ≤ j < n + 2. This path is unique if j < n + 1. We consider different cases according to the possible values of j. (u) and that ρ j (v) = ρ j,j+1 (v) . Then from (23) we obtain:
The path
. Therefore, it has the same vector evaluation of c v (j, j + 1), so that ρ j (v) = ρ j−p x (v) (v) .
Let us observe that
By the induction hypothesis the first n rows ρ 1 (u), . . . , ρ n (u) of the matrix R u are such that
From (24) one has also that for
Therefore, since w is a palindrome and g is injective, one has that for 1
From (25) one has that for n
As
Case 3. j = n + 1. One has to consider two subcases:
We can write the shortest path c v (n + 1, n + 2) as:
are edges ofĜ w . Thus
is a path from vertex
Thus it has the same evaluation vector of c v (n + 1, n + 2). Therefore,
Since h ≤ n, by (28) one has
Therefore, by (20) one has p x (v) = n − n and (31) follows. By (28), (30), and (31) it follows that if p x (u) < n + 1 the word
is a palindrome.
Subcase 2. p x (u) = n + 1. One has that n = 2n + 1 so that from (30), the word q = g(ρ 1 (v)) · · · g(ρ n (v)) is equal to g(ρ 1 (v)) · · · g(ρ n (v))g(ρ n+1 (v))g(ρ n (v)) · · · g(ρ 1 (v)),
i.e., q is a palindrome.
Let us now compute ρ n+1 (v) . In this case x ∈ alph(u). Let us consider the path inĜ w from n + 1 to n + 2 given by c v (n + 1, 1)(1, x, n + 2).
One has that q v (n + 1, n + 2) = q v (n + 1, 1) + x. Moreover, since x is the first letter of the alphabet B = A \ alph(u), one has that the shortest path inĜ w from 1 to n + 2 having as the last labeled arc (1, x, n + 2) is (c u ) n+1 (n + 1, n + 2) = c u (n + 1, 1)(1, x, n + 2).
Since q v (n + 1, 1) is obtained from q u (n + 1, 1) by making transformation (22), one derives that q v (n + 1, n + 2) is obtained from (q u ) n+1 (n + 1, n + 2) = q u (n + 1, 1) + x by (22). Hence, one derives:
Case 4. j > n . We prove that if x ∈ alph(u)
for k = 1, . . . , t − r, and if x ∈ alph(u)
for k = 1, . . . , t − r . Indeed, if x ∈ alph(u) and b k ∈ B = A \ alph(v), k = 1, . . . , t − r , then r = r and for each k = 1, . . . , t − r the shortest path (c v ) n +k (n + 1, n + 2) can be uniquely decomposed as:
The path (n + 1, x, n + 1) c v (n + 1, 1) (1, b k , n + 2) has the same evaluation vector ρ n +k (v) and a polynomial (q v ) n +k (n + 1, n + 2) = −x + q v (n + 1, 1) + b k . Now the path inĜ w (c u ) n+k (n + 1, n + 2) = c u (n + 1, 1)(1, b k , n + 2) has the evaluation vector ρ n+k (u) and the polynomial (q u ) n+k (n+1, n +2) = q u (n+1, 1) +b k . Since q v (n+1, 1) is obtained from q u (n + 1, 1) by making transformation (22), one has that (q v ) n +k (n + 1, n + 2) is obtained from (q u ) n+k (n + 1, n + 2) by making transformation (22). From this (33) follows.
In the case x ∈ alph(u) one has r = r + 1. Let B u = A \ alph(u) and B v = A \ alph(v) be the sets B u = {b 1 , b 2 , . . . , b t−r } with b 1 = x and B v = {b 2 , . . . , b t−r−1 }. For k = 1, . . . , t − r − 1, one has (c v ) n +k (n + 1, n + 2) = c v (n + 1, 1)(1, b k+1 , n + 2).
By using the same argument as before, one has that (q v ) n +k (n + 1, n + 2) is obtained from (q u ) n+k+1 (n + 1, n + 2) by making transformation (22) . From this (34) follows. Now let T u be the reduced matrix of R u . By the induction hypothesis T u = M −1 u ∼ so that T u is a t × t matrix with det T u = 1. Moreover, by induction and (26), the submatrix [R u ] n of R u formed by the first n rows has r distinct row vectors. The other t − r distinct rows are formed by the vectors ρ j (u) with j = n + 1, n + 2, . . . , n + t − r.
By the previous relations one has that R v also has t distinct rows. More precisely, by (24) the submatrix [R v ] n has r distinct rows. The other t − r distinct rows are, by (33), ρ n +1 (v), . . . , ρ n +t−r (v), if x ∈ alph(u) and, by (32) and (34), ρ n+1 (v), ρ n +1 (v), . . . , ρ n +t−r−1 (v), if x ∈ alph(u).
By (24), (32), (33), and (34) it follows that
so that by the induction hypothesis Let us now prove that g(ρ n+1 (v)) = x. We first suppose that x ∈ alph(u) so that p x (u) < n + 1. From (31) and (38) one derives g(ρ n+1 (v)) = g(ρ p x (v) (v)) = g(ρ p x (u) (u)).
Since w = ψ(u) = w 1 w 2 · · · w n and p x (u) is a proper period of w one has by (39), w p x (u) = g(ρ p x (u) (u)). From Proposition 3.9, w p x (u) = x. Hence, in this case our assertion is proved.
Let us now suppose that x ∈ alph(u), so that p x (u) = n + 1. We know that ord(v) = ord(u)x and r = Card(alph(u)).
From (37) g(τ r+1 (v)) = g(τ r+1 (u)) = a r+1 = x.
This implies that g(ρ n+1 (v)) = g(τ r+1 (v)) = x.
From the preceding results the word
is a palindrome having wx as a prefix. Moreover, its length |q| = n = |ψ(ux)| = |(wx)
|, which is the length of the shortest palindrome having wx as a prefix. This implies that q = w , which concludes our proof when ord(v) satisfies Eq. (21).
Let us now consider the general case. Let σ Thus by (43) and (44), g(ρ 1 (v)) · · · g(ρ n (v)) = σ v (g(ρ 1 (v))) · · · σ v (g(ρ n (v))) = σ v (ŵ) = w, which completes the proof of the theorem.
