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Abstract 
The equivalent wavefield concept relates diffusive electromagnetic propagation to non-diffusive 
propagation, provided equivalent source and boundary conditions are satisfied. This well-known 
concept is a special case of a more general theorem, proven here, relating the solutions of two 
systems of partial differential equations that have the same spatial, but different temporal 
derivatives. In the case we consider, the velocity of the equivalent wavefield is proportional 
to the square root of the resistivity of the diffusive electromagnetic medium. The use of the 
concept has two advantages: first, analytical results may be derived more easily in the equiva- 
lent wavefield domain; second, interpretation of data is easier after mapping to the equivalent 
wavefield domain. 
In general, electromagnetic fields have an irrotational component that is equivalent to P- 
wave propagation, and a solenoidal component that is equivalent to S-wave propagation. Us- 
ing a moment tensor and a dipole moment to represent electromagnetic dipole sources allows 
comparison with seismic sources. For example, the equivalent wavefield of the magnetic field 
generated by an electric current dipole in a whole space is generated by a point source of torque, 
generating shear waves only. 
The electric field generated by a switch-off electric current dipole at the surface of a half- 
space has an equivalent wavefield at the interface equal to a triangle with origin at the switch-off 
time, peak at the arrival time and zero thereafter. When graphed as a function of space versus 
time, arrivals in the equivalent wavefield lie on straight lines and can be interpreted using 
straightforward concepts from the seismic refraction method. 
Diffusive to propagative mapping of numerical data requires regularisation to stabilise what- 
ever numerical inversion procedure is used. Approaches include matrix inversion and a new algo- 
rithm which uses deconvolution in log time. The latter approach is computationally inexpensive 
and permits analysis of the distortion of the recovered waveform which is caused by regular- 
isation. Both approaches successfully extract several arrivals when these are well-resolved in 
the original diffusive synthetic. Diffusive to propagative mapping applied to synthetic elec- 
tromagnetic responses calculated for a horizontal electric current dipole source over a uniform 
half-space or simple layered-Earth models yields equivalent wavefields which are interpretable 
after calibration for waveform regularisation. 
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Conventions, Notation and 
Definitions 
In general the terminology and conventions presented here follow Hobbs (1992). The term 
pr%mary field refers to a source field which is generated externally to the Earth's surface. A 
time-varying primary field induces an associated secondary field. The normal field consists 
of the primary field plus the secondary field induced in a one-dimensional or layered Earth 
approximation. The total field includes any anomalous field, additional to the normal field, 
which arises due to additional heterogeneities. 
Scalar and Vector Quantities 
Vector quantities are written in a bold typeface, for example F, and scalar quantities in normal 
typeface, for example F. 
Space and Time 
Let x= (X1iX2i ... ) XN) denote the position vector in RN, and ej the ith unit vector so that 
j: N 
IN xiej. Let r denote IIXI12 
ýEX 
2 The direction cosine -ýj = xilr is widely used. x i= 1 it 
Let t denote time. 
Differential Operators 
Where F is a function only of a single variable, v say, let F'(v) denote the derivative of F with 
respect to v. 
Let Ot denote the partial derivative with respect to time, so that 
Ot F (x, t) = 
and 
F(x, t) = 
aF(x, t) 
at 
Oj F (x, t) (0.2) 
ati 
1 
Let o9i denote the partial derivative with respect to the ith spatial component xi, so that 





aij F(x, t) = 
193 F (x, t) (0.4) Oxi 
If P is a polynomial with coefficients aj, j=1, .. -, m let 
and similarly for polynomials in Oi. 
Transforms 
Denote the Laplace transform of F(x, t) with respect to t with transform parameter s as 
provided this integral converges. The complex inversion formula for the Laplace transform is 
F(x, t) 
f c+ioo 
F(x, s) exp(st)ds, 27ri 
c -to() 
when this integral converges. The Laplace transform of the nth derivative of a function F(x, t) 
is 
n-1 
£[0 tnF (x, t) ] (s) = Snü(X, S) -Z 
At '- 1 -'F (x, 0). (0-9) 
i=O 
Denote the Fourier transform of F(x, t) with respect to t with transform parameter w as 
m 
P (at) [F (x, t) 1: aj at iF (x, t) (0-5) 
j=l 
F(x, s) L[F(x, t)](s) (0.6) 
f 00 
F(x, t) exp(-st)dt (0.7) 
F(x, w) (0.10) 
f 00 
Oo 
F(x, t) exp(iwt)dt (0.11) 
(0-8) 
provided this integral converges. Using this convention the inversion formula for the Fourier 
transform is 
I 
F(x, t) =- P(x, w) exp(-iwt)dw. 27r 
f 7c)o (0.12) 
2 
The Fourier transform of the nth derivative of a function F(x, t) is 
9F(x, t)](w) = (-iw)i(x, w). 
Special Functions 
(V) f (x 
- TI) f (x) dx -f(, q) the Dirac delta function 
6(X) 6(Xl)6(X2)6(X3) 
6ij 6ij aj = ai 
erf(x) --L fox exp(-t2 ) dt vi 
erfc(x) 1- erf(x) 
M0t<0 
1t>0 
IF (Z) foo' exp (- t) tz -' dt 
jZ)v+2m Iv (Z) Z C, 0 
(. 
ýl 








SI Base Units 
Quantity 
the 3D Dirac delta function 
the Kronecker delta function 
the error function 
complementary error function 
Heaviside or unit step function 
Gamma function 
modified Bessel function of the first kind 
modified Bessel function of the third kind 
Unit 
Name Symbol 
length metre m 
mass kilogram kg 
time second S 
electric current ampere A 
(0-13) 
3 















Name Symbol Equivalent 
hertz Hz S-1 
newton N kgm/s 
2 
pascal Pa N/M2 
joule i kg m2 /S 
2 
watt W J/s 
volt v W/A 
ohm Q V/A 
siemens S A/V 
weber Wb Vs 
henry H Wb/A 
coulomb C As 





B (x, t) magnetic induction 
D (x, t) electric displacement 
v moment of electric dipole 
E (x, t) electric field 
Ell component of the electric field parallel to the transmitter dipole 
E-L component of the electric field orthogonal to the transmitter dipole 
F (x, t) a diffusive field 
G (x, t) V7r exp (v) F (x, .1 exp (2v)) 4 
H source density of strain 
H (x, t) magnetic field 
J, (X, t) source volume density of electric current 
K'(x, t) source volume density of magnetic current 
dHz/dt rate of change with time of the component of magnetic field parallel 
to the z axis 
M (V) deconvolution (inverse) filter for W(v) 
R(x, v) R(x, v) = U(x, exp(v)), a resampled version of the wavefield U 
S, U, V matrices 
U (x, q) a wavefield 
W (V) 4 exp (- 2v) exp (- exp (- 2v)), the kernel for the formulation of the 
Q transform as a convolution equation 
W, (V) 8exp(-2v)exp(-exp(-2v))(exp(-2v) - 1), the derivative of W(v) 
A(v) deconvolution (inverse) filter for W(v) 
6 dielectric permittivity 
A magnetic permeability 
A, Lame's constants 
01 conductivity 
P resistivity 
0 volume density of mass 
U displacement 
Eij strain tensor 
f source volume density of force 
SIP Laplace transform parameters 
q q= exp(v) = 2vt 
V v= ln(2vý-t) 
Vi, Vi singular values 
Ui, Vi left and right singular functions 






















Commonly Employed Results 
'7(fg) f(, 7g)+g(, 7f) 
V. (f A) f (V. A) + A(Vf) 
Vx (f A) f (V x A) + (Vf) xA 
V(AB) (AV)B + (B. V)A +Ax (V x B) +Bx (T x A) 
V. (AxB) B. (V x A) - A(V x B) 
'7x(AxB) A(V. B) - B(V. A) + (B. V)A - (AT7)B 
Or Xi 
-= -Yi axi r 
a-yj I 
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Geophysical methods, such as electromagnetic or seismic surveying of the subsurface, are applied 
by several industries including hydrocarbons, waste storage, geotechnical, water, minerals, coal 
and geo-thermal energy. Recent advances have delivered multichannel transient electromagnetic 
(MTEM) acquisition systems which simultaneously record from one source into several receivers. 
This is in contrast to the seismic method where development and deployment of systems for 
multichannel acquisition, processing and interpretation has been ongoing for decades. 
Electromagnetic propagation in the Earth is diffusion- dominated over the frequency range 
which is useful in deep surveying. The equivalent wavefield concept relates diffusive propagation 
to an equivalent non-diffusive, wave propagation, provided equivalent source and boundary con- 
ditions are satisfied. This concept has found application in analysis of the diffusive propagation 
of electromagnetic, thermal and pressure fields. 
This thesis applies the equivalent wavefield concept to relate diffusive electromagnetic prop- 
agation in the Earth to a (fictional) equivalent wavefield. The purpose is to enable wave propa- 
gation theory and interpretation techniques developed for the seismic method to be applied to 
the analysis of MTEM surveying. 
This chapter introduces electromagnetic surveying, explains the motivation for applying the 
equivalent wavefield concept and summarises the structure of the rest of this thesis. Further 
chapters introduce seismic and electromagnetic propagation and apply the equivalent wavefield 
concept to calculate electromagnetic responses and their equivalent wavefields. Then, using a 
calibrated numerical calculation, synthetic responses from half-space and layered Earth models 
are mapped to the equivalent wavefield domain and interpreted using concepts from seismic 
refraction. 
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1.1 Electromagnetic Surveying 
1.1.1 Industrial Applications 
Electromagnetic (EM) methods of surveying the Earth's subsurface have demonstrated their 
utility to the hydrocarbons industry by providing information on subsurface structure in re- 
gions where conditions are unfavourable for the seismic method, and by providing information 
complementary to that available from the seismic method. 
EM methods have been successfully applied to investigations underneath volcanics and in 
other situations not favourable for the seismic method (Newman, Hohmann & Anderson 1986, 
Withers, Eggers, Fox & Crebs 1994, Zhdanov & Keller 1994, Warren 1996, Yan, Su & Hu 1997). 
Replacement of hydrocarbons with saline water, which is often injected into a reservoir during 
secondary hydrocarbon recovery, causes conductivity changes which may be mapped by EM 
surveys (Newman & Alumbaugh 1995, Alumbaugh & Morrison 1995a). Conductivity changes 
caused by steam flooding (Vaughan, Udell & Wilt 1993, Butler & Knight 1995) may also be 
mapped by surface electromagnetic surveys (Wayland, Lee & Cabe 1985, Wayland, Lee & Cabe 
1987, Daily & Ramirez 1995, Lee, Xie, Hoversten & Pellerin 1995). 
EM methods are also applied in the search for minerals, the characterisation of waste storage 
and disposal sites, geotechnical investigations, and the detection and monitoring of resistivity 
anomalies associated with pollutants. 
1.1.2 Acquisition Systems 
Of the possible acquisition configurations sub-aerial, surface- source-to-surface-receiver methods 
are perhaps the easiest to implement and have received the greatest attention. Many controlled- 
source, surface-to-surface systems have been developed for various applications. Commercial 
manufacturers such as Geonics now offer a wide range of systems. Developments principally 
for mineral exploration include the University of Toronto UTEM system (West, Macnae & 
Lamontagne 1984) and the SIROTEM system developed at CSIRO in Australia (Buselli & 
O'Neill 1977). More recent has been the commercialisation of deep-Earth sounding systems, 
such as TEAMEX from DMT (Strack 1992, Chapter 5) and the Geonics EM42 and PROTEM 
systems, which are capable of penetrating to depths of interest to hydrocarbon exploration. 
C ontrolled- source, sub-marine studies have been carried out using the electric dipole trans- 
mitter, electric dipole receiver configuration in both the frequency domain (Cox, Constable, 
Chave & Webb 1986, Constable, Cox & Chave 1986, Constable, Cox & Chave 1987) and the 
time domain (Evans, Cairns & Edwards 1993). The time domain magnetic dipole transmitter, 
magnetic dipole receiver configuration has also been used sub-marine 
(Cheesman, Edwards 
Law 1990, Webb, Edwards & Yu 1993). 





r-----G,... ded bipole 
Figure 1.1: Electromagnetic sources and receivers. Grounded wires are used to Provide an 
electric bipole source or receiver. Current flowing in loops of wire generate or measure magnetic 
fields. Multi-turn coils are often used to give a compact magnetic field transponder with a large 
equivalent area. 
Sakashita & Shima 1993, Nekut 1994, Sakashita, Shima & Gasnier 1994, Alumbaugh, Becker, 
Deszcz-Pan, Lee, Morrison, Nichols & Wilt 1994, Alumbaugh & Morrison 1995b, Alumbaugh & 
Morrison 1995 a, Newman & Alumbaugh 1995, Wilt, Morrison, Becker, Teng, Lee, Torres-Verdin 
& Alumbaugh 1995, Wilt, Alumbaugh, Morrison, Becker, Lee & Deszczpan 1995). Work has 
also been published on the borehole to surface configuration (Spies & Greaves 1991), examining 
what can be detected through a metal well casing (Schenkel & Morrison 1994, Wu & Habashy 
1994) and proposals for insertion of insulating collars into a steel well casing which allow it to 
be used as both source and receiver electrode (Nekut 1995). 
1.1.3 Surveying Configurations 
Electromagnetic surveying may be used for preliminary investigation of an area or a more 
intensive survey can be designed to delineate an already-identified target. 
An electromagnetic sounding system generates a pattern of subsurface current which is 
changed by the presence of an anomaly. Lateral profiling (Figure 1.2) deploys an EM surveying 




Figure 1.2: The horizontal location of isolated anomalies in a uniform background can be 
identified by deploying the EM surveying system at a series of locations across the Earth's 
surface. This allows a lateral profile to be built up, which indicates the lateral location of a 
targets such as faults, dikes, buried objects or other anomalies. 
Spies (1989) demonstrates that the volume 
and depth of investigation of an EM survey 
system increases with the foot-print (source- 
receiver dimensions) of the system and the 
wavelength of the EM fields employed. Depth 
profiling (Figure 1.3) deploys an EM system 
with increasing wavelength and/or foot-print 
over the same location. 
Depth profiling is suitable for detecting geo- 
electric variations in depth such as the thick- 
ness of the weathered layer, the depth to the 
water-table or a layer of clay. 
To delineate a target in both horizontal and ver- 
tical dimensions the EM surveying system must 
be deployed at many different lateral locations 
and with many different depths of investiga- 
tion. The long offset transient electromagnetic 
(LOTEM) method is designed to penetrate to 
depths which are of interest in mineral and hy- 
drocarbon exploration and to detect both re- 
sistive and conductive targets. LOTEM sur- 
veys employ a grounded electric bipole source 









Figure 1.3: The depth of investigation of an EM 
sounding tool can be varied by altering its configura- 
receivers measuring both electric and magnetic tion. Changes in Earth properties with depth can be 
fields. In the LOTEM method the distance be- inferred from variations in the EM response measured 
tween transmitter and receiver is approximately using 
different configurations. 
equal to or greater than the exploration depth. 
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1.1.4 Data Processing and Interpretation 
Apparent Resistivity l7ransforms 
Apparent resistivity transforms offer a quick, simple and computationally inexpensive method 
of converting a measured voltage into a figure more directly related to a possible Earth model. 
One definition of apparent resistivity is given by Sheriff (1984) 
The resistivity of homogeneous isotropic ground which would give the same voltage- 
current relationship as measured. 
Because apparent resistivity transforms attempt to account for effects of source strength, 
receiver sensitivity, and source-receiver orientation and offset, they are extremely helpful as a 
pre-processing step prior to first presentation of data. 
Iterative Forward Modelling 
Iterative forward modelling is a model-based approach to data interpretation which relies upon 
the iterative refinement of a model through forward modelling until a good fit with the experi- 
mentally acquired data is achieved. Iterative forward modelling (also widely known as inverse 
modelling) is the mainstay of many EM processing and interpretation schemes despite well 
understood limitations of the approach. 
In many locations a 1D, layered, Earth model is not inappropriate and interpretation using 
a layered Earth model gives useful results. ID iterative forward modelling is tractable using 
moderate amounts of computer power and has become a routine process. Well-understood 
procedures are available for estimating the degree of confidence with which features in the 
resulting interpretation, such as the thickness or resistivity of a layer, are resolved by the data 
(Strack 1992, Chapter 4)(Jupp & Vozoff 1975, Vozoff & Jupp 1975, Lines & 1'reitel 1984). 
Goldman, Tabarovsky & Rabinovich (1994) investigate the interpretation of synthetic LOTEM 
data calculated for Earth models consisting of two layers with an additional cylindrical basement 
high or depression and conclude that interpretation of transients from the LOTEM configura- 
tion using 1D inversion pseudo-sections does not give reliable results for such situations. 
Regions of more complex geology demand the use of a 2D or 3D Earth model. Unfortu- 
nately 2D and 3D EM modelling programs are often computationally expensive and difficult to 
use (H6rdt, Druskin, KnizImerman & Strack 1992). This makes 2D and 3D iterative forward 
modelling a slow and painful task. The problem is exacerbated by the dramatic increase in 
data volumes resulting from the multichannel surveys required to resolve 2D and 3D features 
(Schnegg & Sommaruga 1995, H6rdt, Vozoff & Neubauer 1995). Consequently the production 
of p seudo- sections, by piecing together results from many ID inversions to give a 2D picture, re- 




Iterative forward modelling is probably the most popular development in processing of 
synthetic and field data for complex geology. However even the most aggressive attacks on 
the 3D problem, which bring to bear massively parallel supercomputers rated in the top 20 
in the world (Newman & Alumbaugh 1996), have not Yet tackled large MTEM surveys in the 
frequency ranges of interest in hydrocarbon exploration and production. 
Tomographic Methods 
Tomographic inversion methods aim to estimate directly an image of the distribution of sub- 
surface properties as a function of depth. Recently much progress has been made for the 
magnetotelluric (Journal of Geomagnetism and Geoelectricity 1993) and cross-borehole elec- 
tromagnetic tomography configurations (Nekut 1994, Sakashita & Shima 1993, Sakashita et 
al. 1994, Alumbaugh et al. 1994, Alumbaugh & Morrison 1995b, Alumbaugh & Morrison 
1995a, Wilt, Morrison, Becker, Teng, Lee, Torres-Verdin & Alumbaugh 1995, Wilt, Alum- 
baugh, Morrison, Becker, Lee & Deszczpan 1995, Me, Degauque, Lagabrielle & Levent 1995). 
The EM tomography formulation can be applied to surface TEM data (Eaton 1989), however 
little work has been published applying this to field data, perhaps because the backscattered 
field is weaker and more difficult to image than the direct field, perhaps because noise levels are 
higher, and possibly because the proximity of the Earth's surface complicates both modelling 
and imaging processes. 
One of the main difficulties encountered in electromagnetic tomography is the complexity 
of the phenomena of propagation involved, and, in particular how to take into account the 
heterogeneous medium. Tomographic methods are usually regarded as expensive in terms of 
computer time. Computational expense can be reduced by assuming a simplified geometry 
and/or by employing a simplified propagation theory. The limitations on resolution which are 
imposed by ignoring diffraction effects are becoming more well appreciated. C6te et al. (1995) 
demonstrate for a cross-hole EM system that the raýy theory approximation may be such a bad 
approximation that it results in predicting an anomaly of opposite sign to that observed. 
Full waveform tomographic inversion of transient electromagnetic data is likely to be ex- 
tremely computationally expensive and its application to surface-to-surface dipole-dipole EM 
has not yet been published. 
Electromagnetic Migration 
Electromagnetic migration schemes analogous to pre-stack wave equation migration' have been 
proposed independently by groups originating in the former Soviet Union (Velikov, Zhdanov & 
'Seismic migration algorithms can be categorised into two classes: Kirchoff integral methods and wave 
equation-based methods. Kirchoff integral methods are based around the concept of a travel time 
from source to 
receiver. Use of this approximation gives increased flexibility and reduced computational cost. 
EM propagation 
in the Earth is diffusive: each frequency in a pulse travels at a different velocity. Therefore the concept of 
a travel time is more difficult to define for EM propagation and so 
EM migration schemes analogous to the 
Kirchoff integral approach may be more difficult to develop. 
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Frenkel 1987, Zhdanov & Frenkel 1983, Zhdanov & Frenkel 1988, Zhdanov, Traynin & Port- 
niaguine 1994, Zhdanov, Traynin & Booker 1996) and the United States of America (Lee, 
McMechan & Aiken 1987). These schemes downward continue the surface EM observations to 
construct a two-dimensional resistivity image of the medium that produced them. 
The downward continuation operator is constructed by drawing a parallel ýetween the ENI 
and acoustic wave equations. Unfortunately this results in an EM downward continuation oper- 
ator which is unstable and small amounts of noise are amplified by the downward extrapolation. 
In order to achieve stability Lee et al. (1987) chose to specify the values of the EM fields on 
two orthogonal edges of their 2D mesh, thus converting an unstable initial value problem to a 
stable boundary value problem. This stabilisation is achieved at the cost of requiring subsurface 
field values to be known a priori. 
Zhdanov et al. (1994) apply a regularisation procedure to prevent amplification of noise. 
Alternatively they propose a migration scheme which has the advantage of being stable, but 
the disadvantage of giving the wrong amplitudes: information on structure is extracted from 
phases which are correct. 
Both these approaches require an estimate of the background resistivity model. An accurate 
background resistivity model is important in obtaining accurate results. 
Joint Interpretation 
Sonic and resistivity logs often show a strong correlation, suggesting that electromagnetic and 
seismic surveys see the same major geological interfaces (Ziolkowski, Peet, Strack, Andrieux & 
Vozoff 1992, Nelson & Johnston 1994). The integrated interpretation of seismic and EM surveys 
to Yield improved results over seismic alone has been presented by several authors including 
(Nagy 1992, Jones 1987, Withers et al. 1994, Warren 1996). The use of seismic reflection data to 
constrain iterative forward modelling of transient electromagnetic data has been demonstrated 
on large-scale geological units in areas of relatively simple geological structure (Strack, Hanstein, 
Brocq, Moss, Vozoff & Wolfgram 1989, Strack, H6rdt, Vozoff & Wolfgram 1991, Strack & Vozoff 
1992). 
1.2 The Equivalent Wavefield Concept in Multichannel 
'[ýransient Electromagnetic Surveying 
Recent adaption of technology from multichannel seismic acquisition systems has delivered 
multichannel transient electromagnetic (MTEM) acquisition systems, which 
have the capac- 
ity to investigate both resistive and conductive targets at depths of interest in hydrocarbon 
exploration and production. EM explorationists are now presented with systems capable of col- 
lecting an unprecedented abundance of data and require to develop a supporting methodology 
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for designing, acquiring, processing and interpreting such surveys. 
The iterative forward modelling, tomography and migration approaches to EM interpreta- 
tion are active areas of research. To a greater or lesser extent their effectiveness for interpreting 
a large MTEM survey, probing to depths of interest in hydrocarbon exploration, remains un- 
proved. All are expected to be computationally expensive when applied to a large MTEM 
survey over a complex geological target. 
The equivalent wavefield concept relates diffusive electromagnetic propagation to non-diffusive 
propagation, provided equivalent source and boundary conditions are satisfied. This thesis ap- 
plies the equivalent wavefield concept to yield novel analysis, processing and interpretation 
methods for use in MTEM surveying. 
The essential advantage of the equivalent wavefield is that pulses in the equivalent wavefield 
domain do not disperse. In addition to simplifying analytic calculation, this means that the 
concepts of wavefield ray theory and travel-times may be applied to produce interpretation 
approaches which do not require iterative forward modelling. 
Following Tournerie & Gibert (1995) we call the process of calculating the equivalent wave- 
field from the measured EM signals, diffusive to propagative mapping (DPM). DPM is well 
understood to be an ill-posed problem and the development of efficient algorithms for imple- 
menting DPM is an area of active research. 
There is no suggestion that DPM can somehow lend electromagnetic surveying the high 
resolution enjoyed by seismic methods; fundamental limitations on resolution remain. However 
the equivalent wavefield may be significantly easier to interpret than the original diffusive data. 
1.3 Outline of This Thesis 
After this opening chapter the theory of the propagation of seismic and EM energy in the Earth 
is introduced. In general, EM fields have an irrotational component that is equivalent to P-wave 
propagation, and a solenoidal component that is equivalent to S-wave propagation. 
The equivalent wavefield concept is introduced and followed by an informal derivation of the 
Q transform, which is a prescription for calculating a diffusive field from its equivalent wavefield. 
The method of derivation is a special case of a more general theorem relating the solutions of 
two systems of partial differential equations that have the same spatial, but different temporal 
derivatives. This more general theorem is presented in an appendix. 
Using the equivalent wavefield concept, and results from wave theory, the response to a 
directed impulsive point source is calculated for uniform, isotropic media. The response for 
physically realistic sources is then calculated by combination with the source 
description. A 
moment tensor and a dipole moment are used to model EM sources commonly used 
in field data 
acquisition. This representation also allows comparison with seismic sources. 
For example, the 
equivalent wavefield of the magnetic field generated by an electric current 
dipole in a whole 
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space is generated by a point source of torque, generating shear waves only. 
The equivalent wavefield of a grounded horizontal electric current dipole source located 
at the surface of a uniform half-space is calculated for receivers located at the surface of the 
half-space. 
Following this introduction to the theory of EM and seismic propagation, NITEXI field 
data acquisition methods are discussed for a surface survey employing the new TEAMEX data 
acquisition system, including source and receiver configuration, pre-processing, noise levels, 
signal distortions and repeatability. 
The problem of transforming a diffusive field to an equivalent wavefield is analysed and 
seen to be an inherently ill-posed problem. Regularisation methods aim to modify ill-posed 
problems to yield a solution method which is stable in the presence of noise and and also gives 
a solution which is as close as possible to the "true" solution of the original ill-posed problem. 
Results are presented from the application of two techniques for numerically estimating the 
equivalent wavefield, applied to MTEM synthetics generated for half-space Earth models. In 
both cases the regularisation introduced to stabilise the solution method causes the numerically 
recovered equivalent wavefield to be smoothed. The simplicity of one technique, deconvolution 
in log time, allows analysis of this smoothing. When combined with the analytically calculated 
equivalent wavefield for a source and receivers on the surface of a half space, this calibrates the 
numerical calculation. 
An appendix describes numerical modelling studies using layered Earth models to investigate 
the feasibility of using MTEM surveys to detect and monitor hydrocarbon reservoirs. These 
indicate that when drawing an analogy between diffusive EM surveying and the seismic method 
it is more appropriate to consider wide-angle, refraction seismic than near-offset, reflection 
seismic surveying. 
Using a calibrated numerical calculation synthetic responses from half-space and layered 
Earth models are mapped to the equivalent wavefield domain and interpreted using concepts 
from seismic refraction. This interpretation approach exploits, indeed requires, the multi- 
channel nature of the acquisition. 
Discussion of techniques for applying high performance (parallel) computers to numerical 
simulation of the EM response of a target body is relegated to an appendix. The automatic 
parallelisation of such MTEM data processing is outlined in an appendix. 
Time-lapse MTEM acquisition with the TEAMEX system was demonstrated by field ex- 
periment, conducted over an underground gas storage site in the Paris basin. The first of these 
two surveys is described in an appendix. 
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Chapter 2 
Propagation of Seismic and 
Electromagnetic Energy in the 
Earth 
The propagation of seismic energy through the Earth can be accurately modelled by the propa- 
gation of mechanical disturbances in elastic media. Starting from basic concepts of deformation, 
strain and stress this chapter derives the elastic wave equation for a homogeneous, isotropic 
and perfectly elastic solid. 
The fundamental empirical relations of electromagnetism for general media and general 
sources are described by Maxwell's equations. In this chapter Maxwell's equations are intro- 
duced and specialised for the case of the diffusion-dominated response of a linear, homogeneous 
and isotropic imperfect conductor such as is often used to model the EM response of the Earth. 
From these the equation describing diffusion of the electric and magnetic fields in such media 
is derived. 
When solving the elastic wave equation it is common to divide the wavefield into irrotational 
(P-wave) and solenoidal (S-wave) components characterised by potentials. The completeness 
theorem for elastic media asserts that every solution of the elastic wave equation can be written 
in this way and gives a prescription for calculating these potentials from source terms. 
The diffusive field can also be separated into irrotational and solenoidal components char- 
acterised by potentials. A completeness theorem for diffusive media is presented here. 
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2.1 Governing Equations 
2.1.1 Waves in Elastic Media 
A solid body can be deformed by applying forces to its external faces. The external forces 
are opposed by internal forces which resist the deformation. As a consequence the body tends 
to return to its original state when the external forces are removed. This property to resist 
deformation is called elasticity. A perfectly elastic body is one which recovers completely after 
being deformed without loss of energy to frictional or viscous forces. To a good approximation 
rocks can be accurately modelled as perfectly elastic under small deformations. 
The displacement vector u is defined as the vector distance of a particle of the solid body 
at time t from its position at some reference time to. Displacement does not necessarily imply 
deformation. For instance, if all the particles in a body are displaced by the same amount, or if 
the body is rotated, then displacement occurs without deformation. Deformation occurs when 
the displacements of particles in a body vary from place to place. Displacement is a vector 
quantity with components (Ul i U2 i U3) and each component is a 
function of space and time. As 
a shorthand we use uj to denote the component in the ej direction where j=1,2 or 3. Each 
component of displacement uj varies as a function of space. For compactness we write the rate 
of change of component uj with respect to the ej direction as ajuj - see Box 1. 
The equation of deformation of an elastic solid is 
ci3 =I (o9iuj + o9jui) + hij 2 
(2.1) 
where Eij is the symmetric' strain tensor, u is the particle displacement and hij is the source 
density of strain (Zou 1993, Equation 3.1.3). 
The constitutive equation for an elastic solid is a generalisation of Hooke's law and describes 
the linear relationship between stress and strain as 
Tij -` CijpqEpq (2.2) 
(Nye 1957) where Cijpq is the stiffness tensor of the elastic solid. From the conservation of 
angular momentum it follows that the stress tensor -rij is symmetric (Achenbach 1973, Section 
2.3.2 pp 51-52). 
For an isotropic and perfectly elastic solid 
Cijpq Ajjj6pq + LI(Jip6jq + 6iqjjp) (2.3) 
where A and y are Lam6 coefficients and 6ij is the Kronecker delta function 
(Achenbach 1973). 
1 The strain tensor can be divided into its anti-symmetric component which corresponds to rotation and 
its 
symmetric component which corresponds to deformation. In this discussion only the symmetric, rotation-free, 
strain tensor, sometimes also called the displacement tensor, will be needed. 
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Box 1 Elasticity, Tensors and the Summation Convention 
Consider the process of hanging a weight from a string, which stretches slightly under the increased tension. Adding or removing a little weight changes the tension in the string causing 
a change in its extension. Hooke's law models the extension of the string as proportional to the 
tension in the string. That is, extension is a linear function of tension. This is a good model for many materials provided the changes in extension are small. 
For a 3D medium the concept of tension generalises to stress Tij and the concept of extension 
generalises to strain Eij. Stress and strain are examples of a tensor: a mathematical object 
which is characterized by a number of indices (the order or rank of the tensor) and which 
obeys well-defined rules for how the tensor components change when there is a transformation 
of coordinates. Tensors are often used to represent physical quantities. For example, scalars 
like mass are zero-order tensors, vectors are first-order tensors and stress and strain are second 
order tensors. 
Of the possible linear relationships between stress and strain the most general is that the stress 
in any given direction is a weighted sum of each component of strain. That is 
Tij =EE CijpqEpq 
p=1,2,3 q=1,2,3 
in which Cijpq is called the stiffness tensor. For compactness it is common to assume that a 
repeated index implies summation and to drop the summation signs: 
Tij CijpqEpq- 
This shorthand notation is sometimes called the Einstein summation convention. 
Further Reading 
H. Jeffreys (1931) Cartesian tensors Cambridge University Press, UK. 
Substituting (2.3) into (2.2) gives 
7ij (Mij6pq + LI(6ip6jq + 6iq6jp))Epq 
1\6ijEkk + 2Lt--ij 
(2.4) 
(2.5) 
where Ekk is the cubic dilatation. Substituting the equation of deformation (2.1) into (2.5) 
yields the relationship between stress and displacement: 
Tij 1\6ijEkk + 2LiEij (2.6) 
A6ij (1 (OkUk + OkUk)+ hkk)+ 2y( 
1 (o9iuj + i9jui) + hij) (2.7) 22 
A6ij (09k Uk + hkk) + LL(OiUj+ i9j ui) + 2phij (2.8) 
The linearised equation of motion of an elastic solid can be written as 
aj, r, j _ Vot2 U, =_f, (2.9) 




Substituting (2.8) into (2.9) gives 
ai [A6ij A 7-1 k+ 
hkk) + LL(i9juj + i9jui) + 2ghij ea2U, = _fi (2.10) 
1-t 
A09iakUk+ Aaihkk+ LLajiYiuj + Lt(9ji9jui + aj2LLhij Oa2U, = _fi (2.11) t 
(A + LL)aiakUk + LLajajUi - Qat2Ui =-fi - Aaihkk - 2Ltajhij. (2.12) 
Rewriting Equation (2.12) in our usual notation we have the elastic wave equation (Aki & 
Richards 1980, Equation 4.1, page 64) 
2 192U (A + Lt)17(17. u) + g17 u- p- Al7trace(H) - 2, y'7H at2 
where trace(H) = hkk is the trace of the source density of strain H. 
2.1.2 Maxwell's Equations 
In this section the equations which describe the behaviour of electromagnetic fields are set out. 
Beginning from the fundamental empirical relations for general media and general sources, the 
governing equations are derived for media and sources of interest to this study. Ultimately this 
yields a vector diffusion equation in the electric or magnetic field. 
Maxwell's equations are the fundamental relations which have been demonstrated by exper- 
iment to describe macroscopic electromagnetic phenomena. They are 
17. D (x, t) = Pf (2.14) 
7. B (X, t) =0 (2.15) 
OB (X, t) 
Vx E(x, t) - at . 
K'(x, t) (2-16) 
Vx H(x, t) 
OD (x, t) 
+J, (xi t) + is (x, t) (2.17) at 
where D (x, t) is the electric displacement, pf is the volume density of free charge, B (x, t) is 
the magnetic induction, E(x, t) is the electric field, H(x, t) is the magnetic field, K'(x, t) is 
the source volume density of magnetic current, J'(x, t) is the source volume density of electric 
current, J'(x, t) is the conduction current and by analogy 
gD(x, t) is called the displacement 
49t 
current (Slob 1994). 
We assume that all media are linear, isotropic and homogeneous, and that their electrical 
properties do not vary over the time scales on which our electromagnetic investigations take 
place. Thus we write 
p= po = 
47r x 10-7 H m-1 (2.18) 
B(x, t) = pH(x, t) (2.19) 
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D (x, t) ,EE (x, t) (2.20) 
Jc(X, t) = uE(x, t) (2.21) 
where e is the dielectric permittivity and a is the electrical conductivity. These assumptions are 
routine for exploration over volcanics, sedimentary and metamorphic rocks and target bodies 
in hydrogeological and oil and gas exploration. 2 
Substituting equation (2.19) in (2.16) yields 
17 x E(x, t) = -fi 
aH(x, t) 
_ K'(x, t). (2.22) at 
Substituting equations (2.20) and (2.21) in (2.17) we obtain 
Vx H(xl t) 
aE(x, t) 
+ orE(x, t) + J'(x, t). (2.23) at 
Taking the curl of (2.22) yields 
VxVxE(x, t) 
OV x H(X, t) 
-Vx '(X, t). (2.24) at 
Substituting for VxH from (2.23) in (2.24) gives 
02E (x, t) OE(x, t) ais (x, t) 
17 x 17 x E(x, t) + lie + por = -tt -Vx K'(x, t). (2.25) at2 at at 
Similarly, taking the curl of (2-23) yields 
VxVx H(x, t) =e 
a17 x E(x, t) + oV x E(x, t) +Vx J'(x, t) - 
(2.26) 
(9t 
Substituting for VxE from (2.22) in (2.26) yields 
Vx 17 x H(x, t) + me 
02 H (X, t) 
+lio, 
OH (X, t) aK, (X, t) 
- oK'(x, t)+'7xJ'(x, t). (2.27) 
(9t2 
at at 
The left hand side of equation (2.25) or (2.27) may be written as 
VxVx F(x, t) + I,., 
a2 F (x, t) 
+ por 
aF(x, t) (2.28) 
Ot2 at 
where F(x, t) is now one of E(x, t) or 
H(x, t). The behaviour of this differential operator 
over the frequency range of interest to transient 
EM surveying can be analysed in the Fourier 
2These assumptions are widely made 
because usually they are good approximations of the Earth we encounter. 
However it is important to be aware of anisotropy effects which can arise where 
fine layering is not resolved but 
results in an anisotropic bulk response. 
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domain. Taking the Fourier transform of (2.28) with respect to time gives 
VxVx F(x, w) + iwp(iwc - o, )F(x, w) (2.29) 
In the Earth, the ratio oIE is unlikely to be below 108 S F-1 (Keller 1987), and so for frequencies 
below, say, 10' Hz it is reasonable to make the diffusive approximation and drop the term 
W2 I-tc-P(x, w) in (2.29). This is equivalent to dropping the term tLE02 
F(xt) in (2.28) or the 
displacement current term, aD(x, t) in (2.17). at I 
Similarly the source term _E 
aK'(x, t) 
- oK'(x, t) from Equation (2.27) has a Fourier trans- at 
form 
iweks (X, w) - Oks (X, w) (2.30) 
and for the frequencies of interest it is reasonable to discard the term zwEk9 (x, w) - 
After dropping these terms, equations (2.22), (2.23), (2.25) and (2.27) become 
17 x E(x, t) = -p 
OH(x, t) K(x, t) (2.31) at 
17 x H(x, t) = oE(x, t) + J'(x, t) (2.32) 
17 xVx E(x, t) + po, 
OE (x, t) 
= -ii 
ais (x, t) 17 x K' (X, t) (2-33) at 19t 
aH(x, t) 17 xVx H(x, t) + mu 
d9t -- 
orK' (X, t) +VxJ, (X, t). (2.34) 
Using the vector identity 
VxVx F(x, t) = VV. F(x, t) _ V2 F (x, t), (2.35) 
equations (2.33) and (2.34) become 
172 E (x, t) - po, 
OE (x, t) 
=m 19is 
(x, t) 
+ 17 x Ks (x, t) + 1717. E (x, t) (2-36) at at 
V2 H(x, t) - ILO' 
OH(x, t) 
oK'(x, t)-VxJ'(x, t)+177. H(x, t). (2.37) 
49t 
From equations (2-31) and (2.32) expressions can be derived for VV. E(x, t) and VV. H(x, t) 
in terms of the electric and magnetic sources. Taking the divergence of (2.31) gives 
17. V x E(x, t) = -p 
OV. H (x, t) 
_ 17. K' (X, t). at 
(2.38) 
Using the result that, for all twice differentiable functions E, V. VxE -= 0 gives 
o9'7. H(x, t) 
at - 
V. K'(x, t) (2-39) 




Taking the divergence of (2.32) gives 
'7. '7 H (x, t) =uV. E (x, t) + V. J'(x, t). 
Using the result that, for all twice differentiable functions H, V. 17 xH =- 0 gives 
o, V. E(x, t) -17. J'(x, t) 
17. E (x, t) 
01 




172 E(x, t) - po, 
aE(x, t) 
- 11 
ais (x, t) 
1- 17 x K, 9 (x, t) -1 vv. JS (x, t) (2.44) at at 01 
172 H (x, t) - po, 
OH(x, t) 
oK'(x, t) -Vx J'(x, t) - -1 
lt 
1717. K'(x, -F)d-r. (2.45) 
n 
at m () 
Equations (2.44) and (2.45) can be written as 
17'F (x, t) - po, 
OF(x, t) 
= S(x, t) (2.46) at 
the vector diffusion equation in F with source function S(x, t). When F represents the electric 
field 
S(x, t) =m 
ai, 9 (x, t) 
-ý 17 x K' (X, t) -1V VJ, (X, t); (2.47) at 01 
when F represents the magnetic field 
(X, t) - UK, (X, t) -VxJ, (x, t) 1717. K'(xr) dr. (2-48) P0 
The vector diffusion equation (2.46) is derived from the fundamental empirical relations for 
general media and general sources, by considering linear, isotropic and homogeneous media. 
It is also possible, and useful, to consider an anisotropic conductivity tensor (Yu & Edwards 
1992). However this is beyond the scope of this study. 
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Box 2 James Clerk Maxwell 
At Maxwell's centenary Einstein called Maxwell's contributions -----  
to physics "the most fruitful that physics has experienced since 
the time of Newton. " 
Maxwell was born in 1831 at number 14 India Street, Edinburgh 
A member of the Scottish landed gentry, he never lacked the 
means for a comfortable life. He was not actually a Maxwell 
at all but belonged to the Clerk family, from Penicuik near 
Edinburgh. His father John Clerk had to adopt the surname 
Maxwell when he inherited an estate in "Maxwell territory" near 
Dumfries, and took up his residence there. Maxwell grew up 
at Glenlair and returned there throughout his career and again 
after his death in 1879 at the age of 48. 
Despite his contributions to a remarkable variety of subjects it Figure 2.1: James Clerk 
is the electromagnetic field that is Maxwell's crowning legacy. Maxwell 
Most of the work on his Treatise on Electricity and Magnetism was done at Glenlair during 
three years of relative seclusion after his withdrawal from academia in 1868 following a less 
than illustrious teaching career. He returned to the academic world in 1871 to become the 
first professor of experimental physics at Cambridge University and the first director of the 
subsequently famous Cavendish Laboratory. 
Maxwell took Faraday's rudimentary qualitative ideas, put them into mathematical form 
and extended them into a complete theory with equations by which all interactions between 
electricity and magnetism could be expressed and understood. This was not merely a 
unification of things already known. The theory predicts the velocity at which electromagnetic 
radiation travels through space. Although this speed could not be directly measured it could 
be calculated. The result turned out to be the same as the measured speed of light, which 
was previously thought to be an unrelated phenomenon. Thus Maxwell's theory led directly 
to the discovery that light must be a form of electromagnetic radiation and ended centuries 
of controversy over the nature of light. "Great guns, " Maxwell called it in a letter, with 
uncharacteristic lack of modesty. 
Further Reading 
J. C. Maxwell (1891) A treatise on Electricity and Magnetism Clarendon Press, UK. Repub- 
lished by Dover, 1954 
J. C. Maxwell edited by W. D. Niven (1890), The Sczentific Papers of James Clerk Maxwell, 
Cambridge University Press. 
Tanford, C. & Reynolds, 1 (1992), The Scientific Traveller, Wiley. 
Zhdanov, M. S. & Keller, G. V. (1994), The Geoelectrical Methods in Geophysz'cal Exploratzon, 
number 31 in 'Methods in Geochernistry and Geophysics', Elsevier. 
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2.2 Solution Using Irrotational and Solenoidal Compo- 
nents 
2.2.1 The Completeness Theorem 
It is useful to separate the elastic wavefield u into its irrotational (longitudinal- or pressure- 
wave) component uP and solenoidal (transverse- or shear-wave) component u'. By definition 
U=uP +us 
vxup = 
17. U, = 0. 
(2.49) 
Box 3 P-Wave and S-Wave Components 
A little rearrangement of the elastic wave equation motivates the separation of the elastic 
wavefield u into P- and S-wave components uP and u'. Beginning from Equation (2.13) and 
using the identity VXVXU = V(V U) _ V2U 
a2U 
(A + 2Lt)V(V. u) V2U) ýjt-2 AVtrace(H) - 2ktVH (2-50) 
2V(VU) 
_ 002V XVXU 
a2U 




(Up + Us)) _ 
02V XVX (Up + Us) 
a2 (Up +Us) 
Up + fS) (2.52) igt2 
2V(VUp) 
_ 
02V XVX (Us) 
192Up a2Us 
a- -T- - -(fp + P) (2-53) lqt2 t2 0 
where a2= (A + 2y)lp, 02 = y1p, trace(H) = hkk is the trace of the source density of strain 
H and fP and f' are the P and S components of the source force field. Taking insight from 
this we could define uP and u' by equations (2.49) and 
2V(VUp) 
a2Up 1 







Using the identity _V XVXU= V2U - V(V. U) and remembering that by definition V. ul =0 
we can re-write these as 
I 02Up 





Ts. (2.57) 02 at2 
It is quite easy to see that if uP and u' satisfy (2.56) and (2.57) then they satisfy the elastic 
wave equation. However to find such uP and u' from (2.56) and (2.57) requires solution of two 
second order partial differential equations which are coupled at sources and interfaces through 
Equation (2.49). Substitution to remove this coupling results in a fourth-order system. The 
utility of the completeness theorem is that it provides a solution method which requires only 
un-coupled second order differential equations to be solved. 
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Every irrotational field can be expressed as the gradient of a scalar potential, and every 
solenoidal field has a vector potential. We seek such potentials 0 and 0 such that 
UP = vo 
us=V X'O 
, v. ip = 0. 
(2-58) 
Given a suitable description of the initial conditions the completeness theorem for elastic me- 
dia 3 (Achenbach 1973, page 85, theorem 3.4-2) asserts that every solution of the elastic wave 
equation can be written in terms of irrotational and solenoidal components characterised by 
such potentials 0 and 7P and that these potentials obey uncoupled second-order partial differ- 
ential equations. The completeness theorem is useful because the individual potentials obey 
partial differential equations which are simpler than the partial differential equation obeyed by 
the elastic wavefield. 4 
If the displacement field u satisfies the elastic wave equation 
(A+ tt), V(VU) + Lli72U 
a2U 
T (2-59) at2 
with source terms and initial conditions specified by 
T= VD+Vx%P (2.60) 
u(x, O) = VA+VxY (2.61) 
au (x, 0) 
- 17c +vxZ (2-62) at 
17. %p =0 (2.63) 
V. Z =0 (2.64) 
V. Y =0 (2.65) 

















3The completeness theorem for elastic media is also sometimes called Lam6's theorem 
(Aki & Richards 1980, 
page 68, theorem 4.1.1). 
4The essential difference between the Helmholtz theorem and the completeness theorem 
is that, while the 
Helmholtz decomposition provides a recipe for calculating the scalar and vector potentials from a given vector 
field (Aki & Richards 1980, Box 4.2, page 69), the completeness theorem allows a wavefield to be calculated 
through the use of scalar and vector potentials which obey given partial differential equations. 
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where a2 - (A + 2LL) /p and 02 = Lt1p. The completeness theorem may be proved by constructing 
0 and iP as 
O(x, t) = A+ tC + 
(t 
- T)[ 






ýO(X, t) =Y+ tz + (t - T)[ 
1 
(X, T) _ 




(Aki & Richards 1980, page 69). 
2.2.2 Separation of the Diffusive Response into Irrotational and Solenoidal 
Components 
Although it is common in exploration seismology to separate the wavefield u into its irrotational 
(pressure- or P-wave) component uP and solenoidal (shear- or S-wave) component ul this is 
not usually done in electromagnetic surveying. Note that equations (2-33) and (2.34) are very 
similar to the elastic wave equation (2.13). While equation (2.57) is formally similar to (2.46) 
note that the source term in (2.57) is by definition solenoidal whereas this may not be true of 
equation (2.46). 
In this section a general diffusive field' F is separated into its irrotational (longitudinal- or 
P-wave) component FP and solenoidal (transverse- or S-wave) component F'. The irrotational 
component is expressed as the gradient of a scalar potential, and the solenoidal component 
is expressed as the curl of a vector potential. It is then proven that these scalar and vector 
potentials obey un-coupled, second-order differential equations. This theorem is analogous to, 
and inspired by, the completeness theorem for elastic media. As with the completeness theorem 
for elastic media, its utility is that it provides a solution method which requires only un-coupled 




V. Fs = 
(2.72) 
Every irrotational. field can be expressed as the gradient of a potential, and every solenoidal 
field has a vector potential. We seek such potentials 0 and 0 such that 
Fp = VO (2-73) 
5Physically realisable electromagnetic fields E and H are not merely solutions to the diffusion equation 
(2.46) 
they must in also satisfy Equations (2.14) and (refe: M2). If the diffusive field F represents one of 
E or H then 
these additional constraints are manifested in the source term S. The decomposition presented 
here holds for a 
general diffusive field, and is later applied to calculate the diffusive response 
for a directed point source term. 
This provides a useful intermediate mathematical construct but does not correspond to a physically realisable 
EM field. 
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Fs =V xo (2-74) 
Theorem 2.1 A Completeness Theorem for Diffusive Media 
If the field F(x, t) satisfies 
172 F(x, t) -1 
OF(x, t) 
j2 ät :: - s 
(x, t) (2.75) 
with source terms and initial conditions specified by 
S V4)+Vxqf (2.76) 
F(x, O) VA+VxY (2.77) 
V. IF 0 (2.78) 
V. Y 0 (2.79) 
then there exist potentials 0,0 such that 
F(x, t) == 170 + 17 x IP (2.80) 
V-1p =0 (2.81) 
v2o 
00 
= (D (2.82) C2 at 
v2o 
1 alp = XF. (2.83) 
C2 at 
Proof 
Proof of Theorem 2.1 is by construction of the potentials 0 and 0. We define 
O(x, t) A+c'I[V. F(x, 7-)-e(x, -r)]d-r (2.84) 
t 
IP(X, t) Y+c 
2 17 xF (x, -r) - %P (x, -r) ] dr (2.85) 
t 
and now prove each of the properties (2.80), (2.81), (2.82) and (2.83) in turn. 
Taking the gradient of (2.84) we have 
t 
170 (X, t) - VC2 
in 
[17. F (x, -r) -e (x, -r) ] d-r +VA (2.86) 
c2 
lt 
[17(I7. F(x, -r» - V(P(x, 7-)]d-r + VA 
(2.87) 
0 
taking the curl of (2.85) we have 
t 
VXIP(X, t) Vxc 2 
in 




10 [-17 xVx F(x, -r) -Vx %P(x, -r)]d-r +V xY (2.89) 
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hence 




[V (V. F (x, 7-» -V lb 
(x, 7-) -7x 17 xF7x IP (x, 7-) ] d7- 
+VA + 17 xY (2.90) 




[1 9F(x, 7-) +S (x, T) -7 lb (x, -r) -7x xP (x, -r) ] d7- 
() C2 
0-r 
+VA + 17 xY (2.92) 
t OF (x, -r), d-r + 17A +VxY (2-93) 
10 
a-r 
F(x, t)-F(x, O)+'7A+'7xY (2.94) 
F (x, t) (2.95) 
this proves property (2.80). 




ft [- 17 x F(x, 7-) - %P (x, -r) ] d-r + 17. Y (2-96) 
=c2 
ft 
[-V. V x F(x, -r) -V %P (x, 7-)]d-r + VY (2.97) 
c2 [0 - O]d-r +0 (2-98) 
0 (2.99) 
this proves property (2.81). 
From(2.80), which is proven above, we can see that 
170 = F(x, t) - 17 x e. (2.100) 
Taking the divergence of this relation gives 
17. (17 0) = 17. (F (x, t) -Vx iP) (2.101) 
= 17. F (x, t). (2.102) 
Taking the derivative of (2.84), the definition of 0, and bearing mind that A is a constant 






-c2 [V. F (x, t) - 4) (x, t) 
(2.104) 
1 ao(xl t) 
= V. F(x, t) - e(x, t) (2.105) c2 at 
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17. F (x, t) - (17. F (x, t) -e (x, t» 
e (x, t) (2.107) 
Taking the curl of (2.80), which is proven above, 
VxF(x, t) = VXVO(X, t)+Vxvxýb (2.108) 
= O+V(V . 
V20 (2.109) 
- -v2o. (2.110) 
Taking the derivative of (2.85), the definition of 0, and bearing in mind that Y is a constant 








x F(x, t) -T (x, t)] (2.112) 
1 0,0 (X, t) 
'k 
C2 at 
VxF (x, t) -P (X, t). (2.113) 
Property (2.83) is now quite easy to demonstrate using (2.107) and (2.113) to substitute into 
the left hand side. 
21 aýb (x, t) = -VxF(x, t)-(-'7xF(x, t)-%P(x, t» C2 at 




Box 4 Representation and Calculation of The Electromagnetic Field Using Potentials 
The calculation of analytical expressions for the electromagnetic field can be eased by represent- 
ing the electric and magnetic fields in terms of potentials. Several representations are possible 
including the Schelkunoff potentials which employ two vector and two scalar potentials (Ward 
& Hohmann 1987, Schelkunoff 1943), the Debye potentials which employ two scalar potentials 
(Strack 1992) and in this thesis F, the electric or magnetic field, is divided into its irrotational 
and solenoidal components and represented using a scalar and vector potential 
F= 170+'7xe (2.116) 
17, ýy = 0. (2.117) 
The standard representation employing a scalar and vector potential is 
B= VxA 
E _aA (2.119) at V. A -puýD (2.120) 
(Weaver 1994, Morse & Feshbach 1953). These potentials can in turn be represented using the 
electric Hertz vector II and the magnetic Hertz vector IF, defined in uniform regions as 
. 1) =-V. 111 (2.121) 
pa][I+Vxr (2.122) 





+v IV-Hj (2.123) 
at at 
B= poVxII+VxVxF (2.124) 
Considering the source terms for the electric and magnetic fields given by Equations (2.47) and 
(2.48) and comparing these with Equations (2.123) and (2.124) we recognise that the electric 
and magnetic Hertz vectors are closely related to the solution of the vector diffusion equation 
(2.46) with source terms corresponding to, respectively, the volume density of electric source 
current and magnetic dipole moment. 
Chapter 3 develops methods for solving the the vector diffusion equation and these are applied 
in Chapter 4 to find the solutions for a directed point source term. 
Further Reading 
Morse, P. M. and Feshbach H. (1953) Methods of Theoretical Physics, McGraw-Hill. 
Schelkunoff, S. A. (1943), Electromagnetic Waves, Van Nostrand. 
Strack, K. M. (1992), Exploration with Deep Transient Electromagnetics, Elsevier. 
Ward, S. H. & Hohmann, G. W. (1987), Electromagnetic theory for geophysical applications, in 
M. N. Nabighian, ed., 'Electromagnetic Methods in Applied Geophysics', Investigations in 
Geophysics, SEG, pp. 131-311. Volume 1, Theory. 
Weaver, J. T. (1994), Mathematical methods for geo- electromagnetic induction, Wiley. 
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2.3 Conclusions 
The propagation of mechanical disturbances in a homogeneous, isotropic and perfectly elastic 
solid is described by the elastic wave equation 
IV2U 
02U 
+ Li)V(V. u) +t_=f- AVtrace(H) - 2gVH (2-125) at2 
where A and y are Lam6 coefficients, u is the particle displacement, o is the density of the solid, 
is the volume source density of volume force and trace(H) is the trace of the source density 
of strain H. 
The diffusion- dominated response of a linear, homogeneous and isotropic imperfect conduc- 
tor is described by the vector diffusion equation 
, V2 F(x, t) - pu 
OF (x, t) 
-S at 
(2.126) 
where F(x, t) is one of either the electric field E(x, t) or magnetic field H(x, t), A is the magnetic 
permeability, o, is the conductivity and S(x, t) is a source term appropriate to either the electric 
or magnetic field. The special form of physically realisable diffusive electromagnetic fields (i. e. 
that they are diffusive responses which satisfy all of Maxwell's equations) are manifested in 
constraints on the form of the source term S. 
The elastic wavefield u can be divided into irrotational (P-wave) and solenoidal (S-wave) 
components characterised by potentials 0 and ýb such that 
U= V+Vx. (2.127) 
The completeness theorem for elastic media asserts that every solution of the elastic wave 
equation can be written in this way and gives a prescription for calculating the potentials 0 
and ýb from source terms. 
A general diffusive field can also be separated into irrotational and solenoidal components. 
A completeness theorem for diffusive media, analogous to the completeness theorem for elastic 
media, is presented here. As with the completeness theorem for elastic media, its utility is that 
it provides a solution method which requires only un-coupled second-order differential equations 
to be solved. 
The completeness theorem is later applied to calculate the diffusive response for a directed 
point source term. This useful intermediate mathematical construct is closely related to the 




The Diffusive Response and its 
Equivalent Wavefield 
The equivalent wavefield concept relates diffusive propagation to an equivalent non-diffusive, 
wave propagation, provided equivalent source and boundary conditions are satisfied. The equiv- 
alent wavefield concept is applied here to relate diffusive electromagnetic propagation to an 
equivalent wavefield. This equivalent wavefield is a concept not a physically occuring phe- 
nomenon. 
The properties of the equivalent medium, equivalent sources, equivalent receivers and equiv- 
alent boundary conditions are determined by their electromagnetic counterparts. In this case 
the velocity of the equivalent wavefield is proportional to the square root of the resistivity of 
the diffusive electromagnetic medium. 
Knowledge of the equivalent wavefield allows calculation of the corresponding diffusive field. 
This approach may seem circuitous, however the solution of the wave equation for appropriate 
media, sources and boundary conditions, may be simpler than the direct solution of the diffusion 
equation. In addition the study of the differences and equivalences between wave propagation 
and diffusion gives insights into both processes. 
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3.1 The Equivalent Wavefield Concept 
The equivalent wavefield concept relates diffusive propagation to an equivalent non-diffusive, 
wave propagation, provided equivalent source and boundary conditions are satisfied. The equiv- 
alent wavefield concept is applied here to relate diffusive electromagnetic propagation to an 
equivalent wavefield. 
The Q transform is a prescription for calculating a diffusive response from its equivaleut 
wavefield. To motivate the derivation of the Q transform and give a specific example of the Q 
transform in action, we consider the response to a directed impulsive point source term. 
In Figures 3.1a and 3.1b, and similar figures which follow, time is increasing down the page 
and offset from the source is increasing across the page from left to right. Figures 3.1a and 
3.1b depict respectively the response to a directed impulsive point source term in propagative 
and diffusive media; these are an impulse travelling with constant velocity, and a pulse whose 
profile gradually changes, dispersing and broadening with increasing time. 
Wave Propagation 
V2 U(X, t) _1 



















47rIx1 2v/7rt3 -/P- F' po, 4t 
Figure 3.1: Response to a directed impulsive point source term in propagative and diffusive 
media. 
After taking a Laplace transform with respect to time the responses in propagative and 
diffusive media are 
-v r -D r- 2\ U(x, p) = exp (- p) F(x, s) =- exp(-r. \/pos-) 47rr c 47Tr 
(3.1) 
where p and s are the Laplace transform parameters for the wave and 
diffusive domains re- 
spectively, r= IxI, F is the diffusive field and U is the equivalent wavefield. 
The diffusive 
response can be converted into the propagative response simply 
by writing pa = C-21 S= p2 
and F(x, s) &(X, A 
This result is more general. In the Laplace transform 
domain the (source-free) wave and 
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diffusion equations are respectively 
172 P (v/2 
-=0. - 
C2 
)Ü (X'P) -0 (3.2) 
To convert the diffusion equation into the wave equation we simply write s= p', P(x,, s) = 
U(x, p) and tio, = C-2. This gives the Q transform in the Laplace transform domain 
-P 
eT (X, P) - (3-3) 
The time domain form of the Q transform is easily calculated by taking the inverse Laplace 
transform of equation 3.3 to yield 
F(x, t) =1 
00 
q exp (- 
q2)U (x, q) dq, 2 -Ar 
-t31o 4t 
(3.4) 
which is known as the Q transform (Lee, Liu & Morrison 1989) or wave transform (Oliver 1994). 
Note that the equivalent wavefield is a concept not a physically occurring phenomenon. 
While the velocity of a physical wavefield will have units of m/s the equivalent velocity c= 
has units of m/vls-. 
Box 5 Calculating the Diffusive field of an Equivalent Wavefield 
Given an analytic expression for an equivalent wavefield component U(q) a simple recipe may 
be followed to find the equivalent diffusive field F(t) without calculating the integral 
F(t) =1- 
00 
q exp (- 
q2 )U(q) dq. 
2V-7rt3 
IV 
Given the equivalent wavefield U(q) 
1. calculate its Laplace transform U(p), 
set P(s) = &(ý, I-s), 
3. calculate the inverse Laplace transform to yield F(t). 
Although this recipe is simple, its execution requires the calculation of an inverse Laplace 
transform which is not always trivial. 
How the Q 'Iýransfbrm Works 
Diffusive responses may usefully be expressed as a sum of exponentially decaying components. 
Taking the Laplace transform of one such component we obtain 
£fexp(-at)I(s) -1a>0. s+ a' 
(3.5) 
Setting s=p2 and taking the inverse Laplace transform 
from the transform variable p to 
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p +a V/a- 
Thus the Q transform relates a decaying exponential and a sine wave. A list of some time 
domain functions and their equivalents in the q domain is presented in Table 0.2. 
Box 6 The History of the Q Transform 
It is perhaps unclear how to assign credit for the first derivation of the Q transform. Certainly 
it appears that more than one group may have independently derived equivalent results. 
(Bragg & Dettman 1968a, Bragg & Dettman 1968b) present an early statement of the trans- 
form in a generalised form in a short communication to the American NIathematical Society. 
Almost concurrently (Filippi & Frisch 1969a, Filippi & Frisch 1969b) present their results on the 
other side of the Atlantic. Soon after these short, abstract, mathematical notes an equivalent 
result appears, albeit in the frequency domain, with application to inversion of electromagnetic 
induction data (Weidelt 1972, equation 5.1). 
The running then seems to have been taken up by mathematicians in Eastern Europe 
(Lavrent'ev, Romanov & Shishatskii 1980, Filatov 1984). The Q transform seems to disappear 
from the Western literature until taken up in a series of papers by Ki Ha Lee and co-authors. 
These demonstrated its usefulness both in forward modelling (Lee et al. 1989) and inversion (Lee 
1988, Lee & Me 1993). This work should not be confused with the 'electromagnetic migration' 
work of Seunghee Lee (Lee et al. 1987) and (Zhdanov & Frenkel 1988). Work continues on Q 
transform inversion of EM data in the frequency domain (Levy, Oldenburg & Wang 1988, Gibert 
& Virieux 1991, Gibert, Tournerie & Virieux 1994, Tournerie & Gibert 1995) and time domain 
(Gershenson 1993, Becker, Lee & Wang 1994, Wilson 1994, Slob, Habashy & Torres-Verdin 
1995, Becker, Das & Lee 1997, Gershenson 1997). 
The Q transform is now becoming more widely known and publicised (De Hoop 1992, De Hoop 
1996b, De Hoop 1996a) and is attracting interest in diverse fields which deal with diffusion 
problems, including non-destructive testing of metal components (Zorgati, Duchene, Lesselier & 
Pons 1991, Zorgati, Lesselier, Duchene & Pons 1992), transmission tomography of thermal waves 
(Mandelis 1991), the investigation of hydrocarbon reservoirs through pressure pulse transients 
(Oliver 1994), detection of water-borne metallic hazards (Gershenson 1993, Gershenson 1997) 
and transmission characteristics of fractal media (Hargreaves 1996). 
3.1.2 A More Rigorous Derivation 
This section provides a more rigorous derivation of the Q transform, which also takes account 
of source terms. The approach taken is a special case of the much wider derivation in Appendix 
B, but is carried out in full to allow this section to be read independently. 
Considering the obvious similarities between the vector diffusion equation (2.46) 
OF (x, t) 
V'F (x, t) - liu at 
s (x, t) (3.7) 
and the vector wave equation 
V2 U(x, q) -10U 
(x, q) 
=T (x, q), (3-8) 
C2 
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we set up our initial value problems as follows 
V'F(x, t)_Ao, aF(x, t) S(x, 0, xEV, t>0 at 
(x, 0) -a (x), xEV (3.9) 
(x, t) =- 9V, 
and 
U(x, q) -c 
172 1a2U (X") 
=T (x, q), xCV, q>0 _T aq2 
U(x, O) =0xeV 
OU(X, O) a(x), x aq 
U (x, q) =u (x, q), xc OV, q>0 
(3.10) 
In these equations F (x, t) is a diffusive field, and S (x, t) is a source term representing, 
in our case, either a current or magnetic dipole source. Similarly U(x, q) is a wavefield with 
T(x, q) as source term. The independent variable q in equation (3.10) is a time-like variable. 
The equations are postulated to hold in some homogeneous, isotropic region V with boundary 
Ov. 
Taking the Laplace transform of problems (3.9) and (3.10) with respect to t and q with 
transform parameters s and p respectively we obtain 
V2P (X, S) - Stlo, 
P (X, 8) =§ (X, S) -a (X), x 
(x, s) =f (x, s), av 
and 
172Ü(X, p) _2 4U (x, p) =T (x, p) -a (x), xC 
(x, p) = (x, p), d9v 
(3.11) 
(3.12) 
We now require that C-2 = pa, where c is the velocity term in equation (3.8), and make the 
substitution' p= v4s- in (3.11) and the definition 
R(x, s) =- F(x, s) - U(x, vrs-) 
(3-13) 
'Since p is a Laplace transform parameter, we require p>0, or at the very least Re(p) > 0. 
This requirement 
selects the positive square root of s. Happily, this choice ensures that valid, physically realistic solutions are 
obtained. 
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then by subtracting equations (3-11) from (3.12) we see that i? (x, s) obeys 
V2k(X, S) - SIC2i? 
(X, S) = (x, s) - xEV 
(3-14) 
kx, S) = ý* 8) - fL(X, vý-S), xE 
Let us require that the boundary, and source terms in (3-14) match, i. e. 
(X, q) - (X, v78-) =0 (3.15) 
and 
T Vs-) =0 (3-16) 
so that all terms on the right hand side of equations (3.14) are identically zero. Then, we may 
cite a uniqueness theorem and declare that R(x, s) =- 0 must be the only solution and in this 
case 
F (x, s) =Ü (x, V's-). (3.17) 
By the definition of the Laplace transform (0.7) this implies that 
00 
F(x, s) = 
10 
U (x, q) exp (- VIýq) dq - 
an equation which has been studied for some time (Weidelt 1972, equation 5.1). 
Using the result that for real q>0 
qq 2)] 
= exp (- -v/sq) (3.19) 2V7rt3 4t 
(Erd6lyi 1954, equation (1), page 245) we take the inverse Laplace transform of equation (3-18) 
and obtain our result 
F(x, t) =- -1q exp (- 






This result has been derived here for a homogeneous, isotropic region. De Hoop (1996a) 
establishes the Q transform between a diffusive electromagnetic field in an arbitrarily inhomoge- 
neous and anisotropic medium and an equivalent non-diffusive electromagnetic 
field propagating 
in an equivalent medium. Considering individual electric or magnetic fields, a generalised 
form 
of the Q transform is derived between the responses to point-transmitter excitations 
for either 
electric- or magnetic- current sources. In this case the resistivity of the diffusive medium 
is 
related to the permittivity of the equivalent lossless medium, while the permeabilities of the 
two are the same. 
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Box 7 Calculating the Equivalent Wavefield of a Diffusive Field 
Given an analytic expression for the strength of a diffusive field component F(t) at a particular 
point in space; a simple recipe maybe followed to find the equivalent wavefield. Given the 
diffusive field F(t) 
1. calculate its Laplace transform P(s), 
2. set U(p) = F(p2), 
I calculate the inverse Laplace transform from transform variable p to the time like variable 
q to yield U(q). 
Although this recipe is simple, its execution requires the calculation of an inverse Laplace 
transform which is not always trivial. 
3.1.3 Correspondence of Sources 
Recall equation (3.16) which stated that for source functions to match we require 
which by the definition of the Laplace transform (0.7) implies that 
00 
S(x, s) = 
10 
T (x, q) exp (- -7s-q) dq - 
(3.22) 
If S(x, t) = Q(x)6(t - 0+) then the Laplace transform of S(x, t) with respect to t and with 
transform parameter s is ý(x, s) = Q(x). The crucial point here is that ý(x, s) is independent 
of s. Substituting ý (x, s) in (3.22) we obtain 
00 
Q(x) =I exp (- Vs-q) T (x, q) dq, 
which implies 
T(x, q) = Q(x)6(q - 0+) 
since otherwise the right hand side of equation (3.23) cannot be independent of s. 
3.1.4 The Effect of the Choice of the Time Origin 
ý. 
ý j'(x, Vfs-), (3.21) 
(3.23) 
(3.24) 






where a>0. The diffusive response g(t) of the delayed equivalent wavefield v(q) 
is calculated 
by applying the recipe outlined in Box 5. 
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The Laplace transform of v(q) is 
ý(s) = exp(-as)fl(8) 
(Erd6lyi 1954, Equation (4), page 129). By definition 
ý (S) =ý W-S) 
exp(-avl-s-)ft(,, fs-) 
exp(-aý, Fs)f(s) 
where u(q) is the equivalent wavefield of f(t). Using the results 
t 
- T) d-r ,C 11 
(SA2 (S)l (t) 
fo 
U1 (T) U2 (t 
(Erd6lyi 1954, Equation (20), page 131) 
, C-l[exp(-aVs-)](T) 
a -3/2 exp(- Y)77r 4T 










a fTf (t - -r) d-r. (3.32) 
n 2N/7r 4-r 
Hence a simple shift of the time origin in the equivalent wavefield domain results in a more 
complex change in the corresponding diffusive response. 
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3.2 Conclusions 
The equivalent wavefield concept relates diffusive propagation to an equivalent non-diffusive, 
wave propagation, provided equivalent source and boundary conditions are satisfied. The equiv- 
alent wavefield concept is applied here to relate diffusive electromagnetic propagation to an 
equivalent wavefield. This equivalent wavefield is a concept not a physically occuring phe- 
nomenon. 
In this case the velocity of the equivalent wavefield is proportional to the square root of the 
resistivity of the diffusive electromagnetic medium. 
Knowledge of the equivalent wavefield U allows calculation of the corresponding diffusive 
electromagnetic field F using the Q transform 
F(x, t) --1 
00 
q exp 




where q is the time-like variable, with dimensions Vý_s, in the equivalent wave domain. The 
equivalent sources, equivalent receivers and equivalent boundary conditions are similarly linked 
to their EM counterparts by the Q transform. 
The Q transform is equivalent to a non-linear warping of the Laplace transform variable 
i' (x, A-Ü (x, p) (3.34) 
and can also be thought of as a mapping between decaying exponentials and sine waves. 
A simple shift of the time origin in the equivalent wavefield domain results in a more complex 
change in corresponding diffusive response. Specifically, if u(q) is the equivalent wavefield 
corresponding to a diffusive response f (t), and v(q) is defined by 
v (q) - 
u(q-a) q>a (3.35) 
0q<a 
where a>0 then the diffusive response g(t) of the delayed equivalent wavefield v(q) is 
gM-a- 7- 3/2 exp(- 
a )f (t - T) dT. 
(3.36) fn 
2 ýv/-r 47- 
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Chapter 4 
Point Sources in Infinite Media 
Chapter 2 developed the completeness theorem for diffusive media, which states that the dif- 
fusive response may be divided into irrotational and solenoidal components each characterised 
by a potential which itself is the solution of a diffusion equation. In this chapter the equiva- 
lent wavefield concept is used to find diffusive responses by first calculating the potentials and 
components of the equivalent wavefield response. 
Initially the response to a point source term is calculated. The response for physically 
realistic sources is then calculated by combining this response with the source description. 
Using a moment tensor and a dipole moment to represent electromagnetic dipole sources allows 
comparison with seismic sources. For example, the equivalent wavefield of the magnetic field 
generated by an electric current dipole in a whole space is generated by a point source of torque, 
generating solenoidal waves only. 
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4.1 EM Responses to Point Sources in Infinite Media 
Section 2.1.2 developed Maxwell's equations, which describe the diffusion of electromagnetic 
(EM) energy through an imperfect conductor such as the Earth. The differential equations 
which describe electric and magnetic fields in linear, isotropic, homogeneous regions differ only 
in the source terms. The different source terms are given by Equations (2.47) and (2-48). 
In these equations derivatives of the source volume density of electric current P and the 
source volume density of magnetic current K' are taken with respect to space and/or time. 
Consequently even a simple source current density leads to a complicated source term. 
This section begins by calculating the response to a directed impulsive point source term. 
The response to more general sources is then calculated by combining this with the appropriate 
source description. 
4.1.1 Response to a Directed Point Source Term 
Starting from the vector diffusion equation in uniform media, this section calculates the diffusive 
and equivalent wavefield responses to a directed impulsive point source term. The directed 
impulsive point source term does not correspond to a physically realisable electromagnetic 
source. Hence these responses are only intermediate results; building blocks from which the 
responses for physically realistic sources are calculated in later sections. 
The novel method of calculation employed here divides the diffusive field into irrotational 
and solenoidal components, and uses the method of Theorem 2.1 to specify differential equations 
in potentials for each component. These equations are solved using the equivalent wavefield 
concept, to yield the irrotational and solenoidal components of the equivalent wavefield. From 
these the equivalent wavefield, and finally the diffusive response are easily calculated. At times 
it is easier to employ subscript notation and the summation convention - see Box 1. 
We seek to solve the vector diffusion equation in F for a directed point source term aligned 
in the D direction and located at the origin of an infinite, homogeneous, isotropic medium of 
equivalent velocity c. That is, we seek to solve 
V2 F(x, t) -1 
OF(x, t) 






with source function S(x, t) : -- 
'D6(Xl)6(X2)6(X3)-L 
Following the method of Theorem 2.1, the first step in the calculation is to construct 
Helmholtz potentials -1ý and %F such that 
Vö(x) = ve +Vx XP 




To construct -4ý and IQ it is enough to solve the vector Poisson equation V 2W(X) - D6(X), 
since then we can choose potentials 4) = 17. W and %P -- -7, x 11' (Aki & Richards 1980, Box 
4-2). The solution for the vector Poisson equation is 
W(X) =- 
111 
47rIx - 711 
d71. (4.4) 
Following this recipe to find (D and %P 
7r 
d77 (4.5) (X) N Ix -, ql (4-6) 47rlxl 
(4-7) 47rr 
where r -- IxI and then 




ýY. D (4-10) 
7rr 
-17xw (4-11) 
12 Yxv (4-12) 
47rr 
where 'Y = x1r. 
The second step in the calculation is to solve for potentials 0 and 7P. In the case that we 
are solving for a diffusive field the equations to be solved are 
V 0- 
1 ao 





where 1(t) is the source current time profile. 
In the case that we are solving for the equivalent wavefield the equations to be solved are 
2o 
1 1920 4)X(q) (4.15) 
C2 Oq2 
1 a2,0 
'k PX(q) (4.16) 
C2 i9q2 
where X(q) is the equivalent wavefield source profile. 




g(x, q) = 
-1 X(q - r/c). 47rr (4.17) 
(Aki & Richards 1980, Equation 4.4). The solution of Equation (4.15) is the spatial convolution 
of g, defined in Equation (4.17) above, with the spatial directivity of the source term in Equation 
(4.15) 
(x, q) g (x, q) 4) (x) X (q) (4.18) 
g(x, q) 
1 




'Y. V dV (4.20) 
X(q - r/c) 
1 
'ýV dV (4.21) (47r)2 
fil 
r3 
The integral can be simplified by integrating over the volume V via a system of concentric 
shells S, each centred on the origin and with radius r= cT. 
0 q) -- 






=o f >O 1fr=, 





Using the result 
r/c) 
1 
-f. V dV 0 
r/c) 
I 
'Y. V dS dr 0 





Y. D dS dT 
1 






(Aki & Richards 1980, Box 4-3) we have 
-1 (X, q) = 2 z4 
T 
CO X (q - 7») 
i 1 
'Y. V dS 
r2 
d-r 
7r ) =O 
-1 
00 X(q - 7, 
) f 
'H(r/c - -T)47rc 
2 7» 2 
1 




-1 47rc 21 -ý V1 
c'o 
X (q - -r) -F'h 
(r /c- -T) d7- 
(47r) 2 r2 = o 
_C2 -Y. V 
00 
X (q - 2 -r) -r'h (r /c- 7-) d-r 47rr 
=0 





X (q -rR (r /c- 1-) d-r 
c2 
00 




X (q - -r) 7-'h 













compare with Equations (4.21), (4.22) (Aki & Richards 1980). 
The third step in the calculation is to form U= 170 +Vx0. A result which is useful in 
this step is that 
-ýj 
2 



















X (q - -r), r'h (r /c- -r) d-r 
+ 'Yi'Yj X(q - r/c) (4.34) 47re2r 
Using this result we can now calculate VO and V xO. 
C2 00 




a[ -C2 "0 ej- - -yjDjf X(q--r)TW(rlc-7)dT 
1 
(4 





Dj (6ij - 3-yj -yj) 
00 




-I eiDj-yi-yjX(q - r/c) 47rr (4.37) 
-C 
2 
(V - 3(^t. D)^t) 
00 
X(q - -r)TW(rlc - -r) d-r 3I 47rr 
=0 
-1 (7. D)7X(q - r/c) (4.38) 47rr 
V xO =VxC22 ^f xD 
00 










+ (D. V) 
C2 'Y 
fX 
(q - -r), r'h (r /c- r) d-r 
[ I (4.40) 
47rr =0 'r 




X(q - -r)T7I(r1c - T) 
dT 
21 4 a 
I 





X(q -T)T'H(rlc - T) 
dT 
-4, 2 5- 
I 
(4.41) 
=O 7rr xj 
-C2 (6jj - 3-yj-yj) 
00 
X(q - T), rR(r/c - T) 
d-r 
31 4 7rr =0 
-D--ýj-yjX(q - r/c) rr 4 7 
2 00 
3 (6ij - 3-yj-ýj) X(q -, r)-rW(r/c - -r) dT +D eý - 1 7 rr r =0 
46 
1 
47rr jei-yi-yjX(q - r1c) (4.42) 
-E) 
1 
X(q - r/c) 47rr 
+ (V - 3(-Y. V)^ý) X(q -7)7'h(r/c - 7) dT 47rr3 
f, 
=O 
+I ^Y. V 'YX(q - r/c) (4.43) 47rr 
(4.44) 
Combining these results we conclude that 
vo+vxo (4.45) 
-D X(q - r/c) (4.46) 47rr 
compare with Equation (4.23)(Aki & Richards 1980). ' This completes the calculation of the 
equivalent wavefield. 
The diffusive response can be calculated from the equivalent wavefield, using the Q transform 
F (x, t) -1q exp(- 







4.1.2 A Shorter Derivation 
q exp (- 
q )X(q - r/c) dq. V 
(4.47) 
(4.48) 
We seek to solve the vector diffusion equation in F for a directed point source term aligned 
in the D direction and located at the origin of an infinite, homogeneous, isotropic medium of 
equivalent velocity c. That is, we seek to solve 
V2 F(x, t) -1 
aF(x, t) 
= D6(X)I(t) (4.49) 
c2 at 
where I(t) is the source current time profile. 
Following the method of Section 3.1, the first step in the calculation is to find the equivalent 
wavefield U (x, q) which satisfies 
V' U (X, q) 





where the equivalent wavefield source profile X (q) is related to the source current time profile 
by the Q transform. 
'In isotropic media both the irrotational and solenoidal components 
diffuse at the same rate. Hence the 
massive cancellation observed in Equation 
(4.46). In contrast the irrotational (P-wave) and solenoidal (S-Wave) 
components of the elastic wavefield do not have the same velocity. 
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The solution of Equation (4.50) is 
U(x, q) = -V X(q - r1c). (4-51) 47rr 
(Aki & Richards 1980, Equation 4.4) and from this the diffusive response can be calculated 
using the Q transform to be 
-v 1 00 
_q 
2 
F (x, t) = 
7rt3 
q exp -)X (q -r/ e) dq. (4-52) 47rr 4t 
i', 
ý/ rt3 
4.1.3 Representation of EM Sources 
This section develops a concise notation for the representation of sources, which eases the 
calculation of the equivalent wavefield, and hence the diffusive EM field. Beginning by returning 
to a directed point source term, the resulting equivalent wavefield is expressed in terms of a 
source function and a tensor. ' More complicated sources are then represented in terms of a 
source tensor. 
We introduce 9 (x, q), a second order tensor such that the equivalent wavefield response 
U(x, q) to a directed point source term D6(x)6(q) is 
Ui = Djgij. (4.53) 
Section 4.1.1 calculated that the equivalent wavefield response to a source term D6(x)X(q) is 
U(x, q) -DX(q - r1c). (4.54) 47rr 
Hence we have the result that 
9ij = -6ij6(q - r/c). (4.55) 47rr 
We can see that the equivalent wavefield response to a source function T= DX(q)6(x) is 
Ui = Tj * 9ij (4.56) 
where * denotes convolution in space and time. Since we assume a linear response from the 
physical system under consideration, the response for extended sources can be calculated by a 
convolution of the extended source density with 9(x, q) the response to a directed point source 
term. 
Source terms for the electric and magnetic fields are given by Equations (2.47) and (2.48). 
In these equations derivatives of the source volume density of electric current J' and the source 
volume density of magnetic current K' are taken with respect to space and/or time. 
2To avoid confusion between the response to a directed point source term, an electric current 
dipole, and a 
magnetic dipole, this tensor will not be referred to as a Green's tensor. 
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For an electric current dipole or magnetic current dipole source, terms appear in Equations 
(2.47) and (2.48) which have the form 
(X, t) = -'7 x (Dö (x) I (t». (4.57) 
The equivalent source for the equivalent wavefield is 
T(x, q) = -V x (D6(x)X(q)) (4.58) 
where X(q) and I(t) are related by the Q transform (3.4). 
The equivalent wavefield response to source terms including spatial derivatives of a directed 
point source can be calculated by taking spatial derivatives of U(x, q), the response to a source 
term D6(x)X(q). 
U (X, q) -- 
-v X(q - r/c) (4-59) 47rr 
-Vx(U(x, q» ý -Eijkei0jUk (4.60) 
'Eijkei0j( 
Dk 
X (q - r/c» (4.61) 47rr 
Eijkei 
Dk 
-, rj X(q - r/c) +1 
--yj X(q - rlc) (4-62) 47r 
( 
r2 rc 
- Eijk ei --yjDk 
(1 




X(q - r/c) +c X(q - r/c) (4-64) 
We now introduce a moment tensor representation of the equivalent wavefield source term 
-Vx (V6 (x) X (q)). We define this moment tensor A4 by 




Using the result that 
09ij a--(- 1 
6ij6(q - r/c)) (4.66) 0Xk 49Xk 47rr 
1 
6ij 'Yk 6(q - r/c) +1 6'(q - r/c) (4.67) 47rr 
(rc)I 
it is easy to verify that 
Mjk 
--- : -CjnkD,, 6(x). 
(4.68) 
For an electric current dipole or magnetic current dipole source, terms appear 
in Equations 
(2.47) and (2.48) which have the form 
S(x, t) = (4.69) 
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The equivalent source for the equivalent wavefield is 
T(x, q) -- -VV. (D6(x)X(q)), (4.70) 
where X(q) and I(t) are related by the Q transform (3.4). 
The equivalent wavefield response to source terms including spatial derivatives of a directed 
point source can be calculated by taking spatial derivatives of U(x, q), the response to a source 
term'D6(x)X(q). 
U (x, q) -- 
-v X(q - r/c) (4.71) 47rr 
-7'7. (U(x, q» = -eiaj0jUj (4.72) 
= -ei0jaj 
( -1 DjX(q - r/c» (4.73) 47rr 






(Öij - 3-yi-yj) 
1 
X(q - r/c) +1 X'(q - r/c) 47rr 
[r 
rc 
-'Yi'Yj X"(q - rlc) (4.75) c2 
Using this result it is easy to verify that 
2 
-i9iajUj = (-DjX) * 
ik (4.76) 
(9XkaXi 
Hence the response to a source term 1717. (V6(x)I(t)) can be represented using the equivalent 
wavefield response to a directed point source term and the dipole moment, without need of an 
additional source representation tensor. 
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4.1.4 Magnetic Field of a rh-ansient Electric Current diPole 
This section calculates the magnetic field response to a switch-on electric current dipole source 
in an infinite, homogeneous medium of resistivity p. The method of solution is through the 
equivalent wavefield. The first step is to calculate the equivalent source, next the equivalent 
wavefield. response to this source is derived and finally the diffusive response is calculated from 
the equivalent wavefield. 
For an electric current dipole located at the origin aligned in the D direction with source 
current profile I(t) the source volume density of electric current is P= D6(X)I(t). From 
Equation (2.48) the magnetic field due to a source volume density of electric current P has a 
source term -Vx J'(x, t). Hence the equivalent wavefield has a source term 
T(x, q) = -V X (VÖ(x)X(q» (4.77) 
where X(q) and I(t) are related by the Q transform (3.4). 
Section 4.1.3 demonstrated that this source term has an equivalent moment tensor -A4jk ::::::::: 







X(q - r/c) +I X'(q - r/c) (4.78) i9Xk 47rr 
(r 
c 
-fx'D -X(q-rlc)+-X'(q-rlc) (4.79) 47rr 
(r 
c 
For a switch-on source current profile in the time domain I(t) = W(t) and the equivalent 
source time profile is X(q) -- qW(q) (see Table 0.2). Since X(q) = q7l(q), X'(q) = R(q) and 
the response in the equivalent wavefield domain is 
-1 'Y xD1 (q - rlc)? I(q - r/c) +I R(q - r1c) (4.80) 47rr 
(rc 
-1 
^Yxv q R(q - r/c) (4.81) 47rr r 
Given this analYtic expression for the equivalent wavefield we follow the recipe outlined in 
Box 5 to calculate the diffusive response. Using the results that 
Lq--+p ['H(q - a)] =I exp(-ap) 
(4.82) 
p 
(Erd6lyi 1954, Equation (1), page 241) 





(Erd6lyi 1954, Equation (6), page 129) we calculate that 




exp(- pr/c) (4.85) 
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r+ 1) 
exp( 2 -pr/c) (4-86) CP p 
(P) (T (Vp-) r 
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+1) exp(-V/p--r/c). (4.87) 
ý/ P p 
From (Erd6lyi 1954, Equation (3), page 245) for a>0 
r-1 t 
[l 
fc( a ). p--> p 
exp(-a.., 7p-) 
1= 
er 2 ý, It- 
(4-88) 




exp(-a,,, Fp)] -a ex: p (- 
!! L2 
(4.89) P-4 
VIP V/7-t 4t 
2 
F (t) = erfc (r+r- exp( -r (4.90) c2v/t cv7rt C24t 
and we conclude that the magnetic field response to a switch-on electric current dipole in an 
infinite, homogeneous medium of resistivity p is 
2 
H(x, t) = -1 'Y xD erfc( 
r)+r 
exp( _r) (4.91) 42 C2 7rr 
1 
c2, %, /t- C-%/7rt 4t 
where c2= p1p, which agrees with (Slob 1994, Equation (3.14), page 35). 3 
4.1.5 Electric Field of a Transient Electric Current dipole 
This section calculates the electric field response to a switch-on electric current dipole source 
in an infinite, homogeneous medium of resistivity p. The method of solution is through the 
equivalent wavefield. The first step is to calculate the equivalent source, next the equivalent 
wavefield response to this source is derived and finally the diffusive response is calculated from 
the equivalent wavefield. 
From Equation (2.47) the electric field due to a source volume density of electric current J' 
has source terms 
S(x, t) =m 





For an electric current dipole located at the origin aligned in the V direction with source 
current profile I(t) the source volume density of electric current is P= D6(x)I(t). 
For a switch- 
3The typographical error in (Ward & Hohmann 1987, Equation (2.51), page 175), can 
be confirmed by 
comparison with (Ward & Hohmann 1987, Equation 
(2.42), page 174). 
52 
on source current profile in the time domain I(t) = II(t) and P(t) = 6(t). The equivalent source 
time profile for a Heaviside step-on function is qR(q) and the equivalent source time profile for 
an impulse at zero time is 6 (q) - 
Hence the equivalent wavefield has a source function 
T(x, q) pV6(x)6(q)-PVV. (V6(x)qR(q)) (4.93) 
TI(x, q)+T2(x, q) (4.94) 
where 
Tl(x, q) pD6(x)6(q) (4.95) 
T2(x, q) -pVV. (D6(x)qR(q)) (4.96) 
Section 4.1.3 demonstrated that source term TI has an equivalent wavefield response 
Ul(x, q) -A D6(q - r/c) (4.97) 47rr 
-P 1 D6(q - r/c) (4.98) 47rr c2 
Section 4.1.3 demonstrated that source term T2 has an equivalent wavefield response 




-P 3^1(^t. D)) (q - rlc)71(q - r/c) +I R(q - r/c) 47rr 
ýr(rc 
6(q - r/c) (4.100) C2 
I 
p[1 (V - 37Y (^t. 'D) )q 'H(q - r/c) -2 6(q - r/c)] (4.101) 47rr rrc 
Hence the equivalent wavefield arising from terms T1 + T2 is 
U (X, q) = 
-p 1 VÖ(q - r/c) 47rr c2 
+ -p 3Y(^(D» 




-p V[1 q'H(q - r/c) +1 Ö(q - r/c) 47rr r2 c21 
+p -Y (-Y. V) 
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Given this analytic expression for the equivalent wavefield we can calculate the diffusive 
field. Using the results (4.90) and (3-4) we can write that the diffusive response corresponding 
to an equivalent wavefield of 





F (t) 'r' 
(erfc 
(r )+ exp(- 
r2 )) + exp( _r2 (4.105) r2 c2 Vt- CV17rt C2 V C2 2. ý/-7r-t3 C C24t 
nrI (n r2 'r (- r2 ) erfc + exp - (4.106) 2 r2 C22t C2 r c2,, /t c VI-7r-t 4t 
Hence we conclude that the electric field response to a switch-on electric current dipole in 
an infinite, homogeneous medium of resistivity p is 







c2 v7t- C22t c "I--F-t C2 4t 
+P 'Y(Y. V) 3erfc( r )+ 3+ rr exp(_ 
r (4.107) 47rr3 C2 C24t 
1c2-, 
It- 2t CVF7rt 
where c2= p1p, which agrees with (Ward & Hohmann 1987, Equation (2.50), page 175) 
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4.2 Comparison of EM Sources and Seismic Sources 
In the calculation of the magnetic field of a transient electric dipole, a source volume density 
of electric current of J' = D6(x)l(t) results in an equivalent wavefield source term -7- x 
(D6(x)X(q)). 
In the calculation of the electric field of a transient magnetic dipole, a source volume densit-, - 
of magnetic current of K' = D6(x)I(t) results in an equivalent wavefield source term Vx 
(D8(x)X (q)). 
If the dipole moment is directed along the eI direction, that is, if D-D1eI then 
-'7 x (Dd (x) X (4-108) 
= -Vx(Dle, 6(x)X(q)) (4.109) 
DjX(q)(e3l92(6(X)) - e203(6(X))) (4.110) 
a source expression which takes the difference of two couples. More generally, these source 
terms have an antisymmetric equivalent moment tensor, -Mik : --::: -EirtkD,,, 
J(x). 
This source term is equivalent to a seismic torque source, which would generate solenoidal 
(shear) waves only. Liu, Crampin & Queen (1991) and Cole (1997) report the use of a downhole 
orbital source (DHOS) which generates horizontally polarised shear-wave radiation. This source 
is proprietary technology of Conoco and little further information is available, however it is 
reasonable to suggest that this is the analogous seismic source. 
Figure 4.4: Graphical representation of a 
double-couple source. 
In earthquake seismology a double-couple 
source term is often effective in produc- 
ing a mathematical model with a radiation 
pattern which matches observations. The 
double-couple source is the sum of two cou- 
ples (see Box 8) for example the sum of 
couple (2,3) and couple (3,2) - see Figure 
4.4. The moment tensor representing such 
a source is symmetric, with a zero diago- 
nal. Because the two couples are summed, 
the double-couple source has zero net force 
and zero net torque. 
Figure 4.5: Graphical representation of the 
two couples arising from the curl of a point 
dipole source. 
In this figure the dipole moment is directed 
along the x, axis, which points out of the 
page. The familiar "right hand rule" of EM 
induction can easily be read from this fig- 
ure. 
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Box 8 The Single Couple 
Uirac delta functions are used in the mathematical modelling of physical sources for both elastic 
wave propagation and electromagnetic propagation. Consequently Dirac delta functions, and derivatives of Dirac delta functions, appear in source terms in the governing equations. 
The usual mathematical definition of the Dirac delta func- 
tion 6 (x) is that for all continuous functions f (x), the in- 
tegral f 00 6(x - a)f (x)dx =f (a). In this sense the Dirac 
fN 
delta function is only well defined when it appears under a 
suitable integral. A useful graphical representation of a dirac 
delta function is presented in Figure 4.1. 
By extension, derivatives of the Dirac delta function require 
to appear under an integral to be well defined. One perspec- aX tive is to consider that the requirement for these integrations 
is understood and they are implicit but unspoken in our no- Figure 4.1: Graphical representa- 
tation. tion of a Dirac delta function. 
A point source in 3-dimensional space may be compactly rep- 
resented using the 3D Dirac delta function X3 
6(X) - 6(Xl)6(X2)6(X3)- 
Taking the partial derivative with respect to one spatial vari- 
able of a 3D dirac delta function results in a couple. Figure 
4.2 presents a useful graphical representation of the (3,2) 
_T A couple e3(926(X). A right-handed coordinate system is used and in this figure the x, axis points out of the page. X2 
In 3-dimensional space there are nine possible different cou- 
ples, which are schematically represented in Figure 4.3 (after Figure 4.2: Graphical representa- 




























The response to a directed impulsive point source term can be calculated for the diffusive field, 
or its equivalent wavefield, using the appropriate completeness theorems. However, it is easier 
to calculate the equivalent wavefield response 
9ij =I 6ij6(q - r1c). 47rr 
first, and then calculate the diffusive response by applying the Q transform. 
The response to more general sources can be calculated by combining the response to a 
directed point source term with the appropriate source description. EM source terms involve 
derivatives with respect to space and/or time of the source volume density of electric current 
P and the source volume density of magnetic current K', and differ between the electric and 
magnetic fields. Consequently even a simple source current density leads to a complicated 
source term. However both the electric and magnetic fields of an electric current dipole can be 
compactly expressed as the convolution of the dipole moment D and a moment tensor A4jk 
with the diffusive response to a directed impulsive point source term. 
It is easier to combine the source description with the equivalent wavefield response to a 
directed point source term, to calculate the equivalent wavefield and then the diffusive EM 
field, rather than work directly from the diffusive response. This is because the mathematical 
form of the diffusive response to a directed point source term is more complicated than that 
for the equivalent wavefield and this complication increases when higher spatial derivatives are 
required. 
The magnetic field generated by an electric current dipole has a source term described by 
an anti-symmetric moment tensor. This source term is equivalent to a seismic torque source, 
which would generate solenoidal (shear) waves only. The electric field generated by an electric 
current dipole has a source term described by two components, one of which is equivalent to a 
seismic directed point force. 
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Chapter 5 
Sources at the Surface of a 
Uniform Half-Space 
The transient electromagnetic field of a grounded horizontal electric current dipole source lo- 
cated at the surface of a uniform half-space is known for receivers located at the surface of the 
half-space. Given the analytic expression for this diffusive response the equivalent wavefield at 
the surface of the halfspace can be calculated analytically. This calculation involves the analytic 
calculation of forward and inverse Laplace transforms. 
The equivalent wavefield can be calculated for a variety of different source current profiles. 
The EM response to a transmitter with an electric current profile which is an impulse at zero 
time can be calculated by taking the derivative with respect to time of the switch-off response 
and multiplying by -1. Because the Q transform is non-linear in time, this procedure cannot be 
applied to calculate the equivalent wavefield for an impulsive current profile from the equivalent 
wavefield for a switch-off current profile. 
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5.1 Horizontal Electric Current Dipole at the Surface of 
a Uniform Half-Space 
Few analytical expressions have been published describing the time domain behaviour of the 
field of a finite source over finite media. The transient electromagnetic field of a grounded 
horizontal electric current dipole source located at the surface of a uniform half-space is known 
for receivers located at the surface of the half-space. 
Consider an electric current transmitter bipole centred on the origin with the current in the 
transmitter wire flowing in the V direction. The source moment IDI, is the product of current 
flowing and the length of the bipole. A dipole source is a mathematical construction and is the 
limiting case of a bipole which shrinks to infinitesimally short length while at the same time 
the source moment is kept constant. 
x 
Figure 5.1: Configuration of a grounded dipole source. 
The horizontal component of the electric field parallel to the transmitter orientation is 
denoted Ell and the horizontal component of the electric field orthogonal to the transmitter 
orientation is denoted Ej_. The rate of change with respect to time of the vertical component 
of the magnetic field is denoted dHz/dt. 
5.1.1 EM Response for a Switch-off Týransmitter Current Profile 
For a horizontal electric current dipole source and a switch off transmitter current profile, that 
is, a transmitter current which is constant for negative times and zero 
for positive times Weir 
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(1980) gives 
E-L(t > 0) =0 (5.1) 
Ell (r, 0, t< 0) --D (1-3 COS2 27ro, r3 (5.2) 
Ei, (r, 0, t> 0) =v (erf (r)-2r exp( -r (5.3) 27ro, r3 c2v/-t v77r c2 c24t» 
7rur3 





F2(t) 2r exp(- (5.6) 
výir c2 Vt- C24t 
E) is the moment of the dipole 
c2 (5.7) 
and 
erf is the error function. 
5.1.2 Equivalent Wavefield for a Switch-off Mransmitter Current Pro- 
file 
Given the analytic expression (5.4) for the diffusive response we follow the recipe outlined in 
Box 7 to calculate the equivalent wavefield U11. 
Taking the first term 










61yi 1954, Equation (6), page 176) 
- exp (- -P)) c 
From (Erdelyi 1954, Equation (2), page 241) for a>0. 
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where it is understood throughout the above that q>0. 
Taking the second term 
F(t) - F2(t) 
22 
7= exp(- ' 7r C2 x c2v/t V 
(5.17) 
(8) r exp(- 
r 
V, -S) c / - 
(5-18) 
c V S 
(Erd6lyi 1954, Equation (27), page 146) 
(j(P) P(P2) 
=r exp( _ 
rp) (5-19) 
CP c 







r 'H(q - r/c) (5.22) c 
(Erdelyi 1954, Equation (1), page 241) 
Combining these two results yields 
Ull(r, q) 
v3 
(Ul(q) - U2(q)) (5.23) 27rar 
'D 
q'H (r- q) +r R(q - r1c) -r R(q - r/c)) (5.24) Y7 r -0, r 3 -C cc 
1) 




Figure 5-2: The equivalent wavefield 
of a grounded dipole source. 
For the response to a switch-off source 
profile the equivalent wavefield U(q) 
arises from the difference of two terms, U2(r, q) 
E) 
(Ul(q) - U2(q)). 27ro, r3 
This results in a "triangle" waveform. 
N. B. this result was derived from the 
analytical formula for the electric field 
on the interface between two media. 
Hence this result only holds on this in- 
terface and cannot be used to give the U(r, q) 
equivalent wavefield in other regions. 
At q>0 the wavefield is zero inside 
the circle r= cq. The maximum am- 
plitude at a given q>0 is -- 
D, and 27ro-P_qI 





I/ %ý -I 
5.1.3 EM Response and Equivalent Wavefield for an Impulsive Trans- 
mitter Current Profile 
The response to a transmitter with an electric current profile which is an impulse at zero time 
can be calculated by taking the derivative with respect to time of the switch-off response and 
multiplying by -1. 
-a Ell (r, 0, t> 0) (5.26) at 
-0 
D 
(erf( r2r exp( _r (5-27) at 27rorr3 c2 v"t -,, /-7r c2v"t C24t 
-D3 exp(- 
r2)(2r -1t-3/2 
27ro, -r c24t ý, fir 2c2 
2r -It-3/2 2r2 -2 t (5.28) 77r 2c 2 77r 2cVt 4C2 
exp(- 
r2=r t- 3/2 + t-l (5.29) 27ro, r3 C24t 7r 2c 22 4c2 
E) 
- exp(- 
r2r t-5/2 (5.30) 27ro, r3 C24t VF7-r 8C3 
Given this analytic expression for the diffusive response we follow the recipe outlined in Box 7 
to calculate the equivalent wavefield. 
Combining the results 
t-3/2 
a2 
Ic exp(- V -v/7r exp(-aVs) 
(5.31) 
(Erd6lyi 1954, Equation (28), page 146) for a>0 
(a t) 
t-5/2 (- a )] V svl- 
4-2 exp 4t 
/ý 7rexp(-aVýs (5-32) 
(Erd6lyi 1954, Equation (5), page 246) for a>0 
gives 
F (t) -D exp (_ 
r2-r t-5/2 
27ro, r3 C24t V7r 8C3 
(r vs- + exp F(s) 
7rOrr3 cc 
V/'S) 
fj (P) (P2 





D3 [r 6'(q - r/c) + 6(q - r/c)] 27ro, r c 






This calculation demonstrates that, while the Q transform is linear with respect to space 
derivatives, it is not linear with respect to the time derivative. 
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5.2 Conclusions 
The transient electromagnetic field parallel to a grounded horizontal electric current dipole 
source located at the surface of a uniform half-space and with a switch-off transmitter current 
profile is 
r2rr2 Ell t> 0) 3 
(erf( exp(- 
C24d) 27ro, r c2 v/-t Vir c2Vt- 
and for an impulsive transmitter current profile is 
-a Ell (r, O, t > 0) - 
1) 
- exp (_ 
r)2r t-5/2 (5-38) 
(9t 27rar3 C24t ýF7r 8C3 
Given these analytic expressions for the diffusive response the equivalent wavefield can 
be calculated analytically by taking a Laplace transform with respect time with transform 
parameter p, warping the Laplace domain so that energy at parameter value p is mapped to 
and then taking an inverse Laplace transform from p to the time-like variable q. 
This process yields, for the equivalent wavefield of the switch-off source current profile 
vr 




and for the equivalent wavefield of the impulse source current profile 
Ull (r, q) =-D3 
[r ä'(q - r/c) + Ö(q - r/c) r/c > 0. (5.40) 27ro, r c 
This demonstrates that, while the Q transform is linear with respect to space derivatives, 




Electromagnet ic Acquisition and 
Pre-processing with TEAMEX 
The long offset transient electromagnetic (LOTEM) method is designed to penetrate to depths 
which are of interest in mineral and hydrocarbon exploration and to detect both resistive and 
conductive targets. LOTEM surveys employ a grounded electric bipole source at the Earth's 
surface and a number of surface receivers measuring both electric and magnetic fields. In the 
LOTEM method the distance between transmitter and receiver is approximately equal to or 
greater than the exploration depth. 
The TEAMEX multichannel transient electromagnetic (MTEM) acquisition system enables 
LOTEM acquisition with simultaneous recording from one source into many receivers. The large 
dynamic range of the TEAMEX receiver unit allows data to be recorded at much nearer offsets 
than was previously possible. In addition this technology greatly speeds the data acquisition 
process. This allows many more transmitter locations to be occupied than was previously 
possible and results in a dramatic increase in the spatial density of data collected. 
Transient electromagnetic surveys have traditionally collected relatively small amounts of 
data upon which great effort was lavished in order to extract the maximum possible amount 
of information from each data point. In the main, previously developed data pre-processing 
techniques remain useful and viable. However, efficient processing of increased 
data volumes 
requires new software for efficient storage, display and processing of the 
data. Applying auto- 
mated processing procedures has the potential for misleading 
distortion of the signal. 
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6.1 The TEAMEX MTEM Acquisition System 
The TEAMEX system for multichannel transient 
electromagnetic sounding was developed by DMT, based 
on their successful seismic exploration system SEAMEX - 
Many TEAMEX receiver units can be linked together 
in a spread, enabling simultaneous recording from one 
source into many receivers. 
The system is designed to record the time domain re- 
sponse to a transient electromagnetic source. A horizon- 
tal electric current bipole transmitter carrying a bipolar 
current waveform is commonly employed, switching al- 
ternately between positive and negative current - see 
Figure 6.1: A TEAMEX receiver unit. 
Figure 6.3 and (Strack 1992). The interval between switching must be long enough for the 
transient EM response to reach a constant level before next the next polarity switch. 
Receivers of both the electric dipole or induction coil type can be used. Each TEAMEX receiver 
unit converts two analogue channels into digital format for transmission to a central PC which 
controls the action of the entire spread. Transients may be digitised with a sample interval of 
of 0.25,0.5,1,2,4,8 or 16 ms. Each recorded transient may contain 2048 or 4096 samples. 
The TEAMEX receiver units do not record all the time. Each receiver unit records transients 
on two channels in a time interval which captures a specified number of samples before and 
after the switching of the current polarity. After recording and digitisation the transient signals 
are then sent back to a controlling PC-compatible workstation. 
In practice, the time taken to transmit the digitised signals along the PCM line from the remote 
units to the central controlling PC is likely to determine the minimum interval between switches 
of the transmitter current polarity and hence the number of transients which can be recorded 
in a given time. The time required to transmit the digitised signals depends upon the number 
of samples recorded, number of receiver units employed and bandwidth achieved through the 
PCM digital transmission line. Wet weather and long distances from the remote units to the 
receiver line controller exaggerates capacitative loss in the PCM line which in turn limits the 
achievable bandwidth. 
6.1.1 Acquisition Configuration 
The dynamic range of the transient signal decreases with distance from the transmitter. 
The 
increased dynamic range of the new TEAMEX receiver unit allows data to be recorded at much 
nearer offsets than was previously possible (Strack 1992, Chapter 5, page 
140). In addition, 
the centralised digital control and transmission of the receiver spread greatly speeds 
the data 
acquisition process. This allows many more transmitter 
locations to be occupied than was 
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previously possible and results in a dramatic increase in the volume of data that can be collected. 
Figure 6.2: Synchronisation between the transmitter and receiver systems is necessary, not only 
because the receiver units do not record continuously, but also because the onset time is not 
always clear from the data. Using clocks to synchronise the transmitter and receiver systems 
removes the necessity for a physical connection or line-of-sight between the transmitter and 
receiver crews. This means that there is not a need for long cable runs or telemetry repeater 
stations when there are large distances or obstacles between transmitter and receiver crews. 
For large multichannel surveys a regular acquisition geometry, as pictured in Figure 6.3, 
simplifies field work, survey design and processing. ' Using a grounded line current source as 
transmitter, two orthogonal transmitter orientations are "shot" into each receiver spread. Both 
in-line and broadside transmitters are used with a bipolar transmitter current wave form. Each 
TEAMEX receiver unit records two channels. When a grounded current bipole source is used 
it is usual to measure the horizontal electric field parallel to the transmitter and one additional 
component, which is alternately the horizontal electric field perpendicular to the transmitter 
and the rate of change of the vertical component of the magnetic field. ' This acquisition 
geometry is a development of that described by Strack (1992, figure 5.14, page 139). 
For convenient reference, and compatibility with previous work, the measured electric field 
components are always named with reference to the transmitter orientation employed when they 
were recorded. The horizontal component of the field parallel to the transmitter orientation 
is always denoted Ex, regardless of any external coordinate system. Similarly the horizontal 
component of the electric field orthogonal to the transmitter orientation is always denoted 
Ey. The rate of change with respect to time of the vertical component of the magnetic field is 
denoted dHz/dt. 
'When only a small number of sources and receivers are employed it is reasonable to select their exact 
positioning according to field conditions and this has been common practice. 
2jt is convenient to measure the rate of change of the vertical component of the magnetic 
field, partly 
because this can be achieved by using a simple a horizontal loop of cable as a transponder and partly 
because 
for a grounded current source the natural-field noise in the magnetic 
field is greater in the horizontal direction 
than in the vertical direction (Gunderson, Newman & Hohmann 1986). 
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Figure 6.3: Surface to surface MTEM data acquisition configuration. Top: The transmitter 
and receivers are laid out along a line over the target (after Strack 1992, figure 5.14, page 
139). Middle: Each TEAMEX receiver unit measures Ex, the horizontal component of the 
electric field parallel to the transmitter orientation, and one additional component, which is 
alternately the horizontal component of the electric field perpendicular to the transmitter ori- 
entation and the rate of change with respect to time of the vertical component of the magnetic 
field, denoted dHz/dt. Bottom: A bipolar transmitter current wave form I(t) induces transient 
electromagnetic signals whose decays reveal the subsurface resistivity structure. 
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6.2 Data Pre-processing 
6.2.1 Conversion from Bipolar Response 
TEM fieldwork is often performed with a bipolar transmitter current profile, since this gives a 
constant loading on the generator and switching systems. However TEM signals are more usu- 
ally analysed in the form of the response to a switch-on or switch-off transmitter current profile. 
Transients recorded using a bipolar transmitter current waveform are commonly converted to 
a switch-on or switch-off response during pre-processing. 
A switch-on transmitter current profile is zero for negative times and constant for positive 
times while the switch-off transmitter current profile is constant for negative times and zero for 
positive times. The switch-on response is also sometimes known as the step-on response (Yu 
& Edwards 1992). The switch-on and switch-off responses differ by the constant value of the 
late-time asymptotic level. That is 
switch-off response - late time level - switch-on response. (6.1) 
Consider the situation where the bipolar current is flipping from negative to positive polarity. 
The response is 
bipolar response switch-on response - switch-off response (6.2) 
2x switch-on response - late time level. (6-3) 
The constant late time level is removed during bias removal (see Section 6.2.2 below) and so 
we can safely take the pre-processed bipolar response to be twice the switch-on response. 
6.2.2 Removal of Residual Bias 
Transients are recorded every time the bipolar current waveform is switched from one polarity 
to another. The interval between switching is such that the signal from the transmitter has 
settled to a constant level before the next transient is recorded. Immediately prior to recording 
the next transient the TEAMEX receiver units try to back off this background signal level 
or bias. This is achieved by averaging the signal to estimate the DC level and subtracting it 
from the signal. In addition to the bipolar waveform of the transmitter, bias can also result 
from self-potential generated between electrodes, or magnetotelluric signals originating 
from 
fluctuations in the Earth's natural magnetic field. ' Because of these unpredictable signals it is 
likely that some residual bias will remain. 
Each transient contains a certain number of samples the initial few hundred of which are 
recorded pre-trigger. That is they are recorded before the current polarity 
is switched. These 
31n fact the magnetotelluric signal is likely to be larger in amplitude than the signal 
from the transmitter. 
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pre-trigger samples allow accurate identification and backing off of any residual bias not cor- 
rected by the receiver unit. Failure to remove residual bias can result in significant misinter- 
pretation of the data (Strack 1992, Chapter 5, page 143). 
6.2.3 Reduction of Random Noise by Vertical Stacking 
In order to improve the signal-to-noise ratio many transients are recorded for one transmitter- 
receiver configuration and then vertically stacked. Given an adequate number of relatively 
clean transients, a simple averaging procedure is remarkably effective in improving the signal to 
noise ratio. There are also a number of algorithms which try to improve upon this brute force 
approach. Selective stacking procedures attempt to identify and remove individual uncharacter- 
istic samples (outliers) due to noise bursts in an otherwise acceptable transient (Strack 1992). 
Helwig, Hanstein & H6rdt (1995) employ cluster analysis to identify and discount uncharac- 
teristic transients, which are likely to be noisy or distorted. Due to the volume of data to be 
processed these procedures are automated to the greatest extent possible. 
6.2.4 Reduction of Organised Noise 
EM measurements collected in inhabited regions are typically contaminated with a significant 
amount of noise from power sources. Generally this noise is concentrated in a few narrow 
frequency bands; the base frequency of the power supply, and higher harmonics. 
Notch filters may be applied to reduce this noise energy. However this approach introduces 
distortion of the signal, particularly around the onset, resulting in great difficulties during 
interpretation. 
An alternative approach is the lockin filter. This is typically used to attenuate periodic noise 
associated with the base frequency of the power supply, which is commonly the most powerful 
single periodic noise energy. Given the frequency of this noise, the procedure estimates its phase 
by fitting a sine waveform to the pre-trigger samples. Then assuming that the noise is frequency- 
and phase-stable over the duration of the transient, this sine waveform is extrapolated and 
subtracted from the transient. 
Helwig et al. (1995) report a refinement of the method, which refines the estimate of the 
frequency of the noise, as well as its phase. This gives improved results but at much greater 
computational cost. 
If the phase of periodic noise varies from transient to transient in a random fashion then 
vertical stacking can have some effect in reducing this noise energy. In this way vertical stacking 
can assist in reduction of residual periodic noise remaining after filtering. 
However vertical 
stacking can also mask distortions introduced by periodic noise reduction filters. 
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6.3 Noise Environments 
The frequency content of the transient EM signal varies significantly, and in a systematic way, 
over the duration of the response. This means that the transient EM signal is non-stationary. 
For this reason it can be suggested that it is not possible to define sensibly a single signal-to- 
noise ratio for a transient EM signal. 
For example, it is possible to obtain a very accurate estimate of the asymptotic late-time 
(DC) signal level by using both vertical stacking and averaging in time. In contrast, at the very 
early times the signal is changing fastest and the scope for using the temporal coherence of the 
signal is at a minimum. 
It is perhaps more useful to discuss the uncertainty in the signal level at a particular time, 
which can be derived during vertical stacking by considering the distribution of samples about 
the mean. When performing feasibility studies it is important to consider the achievable un- 
certainty over the time range used for interpretation. 
6.4 Distortions of the Signal 
6.4.1 Low-pass Filtering 
It is a general principle in data acquisition to employ a bandpass filter to restrict the frequencies 
recorded to the range of interest. If no filters are employed then noise from uninteresting 
frequency ranges will unnecessarily be recorded and energy from frequencies above the Nyquist 
will be aliased and appear as spurious energy in the signal. 
In TEM surveying the late time (DC) response is usually of interest and so a low-pass filter 
is commonly employed. Application of a low-pass filter can be discussed either in terms of 
multiplying the Fourier power spectrum of the signal with the Fourier-domain filter response 
function, or equivalently, convolution of the signal with the time-domain filter response function. 
Usually filter design takes place in the Fourier domain. 
It is important when designing a low-pass filter to bear in mind the distortion of the TEM 
signal which will occur when it is applied. A given Fourier-domain filter response function 
determines the time-domain filter response. Generally speaking, the wider the time-domain 
filter response, and the greater the blurring and distortion of the signal. 
The width of the filter response in the time domain is related to the steepness of the decay of 
the filter response in the Fourier domain. The faster the decay, the wider the response and the 
greater the distortion. As a consequence TEM acquisition systems typically employ a low-pass 
filter with an unusually low rate of decay. 
71 
6.4.2 Clock Drift 
During acquisition with the TEAMEX system synchronisation between the transmitter and re- 
ceiver systems is usually achieved using clocks. Inevitably these clocks do not remain perfectly 
in step throughout acquisition: there is some drift between them. This drift causes the receiver 
and transmitter systems to move gradually out of synchronisation, resulting in a gradual change 
in the the onset time in the recorded transients. When the raw traces are vertically stacked to 
reduce noise levels the signal becomes slightly smeared (see Section 6.2.3 for an explanation of 
vertical stacking). The degree of smearing of the signal is determined by the amount of drift 
between the receiver and transmitter clocks. For this reason it is important that the drift be- 
tween the clocks is negligible over time intervals on which a particular acquisition configuration 
is occupied. 
6.4.3 Transmitter Waveform Instability 
The objective of the transmitter system is to inject into the Earth a bipolar current with the 
maximum possible dipole moment. Usually this is achieved by connecting a standard electrical 
power generator to a switch-box which controls the source current profile. The length of the 
transmitter bipole is generally fixed by survey considerations, leaving only the current amplitude 
to be maximised. Selection of a safe current amplitude is the task of the transmitter operator. 
It is not possible to realise a perfect square wave. In practice the quality of the "square 
wave" produced by the transmitter system degrades as the current amplitude approaches the 
capacity of the switch-box, and/or the injected power approaches the capacity of the generator. 
In general a slightly different transmitter waveform is realised for differing current amplitudes 
and power inputs. The transmitter operator must select a suitable power input which can be 
sustained at a stable level without unfortunate degradation of the bipolar waveform or damage 
to generator or switch-box. 
The effective ground resistivity encountered by the transmitter crew can vary widely over 
relatively short distances. Once in operation heat builds up in the switch-box and generator. 
This causes changes in performance. On arrival at a transmitter site the transmitter operator 
must quickly assess what power can be sustained, based upon the behaviour of a newly installed, 
cold, system. 
Instrumentation of the transmitter installation is usually minimal. Commonly a reading of 
nominal current amplitude is provided by a gauge on the switch-box. This reading is recorded 
at the start of acquisition from a particular configuration, and sometimes at completion of 
acquisition if there has been a significant change. If the transmitter performance 
declines 
dramatically it is necessary to stop acquisition, re-evaluate, and begin again. 
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6.4.4 Near Surface Heterogeneities 
Lateral variations in the resistivity of the near surface can arise for many reasons including 
weathering of the near surface and different surface cover. It is widely known that such near- 
surface heterogeneities can strongly distort magnetotelluric responses. Controlled source EM 
methods also suffer from such distortion (Newman 1989, Strack 1992, Qian 1994). 
Typically an acquisition configuration is optimised to resolve deeper features and is not well 
suited to resolve the very near surface. A useful analogy can be drawn with the experience of 
viewing the world through bottom of a drinking glass. It is quite possible to deduce that the 
distorting layer is there but difficult to focus at the same time on the bottom of the glass, and 
the world which is viewed through it. 
Qian (1994) analyses the effect of a small local surface heterogeneity over an otherwise 
ID Earth using a thin-sheet integral equation formulation. Considering a grounded electric 
current dipole transmitter Qian (1994) demonstrates that the greatest effect arises when the 
heterogeneity is directly under either the transmitter or receiver. When the heterogeneity is 
under the transmitter the effect is to change the effective dipole moment of the transmitter. 
This effect is well known in magnetotellurics as static shift and is sometimes called transmitter 
overprint in controlled source methods. When the heterogeneity is under the receiver the electric 
field is again strongly affected, as would be expected from reciprocity of the source and receiver. 
However the magnetic field is less strongly distorted, resulting in measurements which are more 
difficult to interpret. 
6.4.5 Induced Polarisation 
In the theory of TEM propagation and interpretation, it is often assumed that subsurface 
resistivity is invariant with frequency and capacitive effects are neglected. This may not be a 
good approximation to the EM response in areas of significant subsurface metallic mineralisation 
or near to conducting objects such as pipelines and wire fences. 
When the subsurface contains significant metallic minerals, electric current from a TEM 
source causes electrochemical reactions. Ions are exchanged at the surface of contact between 
the minerals and the electrolytes dissolved in the fluid filling the pore spaces. This electrochem- 
ical exchange creates a voltage which opposes the current flow through the material. When the 
externally applied current is turned off, the electrochemical voltages at the metallic grain sur- 
faces are dissipated, but not instantaneously (Dobrin, & Savit 1988). Because the build-up and 
decay of these opposing voltages is not instantaneous, this effect decreases with the frequency 
of the source current. This effect is called induced polarisation (IP) and has been widely used 
in the exploration for minerals (Sumner 1985). 
Cultural conductors such as buried cables and pipelines are commonly encountered in 
EM 
exploration programs (Nekut & Eaton 1990, Qian & Boerner 1995) and can produce 
IP effects 
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similar to subsurface mineralisation. Flis, Newman & Hohman (1989) demonstrate how IP 
effects can distort TEM responses to result in sign reversals. These sign reversals cannot be 
explained or interpreted using a theory which only allows a frequency- independent resistiý, -ity 
and neglects capacitative effects. 
6.4.6 Pulsed Cathodic Protection 
Pipelines, well casings and other steel structures corrode when buried in soil. The cathodic 
protection technique causes DC electrical current to flow from the soil to the surface of the 
structure and has been used to mitigate corrosion for many years. 
Typically, the negative lead from a rectifier is connected to the structure, and the positive 
lead to a bed of expendable anode rods. The resulting DC current mitigates corrosion by 
electrochemically reducing corrosive oxygen molecules and hydrogen ions present in the soil 
adjacent to the surface of the structure. This protective reaction occurs within microseconds of 
the application of the cathodic curr6nt. Before the corrosion reactions can begin again, further 
molecules and ions must diffuse to the surface of the structure from the surrounding soil. 
The diffusion process is orders of magnitude slower than the reduction process. The throw, 
or distance down the pipeline or well casing increases with current magnitude. With Pulsed 
Cathodic Protection (PCP), the corrosive molecules and ions are electrochemically reduced 
with current pulses of short duration but high magnitude. The short duration PCP pulses are 
separated by relatively long intervals, consequently the PCP voltage is applied less than 10% 
of the total time. 
PCP systems produce a characteristic signal which should be clearly visible on MTEM data 
collected nearby. If at all possible, the cathodic protection of structures near the field area 
should be switched off during acquisition of a TEM survey. 
6.5 Measurement and Compensation for the System Re- 
sponse 
Controlled source geophysics operates by measuring the Earth's response to an external source 
and then estimating subsurface parameters from this response. In order to extract this infor- 
mation it is necessary to have a good estimate of the source signal. Perhaps the most obvious 
approach to obtaining a good estimate of the source is to measure it (Ziolkowski 1987). 
In LOTEM surveying it is normal practice during initial field system tests to measure the 
EM fields a few metres from the transmitter. This is performed with routine receiver units and 
controller. Since the EM field amplitude is much higher than at usual acquisition offsets the 
dimensions of the receiver bipoles and/or receiver coils employed are greatly reduced. However 
the acquisition settings (sample interval etc) are as for normal operation. 
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In this measurement regime the EM field effectively retains the source profile injected by 
the transmitter system. Since the measured data includes the response of the receiver svstem, 
as well as the transmitter, it is called the system response. 
It is not usual to measure the system response throughout a LOTEM survey. It would be 
quite possible to deploy an additional TEAMEX receiver unit at the transmitter to measure 
continually the system response. In the case that there is not a connection between receiver 
and transmitter installations (this is the usual case - see Section 6.1.1) this would require a 
dedicated PCM digital transmission line and PC-compatible. Since this recording would be 
operating independently from the main data capture unit it would be very difficult to identify 
with complete certainty the system response corresponding to a particular transient. 
Compensation for the system response is required during interpretation. Most quantitative 
interpretation is model-based and operates by iterative forward modelling to match synthetics to 
the measured data. In such a situation the synthetics can be convolved with the system response 
before comparison with the data. An alternative approach is to deconvolve the system response 
to recover (a band limited measurement of) the impulse response of the Earth, which can 
then be interpreted (Ziolkowski, Hobbs, Chisholm, Wilson, Sharrock, Miter, 116rdt, Neubauer, 
Vozoff, Helwig & Andrieux 1996). 
6.6 Experience from an Early Time-Lapse Multichannel 
Survey with TEAMEX 
Two MTEM surveys were acquired at a gas storage 
facility which uses a natural underground reservoir in 
the Paris basin. The goal of this time-lapse surveying 
was to determine if differences between the two sur- 
veys could be interpreted to monitor changes in the 
gas "bubble" as the operator, Gaz de France, injected 
and recovered gas reserves. 
The acquisition was performed by Compagnie G6n6rale 
de G6ophysique and their sub- contractors, including Figure 6.4: Location of field area. 
HarbourDom Consulting GmbH, using a horizontal electric current bipole source and TEAMEX 
receiver units. The same densely-spaced pattern of sources and receivers was used 
in both sur- 
veys. The first survey employed a total of 64 receiver channels and 57 transmitter stations, 
concentrated along a profile over the gas reservoir (Wilson, Ziolkowski, 
Hobbs & Sharrock 
1995), giving exceptionally dense spatial data coverage for a LOTEM survey. 
Accurate sur- 
veying of the field area, and semi-permanent installation of electrodes, ensured 
that the second 
survey returned to the same source and receiver locations. 
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Each TEAMEX receiver unit recorded two transients every time the bipolar current waveform 
was switched. Each transient contains 2048 samples at a sampling rate of I ms. Of these 
approximately 384 are pre-trigger samples, which allow accurate identification and backing off 
of remaining bias and also record valuable information on background noise characteristics. 
Figure 6.5 displays in the form of a common source gather the in-line Ex component recorded 
from transmitter 19 at several receiver locations. 
Figure 6.5: Common source gather of E field components in-line with transmitter 19, presented 
in the style of a seismic common source gather. In each figure offset from the transmitter 
increases from right to left in intervals of 125 m, starting from I km. Time increases from top 
to bottom in intervals of I ms while timing lines are set at 10 ins intervals. On each trace is 
apparent a number of pre-trigger samples followed by onset of the pulse from the transmitter. 
Left: the first raw trace recorded at each receiver. Right: the result of vertical stacking of all 
the traces at each receiver, demonstrating a greatly improved signal-to-noise ratio. 
Figure 6.6: Common source gather of E field components in-line with transmitter 19 after 
processing. In each figure offset from the transmitter increases from right to left in intervals of 
125 m, starting from I km. Left: The last 200 samples of the trace have been used to estimate 
the late-time DC level of the signal. The trace is then subtracted from the DC level in order to 
convert from the switch-on response, which is recorded in the field, to the switch-off response, 
which is more advantageous for processing. Right: Preliminary calculation of the equivalent 
wavefield using Q transform inversion by singular value decomposition (see Section 7.3). The 
equivalent wavefield is plotted against the time-like variable q which has units of V/-s. q increases 
down the page with timing lines at 1 V/-s intervals. 
The number of pre-trigger samples was intended to be fixed but is observed to vary 
from 
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transmitter to transmitter. Zooming in on the onset of the arrival allows the interpreter to 
estimate the actual number of pre-trigger samples, and compensate in later processing. For 
transmitter 19, the zero time is picked as sample 381. 
Analysis of noise content concludes that the principal periodic noise is cultural 50 Hz back- 
ground from power supplies and is not phase-stable between transients. Since the noise is 
not phase stable between transmitter switchings a simple averaging of an adequate number of 
relatively clean transients is effective in improving the signal-to-noise ratio. 
These surveys have demonstrated the effectiveness of the TEAMEX acquisition system and 
the viability of large-scale time-lapse MTEM surveying. However interpretation of data from 
this field area remains unfinished. 
Geological noise, topography and the presence of pipelines mean that, as would be expected, 
the measured data does not match exactly the response to the reservoir which was estimated 
by 3D modelling. Principal among these distorting factors are about 40 wells, and associated 
surface pipes used for injection, production and monitoring of gas in the reservoir. While 
the EM response of pipelines is broadly understood the quantitative evaluation and removal 
of pipeline effects in EM surveys remains an area of active research (Qian & Boerner 1995) 
Certainly it would be a very non-routine task to interpret and eliminate the effects of 40 wells 
and the conclusivity of the results might still be held in question. 
However it can be hoped that these distorting features will all remain the same during the 
second survey. Taking the difference between the data collected in the two surveys will then 
eliminate effects from pipelines and uncover the response to changes in the reservoir. 
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6.7 Conclusions 
The TEAMEX system for multichannel transient electromagnetic sounding was developed by 
DMT, based on their successful seismic exploration system SEAMEX. Many TEANIEX receiver 
units can be linked together in a spread, enabling simultaneous recording from one source into 
many receivers. The large dynamic range of the TEAMEX receiver unit allows data to be 
recorded at much nearer offsets than was previously possible. In addition this technology 
greatly speeds the data acquisition process. This allows many more transmitter locations to be 
occupied than was previously possible and results in a dramatic increase in the spatial density 
of data collected. 
The system is designed to be used in the time domain with a transient electromagnetic 
source. Synchronisation between the transmitter and receiver systems can be achieved using 
clocks. In a typical acquisition both in-line and broadside transmitters are used with a bipolar 
transmitter current wave form. Data pre-processing includes conversion from a bipolar response 
to a switch-on response, removal of residual bias, reduction of random noise by vertical stacking, 
filtering of periodic noise and noise bursts. 
Distortion is inevitably introduced by filtering employed in the acquisition system and dur- 
ing noise reduction. This distortion can be measured or estimated. Additional distortion is 
introduced during vertical stacking of transients for example as a result of instability of the 
transmitter waveform or drift between the clocks controlling the transmitter and receiver sys- 




Diffusive to Propagative Mapping 
Seismic energy propagates through the Earth as, to a good approximation, a non-dispersive 
wave motion. Seismic signals can often be interpreted very effectively using procedures which 
analyse the time seismic pulses take to travel to and from a reflecting target. Electromag- 
netic energy propagates through air as a wave motion, but its movement through the Earth 
is diffusive. Because of the imperfect conduction of the Earth the different frequencies in an 
electromagnetic pulse move at different speeds and are attenuated at different rates causing the 
shape of the pulse to change over time. This diffusive nature limits resolution, nullifies the con- 
cept of a travel time and makes interpretation of diffusive EM data more difficult than for the 
seismic reflection method. Because of the absence of an alternative interpretation procedure, 
for example based upon travel-times, iterative forward modelling continues to be the mainstay 
of many EM processing and interpretation schemes despite high computational cost and well 
understood difficulties of the approach. 
The equivalent wavefield concept relates diffusive propagation to an equivalent non-diffusive, 
wave propagation, provided equivalent source and boundary conditions are satisfied. The equiv- 
alent wavefield concept is applied here to relate diffusive electromagnetic propagation to an 
equivalent wavefield. 
The Q transform is a prescription for calculating a diffusive response from its equivalent 
wavefield. The Q transform may be inverted to calculate an equivalent wavefield from diffusive 
transients. Following Tournerie & Gibert (1995) we call this process diffusive to propagative 
mapping (DPM). Given a suitable equivalent wavefield, data processing and interpretation 
techniques inspired by the seismic method may be applied to the equivalent wavefield to recover 
the equivalent velocity c(x). For EM data a conductivity profile U(x) may then 
be calculated 
using the relationship po, (x) = C(X)-2 (Lee & Xie 1993). 
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7.1 Diffusive to Propagative Mapping (DPM) as an III- 
posed Inverse Problem 
Section 3.1 derived the Q transform and explained how it may be used as a prescription to 
calculate the diffusive field corresponding to a wavefield. This might be the case if it was 
desired to model a diffusive process by first computing the equivalent wavefield. This approach 
has been taken by a number of authors (Lee et al. 1989, Oliver 1994). This chapter concentrates 
on inverting the Q transform to achieve diffusive to propagative mapping. 
Section 3.1 explains that the action of the Q transform can be understood as being equivalent 
to the following steps 
a forward Laplace transform of the input signal, 
2. a non-linear warping of the Laplace transform variable and 
I an inverse Laplace transform. 
Formally, this action of the Q transform can be inverted by reversing this process. Unfor- 
tunately the inverse Laplace transform is troublesome to calculate numericallY and so it is not 
usually convenient to calculate the equivalent wavefield through the Laplace transform domain. 
We seek to derive a formula directly prescribing the equivalent wavefield U(x, q) in terms of 
the diffusive field F(x, t). Following along the lines of the derivation in section 3.1 and starting 
from P (x, p') =& (x, p) we may write 
00 
Ü(X, p) = 
10 
F (x, t) exp ( _p2 t) dt, (7-1) 
however it is not possible to continue further along this route since the inverse Laplace transform 
of exp(-p 2t) with respect to transform variable p does not exist. 
The difficulty of calculating a numerical or analytical inverse Laplace transform arises not 
because of inadequate development of the technology or theory of the inverse Laplace transform, 
but because diffusive to propagative mapping is fundamentally an ill-posed problem. If we desire 
to compute the equivalent wavefield of a diffusive field some other approach must be found. 
Inspiration and understanding of such techniques can be obtained from an analysis of the Q 
transform in terms of inversion theory. 
A Fredholm integral equation of the first kind is an equation of the form 
K (t, q) u (q) dq 
fb 
(7.2) 
(Kress 1989). A kernel K(t, q) may be expanded in terms of its nonzero singular values vi, and 
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left and right singular functions ui and vi as 
00 
K(t, q) viui(t)vi (q). (7.3) 




) 12 < OC) 
/, 2 
(7.4) 
where (f, uj) denotes the scalar product of f and ui and jal denotes the modulus of a. In this 
case the solution is 
00 1 
ui)vi. (7.3) 
When considered as a formulation for calculating the q-domain equivalent wavefield from 
the time-domain diffusive electromagnetic field, the Q transform 
F(x, t) =1 
00 
q exp (- 
q2)U (x, q) dq, (7-6) 2v/-7-rt3 
lo 
4t 
is an example of a Fredholm integral equation of the first kind with a kernel 
K(t, q) -q exp(- 
q (7.7) 
2 Vr7r -t3 V 
Following Hofmann (1986, definition 2.42) we can use the rate of decay of the singular values 
vi to characterise the degree of ill-posedness of a problem. If there exists a positive real number 
v such that the singular values satisfy vi = 0(i-v) then v is called the degree of ill-posedness, 
and the problem is characterised as mildly or moderately ill posed if v<1, or v>I respectively. 
However if the singular values decay exponentially so that there is no such v then the problem 
is termed severely ill-posed. Oliver (1994) analyses the Q transform in terms of a singular value 
decomposition (B. 17) and concludes that inversion of the Q transform is severely ill-posed by 
the categorisation of Hofmann (1986). 
Inversion of the Q transform is therefore a particularly extreme example of a wider class 
of problems which are inherently ill-posed. This should not be surprising since there are deep 
differences between the wave equation and the diffusion equation. Perhaps the most important 
single difference is that the wave equation is symmetric with respect to time, while the diffusion 
equation is asymmetric. If U(x, t) is a solution of the scalar wave equation, then U(x, -t) is also 
a solution. In contrast, if F(x, t) is a solution of the scalar diffusion equation, then F(x, -t) 
is not a solution. The direction of time is significant, then in physical processes described 
by 
the diffusion equation. In electromagnetic imaging of the Earth its significance is that local 
inhomogeneities in an electric or magnetic field will be smoothed away as time increases. Given 
this behaviour it is easy to see why trying to extrapolate from later times to earlier times is 
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an inherently ill-posed process as noted by other authors working in the field of reverse-time 
electromagnetic migration (Lee et al. 1987). 
As demonstrated in section 2.1.2 the conduction current dominates the displacement current 
for electromagnetic phenomena in the Earth, in the frequency range of interest. Conduction 
generates heat and increases entropy -a process which is irreversible. As was emphasised 
in the derivations of section 2.1.1 the wave equation (2.13) describes the propagation of small 
displacements in a perfectly elastic solid; a highly idealised approximation to a physical system. 
Under the wave equation energy is not dissipated, entropy does not increase, and so the process 
can be reversed. 
This property arises because we have used Hooke's law of elasticity and a lossless equation 
of motion so that all media rebound perfectly and without loss of energy to frictional or viscous 
forces. This is in contrast to real life where Hooke's law is an approximation and, for example, 
when a dynamite charge is used as a seismic source some region near the source is pushed 
beyond the elastic limit and changed forever. The wave equation is a quite remarkable system 
then, quite unlike our everyday experience where entropy must increase and, for example, we 
cannot reverse the arrow of time and "un-scramble eggs". 
By making this connection between the physics of the wave and diffusion problems we un- 
derstand why inversion of the Q transform is inherently ill-posed. Further, this understanding 
should temper our expectations when inverting the Q transform. It is precisely because reflec- 
tion seismology may, within certain limits, be adequately described by the wave equation that 
it achieves resolution. Inverting the Q transform cannot be expected to produce an equivalent 
wavefield transient which has magically been given high resolution at late times. This is simply 
not possible. The underlying resolvability of any particular feature is limited by the diffusion 
process and cannot be enhanced. 
However, the Q transform may help in the interpretation of diffusive transients. A well- 
developed and well-understood methodology for interpretation of multichannel transients exists 
for seismic exploration, whereas none currently exists for multichannel LOTEM exploration. By 
converting LOTEM transients to equivalent wavefield transients interpretation of multichannel 
surveys may become significantly easier. 
There is no suggestion that diffusive to propagative mapping (DPM) can somehow lend 
electromagnetic surveying the high resolution enjoyed by seismic methods; fundamental limita- 
tions on resolution will remain. ' However, the equivalent wavefield may be significantly easier 
to interpret than the original diffusive data. 
'In the earliest days of hydrocarbon surveying with EM methods it was claimed that the 
EM signals measured 
at the surface were caused by reflections of the electromagnetic waves 
from subsurface layers in a manner entirely 
analogous to reflection seismology. As might be expected the method gained a 
lot of interest in oil exploration but 
failed to deliver results. It was not until the 1950's that work at the Socony Mobil 
laboratory demonstrated that 
EM propagation is fundamentally different from seismic propagation and that analogies 
between seismic and EM 
propagation should not be drawn hastily 
(Yost 1952, Yost, Caldwell, Beor, McChere & Skomal 1952, Orsinger 
& Nostrand 1954, Keller 1968, Strack 1992). 
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7.2 Diffusive to Propagative Mapping (DPM) by Decon- 
volution of the Q Transform in Logarithmic Time 
Section 3.1 introduces the equivalent wavefield concept and derives the form of the Q transform 
in the frequency and time domains. In the time domain the Q transform is 
F(x, t) -1- 
00 
q exp (- 
q2 )U(x, q)dq. (7.8) 2 \f7r -t3 
IV 
As expected the action of the transform is to smooth out a pulse as it travels. Inversion 
of the Q transform involves the recovery of the impulse from the smooth diffusive transient. 
Because the action of the forward transform is to smooth out any sharp irregularities, the action 
of the inverse transform is to amplify any irregularities. This causes Q transform inversion, or 
diffusive to propagative mapping (DPM) to be an ill-posed problem; a small perturbation of 
the input, such as the addition of some random noise, is amplified causing a dramatic change in 
the output. Thus small errors in the measured data can produce large changes in the solution. 
In order to obtain a useful processing system some constraints must be applied to regularise 
the inversion, so that stable, but approximate, results are obtained. 
By moving to a logarithmic sampling in both time and the time-like variable q the Q trans- 
form may be re-formulated as a convolution (Gershenson 1993). In effect, moving to logarithmic 
time sampling parameterises the inversion; the regularisation which is being imposed by this 
scheme is such that uniform resolution is achieved in logarithmic q. Deconvolution, the inversion 
of convolution equations, is a subject much studied in exploration seismology. One advantage 
of formulating the Q transform as a convolution is that it allows the inversion to be performed 
using standard deconvolution techniques. This deconvolution method is also computationally 
more efficient than some previous approaches, such as discretising the Q transform as a ma- 
trix equation and applying regularised inversion. In addition DPM by deconvolution has been 
demonstrated to give superior results to other techniques using known wave/diffusion pairs, 
synthetic diffusive transients and field data (Gershenson 1993). 
7.2.1 Formulation of the Q Transform as a Convolution in Logarith- 
mic Time 
Re-arranging the Q transform (7-8) yields 
1 00 q2 
2V7rtF(x, t) =tIq exp (- 4t 
)U(x, q)dq. (7-9) 










W(v - u)R(u)du 
= W(v) * R(v) 
where * represents the convolution operation and 
G(x, v) = \/-7-r exp (v) F (x, 
I 
exp(2v)) 4 
R(x, v) = U(x, exp(v)) 







This is a convolution equation, which may be inverted by finding the inverse filter M(v) 
such that 
M(V) * W(V) = 6(v) (7.17) 
where 6(v) is the Dirac delta function, and hence 
R(v) - M(v) * G(v) (7.18) 
Inverting t=I exp(2v) gives 4 
I 
In (4t) (7.19) 
2 
ln(2vft) (7.20) 
and substituting (7.20) in q= exp(v) yields 
2v / t. (7.21) 
Note that using this definition of v it is safe to use 'early times' and 'late times' to refer to, 
respectively, low values and high values of any of t, v and 
At first glance the calculation of G(v) from the measured transient F(t) may seem danger- 
ously unstable since late time values, and any uncertainties associated with them, are amplified 
due to the , 
/-r-exp(v) term in equation (7.14). However field data captured using the TEAMEX 
acquisition system are regularly spaced in time, which implies from equation (7.20) that G(v) is 
increasingly densely sampled as v increases. This increasing data density can be used to ensure 
a stable calculation of G(v) at late times. 
A second concern is that the range of t values measured in the field range from 0 upwards 
and, as can be seen from equation (7-20) v tends to -oo as t tends to zero so that the equivalent 
wavefield cannot be recovered at q=0. However values can be 
found for q as close to zero 
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as is desired, although in this case v becomes large and negative implying that a small sample 
interval in t is needed. 
7.2.2 Analytical Demonstration of the Convolutional Relationship 
Given a known pair of equivalent responses a simple recipe may be followed to demonstrate ana- 
lytically that a diffusive response F(t) is related to its equivalent wavefield U(q) via convolution 
in log time. Given the diffusive response F(t) and its equivalent wavefield U(q) 
1. calculate R(v) = U(exp(v)), 
2. calculate G(v) = V7r exp (v) F (I exp (2v)), 4 
3. demonstrate that G(v) = W(v) * R(v). 
The diffusive response F(t) ='- qo exp (- 
I), t>0, qo > 0, has an equivalent wavefield 2 vý'r -0 U 
U(q) = 6(q - qO), q>0. From this 
R(v) U(exp(v)) =: 6(exp(v) - qo) := 6(exp(v) - exp(vo)) 
G (v) -, f-7r exp(v)F( 4 exp(2v)) 
18 
V7r exp (v) -- - qo exp(- 2vý'r exp(3v) exp (2v) 
4exp(-2v)qoexp(-exp(-2(v-vo)) 
where vo is defined by qO = exp(vo) and as above q= exp(v) and t=1 exp(2v). Then 4 
W(v) * R(v) = 
+00 
-, 00 
W(v - u)R(u)du 
f +00 
00 







Substituting q= exp(u) gives 
W(V) * R(V) 
+00 





W(v - ln(qo)) 
I 
qo 


















This calculation demonstrates analytically that the diffusive response F(t) = -)ýýt3 V , 7rt3qo exp 
21), 
t>0, qO > 0, is related to its equivalent wavefield U(q) via a convolution equation in the log 
time domain. 
7.2.3 Calculating a Deconvolution Filter in the Frequency Domain 
This section demonstrates how a suitable deconvolution filter M(v) may be calculated. Return- 
ing to equation (7-17), M(v) * W(v) = 6(v), the convolution theorem is used to write 
M(wff(w) (7.34) 
where M(w), W(w) and I are the Fourier transforms of M(v), W(v) and 6(v) respectively. 
Formally 
M(W) (7-35) 
but W(w) may be zero at some values of w. Multiplying above and below by W*(W), the 
complex conjugate of W(w), and adding a (small) constant p to the denominator gives 
W*(W) m P) 
+ 
(7-36) 
The effect of adding the term p into equation (7.36) is to ignore frequency components 
with magnitudes much below V/'p-. In order to see this consider the magnitude of a particular 
frequency component. If the magnitude of the component in W is r then the magnitude in the 
inverse M is r/(r' + p) which peaks at r == V/-p- and then decays quickly to zero as r -ý 0+ - 
see Figure 7.1. 
The addition of p is equivalent to the addition of white noise to the input filter W. In order 
to see this, first follow Robinson & Treitel (1980, page 143) and define the cross correlation of 
two time series at and bt as 
(Dab (k) E atbt+k 
t 
Theni loosely, by the convolution theorem 
IW(w)l W(w)W*(w) 






where at =W (- t) and bt = W* (t) and ++ indicates a Fourier transform pair. 
If now ct = at + nt 
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Figure 7.1: Magnitude of frequency components in inverse filter calculated through Fourier 
domain as a function of the magnitude of the same frequency component in the forward filter. 
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Figure 7.2: Calculation of inverse filter for W(v) via the Fourier domain. W(v) is evaluated 
using a sampling interval of 6v = 0.138155 which gives adequate, 
but not excessive, sampling. 
An inverse filter is then calculated through the Fourier domain using equation (7.36). Inverse 
filters with higher sampling rates may then be found by interpolation of this 
filter. 
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and dt - at + nt where nt is 'white noise' then 
(Iýcd (k) E ct dt+k 
t 
E (at + nt)(bt+k+ nt+k) 
t 
'Iab(k)+ 'I)an(k)+ (ýnb(k)+ 'Iýnn(k) 





since it is assumed that the filter W(t) is uncorrelated with the white noise nt and, by definition, 
the autocorrelation of white noise is zero except at zero lag. Taking the Fourier transform of 
(7.44) gives 
IW(W)12 +p 
where P is the power of the white noise (Ziolkowski 1993). 
(7.45) 
7.2.4 The Effects of DPM Regularisation on Recovered Waveforms 
It must be remembered that in numerical calculation we obtain an estimate <R> of R by 
numerical deconvolution. In practice it is not possible to obtain a perfect deconvolution operator 
M, however a computable approximation <M> may be obtained using the methods outlined 
in section 7.2.3. The effectiveness of the approximate deconvolution operator <M> may be 
usefully investigated by considering the resolving kernel K which is defined by 
K= <M> *W. (7.46) 
<M> is related to the perfect deconvolution operator by <M>=K*M. In order to see 
this observe that 
(K*M)*W = K*(M*W) (by the associative property of convolution) (7.47) 
K (by the definition of W) (7.48) 
<M> *W (by the definition of K) (7.49) 
0 (<M>-(K*M))*W. (7-50) 
Hence <M> -K *M lies in the null space of W. Since W is general 
<M>=K*M. (7-51) 
This implies that 
<R> = <M> *G (7.52) 
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= (K*M)*G (7-53) 
= K*(AI*G) (7.54) 
= K*R. (7.55) 
This analysis demonstrates that DPM by numerical deconvolution in log time does not yield the 
exact R(v) but instead an approximation <R> =K*R. This means that DPM by numerical 
deconvolution in log time does not yield the exact equivalent wavefield U(q) but instead an 
approximation 
<U> (q) = <R> (ln(q)). (7.56) 
7.2.5 Demonstration of Numerical DPM by Deconvolution in Log 
Time 
Given a known pair of equivalent responses a simple recipe may be followed to demonstrate 
numerical diffusive to propagative mapping by deconvolution in log time. Given the diffusive 
response F(t) 
calculate G (v) = V7-r exp (v) F (I exp (2v)), 4 
2. solve the convolution equation G(v) = W(v) * R(v) for R(v) given G(v), 
3. calculate U(q) = R(ln(v)) and compare with the analytically calculated equivalent wave- 
field. 
Figure 7.3 shows each step in the process when applied to the diffusive response 




2-,, /-7rt3 c 4C2t 
at 10 equispaced, values of r/c. The calculation of R(v) from G(v) is achieved by convolving 
G(v) with a deconvolution filter calculated through the frequency domain - see Section 7.2.3 
and Figure 7.2. The ill-posedness of the problem means that the analytic result for the "true" 
equivalent wavefield, an impulse at q= r/c, cannot be perfectly recovered (Slob et al. 1995). 
However the smoothed version which is recovered can still be easily interpreted. The maximum 
value on each trace in the equivalent wavefield falls on a line with constant slope in the (r, q) 
domain. Comparing this slope with the values of r/c used to calculate the input F(T, t) confirms 
that the correct equivalent velocity c is interpreted from the slope of this line. 
7.2.6 Self-Similar Scaling of the Equivalent Wavefield 
Section 5.1.2 calculates that the equivalent wavefield response for a grounded horizontal electric 









Figure 7.3: Numerical demonstration of diffusive to propagative mapping (DPM) by deconvo- 
2 
lution in log time. Top left: The diffusive field F(r, t) exp(- is calculated for ten 2vý70 C 
equispaced values of r. Top right: G(r, v) = V, '7-exp(v)F(r, -1 exp(2v)). Bottom left: R(r, v) is 4 
calculated from G(r, v), in this case by convolving G(r, v) with a deconvolution filter. Notice 
that the numerically recovered R(r, v) has a wavelet which is the resolving kernel of the decon- 
volution filter, which is symmetric about its peak value. Bottom right: The extremum values of 
the traces in the numerically recovered equivalent wavefield lie on a straight line, whose slope 
is related to the equivalent velocity c. 
profile is 
Ull(x, q) =y 
E) 
ýý 'R (ý - q) (7-57) 7arTq c 
where r= IxI and x lies on the surface of the uniform half-space. 
This wavefield obeys a simple scaling relationship 
U(ax, q) = Ila'U(x, qla). (7.58) 
Applying this scaling relationship to Equation (7.15), the definition of R(x, v), yields a similar 
scaling relationship for R(x, v) 
R(ax, v) = U(ax, exp(v)) 
= I/a 2 U(x, exp(v)/a) 
= I/a 2U (x, exp (v - In (a))) 












Hence, in the (x, v) domain this equivalent wavefield retains the same elemental wavelet in v 
with a change in amplitude and delay which is dependent upon offset from the source. Note 
that this is not the case for this equivalent wavefield in the (x, q) domain. 2 
Section 7.2.4 analyses DPM by numerical deconvolution in log time to show that it does not 
yield the exact R(x, v) but instead an approximation <R> =K*R where the convolution is 
over v. Applying the scaling relationship of R (7.62) to the definition of <R> yields the same 
scaling relationship for <R> 
00 
<R> (ax, v) -- 
f 
00 
K(u)R(ax, v- u) du (7.63) 
CDO f 
K(u)I/a '2 R(x, v-u- In(a» du (7-64) 
2 1/a <R> (x, v- In(a». 
7.2.7 Compensating for Waveform Regularisation 
Section 7.2.4 demonstrated that DPM by numerical deconvolution in log time does not yield 
the exact equivalent wavefield, but instead a numerical approximation. Understanding the 
behaviour of this process and the features of the resulting numerical approximation to the 
equivalent wavefield, is an important step towards establishing a procedure for interpretation 
of equivalent wavefields calculated numerically from synthetic responses and field data whose 
precise analytic formulation is unknown. 
Equation (7.55) allows the numerically recovered equivalent wavefield to be predicted from 
the analytical equivalent wavefield. In this section the equivalent wavefield of a horizontal 
electric current dipole source at the surface of a 10 Qm halfspace is calculated analytically and 
then compared with the numerically recovered approximation predicted by Equation (7.55). 
The horizontal electric current dipole transmitter is located at the origin and the horizontal 
electric field receivers aligned collinear with the transmitter. Figure 7.4 presents synthetic 
switch-on TEM responses for receivers at offsets from 125 m to 3375 m, calculated using the 
MODALL program for LOTEM modelling (Strack 1992). 
Figure 7.5 compares the analytically calculated waveform with the estimate of the numer- 
ically recovered wavefield <U>. The analytic expression for the equivalent wavefield of a 
horizontal electric current dipole over a half space at a given offset r has a peak value at 
q= r/c. For this deconvolution operator the peak value of the predicted recovered waveform 
occurs at aq value very near to I/vý_2_ of the distance from q=0 to the peak of the analytical 
waveform at q= r/c. These observations indicate that the waveform recovered 
from DPM by 
numerical deconvolution in log time is related to the analytical result, 
but smoothed so that 
the peak value is nearer the centre of the analytical waveform. 
2A very elegant analysis of scaling relationships 
for pulses propagating in dispersive media, including both 
diffusive and weakly attentuative propagation, is presented by 
Bickel (1993). 
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Figure 7.4: The switch-on response for the in-line Ex component for model MO, at receiver 
offsets from 125 m to 3375 in in intervals of 125 m. Presentation on a log-log plot such as this 
figure accentuates the pattern of the variation in signal amplitude and shape as a function of 
offset from the transmitter. At the earliest and latest times the signal asymptotes to a constant. 
Interesting information about the Earth's response is captured within an intermediary time 
interval. This interval becomes later in time, and the amplitude of the response decreases, with 
increasing offset from transmitter to receiver. 
In Figure 7.6 the equivalent waveform predicted to be recovered from DPM by numerical 
deconvolution in log time is calculated for a series of receivers over a 10 Qm halfspace. The 
horizontal electric current dipole transmitter is located at the origin and the collinear electric 
field receivers spaced at 125 m. Figure 7.6 (top) presents the equivalent wavefield calculated 
from the analytic expression for <R> (x, v) using Equation (7.55). 
Section 7.2.6 calculates the scaling relationship for <R> (x, v) obtained through DPM 
by numerical deconvolution in log time. For this equivalent wavefield R(x, v) has the same 
elemental wavelet in v at all receiver offsets (with a change in amplitude and delay which is 
dependent upon offset r from the source) Hence <R> (x, v) also contains a single elemental 
wavelet. Hence the peak value of <R> is moved nearer to the centre of the waveform by the 
same amount zýx for all offsets x. 
Recalling that q= exp(v), in the (x, v) domain the analytic expression for this equivalent 
wavefield has peak values at v= ln(r/c). The numerically recovered equivalent wavefield 
has 
peak values at v= ln(r/c) - Av in the (x, v) domain and at q= exp(-Av)r/c 
in the (x, q) 
domain. Hence the peak values of the numerically recovered equivalent wavefield 
lie on a straight 
line whose slope is modified by the regularisation of the recovered waveform. 
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Figure 7.5: Comparison of the equivalent wavefield calculated analytically and the equivalent 
wavefield predicted to be recovered from DPM by numerical deconvolution in log time. DPM by 
numerical deconvolution in log time does not yield the exact R(v) but instead an approximation 
<R> =K*R. This means that DPM by numerical deconvolution in log time does not yield 
the exact equivalent wavefield U (q) but instead an approximation <U> (q) = <R> (In (q)) - 
extrema lie on or near a straight line through the origin. Treating this as a direct arrival from 
the source to the receiver, and interpreting the slope of this arrival using q= r/c yields an 
equivalent velocity c which differs from the equivalent velocity of a 10 Qm halfspace by a factor 
of approximately v/2-. As outlined above, this results from smoothing of the recovered waveform 
which pulls the peak amplitude towards the centre of the waveform. 
This analysis predicts that DPM by numerical deconvolution in log time applied to the 
diffusive response of a horizontal electric dipole over a uniform halfspace recovers an equiva- 
lent wavefield whose waveforms are smoothed so that the peak values fall on a straight 
line 
whose slope is different from that of the analytically calculated equivalent wavefield. 
The exact 
relationship between the recovered slope and the equivalent velocity is dependent upon the 
deconvolution filter which is used; in this case the arrival appears to be slower by a factor of 
-v/-2. This corresponds to a systematic underestimate of resistivity 
by a factor of 2. In the next 
section DPM by numerical deconvolution in log time is applied to the 
diffusive response of a 
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Figure 7.6: Top: The equivalent waveform predicted to be recovered from DPM by numerical 
deconvolution in log time, calculated for receivers over the hIO (10 Qm halfspace) model. The 
time-like variable q increases down the page with timing lines every 0.1 Vs. Offset from the 
transmitter increases across the page starting from 0 ra in intervals of 125 m. Bottom: Extrema 




7.2.8 DPM by Deconvolution in Log Time of 10 Qm Half Space Syn- 
thetics 
In this section DPM by deconvolution in log time is applied to synthetics calculated for the 10 
Qrn halfspace Earth model h1O. Figure 7.7 displays each stage of the process for the synthetic 
transient for the collinear Ex component at an offset of 1125 m from the source. 
The function G(v) is calculated directly from the values of the synthetic F(t) according to 
Equation (7.14). In Figure 7.7 G(v) does not decay to 0 at the smallest values of v (which 
correspond to the earliest times), but remains at a fraction of its peak value. When G(v) is 
convolved with the deconvolution filter M(v) there is a response to this discontinuity, which 
results in an artifact in the calculated equivalent wavefield. Tapering and smoothing of G(v) 
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Figure 7.7: DPM by deconvolution in log time applied to the collinear Ex component at 1125 
m offset from the source for a 10 Qm halfspace model. The synthetic is calculated for times 
in the range [10-', 10'] s. The synthetic has not been calculated for sufficiently early times to 
capture the rise from zero of the function G(v). This results in an extraneous response at early 
times. 
This artifact could be avoided by calculating synthetics at earlier times, enabling G(v) to 
be calculated at earlier v. When processing field data it is not possible to simply re-run the 
field work to obtain earlier times. A procedure must be found which can accommodate this 
95 
lack of early times. 3 
An alternative to calculating synthetics at earlier times is to extrapolate. In general extrap- 
olation is a dangerous and unstable process. However, we know that the synthetic response 
asymptotes to a constant at early and late times. If the synthetic is calculated over a time 
interval which captures the early-time asymptotic value then it is reasonable to extrapolate by 
assuming the response takes this value at earlier times. 4 
In fact a slightly different extrapolation procedure is implemented. In order to extrapolate 
to earlier times (smaller v) a value vo corresponding to a suitably early time is selected, G(vo) 
is set to zero, and values of G(v) between this early value of v and the first data point are 
calculated by spline interpolation. Extrapolation to late times is handled similarly. 
DPM by deconvolution in log time is applied to synthetics for halfspace model MO to 
determine the effectiveness of this procedure. The function G(v) is extrapolated to decay 
smoothly with smaller v (earlier times). Figure 7.8 displays each stage of the process for the 
synthetic transient for the collinear Ex component at an offset 1125 m from the transmitter. 
Artifacts due to a lack of early times are clearly reduced in comparison with Figure 7.7. 
Figure 7.9 (top) displays the equivalent wavefield for each receiver. In this and similar figures 
the time-like variable q increases down the page and offset from the transmitter increases across 
the page from left to right in intervals of 125 m starting from 0 m. In Figure 7.9 (bottom) 
the location of the extremum on each trace of the numerically calculated equivalent wavefield 
displayed in Figure 7.9 (top) is marked with an impulse. The slope of this arrival can be 
estimated by assuming it passes through the origin in the (r, q) domain, picking the time of 
the extremum qj on the trace at offset ri and then calculating the equivalent velocity c using 
c= qi/ri. A lower bound on the uncertainty in this estimate of equivalent velocity can be 
established from the uncertainty in the extremum pick qj, which is ±1/2 the sample interval in 
q. Alternatively a line-fitting procedure could be employed to find the best fit to a selection of 
traces and provide an estimate of uncertainty. 
Picking on the trace at 1125 rn offset from the source, the extremum is at 0.28 ± 0.0025 
m/V's. The slope of this arrival corresponds to an equivalent velocity c= 4018 ± 36 m/vs-. 
Compensating for systematic error resulting from distortion of the waveform during regulari- 
sation, as analysed in Section 7.2.7, gives an estimated equivalent wavefield velocity of 2841 
26 m/Vs-. Calculating resistivity using p= pc 2 yields an estimate of 10.1 ± 0.18 Qm- 
3This problem is likely to be encountered whenever deconvolutional formulations of DPM are applied to 
field 
data. Gershenson (1993) employs a very similar formulation for theoretical analysis and treatment of synthetics 
but in order to avoid problems with field data reformulates the deconvolution as a matrix equation over 
the 
time range of the data and calculates an inverse using singular value decomposition 
(SVD) (Gershenson 1994). 
4The TEAMEX acquisition system samples signals at a constant rate. When recording 
data in the field a 
sampling rate and time series length must be chosen. It can be difficult to 
find a sampling rate which enables 
the TEM response to be adequately sampled over the whole of the interesting time 
interval. This is because, 
first, the signal characteristics would more effectively be captured by a logarithmic 
distribution of the same 
number of sample points and, second, the interesting time interval varies with offset. 
The optimum sampling 
rate is higher for receivers near to the source, than for those far from the source. 
Inevitably a compromise must 
be selected. 
If the time interval over which data are available does not fully capture the significant time 
interval for a 
particular receiver then this method of extrapolation 
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Figure 7.8: DPM by deconvolution in log time applied to the collinear Ex component at 1125 
m offset from the source for a 10 Qm halfspace model. The synthetic is calculated for times in 
the range [10-4,101] s. Extrapolation is used to extend the range of the function G(v) to allow 
it to rise smoothly from zero. 
This demonstrates that numerical DPM of synthetic MTEM responses calculated for a 
horizontal electric current dipole over a halfspace Earth model produces an equivalent wavefield 
which is well understood. Further, for this simple model, the equivalent wavefield can be 

















Figure 7.9: Top: Equivalent wavefield calculated using DPM by deconvolution in log time for 
the hIO (10 Qm halfspace) model. The time-like variable q increases down the page with timing 
lines every 0.1 V's. Offset from the transmitter increases across the page starting from 0m in 
intervals of 125 m. The synthetic is calculated for times in the range [10-4,101] s. Extrapolation 
is used to extend the range of the function G(v) to allow it to rise smoothly from zero. Bottom: 
Extrema have been marked on each trace. 
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7.2.9 DPM by Deconvolution in Log Time of 50 Qm Half Space Syn- 
thetics 
In this section the equivalent wavefield of a horizontal electric current dipole source at the 
surface of a 50 Qm halfspace is calculated numerically. The horizontal electric current dipole 
transmitter is located at the origin and the horizontal electric field receivers aligned collinear 
with the transmitter. Figure 7.10 presents synthetic switch-on TEM responses for receivers at 
offsets from 125 m to 3375 m, calculated using the MODALL program for LOTETNI modelling 
(Strack 1992). 
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Figure 7.10: The switch-on response for the in-line Ex component for model h50, at receiver 
offsets from 125 m to 3375 m in intervals of 125 m. 
DPM by deconvolution in log time is applied to these synthetic transients. Figure 7.11 (top) 
presents the resulting equivalent wavefield and in Figure 7.11 (bottom) the extremum on each 
trace is marked with an impulse. Picking on the trace at 1125 m offset 
from the source, the 
extremum is at 0.125 ± 0.0025 mlVs-. The slope of this arrival corresponds to an equivalent 
velocity c= 9000 ± 184 mlV's. Compensating for systematic error resulting 
from distortion of 
the waveform during regularisation, as analysed in Section 7.2.7, gives an estimated equivalent 
wavefield velocity of 6364 ± 130 m/v/-s. Calculating the resistivity using p= pc 
2 yields a 






















Figure 7.11: Top: Equivalent wavefield calculated using DPM by deconvolution in log time 
for a 50 Qm halfspace model. The time-like variable q increases down the page with timing 
lines every 0.1 Vý_s. Offset from the transmitter increases across the page starting from 0m in 
intervals of 125 m. The synthetic is calculated for times in the range [10-4,101] s. Extrapolation 
is used to extend the range of the function G(v) to allow it to rise smoothly from zero. Bottom: 
Extrema have been marked on each trace. 
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7.2-10 DPM by Deconvolution in Log Time in the Presence of Several 
Arrivals 
It is to be expected that field data will have an equivalent wavefield containing more than one 
arrival. The correct identification of several arrivals is recognised as a difficult problem (Slob 
et al. 1995). Some processing and interpretation techniques such as travel time tomographý 
(Lee & Xie 1993) and refraction processing (Dobrin et al. 1988) only require information on 
the time of the first arrival. Even when only seeking a single arrival time it is still important to 
have some understanding of how other arrivals may distort the results of processing and lead 
to biased estimates. 
In order to test the robustness of DPM by deconvolution in log time a synthetic was created 
containing two arrivals. This was achieved by adding a second pulse of propagating energy 
to the synthetic of Figure 3.1b which was used previously. In Figure 3.1b the pulse has a 
unit velocity and on the first trace is arriving after a unit delay. The second additional pulse 
originates later, but travels faster. Hence at near offsets it appears later in time, but with 
increasing offset it quickly catches up and overtakes to become the first arrival. 
Figures 7.12,7.13 and 7.14 present the results of DPM by deconvolution in log time followed 
by marking of extrema. In Figure 7.12 the new pulse travels at twice the unit velocity and in 
Figures 7.13 and 7.14 it travels three and four times the unit velocity respectively. 
Rather than marking only the location of the single largest extrema the n largest extrema 
are marked, where n is a user selected parameter. This is easily achieved by creating a sorted 
list of extrema. Starting from the first sample in the trace, local extrema (local maxima or 
minima) are identified by zero crossings of the first derivative. Each local extrema is added 
to the list. If the list becomes over-full it is sorted and the smallest extremum discarded. On 
return the list contains up to n extrema. In Figures 7.12,7.13 and 7.14 two extrema have been 
marked on each trace. 
When the pulses are well separated this simple procedure produces good results and arrival 
times which quite accurately reflect the true values. When the pulses are poorly separated they 
are not resolved and misleading results are obtained. 
101 
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Figure 7.12: Top: equivalent wavefield calculated by DPM by deconvolution in log time of 
a synthetic containing two pulses, one travelling twice as fast as the other. Bottom: the two 
largest local extrema on each trace have been marked, and their relative amplitude and sign have 
been retained. Because the pulses are poorly separated they are not resolved and misleading 
results are obtained. 
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Figure 7.13: Top: equivalent wavefield calculated by DPM by deconvolution in log time of a 
synthetic containing two pulses, one travelling three times as fast as the other. Bottom: the 
two largest local extrema on each trace have been marked, and their relative amplitude and 
sign have been retained. The pulses are moderately well separated and an interpretable set of 
arrival times is obtained. 
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Figure 7.14: Top: equivalent wavefield calculated by DPM by deconvolution in log time of a 
synthetic containing two pulses, one travelling four times as fast as the other. Bottom: the 
two largest local extrema on each trace have been marked, and their relative amplitude and 
sign have been retained. The pulses are well separated and an easily interpretable set of arrival 




7.2-11 DPM by Deconvolution in Log Time of 1D Layered Earth Syn- 
thetics 
in this section diffusive to propagative mapping by deconvolution in log time is applied to syn- 
thetic TEM responses calculated for layered Earth models. Synthetics are calculated using a 
source-receiver configuration, transmitter current profile and receiver recording interval com- 
parable to field acquisition. Where possible the resulting equivalent wavefield is interpreted 
using concepts from the refraction seismic method. This enables preliminary evaluation of data 
processing and interpretation methods. 
Q-Type Layered Earth Model ilql 
In this section the equivalent wavefield of a horizontal electric current dipole source over a Q-type 
layered Earth model is calculated numerically. A Q-type layered Earth model has a resistive 
layer over a more conductive basement. Model ilql places a single layer 310 in in thickness 
and with resistivity 50 Qm over a 10 Qm basement - see figure 7.15. The horizontal electric 
current dipole transmitter is located at the origin and the horizontal electric field receivers 
aligned collinear with the transmitter. Figure 7.16 presents synthetic switch-on TEM responses 
for receivers at offsets from 125 in to 2250 in, calculated using the MODALL program for 





10 Ohm m 
Figure 7.15: Earth Model ilqI 
Figure 7.17 (top) displays the equivalent wavefield for each receiver, calculated using DPM 
by deconvolution in log time. In Figure 7.17 (bottom) the two largest local extrema on each 
trace have been marked, and their relative amplitude and sign have been retained. Two arrivals 
can be clearly seen which may be interpreted using concepts from seismic refraction. 
Considering first the near-offset traces. Figure 7.16 indicates that the time interval employed 
does not capture the transient response for receivers at offsets of 125 in and 
250 in. Picking on 
the trace at 500 m offset from the source, the extremum is at 0.055 ± 0.0025 mlVs-. 
The slope 
of this arrival corresponds to an equivalent velocity c= 9091± 433 m/Vs. 
Compensating for 
systematic error resulting from distortion of the waveform during regularisation, as analysed 
in 
Section 7.2.7, gives an estimated equivalent wavefield velocity of 6428 ± 306 ni/ý, 
Fs. Calculating 
the resistivity using p= pc 
2 yields a resistivity estimate of 51 ±5 Qm. Picking on the trace at 
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Layered Earth Model ilql 
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Figure 7.16: The switch-on response for the in-line Ex component for layered Earth model ilqI, 
a single layer 310 m in thickness and with resistivity 50 Qm over a 10 Qm basement. Receiver 
offset increases from 125 m to 2250 m in intervals of 125 m. 
625 m offset from the source, yields a resistivity estimate of 50.1 ±4 Qm- 
Selecting the second, slower arrival which is dominant at longer offsets and picking on 
traces at offsets of 1625 m and 3375 in the extrema are at 0.405 ± 0.0025 m/Vs- and 0.840 
± 0.0025 m/V/s- respectively. The slope of the arrival between these two picks corresponds 
to an equivalent velocity c- 4023± 33 m/VI`s. Compensating for systematic error resulting 
from distortion of the waveform during regularisation, as analysed in Section 7.2.7, gives an 
estimated equivalent wavefield velocity of 2844 ± 33 mlVs-. Calculating the resistivity using 
p= tLC2 yields a resistivity estimate of 10.1 ± 0.2 Qm. This compares well to the resistivity of 
the lower halfspace. 
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Figure 7.17: Top: Equivalent wavefield calculated using DPM by deconvolution in log time for 
a Q-type model with a single layer 310 m in thickness and with resistivity 50 Qm over a 10 Qm 
half space (model ilqI). The time-like variable q increases down the page with timing lines every 
0.1 Vs-. Offset from the transmitter increases across the page starting from 0m in intervals of 
125 m. The synthetic is calculated for times in the range [10-4,101 ] s. Extrapolation is used to 
extend the range of the function G(v) to allow it to rise smoothly from zero. Bottom: the two 
largest local extrema on each trace have been marked, and their relative amplitude and sign 
have been retained. 
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K-Type Layered Earth Model k44 
In this section the equivalent wavefield of a horizontal electric current dipole source over a 
K-type layered Earth model is calculated numerically. A K-type layered Earth model has a 
resistive layer in a more conductive background. Model k44 places an uppermost layer 700 m. in 
thickness and with resistivity 10 Qm, over a second layer 700 m in thickness and of resistivity 
1000 Qm, which in turn covers a 10 Qm half space - see Figure 7.18. The horizontal electric 
current dipole transmitter is located at the origin and the horizontal electric field receivers 
aligned collinear with the transmitter. Figure 7.19 presents synthetic switch-on TEM responses 
for receivers at offsets from 250 in to 4625 m, calculated using the MODALL program for 
LOTEM modelling (Strack 1992). 
receivers 
10 Ohm m 
1000 Ohm m 
10 ollm m 
transmitter 
Figure 7.18: Earth Model k44 
Figure 7.20 (top) presents the equivalent wavefield calculated using DPM by deconvolution 
in log time, and in Figure 7.20 (bottom) the extremum on each trace is marked with an impulse. 
When compared with the equivalent wavefield calculated over this range of offsets for a 10 Qm 
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Figure 7.19: The switch-on response for the in-line Ex component for model k44, at receiver 
offsets from 250 in to 4625 m in intervals of 125 in. 
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halfspace Earth model (Figure 7.21) it is clear that the pattern of the arrivals, although the 
same at shorter offsets, is different at longer offsets. 
At short offsets the extrema on each trace lie on the same straight line as for the equivalent 
wavefield calculated for the 10 Qm half space model. At longer offsets an earlier, faster, arrival 
is evident. This energy is interpreted as a refracted arrival. 
Picking on traces at offsets of 2500 m and 4375 m the extrema are at 0.385 ± 0.0025 
m/VIs and 0.43 ± 0.0025 mlVs- respectively. The slope of the arrival between these two picks 
corresponds to an equivalent velocity c= 41667± 5208 m/Vs-. Compensating for systematic 
error resulting from distortion of the waveform during regularisation, as analysed in Section 
7.2.7, gives an estimated equivalent wavefield velocity of 29462 ± 3682 m/vs-. Calculating the 
resistivity using p= pc 2 yields a resistivity estimate of 1090 ± 290 Qm. This compares well to 



































































Figure 7.20: Top: Equivalent wavefield calculated using DPM by deconvolution in log time for 
the k44 K-type layered Earth model. The time-like variable q increases down the page and 
offset from the transmitter increases across the page starting from 0m in intervals of 125 m. 
The synthetic is calculated for times in the range [10-3,102] s. Extrapolation is used to extend 
the range of the function G(v) to allow it to rise smoothly from zero. Bottom: Extrema have 
























































Figure 7.21: Top: Equivalent wavefield calculated using DPM by deconvolution in log time for 
the h44 (10 Qm halfspace) Earth model. The time-like variable q increases down the page and 
offset from the transmitter increases across the page from 0 in in intervals of 125 in. Bottom: 
Extrema have been marked on each trace. 
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7.3 Diffusive to Propagative Mapping (DPM) by Singular 
Value Decomposition of the Q Transform 
Section 7.1 explains that, when considered as a formulation for calculating the q-domain equiv- 
alent wavefield from the time-domain diffusive electromagnetic field, the Q transform 
F(x, t) =1q exp (- 
q)U (x, q) dq, (7-66) 2, ý7-7r 
-t31o 4t 
is an example of a Fredholm integral equation of the first kind (Kress 1989) with kernel 
K(t, q) -q exp (- 
q (7.67) 
2 vý 
-7r -t3 4t 




K (t, q) u (q) dq (7-68) 
yielding a system of linear equations which are then inverted. In this section this approach is 
applied to the problem of diffusive to propagative mapping and tested on synthetic data. 
7.3.1 Formulation of DPM as a Matrix Inversion Problem 
Discretisation of the integral equation (7.68) yields a system 
F=AU (7.69) 
where A is amxn matrix (m rows by n columns). In Equation (7.69) it is usual to have 
m>n. That is, the system is over-determined. In the context of DPM (Q transform inversion) 
we seek less than one equivalent wavefield data point per transient observation. 
The singular value decomposition (SVD) of a matrix A is 
A= USVT I (7.70) 
where U and V are orthonormal matrices, V, ý! V2 > ... > V,, >0 are the singular values of 
A 
and S= diag(Vl, V2 i ... 1 Vn5 01 
0) 
... )- For the discretised system (7-69) 
U=E7(F, ui)vi. 
4 i=l i 
(7.71) 
where ui and vi, the left and right singular vectors of A, are the columns of U and 
V. 
Amplification of infinitesimal high-frequency noise in the data by a naive inversion scheme 
will result in wild fluctuation of the output. Therefore it is not surprising that 
inversion of the 
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system (7.69) is found to be an ill-posed problem. Such ill-posedness is a feature of a problem 
riot of a particular inversion algorithm. Any algorithm which attempts to address the problem 
must at some point address the ill-posedness. 
If the discretised system (7.69) is a faithful representation of the or1ginal then Vi will be close 
to vi, and ui and vi will be sampled versions of ui and vi. That is, the better the discretized 
system models the integral equation, the more closely the ill-conditioning of the matrix system 
will resemble the ill-posedness of the original equation (Hansen 1992). 
Some approach must be found which will prevent high frequency components associated 
with small singular values from rendering the solution meaningless. Such techniques are often 
called regularisation methods. The underlying idea of regularisation is to replace an ill-posed 
problem with a neighbouring well-posed problem. Typically regularisation techniques seek to 
minimise IJAU - F112 subject to some criteria which singles out a solution which is in some 
sense close to the desired, but unknown, true solution of (7.69). 
In the time domain the Q transform is 
F(x, t) =I 
Oo 
q exp(- 
q2 )U(x, q)dq. (7-72) 2-, /-7rt3 
fo 
V 
Following Lee & Xie (1993) we apply the trapezoidal rule 
f Xn 
f (x)dx = h(-Ifl + f2 + f3 + f, -, +1 
fn) +0 
(Xn 
- XI)f (7.73) 
x122 n2 
to obtain a discretised version 
I 
qj2 12 q2 n-1 Aq Aq 
Fj =2 
Vý-7r-tj3 
(2 qIe-4tj U, + Aq ý7' qje 4ti Uj +2 qne- 4tn Un) (7-74) 
j=2 
qj = (j - 1)Aq j=1... n 
where Fj are our m transient values, observed at times ti, and Uj = U(x, qj) 1 ... n is 
the sampled version of the equivalent wavefield we seek. 
Alternatively, setting q= e' in (7.72) we obtain 
00 
F(x, t) -q e- 4tU(x, q)dv. (7-75) 2V-7rT 
f-'oo 






2 J_ U1 + AV 
I AV 
q2 - U, ) (7.76) 4tj 
2 4ti U- 4tn 
2 qle- qJ e- j+2 ne 2 V/7r7t3i j=2 
qj exp(vo + 1)Av) I ... n 
a new discretisation with Uj U(x, qj) =I... na uniform sampling 
in log q of the 
ill 
equivalent wavefield we seek. Equations 7.74 and (7.76) may both be written as a matrix 
equation (7.69). 
In order to investigate the effect on numerical stability, an option is introduced into the nu- 
merical formulation of Equation (7.69) to multiply both sides by P for some (possibly fractional) 
power p 
1 00 2 q2 tPF(x, t) =-q e- 4tU (x, q) dv. (7-77) 2 vl'7r-t3- Pf oo 
After multiplying both sides by tP with p=0.5 Equation (7.77) is exactly equivalent to 
Equation (7.10). This means that, for p=0.5, the matrix equation obtained by discretising 
Equation (7-77) is equivalent to performing the deconvolution operation expressed in Equation 
(7.18). Nevertheless this will be referred to as DPM by singular value decomposition, in order 
to avoid confusion between deconvolution using a spiking filter in logarithmic time, as applied 
in Section 7.2. 
7.3.2 Demonstration of DPM by Singular Value Decomposition 
In this section diffusive to propagative mapping (DPM) by singular value decomposition is 
applied to a diffusive field with a known equivalent wavefield. As in Section 7.2.5 a diffusive 
field is chosen for which the equivalent wavefield is an impulse propagating from the origin at 
unit velocity. 
Figure 7.22 shows each stage in the process for the response at one offset. Figure 7.23 
presents the equivalent wavefield in the style of a seismic common-source gather. 
The ill-conditioning of the problem means that the analytic result for the "true" equivalent 
wavefield, an impulse propagating with constant velocity, cannot be perfectly recovered (Slob 
et al. 1995). By marking the location of the extremum (maximum absolute amplitude either 
negative or positive) on each trace in the equivalent wavefield we can easily see that the pulse is 
travelling outward from the source at a constant velocity which can be estimated from the slope 
of the line along which these maxima lie. Comparing this velocity with that used to calculate 
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Figure 7.22: DPM by singular value decomposition applied to the response at a single offset. 
Top left: the synthetic response, F(t), plotted against log time. Top right: the right hand 
side of the matrix system. This is 2Vf(_7r)týFj and for this example p-0.5. Middle right: 
the singular values of the matrix system. Bottom right: the numerically recovered equivalent 

























Figure 7.23: Top: Equivalent wavefield calculated by DPM by singular value decomposition of 
a synthetic containing one pulse, travelling at unit velocity. Offset from the origin increases 
across the page starting from 0 in unit intervals. The time-like variable q increases down the 
page with timing lines at unit intervals. Bottom: The extremum on each trace is marked, from 




7.3.3 DPM by Singular Value Decomposition of 10 Qm Half Space 
Synthetics 
In this section DPM by singular value decomposition is applied to synthetics calculated for 
for the 10 Qrn halfspace Earth model h1O. Figure 7.24 displays each stage of the process for 
the synthetic transient for the collinear Ex component at an offset of 1125 m from the source. 
Figure '17.25 displays the equivalent wavefield for each receiver. In this and similar figures the 
time-like variable q increases down the page and offset from the transmitter increases across 
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Figure 7.24: DPM by singular value decomposition applied to the collinear Ex component at 
1125 m offset from the source for a 10 Qm halfspace model. Top left: the synthetic response, 
F(t), plotted against log time. Top right: the right hand side of the matrix system. 
This 
is 2V-(7r)tiFi and for this example p=0.5. Middle right: the singular values of the matrix 
system. Bottom right: the numerically recovered equivalent wavefield, plotted as a 
function of 
the time-like variable q. 
In Figure 7.25 (bottom) the location of the extremum on each trace of the numerically 
calculated equivalent wavefield displayed in Figure 7.25 (top) is marked with an 
impulse. The 
slope of this arrival can be estimated by assuming it passes through the origin 
in the (r, q) 
domain, picking the time of the extremum qj on the trace at offset ri and then calculating 
the 
equivalent velocity c using c= qi/ri. A lower bound on the uncertainty 
in this estimate of 
equivalent velocity can be established from the uncertainty 


























Figure 7.25: Top: Equivalent wavefield calculated using DPM by singular value decomposition 
for the h10 (10 Qm halfspace) model. The time-like variable q increases down the page with 
timing lines every 0.1 Vs-. Offset from the transmitter increases across the page starting from 0 
in in intervals of 125 m. The synthetic is calculated for times in the range [10-4,101] s. Bottom: 
Extrema have been marked on each trace. 
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±1/2 the sample interval in q. Alternatively a line-fitting procedure could be employed to find 
the best fit to a selection of traces and provide an estimate of uncertainty. 
Picking on the trace at 1125 m offset from the source, the extremum is at 0.305 ± 0.0025 
mlVs-. The slope of this arrival corresponds to an equivalent velocity c- 3688 ± 329 m/V/'s. 
Calculating the resistivity using p= jjC2 yields a resistivity estimate of 17.1 ± 3.2 Qm. This 
does not compare well with the halfspace resistivity of 10 Qm. 
Section 7.2.4 demonstrated that DPM by numerical deconvolution in log time does not 
yield the exact equivalent wavefield, but instead a numerical approximation. In Section 7.2.7 
the equivalent wavefield which is recovered using DPM by numerical deconvolution In log time 
is predicted from the analytical equivalent wavefield and compared to the numerical results. 
Because a good agreement is found this justifies a calibration procedure which enables the 
halfspace resistivity to be estimated from the equivalent wavefield. 
It is expected that for DPM by singular value decomposition the numerically recovered 
waveform is also related to the analytical result, but smoothed so that the peak value is nearer 
the centre of the analytical waveform. An analysis of the relationship is more difficult to 
calculate than for the case of DPM by deconvolution in log time. While it is possible to find 




The Q transform 
F(x, t) 
00 
q exp (- 
q2 )U(x, q)dq (7-78) 
2 vl7r -t3 
fo 
4t 
is a prescription for calculating a diffusive response F(x, t) from its equivalent wavefield U(x, q). 
The Q transform may be inverted to calculate an equivalent wavefield from diffusive transients. 
Following Tournerie & Gibert (1995) we call this process diffusive to propagative mapping 
(DPM). 
When considered as an inversion problem the Q transform is an example of a wider class of 
problems which are well known to be ill-posed. Such ill-posedness is a feature of a problem not 
a particular inversion algorithm. Any algorithm which attempts to address the problem must 
at some point address the ill-posedness. Otherwise the slightest perturbation in the diffusive 
data F will be amplified during inversion to give an estimate of the equivalent wavefield U 
which is meaningless. Regularisation techniques recognise ill-posedness and attempt to select 
an answer which is stable, and in some sense as close as possible to the "true" solution. 
By moving to a logarithmic sampling in both time and the time-like variable q the Q 
transform may be re-formulated as a convolution. Standard deconvolution techniques can then 
be applied to recover the equivalent wavefield. Regularisation imposed by this scheme results 
from stabilisation employed during deconvolution and the uniform sampling in logarithmic q. 
This regularisation affects the shape of the recovered equivalent waveform. This regularisation of 
the recovered waveform can be analysed and understood using known correspondences between 
diffusive and propagative waveforms; principally it results in smoothing of the numerically 
recovered equivalent wavefield, relative to the analytic result. This introduces a systematic 
error which can be analysed and corrected. Application of DPM by deconvolution in log time 
to synthetic responses for simple layered Earth models yields equivalent wavefields which, after 
compensation for waveform regularisation, can be interpreted to recover the half space resistivity 
using simple travel-time concepts. 
Discretisation of the Q transform integral yields a system of linear equations which can 
be inverted to determine the equivalent wavefield from the diffusive EM field. Again the ill- 
posedness of the problem must be dealt with. A truncated singular value decomposition method 
is used to regularise the inversion. As with DPM by deconvolution in log time, waveform 
regularisation is again observed, but no analysis equivalent to that performed for DPM 
by 




Recent adaptation of technology from multichannel seismic acquisition systems has delivered 
multichannel transient electromagnetic (MTEM) acquisition systems. These have the capacity 
to investigate both resistive and conductive targets at depths of interest in hydrocarbon explo- 
ration and production. EM explorationists are now presented with systems capable of collecting 
an unprecedented abundance of data and require a supporting methodology for designing, ac- 
quiring, processing and interpreting such surveys. 
The equivalent wavefield concept relates diffusive electromagnetic propagation to non-diffusive 
propagation, provided equivalent source and boundary conditions are satisfied. This well-known 
concept is a special case of a more general theorem, proven here, relating the solutions of two 
systems of partial differential equations that have the same spatial, but different temporal 
derivatives. Motivated by a desire to generate novel analysis, processing and interpretation 
methods this thesis investigates the use of the equivalent wavefield concept in the analysis of 
multichannel transient electromagnetic responses, for some configurations of interest to EM 
surveying. 
Using the equivalent wavefield concept, and results from wave theory, the response to a 
directed impulsive point source is calculated for uniform, isotropic media. The response for 
physically realistic sources is then calculated by combination with the source description. A 
moment tensor and a dipole moment are used to represent the electric current dipole source, 
which is commonly used in field data acquisition. This representation also allows comparison 
with seismic sources. For example, the equivalent wavefield of the magnetic field generated 
by 
an electric current dipole in a whole space is generated by a point source of torque, generating 
shear waves only. In general, electromagnetic fields have an irrotational component that 
is 
equivalent to P-wave propagation, and a solenoidal component that is equivalent to 
S-wave 
propagation. 
The Q transform is a prescription for calculating a diffusive response from its equivalent 
wavefield. For the case considered here the conductivity o, 
(x) of a diffusive electromagnetic 
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medium is related to the velocity c(x) of the equivalent wavefield by po'(X) = C(X)-2. 
The equivalent wavefield of a grounded horizontal electric current dipole source located at 
the surface of a uniform half-space is calculated analytically for receivers located at the surface 
of the half-space. Considered as a function of the time-like variable q, this has a triangular 
waveform with origin at the switch-off time, a peak at the arrival time and is zero thereafter. 
The arrival time is r/c where r is offset from the transmitter. When plotted as a common 
source gather, with offset of the receiver from the transmitter vs q, the peak of the equivalent 
wavefield (the "arrival") lies on a straight line whose slope depends on the equivalent ý, elocity 
c, and hence the half-space conductivity, and which intersects the 0 offset axis at the 0q origin. 
This result motivates the development of a method for interpreting diffusive data based 
upon estimating the slopes and intersects of straight lines in common source gathers of the 
equivalent wavefield. Such a method would require first to recover the equivalent wavefield 
from the diffusive data, then to interpret the equivalent wavefield to estimate the equivalent 
velocity c(x), from which a conductivity estimate can be directly calculated. 
The action of the Q transform is to transform from an equivalent wavefield, which may con- 
tain discontinuities, to a diffusive field which is smooth. That is, it smoothes out irregularities. 
In reversing this action a small perturbation in the diffusive data, possibly caused by noise, is 
amplified greatly in the output equivalent wavefield. In this sense inverting the Q transform 
(also called diffusive to propagative mapping - DPM) is an inherently ill-posed problem (Oliver 
1994). 
Regularisation methods aim to modify ill-posed problems to find a nearby problem which 
is close to the original, but stable in the presence of noise. In this thesis it is demonstrated 
that the Q transform may be re-written as a convolution equation in logarithmic time. This 
is an original result derived independently but first published by Gershenson 
(1993). This 
formulation allows standard deconvolution techniques to be applied. More generally, discretising 
the Q transform yields a matrix equation, which can then be tackled using regularised matrix 
inversion techniques. In both cases the regularisation introduced to stabilise the solution method 
causes the numerically recovered equivalent wavefield to be a smoothed version of the 
"true" 
solution. This introduces a systematic error, or bias, in the estimate of equivalent velocity. 
If a spiking filter is used to implement deconvolution in log time, then the resulting smooth- 
ing, or regularisation, of the numerically recovered wavefield can 
be analysed. When this anal- 
ysis is combined with a known, analytically calculated, equivalent wavefield 
the regularisation 
of the numerically recovered equivalent wavefield can be predicted. 
This analysis is applied 
to the equivalent wavefield of a grounded horizontal electric current 
dipole source located at 
the surface of a uniform half-space for receivers located at the surface of 
the half-space. The 
predicted regularised equivalent waveform is in good agreement with 
that obtained numerically. 
This understanding of the systematic error introduced 
by regularisation enables calibration of 
DPM by numerical deconvolution in log time. 
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Numerical modelling studies using layered Earth models are used to investigate the feasibility 
of using multichannel, long-offset TEM surveys to detect and monitor hydrocarbon reservoirs. 
These studies indicate that when drawing an analogy between long-offset TENI surveying and 
the seismic method it is more appropriate to consider wide-angle, refraction seismic than near- 
offset, reflection seismic surveying. 
Using the calibrated numerical calculation of DPM by deconvolution in log time, synthetic 
responses from simple layered Earth models are mapped to the equivalent wavefield domain 
and plotted as common source gathers. That is, the equivalent wavefield is plotted in a "wig- 
gle trace" style as a function of the source- receiver-offset and q. Arrivals on these plots are 
interpreted using concepts from seismic refraction. 
It is to be expected that field data will have an equivalent wavefield containing more than 
one arrival. The correct identification of several arrivals is recognised as a difficult problem 
(Slob et al. 1995). Some results have been shown here for the equivalent waveform above a half 
space. Assuming that these also hold for layered media, they have been applied to synthetics 
and found to enable useful interpretation of numerically recovered equivalent wavefields where 
more than one arrival is evident. It has been necessary to make this assumption because an 
analytic expression for the TEM response above a layered Earth is not known in the space-time 
domain. 
Arrivals dominant at short offsets and intercepting the origin of the offset axis and the 
axis are interpreted as the direct wave, travelling through the surface layer from the source to 
the receiver. Arrivals becoming dominant at longer offsets are interpreted to be from deeper 
layers. In the case of resistive layers, which have a high equivalent wavefield velocity, arrivals 
are observed which intercept the O-offset axis at q>0. These are interpreted as refracted 
arrivals. 
Analysis of the equivalent wavefield in the q domain is helpful in producing novel analysis 
of multichannel transient electromagnetic responses and in giving insight through an analogy 
with seismic propagation. However it is not clear that the best way to apply the equivalent 
wavefield concept to processing and interpretation of field data is through 
DPM followed by 
interpretation of the equivalent wavefield in the q domain. 
In this thesis the equivalent wavefield velocity is estimated from the slope of arrivals in the q 
domain, and from this resistivity is calculated directly. This approach exploits, 
indeed requires, 
multi-channel acquisition. As a possible basis for an interpretation method 
it is noteworthy for 
its simplicity and minimal computational expense, and because it 
does not employ an apparent 
resistivity transform, or iterative forward modelling. 
A disadvantage of this approach is that, because the interpretation is performed on 
the 
equivalent wavefield in the q domain, it requires effective 
DPM. DPM is acknowledged to be 
a difficult problem. The DPM and interpretation methods presented 
here are simplistic, their 
sensitivity in the presence of noise has not been examined, nor 
have they been demonstrated 
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on field data. 
A drawback of interpretation in the q domain is that the "wavelet" on each trace in a 
common source gather is expected to vary with offset. In the presence of noise it may be 
difficult to locate the precise position of the peak on each trace in the equivalent wavefield, 
and difficult in a common source gather of traces because of the trace-to-trace variation in the 
shape of the wavelet. 
This thesis demonstrates a scaling relationship for the equivalent wavefield of a horizontal 
electric current dipole at the surface of a half space. To be specific, when plotted as a function 
of v, where v -- ln(q), this equivalent wavefield has the same elemental wavelet at all receiver 
offsets (with a variation in amplitude and delay which is dependent upon offset from the source). 
This constant elemental wavelet is clear in Figure 7.3 as is the mapping between an arrival falling 
on the straight line q- r/c and the line v= 1n(r) - 1n(c) where, as before, r is offset and c is 
the equivalent wavefield velocity. 
A constant elemental wavelet gives an advantage to interpreting the equivalent wavefield in 
the v domain, as opposed to the q domain. Arrival time as a function of offset could be estimated 
by normalised cross- correlation of the equivalent wavefield in the v domain. Resistivity would 
then be estimated from this function. This approach would be similar to the analysis used 
to find stacking velocities from reflection seismic data (Hatton, Worthington & Makin 1986, 
Section 3.3.6). 
A scaling relationship also holds for G (x, v), an intermediate quantity calculated directly 
from the diffusive data during DPM by deconvolution in log time. It may be possible to apply 
the analysis direct to G(x, v), without concluding the DPM procedure. This would provide a 
interpretation procedure of minimal computational expense. 
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Abstract 
Seismic reflection is the premier geophysical method for determining structure in sedimentary 
basins and the dominant geophysical exploration method for hydrocarbon prospecting. The 
seismic method is directly sensitive to velocity and density contrasts but only indirectly sensitive 
to changes in porosity and pore fluid content, and such variations are poorly resolved with 
seismic. Electromagnetic (EM) prospecting is directly sensitive to contrasts in bulk resistivity 
due to, for example, a change in pore fluid from brine to oil. This suggests that ENI methods 
can be used in addition to seismic and other geophysical measurements to determine the fluid 
content within a reservoir and thus map the hydrocarbon reserves. 
This proposition is being tested at an underground gas-storage site in France. During the 
summer gas is pumped into an underground sandstone reservoir. Gas reserves peak in autumn 
and are then depleted during winter as the rate at which the gas is consumed exceeds the rate of 
supply. Reserves reach a minimum in spring, the space formerly occupied by gas being replaced 
by natural salt water in the reservoir. The primary objective of the experiment is to demonstrate 
that changes in the reservoir can be monitored using repeated surface electromagnetic surveys, 
which we call the time-lapse EM method. The aim is to perform two surveys over the reservoir 
and map in space the changes in resistivity observed between the two surveys. These should 
occur mainly in the reservoir rock and should be related directly to the movement of the gas- 
water interface, which can also be measured directly in control boreholes. 
In order to map the movement of the gas-water interface, two surveys are being collected 
using the latest generation of multichannel transient electromagnetic acquisition systems. 31) 
modelling indicates that the difference between the two data sets should be of the order of 5% 
over an appropriate time/offset range. We believe it is possible to obtain repeatable measure- 
ments with less than 1% noise. This means that this effect is detectable and that it will be 
possible to obtain a reasonable resolution of the gas movement. 
The first survey, conducted in September/ October 1994, yielded unprecedented production 
levels, data coverage and data volumes for an EM survey - in total 4.5 GBytes of data were 
col. lected. Traditional interpretation approaches, based on inverse modelling, struggle with 
such large data sets. We have decided to transform our EM data to a form that allows us to 
manipulate and process it as if it were seismic data - thus taking advantage of extremely well 
developed seismic data processing packages. One such approach is to use the wave transform. 
The wave transform relates the response of a diffusive medium to the response of an equiv- 
alent wave propagation medium. Wave transform inversion of transient 
EM data recovers an 
equivalent wavefield to which seismic data processing systems may be applied to process and 
interpret the data, making best use of the dense spatial coverage. This is illustrated 
for one 
common source gather. 
A warm. winter resulting in reduced gas demand meant that the reservoir was still 
full at the 
time of the planned return to the site in spring 1995. With the 
kind permission and support of 
the sponsors the project time-scale has been extended, and the second survey 
is now planned 
for spring 1996. We expect at the conclusion of this experiment to 
demonstrate that time-lapse 




The development of a new exploration geophysics methodology begins with the identification and description of a geological target and investigation of its geophysical response. Then follows the 
development of an innovative surveying method including construction of apparatus and procedure 
for acquiring data, and theory and procedure necessary for processing and interpreting the data. 
Proving the worth of the new methodology requires the measurement of data in the field and inter- 
pretation to a geological model. 
The University of Edinburgh, in collaboration with The University of Cologne, DeutscheMontan- 
Technologie (DMT), and Compagnie G6n6rale de G6ophysique has a European Commission THER- 
MIE project entitled Delineation and Monitoring of Oil Reservoirs using Seismic and Electromag- 
netic Methods (Contract Number OG/0305/92/NL-UK). This project is primarily concerned with 
the development of an exploration methodology which may be routinely used to detect and monitor 
financially recoverable hydrocarbon reservoirs directly using multichannel transient electromagnetics 
(MTEM) in combination with complementary data sets such as well logs and exploration seismology. 
This paper reports progress towards proving this new methodology. 
Reflection seismology is the single most effective tool for mapping subsurface structures in sed- 
imentary basins, including salt domes, folds and basement highs. Such structures can control the 
location of hydrocarbon accumulations and consequently reflection seismology is the dominant geo- 
physical method for hydrocarbon exploration. 
The seismic method is directly sensitive to velocity and density contrasts but only indirectly 
sensitive to changes in porosity and pore fluid, and such variations are poorly resolved by seismic 
data. Seismic reflection has a proven track record in mapping structure, but has not had great 
success in direct hydrocarbon detection, except in identifying gas in certain special environments 
(for example, by "bright spots" and by AVO anomalies. ) 
Electromagnetic (EM) methods are sensitive to variations in bulk resistivity due to, for example, 
variations in lithology, porosity or pore fluid. EM prospecting, being a diffusive process, lacks 
the intrinsic resolution of the seismic method and is typically not used beyond initial, large scale, 
exploration, if at all. 
Despite these difficulties EM methods do have an ability which makes them attractive for hydro- 
carbon exploration. The seismic method is generally poor at determining fluid content because there 
is very little acoustic contrast between rock saturated with oil and rock saturated with water. Well 
logs and laboratory studies show that electrical conductivity can vary enormously within a porous 
medium, depending on both the porosity and the fluid content. Salt water is much more conductive 
than oil or gas. The direct sensitivity of EM methods to variations in porosity and pore 
fluid is a 
property, not possessed by the seismic method, which offers the possibility of the direct detection of 
resistivity anomalies associated with hydrocarbon reservoirs. 
Interest in using electrical and electromagnetic methods for direct hydrocarbon detection 
has long 
existed (Keller 1968). Model studies conclude that both controlled source and natural source surface 
EM methods have the potential to detect financially recoverable hydrocarbon reservoirs at moderate 
depths. Monitoring small variations in reservoir properties during production of hydrocarbons is a 
more difficult task. The development of such an EM methodology has 
been made possible by 
advances in EM acquisition, processing and interpretation technology. 
Dense galvanic controlled source measurements are the most promising surface 
EM methods 
with which to tackle the problem. Modelling shows that it should 
be feasible to monitor shallow 
variations in reservoir properties during the production of hydrocarbons, either 
from a new field 
or from an underground gas storage reservoir provided repeatable measurements with 
less than 1% 
noise can made (H6rdt et al. 1995). Multichannel acquisition systems originally 
developed for use in 
exploration seismology have been adapted for use in MTEM surveys and 
it is now possible to collect 
much larger amounts of data than ever before. Improved 
instrumentation also allows acquisition 
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configurations which were not previously possible. Techniques for improving signal-to-noise ratio 
allow surveying in areas where noise levels would have previously rendered data un-interpret able. A first field season with the new TEAMEX MTEM system has acquired high quality data at an 
underground gas-storage site in France. We believe it is possible to obtain repeatable mea-surements 
with less than 1% noise. This means that changes in bulk resistivity due to movement of the gas- 
water contact are detectable and that it will be possible to obtain a reasonable resolution of the gas 
movement. The final step in the proving of this new methodology will be the acquisition of a second 
survey over our field site and subsequent processing to image resistivity changes, finally yielding a 
geological interpretation. 
Previous data processing and interpretation leant heavily on inverse modelling which, for 2D and 
3D models, is difficult and computationally expensive. Wave transform inversion allows calculation 
of an equivalent wavefield from diffusive transients. The equivalent wavefield may then be processed 
and interpreted using seismic techniques This avoids the need for inverse modelling. 
The remainder of this paper describes our experiment, beginning with the MTEM acquisition 
methodology and the TEAMEX MTEM acquisition system. The results of some feasibility studies 
of our target are then outlined. The experience of the first field survey, including field parameters, 
production rates, data quality and pre-processing are discussed in some detail. New data processing 
methodologies being developed to process these unusually large, high quality, and dense data sets 
are then introduced and conclusions are drawn. 
2 MTEM Acquisition with the TEAMEX System 
The TEAMEX system for MTEM 
sounding (Figure 1) was developed by 
DMT, based on their SEAMEX sys- 
tem for seismic exploration. Many 
TEAMEX receivers can be linked to- 
gether in a spread. Each receiver con- 
verts analogue signals for digital trans- 
mission to a central PC which controls 
the action of the entire spread. This 
new technology greatly speeds the data 
acquisition process. This allows many 
more transmitter locations to be occu- 
pled than was previously economically 
feasible, resulting in a dramatic in- 
crease in the spatial density of data col- Figure 1: TEAMEX receiver unit installation. lected. The increased dynamic range 
of the TEAMEX receiver units also allow data to be recorded at much nearer offsets than was previ- 
ously possible. Synchronisation between the transmitter and receiver systems can be achieved using 
high precision clocks. This removes the necessity for a physical connection or line-of-sight 
between 
the transmitter and receiver crews. 
A typical 2D acquisition configuration is schematically presented in Figure 2. The transmitter 
and receivers are laid out along a line over the target. Each TEAMEX receiver unit measures 
Ex, the 
horizontal component of the electric field parallel to the transmitter orientation, and one additional 
component, which is alternately the horizontal component of the electric 
field perpendicular to the 
transmitter orientation or the rate of change with respect to time of the vertical component of 
the 
magnetic field, denoted dHz/dt. A bipolar transmitter current wave 
form I(t) is employed, which 
















Model studies conclude that both controlled source (H6rdt et 
al 1995) and natural source (Eadie 1981) surface EM methods have 
the potential to detect financially recoverable hydrocarbon reser- 
voirs at moderate depths. Monitoring small variations in reservoir 
properties during production of hydrocarbons is a more difficult 
task. Eadie (1981) and Kaufman and Keller (1983) develop theory 
indicating that for the surface-to-surface acquisition configuration 
resistive units, such as hydrocarbons, are best resolved by MTEM 
methods with galvanic sources. That is, sources which couple gal- 
vanically with the Earth resulting in significant vertical current 
flow. Accordingly a grounded electric bipole source is employed. 
Modelling the response of layered 
Earth models can determine the mag- 
nitude of the geophysical response to 
a geological anomaly of infinite extent. 
This allows a first estimate of the de- 
tectability of a resistivity anomaly due 
to a large hydrocarbon reservoir. Ta- 
ble I lists the depths and resistivities 
for ID Earth model H which reDre- 
sents a gas saturated reservoir. 
ýhis 
model is based upon well logs from 
the field area, an underground gas- 
storage site in France. The anticli- 
nal structure of the reservoir is known 
from sparse seismic data and over 40 
boreholes and is shown schematically 
depth resistivity 
layer (m) (Ohm m) 
1 0-140 50 
2 140-160 15 
3 160-310 50 
4 310-490 10 
5 490-520 200 
6 520- 10 
in r igure j. It IS Known iroM Dore- 
hole monitoring that the reservoir is 
"open" allowing the gas-water contact 
to move up-dip and down-dip as gas 
reserves are depleted during the win- 
ter and then replenished during the fol- 
lowing summer. Model W represents 
a water saturated reservoir and has 
the same depths and resistivities ex- 
cept for layer 5, the target, which has 
a resistivity of 10 Ohm m. Synthetic 
in-line dipole-dipole MTEM responses Figure 3: Anticlinal structure of field site showing wells used for 
were calculated for cases without (W) injection, production and monitoring of gas in the reservoir. After 
and with (H) gas in the target layer Gaz de France illustration. 
using the MODALL program (Strack 1992). 
Figure 4 presents the ratio of in-line Ex components for models H and W as a contour plot. 
At 
optimal transmit ter- receiver configurations the ratio between responses with and without the 
hy- 
drocarbon bearing layer can be as much as 50% for a fully saturated target layer of 30 m thickness. 
The response due to a reservoir of finite extent is, of course, smaller. Variations 
in the saturation 
or areal extent of a finite reservoir will have a response which is smaller still. 
Careful 3D modelling 
of the project field area indicates that the response due to expected seasonal variations in 
the volume 
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Table 1: Layer depths and resistiv- 













Figure 4: The ratio of in-line Ex components for models H and W presented as a contour plot. 
Receivers are plotted against time with receiver offset increasing from left to right and time increasing 
down the page. Receiver offsets varies from 125 in to 2250 m in intervals of 125 m, while the time 
range is from I ms to 500 ms in intervals of I ins. 
of gas stored will be around 5% (116rdt et al. 1995). Although the response will be small it will 
retain a characteristic spatial variation and should be detectable provided that good data can be 
acquired with an uncertainty less than, say, 1%. 
4 Field Acquisition, Data Pre-processing and Data Quality 
The first field campaign was conducted in 3 weeks over September/ October 1994. The acquisi- 
tion was performed by Compagnie G6n6rale de G6ophysique and their sub- contractors, including 
HarbourDom Consulting GmbH, to a specification drawn up by the project partners. 
Acquisition focused on a single profile over the target. Two receiver spreads were employed, lying 
contiguous to give continuous receiver coverage over the centre 4 kin of the profile. 19 TEAMEX 
receiver units were taken to the field. At any one time up to 16 units were in use, with the remainder 
being held in reserve in case of failure. The receiver unit spacing in each spread was 125 in, giving 
an individual spread length of 2 km. Each receiver unit measured two channels. Telluric channels 
employed receiver dipoles of 125 m length and copper/copper-sulphate electrodes, while 50 m square 
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125 2250 
loops of modified multi-core seismic cable were laid flat on the ground to record magnetic fields. 
Each receiver unit records two transients every time the bipolar current waveform is switched. A 
transient length of 2048 samples at a sampling rate of 1 ms was selected. Of these approximately 384 
are pre-trigger samples, which allow accurate identification and backing off of residual bias signal. 
The main transmitter run was also centred along the same profile. Transmitters orientated 
parallel (in-line) and orthogonal (broad-side) to the profile were deployed at intervals of 250 m. Each 
transmitter electrode installation employed two 3m long pipes sunk into drill holes and surrounded 
with bentonite mud. A transmitter dipole length of 250 in was employed, with transmitter current 
varying according to the maximum which could be safely and repeatedly injected at each site. A 
bipolar waveform was employed, switching alternately between positive and negative current (Strack 
1992). Peak to peak transmitter currents of between 20 A and 60 A were achieved, depending upon 
surface resistivity and generator power. In addition to the main transmitter run, a further four 
transmitter stations were occupied forming a cross on each side of the profile. 
In total 64 receiver channels and 57 transmitter stations were occupied. Such dense spatial data 
coverage is unprecedented in a transient electromagnetic survey. 
The raw transients contain a significant amount of periodic noise. Principal among these is 50 
Hz noise from mains power sources and its higher harmonics, but there is also significant periodic 
energy at other frequencies. This may be removed using notch filters, but the distortion associated 
with the application of many notch filters to a single signal is to be avoided. 
In order to improve the signal-to-noise ratio many transients are recorded for one transmitter- 
receiver configuration and then veHically stacked. Since the noise is not phase stable between 
transmitter switchings a simple averaging of an adequate number of relatively clean transients is 
effective in improving the signal-to-noise ratio. The length of time each transmitter station was 
occupied depended upon the transmitter dipole moment, noise environment and the offset to the 
farthest receiver. Between 55 and 190 transients were recorded for each transmitter position, result- 
ing in a total data volume of approximately 4.5 GBytes. Overall data quality is very good and from 
the stacking statistics the uncertainty for most of the transients is below the 1% level which was 
targeted (see Figure 5 and H6rdt et al. 1995). 
More sophisticated noise-reduction approaches may also be taken. Since the noise is (largely) 
stationary within one trace, predictive deconvolution can be used to remove the predictable compo- 
nent of the noise. There are also a number of algorithms which try to remove non-stationary noise 
by attempting to identify and remove uncharacteristic samples (outliers) due to noise bursts 
(Strack 
1992). 
as would be expected, Geological noise, topography and the presence of pipelines mean that, 
the measured data does not match exactly the response to the reservoir which was estimated 
by 
3D modelling. Principal among these distorting factors are about 40 wells, and associated * 
surface 
pipes. While the EM response of pipelines is br 
. 
oadly understood the quantitative evaluation and 
removal of pipeline effects in EM surveys remains an area of active research 
(Qian and Boerner 
1995). Certainly it would be a very non-routine task to interpret and eliminate the effects of 
40 
wells and the conclusivity of the results might still be held in question. 
However these distorting 
features will all remain the same during the second survey. Taking the 
difference between the data 
collected in the two surveys will eliminate effects from pipelines and uncover 
the response to changes 
in the reservoir. This should reveal the movement of the gas-water contact 
in the time between the 
two surveys. 
Data Processing and Interpretation 
So-called inverse modelling - the iterative refinement of a model 
through forward modelling until a 
good fit with the experimentally acquired data is achieved - continues 
to be the mainstay of many 
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Figure 5: Common source gather of E field components in-line with transmitter 19, presented in 
the style of a seismic common source gather. In each figure offset from the transmitter increases 
from right to left in intervals of 125 m, starting from I km. Time increases from top to bottom in 
intervals of I ms while timing lines are set at 10 ms intervals. On each trace is apparent a number 
of pre-trigger samples followed by onset of the pulse from the transmitter. Left: the first raw trace 
recorded at each receiver. Right: the result of vertical stacking all the traces at each receiver, 
demonstrating a greatly improved signal-to-noise ratio. 
Figure 6: Common source gather of E field components in-line with transmitter 19 after processing. 
In each figure offset from the transmitter increases from right to left in intervals of 125 m, starting 
from 1 km. Left: second derivative of stacked traces plotted with against time with timing lines set 
at 10 ms intervals increasing down the page. Right: Equivalent wavefield calculated from second 
derivative of stacked traces using wave transform inversion by deconvolution in log time. The 
equivalent wavefield is plotted against the time-like variable q which has units of 
Vs. q increases 
down the page with timing lines at 1 Vs- intervals. 
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EM interpretation schemes. While 1D inverse modelling is tractable using moderate computer power, 
computational expense makes 2D and 3D inverse modelling a slow and painful task. The problem 
is exacerbated by the dramatic increase in data volumes resulting from the multichannel surveys 
required to resolve 2D and 3D features (Schnegg and Sommaruga 1995,116rdt et al. 1995). Although 
it would not be impossible to apply methods developed to interpret traditional surveys, they are 
not designed to exploit dense spatial sampling and would struggle to process the much larger data 
volumes. There remains at the present time a need to develop a more satisfactory methodology for 
processing and interpretation of these unusually large and dense MTEM surveys. 
The wave transform relates the response of a diffusive medium to the response of an equivalent 
wave propagation medium, provided the sources, geometry and boundary conditions in both domains 
match. The wave transform may be inverted to calculate an equivalent wavefield from diffusive 
transients and then seismic data processing and interpretation techniques may be applied to the 
equivalent wavefield to recover the equivalent velocity c(r). For EM data a resistivity profile a(r) 
may then be calculated using the relationship po-(r) = c(r)-' where p is the magnetic permeability 
(Lee & Xie 1993). 
Figure 6 shows on the left the second derivative of the stacked data set of Figure 5, illustrating 
that most of the information is is contained in a small fraction of the samples on each trace. These 
data have then been transformed by applying wave transform inversion by deconvolution in log time 
(Jia et al. 1995) to each trace. The resulting data are plotted on the right of figure 6 against the 
time-like variable q. 
The surface-to-surface MTEM response resembles seismic refraction more closely than seismic 
reflection. As a first step in the interpretation of the data, we intend to combine common-source 
gathers, similar to the seismic refraction method, enabling the layer thicknesses and resistivities to 
be inverted using conventional travel time tomography (Palmer 1980). 
Wave transform inversion remains an area of active research. Different schemes introduce differing 
constraints on possible solutions in order to improve resolution and tractability. Exciting new 
approaches continue to be developed (Gershenson 1993, Slob et al. 1995) and there remains scope 
for developing new inversion schemes to take advantage of the dense spatial sampling of MTEM 
surveys. Inversion of the wave transform is well known to be an inherently ill-posed problem and 
inversion schemes are often computationally expensive. Many schemes treat each trace individually 
and these can quite easily be implemented on parallel computers to reduce computation time P la 
et al. 1995). 
Conclusions 
The University of Edinburgh, in collaboration with The University of Cologne, DeutscheMontan- 
Technologie and Compagnie G6n6rale de G6ophysique are developing an exploration methodology 
which may be used routinely to detect and monitor financially recoverable hydrocarbon reservoirs 
directly using multichannel transient electromagnetics (MTEM). 
A first field survey over an underground gas storage site yielded unprecedented production 
levels, 
data coverage and data volumes for an EM survey. Data quality is very good and 
from the stacking 
statistics the uncertainty for most of the transients is below 1%. 
3D modelling of the site indicates that the response due to expected seasonal variations 
in the 
volume of gas stored will be around 5%. We believe it is possible to obtain repeatable measurements 
with less than 1% noise. This means that the effect of variations 
in the volume of gas stored is 
detectable and that it will be possible to obtain a reasonable resolution of 
the gas movement. 
The 4.5 GBytes of data collected spurred development of new processing systems 
designed to 
exploit the large data volumes and dense spatial coverage. 
Wave transform inversion allows calcu- 
lation of an equivalent wavefield from diffusive transients. 
The equivalent wavefield may then be 
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processed and interpreted using existing seismic processing systems. This may avoid the need for 
inverse modelling. 
Unusually warm weather resulted in little depletion of gas reserves during the 1994/1995 winter. 
With the support of the sponsors the project time-scale has now been extended, and a second survey 
which should reveal interim movement of the gas-water contact is now planned for spring 1996. 
We expect this experiment to demonstrate that time-lapse EM surveying will allow the movement 
of fluids in reservoirs to be monitored. It may also demonstrate that the method can be used as a 
direct hydrocarbon indicator. We also expect it to be useful for hydrocarbon exploration, delineation 
of salt domes and groundwater surveying. 
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Appendix B 
9 Related Problems in Partial 
Differential Equations 
In this section a new relationship between the solutions of related initial value problems is 
derived. This extends the result of Bragg & Dettman (1968b), essentially by employing the 
approach of Schouten (1935) but with a simpler and more concise derivation than either of 
these previous works. 
Generalising the Q 'E-ansform 
Let D, be a linear differential operator which is independent of t. That is, let D, = 
(D,, D2)--., Dn) where each Dj is some collection of powers of the space variable x and 
ai, I, .... n the partial derivative with respect to the 
ith component of x. Let P, and 
P2 be polynomials with coefficients aj, i=1, ..., N and bi, Z=1, ..., 
M respectively. Finally, 
let aV be the boundary of the volume V. 
We are interested in deriving a relationship between solutions to the two related initial value 
problems 




xEV, i=1,..., N 





D, ýU(x, q)1 +P2(0q){U(x, q)1 =T(x, q), 
V, q>O 





xE DV, q>O. 
(B. 2) 
Taking the Laplace transform of problems (B. 1) and (B-2) with respect to t and q with 
transform parameters s and p respectively we obtain 
D, IF(x, s)1 +Pi(s)F(x, s) = 
N-1 zi= ais'-jcej Ei=O i0 
+, ý (X, 8), x 
P (x, q) =ý (x, q), OV 
and 
D, IU(x, p)1 + P2(p)U(X, P) = 
M-1 zi bip'-3 . Oj (x) Ei=O j=O 
xEV 
(x, q) = (X, OV- 
(B. 3) 
(B. 4) 
Let ýo(s) be such that P2 (ýo(s)) = P, (s) and the inverse Laplace transform of exp(-ý0(8)) 
with respect to transform parameter s exists. Substituting p= ýp(s) 
in (B. 4) we obtain 
D, Ü (x, s) + P2 
W (s» Ü (X, 8) = 
ý-0 l: '=: c) bi (ýp 
(s»'-j Oj (x) Ei=O i 
+ýÜ(x, ýo(s», xCV 




Define the quantity i? (x, s) by 
R(x, s) =- F(x, s) - U(x, ýp(s)). (B-6) 
By subtracting equations (B. 5) from (B. 3) we see that R^ (x, s) obeys 





I: M-l I: i= 
i=O j obj(ýo(s))i-joj(x) 
(B. 7) 
S s) - 
k 8) ::::::::: 
Y (X, 8) - fL (X, ýo (s)), xE aV - 
Let us require that the boundary, and source terms in (B. 7) match, i. e. 
ý(Xl 8) - fi(x, (P(S)) =0 (B -8) 
and 
S(x, s) - T(x, V(s» = 0. (B. 9) 
Now consider the, often relevant, case where we have aj (x) -= 0, i=1, ..., N and 
Oj (x) =- 0, 
j=1, ---, M- In this case there are no remaining terms on the right hand side of equations 
(B. 7) and clearly k(x, s) =- 0 is a solution for the problem (B. 7). 
In the situation where we have some initial conditions aj (x) which are non-zero we require 
, 
3j(x) such that each power of s in (B-3) and (B. 5) has the same coefficient. In order to aid 
later analysis we note here that this requirement may be re-written as 
zN-1 skZ 
N-1-k 
aj+kaj(X)- k=O j=O (B. 10) 
Z M-1(, (, »k j: M-1-k bj+kßj (X) = 0- k=O j=O 
If it is possible to expand W(s) in terms of powers of s then this formulation yields a system 
of equations to solve for 13j (x). Note that this system does not always have a solution. 
Given that we can satisfy (B. 10), we return our attention to (B. 7). If this problem is such 
that it has a unique solution, then k(x, s) -= 
0 must be the only solution and in this case 
(x, s) =U (X, ýo (8» 
(B. 11) 
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which by the definition of the Laplace transform implies that 
(DO 
P(x, s) = 
10 
U (X, q) e-ý, (s) q dq. (B. 12) 
Taking the inverse Laplace transform we obtain our result 
00 
(x, t) =- 
fo 
£-' je-"( s)q JU (x, q)dq (B. 13) 
which we call the generalised Q transform. 
B. 2 Correspondence of Sources 
Recall equation (B. 9) which stated that for source functions to match we require 
S s) -- T (x, ýo (s». (B. 14) 
By the definition of the Laplace transform (0.7) Equation (B. 14) implies that 
S(x, s) = 
in 
T (x, q) exp (- ýc (s) q) dq. (B. 15) 
B. 3 Singular Value Expansion Analysis of The Gener- 
alised Q Transform 
We can now make some observations on the applicability of the generalised Q transform. Con- 
sider the case where the two initial value problems (B-1) and (B. 2) are significantly different. To 
be specific, let us require M>N so that ýo(s) must be such that the transformation S -+ W(S) 
maps a polynomial of degree M in s onto a polynomial of degree N. 
conjecture that if m>n and ýo-'(s) is such that s= ýP-%o(s)) = W(ýp-'(s)) then 
exp (- ýo (s) q) has an inverse Laplace transform but exp (- ýo -1 (s) q) does not. This conj ecture is 
true for a number of cases of interest - see for example section 7.1 - and implies that given 
a pair of problems, it will only be possible to derive a transform equation in one direction. 
Therefore it is of interest to consider how Equation (B. 13) might be inverted to find U(x, q) 
given an unknown F(x, s). 
Considered from a situation where it is desired to calculate U(x, q) given an unknown 
F (x, s) the generalised Q transform (B. 13) is a Fredholm integral equation of the first kind 
Kress (1989). This is a class of problems which are inherently ill-posed. In order to demonstrate 
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this we examine a generic Fredholm integral equation of the first kind, 
and employ a singular value expansion (SVE) in order to analyse the stability of the inverse 
problem of determining u(q) given f (t). 
A kernel K (t, q) may be expanded in terms of its nonzero singular values vi. and left and 
right singular functions ui and vi as 





K (t, q) u (q) dq, (B. 16) 
00 








where (f , uj) denotes the scalar product of 
f and ui and IaI denotes the modulus of a. In this 
case the solution is Oo I 
-(f, ui)vi- V4 Vi 
(B. 19) 
In order to demonstrate that (B. 16) is ill-posed consider equation (13.19). If we perturb the 
left hand side of (B. 16) by adding fj6 = 6ui then the change in the solution is u6 = ký 6vi. Since Vi 
the singular values vi tend to zero, the influence of a small change fj6 can be made arbitrarily 
large simply by taking large enough i. Hence the problem is ill-posed since an infinitesimal 
change in the input can cause a large change in output. 
'If the condition that f C- A((A*)-L where A is the linear operator 
f -4 
"only if" becomes an "if and only if" - 
b 
K(t, q)ukq)dq is added, then this 
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Appendix C 
Geophysical Modelling and 
Simulation on High Performance 
Computers 
Numerical simulation is used extensively in the design and interpretation of geophysical surveys. 
The integral equation method is well suited to numerical modelling of 3D anomalies of limited 
spatial extent and with uniform internal properties. The finite difference formulation is well 
suited to numerical modelling of Earth models with smoothly varying properties. 
The development of exploration geophysics has been intimately linked to the development 
of high performance data acquisition systems and high performance computers to model and 
process the ever-increasing volumes of data. It is possible to increase the performance of a 
computer either by spending money on a faster processor or by spending money on more 
processors and the software development necessary to use them effectively. For many numerical 
modelling problems in geophysical, it is more effective to take the latter course and employ a 
parallel computing approach. 
This appendix opens with a brief introduction to parallel computers and some of the concepts 
and terminology relevant to their effective use. The formulation of the electromagnetic induction 
problem using integral equations is introduced and its suitability for modelling the response 
of different geological targets is outlined. The formulation of the electromagnetic induction 
problem using finite differences is introduced and its suitability for modelling the response of 
different geological targets is outlined. 
The EM3D integral equation electromagnetic modelling program and the EMAFD finite 
difference electromagnetic modelling program have been parallelised using task farms. Perfor- 
mance results show that this allows such diverse systems as departmental workstation clusters 
and massively parallel supercomputers to be used effectively for electromagnetic modelling. 
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C. 1 High Performance (Parallel) Computers 
It is possible to increase the power of a computer either by spending money on a faster processor 
or by spending money on more processors and the software development necessary to use them. 
For many modest problems it is cheaper to take the latter course. For applications demanding 
ultimate performance the solution is to take the fastest processors available and use as many 
of them as can be afforded. ' For these reasons parallel computing has matured from a research 
topic into a mainstream technology. This section provides a brief introduction to parallel 
computers and some of the concepts and terminology relevant to their effective use. 
The section opens in section C. 1.1 with Flynn's taxonomy of computer architectures and 
then focuses on distributed memory, multiple instruction stream, multiple data stream par- 
allel computers or multicomputers. Section C. 1.2 surveys parallel programming paradigms, 
contrasting functional and data decomposition and investigating different data decomposition 
techniques. Load balancing techniques, which aim to minimise execution time by ensuring that 
all processors have the same amount of work to perform, are discussed in section C. 1.3. 
C. 1.1 Computer Architectures 
Flynn's Taxonomy 
Flynn's taxonomy (Flynn 1972) categorises computer architectures according to whether they 
have single or multiple instruction and data streams. Conventional computers employ the single 
instruction stream, single data stream (SISD), or Von Neumann programming model (Flynn 
1972). SIMI) machines retain a single instruction stream, but have multiple data streams all of 
which are acted upon at the same time, and in the same way, by a large number of processors. 
In the MIMD, or multiple instruction stream, multiple data stream architecture, a number of 
processors work independently, with each processor taking instructions 
from its own instruction 
cache and operating on different data in its own data stream. 
At the present time the use of SIMI) parallel computers for general purpose supercomputing 
is declining. Meanwhile there is an increasing range number of MIMD computers marketed 
by 
vendors including Cray, DEC, Hitachi, HP-Convex, IBM, 
Intel, NEC and Sun. In addition 
modestly-parallel computing is spreading down-market from supercomputers 
into systems such 
as multi-processor PC-compatible servers. 
Distributed Memory MIMD 
In a distributed memory MIMD (DM-MIMD) architecture, each processor 
has direct and exclu- 
sive access to its own memory bank. Processors share 
data and communicate with each other 
by message passing through some interconnect 
device This architecture can be considered 
1 Today the most powerful computers are without exception massively 
Parallel (Dongarra, Meuera & Stromaier 
1995). 
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as simply many traditional sequential computers acting in concert and is sometimes termed a 
mufficomputer - see figure C. l. 
At the time of writing production-strength parallelising compilers machines do not exist for 
the DM-MIMD programming, and it is unlikely that they will exist in the near future. The need 
to perform explicit message passing means that DM-MIMD programming is widely considered 











Figure C. 2: Schematic SIMD architecture. 
The communication to computation ratio of a multicomputer is determined by the relative 
speed of the processors and the interconnect between them and is regarded by many as an 
important yardstick with which to gauge a multicomputer. Some applications require rela- 
tively little communication between processors when considered in proportion to the volume of 
computation which is required. These applications may perform well on loosely coupled multi- 
computers such as a network of workstations where the communication/ computation ratio is 
low. However many applications require a more tightly coupled architecture to achieve good 
processor utilisation. 
The Cray T3D sited at Edinburgh is currently the most powerful computer in Europe. Each 
of its 512 processors is a 150 MHz DEC alpha processor with 64 Mb of memory. These are 
paired into nodes from each of which six links running at up to 300 MBytes/s carry data to 
other nodes and, through a Cray Y-MP host, to other systems. 
Shared Memory MIMD 
When exploiting multiple processors, one approach is to give all processors access 
to a single 
memory space. This is commonly achieved through the use of a global memory 
bank accessed 
by a bus - see Figure C. 3. This style of 




Sophisticated compilers and code development 
tools have been developed which support the 
task of implementing applications on SMP ma- 
chines. An example of this support is the au- 
tomatic distribution of loops by sophisticated 
compilers. 
The performance of SNIP architectures is typ- 
ically limited by bus contention and by the 
Pi P2 P3 Pn 
Figure C. 3: Schematic SMP architecture. 
synchronisation required to ensure two processors cannot simultaneously update a single mem- 
ory area. With current technology the SMP programming model is efficient only up to a few 
tens of processors. 
Non-uniform memory access (NUMA) computers blur the distinction between SNIP and DM- 
MIMD machines. Through a combination of hardware and software NUMA architectures sup- 
port global access to a distributed memory, some of which is local (fast access) and some remote 
(relatively slower access). 
C. 1.2 Fine and Coarse Grain Parallelisation Techniques 
To parallelise a problem it must be decomposed into parts or grains which can be executed 
simultaneously on different processors. Several different paradigms for decomposition have 
evolved, and with them techniques to estimate the effectiveness of a particular parallelisation 
strategy on a particular problem, without actually implementing the parallel program. These 
techniques aid when planning the parallelisation of a new problem. 
Parallelisation techniques can be classified according to whether the problem is divided on 
the basis of functionality or data, and on the number and/or "size" of the grains into which the 
problem is decomposed. A coarse-grained parallelisation technique divides the problem into a 
few large grains. This limits the number of processors which can be profitably employed. A 
fine-grained parallelisation divides the problem into very many grains. This offers a high degree 
of parallelism and the possibility that performance will scale well as the parallel platform is 
scaled up to a large number of processors. However the computation of each grain must be 
managed and this overhead can grow quickly with the increasing number of grains. 
When choosing a parallelisation technique it is important to match the technique to the 
problem and machine being targeted. SIMD computers often provide very effective support 
for 
fine-grained parallelisation of mesh-based problems. However, because this 
is essentially pro- 
vided by hardware, often it can support only very simple computations. 
DM-MIMD computers 
are more flexible but generally recognised as more difficult to program. 
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Functional Decomposition 
Functional (or algorithmic) decomposition breaks up a program into a number of sub-programs. 
Image Smoothed 
Image 
Figure CA: A functional pipeline. 
Feature Object 
Descriptions Descriptions 
A simple form of functional decomposition is the pipeline - see figure C. 4. In a pipeline 
the processing of data are broken down into a series of functional units through which the data 
is passed. When the first functional unit has completed processing a parcel of data the results 
are passed to a second unit that uses separate hardware and the first-step hardware is now 
free to begin processing new data. A high throughput can be achieved by breaking up a data 
processing job into many parcels. 
However the extent to which extra hardware can be exploited by this scheme is limited by 
the amount of functional parallelism inherent in the problem being tackled and in general this 
leads to poor scalability. 
The Task Farm 
If the main stage of a calculation can be de- 
composed into several independent tasks then 
there is no need for communication between 
processes executing each task and task farm- 
ing may be employed. A classical task farm 
consists of one source process which generates 
tasks, one or more worker processes which ser- 
vice them to produce results, and one sink 
process which handles results. Each worker 
requests a task from the source process, exe- 
cutes it and passes the results on to the sink Figure C. 5: The classic task farm. 
process and then requests the next task from the source process. This cycle repeats until all 
tasks have been completed. Task farming is generally considered a coarse-grain approach, well 
suited to DM-MIMD computers. 
Data Decomposition 
Many simulations apply similar or identical operations to every member of a 
large data set. 
A common example is the solution of partial differential equations using a mesh 
discretisation 
and finite difference approximations. If the calculation 
for several mesh sites can proceed at 
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the same time then the simulation can be parallelised by decomposing the mesh over several 
processes so that every process is responsible for storage and computation of one portion of the 
mesh. 
This is often termed data decomposition or domain decomposition with the latter terminology 
being more common when referring to data which is associated with a spatial domain which 
has been discretised as, for example, a regular grid. 
Regular Domain Decomposition 
The term regular domain decomposition usually refers to a data parallel paradigm in which a 
rectangular mesh, usually stored as a multidimensional array in serial programs, is decomposed 
over processes in such a way that every process is responsible for storage of, and operations 
upon, one contiguous rectangular portion of this mesh - see figure C. 6. Problems which are 
amenable to this kind of parallel execution frequently arise in the physical sciences, especially 
where partial differential equations are solved using finite difference methods. 
Decomposition of a 
two dimensional mesh 
into regular domains 
Mapping of regular domains 
onto a two dimensional 
process grid 
Figure C. 6: Geometric domain decomposition in two dimensions. 
Geometric domain decomposition is a special case of regular decomposition where grains 
which neighbour each other in the real world are placed onto neighbouring processes in the 
logical process grid, the motivation for this being to minimise communication costs. 
When boundary data are communicated between neighbouring processes they tend to be- 
come loosely synchronised. That is, although the processes on a MIMD machine execute asyn- 
chronously, they are limited in their freedom to do so by the local interactions between them. 
Note that regular domain decomposition may not provide an even distribution of computa- 
tion among processors, as the amount of computation required may vary with location. 
Mixed-mode Parallelism 
Data decomposition and functional decomposition techniques are not mutually exclusive and 
many parallel programs combine them by creating a number of functional units and applying 
data decomposition to each unit. A common example is the rnaster and slave paradigm where 
there are two functional units - the master and the slave. The master unit 
handles all 1/0, 
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including the user interface and file system. Data is broadcast from the master to the slaves, 
each of which performs the work upon its domain. Results are then gathered or combined. 
Reproducibility 
Parallel and sequential implementations of an algorithm may produce slightly different results, 
depending on the method of parallelisation. For example, it is not uncommon to make slight 
changes in linear-solver algorithms to allow improved parallel efficiency. 
However, programmers writing MIMD software should also address the issue of reproducibll- 
ity. Precise times to perform operations tend to be non-deterministic on all computers, partic- 
ularly with regard to 1/0 and in multi-user environments. Moreover, the resources (number of 
processors, memory, processor clock speed) available to a MIMD program may vary from run to 
run. Consequently, because MIMD machines are asynchronous, the order in which operations 
occur is also, by default, non-deterministic. If this is not permissible, it is necessary to use 
synchronisation to enforce ordering of the operations. 
C-1.3 Load Balancing Techniques 
Parallel programs often run at the speed of the most heavily loaded process, and this introduces 
the problem of load balancing. 
For a functional decomposition, load balancing depends very much on the problem in hand. 
Typically it is necessary to be very careful to balance the scope of each functional unit. Alter- 
natively, each functional unit may be data-decomposed allowing load balancing by allocating 
suitable numbers of processors to each functional unit. 
It should be noted that many problems in physics and image processing are inherently well 
balanced under regular domain decomposition and no special effort to ensure load balancing is 
necessary. 
Task farms will to some degree perform automatic load balancing, since a task farm worker 
process is only assigned additional work packets once it has completed its previous work packet. 
This means that the time elapsed between the first worker finishing and the last worker finishing 
can only be as long as the time taken to complete the longest work packet. Therefore, if a very 
fine grain decomposition is employed, that is, if the problem is divided into many very small 
work packets, we can expect the load balancing to be good. However there are overheads 
associated with managing the division of the problem into work packets and the recombining 
of results. The cost of these overheads must be balanced against the cost of load imbalance. 
Some problems require the programmer to work a little harder to achieve good 
load bal- 
ancing. Consider figure C-7 where the work associated with a data set is concentrated 
in one 
region. The problem is inherently unbalanced and if a simple geometric 
decomposition is used 
some processors receive much more work than others, leading to load 
imbalance. 
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Figure C. 7: The work associated with this 
data is concentrated in the dark region. 
If a geometric decomposition is employed, 
certain processors receive much more work 
than others. 
Figure C. 8: A scattered spatial decomposi- 
tion divides the data much more finely and 
then scatters it, either at random or ac- 
cording to some scheme, thus distributing 
the work more evenly. 
It is important to distinguish between static and dynarnic load balancing. The former seeks 
to achieve a good load balance solely by judicious mapping of domains to processes. Dynamic 
load balancing involves the appropriate allocation (or re-allocation) of work to processes while 
the program is running and is in general a more difficult technique. 
One technique which uses a static decomposition is scattered spatial decomposition (Salmon 
January 1988, Nicol & Saltz 1990). This technique aims, as (Nicol & Saltz 1990) suggests, to 
balance workload without ever actually analysing it. Under this scheme the data set is broken 
into many more domains than there are processors and each domain is then allocated randomly 
or cyclically to processors in the hope that each processor will have an approximately equal 
work-load - see figure C. 8. As with task farming, there is a trade-off between using a 
fine grain 
decomposition to achieve an even load balance and keeping down the overheads associated with 
managing too fine a decomposition (Wilson, Mills & Norman 1991). 
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C-2 Geophysical Modelling with Integral Equations 
The integral equation method is well suited to geophysical modelling of 3D anomalies of limited 
spatial extent and uniform internal properties. It is not suitable for bodies of infinite or semi- 
infinite extent such as quarter spaces separated by a fault, or a semi-infinite layer. 
To recap on terminology, the primary field is a source field which is generated externally 
to the Earth's surface. The secondary field is induced by the primary field. The normal field 
is the primary field plus the secondary field induced in a one-dimensional or layered Earth 
approximation. The total field resulting from a 3D Earth model may be divided into the 
normal field resulting from a layered Earth plus the anomalous field resulting from additional 
(3D) heterogeneities. Usually it is "easy" to solve for the normal field. The anomalous field 
may then be formulated in terms of anomalous scatterers and Green's functions. 
C. 2.1 Formulating the EM Induction Problem Using Integral Equa- 
tions 
The EM3D package calculates the frequency domain response of a model using an integral 
equation formulation (Newman et al. 1986). A variety of sources can be constructed using 
finite length grounded electric dipoles, and receivers can be placed in or over a layered Earth 
model containing a body of finite extent which is discretised using a number of cuboidal cells. 
The total electromagnetic field Et resulting from a 3D Earth model may be divided into the 
normal field E,, resulting from a suitably chosen layered Earth background, and the anomalous 
field E,, resulting from additional (31)) heterogeneities. The normal field incident upon the 
scattering anomalies then forms the source term for the anomalous field. 
This formulation divides the conductivity o, into the normal conductivity o,,, and the anoma- 
lous conductivity o,,,, 
On (X) + Oa (X) - 
(C. 1) 
Ja ---: 0aEt is the 
(fictional) scattering current in the anomalous body. The anomalous 
field Ea 
may be written as the integral over the scattering body of the contributions 
from the scattering 
current, 
Et (x) En (X) + Ea (X) (C. 2) 
En (x) + 
iv 9(X, X')Ja(x')dx' 
(C. 3) 
where 9 (x, x') is the Green's tensor which describes the 
field at a point x due to an infinitesimal 
scattering current at x'. 
The only unknown in the right hand side of 
Equation (C. 3) is the scattering current J, In 
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Figure C. 9: The Green's tensor !; (x, x') describes the field at a point x due to a infinitesimal 
scattering current at x'. The additional field E,, due to an anomaly may be written as the 
integral over the scattering body of the product of the Green's tensor 9, the incident (normal) 
field E,, and the conductivity anomaly o,,,. 
the anomalous body we can calculate J,, using 
J'(x) 
- Et (x) (C. 4) or, (x) 
E, (x) + 
iv 
9 (x, x') J (x') dx. (C -5) 
This equation is implicit, since the scattering currents which we seek to calculate appear on 
both sides of the equation. In order to solve this equation we make a series of approximations 
which ultimately will yield a system of simultaneous linear equations. 
First, the anomalous body is divided into a number of regions Vn. In each region the 
scattering current is approximated by a constant J, 7'- 
J' (x) 




x t)jn dr'. (C. 7) En(X) + 9(X, a 
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cell V' we may write, by making the simple substitution x= xm, 
Ja(Xm) 
- En(X in) +NM, I)jn 
(X m) g(X X adr' (C. 8) O'a 'n 
N 
E, (xm) +Z Ir(X M, x n)jn a (C. 9) 
n=l 
where 
m r(X Xn) G (x , x') dr'. vn 
Letting IF', ' denote the approximation of r(xm, Xn) resulting from the numerical integration 
of the Green's tensor over the cell surrounding Xn we arrive at a set of simultaneous linear 
equations. This may now be re-arranged to give a matrix equation that may be solved to yield 












where N is the number of cells. 
N 
E'+I: r m, njn rn na 
n=l 
-Em n 
Using this formulation the calculation of the total field begins with computation of the 
coupling matrices which are then factored allowing calculation of the anomalous field. 
The total field at the receivers is then the sum of the anomalous field with the normal (layered 
Earth) field, which can be calculated separately. 
C. 2.2 Scope of the Integral Equation Formulation 
The success of the integral equation method in correctly reproducing the behaviour of the 
continuous geophysical fields which it approximates depends upon careful construction of the 
approximations which discretise the effect of the scattering body. 
For large conductors which have a low contrast with the background, galvanic current flow, 
or current channelling, in the body dominates the transient response. The effect of vortex 
currents, which flow in closed loops in the body, is negligible (Newman & Hohmann 1985). The 
strength of the current channelling effect is a function of the host medium, the body's geometry 
and the conductivity of the background. The time dependence of the response is largely a 
function of the host medium's primary electric field. 
Thin sheet models which assume the response to be purely inductive will give inaccurate 
results when the response is dominated by current channelling. Integral equation models such 
as EM31) (Newman et al. 1986) can be expected to model accurately responses 
dominated by 
current channelling but are not expected to model accurately responses 
dominated by induction 
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(Walker & Groom 1995). 
The transient response for high-contrast conductors is determined by complex interactions 
between galvanic and vortex distributions (Filipo, Eaton & Hohmann 1985). Only formulations 
which accurately model induction, channelling and their interaction can give good results in all 
configurations. 
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C. 3 Geophysical Modelling with Finite Differences 
In the finite difference method the quantities to be modelled are approximated bv a discrete 
representation on a grid or mesh which covers the region of interest. The differential equations 
which describe the behaviour of the continuous field translate into finite difference equations 
relating the fields at the nodes of the mesh. Such discrete representations are convenient 
for computers and can often be translated very effectively onto higher performance parallel 
computers. 
In principle, the finite difference method allows any distribution of Earth properties to be 
represented, subject to adequate sampling by the finite difference grid. In this way it is more 
flexible than the integral equation method. 
The success of the finite difference method in correctly reproducing the behaviour of the 
continuous differential equations which it approximates, depends upon careful construction of 
the difference equations and the finite difference mesh upon which they operate. 
Coding is generally easier when a regular mesh is used, particularly for distributed memory 
computing systems. In addition, the symmetry of a regular mesh can often result in cancela- 
tion of terms in the expansion of the partial differential equations resulting in finite difference 
equations with a higher order of accuracy in the approximation than for a non-regular mesh. 
C. 3.1 Axi-symmetric Finite Difference Formulation 
The electrical conductivity of an axi-symmetric structure is allowed to vary in the radial p 
and vertical z directions, but is independent of the azimuthal angle 0. If the electric dipole 
transmitter is sited arbitrarily, the source must be described fully in 3D. The combination of 
an axi-symmetric 2D structure and a finite source, the 2.5D problem, has been investigated 
by Goldman & Stoyer (1983), Chang & Anderson (1984), Pai, Ahmad & Kennedy (1993), Liu 
(1993) and others, but most compute results for a source located restrictively on the axis of 
rotational symmetry. 
The EMAFD package was initially developed by Liming Yu and Nigel Edwards at the 
Geo- 
physics Laboratory of the Department of Physics, University of 
Toronto (Yu 1994). EMAFD 
uses a finite difference approximation to calculate the response of an axisymmetric 
target in a 
double half-space background. The formulation employed by EMAFD divides the electromag- 
netic field into the normal field, subscript n, and the anomalous 
field, subscript a. The normal 
field is the response of a background layered Earth, while the anomalous 
field is the additional 
field caused by an anomaly. 
The EMAFD code uses the Laplace transform domain, which 
is equivalent to imaginary 
frequency values. The anomalous electric and magnetic 
fields in the Laplace domain can be 
written as 
x B,, = poorE,, + /, LoUaEn7 
(C. 13) 
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VxE, = -SBai (C. 14) 
where a is the total conductivity and o,,, is anomalous conductivity, the difference between the 
background and total conductivities. 
Since the variable 0 is periodic, it is convenient to expand the fields as a Fourier series, that 
is 
Consequently, we have 
00 
F(p, 0, z)= Z f, (p, z)exp(-ino). 
n=-oo 
a- 
- -in. (C - 16) 00 
In the wavenumber domain, the O-components of the electric and magnetic fields satisfy two 
coupled second order differential equations, 
0[ P110, I+ 
-0 
[PAU /-Iu (ipE,, O) , ap -Y ap az -Y 19Z p n 9-y a(pBao) n 9-y, 9(pB,, O) 
72 19p (9 Z 'Y 2 19Z j9p 
a( nPAO'a Enp) -a( nPPO'a Enz) + Pua(iEno), (9p -Y 09Z 7 
and 
where -( -n2+p2 Spa. 
0 [sp a(pB,, O) +9 
[spa(pB,,, ý)] 
-S (pB,, O) lop -ý 9p 
1 
19Z 7 9z p 
n i9-y a(ipE, O) n 9-y 9(ipEaO) 
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EMAFD approximates these equations using finite differences and then employs an iterative 
numerical technique to solve for anomalous field. For a given azimuthal harmonic n and a 
Laplace variable value s, the electric field is first computed from Equation (C. 17) neglecting 
the magnetic field terms. The magnetic field is then computed from the equation (C. 18) using 
the calculated electric field. The next iteration of the equation (C. 17) includes the calculated 
magnetic field, and so on until the fields stabilize, usually in 3 to 8 iterations. The MUDPACK 
finite difference package from NCAR (Adams 1989) is used to solve the differential equations at 
each iteration. The p and z components of the electric and magnetic fields are then calculated 
from the 0 component and its derivatives. 
Finally the fields are converted back to the time-space domain by applying inverse Fourier 
and Laplace transforms. The Gaver-Stehfest technique was selected to invert the 
Laplace 
transform. The Gaver-Stehfest technique is neither the most accurate nor the most generally 
applicable. However, the algorithm does offer the user the advantage of speed, simplicity and 
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perhaps most important of all, the need to compute the transform function F(s) only for real 
values of the Laplace variable s. A detailed description of the algorithm may be found in 
(Stehfest 1970, Knight & Raiche 1982, Villinger 1985, Edwards & Cheesman 1987). 
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C. 4 Task Farm Parallelisation. of EM Simulation 
C-4.1 Software Engineering 
The EM3D and EMAFD codes employ a fre- 
quency domain formulation. In these programs 
the solution for one Fourier domain component 
is calculated independently of other components. 
Many components are required to calculate a 
suitable range of time domain responses. It is 
possible to obtain an increase in performance by 
simultaneously running the calculation for each A- 
different Fourier component on different proces- 
sors. Normally a series of different Earth models Figure C. 10: Main program section for sequential 
would be investigated which further extends the version of EM3D. 
number of processors which can be usefully employed. 
The EM3D and EMAFD programs have been parallelised using a task farm. PUL-TF, a par- 
allel utility library written at the Edinburgh Parallel Computer Centre (Bruce et al. 1995) was 
chosen as a ready built task farm implementation. Subroutines were written to perform the 
source, sink and worker tasks and linked to the PUL-TF libraries and the main program altered 
to call the PUL-TF utility which then controls and coordinates the operation of the task farm 
see figures C. 10, C. 11 and C. 12. 
In this parallel implementation of EM31) every process in the task farm contains the full func- 
tionality of the application. At run-time the first process to register with the message passing 
system is selected as the "master" process. The master process reads in the model input file 
and counts how many tasks (models and frequencies) there are before passing control to PUL- 
TF. During operation of the task farm the master process will act as source and sink but may 
also act as a worker if this would help spread computation evenly over the processors. This 
single program multiple data (SPMD) programming model is required by some DM-MIMD 
computers. 2 
The source subroutine packs into an array a description of the next task to be executed. 
The worker subroutine unpacks the task description and calls the main calculation routine. 
This picks the specified model and frequency from the model description file, and calculates 
the response. Since many processes are run at the same time, all 1/0 had to 
be modified 
so that each process would write to a different file. This was easily achieved 
by using the 
number of the task currently being worked upon as an extension to 
filenames. After the main 
calculation for each task the worker subroutine packs into an array a confirmation that 
the task 
has been correctly completed. This is passed to the sink subroutine, which 
in this task farm 
2 Note that PUL-TF is very flexible and does not force the user to use a SPMD programming model. 
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only undertakes simple book-keeping of which tasks have been completed. 
The use of re-usable utilities such as PUL-TF minimises porting effort. Porting one of the 
simulation programs required 100 lines of new code and around 60 modified lines to port a total 
of 5,500 lines. However utilities such as PUL-TF cannot mitigate against poor software design. 
Another of the simulations required dramatic re-structuring before it could be parallelised 
sensibly. 
In addition to reducing coding effort, PUL-TF increases portability by hiding some system 
dependencies. Versions of the PUL-TF library are available for all the main parallel systems 
and our parallel programs have been tested on networks of Sun and SGI workstations, T800 
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Figure C. 12: Subroutines to implement task 
generation, task execution and result colla- 
tion. 
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C . 4.2 Performance Analysis 
A series of experiments was undertaken to test the effectiveness of the task farm parallelisation 
of the EM3D simulation on a heterogeneous workstation cluster. In order to keep the computa- 
tional cost of these simulations to a reasonable level a very simple test model Ný,, as chosen from 
the the literature (figure 9, Newman et al. 1986). This model consists of a single anomalous 
body in a halfspace illuminated by a loop source and with a line of receivers. Symmetry is 
exploited to allow discretisation of the body using just 5 cells. 
This model consists of a single anomalous body in a 100 Qm halfspace. The anomaly is aI 
Qm body 20 x 600 x 60 m (x xyx z) in dimension centred below origin and buried so that 
the top of the body is 40 m below the surface. The Ist quadrant of the body is discretised 
using 5 cells, and the complete body then made up by using symmetry in two dimensions. This 
Earth model is illuminated using a 500 x 600 m loop source (x x y) on the surface with the 
centre of loop offset 560 m from the origin in the negative x direction. Receivers are situated 
every twenty m along a line through the origin out to 90 m from the origin in the positive and 
negative x directions. 
In order to measure the success of a parallelisation we might plot the total execution times of 
an n-processor implementation against n. Since the workstation cluster employed is heteroge- 
neous, and each workstation has a different performance, it is more informative to plot against 
total capacity of the workstations employed. The relative performance of each workstation is 
gauged by running the simple test model on each workstation, recording the execution time 
and then normalising relative to the performance on a Sun Sparc 2 









see Table C. 1. 
Normalised 
Performance 
Sparc 10 1.8 2.36 
Sparc 2 4.3 0.99 
Sparc 2 4.25 1.00 
Sparc 2 5.0 0.85 
Sun ELC 5.333 0.797 
Sun ELC 5.75 0.748 
Sun IPC 7.133 0.596 
Table CA: Timing Results for dike4 model using I frequency. 
Also plotted in Figure C. 13 is the minimum time in which the program could 
have been 
expected to complete. A more revealing measure of success is to plot the speed up of 
the 
program, defined as the relative speeds of an n-processor and a single- processor 
implementation. 
A perfect result would give a straight line, but Figure C. 14 reveals that, eventually, using yet 
more processors does not yield as great an increase in performance as might 
be expected. 
Because the task farm waits for a processor to finish its current task 
before allocating it 
further work, variations in workstation performance are compensated 
for, provided there are 
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sufficiently many tasks. As the number of processors is increased it becomes progressively 
harder to divide the finite number of tasks between them such that each processor is fully 
loaded for the entire time of the calculation. 
Elapsed time 
dike model D4,36 frequencies 
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Figure C. 13: Execution times of the task farm 
version of EM3D running dike4 model using 
36 frequencies. 
Speed Up 
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r 
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processor power 
Figure C. 14: Speed up of the task farm ver- 
sion of EM3D running dike4 model using 36 
frequencies. 
C. 4.3 Large Scale Feasibility Studies 
The EMAFD package calculates the response of a dipole source in an axisymmetric Earth 
model. The calculation proceeds in a transform domain where a Laplace transform is taken 
with respect to time and a Fourier transform with respect to azimuth. Parallelising over both 
temporal and azimuthal components results in several hundred independent tasks. Each task 
requires approximately the same amount of computation. This allows the task farm version of 
EMAFD to make effective use of a massively parallel computer. 
The task farm version of EMAFD was ported to run on the Edinburgh Cray T3D, which 
contains 512 DEC Alpha processors each running at 150 MHz with 64 
Mb of memory. This 
allowed feasibility studies to be undertaken with large scale models in a reasonable amount of 
time - see Section D. 2. 
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C-5 Conclusions 
The EM3D integral equation electromagnetic modelling program and the E. \IAFD finite differ- 
ence electromagnetic modelling program have been parallelised using the task farm approach. 
For both programs this approach allowed an efficient numerical algorithm to be retained, and 
was able to run on an existing departmental workstation cluster. These computers often have 
spare CPU cycles waiting to be used, and this has proved an ideal method of speeding up 
computationally expensive tasks without purchasing financially expensive equipment. Despite 
using workstations of widely varying performance, the task farm did a good job of balancing 
the load amongst processors without requiring detailed analysis of the relative performance of 
processors or the amount of work to be done. 
The PUL-TF utility (Bruce, Chapple, MacDonald, Trew & Trewin 1995), which provides 
a ready made task farm framework into which the application can be bolted, reduces porting 
effort and increases portability. Our task farm codes are now in use on several platforms ranging 
from workstations clusters to a massively parallel Cray T3D supercomputer. 
Despite these achievements the coarse-grained task farm approach has a limited degree of 
inherent parallelism which limits the number of processors which can be usefully exercised. The 
parallel EMAFD program can make good use of hundreds of processors but would not sensibly 
scale to use thousands of processors. A highly scalable implementation might be obtained by 
parallelising the work of each task. Such a mixed-mode approach would ease the search for a 
suitable linear solver since the parallel solver need only scale efficiently to a modest number of 
processors, rather than to a massive number of processors. This approach would be well suited 




The feasibility of detecting a geological target using electromagnetic surveying may be inves- 
tigated using analogue model studies (Szarka & Nagy 1992, Szarka, Nagy & Szala 1994) or 
numerical simulation. In this chapter numerical modelling techniques are applied to investi- 
gate the feasibility of detecting hydrocarbon reservoirs due to their higher resistivity than the 
surrounding rocks. 
Eadie (1981) and Kaufman & Keller (1983) develop theory indicating that for the surface- 
to-surface acquisition configuration resistive units are best resolved by MTEM methods with 
galvanic sources. That is sources, such as a grounded electric bipole, which couple galvani- 
cally with the Earth resulting in significant vertical current flow. For such configurations the 
maximum depth of investigation is determined by the offset from the source to the receiver. 
Sub-aerial surface to surface electromagnetic methods are unlikely to be able to delineate hy- 
drocarbon accumulations much below 3 km, due to the finite thickness of a typical reservoir 
(Eadie 1981). Realistic exploration depths are of the order of up to 1 km. 
Two different Earth models are considered here, both of which are based upon well-logs 
from real hydrocarbon reservoirs. The first Earth model represents gas storage in a shallow 
reservoir at around 500 m depth. In this case it is assumed that the acquisition is taking place 
on land, with both electromagnetic sources and receivers sited at the Earth's surface. 
In the final model the reservoir is under approximately 500 m of rock which in turn is below 
a significant depth of water, and the feasibility of detecting the reservoir using sub-marine 
electromagnetic soundings is studied. For this final study an axi-symmetric Earth model is 
used, which represents the reservoir as a disk of anomalous conductivity. 
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D-I ID Modelling of a Shallow Gas Storage Reservoir 
This section presents the results and conclusions of numerical modelling of the EM response of a 
shallow gas-storage reservoir. The geology of the area is modelled as a series of stratified layers 
with the gas reservoir causing a localised change within a particular layer. In the modelling 
described in this section, the anomalous resistivity value is initially assigned to the entire layer 
of interest. That is, a 1D Earth model is employed. If it is judged feasible to detect a response 
due to a change in the resistivity of this layer of infinite extent then this justifies further analysis 
using a 3D model. 
Description of Earth Model 
In order to model the effect of varying gas saturation, three models have been studied. For 
compactness these models are referred to as models ILIO, ILIOO and IL200. Table DA lists 
the thickness, depth and resistivity of each layer in model IL200. This model was prepared by 
blocking resistivity logs from a shallow gas-storage reservoir in France and represents a hydro- 
carbon saturated reservoir. Models IL10, IL100 and IL200 have identical layer thicknesses and 
resistivities except for layer 5, the layer of interest, which holds the gas reservoir. Model ILIO 
has no resistivity anomaly and represents a water saturated reservoir. Model IL200 has a signif- 
icant resistivity anomaly and represents a hydro carbon- saturated reservoir. Model IL100 has a 
reduced resistivity anomaly and represents a partial hydrocarbon saturation. The variation of 
thickness and resistivity of these layers is surnmarised in table D. 2, and presented graphically 








1 140 0-140 50 
2 20 140-160 15 
3 150 160-310 50 
4 180 310-490 10 
5 30 490-520 200 
6 - 520- 10 
Table D. I: Layer thicknesses, depths and resis- 






ILIO 30 10 
IL200 30 200 
ILIOO 30 100 
Table D. 2: Thicknesses and resistivi- 
ties for layer 5 of models ILIO, ILIOO 
and IL200. All other layer thicknesses 
and resistivities are as model IL200. 
D. 1.2 Description of the Acquisition Configuration 
The Earth model is illuminated by a horizontal electric current 
dipole transmitter, with a dipole 
moment of 250 A m. For convenience, and to 
fix our coordinate system, the dipole is centred 
on the origin and aligned with the x axis. In order to 
describe the location of receiving stations 
a right-handed coordinate system (x, y, z) is employed with z 





shallow gas storage models 11-10, IL100 and IL200 
E 
M- .5 1000.0 
1500.0 
2000.0 
IL10 - target layer 10 Ohm m 
I L100 - target layer 100 Ohm m 
------------ IL200 - target layer 200 Ohm m 
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Figure DA: Resistivity versus depth profiles for ID Earth models 11,10, ILIOO and IL200. The 
top of the target layer is at a depth of 490 m. In model IL10 the target layer has no resistivity 
anomaly and represents a water saturated reservoir. Model IL200 has a significant resistiv- 
ity anomaly and represents a hydrocarbon-saturated reservoir. Model 11,100 has a reduced 
resistivity anomaly and represents a partial hydrocarbon saturation. 
It is common practice in MTEM surveying to measure some horizontal component of the 
electric field using a grounded electric current bipole, plus the rate of change of the vertical 
component of the magnetic field using an induction coil (Strack 1992). Following the LOTEM 
naming convention Ex is used to denote the component of electric field parallel to the trans- 
mitter, Ey to denote the component of electric field orthogonal to the transmitter and dHz/dt 
to denote the rate of change with time of the vertical component of the magnetic field. 
Because of the symmetry of the model Ey is zero at azimuths of 0' and 90' from the 
transmitter direction, and so it is not useful to consider Ey. The response to the hydrocarbon 
reservoir is not so great for the dHz/dt component as for the Ex component and so only results 
for the Ex response are presented here. Although we do not consider the dHz/dt component 
here, it remains important to measure this component in the field as it provides complimentary 
information to the E field, and thus greatly aids interpretation of field data. ' A total of 18 
receivers has been modelled, starting at an offset of 125 m from the transmitter 
dipole and 
spreading out in-line with the transmitter at intervals of 125 m. 
The modelling has been performed using the program MODALL (Strack 1992). 
This yields the 
I 
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time domain response for a swdch-on transmitter current profile, that is, a transmitter current 
which is zero for negative times and constant for positive times. NITEM fieldwork is performed 
with a bipolar transmitter current profile, and then converted to a s%vitch-on response during 
pre-processing (see section 6.2.1). 
D. 1.3 Results 
Figure D. 2 shows the switch-on response at receiver offsets from 250 m to 2250 m in intervals 
of 250 m for model IL200 (the fully gas saturated model). When presented on a log-log plot 
such as this, the characteristic fall-off of amplitude with offset is clear. Also apparent is the 























Figure D. 2: The switch-on response for the in-line Ex component for model 11,200, at receiver 
offsets from 250 m to 2250 rn in intervals of 250 m. Presentation on a log-log plot such as this 
figure accentuates the characteristic change in signal amplitude and shape with offset from the 
transmitter. At the earliest and latest times the signal asymptotes to a constant. Interesting 
information about the Earth's response is captured within an intermediary time interval. 
This 
interval becomes later in time, and the amplitude of the response decreases, with increasing 
offset from transmitter to receiver. 
Figure D. 3 compares the switch-on response at 2000 m offset for models 
IL200 (the fully gas 
saturated model) ILIOO (partially gas saturated) and ILIO (water saturated). 
At the earliest 
times, the response is determined by the near surface resistivity, while the 
limiting DC response 
Gas Storage Reservoir Model IL200 
In-line Ex response (offsets from 250 m to 2250 m) 
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is a cumulative function of the entire section. There is a characteristic intermediate time-range 
at which variations in the response give information on the target zone. From this plot it is clear 
that there is a significant response to the hydrocarbon layer which increases with saturation. 
The ratio of components for each pair of models may be plotted in order to give a better 
impression of the relative magnitude of this difference. The ratio of the response for model 
IL200 to the response for model ILIO is plotted in Figure D. 4. This plot emphasises the 
distinct spatial pattern of the response as offset from the transmitter is varied. This pattern 
is dependent upon the depth and resistivity of the target layer and may be exploited using a 
MTEM survey to detect variations in resistivity at depth which might be unresolvable with 
single channel systems. 
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Shallow Gas Storage Reservoir Model 
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Figure DA: The ratio Of in-line Ex components for models 
IL200 and IL10 presented as a 
contour plot. Receivers are plotted against time with receiver 
offset increasing from left to 
right and time increasing down the page. 
Receiver offsets varies from 125 in to 2250 m 
in 
intervals of 125 in, while the time range 
is from I ms to 500 ms in intervals of I ms. 
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125 2250 
D-2 3D Modelling of an Axisymmetric Submarine Reser- 
voir 
D. 2.1 Description of Earth Model 
The configuration is modelled as a background of two uniform, isotropic, half spaces with the 
interface between the half spaces corresponding to the sea bed and the reservol ir forming a 
resistive anomaly in the lower half space - see Figure D. 5. 
To a good approximation the conductivity of sea water is given by 
as =3+ T/lOSm-', 
where T is the temperature in degrees Celsius (Bradshaw & Schleicher 1980, Herzen, Francis 
& Becker 1983). The upper half space, which models the sea water, has a resistivity of 0.3125 
Qrn. 
The lower half space, which models the seabed, has a resistivity of 10 Qm. The reservoir 
is modelled as a moderately resistive disk with a depth centred at 500 m below the sea bed, a 
vertical thickness of approximately 200 in and a horizontal radius of approximately 1000 in. 
Figure D. 5: Schematic presentation of axisymmetric sub-marine hydrocarbon reservoir in which 
subsurface resistivity is modelled as varying with depth and radial offset. 
If the source may be 
sited arbitrarily then the source must be described fully in 3D. This combination of a 
2D Earth 
model and 3D source model is sometimes called a 2.51) problem. 
Computation of the anomalous field takes place on a regular finite 
difference grid extending 
6400 m above and 6400 m below the sea bed and with a radius of 
6400 m. The grid is 
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m 
discretised using a 50 in x 50 in mesh size. In order to achieve numerical convergence of the 
finite difference scheme the conductivity distribution is smoothed under user control. This 
smoothed conductivity section is used only to calculate the secondary field - the primarY 
field is calculated using the analytic formula for a double half space. Figure D. 6 presents the 
smoothed conductivity section on the finite difference grid. Figure D. 7 presents a vertical profile 

















Figure D. 6: Vertical section through the smoothed conductivity model for sub-marine model 
ilm3000b. The section represents a total vertical extent of 12800 m, of which the upper 6400 
m is above the seabed and the lower 6400 m is below the seabed. Offset from the axis of radial 
symmetry increases from left to right. The maximum horizontal offset is 6400 m. 
D. 2.2 Description of Source and Receiver Configuration 
A horizontal electric current dipole source is modelled lying on the sea bed, 1500 in off the axis 
of rotational symmetry of the Earth model. Electric dipole receivers are placed 
from an offset of 
50 rn at intervals of 50 in. The time domain response is calculated 
for a switch-off transmitter 
current profile. Broadside and collinear source-receiver configurations are investigated - see 

















Figure D. 7: Smoothed vertical conductivity 
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conductivity 
Figure D. 8: Zoom on vertical profile of resis- 
tive anomaly: maximum resistivity is 75 Qm. 
Receivers 
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Figure D. 9: Broadside (top) and collinear (bottom) alignment of transmitter and receiver 
dipoles. 
D-2-3 Results 
Depending upon the transmitter and receiver configuration a single simulation with this Earth 
model required 12 to 16 processor hours, a day's work for a departmental server. Use of the 
Edinburgh Cray T3D enabled this simulation to be run in under 10 minutes, and allowed a 
suite of Earth models to be simulated in a day. 
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Figure D. 10: The ratio of total electric field to normal electric field presented as a contour 
plot for broadside (top) and collinear (bottom) transmit t er- receiver configurations. Receivers 
are plotted against time with receiver offset from the origin increasing from left to right and 
time increasing down the page. Receiver offsets from the origin vary from 50 in to 1200 in in 
intervals of 50 m, while the time range is on a logarithmic scale from 29 ms to 100 s. The 
horizontal electric current dipole transmitter is located beyond the right-most receiver, at an 
offset of 1500 in from the origin. 
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D. 3 Conclusions 
Numerical simulation of pairs of 'layered Earth' models can determine the change in the EM 
response resulting from a change in the resistivity of a target layer. It is important to recognise 
the difference between analysing the response to changes in the Earth's subsurface, and analysis 
of the ability to resolve a particular target using a given interpretation method (Jupp & Vozoff 
1975). However, 1D modelling does allow a swift first estimate of the detectability of an 
anomalous body of finite extent. If layered Earth modelling indicates a detectable response 
then this justifies further study using a 3D Earth model which is more geologically accurate, 
but also more computationally expensive. 
Layered Earth modelling of a sub-areal gas-storage reservoir at a relatively shallow depth of 
around 500 m, demonstrated a significant response to resistivity changes in the reservoir layer. 
For a fully saturated layer of 30 m thickness the ratio between responses with and without the 
hydrocarbon bearing layer at transmitter- receiver offsets of around 2,000 m is up to 1.5. This 
response is considered detectable and so further study using a 3D model is justified. 
Modelling of sub-marine EM surveying over an axisymmetric hydrocarbon reservoir demon- 
strates a response of less than 2% for a reservoir of 2,000 m lateral extent at a depth of around 
500 m. 
In both studies the response to subsurface changes has a characteristic pattern. This pattern 
is dependent upon the depth and resistivity of the target layer. The response occurs in a 
characteristic time range and varies as azimuth and offset from the transmitter are varied. 
The 
pattern of the response indicates that when drawing an analogy between 
diffusive EM surveying 
and the seismic method it is more appropriate to consider wide-angle, refraction seismic 
than 
near-offset, reflection seismic surveying. 
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Introduction 
The purpose of scientific computation is not to generate numbers, but to gain insight. In the 
search for insight it is common to perform a computational experiment, for example to explore 
the behaviour of a mathematical model, or to analyse the effectiveness of a new experimental 
procedure, data processing sequence or visualization technique. Consequently scientists need 
to swiftly construct, optimise, and analyse prototype applications with a minimum of pain and 
without losing sight of the overall objective of gaining insight. 
Modular visualisation environments (MVEs) such as apE [11 AVS [2], IRIS Explorer [3] and 
Khoros [4] provide an exceptionally effective environment in which to visualise data sets. In 
fact MVEs can be used for much more than just visualisation and can be used to prototype 
entire applications by simple graphical manipulation of icons representing software modules and 
the connections between them. This allows the user to construct, test, and refine prototype 
applications at high speed without becoming programming specialists. 
Unfortunately MVEs are less effective once the application design has been finalised and produc- 
tion use begins, since they cannot handle large data sets or data parallelism. These weaknesses 
prevent their use for data intensive applications such as seismic data processing, where tens to 
hundreds of gigabytes of data may be acquired [5] and to a lesser degree, remote sensing and 
medical image processing. If MVEs are to realise their full potential as modular application 
builders (MABs) then a system is required to "can" a prototype application from a MVE into a 
stand-alone application suitable for use in a production environment. 
In contrast to MVEs, distributed memory, multiple instruction stream, multiple data stream 
(DM-MIMD) [6] computers are generally recognised as difficult to program but well suited to 
computationally expensive applications which process large data volumes. By introducing a 
formal description of software modules and the way they are linked to form an application, we 
provide a painless route for migrating an application from the MAB to a stand-alone program 
suitable for execution on a serial or parallel computer. Topological analysis of a network of 
'Presently at University of Edinburgh, Department of Geology and Geophysics, 
The Kings Buildings, West 
Mains Road, Edinburgh EH9 3JW, UK. Email Andrew. J. S. Wilson(ged. ac. uk Telephone +44 31650 8533 Fax +44 
31 668 3184 URL http: //www. glg. ed. ac. uk/ ajsw, formerly at Edinburgh Parallel Computing Centre 
2 Edinburgh Parallel Computing Centre, The University of Edinburgh, JCMB, The King's Buildings, Mayfield 
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Figure 1: The Euphrates Cycle: An application prototype is interactively generated using a 
MAB, and then automatically canned into a production strength program, using Euphrates. 
The data set output from the production program is then returned to the graphics workstation 
for analysis. 
modules allows derivation of the order in which each processing module must be applied to the 
input data set. Analysis of the data access patterns of each module allows estimation of memory 
requirements. This allows large data sets to be processed in a tile by tile fashion, on computers 
with relatively small amounts of memory. 
The parallelisation by data decomposition of a wide class of useful processing operations is well 
understood and supported by a variety of parallel utility libraries. By rigorously defining the 
classes of operations supported, the Euphrates system is able to automatically generate parallel 
applications which will process arbitrarily large data sets; a capability which we believe to be 
unique [7]. These applications are parallelised using regular geometric data decomposition and 
are demonstrated to perform correctly and at increasing speed with increasing machine size. 
Future work will concentrate on widening the base of implemented modules and the class of 
supported operations. 
We begin the remainder of this paper by outlining why live MABs are inherently memory in- 
efficient, before going on to explain how a map of modules may be canned into a sequential 
program by generating a calling order in which to call the subroutines which perform the oper- 
ation associated with each module. We then set out a methodology for classifying and precisely 
describing data access patterns. This approach goes right to the heart of Euphrates and allows 
the automatic parallelisation of a wide class of mesh based operations for application over ar- 
bitrarily large data sets. The concept of parallelisation by distribution of data over a number 
of processors is introduced. We present and analyse performance results for a simplistic 'toy' 
application and finally we discuss the direction of future development of Euphrates and modular 
application builders in general. 
2 
The Strengths and Weaknesses of Live MABs 
In an MVE each icon may be considered as representing an executing process. Thus the appll- cation under development is akin to a set of communicating processes, which is at all times It Ile. Once into the system, data flows down the network of links from module to module. New data 
arriving at a module may cause it to trigger, firing off a calculation which produces data to be 
output to modules downstream. At any time a module can be caused to fire again by changing 
one or more inputs, thus triggering a cascade of computation. This is one of the great strengths 
of live MAB systems and allows the interactive tuning of parameters. However it is precisely because of this feature that live MABs are memory inefficient. 
Consider a simple module which inputs two data 
sets, A and B, and outputs two data sets A+B, 
and A-B (figure 2). The process performing this 
calculation has to be ready to fire again when 
either port receives fresh data. This means that 
it must store the data from both input ports in 
case it is needed later. 
I sum-and-diff 
i 
10 1: --G 
A+B 
A-B 
Figure 2: A simple module. 
Similarly, other modules in the map may also be storing intermediate data sets. This feature 
means that a map containing a dozen modules, might well be using a dozen times as much 
memory as it really needs. By canning the live application into a fixed, stand-alone programme, 
this inefficieny is removed. 
Calculating a Calling Order Using Topological Analysis 
In the Euphrates system each module instance is associated with a single function call in the 
canned application. In such a system a fundamental step in converting from a live application 
to a canned application is the calculation of a suitable order in which to perform the actions 
associated with each module. The calling order is precisely the order in which the functions 
which implement the action of each module instance are called from the main program. 
In a live MAB the order in which modules trigger is not explicitly pre-determined, rather it is 
a natural by-product of data flow and computation. In a live MAB it is possible to set up a 
feedback loop where downstream modules feed data back into early stages in the calculation, 
and data cycles in an infinite iterative loop. When analysing the map of modules such situations 
must be identified and handled by introducing appropriate flow control modules. 
A suitable calling order may be easily and efficiently determined by topological analysis of the 
map of modules to generate an ordered list of modules, such that no module is downstream of a 
module which occurs later in the list. Typically data input modules would appear at the head of 
the list with data output modules appearing at the tail. This process also identifies maps which 
contain feedback loops. 
Analysing Memory Usage 
If there are parallel streams of data then there may be several possible calling orders some of 
which may be more effective than others. For example, the calling order can 
be optimised to 
minimise the peak memory usage. If all data output is performed as soon as possible, 
then 
this allows memory to be released, possibly reducing the overall memory requirements of 
the 
application. Further, an early start to any disk 1/0 will also maximise overlap of computation 
and disk 1/0 and may also help alleviate any disk 1/0 bottleneck. 
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Given a calling order it is quite easy to walk through the calling sequence noting the memory used at any one time. Once an array is no longer needed, Euphrates re-cycles that memory. An important bonus can be obtained from this analysis. By noting the peak memory usage we can gauge how large a data set can be processed on a machine with a certain total memory. If the 
application is such that it can be applied to a dataset on a tile-by-tile basis then an arbitrarily large data set may be processed by breaking it into machine sized chunks which can each then be processed individually and re-assembled on output. 
Analysing Data Access Patterns 
In order to determine if an operation can be performed on a tile by tile basis we need a formalism for analysing data access patterns. Operations on meshes can be discussed in terms of the task 
which must be performed at each site on the mesh and the perspechve of the operation as a whole [8,9]. Three properties of tasks can be identified which are key indicators of the efficiency which 
can be expected from a parallel implementation. These properties are the spatial dependence 
of each task, which describes the dependence of a task at one site upon information from other 
sites; the activity of the operation which describes the distribution of tasks across the mesh; and 
precedence which describes the order in which tasks must be executed. 
Take for example the Jacobi linear solver algorithm which iteratively generates an improved 
approximate solution array. Each value in the updated array is calculated from the corresponding 
value in the previous iteration, plus some of its neighbours. Thus one iteration of the Jacobi solver 
has a local spatial dependence, global activity, no precedence relation and a local perspective. 
This iterative updating is usually terminated once a convergence criterion is satisfied and so 
the number of iterations is not known at compile time. Thus the algorithm as a whole has a 
global perspective since after sufficient iterations the dependence of one data value on those from 
previous generations, will have propagated across the entire array. 
Parallelising Mesh Based Applications Using Data Distribu- 
tion 
Once a suitable calling order is determined, a canned sequential program may quite easily be 
constructed by associating appropriate arguments in the calls to the functions which perform 
the operations associated with each module instance. Parallelising the application requires a 
little more work. It is not possible to produce a system which will automatically parallelise 
an arbitrary application; this would be an all purpose parallelising compiler. The Euphrates 
approach has been to provide a high level of support for a wide class of well defined operations 
whose parallelisation is sufficiently well understood that it can be automated. 
Many problems involve applying similar operations to every item in a large data set. For such 
applications a very effective method of parallelisation is to divide the data set between a number 
of processors and allow each processor to work on its portion. This approach is often termed 
daia decomposthon or perhaps domain decomposition when referring to data which is associated 
with a spatial domain. 
In regular domain decomposition a regular mesh of data, usually stored as a single multidimen- 
sional array in serial programs, is decomposed over processes in such a way that every process 
is responsible for storage of, and operations upon, one contiguous region of 
the mesh. Many 
problems can be effectively parallelised by this method. 
Operations which have local spatial dependence, global activity and no precedence relations are 
the easiest to parallelise and are termed regular since a regular geometric 
decomposition may be 
expected to provide an efficient parallelisation. 
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Decomposition of a Mapping of regular domains two dimensional mesh onto a two dimensional into regular domains process grid 
Figure 3: Geometric domain decomposition in two dimensions. A rectangular mesh correspond- ing to a physical domain is decomposed such that sub-domains which neighbour each other in 
the physical model are placed on neighbouring processes. The usual motivation behind this 
approach is to minimise communication costs for algorithms which require local updates. 
In fact Euphrates employs two levels of data decomposition. In the primary decomposifion an 
arbitrarily large data set is divided into primary regions each of which is small enough to be 
processed in the main computer memory. In the secondary decomposition each primary region 
is geometrically decomposed over the processor array 
Euphrates currently supports regular operations with local perspective on arbitrarily large 
meshes, and operations with global spatial dependence, such as a global sum or maximum, 
on meshes which can be contained within primary memory. Euphrates could also be extended 
to support global operations on arbitrarily large data sets, but this would require the writing 
to secondary store of the entire data set before and after the global operation. This procedure 
would be necessary for any implementation and is not a feature special to the parallelisation of 
the process. 
Results 
We present performance results for a simple median filter, chosen so that the filter size may easily 
be enlarged, allowing performance to be assessed for increasingly processor-intensive tasks. The 
tests were implemented on a Meiko 1860 Computing Surface [10]. 
Speed-up is shown for both the overall application run-time, and for the run-time of the median 
filter on its own (i. e. excluding input/output and other overheads, but including inter-processes 
communication directly related to the parallel implementation of the median filter). 
Performance results for varying sizes of filter, on a 3D image of a fixed size of 15Ox15OxI5O 
voxels, is presented in table 1. 
Filter size 5x5x5 9x9x9 IIX11XII 
Number of Speedup Speedup Speedup Speedup Speedup 
Speedup 
processors (computation (computation 
(computation 
only) only) only) 
2 1.30 1.91 1.49 2.04 1.72 2.13 
4 1.56 3.84 2.18 4.22 2.58 4.33 
8 1.65 6.26 2.62 8.16 3.07 8.29 
16 1.69 10.27 2.86 15.01 3.85 15-93 
Table 1: performance results for Euphrates for three filter sizes. 
The disk 1/0 volume remains 
approximately constant, but computation and interprocess communication grow with 
filter size. 
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As more processing nodes are used, more memory becomes available and Euphrates is able to 
process an image using fewer primary regions, which reduces computational overheads. This 
results in super-linear speed-up during the computational phase of the calculation. The time 
required for reading and writing the image to and from disk forms a substantial part of the 
overall runtime, and remains more or less constant regardless of the number of processors used. 
The results show that this overhead becomes slightly less important as more computationally- 
intensive operators are used. As the median filter size is increased the computational phase of the application, which is parallelised effectively, becomes a larger part of the overall runtime. Since the other overheads remain more or less constant performance is improved. However, the 
performance of the system is still limited by disk access times. 
Discussion and Conclusions 
Performance analysis of a 'toy' application reveals that Euphrates makes a very efficient job 
of automatically parallelising computation. Indeed the computational phase of the application 
runs so much faster that disk 1/0, which was already a significant component of the total run- 
time, becomes a crushing bottleneck, and barrier to further performance improvement. In some 
respects this is hardly surprising and might be alleviated by an improved, and inherently parallel, 
1/0 sub-system [11,12,13]. 
However this also teaches an important lesson for designers of future modular application 
builders, whether parallel or sequential. If future systems are to be more widely applicable, 
they must be more effective at processing large data sets, such as seismic data sets where tens 
to hundreds of gigabytes of data can be involved. One vital aspect of this is the organisation of 
computation so as to allow the minimisation of disk 1/0. 
Consider figure 4 where three operations with local perspective process an arbitrarily large data 
set on a tile by tile basis. Each filter reads and writes the entire image from disk. 
A B C 
divide image into regions 
loop over image regions 
read region into buffer 
apply filter FaI to buffer 
write output to disk 
divide image into regions 
loop over image regions 




write output to disk 
divide image into regions 
loop over image regions 




write output to disk 
Figure 4: Each filter breaks the image up into regions small enough to be buffered in memory 
and operates on one region at a time. The processed image is written back to disk after each 
filter. 
Figure 5: The volume of disk access can be reduced by re- 
arranging the computation so that each image region is read 
from disc once only and then processed by all operations before 
being written back to disk. If Euphrates did not employ this 
scheme to implement this chain of filters, then disk 1/0 would 
be at least three times its current level. For applications such as 
seismic data processing, which are actually fairly lightweight 
in 
terms of computational requirements per data item but process 
quite incredibly large data volumes, minimising 
disk 1/0 will 
be a critical factor in performance. 
ABC 
divide image into regions 
loop over image regions 
read region into buffer 
apply filter a to buffer 
apply filter b to buff or 
apply filter c to buff or 
write output to disk 
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It is important to stress that it is not always possible to perform the rearrangement suggested 
in figure 5. If, for example, a filter was used to calculate some statistics about an image, such as 
mean and variance, then meaningful output cannot be generated until the filter has been applied to the entire image. An interesting adjunct to this disclaimer arises in, for example, parallel 
seismic migration. At first glance seismic migration has a global perspective and consequentl" is too expensive to implement on full-sized datasets. However by judicious approximation and 
massaging of the algorithm it may be implemented as a series of operations with local spatial dependence and local perspective, which may be practically implemented. 
Development of the Euphrates system continues. Current work will provide improved support for seismic single-channel operations. Future work will include widening the base of implemented 
modules and the class of supported operations. 
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Abstract 
Recent hardware advances allow collection of multichannel transient electromagnetic (MTEM) 
surveys using simultaneous recording from one source into many receivers. Resulting data cov- 
erage and data volumes are unprecedented. Existing TEM processing systems, developed to 
process data from each source-receiver pair on an individual basis, are not designed to exploit 
dense spatial coverage and struggle with large data volumes. A new processing paradigm is 
required. 
The wave transform relates the response of a diffusive medium, and the response of an 
equivalent wave propagation medium. Once wave transform inversion has been achieved, seismic 
data processing systems may be applied to process and interpret the data, making best use of 
the dense spatial coverage. 
In implementing the new processing scheme advantage was taken of systems such as AVS 
which allow users to graphically manipulate icons representing software modules and the con- 
nections between them. This allows construction and refinement of processing sequences at 
high speed. However in such systems each icon corresponds to an executing process, resulting in 
inefficient memory use and preventing their use for data-intensive applications such as seismic 
or MTEM data processing. 
The Euphrates system automatically extracts a processing sequence from AVS, and writes 
a program which may be executed on a serial or parallel computer to perform that processing 
sequence. In addition Euphrates supports the application of a well-defined class of operations 
to arbitrarily large data sets; a capability we believe to be unique. Thus the Euphrates system 
allows the operator to interactively design and test a processing sequence on a local workstation, 
before submitting a batch processing job to mainframe or parallel computer. 
A small number of new modules were prepared which collectively implement wave transform 
inversion by deconvolution. In the main these are general-purpose modules applicable to many 
geophysical data processing situations. In addition the Euphrates framework was extended to 
make easier the writing of trace-based processing modules. By maximising code re-use, and 
providing automatic parallelisation, both development and run-time were minimised. 
I 
I Introduction 
Seismology is the premier geophysical technique for determining structure in sedimentary basins and the dominant exploration methodology in hydrocarbon prospecting. Seismics are directly sensitive to 
velocity and density contrasts but only indirectly sensitive to changes in porosity and pore fluid and 
such variations can only sometimes be inferred from seismic. Multi-channel transient electromagnetic (MTEM) prospecting is directly sensitive to contrasts in bulk resistivity due to, for example, a change 
in po 
i 
re fluid from brine to oil. Recent adaptation of technology from exploration seismics now enable 
acquisition of the closely spaced MTEM data required to image hydrocarbon reservoirs. However it, 
is currently unclear how best to process such data once acquired. 
In regions of complex geology it is well known that the expense of inverse modelling - the 
iterative refinement of a model through forward modelling until a good fit with the experimen- 
tally acquired data is achieved - is enormous. There is clearly a need to develop a satisfactory 
methodology for processing and interpretation of MTEM surveys over complex geology, similar to 
the well-developed and well-understood methodology for processing seismic data. 
The wave transform relates the response of a diffusive medium, and the response of an equivalent 
wave propagation medium, provided the sources, geometry and boundary conditions in both domains 
match. The wave transform may be inverted to calculate an equivalent wavefield from diffusive 
transients and then seismic data processing and interpretation techniques may be applied to the 
equivalent wavefield to recover the equivalent velocity c(r). For EM data a resistivity profile a(r) 
may then be calculated using the relationship yo-(r) -- c(r) -2 (Lee & Xie 1993). 
Inversion of the wave transform is well know to be an inherently ill-posed, and consequently 
computationally expensive, problem. Inversion schemes introduce differing constraints on possible 
solutions in order to improve resolution and tractability. 
When developing a new processing sequence, scientists need to swiftly construct, optimise, and 
analyse prototype applications with a minimum of pain. Modular visualisation environments (MVEs) 
such as AVS (Upson et al. 1989) provide an exceptionally effective environment in which to visualise 
data sets. In fact MVEs can be used for much more than just visualisation and can be used 
to prototype entire applications by simple graphical manipulation of icons representing software 
modules and the connections between them. This allows the user to construct, test, and refine 
prototype applications at high speed without becoming programming specialists. 
Unfortunately MVEs are less effective once the application design has been finalised and pro- 
duction use begins, since they cannot handle large data sets or data parallelism. These weaknesses 
prevent their use for data intensive applications such as seismic data processing. If MVEs are to 
realise their full potential as modular application builders (MABs) then a system is required to "can" 
a prototype application from a MVE into a stand-alone application suitable for use in a production 
environment. In contrast to MVEs, distributed memory, multiple instruction stream, multiple data 
stream (DM-MIMD) (Flynn 1972) computers are generally recognised as difficult to program but 
well suited to computationally expensive applications which process large data volumes. 
In this paper we show how, by introducing a formal description of software modules and the way 
they are linked to form an application, we can provide a painless route for migrating an application 
from the MAB to a stand-alone program suitable for execution on a serial or parallel computer. By 
rigorously defining the classes of operations supported, the Euphrates system is able to automatically 
generate parallel applications which will process arbitrarily large data sets; a capability which we 
believe to be unique (Thornborrow et al. 1993). 
We begin the remainder of this paper by introducing the wave transform. 
One particular method 
for wave transform inversion and its implementation in Euphrates as a collection of modules is 
then 
set out, followed by an outline of how the Euphrates system converts such a network of modules 
into a parallel program. Results from the automatic parallelisation and execution of 
this processing 
are then presented. 
2 
The Wave Transform 
2.1 The Equivalent Wavefield Concept 
Seismic energy propagates through the earth as, to a good approximation, a non-dispersive wave 
motion. Seismics can often be interpreted very effectively using procedures which amount to analysis 
of the time seismic pulses take to travel to and from a reflecting horizon. Electromagnetic propa- 
gation in the earth is diffusive; different frequencies in an electromagnetic pulse move at different 
speeds and are attenuated at different rates causing the shape of the pulse to change over time. This 
diffusive nature limits resolution, nullifies the concept of a travel time and makes data interpretation 
much more difficult. 
The equivalent wavefield concept states that for every electromagnetic prospecting experiment 
there is an equivalent wave propagation experiment with equivalent sources, receivers and boundary 
conditions. This experiment is entirely fictional, and the physics of the equivalent sources, equivalent 
receivers and equivalent boundary conditions is determined by their electromagnetic counterparts. 
The wave transform may be inverted to calculate an equivalent wavefield from diffusive transients 
and then seismic data processing and interpretation techniques may be applied to the equivalent 
wavefield to recover the equivalent velocity c(r). For EM data a resistivity profile a(r) may then be 
calculated using the relationship po-(r) -_ c(r)` (Lee and Me 1993). 
There is no suggestion that wave transform inversion can somehow lend electromagnetic prospect- 
ing the high resolution enjoyed by seismic methods; fundamental limitations on resolution will re- 
main. However the equivalent wavefield may be significantly easier to interpret than the original 
diffusive data. 
In figures la and 1b, and similar figures which follow, time is increasing down the page and offset 
from the source is increasing across the page from left to right. These figures depict respectively the 
ID Green's functions for propagation in wave and diffusive media; these are an impulse travelling 
with constant velocity, and a pulse whose profile gradually changes, dispersing and 
broadening with 
increasing time. 
Wave Propagation Diffusion 
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Any wave transform inversion process must convert the Green's function for diffusion to the Green's function for wave propagation. We approach this problem by considering the governing 
equations for wave propagation and diffusion in homogeneous, source free media. After taking a Laplace transform with respect to time these are 
172 (V2 -)U(r, p) 0 spo-)P(r, s) C2 
where p and s are the Laplace transform parameters for the wave and diffusive domains respec- 
tively, F is the measured diffusive data and U is the equivalent wavefield. To convert the diffusion 
equation into the wave equation we simply write t1o. = C-2, 'S = P2 and 
P (r, s) =t (r, p). 
2.2 How the Wave Týransform Works 
Diffusive responses may usefully be expressed as a sum of exponentially decaying components. Tak- 




Setting s=p2 and taking the inverse Laplace transform from the transform variable p to the 
time-like variable q yields 
sin(-., Ia-q) 
p+a V/-a 
Thus the wave transform turns exponentially decaying signals into stationary signals. Unfortu- 
nately the inverse Laplace transform is troublesome to calculate numerically and so it is not usually 
convenient to calculate the equivalent wavefield through the Laplace transform domain. 
2.3 Wave Transform Inversion by Deconvolution 
Fortunately there is an equivalent relationship in the time domain through an integral transform 
F(r, t) =1 
00 
q exp(- 





As expected the action of the transform is to progressively smooth out a pulse as it travels. 
Inversion of the wave transform involves the recovery of the impulse from the smooth diffusive 
transient. Because the action of the forward transform is to smooth out any sharp irregularities, the 
action of the inverse transform is to amplify any irregularities. This causes wave-transform inversion 
to be an ill-posed problem; a small perturbation of the input, such as the addition of some random 
noise, is amplified causing a dramatic change in the output. Thus small errors in the measured data 
can produce large changes in the solution. In order to obtain a useful processing system some kind 
of constraints must be applied to regularise the inversion, so that stable, but approximate, results 
are obtained. 
By moving to a logarithmic sampling in both time and the time-like variable q the wave transform 
may be re-formulated as a convolution (Gershenson 1993). In effect, by moving to 
logarithmic time 
sampling, we are parameterising the inversion and the regularisation which 
is being imposed by 
this scheme is such that uniform resolution is achieved in logarithmic time. 
Deconvolution, the 
inversion of convolution equations, is a subject much studied in exploration seismology and one 
advantage of formulating the wave transform as a convolution 
is that it allows the inversion to 
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be performed using standard seismic deconvolution techniques. This deconvolution method is also 
more efficient than some previous approaches, such as discretising the wave transform as a matrix 
equation and applying regularised inversion. In addition, wave transform inversion by deconvolution 
has been demonstrated to give superior results to other techniques using known wave/diffusion pairs, 
synthetic diffusive transients and field data (Gershenson 1993). 
2.4 Implementing the Wave M-ansform as a Series of Modules 
In outline, the processing steps involved in wave transform inversion by deconvolution are as follows. 
Making the substitutions q= exp(v) and 1 -1 exp(2v) in the wave transform above results in a 4 
convolution equation 
G(v) = R(v) * W(v) (9) 
where 
G (r, v) V/i-r exp (v) F (r, 
1 
exp(2v)), (10) 4 
R(r, v) U(r, exp(v)), (I 
W(v) = 4exp(-2v)exp(-exp(-2v)). (12) 
After pre-processing the first step is to calculate G(v) from the measured transient electromag- 
netic data F(t). This is achieved by multiplying the pre-processed data by a factor which varies like 
the square root of time and then resampling onto a logarithmic time scale, using a splining program. 
Next we convolve G(v) with a suitable deconvolution operator M which is calculated as the (ap- 
proximate) inverse of W, the convolutional kernel, using one of a number of standard techniques. 
This convolution yields R(v) which is then resampled, again using spline interpolation, to give the 











Figure 2: Implementation of wave transform inversion by deconvolution in logarithmic time as a 
series of simple modules. 
Automatic Generation of a Parallel Program from a Net- 
work of Modules 
3.1 Calculating a Calling Order Using Topological Analysis 
In an MVE each icon may be considered as representing an executing process. 
Thus the application 
under development is akin to a set of communicating processes, which 
is at all times 11ve. Once 
into the system, data flows down the network of links 
from module to module. Data arriving at a 
module may cause it to trigger, firing off a calculation which produces 
data to be output to modules 
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Consider a simple module which inputs two data 
sum-and-diff sets, A and B, and outputs two data sets A+B, AAB and A-B (figure 3). The process performing this 0, 
calculation has to be ready to fire again when ei- BAB ther port receives fresh data. This means that it 
must store the data from both input ports in case 
it is needed later. Figure 3: A simple module. 
downstream. At any time a module can be caused to fire again by changing one or more inputs, 
thus triggering a cascade of computation. This is one of the great strengths of live MAB systems 
and allows the interactive tuning of parameters. However it is precisely because of this feature that 
live MABs are memory inefficient. 
Similarly, other modules in the map may also be storing intermediate data sets. This feature 
means that a map containing a dozen modules might well be using a dozen times as much memory as 
it really needs. By canning the live application into a fixed, stand-alone programme, this inefficiency 
is removed. 
In the Euphrates system each module instance is associated with a single function call in the 
canned application. A fundamental step in converting from a live application to a canned application 
is the calculation of a suitable order in which to perform the actions associated with each module. 
The calling order is precisely the order in which the functions which implement the action of each 
module instance are called from the main program. 
A suitable calling order may be easily and efficiently determined by topological analysis of the 
map of modules to generate an ordered list of modules, such that no module is downstream of a 
module which occurs later in the list. Typically data input modules would appear at the head of the 
list with data output modules appearing at the tail. This process also identifies maps which contain 
feedback loops. 
3.2 Analysing Memory Usage 
If there are parallel streams of data then there may be several possible calling orders some of which 
may be more effective than others. For example, the calling order can be optimised to minimise the 
peak memory usage. 
Given a calling order it is quite easy to walk through the calling sequence noting the memory 
used at any one time. Once an array is no longer needed, Euphrates re-cycles that memory. An 
important bonus can be obtained from this analysis. By noting the peak memory usage we can 
gauge how large a data set can be processed on a machine with a certain total memory. If the 
application is such that it can be applied to a dataset on a tile-by-tile basis then an arbitrarily 
large data set may be processed by breaking it into machine sized chunks which can each then be 
processed individually and re-assembled on output. 
3.3 Analysing Data Access Patterns 
In order to determine if an operation can be performed on a tile by tile basis we need a 
formalism for 
analysing data access patterns. Operations on meshes can be discussed in terms of the task which 
must be performed at each site on the mesh and the perspective of the operation as a whole 
(Wilson 
et al 1991). Three properties of tasks can be identified which are 
key indicators of the efficiency 
which can be expected from a parallel implementation. These properties are 
the spat2al dependence 
of each task, which describes the dependence of a task at one site upon 
information from other 
sites; the actzvz*iy of the operation which describes the 
distribution of tasks across the mesh; and 
precedence which describes the order in which tasks must 
be executed. 
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3.4 Parallelising Mesh Based Applications Using Data Distribution 
Once a suitable calling order is determined, a canned sequential program may quite easily be con- 
structed by associating appropriate arguments in the calls to the functions which perform the opera- tions associated with each module instance. Parallelising the application requires a little more work. It is not possible to produce a system which will automatically parallelise an arbitrary application; this would be an all purpose parallelising compiler. The Euphrates approach has been to provide a high level of support for a wide class of well defined operations whose paratlelisation is sufficiently 
well understood that it can be automated. 
Many problems involve applying similar operations to every item in a large data set. For such 
applications a very effective method of parallelisation is to divide the data set between a number 
of processors and allow each processor to work on its portion. This approach is often termed data 
decomposition or perhaps domain decomposition when referring to data which is associated with a 
spatial domain. 
In regular domain decomposition a regular mesh of data, usually stored as a single multidimen- 
sional array in serial programs, is decomposed over processes in such a way that every process is 
responsible for storage of, and operations upon, one contiguous region of the mesh. Many problems 
can be effectively parallelised by this method. 
Decomposition f a Mapping of regular domains 
two dimensional mesh onto a two dimensional 
into regular domains process grid 
Figure 4: Geometric domain decomposition in two dimensions. A rectangular mesh corresponding 
to a physical domain is decomposed such that sub-domains which neighbour each other In the 
physical model are placed on neighbouring processes. The usual motivation behind this approach is 
to minimise communication costs for algorithms which require local updates. 
Operations which have local spatial dependence, global activity and no precedence relations are 
the easiest to parallelise and are termed regular since a regular geometric decomposition may be 
expected to provide an efficient parallelisation. 
In fact Euphrates employs two levels of data decomposition. In the primary decomPosition an 
arbitrarily large data set is divided into primary regions each of which is small enough to be processed 
in the main computer memory. In the secondary decomposition each primary region is geometrically 
decomposed over the processor array 
Euphrates currently supports regular operations with local perspective on arbitrarily 
large meshes, 
and operations with global spatial dependence, such as a global sum or maximum, on meshes which 
can be contained within primary memory. Euphrates could also 
be extended to support global op- 
erations on arbitrarily large data sets, but this would require the writing 
to secondary store of the 
entire data set before and after the global operation. This procedure would 
be necessary for any 
implementation and is not a feature special to the parallelisation of the process. 
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Results 
Performance analyses already reported in Wilson and Flockhart (1995) reveal that Euphrates makes 
a very efficient job of automatically parallelising computation. Accordingly this section will concen- 
trate on the effectiveness of wave transform inversion by deconvolution in log time. 
Figure 5 shows each step in the process when applied to the ID Green's function for diffusion. 
The ill-posedness of the problem means that the analytic result for the "true" equivalent wavefield, 
an impulse propagating with constant velocity, cannot be perfectly recovered (Slob et al 1995). 
However the smoothed version which is recovered can still be easily interpreted. By marking the 
location of the maximum amplitude on each trace in the equivalent wavefield we can easily see that 
the pulse is travelling outward from the source at a constant velocity which can be estimated from 
the slope of the line along which these maxima lie. By comparing this velocity with that used to 
calculate the synthetics we can confirm that the correct velocity is interpreted. 
Table 1 lists the depths and resistivities for a 1D earth model based upon well logs from an 
underground gas storage reservoir in France. Synthetic in-line dipole-dipole MTEM responses were 
calculated for cases without (ilwl) and with (ilhl) gas in the target layer. Wave transform inversion 
of these synthetics (respectively Figures 6a and 6b) was again followed by marking the location of 
the maximum amplitude on each trace in the equivalent wavefield (Figures 6c and 6d). In each case 
two arrivals can be seen which may be interpreted using concepts from seismic refraction. The direct 
arrival from the source will appear as a straight line through the origin, while refracted arrivals from 
interface waves also appear as straight lines but will not intercept the q axis at the origin. The slope 
of these refracted arrivals reveals the velocity of the layer at which they refract. This very simple 
analysis yields estimates of 49.1 Ohm in for the top layer, and, for the model without gas 17 .6 Ohm 
m for the next layer while for the model with gas the next layer resistivity is estimated at I 10 Ohm 
m. These estimates compare well with the "true" values of 50 Ohm in, 15 Ohm m and 200 Ohm in, 








1 0-140 50 6308 
2 140-160 15 3555 
3 160-310 50 6308 
4 310-490 10 2821 
5 490-520 200 12616 
6 520- 10 2821 
Table 1: Layer depths and resistivities for model ilhl. Model ilwl 
has the same depths and resistiv- 
ities except for layer 5, the target, which has a resistivity of 
10 Ohm m. 
Discussion and Conclusions 
A major innovation in Euphrates is that 
it will support the processing of arbitrarily 
large data sets. 
This is particularly important when trying to process real-world 
data sets on DM-MIMD parallel 
computers which, although computationally powerful, may 
have limited amounts of main memory 
per node and no virtual memory facilities. 
The automatic processing of arbitrarily 
















Figure 6: Interpretation of equivalent wavefield calculated from synthetics for underground gas 
storage reservoir. 
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is a novelty in the parallel computing world, and is the principle new parallel software-engineering 
problem solved by Euphrates. 
Although the initial focus of Euphrates was 3D image processing, the viability of solving trace- based problems within the Euphrates framework has been demonstrated using inversion of the wave transform as a demonstration application. Wave transform inversion can make the processing and interpretation of electromagnetic surveys significantly easier. This is particularly true for large, 
high density, multichannel transient electromagnetic surveys where good spatial coverage allows interpretation using the concepts of seismic refraction. 
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