We prove a smooth version of the classical Schwarz reflection principle for CR mappings between an abstract CR manifold M and a generic CR manifold embedded in euclidean complex space. As a consequence of our results, we settle a conjecture of X. Huang formulated in 1994.
near p 0 with m = dim R M − n, such that the Z j are CR functions near p 0 , and the differentials dZ 1 ,... ,dZ m are C-linearly independent. In this case, the mapping p −→ Z(p) = (Z 1 (p),... ,Z m (p)) ∈ C m = C n+d is an immersion near p 0 . Thus, if U is a small neighborhood of p 0 , then Z(U ) is an embedded submanifold of C m and is a generic CR submanifold of C m whose induced CR bundle agrees with the push forward Z * (V) (see [BER, J] for more details). Let (M , V ) be another abstract CR manifold with CR dimension n and CR codimension d . A CR mapping of class C k (k ≥ 1) H : H(p) .
When (M , V ) is a generic CR submanifold of C N (N = n + d ), then a C k mapping H = (H 1 ,... ,H N ) : M → M is a CR mapping if and only if each H j is a CR function. One of our main results generalizes to an abstract CR manifold (M, V) a regularity theorem of Lamel [La3] for CR mappings of embedded CR manifolds. We need to recall from [La3] the notion of nondegenerate CR mappings. Let Definition 2.1. [La3] Let M, M and H be as above and p 0 ∈ M . Let ρ = (ρ 1 ,... ,ρ d ) be local defining functions for M near H(p 0 ), and choose a basis L 1 ,... ,L n of CR vector fields for M near p 0 . If α = (α 1 ,... ,α n ) is a multiindex, write L α = L α 1 1 ··· L α n n . Define the increasing sequence of subspaces E l (p 0 ) (0 ≤ l ≤ k) of C N by E l (p 0 ) = Span C {L α ρ μ,Z (H(Z), H(Z))| Z=p 0 : 0 ≤ |α| ≤ l, 1 ≤ μ ≤ d }.
Here ρ μ,Z = ( ∂ρ μ ∂z 1 ,... , ∂ρ μ ∂z N ), and Z = (z 1 ,... ,z N ) are the coordinates in C N .
We say that H is k 0 −nondegenerate at p 0 (0 ≤ k 0 ≤ k) if
The dimension of E l (p) over C will be called the lth geometric rank of F at p and it will be denoted by rank l (F, p) .
For the invariance of this definition under the choice of the defining functions ρ μ , the basis of CR vector fields and the choice of holomorphic coordinates in C N , the reader is referred to [La2] . An intrinsic definition was presented in the paper [EL] . If M is a manifold for which the identity map is k 0 -nondegenerate, then the manifold is called k 0 −nondegenerate. This latter notion was introduced for embedded hypersurfaces in [BHR] and it is shown in [E] that it can be formulated for an abstract CR manifold. The reader is referred to these two references for a detailed treatment of this concept and its connection with holomorphic nondegeneracy in the sense of Stanton [S] . In particular, in [BHR, E] it is shown that Levi-nondegeneracy of a CR manifold is equivalent to 1-nondegeneracy. Thus the notion of k 0 -nondegeneracy of a CR manifold can be viewed as a generalization of Levi nondegeneracy.
The main result in [La3] is as follows: THEOREM 2.2. Let M ⊂ C N ,M ⊂ C N be smooth generic submanifolds of C N and C N respectively, p 0 ∈ M , H = (H 1 ,... ,H N ) : M → M a C k 0 CR map which is k 0 −nondegenerate at p 0 and extends continuously to a holomorphic map in a wedge W with edge M . Then H is smooth in some neighborhood of p 0 .
Here recall that if p 0 ∈ M , d = the CR codimension of M , and U ⊂ C N is a neighborhood of p 0 , a wedge W with edge M centered at p 0 is defined to be an open set of the form:
where Γ ⊂ R d is an open convex cone, and r = (r 1 ,... ,r d ) are defining functions for M near p 0 . In Section 3, we will prove the following generalization of Theorem 2.2. THEOREM 2.3. Let (M, V) be an abstract CR manifold and M ⊂ C N a generic CR submanifold of C N . Let H = (H 1 , ... , H N ) : M → M be a CR mapping of class C k 0 which is k 0 -nondegenerate at p 0 and assume that for some open convex cone Γ ⊂ R d , WF(H j )| p 0 ⊂ Γ,j = 1,... ,N where d is the CR codimension of M . Then H is C ∞ in some neighborhood of p 0 .
In Theorem 2.3, WF(u) denotes the C ∞ wave front set of u, that is, WF(u) = {σ ∈ T * M : u is not microlocally smooth at σ}.
For details about the C ∞ wave front set of a function, see [H] .
Remark 2.4. In Theorem 2.2, the assumption that H is the boundary value of a holomorphic function in a wedge implies the much weaker condition that WF (H j )| p 0 ⊂ Γ for some Γ as in Theorem 2.3. Indeed, in the embedded case as in Theorem 2.2, a CR function h on M is the boundary value of a holomorphic function in a wedge if and only if its hypo-analytic wave front set is contained in an acute cone which means that the FBI transform of h decays exponentially. Our assumption in Theorem 2.3 only requires the FBI transform to decay rapidly.
In what follows, given a CR manifold (M, V), T 0 will denote its characteristic bundle, that is, T 0 = {σ ∈ T * M : σ, L = 0 for every smooth section L of V}. THEOREM 2.5. Let (M, V) be an abstract CR manifold with CR dimension n ≥ 1 such that the Levi form at every covector σ ∈ T 0 has a nonzero eigenvalue.
We note that the preceding theorem allows a weakening of the smoothness assumption in Theorem 1.2 of [EL] on finite jet determination. The theorem also implies that some of the results in [BR] hold under a weaker smoothness assumption on the CR maps involved.
, then F is a local embedding (see Section 3.4 in [EL] ). Many other situations where (M, V) and (M , V ) are as in Theorem 2.5 and dF is injective can be found in the work [BR] .
Let M , M , F be as in Theorem 2.5. Define
For each 1 ≤ l ≤ k, we also set
Definition 2.6. Let M , M , F , S l be as above. For any p ∈ Ω 2 , we define the degenerate degree of F at p to be min{1 ≤ l ≤ k : there exists a neighborhood O of p such that O ⊂ S l }, and write it as deg (F, p) .
Remark 2.7. Definition 2.6 is independent of the choices of the defining function, the basis of CR vector fields and the choice of holomorphic coordinates in C n+k . For any p ∈ Ω 2 , by Lemma 4.1 in Section 4, rank 1 (F, p) = n + 1, which yields that deg(F, p) ≥ 2. Moreover, by the definition of deg (F, p) 
Theorem 2.5 will follow from the following theorem and Theorem 2.9 below which together with Theorem 2.3 imply that F is smooth in Ω 1 , that is, Ω 1 ⊂ Ω.
It follows that Ω is dense in Ω 1 ∪ Ω 2 , and hence in M . We remark that Theorem 4.8 will show that if for some integer l, 1 ≤ l ≤ k − 1, rank l+1 (F, q) = n + l for all points q in a neighborhood of p, and rank l (F, p) = n + l, then F : M → M is smooth in a neighborhood of p, where F , M , and M are as in Theorem 2.5. That is, such points p are in Ω.
Before we present the proofs of Theorem 2.3 and Theorem 2.5, we will prove the following result which supplies a class of examples to which Theorem 2.3 applies. This theorem will also be used in the proof of Theorem 2.5. The result may be viewed as the smooth version of Hans Lewy's extendability theorem in the embedded case. THEOREM 2.9. Let (M, V) be an abstract CR manifold, σ ∈ T 0 p , with the property that the Levi form at σ has a negative eigenvalue. Then if u is a CR function (or distribution) near p, σ ∈ WF(u). In particular, if the Levi form at every covector η ∈ T 0 p has a nonzero eigenvalue, then there is an open convex cone Γ ⊂ R d (d = the CR codimension of M ) such that for every CR function u near p, WF(u)| p ⊂ Γ.
Theorem 2.5 implies the following corollary which settles Huang's conjecture in [Hu1] :
Theorem 2.5 also provides a solution to a question of Forstneric in [Fr1] using methods different from the ones employed by Huang in the solution that he gave in [Hu2] : Proof. Let p ∈ M . If every neighborhood of p contains a point where the Levi form has a positive and a negative eigenvalue, then p is in the closure of the set where F is smooth. We may therefore assume that a neighborhood D of p is pseudoconvex. Note next that since M does not contain a complex variety of positive dimension, it can not be Levi flat in any neighborhood of p. We can therefore assume that p is in the closure of the set of strictly pseudoconvex points in M . This latter assertion can be seen by using the arguments in Lemma 6.2 in [BHR] . In that paper, M was assumed algebraic but the reasoning in the Lemma is valid for M as in this corollary. Since we may assume that F is nonconstant, at a point of strict pseudo convexity, the differential dF is injective. The corollary now follows from Theorem 2.5 and the analyticity theorem in [Fr1] .
In [Hu2] M was assumed strongly pseudoconvex. However, as indicated above, when M is of finite type in D'Angelo's sense, the problem is reduced to the strongly pseudoconvex case.
We now present the proof of Theorem 2.9.
Proof. Recall that the Levi form of (M, V) at the characteristic covector σ ∈ T 0 p is the hermitian form on V defined by
where L and L are smooth sections of V defined near p with L(p) = v, L (p) = w.
When this form has a negative eigenvalue, there is a CR vector L near p such that
We may therefore assume that we are in coordinates (x, t) ∈ R n 0 × R that vanish at p,
where the b j are C ∞ and real-valued functions near (0, 0), σ = (0, 0,ξ 0 , 0) satisfies b(0, 0) · ξ 0 = 0, (b = (b 1 ,... ,b n 0 )) and
Assume that Lu = 0 near (0, 0). We wish to show that σ ∈ WF(u).
We introduce an additional variable s ∈ R and define
(2.
2) It follows that
Differentiating equation (2.2) with respect to s leads to,
Evaluating the latter at s = 0, we get, for any 1 ≤ i ≤ n 0 ,
which together with equation (2.3) leads to:
We will use the FBI transform in (x, t) space. For the solution u = u(x, t), at level s = s , we write, (x,t,x ,t ,ξ,τ,s ) η(x, t) ≡ 0 when |x| 2 + t 2 ≥ 2r 2 for some r > 0 to be fixed. Here (x, t, x ,t ,ξ,τ,s ) 
Q
where Z = (Z 1 ,... ,Z n 0 ), (x − Z(x ,t ,s )) 2 = n 0 j=1 (x j − Z j (x ,t ,s )) 2 , and K is a positive number which will be determined.
be C ∞ vector fields near the origin in (x, t, s) space that satisfy
which can be verified by applying both sides of the equation to the basis of vector (x,t,x ,t ,ξ,τ,s ) . Denoting dZ 1 ∧ ··· ∧ dZ n 0 +1 by dZ and using equation (2.6), we have,
(2.7)
By Stokes theorem, for |s 0 | small, we have,
q (x, t, x ,t ,ξ,τ,0) 
(2.8)
We will estimate the two integrals on the right in equation
(2.9) Using equation (2.4), we can write
and so plugging this into equation (2.9) yields
(2.11)
Our interest is in estimating the integral on the left-hand side of equation (2.8) for (x, t) near (0, 0) and (ξ, τ ) ∈ Γ. When τ > 0, we take s 0 > 0 in (2.8) while when τ < 0, we use s 0 < 0. This together with (2.12) allows us to deduce the following inequality from (2.11):
(2.13)
(2.14)
We choose r and |s 0 | small enough so that when (x ,t ) ∈ supp(η) and |s | ≤ |s 0 |,
From (2.15), it follows that the first integral on the right in (2.8) (at level s = s 0 ) decays exponentially in ξ and hence there are constants C 1 ,C 2 > 0 such that for (ξ, τ ) ∈ Γ,
Consider next the second integral on the right in (2.8). To estimate it, we use equation (2.7) which is a sum of two kinds of terms. The first kind consists of terms involving L 1 (Z j ), L 1 (Q) and L 1 u (recall that L 1 u = Lu = 0) and these terms can be bounded by constant multiples of |ξ||s | m e Re Q(x,t,x ,t ,ξ,τ,s ) , ∀m ≥ 1, and so using (2.15) which implies that
the integrals of such terms decay rapidly for (ξ, τ ) ∈ Γ. The second type of terms involve derivatives of η(x, t) and hence |x | 2 + t 2 ≥ r 2 in the domains of integration. Therefore, if we choose 0 < |s 0 | r, we can get λ > 0 such that for (x, t) near (0, 0) and (ξ, τ ) ∈ Γ, (2.15) will lead to,
The latter leads to an exponential decay in (ξ, τ ) ∈ Γ for (x, t) near (0, 0) for the corresponding integrals. We conclude that there exists a neighborhood W of (0, 0)
By Theorem 2.1 in [BH] (see also [T] and the proof of Lemma V.5.2 in [BCH] ), we conclude that
Suppose now the Levi form L σ at every σ ∈ T 0 p has a nonzero eigenvalue. Define
The set S is conic, closed and convex. If ξ ∈ S, and ξ = 0, then by hypothesis L ξ has at least one positive eigenvalue and hence −ξ ∈ S. Since ξ ∈ W F (u), whenever L ξ has at least one negative eigenvalue, it follows that W F (u) ⊂ S, for every CR function near the point p.
is 1−nondegenerate at the points where z 1 = 0, and m−nondegenerate at all the other points. When m > 1, M itself is 1−nondegenerate at the points where z 1 = 0 while when z 1 = 0, it is not l−nondegenerate for any l ≥ 0. (The case m = 1 appeared in [La3] . See also [K] ).
where we have used a branch of the square root. H m is a CR mapping and it is the boundary value of a holomorphic map defined on a side of
For any positive integer m, let f : M → C be a CR function of class C m which is not smooth on any open subset of M (see [BX] for an example of such). Define H m 
3. Proof of Theorem 2.3. We begin by recalling the following "almost holomorphic" version of the implicit function theorem from [La3] :
be smooth in the first N variables and a polynomial in the last variables. Assume that F (0,A) = 0 and F Z (0,A) is invertible. Then there exists a neighborhood U × V of (0,A) and a smooth map
Furthermore, for every multiindex α, and each j, 1 ≤ j ≤ N , W ) , and ψ is holomorphic in W . Here D α denotes the derivative in all real variables.
Given the abstract CR manifold (M, V) of CR dimension n and CR codimension d, we will use local coordinates (x, y, s) ∈ R n ×R n ×R d that vanish at p 0 ∈ M . We will write z = (z 1 ,... ,z n ) where z j = x j + √ −1 y j for j = 1,... ,n. In a neighborhood W of 0, we may assume that a basis of V is given by
the a ij and b il are smooth and a ij (0) = 0 = b il (0), ∀i, j, l (see for example [BCH, equation I.19] ). In these coordinates, at the origin, the characteristic set
Let φ ∈ C ∞ 0 (W ) whose support is sufficiently small and φ ≡ 1 in a neighborhood of the origin. For each j = 1,... ,N , by Fourier's inversion formula,
Observe that since T 0 0 ∩ B 2 = / 0, for any CR function u near the origin,
is a compact set. It follows that for each m = 1, 2,..., we can get C m > 0 such that
Since φH j has a polynomial growth, for some C 1 ,M > 0,
Therefore, using (3.4) and (3.5), we get,
Let ϕ(x, y, s) ∈ C ∞ 0 (W ) such that its support is contained in a neighborhood of the origin where φ ≡ 1. By Parseval's formula,
(3.12)
For t ∈ Γ 1 , using (3.4), we have, For t ∈ Γ 1 small, from (3.7)-(3.10), we have: for (x, y, s) near 0, given α, β, γ, there exists C 1 > 0 such that for some λ > 0,
For the rest of the proof, we follow the argument of claim 3 in [La3] . We may assume that H(0) = 0 ∈ M . Let ρ = (ρ 1 ,... ,ρ d ) be defining functions for M near 0. For α ∈ N n a multiindex, recall that L α = L α 1 1 ··· L α n n .
Set F (x, y, s, t) = (F 1 (x, y, s, t) ,... ,F N (x, y, s, t)), t ∈ Γ 1 . As in [La3] , there are smooth functions (H(z, s) , H(z, s) H(z, s) Equation (3.20) and the k 0 -nondegeneracy assumption on the map H allows us to get (α 1 ,... ,α N ), (μ 1 ,... ,μ N ) ∈ N N and a smooth function ψ(Z , Z ,W ) = (ψ 1 ,... ,ψ N ), which is holomorphic in W , such that with H(z, s) , (L β H(z, s)) |β|≤k 0 = 0, we have,
( 3.22) Recall that for i = 1,... ,n,
where the A ij and B il are smooth extensions of the a ij and b il satisfying
for j = 1,... ,N and for t ∈ −Γ 1 , |t| small. Using (3.18),(3.21) and (3.23), we conclude that, when (z, s) is near the origin in C n × R d and t ∈ −Γ 1 (|t| small), for any α, β, γ multiindices, there is C > 0 such that
(3.26) By Theorem V.3.7 in [BCH] , it follows that WF (H j 
4. Proof of Theorem 2.5. Fix any p ∈ M , and assume p = F (p) = 0. Since M is strictly pseudoconvex, we may assume that there is a neighborhood G of 0 in C n+k , and a local defining function ρ of M in G such that
is a realvalued smooth function on G. Note that rank l (F, p) is a lower semi-continuous integer-valued function on M for each 1 ≤ l ≤ k. For any p ∈ M , rank 0 (F, p) ≤ rank 1 (F, p) ≤ ··· ≤ rank k (F, p).
We next recall some basic properties of the rank of F . Write F =(F 1 ,... ,F n+k ).
on M near p. Applying L 1 ,... ,L n to the above equation, we get
(4.4) and for any multiindex 1 ≤ |α| ≤ k,
LEMMA 4.1. With the assumption of Theorem 2.5, for any p ∈ M , we have rank 0 (F, p) = 1, rank 1 (F, p) = n + 1, and thus rank l (F, p) ≥ n + 1, for 1 ≤ l ≤ k.
Proof. Assume that F (p) = 0. Note that φ * z i (F, F )| p = 0, for all 1 ≤ i ≤ n + k.
Equation (4.4) shows that rank 0 (F, p) = 1. By assumption, dF : V p → T (0,1) 0 M is injective. By plugging Z = p in equation (4.2), we get L i F n+k (p) = 0 for each 1 ≤ i ≤ n. Since {L 1 ,L 2 ,... ,L n } is a local basis of V near p, we conclude that the rank of the matrix (L i F l ) 1≤i≤n, 1≤l≤n+k−1 is n. Without loss of generality, we assume that
| p = 0, for all 1 ≤ j ≤ n. Thus rank 1 (F, p) = n + 1. Consequently, rank l (F, p) ≥ n + 1 for 1 ≤ l ≤ k for any p ∈ M .
To simplify the notations, let
a(Z, Z) = (a 1 ,... ,a n+k ).
Then ρ Z (F, F ) = a = (a 1 ,... ,a n+k−1 ,a n+k ),
for any multiindex 0 ≤ |α| ≤ k. Recall that rank l (F, p) = dim C Span C {L α a(Z, Z)| p : 0 ≤ |α| ≤ l} .
The following normalization will be applied later in this section.
LEMMA 4.2. Let M, M ,F be as in Theorem 2.5 and p = 0 ∈ M . Assume rank l (F, p) = N 0 , for some 1 ≤ l ≤ k, n + 1 ≤ N 0 ≤ n + k. Then there exist multiindices {β n+1 ,... ,β N 0 −1 } with 1 < |β i | ≤ l for all i, such that after a linear biholomorphic change of coordinates in C n+k : Z = Z A −1 , where A is a unitary (n + k) × (n + k) matrix, and Z denotes the new coordinates, the following hold: a| p = 0,... ,0,
Here we write a = ρ Z ( Z(F ), Z(F )), and ρ is a local defining function of M near 0 in the new coordinates. Moreover,
Proof. It follows from Lemma 4.1 that {a,L 1 a,... ,L n a}| p is linearly independent. Extend it to a basis of E l (p), which has dimension N 0 by assumption. That is, we choose multiindices {β n+1 ,... ,β N 0 −1 } with 1 < |β i | ≤ l for each i, such that {a,L 1 a,... ,L n a,L β n+1 a,... ,L β N 0 −1 a}| p is linearly independent over C. We write a := (a 1 ,... ,a n+k−1 ), that is, the first n + k − 1 components of a. Notice that a(p) = (0,... ,0,
{L 1 a,... ,L n a,L β n+1 a,... ,L β N 0 −1 a}| p is linearly independent in C n+k−1 . Let S be the (N 0 − 1)-dimensional vector space spanned by them and let {T 1 ,... ,T N 0 −1 } be an orthonormal basis of S. Extend it to an orthonormal basis of C n+k−1 : {T 1 ,... ,T N 0 −1 ,T N 0 ,... ,T n+k−1 } and set
Here 0 n+k−1 is an (n + k − 1)-dimensional zero row vector. Next we make the following change of coordinates: Z = ZA, or Z = Z A −1 . The function ρ( Z, Z) = ρ( ZA, ZA) is a defining function of M near 0 with respect to the new coordinates Z. By the chain rule,
For any multiindex α, (4.8) In particular, at p, we get:
Furthermore from the definition of A, in the new coordinates, equation (4.6) holds and B N 0 −1 is invertible.
Remark 4.3. From the construction of A in the proof of Lemma 4.2, one can see that in the new coordinates Z, the following continues to hold: There is a neighborhood G of p = 0 in C n+k , and a smooth real-valued function ρ in G, such that,
is a real-valued smooth function in G. We will write the new coordinates as Z instead of Z.
We will next prove some lemmas on the determinants of matrices. 
1 2 · · · n − 2 n − 1 1 2 · · · n − 2 n − 1 B 1 2 · · · n − 2 n − 1 j 1 j 2 · · · j n−2 n B i 1 i 2 · · · i n−2 n 1 2 · · · n − 2 n − 1 B i 1 i 2 · · · i n−2 n j 1 j 2 · · · j n−2 n = B i 1 i 2 · · · i n−2 j 1 j 2 · · · j n−2 |B|,
In particular, if |B| = 0, then (*) equals 0. Here we have used the notation
To prove Lemma 4.4, we need the following lemmas.
Proof. When c 11 = 0, (4.10) holds since both sides equal 0. Now assume c 11 = 0. By eliminating c 21 ,... ,c p1 , we get,
LEMMA 4. .
Proof of Lemma 4.4. We proceed by induction on the dimension of B. From Lemma 4.6, we know Lemma 4.4 holds for n = 3. Now assume that it holds when the dimension of B is less than or equal to n − 1. To prove it when the dimension is n, it is enough to show it for the case when i 1 = 1, i 2 = 2,... ,i n−2 = n − 2 and j 1 = 1, j 2 = 2,... ,j n−2 = n − 2. Namely, we show that
and the other cases are similar. Now we view all terms here as rational functions in b 11 ,... ,b nn . By Lemma 4.5,
By applying Lemma 4.5 and the induction hypothesis, it follows that
Combining it with (4.11), we obtain
By further applications of Lemma 4.5 and the induction hypothesis as above, we arrive at the conclusion. Finally we state the following simple lemma:
LEMMA 4.7. Let b 1 ,... ,b n and a be n-dimensional column vectors with entries in C, and let B = (b 1 ,... ,b n ) denote the n × n matrix. Assume that det B = 0, and that det(b i 1 , b i 2 ,... ,b i n−1 , a) = 0 for any 1 ≤ i 1 < i 2 < ··· < i n−1 ≤ n. Then a = 0, where 0 is the n-dimensional zero column vector.
Proof. Note that {b 1 ,... ,b n } is a linearly independent set in C n . Write a = n j=1 λ j b j for some λ j ∈ C, 1 ≤ j ≤ n. It is easy to see that all the λ j = 0 by using the assumption that det
Theorem 2.8 will follow from: THEOREM 4.8. Let M, M ,F be as in Theorem 2.5 and p ∈ M be a point with rank l (F, p) = n + l for some 1 ≤ l ≤ k − 1. Assume that in some neighborhood O of p, rank l+1 (F, q) = n + l for all q ∈ O. Then F is smooth near p.
Proof. Assume p = 0. Applying Lemma 4.2, after a suitable holomorphic change of coordinates in C n+k , there exist multiindices {β n+1 ,... ,β n+l−1 } with 1 < |β i | ≤ l for all n ≤ i ≤ n + l − 1 satisfying a| p = 0,... ,0,
Here B n+l−1 is an invertible (n + l − 1) × (n + l − 1) matrix, 0 is an (n + l − 1) × (k − l) zero matrix, b is an (n + l − 1)-dimensional column vector. From equation (4.12), we know that
To simplify the notation, we denote the n−dimensional multiindices by β 0 = (0,... ,0), and β μ = (0,... ,0, 1, 0,... ,0) , for μ = 1,... ,n, where 1 is at the μth position. That is, L β μ = L μ ,μ = 1,... ,n. Then inequality (4.13) can be written as
Hence for any multiindex β with 0 ≤ | β| ≤ l + 1, and any n + l ≤ j ≤ n + k − 1, we have, in O,
Furthermore, we will prove the following claim.
CLAIM. For any 1 ≤ ν ≤ n, n + l ≤ j ≤ n + k − 1, and i 1 < i 2 < ··· < i n+l−1 with {i 1 ,... ,i n+l−1 } ⊂ {1,... ,n + l − 1,n + k}, the following holds in O:
Proof. By the quotient rule, the numerator of
From equation (4.15) and Lemma 4.4, we know each term on the right-hand side of the equation above equals 0. Hence equation (4.16) holds. This completes the proof of the claim.
Thus the fraction in the parentheses in equation (4.16) equals a C k−l CR function in O. It follows that for any fixed n+l ≤ j ≤ n+k −1, there exist C k−l -smooth CR functions G j 1 ,G j 2 ,... ,G j n+l−1 ,G j n+k in O, such that, if i 1 < i 2 < ··· < i n+l−1 and (i 1 ,i 2 ,... ,i n+l−1 ) = (1, 2,... , i 0 ,... ,n + l − 1,n + k),i 0 ∈ {1, 2,... ,n + l − 1,n + k} (where (1, 2,. .. , i 0 ,... ,n + l − 1,n + k) means (1, 2,... ,n + l − 1,n + k) with the component "i 0 " missing) then in O,
That is,
We further assert:
CLAIM. In O, we have,
for all s 1 < s 2 < ··· < s n+l−1 with {s 1 ,... ,s n+l−1 } ⊂ {1,... ,n + l − 1,n + k} and any n + l ≤ j ≤ n + k − 1.
Proof. Assume that (s 1 ,... ,s n+l−1 ) = (1,... , s 0 ,... ,n + l − 1,n + k). Notice that for any n + l ≤ j ≤ n + k − 1,i = s 0 and i ∈ {1,... ,n + l − 2,n + k},
Combining this with equation (4.17), one can check that equation (4.18) holds.
By Lemma 4.7, equation (4.14) , and (4.18), we immediately obtain that in O,
In particular, when t = 0, we have:
Recall that we have, by shrinking O if necessary, in O,
(4.24)
We introduce local coordinates (x, y, s) ∈ R n × R n × R d that vanish at the central ponit p ∈ M . By Theorem 2.9, G j i ,G j n+k ,F 1 ,... ,F n+k extend to almost analytic functions into a wedge {(x, y, s + it) ∈ U × V × Γ 1 : (x, y, s) ∈ U × V, t ∈ Γ 1 }, with edge M near p = 0 for all 1 ≤ i ≤ n + l − 1, n + l ≤ j ≤ n + k − 1. Here U × V is a neighborhood of the origin in C n × R d and Γ 1 is an acute convex cone in R d in t-space. We still denote the extended functions by G j i ,G j n+k ,F 1 ,... ,F n+k . Arguments similar to those used in the proof of Theorem 2.3 imply that the G j i and G j n+k satisfy the estimates:
We now use equations (4.22), (4.23), (4.24) and (4.21) to get a smooth map Ψ(Z , Z ,W ) = (Ψ 1 ,... ,Ψ n+k ) defined in a neighborhood of {0} × C q in C n+k × C q , smooth in the first n + k variables and polynomial in the last q variables for some integer q, such that,
Observe that
where 0 N is an N -dimensional zero row vector, C is a (k − l) × (n + l − 1) matrix, I k−l is the (k − l)× (k − l) identity matrix and we recall that B n+l−1 is an invertible
,G(p)) is invertible. By applying Theorem 3.1, we get a solution ψ = (ψ 1 ,... ,ψ n+k ) satisfying (3.1) and for each 1 ≤ j ≤ n + k,
Recall that in the proof of Theorem 2.3, for each i = 1,... ,n, we denoted by M i the smooth extension of L i to U ×V ×R d satisfying (3.23). For each 1 ≤ j ≤ n + k, set G(z, s, −t) and shrink U and V and choose δ in such a way that h j is well defined and contin-
The same proof as before leads to the estimates:
Notice that the F j satisfy similar estimates in Γ 1 , and b + F j = b − h j for each 1 ≤ j ≤ n + k. Applying Theorem V.3.7 in [BCH] as before, we conclude that F is smooth near p. This establishes Theorem 4.8. Proof. We may assume that F is nonconstant. By a well known argument using Hopf's lemma as in the appendix, dF : T
Proof of
Note that rank 1 (F, p) = n + 1 for all p ∈ M by Lemma 4.1. By Theorem 4.8 (note that in this case, the proof showed that we did not need F to be C k ), we arrive at the conclusion.
Since a CR diffeomorphism of class C k of a k-nondegenerate manifold is knondegenerate, Theorem 2.3 implies the following: 
Appendix.

On CR mappings into a lower dimensional target. In this appendix
we include a result which shows why we do not consider the case when the target manifold has a lower CR dimension. The result is known to experts but we have presented it here since we are not aware of a reference.
THEOREM 5.1. Let M ⊂ C N ,M ⊂ C N be smooth strongly pseudoconvex real hypersurfaces with N ≥ 2, N ≥ 2. Let F : M → M be a CR mapping of class C 2 . Assume that N < N. Then F is a constant map.
Proof. Suppose that F is nonconstant. Fix p ∈ M , p ∈ M with p = F (p). Choose suitable coordinates in C N and C N near p, p such that: p = 0,p = 0 and M is locally defined by
Here Z = (z 1 ,... ,z N ), Z = (z 1 ,... ,z N ) are the coordinates of C N and C N respectively. Moreover, φ(Z, Z) = O(|Z| 3 ), φ * (Z , Z ) = O(|Z | 3 ) are real-valued smooth functions near p, p respectively. We write
which are vector fields tangent to M near the central point 0. Write F = (F 1 ,... ,F N ). Near 0 on M we have
Applying L i , 1 ≤ i ≤ N − 1 to equation (5.1) and evaluating at 0, one easily gets
Similarly, by applying L k L l , 1 ≤ k, l ≤ N − 1 to equation (5.1) and evaluating at 0, we get, ∂ 2 F N ∂z k ∂z l | 0 = 0, 1 ≤ k, l ≤ N − 1.
By the Lewy extension theorem, F extends holomorphically to the pseudoconvex side of M denoted by Ω. We may assume that Ω is a union of analytic discs attached to M . That is, for each q ∈ Ω, there exists a continuous function G : Δ −→ C N (Δ = {ζ ∈ C : |ζ| < 1}) analytic on Δ such that G(Δ) ⊂ Ω, G(∂Δ) ⊂ M , and G(0) = q. For each such G, the function ρ • F • G is continuous on Δ, subharmonic on Δ and vanishes on ∂Δ. If this function is constant for every analytic disc G attached to M , then F would map Ω into M which would contradict the strict pseudoconvexity of M unless F is constant. This allows us to apply the maximum principle and the Hopf lemma to the subharmonic function ρ(F, F ) ≤ 0 near p over Ω to conclude that
for some λ > 0, that is,
Here we have used the fact that T ρ(F, F ) = 0 (5.4) which implies ∂F N ∂z N | 0 = ∂F N ∂z N | 0 . Hence we can write: F N = λz N + O(|z N ||z| + |z N | 2 ) + o(|Z| 2 ),z = (z 1 ,... ,z N −1 ) (5.5) (5.6) where b j ∈ C,a ij ∈ C, 1 ≤ i ≤ N − 1, 1 ≤ j ≤ N − 1. That is, (F 1 ,... ,F N −1 ) = z N (b 1 ,... ,b N −1 ) + (z 1 ,... ,z N −1 )A + (F 1 ,... ,F N −1 ), (5.7)
where A = (a ij ) (N −1)×(N −1) is an (N − 1) × (N − 1) matrix, andF j = O(|Z| 2 ), for any 1 ≤ j ≤ N − 1. Next we write Z = ( z, z N ), where z = (z 1 ,... ,z N −1 ), and we introduce the notion of weighted degree: For a function h on M , we write h ∈ o wt (s) if lim t→0 + h(t z, t 2 z N ,t z, t 2 z N ) t s −→ 0 uniformly with respect to ( z, z N ) ≈ 0 in C N −1 × C. That is, we equip z, z N with weighted degrees 1, 2 respectively. From equation (5.1) (5.8) whenever z N = u + √ −1(| z| 2 + φ(Z, Z)) near 0. We can rewrite equation (5.8) in terms of u and z by using equations (5.5), (5.6), (5.7):
λ| z| 2 + o wt (2) = (z 1 ,... ,z N −1 )AA * (z 1 ,... ,z N −1 ) t + o wt (2). (5.9) Then by collecting terms on both sides of weighted degree two, one easily gets, λ| z| 2 = (z 1 ,... ,z N −1 )AA * (z 1 ,... ,z N −1 ) t , which implies that, (5.10) where I N −1 is the (N −1)×(N −1) identity matrix. But A is an (N −1)×(N −1) matrix with rank at most N − 1 and so (5.10) can not hold since N −1 < N −1.
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