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Resumen
La informa´tica teo´rica es una disciplina ba´sica ya que la mayor´ıa de los
avances en informa´tica se sustentan en un so´lido resultado de esa materia.
En los u´ltimos an˜os debido tanto al incremento de la potencia de los or-
denadores, como a la cercan´ıa del l´ımite f´ısico en la miniaturizacio´n de los
componentes electro´nicos, resurge el intere´s por modelos formales de compu-
tacio´n alternativos a la arquitectura cla´sica de von Neumann. Muchos de
estos modelos se inspiran en la forma en la que la naturaleza resuelve efi-
cientemente problemas muy complejos. La mayor´ıa son computacionalmente
completos e intr´ınsecamente paralelos. Por este motivo se les esta´ llegando
a considerar como nuevos paradigmas de computacio´n (computacio´n natu-
ral). Se dispone, por tanto, de un abanico de arquitecturas abstractas tan
potentes como los computadores convencionales y, a veces, ma´s eficientes:
alguna de ellas mejora el rendimiento, al menos temporal, de problemas NP-
completos proporcionando costes no exponenciales. La representacio´n formal
de las redes de procesadores evolutivos requiere de construcciones, tanto inde-
pendientes, como dependientes del contexto, dicho de otro modo, en general
una representacio´n formal completa de un NEP implica restricciones, tanto
sinta´cticas, como sema´nticas, es decir, que muchas representaciones aparente-
mente (sinta´cticamente) correctas de casos particulares de estos dispositivos
no tendr´ıan sentido porque podr´ıan no cumplir otras restricciones sema´nti-
cas. La aplicacio´n de evolucio´n gramatical sema´ntica a los NEPs pasa por la
eleccio´n de un subconjunto de ellos entre los que buscar los que solucionen
un problema concreto.
En este trabajo se ha realizado un estudio sobre un modelo inspirado en
la biolog´ıa celular denominado redes de procesadores evolutivos [55, 53], esto
es, redes cuyos nodos son procesadores muy simples capaces de realizar u´ni-
camente un tipo de mutacio´n puntual (insercio´n, borrado o sustitucio´n de un
s´ımbolo). Estos nodos esta´n asociados con un filtro que esta´ definido por algu-
na condicio´n de contexto aleatorio o de pertenencia. Las redes esta´n formadas
a lo sumo de seis nodos y, teniendo los filtros definidos por una pertenencia
a lenguajes regulares, son capaces de generar todos los lenguajes enumera-
bles recursivos independientemente del grafo subyacente. Este resultado no
es sorprendente ya que semejantes resultados han sido documentados en la
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literatura. Si se consideran redes con nodos y filtros definidos por contextos
aleatorios –que parecen estar ma´s cerca a las implementaciones biolo´gicas–
entonces se pueden generar lenguajes ma´s complejos como los lenguajes no
independientes del contexto. Sin embargo, estos mecanismos tan simples son
capaces de resolver problemas complejos en tiempo polinomial. Se ha presen-
tado una solucio´n lineal para un problema NP-completo, el problema de los
3-colores.
Como primer aporte significativo se ha propuesto una nueva dina´mica de
las redes de procesadores evolutivos con un comportamiento no determinista
y masivamente paralelo [55], y por tanto todo el trabajo de investigacio´n en
el a´rea de la redes de procesadores se puede trasladar a las redes masivamente
paralelas. Por ejemplo, las redes masivamente paralelas se pueden modificar
de acuerdo a determinadas reglas para mover los filtros hacia las conexiones.
Cada conexio´n se ve como un canal bidireccional de manera que los filtros de
entrada y salida coinciden. A pesar de esto, estas redes son computacional-
mente completas. Se pueden tambie´n implementar otro tipo de reglas para
extender este modelo computacional. Se reemplazan las mutaciones puntua-
les asociadas a cada nodo por la operacio´n de splicing. Este nuevo tipo de
procesador se denomina procesador splicing. Este modelo computacional de
Red de procesadores con splicing ANSP es semejante en cierto modo a los
sistemas distribuidos en tubos de ensayo basados en splicing.
Adema´s, se ha definido un nuevo modelo [56] –Redes de procesadores
evolutivos con filtros en las conexiones– , en el cual los procesadores tan so´lo
tienen reglas y los filtros se han trasladado a las conexiones. Dicho modelo
es equivalente, bajo determinadas circunstancias, a las redes de procesadores
evolutivos cla´sicas. Sin dichas restricciones el modelo propuesto es un super-
conjunto de los NEPs cla´sicos. La principal ventaja de mover los filtros a las
conexiones radica en la simplicidad de la modelizacio´n.
Otras aportaciones de este trabajo ha sido el disen˜o de un simulador en
Java [54, 52] para las redes de procesadores evolutivos propuestas en esta
Tesis.
Sobre el te´rmino ”procesador evolutivo” empleado en esta Tesis, el pro-
ceso computacional descrito aqu´ı no es exactamente un proceso evolutivo en
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el sentido Darwiniano. Pero las operaciones de reescritura que se han con-
siderado pueden interpretarse como mutaciones y los procesos de filtrado se
podr´ıan ver como procesos de seleccio´n. Adema´s, este trabajo no abarca la
posible implementacio´n biolo´gica de estas redes, a pesar de ser de gran im-
portancia.
A lo largo de esta tesis se ha tomado como definicio´n de la medida de com-
plejidad para los ANSP, una que denotaremos como taman˜o (considerando
taman˜o como el nu´mero de nodos del grafo subyacente). Se ha mostrado que
cualquier lenguaje enumerable recursivo L puede ser aceptado por un ANSP
en el cual el nu´mero de procesadores esta´ linealmente acotado por la cardi-
nalidad del alfabeto de la cinta de una ma´quina de Turing que reconoce dicho
lenguaje L. Siguiendo el concepto de ANSP universales introducido por Ma-
nea [65], se ha demostrado que un ANSP con una estructura de grafo fija
puede aceptar cualquier lenguaje enumerable recursivo. Un ANSP se pue-
de considerar como un ente capaz de resolver problemas, adema´s de tener
otra propiedad relevante desde el punto de vista pra´ctico: Se puede definir
un ANSP universal como una subred, donde so´lo una cantidad limitada de
para´metros es dependiente del lenguaje. La anterior caracter´ıstica se puede
interpretar como un me´todo para resolver cualquier problema NP en tiempo
polinomial empleando un ANSP de taman˜o constante, concretamente treinta
y uno. Esto significa que la solucio´n de cualquier problema NP es uniforme
en el sentido de que la red, exceptuando la subred universal, se puede ver
como un programa; adapta´ndolo a la instancia del problema a resolver, se
escogera´n los filtros y las reglas que no pertenecen a la subred universal. Un
problema interesante desde nuestro punto de vista es el que hace referencia
a como elegir el taman˜o optimo de esta red
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Summary
This thesis deals with the recent research works in the area of Natural
Computing –bio-inspired models–, more precisely Networks of Evolutionary
Processors first developed by Victor Mitrana and they are based on P Systems
whose father is Georghe Paun. In these models, they are a set of processors
connected in an underlying undirected graph, such processors have an object
multiset (strings) and a set of rules, named evolution rules, that transform
objects inside processors[55, 53],. These objects can be sent/received using
graph connections provided they accomplish constraints defined at input and
output filters processors have. This symbolic model, non deterministic one
(processors are not synchronized) and massive parallel one[55] (all rules can
be applied in one computational step) has some important properties regar-
ding solution of NP-problems in lineal time and of course, lineal resources.
There are a great number of variants such as hybrid networks, splicing proces-
sors, etc. that provide the model a computational power equivalent to Turing
machines.
The origin of networks of evolutionary processors (NEP for short) is a
basic architecture for parallel and distributed symbolic processing, related to
the Connection Machine as well as the Logic Flow paradigm, which consists
of several processors, each of them being placed in a node of a virtual comple-
te graph, which are able to handle data associated with the respective node.
All the nodes send simultaneously their data and the receiving nodes handle
also simultaneously all the arriving messages, according to some strategies.
In a series of papers one considers that each node may be viewed as a cell
having genetic information encoded in DNA sequences which may evolve by
local evolutionary events, that is point mutations. Each node is specialized
just for one of these evolutionary operations. Furthermore, the data in each
node is organized in the form of multisets of words (each word appears in
an arbitrarily large number of copies), and all the copies are processed in
parallel such that all the possible events that can take place do actually take
place. Obviously, the computational process just described is not exactly an
evolutionary process in the Darwinian sense. But the rewriting operations we
have considered might be interpreted as mutations and the filtering process
might be viewed as a selection process. Recombination is missing but it was
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asserted that evolutionary and functional relationships between genes can be
captured by taking only local mutations into consideration.
It is clear that filters associated with each node allow a strong control of
the computation. Indeed, every node has an input and output filter; two nodes
can exchange data if it passes the output filter of the sender and the input
filter of the receiver. Moreover, if some data is sent out by some node and
not able to enter any node, then it is lost. In this paper we simplify the ANSP
model considered in by moving the filters from the nodes to the edges. Each
edge is viewed as a two-way channel such that the input and output filters
coincide.
Clearly, the possibility of controlling the computation in such networks
seems to be diminished. For instance, there is no possibility to loose data du-
ring the communication steps. In spite of this and of the fact that splicing is
not a powerful operation (remember that splicing systems generates only regu-
lar languages) we prove here that these devices are computationally complete.
As a consequence, we propose characterizations of two complexity classes, na-
mely NP and PSPACE, in terms of accepting networks of restricted splicing
processors with filtered connections.
We proposed a uniform linear time solution to SAT based on ANSPFCs
with linearly bounded resources. This solution should be understood correctly:
we do not solve SAT in linear time and space. Since any word and auxi-
liary word appears in an arbitrarily large number of copies, one can generate
in linear time, by parallelism and communication, an exponential number of
words each of them having an exponential number of copies. However, this
does not seem to be a major drawback since by PCR (Polymerase Chain Reac-
tion) one can generate an exponential number of identical DNA molecules in
a linear number of reactions.
It is worth mentioning that the ANSPFC constructed above remains un-
changed for any instance with the same number of variables. Therefore, the
solution is uniform in the sense that the network, excepting the input and
output nodes, may be viewed as a program according to the number of varia-
bles, we choose the filters, the splicing words and the rules, then we assign
all possible values to the variables, and compute the formula.
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We proved that ANSP are computationally complete. Do the ANSPFC
remain still computationally complete? If this is not the case, what other
problems can be efficiently solved by these ANSPFCs? Moreover, the com-
plexity class NP is exactly the class of all languages decided by ANSP in








El afa´n del hombre para resolver situaciones con las que se ha encontrado
a lo largo de la historia le ha llevado a la bu´squeda de me´todos o algorit-
mos de resolucio´n que le permitan resolver en tiempo y espacio todo tipo de
problemas. Es bien sabido que la Naturaleza y los procesos que en ella se
realizan han sido una fuente constante de inspiracio´n para encontrar estos
algoritmos. Sin embargo, es en la segunda mitad del siglo XX, cuando se han
realizado muchos esfuerzos por comprender los ca´lculos que la naturaleza rea-
liza y utilizar este conocimiento para conseguir mejores algoritmos e incluso
nuevos tipos de computadores. Ejemplos bien conocidos de la aplicacio´n del
conocimiento obtenido de la biolog´ıa son las redes de neuronas artificiales y
los algoritmos gene´ticos o, de forma ma´s general, la computacio´n evolutiva.
Todos estos modelos inspirados en la naturaleza se han agrupado bajo la de-
nominacio´n de Computacio´n Natural. El alcance y la importancia de estos
modelos han quedado demostrados en su utilizacio´n en Inteligencia Artificial
para abordar problemas de reconocimiento de patrones y otros a los que se
ha encontrado soluciones satisfactorias. En este contexto, en los u´ltimos diez
o doce an˜os, han surgido dos nuevos modelos computacionales que se agru-
pan bajo la etiqueta de Computacio´n mole´cular: La computacio´n con ADN
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[66, 23] y la Computacio´n con Membranas [82]. La importancia de estos mo-
delos no convencionales de computacio´n para la Sociedad de la Informacio´n
y las Comunicaciones es manifiesta ya que son modelos masivamente para-
lelos que proporcionan una gran capacidad de computacio´n y pueden abordar
la solucio´n de problemas NP-completos en tiempos polino´micos, llegando en
algunos casos a tiempos lineales.
Se piensa que la investigacio´n entre la frontera de la biolog´ıa y la f´ısica
con las teconologias de la informacio´n puede llevar al desarrollo de nuevos e
importantes sistemas de informacio´n y tecnolog´ıas de computacio´n. La cues-
tio´n crucial consiste en co´mo podemos aprender de los sistemas biolo´gicos y
f´ısicos y co´mo podemos adaptarlos para desarrollar las tecnolog´ıas de la infor-
macio´n del futuro. La computacio´n biomole´cular y la computacio´n cua´ntica
persiguen estos objetivos. El desarrollo tecnolo´gico actual esta´ permitiendo
manipular de forma cada vez ma´s precisa la materia a nivel mole´cular e in-
cluso ato´mico. Estos avances pueden hacer realidad estos nuevos modelos de
computacio´n.
En estos modelos, las capacidades de procesamiento de informacio´n de las
mole´culas orga´nicas pueden ser utilizadas en los computadores para reempla-
zar los componentes digitales inorga´nicos actuales. Dentro de este a´mbito
se enmarca lo que se conoce con el nombre de Computacio´n Natural, en el
que se encuentran actualmente dos tipos muy novedosos de computacio´n: la
computacio´n con ADN y la computacio´n con membranas. Ambos proponen
modelos computacionales inspirados en la estructura del ADN y las ce´lulas
vivas respectivamente.
La computacio´n con Membranas extrae sus principios de las ce´lulas vi-
vas. En el modelo ba´sico, los sistemas de membranas –tambie´n denominados
Transition P Systems–, son modelos de computacio´n no deterministas, ma-
sivamente paralelos y distribuidos, en los que se procesan multiconjuntos de
objetos (mole´culas), de forma sincronizada en los compartimentos delimi-
tados por una estructura de membranas. Los objetos, que se corresponden
con compuestos qu´ımicos, evolucionan en los compartimentos de la ce´lula,
pudiendo atravesar las membranas del sistema. Las membranas determinan
una estructura jerarquizada y pueden ser disueltas, divididas y creadas, y su
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permeabilidad puede ser alterada. Basados en este modelo han surgido mu´lti-
ples variantes: membranas activas [86, 33, 35, 11, 75, 38], Tissue P Systems
[28, 98, 99, 63, 44], Symport/antipor [20, 19, 36], NEP’s [12, 13], etc.
La computacio´n con membranas comenzo´ a finales de 1998 con la aporta-
cio´n de Gherorghe Paun, al publicar un art´ıculo que circulo´ por la Web y que
finalmente fue publicado en el an˜o 2000 en Journal of Computer and Sys-
tem Science. En 1999 se crea en Leiden (Holanda) el Consorcio de Compu-
tacio´n mole´cular Europeo (EMCC) con el objetivo de promover la investiga-
cio´n, especialmente en Europa, en Computacio´n con ADN y Computacio´n
con Membranas ”http://openit.disco.unimib.it/emcc”. El Grupo de
Computacio´n Natural de la Universidad Polite´cnica de Madrid es miembro
fundador del EMCC. Bajo el patrocinio del EMCC se celebran actualmen-
te, con cara´cter anual encuentros entre los diferentes grupos europeos que
trabajan en dicha a´rea.
Desde el punto de vista social y de innovacio´n tecnolo´gica cabe destacar
la capacidad de diferentes variantes de las Redes de Procesadores Evolutivos
para resolver en tiempo polinomial problemas NP-completos. Estas varian-
tes esta´n basadas en la capacidad de las ce´lulas para dividirse [4, 93]. Las
posibilidades teo´ricas que ofrece esta caracter´ıstica permiten pensar en que
diferentes problemas, que hasta hoy en d´ıa son intratables con la tecnolog´ıa
actual, puedan pasar a ser resueltos obteniendo resultados de alta aplica-
bilidad en la Sociedad de la Informacio´n y las Comunicaciones. A modo de
ejemplo, son notorios los trabajos en los que se abordan la solucio´n de proble-
mas NP completos cla´sicos como son: el problema de la mochila, el problema
del camino hamiltoniano en un grafo [41, 15, 70, 9, 62, 71, 68], el problema
del viajante de comercio, etc. Los beneficios directos de su utilizacio´n son
evidentes, ya que han sido problemas complejos. En los u´ltimos dos an˜os,
las contribuciones en congresos internacionales y workshops organizados en
torno a esta a´rea de la computacio´n han marcado un punto de inflexio´n en
el alcance hacia la aplicacio´n del modelo a problemas biolo´gicos y sociales de
dif´ıcil resolucio´n con las te´cnicas tradicionales.
Con todo esto, se puede afirmar que el modelo formal y teo´rico esta´ per-
fectamente recogido en la literatura existente. Y su aplicacio´n esta´ reconocida
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en diversas a´reas de investigacio´n de fuerte impacto en la sociedad de la in-
formacio´n actual.
La estrecha interaccio´n entre la computacio´n con ADN [96, 30] y la
computacio´n con membranas [87, 64], aparentemente diferentes, se puede
apreciar en la forma en la que se establece en Europa el Consorcio de Compu-
tacio´n mole´cular Europeo (EMCC). Este consorcio europeo nace en 1999 con
el objetivo de promover la investigacio´n sobre estos dos novedosos modelos
de computacio´n como se puede ver en su declaracio´n de constitucion:
El consorcio de computacio´n mole´cular europeo ha sido creado para
coordinar, incentivar y expandir la investigacio´n en este campo nove-
doso y excitante, especialmente en Europa. El EMCC es el resultado de
las discusiones entre diferentes grupos de investigacio´n en doce pa´ıses
europeos diferentes. Una clave del consorcio es incentivar la coopera-
cio´n entre socios cient´ıficos, te´cnicos e industriales. Un sincero esfuer-
zo se realizara´ para crear cooperacio´n multidisciplinar genuina entre
las Ciencias de la Computacio´n, la Biolog´ıa mole´cular, y otras a´reas
relevantes. El EMCC organiza varias actividades de potenciacio´n de
la investigacio´n como: conferencias, workshops, escuelas y visitas mu-
tuas que dotan de foros cient´ıficos para el intercambio de resultados, y
para establecer o fortalecer cooperaciones existentes en el campo de la
computacio´n mole´cular.
Al igual que en la naturaleza, los modelos de Computacio´n Natural esta´n
basados o en su parte viva (Biocomputacio´n [69]) o en su parte inerte (como
por ejemplo la te´cnica de Simulated Annealing [26, 34]).
Los modelos de Biocomputacio´n se pueden clasificar por niveles de agre-
gacio´n de la forma siguiente:
1. Nivel de mole´cula - Computacio´n con ADN
2. Nivel de ce´lula - Computacio´n con membranas
3. Nivel de o´rgano - Computacio´n con redes de neuronas
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Esta clasificacio´n esta´ basada en la propia Biolog´ıa. Considerando socie-
dades de individuos en cualquiera de estos tres niveles, podemos introducir
conceptos tan interesantes como el de seleccio´n natural. Estos conceptos apor-
tan nuevos paradigmas capaces de resolver problemas computacionales [33].
La computacio´n con membranas se puede encuadrar perfectamente en es-
te marco. Estamos hablando de modelos de computacio´n [17, 84, 85, 21], no
de simulaciones de ce´lulas vivas. Lo interesante de estos modelos es su capa-
cidad para la resolucio´n de problemas computacionales. La computacio´n con
membranas es un campo muy reciente de la computacio´n mole´cular.
1.1.1. Computacio´n con ADN
Un trabajo muy citado en el campo de la computacio´n mole´cular, es el
realizado por L. M. Addleman [80, 3, 2], publicado en 1994. En su trabajo
describe el co´mputo mole´cular de soluciones de problemas de combinatoria.
En particular, el experimento logro´ resolver el problema de la ruta Hamil-
toniana para una pequen˜a cantidad de nodos. Adleman resolv´ıa en un labo-
ratorio de biolog´ıa mole´cular este problema matema´tico complejo utilizando
un tubo de ensayo con ADN y aplica´ndole ciertas te´cnicas. Este trabajo su-
puso un gran avance en las ciencias de la computacio´n que ya mostraba que
era posible realizar co´mputos a nivel mole´cular y, adema´s, con una enorme
capacidad de paralelismo inherente.
El estudio de co´mo las caracteristicas gene´ticas pasan de generacio´n en
generacio´n ha despertado el intere´s de muchos cient´ıficos y les ha incitado a
descubrir la naturaleza de los genes. A principios de los an˜os 40 se llega al
descubrimiento de que el material hereditario se encuentra en los cromosomas
y que esta´ formado por a´cido desoxirribonucleico (ADN) y prote´ınas. Pero
no es hasta principios de los 50 cuando se resuelve la duda de cual de las
dos sustancias es el material hereditario, llega´ndose a la conclusio´n que es el
ADN quien lleva la informacio´n gene´tica.
En 1953 James Watson y Francis Crick presentaron su modelo de ADN
de doble he´lice. En e´l se describ´ıa la composicio´n del ADN como una doble
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he´lice, donde cada una de ellas estaba a su vez compuesta por una cadena
de aminoa´cidos. Este estudio les supuso el Premio Nobel. El modelo de doble
he´lice permite explicar las propiedades que se esperan del ADN.
Adleman observo´ que en la mitosis de la ce´lula interviene una enzima,
la polimerasa. Al fijarse en co´mo esta enzima creaba una copia perfecta de
la informacio´n gene´tica, se maravillo´ con el parecido que ten´ıa e´sta en su
forma de actuar con una ma´quina de Turing de doble cinta. Inmediatamente
se puso a trabajar en la elaboracio´n de un experimento que utilizara el ADN
para realizar ca´lculos computacionales. En 1994 publicar´ıa este experimento
en una revista cient´ıfica [2], en el que resolv´ıa una instancia del problema del
camino Hamiltoniano.
Con los resultados de Adleman se ha despertado un gran intere´s en lo
que hoy se conoce como co´mputo con ADN. Esta es una rama de la biolog´ıa
computacional, que sirve como interseccio´n entre las ciencias computacio-
nales, las matema´ticas y la biolog´ıa [43, 74]. La clave de lo que hace espe-
cialmente interesante este modelo, con respecto a un modelo de computacio´n
tradicional, esta´ en la capacidad para el paralelismo masivo. Este parala-
lismo permite que en un tubo se este´n realizando millones de operaciones
simulta´neas por segundo.
1.1.2. Computacio´n con membranas
La computacio´n con membranas se puede encuadrar en el marco de mode-
los de biocomputacio´n a nivel de ce´lula. Esto significa que estamos hablando
de modelos con capacidad para la resolucio´n de problemas computacionales.
A continuacio´n se presenta, por un lado, el sistema biolo´gico en el que se
inspira este modelo teo´rico. Por otro, se caracteriza formalmente este mode-
lo y se presentan sus principales cualidades en cuanto a su potencia desde el
punto de vista de la computacio´n.
El funcionamiento de la ce´lula ha sido implementado en el modelo de la
computacio´n celular con membranas, los Sistemas P. De forma resumida,
lo que se denomina objetos de este modelo, corresponden a los orga´nulos que
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hay en el citoplasma. Estos, mediante las sen˜ales que reciben, consecuencia de
las reacciones qu´ımicas, pueden transformarse dentro del citoplasma. Estas
transformaciones internas y el paso selectivo hacia dentro y hacia fuera que
permite la membrana a algunos orga´nulos, corresponden a las reglas internas
que en este modelo se describen.
Los sistemas de computacio´n con membranas son modelos de computacio´n
basados en los procesos biomole´culares de los seres vivos. Las investigaciones
se apoyan en la idea de que la imitacio´n de los procedimientos que tienen
lugar en la Naturaleza y su aplicacio´n en las ma´quinas, nos puede conducir
a descubrir y desarrollar nuevos modelos de computacio´n que dara´n lugar a
una nueva generacio´n de ordenadores con mayor capacidad de proceso.
Estos sistemas se pueden describir como una estructura jera´rquica de
membranas que delimitan unas regiones, en las que se situ´an multiconjun-
tos de objetos que evolucionan de acuerdo a reglas de evolucio´n asociadas a
cada regio´n. Los objetos tambie´n se pueden comunicar de una regio´n a otra
de acuerdo a ciertas indicaciones. Asimismo, las membranas se pueden di-
solver, quedando los objetos contenidos en esa membrana libres en la regio´n
inmediatamente externa. Tambie´n se pueden dividir y el contenido de cada
membrana que se divide se replica en cada una de las membranas resultan-
tes. Por u´ltimo, las reglas de evolucio´n deben aplicarse de forma masivamente
paralela; esto significa que, en cada unidad de tiempo, todos los objetos que
puedan evolucionar, deben evolucionar.
1.1.3. Computacio´n con redes de neuronas
Con las redes de neuronas artificiales se busca la solucio´n de problemas
complejos, no como una secuencia de pasos, sino como la evolucio´n de unos
sistemas de computacio´n inspirados en el cerebro humano, y dotados por
tanto de cierta inteligencia. Estos sistemas de computacio´n son una com-
binacio´n de elementos simples de proceso interconectados, que operando de
forma paralela en varios estilos, consiguen resolver problemas relacionados
con el reconocimiento de formas o patrones [47, 48], prediccio´n [46, 51, 49],
codificacio´n, control y optimizacio´n [45], entre otras aplicaciones.
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La teor´ıa y modelado de redes neuronales esta´ inspirada en la estructura
y funcionamiento de los sistemas nerviosos, donde la neurona es el elemento
fundamental. En general, una neurona consta de un cuerpo celular ma´s o
menos esfe´rico del que salen una rama principal, el axo´n, y varias ramas
ma´s cortas, llamadas dendritas. Una de las caracter´ısticas de las neuronas
es su capacidad para comunicarse.
En te´rminos generales las dendritas y el cuerpo celular reciben sen˜ales de
entrada; el cuerpo celular las combina e integra y emite sen˜ales de salida.
El axo´n transmite dichas sen˜ales a los teminales axo´nicos, que distribuyen
informacio´n a un nuevo conjunto de neuronas, se calcula que en el cerebro
humano existen del orden de 1015 conexiones. Las sen˜ales que se utilizan
son de dos tipos: ele´ctrica y qu´ımica. La sen˜al generada por la neurona y
transportada a lo largo del axo´n es un impulso ele´ctrico, mientras que la
sen˜al que se transmite entre los terminales axo´nicos de una neurona y las
dendritas de la otra es de origen qu´ımico.
Para establecer una similitud directa entre la actividad sina´ptica y la
analog´ıa con las redes de neuronas artificiales podemos considerar que las
sen˜ales que llegan a la sinapsis son las entradas a la neurona; e´stas son pon-
deradas a trave´s de un para´metro, denominado peso [47]. Estas sen˜ales de
entrada pueden excitar a la neurona o inhibirla. El efecto es la suma de las
entradas ponderadas. Si la suma es igual o mayor que el umbral de la neu-
rona, entonces la neurona se activa. Esta es una situacio´n de todo o nada;
cada neurona se activa o no se activa. La facilidad de transmisio´n de sen˜ales
se altera mediante la actividad del sistema nervioso. Las sinapsis son suscep-
tibles a la fatiga, deficiencia de ox´ıgeno y la presencia de aneste´sicos, entre
otros. Esta habilidad de ajustar sen˜ales es un mecanismo de aprendizaje.
Las redes de neuronas artificiales (RNA) son modelos que intentan re-
producir el comportamiento del cerebro. Como tal modelo, realiza una sim-
plificacio´n, averiguando cuales son los elementos relevantes del sistema, bien
porque la cantidad de informacio´n de que se dispone es excesiva o bien por-
que es redundante. Una eleccio´n adecuada de sus caracteristicas, ma´s una
estructura conveniente, es el procedimiento convencional utilizado para cons-
truir redes capaces de realizar una determinada tarea [50].
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1.2. Estructura y funciones de la ce´lula
Una ce´lula tiene una estructura compleja, con varios compartimentos de-
limitados dentro de la membrana principal por varias membranas internas:
el nu´cleo, el aparato de Golgi, diferentes ves´ıculas, etc. Todas estas membra-
nas son parecidas, y actu´an como separadores y filtros. En este apartado se
tendra´ en cuenta aquellos elementos de la ce´lula relativos a la estructura y
funcionamiento de la membrana que encierra el plasma celular [39, 30, 22].
El modelo aceptado actualmente de la estructura de membrana fue pro-
puesto por S. Singer y G. Nicolson en 1972. Este modelo se conoce con el
nombre de modelo del mosaico fluido. Segu´n e´ste, una membrana es un fos-
fol´ıpido de dos capas en el que mole´culas proteicas (y otras tales como coles-
terol, esteroides, etc.), se encuentran total o parcialmente embebidas.
Las mole´culas fosfol´ıpidas esta´n formadas principalmente por dos partes,
una cabeza polarizada y una cola no polarizada [6, 5, 27, 61, 76].
La cabeza esta´ formada por un grupo fosfato y un grupo nitrogenado,
la cola esta´ constituida por dos canales de a´cidos grasos y esta´ unida a la
cabeza por un glicerol. Esta composicio´n qu´ımica es importante porque las
cabezas de las mole´culas en las dos capas son hidrof´ılicas, mientras que las
colas son hidrofo´bicas. Esto explica la distribucio´n de cabezas limitando, tanto
el plasma celular de la regio´n interna, como la regio´n externa a la ce´lula.
Tambie´n explica la dificultad del paso de agua a trave´s de la membrana. Ma´s
au´n, la polaridad de las cabezas lleva a tener polaridades diferentes en las
dos partes de la membrana: carga positiva en la capa externa y negativa en
la capa interna de las mole´culas. Esta polarizacio´n facilita la salida de iones
negativos y la entrada de iones positivos.
El modelo de una membrana, se denomina mosaico fluido porque las
mole´culas fosfol´ıpidas pueden moverse entre las dos capas, pero a causa de
la polarizacio´n permanecen siempre entre los planos de las dos capas. Es-
to hace posible el movimiento de prote´ınas y de otros compuestos, lo que
es importante desde el punto de vista de las comunicaciones intercelulares y
extracelulares.
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La membrana que delimita el plasma celular es parcialmente permeable.
Por ejemplo, pequen˜as mole´culas neutras, desde el punto de vista de la car-
ga, pueden atravesar una membrana, casi libremente, si son l´ıpidos solubles.
Mole´culas de mayor taman˜o pueden cruzarla de forma asistida u´nicamente,
mientras que los iones cargados pasan selectivamente de una regio´n a otra.
La transferencia de mole´culas a trave´s de la membrana puede darse de dos
formas [8, 7, 60, 79]: de una forma pasiva, especialmente por difusio´n hacia
la regio´n de menor concentracio´n, y de una forma activa (o mediatizada).
La transferencia activa de mole´culas ma´s importantes se realiza a trave´s
de los canales de prote´ınas, que se encuentran presentes de forma numero-
sa en las membranas vivas. Por ejemplo, el agua y ciertas macromole´culas
pueden pasar a trave´s de dichos canales.
En realidad hay principalmente dos tipos de canales de prote´ınas, los que
seleccionan los objetos que los atraviesan por su taman˜o, y los denominados
portadores de prote´ınas que interactu´an con mole´culas espec´ıficas, llegando
incluso en algunos casos a modificarlas cuando las ayudan a atravesarlos.
Otras funciones importantes de las prote´ınas de la membrana son: la ac-
tividad catal´ıtica, el reconocimiento y el enlace. Todos estos detalles han sido
considerados en la definicio´n formal de los Sistemas P (especialmente en la
consideracio´n en el plano de estructuras de membranas); son la forma en
la que ce´lulas vecinas establecen canales de prote´ınas para la comunicacio´n
entre ellas. Debido al hecho de que la membrana es un mosaico fluido, cuan-
do dos membranas se tocan, sus prote´ınas se buscan entre si; cuando dos
prote´ınas se encuentran suficientemente pro´ximas, se enlazan y esto poten-
cia la formacio´n de otros canales de prote´ınas similares. De esta forma se
puede establecer una red compleja de comunicaciones entre ce´lulas. Es con-
siderablemente interesante que cuando una ce´lula es invadida por mole´culas
no deseadas, sus canales con las ce´lulas vecinas se cierran, y cuando se dan
circunstancias favorables son abiertos de nuevo.
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1.3. Bioqu´ımica y Modelo Formal
Este es el momento de efectuan algunas observaciones sobre la relacio´n
entre los elementos del modelo y la realidad bioqu´ımica.
En primer lugar, debe quedar claro que el objetivo de la computacio´n
con membranas no es construir un modelo de ce´lula real, sino proponer un
modelo computacional teo´rico inspirado en la estructura de la ce´lula. En
segundo lugar, las membranas que se consideran tienen dos propo´sitos, servir
de separadores de objetos y de canales de comunicacio´n. Cualquier clase de
membrana, real o virtual, puede desempen˜ar estos dos papeles, el modelo de
membrana es ma´s bien un modelo que tiene un significado matema´tico y no
necesariamente un significado bioqu´ımico. Ma´s au´n, las membranas tienen
un comportamiento pasivo, en contraste con las membranas biolo´gicas. Como
u´ltima cuestio´n, las estructuras l´ıpidas de dos capas dejan pasar a trave´s de
ellas ciertos componentes qu´ımicos por razones de: concentracio´n, gradiente,
polarizacio´n ele´ctrica; o de forma mucho ma´s selectiva a trave´s de ciertos
canales de prote´ınas. Esta u´ltima forma de comunicacio´n entre membranas es
similar a la comunicacio´n con comandos de la forma (a, inj). Las membranas
reales pueden ser disueltas [83, 81], pero tambie´n pueden ser inhibidas y
hacerse opacas a cualquier clase de comunicacio´n.
El modelo evolutivo de los Sistemas P [77, 10, 59] esta´ basado en una
interpretacio´n bioqu´ımica muy idealizada de la ce´lula. Tenemos una ce´lula,
delimitada por la piel (la membrana de la ce´lula). Dentro, hay o´rganos de la
ce´lula y mole´culas libres, organizados jera´rquicamente. Las mole´culas y los
o´rganos flotan aleatoriamente en el l´ıquido citoplasma´tico de cada membrana.
Bajo condiciones espec´ıficas, las mole´culas evolucionan, solas o con la ayuda
de ciertos catalizadores; e´stos no son modificados en las reacciones que se
producen (las reglas de evolucio´n codifican las reacciones qu´ımicas entre los
objetos que evolucionan juntos). Esto se produce en paralelo, s´ıncronamente
para todas las mole´culas (se supone que existe un reloj universal). Las nue-
vas mole´culas pueden permanecer en la misma regio´n en la que aparecieron o
pueden pasar a trave´s de las membranas que delimitan este espacio, selecti-
vamente. Algunas reacciones no so´lo modifican mole´culas, sino que tambie´n
pueden romper las membranas. Cuando una membrana se rompe, las mole´cu-
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las situadas en ella permanecen libres en el espacio en que se sumergen, pero
las reglas de evolucio´n de la membrana rota se pierden. La hipo´tesis que sus-
tenta este hecho es que las condiciones de reaccio´n de la membrana rota se
pierden y en el espacio en que se sumergen so´lo son va´lidas las reglas espec´ıfi-
cas para e´l. Si la membrana externa se pierde, la ce´lula cesa su actividad y
sus componentes se separan.
Las reacciones qu´ımicas que se producen en la ce´lula se pueden asociar
a reglas situadas en las regiones internas que las membranas definen. Debi-
do a que cada una de las reglas se corresponde con una reaccio´n qu´ımica,
la prioridad asociada a la regla se corresponder´ıa con la probabilidad de que
la reaccion se produzca (algunas entradas qu´ımicas pueden ser ma´s activas
que otras) [81, 72]. El modelo de sistema P interpreta la probabilidad en un
sentido muy restrictivo; si una regla con una prioridad mayor [92] se utiliza,
entonces ninguna regla de menor probabilidad puede ser utilizada, incluso si
no compiten por objetos. La interpretacio´n que se da aqu´ı es la correspon-
diente con la forma de utilizar prioridades en grama´ticas ordenadas en el
a´rea de reescritura regulada, pero tambie´n tiene un significado bioqu´ımico, si
se piensa que cada regla no so´lo consume objetos sino que tambie´n consume
energ´ıa; si una regla de mayor prioridad se utiliza, entonces no queda energ´ıa
para reglas de prioridad menor.
1.4. Redes de procesadores Evolutivos (NEPs)
1.4.1. Introduccio´n
Empezaremos por describir los conceptos utilizados en esta Tesis[24].
Alfabeto: Conjunto finito y no vac´ıo de s´ımbolos.
Cadena o palabra sobre V : Es cualquier secuencia de s´ımbolos de un
alfabeto V
V ∗: Conjunto de todas las cadenas sobre V
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: Cadena vac´ıa
Card(A): Cardinalidad de un conjunto finito A
|x|a : Longitud de una cadena x
alph(x): Como alfabeto mı´nimo W tal que x ∈ W ∗ [18, 36] para cada
cadena no vac´ıa x
Adema´s tendremos los siguientes tipos de reglas:
Regla de sustitucio´n, cuando a→ b, con a, b ∈ V ∪ {} si ambos a y b
no son iguales a .
Regla de Borrado, cuando a 6=  y b = .
Regla de Insercio´n, cuando a =  y b 6= .
El conjunto de todas las reglas de sustitucio´n, insercio´n y borrado sobre un
alfabeto V se denota por SubV , DelV e InsV respectivamente [16, 13].
Dada una regla σ y una cadena w ∈ V ∗, se definen las siguientes acciones
de σ sobre w:
Si σ ≡ a→ b ∈ SubV , entonces:
σ∗(w) = σl(w) = σr(w) =
{
{ubv : ∃u, v ∈ V ∗(w = uav)}
{w}, en otro caso
Si σ ≡ a→  ∈ DelV , entonces:
σ∗(w) =
{
{uv : ∃u, v ∈ V ∗(w = uav)}
{w}, en otro caso
σl(w) =
{
{v : w = av}




{u : w = ua}
{w}, en otro caso
Si σ ≡ → a ∈ InsV , entonces:
σ∗(w) = {uav : ∃u, v ∈ V ∗(w = uv)}
σl(w) = {wa}
σr(w) = {aw}
α ∈ {∗, l, r} expresa la forma de aplicar una regla de evolucio´n a una
cadena, en cualquier posicio´n (α = ∗), por la izquierda (α = l) o por la
derecha (α = r). Para cada regla σ, accio´n α ∈ {∗, l, r} y L ⊆ V ∗ se define









Las operaciones de reescritura [59, 78, 58, 63] definidas anteriormente se
pueden denominar operaciones evolutivas ya que se ven como formulaciones
lingu¨´ısticas de las mutaciones locales en los genes. Para dos subconjuntos
disjuntos P y F de un alfabeto V y una cadena sobre V , se definen los
predicados:
ϕ(1)(w;P, F ) ≡ P ⊆ alph(w) ∧ F ∩ alph(w) = ∅
ϕ(2)(w;P, F ) ≡ alph(w) ⊆ P
ϕ(3)(w;P, F ) ≡ P ⊆ alph(w) ∧ F 6⊆ alph(w)
(1.3)
La construccio´n de estos predicados esta´ basada en condiciones de con-
texto aleatorio definido por los dos conjuntos P (contexto permisivo) y F
(contexto prohibitivo).
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Para todo lenguaje L ⊆ V ∗ y β ∈ {(1), (2), (3)} se define:
ϕβ(L, P, F ) = {w ∈ L | ϕβ(w;P, F )}
1.4.2. Redes de procesadores evolutivos (NEPs)
Damos por suficientemente conocidos los conceptos fundamentales sobre
grama´ticas y auto´matas finitos por lo que so´lo incidiremos en alguno de ellos
como: El conjunto de todas las cadenas sobre V se denota V ∗ y la cadena
vac´ıa se representa por . Un multiconjunto sobre un conjunto X es una
funcio´n M : X → N ∪ {∞}. El nu´mero M(x) expresa el nu´mero de copias
de x ∈ X en el multiconjunto M . Cuando M(x) = ∞, entonces x aparece
arbitrariamente un gran nu´mero de veces en M . El conjunto supp(M) es el
soporte de M , supp(M) = {x ∈ X|M(x) > 0 }. Para ma´s informacio´n sobre
estos conceptos ver[89].
Un NEP de taman˜o n es una tupla Γ = (V,N1, · · · , Nn, G), donde:
V es un alfabeto.
Ni = (Mi, Ai, P Ii, POi) ∀i = 1, · · · , n es el procesador evolutivo i aso-
ciado a la red de procesadores.
Los para´metros de cada procesador son los siguientes:
Mi es un conjunto finito de reglas de evolucio´n.
• a→ b; a, b ∈ V reglas de sustitucio´n.
• a→ ; a ∈ V reglas de borrado.
• → a; a ∈ V reglas de insercio´n.
El conjunto de reglas de evolucio´n de cualquier procesador contiene
reglas de sustitucio´n, borrado o insercio´n.
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Figura 1.1: Red de procesadores evolutivos.
Ai es un conjunto finito de cadenas sobre V . El conjunto Ai es el
conjunto inicial de cadenas en el procesador i. Se considera que ca-
da cadena que aparece en un procesador determinado y en un momento
concreto dispone de un nu´mero infinito de copias.
PIi y POi son subconjuntos de V que representan los filtros de entrada
y salida respectivamente. Estos filtros se definen por la propiedad de
pertenencia, esto es, una cadena w ∈ V puede atravesar el filtro de
entrada (salida) si w ∈ PIi (w ∈ POi).
Finalmente G = ({N1, · · · , Nn}, E) es un grafo no dirigido llamado grafo
subyacente de la red, ve´ase figura 1.1.
Una configuracio´n (estado) de una red de procesadores evolutivos definida
anteriormente es una n-tupla C = (L1, · · · , Ln), con Li ⊆ V ∗ para todo
1 ≤ i ≤ n. Una configuracio´n representa el conjunto de cadenas (cada cadena
aparece un gran nu´mero arbitrario de veces), que esta´n presentes en un nodo
en un momento determinado. La configuracio´n inicial de la red es C0 =
{A1, · · · , An). Una configuracio´n puede cambiar por una fase de evolucio´n
o por una fase de comunicacio´n. Cuando cambia por una fase de evolucio´n,
cada compoenente Li de la configuracio´n se cambia de acuerdo a las reglas
asociadas al nodo i.
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Formalmente, se dice que la configuracio´n C1 = (L1 · · · , Ln) cambia direc-
tamente hacia la configuracio´n C2 = (L
′
1, · · · , L′n) por una fase de evolucio´n,
denotado por C1 ⇒ C2 si L′i es el conjunto de cadenas obtenido aplicando las
reglas de Ri a las cadenas presentes en Li como sigue:
Si las reglas de borrado o sustitucio´n pueden reemplazar ocurrencias del
mismo s´ımbolo dentro de una cadena, entonces todas estas ocurrencias
se deben reemplazar dentro de las diferentes copias de la cadena. El
resultado es un multiconjunto en el que todas las cadenas que se pueden
obtener aplicando estas reglas aparecen un gran nu´mero de veces.
Una regla de insercio´n se aplica en cualquier posicio´n de la cadena. El
resultado es un multiconjunto en el que cualquier cadena que se puede
obtener aplicando una regla de insercio´n en cualquier posicio´n de una
cadena existente aparece un gran nu´mero de veces.
Si ma´s de una regla, no importa de que tipo, se puede aplicar a una
cadena entonces todas las reglas se emplean usando diferentes copias
de la cadena.
En otras palabras, ya que un gran nu´mero arbitrario de copias de cada
cadena esta´ disponible en un nodo, despue´s de una fase de evolucio´n en cada
nodo se obtiene un gran nu´mero de copias de la cadena que se puede conseguir
empleando cualquier regla del conjunto de reglas de evolucio´n asociadas a ese
nodo. Por definicio´n, si Li esta vac´ıo para algu´n 1 ≤ i ≤ n, entonces L′i
estara´ tambie´n vac´ıo.
Cuando se produce un cambio por una fase de comunicacio´n, cada nodo
Ni env´ıa todas las copias de las cadenas que son capaces de atravesar su filtro
de salida hacia todos los nodos conectados a Ni y recibe todas las copias de las
cadenas enviadas por cualquier otro procesador conectado con Ni siempre y
cuando puedan atravesar su filtro de entrada. Formalmente se dice que la con-
figuracio´n C1 = (L1, · · · , Ln) cambia en la configuracio´n C2 = (L′1, · · · , L′n)
por una fase de comunicacio´n, denotado por C1 ` C2 si:
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L′i = Li − {w|w ∈ Li ∩ POi} ∪
⋃
{Ni,Nj}∈E
{x|x ∈ Lj ∩ POj ∩ PIi} (1.4)
Sea Γ = (V,N1, · · · , Nn) una red de procesadores evolutivos definida an-
teriormente. Una computacio´n en Γ es una secuencia de configuraciones
C0, C1, · · · , donde C0 es la configuracio´n inicial y C2i ⇒ C2i+1 y C2i+1 `
C2i+2 para todo i ≥ 0.
Si la secuencia es finita, entonces se consigue una computacio´n finita.
El resultado de cualquier computacio´n finita o infinita es un lenguaje que se
recoge en un nodo designado, llamado nodo de salida (master) de la red. Si se
considera el nodo de salida de la red como el nodo Nk, y si C0, C1, · · · es una
computacio´n, entonces todas las cadenas existentes en el nodo k en algu´n
instante t (el k-e´simo componente de Ct), pertenecen al lenguaje generado
por la red. Esto se denota por Lk(Γ).
La complejidad para computar un conjunto finito de cadenas Z es el mı´ni-
mo nu´mero de fases t en una computacio´n C0, C1, · · · , Ct, · · · tal que Z es
un subconjunto de la k-e´sima componente de Ct.
Completitud computacional
Teorema 1.4.1. Los lenguajes recursivamente enumerables se pueden gene-
rar empleando un NEP completo de taman˜o 5 [13].
Demostracio´n. Sea G = (N, T, S, P ) una grama´tica arbitraria en la forma
normal de Kuroda [42], y P contiene unicamente reglas de los siguientes
tipos:
A→ a,A→ BC,AB → CD,A→ 
donde A,B,C,D son no terminales y a es un terminal. Se asume que
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las reglas A → BC y AB → CD de P esta´n etiquetadas de manera un´ıvo-
ca por las etiquetas r1, r2, · · · , rn. Nos referiremos a las reglas de la forma
A → a,A → , A → BC, y AB → CD como reglas del tipo 0, 1, 2 y 3
respectivamente. Se contruye el siguiente NEP de taman˜o 5 sobre un grafo
completo subyacente:
Γ = (N ∪ T ∪ V ∪ {X}, N0, N1, N2, N3, N4, K5)
donde V = {ri, pi, qi, si, ti|1 ≤ i ≤ n} y
N0 = (∅, ∅, T ∗, (N ∪ T ∪ V ∪ {X})∗(N ∪ V ∪ {X})(N ∪ T ∪ V ∪ {X})∗)
N1 = (M1, {S}, (N ∪ T )∗ ∪ (N ∪ T )∗{riqi|1 ≤ i ≤ n}(N ∪ T )∗
(N ∪ T )∗({ri, sipi, tiqi|1 ≤ i ≤ n} ∪ {X})(N ∪ T )∗ ∪ T ∗)
con M1 = {A→ X|A→  ∈ P} ∪ {A→ a|A→ a ∈ P} ∪ {A→ ri,
ri → ti|ri : A→ BC ∈ P} ∪ {A→ si, B → pi|ri : AB → CD ∈ P}
N2 = ({→ qi|ri : A→ BC}, ∅, (N ∪ T )∗{ri|1 ≤ i ≤ n}(N ∪ T )∗,
(N ∪ T ∪ V )∗)
N3 = (M3, ∅, (N ∪ T )∗{sipi, tiqi|1 ≤ i ≤ n}(N ∪ T )∗, (N ∪ T )∗)
con M3 = {ti → B, qi → C|ri : A→ BC ∈ P} ∪
{si → C, pi → D|ri : AB → CD ∈ P}
N4 = ({X → }, ∅, (N ∪ T )∗{X}(N ∪ T )∗, (N ∪ T )∗)
A continuacio´n se detallan unas explicaciones del funcionamiento de esta
red. Inicialmente, existe un nu´mero grande de copias de las cadena S en el
nodo N1. Por extrapolacio´n, se puede asumir que un multiconjunto de cade-
nas contiene como poco un s´ımbolo no terminal y ningu´n s´ımbolo de V ∪{X},
cada cadena que aparece en el multiconjunto tiene un nu´mero de copias no
acotado, esta´ presente en N1 en un momento dado –antes de cualquier paso
de evolucio´n–.
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Si existe una cadena x en el multiconjunto que tiene como mı´nimo una ocu-
rrencia de un no terminal A y A → Y es una regla de evolucio´n en M1,
entonces la primera ocurrencia de A en x se reemplaza por Y con un nu´me-
ro infinito de copias de x, y as´ı para todas las ocurrencias de A en x. Este
proceso se aplica a todas las cadenas en N1 para todas la reglas de evolucio´n
(sustitucio´n) en M1.
Aquellas cadenas que se han obtenido por la aplicacio´n de la regla A→ ri,
para algu´n i, (esto quiere decir que existe una regla ri : A → BC en P ), se
env´ıan fuera y se reciben por N2 o N4 que son los u´nicos nodos capaces de
recibirlas. Aquellas cadenas que contienen X se reciben por N4 y las otras
por N2. En N4, el s´ımbolo X se elimina y las cadenas obtenidas se env´ıan de
vuelta a N1, siempre y cuando contengan s´ımbolos no terminales, o hacia N0
si son cadenas terminales.
Por tanto, todas las posibles aplicaciones de las reglas de tipo 1 se realizan
en cuatro pasos. En N2 se inserta qj en cualquier posicio´n de las cadenas
existentes de la misma manera que se ha descrito anteriormente para la regla
A→ Y , para todos j tal que rj sea una regla de tipo 2.
So´lo aquellas cadenas que tengan una ocurrencia de ri que reciban un s´ımbolo
adyacente qi a la derecha de ri pueden abandonar el nodo N2, todas las dema´s
permanecera´n en N2 para siempre. Las cadenas que abandonan N2 no se
pueden recibir ma´s que por el nodo N1 donde las u´nicas reglas de evolucio´n
que se pueden aplicar son aquellas de la forma ri → ti. Despue´s de aplicar
estas reglas, las nuevas cadenas se env´ıan fuera de nuevo. Todas las otras
reglas que se aplican a las cadenas recibidas en N1 conllevan nuevas cadenas
que permacecera´n en N0 para siempre. Las cadenas enviadas son recibidas
por N3 donde ti y qi son reemplazadas por B y C, respectivamente, siempre
y cuando la parte derecha de la regla ri sea BC.
De este modo, la red realiza todas posibles aplicaciones de las reglas de tipo
2 en diez pasos.
De manera semejante, la red realiza la aplicacio´n de las reglas de tipo
3 en ocho pasos. Si se desea aplicar la regla ri : AB → CD, en N1, en
un paso evolutivo, una ocurrencia de A se reemplaza por si, estas nuevas
cadenas permanecen en N1 durante la siguiente fase de comunicacio´n ya que
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no puede atravesar el filtro de salida de N1, en la siguiente fase de evolucio´n
una ocurrencia de B se reemplaza por pi, pero so´lo en aquellas cadenas que
contienen la subpalabra sipi (esto quiere decir que una subpalabra AB fue
reemplazada por sipi), puede atravesar el filtro de salida de N1, las otras
permanecera´n en N1 para siempre.
Como se puede observar, las cadenas sobre el alfabeto N ∪ T siempre
vuelven aN1, donde el proceso anteriormente comentado comienza para todas
las que todav´ıa contienen s´ımbolos no terminales, mientras que las cadenas
terminales se env´ıan a N0 donde permanecen para siempre.
Por tales explicaciones, se puede inferir que el lenguaje generado por Γ
en el nodo de salida N0 es exactamente L(G).
Vale la pena resen˜ar que, a diferencia de otros dispositivos paralelos gene-
radores de lenguajes, un NEP genera el lenguaje de una manera muy eficien-
te. Todas las cadenas que se pueden generar por una grama´tica, cada una en
n pasos, se generan conjuntamente en un NEP en 10n pasos como mucho.
Si se presta atencio´n a la demostracio´n, se puede ver que se puede modi-
ficar el NEP completo por un NEP estrella siendo N1 el nodo central, y por
tanto se puede decir:
Teorema 1.4.2. Los lenguajes recursivamente enumerables se pueden gene-
rar empleando un NEP con un grafo de estrella de taman˜o 5 [13].
Una situacio´n semejante ocurre para NEPs en anillo, esto es:
Teorema 1.4.3. Los lenguajes recursivamente enumerables se pueden gene-
rar empleando un NEP con un grafo de anillo de taman˜o 6 [13].
Demostracio´n. La construccio´n del NEP es bastante similar a la del teorema
1.4.1. Para la misma grama´tica de la anterior demostracio´n se considera un
NEP de taman˜o 6:
Γ = (N ∪ T ∪ U ∪ {X}, N0, N1, N2, N3, N4, N5, G)
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donde U = {ri, pi, qi, si|1 6= i ≤ n} y
N0 = (∅, ∅, T ∗, (N ∪ T ∪ U)∗(N ∪ U)(N ∪ T ∪ U)∗),
N1 = (M1, {S}, (N ∪ T )∗ ∪ (N ∪ T )∗{ri, sipi|1 ≤ i ≤ n}(N ∪ T )∗ ∪ T ∗),
con M1 = {A→ X|A→  ∈ P} ∪ {A→ a|A→ a ∈ P} ∪ {A→ ri,
|ri : A→ BC ∈ P} ∪ {A→ si, B → pi|ri : AB → CD ∈ P}
N2 = ({→ qi|ri : A→ BC}, ∅, (N ∪ T )∗{ri, sipi|1 ≤ i ≤ n}(N ∪ T )∗,
(N ∪ T )∗{sipi, riqi|1 ≤ i ≤ n}(N ∪ T )∗)
N3 = (M3, ∅, (N ∪ T )∗{sipi, riqi|1 ≤ i ≤ n}(N ∪ T )∗, (N ∪ T )∗,
(N ∪ T )∗{riqi|1 ≤ i ≤ n}(N ∪ T )∗),
con M3 = {si → C, pi → D|ri : AB → CD ∈ P}
N4 = (M4, ∅, (N ∪ T )∗{riqi|1 ≤ i ≤ n}(N ∪ T )∗, (N ∪ T )∗),
con M4 = {ri → B, qi → C|ri : A→ BC ∈ P},
N5 = ({X → }, ∅, (N ∪ T )∗({X} ∪ {ri, sipi|1 ≤ i ≤ n})(N ∪ T )∗,
(N ∪ T ∪ U)∗).
El gra´fo subyacente es un anillo con 6 nodos. Siguiendo la anterior de-
mostracio´n del teorema 1.4.1 se puede concluir que L(G) = L0(Γ).
A continuacio´n se mencionan algunos resultados que muestran como se
pueden emplear las redes de procesadores evolutivos para resolver el tipo de
problemas NP-completos en tiempo lineal.
Teorema 1.4.4. Bounded Post Correspondence Problem (BPCP) se puede
resolver empleando un NEP acotado linealmente en tiempo y taman˜o por el
producto de K y la longitud de las dos listas Post [12].
BPCP es una variante del famoso problema de computacio´n denominado
Post Correspondence Problem (PCP) que se con la tecnolog´ıa actual es dif´ıcil
de abordar hoy en d´ıa [29]. Una instancia del PCP consiste en un alfabeto V
y dos listas de cadenas sobre V .
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u = (u1, · · · , un) y v = (v1, · · · , vn) (1.5)
El problema consiste en responder si es cierto o no que existe una se-
cuencia de nu´meros enteros positivos i1, · · · , ik, cada uno entre 1 y n, tal
que:
ui1 , · · · , uik = vi1 , · · · , vik (1.6)
El problema es indecidible cuando no existe un l´ımite superior para k y
NP-completo si k esta´ acotado por una constante K ≤ n. Una solucio´n al
problema BPCP basada en ADN se propone en [40].
Demostracio´n. Sean u = (u1, u2, · · · , un) y v = (v1, v2, · · · , vn) las dos listas
Post sobre el alfabeto V = {a1, a2, · · · , am} y K ≥ n. Sea:
s = Kmax({|uj| | 1 ≤ j ≤ n} ∪ {|vj| | 1 ≤ j ≤ n}) (1.7)




{a(1)i , a(2)i , · · · , a(s)i } = {b1, b2, · · · , bsm} (1.8)
Para cada x = i1i2 · · · ıj ∈ {1, 2, · · · , n}≤ K (el conjunto de todas las
secuencias de longitud como mucho K formado por enteros entre 1 y n), se
define la cadena:
u(x) = ui1ui2 · · ·uij = at1at2 · · · atp(x) (1.9)
Ahora se define una funcio´n uno a uno: α : V ∗ → U∗ tal que para ca-
da secuencia x citada anteriormente α(u(x)) no contiene dos ocurrencias del






t2 · · · a(p(x))tp(x) (1.10)
La misma construccio´n se puede aplicar a las cadenas que se encuentran
en la segunda lista Post v. Se define:
F = {α(u(x)α(v(x)) | x ∈ {1, 2, · · · , n}≤ K} = {z1, z2, · · · , zl} (1.11)
y se asume que zj = bj,1bj,2 · · · bj,rj , 1 ≤ j ≤ l, donde |zj| = rj. Tal y como
se ha constru´ıdo F , no existe ninguna letra de U que aparezca dentro de
ninguna cadena en F ma´s de dos veces. Adema´s, si cada letra que aparece en
z = α(u(x))α(v(x)) aparece dos veces en z, entonces x representa una solucio´n
para la instancia.
Ahora se puede definir la Red de Procesadores Evolutivos que calcula
todas las soluciones de la instancia dada. Es un NEP de taman˜o 2sm+ 1.
Γ = (U∪U¯∪Uˆ∪U˜∪{X}∪{X(c)d | 1 ≤ c ≤ n, 2 ≤ d ≤ |z|c}, N1, N2, · · · , N2sm+1)
donde,
U¯ = {b¯ | b ∈ U}
Uˆ = {bˆ | b ∈ U}
Uˆ = {bˆ | b ∈ U}
Para todo 1 ≤ f ≤ sm,
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Mf = {→ bf}
Af = ∅
FIf = {X(c)d | 2 ≤ d ≤ |z|c, 1 ≤ c ≤ l tal que bf 6= bc,d} ∪ U¯ ∪ Uˆ ∪ U˜
PIf = FOf = POf = ∅
y
Msm+1 = {X → X(c)2 | 1 ≤ c ≤ l} ∪ {X|z|c → bc,1} ∪ {bd → b¯d | 1 ≤ d ≤ sm}
∪{X(c)c → X(c)d+1 | 1 ≤ c ≤ l, 2 ≤ d ≤ |z|c − 1}
Asm+1 = {X}
FIsm+1 = PIsm+1 = FOsm+1 = POsm+1 = ∅
Adema´s, para todo 1 ≤ d ≤ sm
Msm+d+1 = {bd → b˜, b¯d → bˆd}
Asm+d+1 = ∅
FIsm+d+1 = (U¯ \ {b¯d}) ∪ {X(c)g | 2 ≤ g ≤ |z|c, 1 ≤ c ≤ l}
PIsm+d+1 = FOsm+d+1 = ∅
POsm+d+1 = {b˜d, bˆd}
A continuacio´n se exponen algunas consideraciones informales sobre el
modo de computacio´n de este tipo de red de procesadores evolutivos. En la
primera etapa de computacio´n so´lo los procesadores 1, 2, · · · , sm + 1 esta´n
activos. Ya que el filtro de entrada de los otros procesadores contiene todos
los s´ımbolos de la forma X
(c)
g ; e´stos permanecen inactivos hasta que una
cadena de F se genere en el nodo sm+ 1.
Primero se muestra como una cadena arbitraria zj = bj,1bj,2 · · · bj,rj de F
se puede obtener en el nodo sm+ 1.
El proceso comienza aplicando las reglas X → X(j)2 , 1 ≤ j ≤ l en el
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nodo sm + 1. Las cadenas X
(j)
2 , 1 ≤ j ≤ l, obtenidas en el nodo sm +
1 como consecuencia de una fase de evolucio´n se env´ıan a todos los otros
procesadores, pero para cada una de estas cadenas so´lo existe un procesador
que las puede recibir. Por ejemplo la cadena X
(c)
2 es u´nicamente aceptada
por el procesador f, 1 ≤ f ≤ sm, con bf = bc,2. En el siguiente paso de
evolucio´n, el s´ımbolo bj,2 se an˜ade a la parte derecha de la cadena X
(j)
2 para
todos 1 ≤ j ≤ l. Ahora, se produce una fase de comunicacio´n. Todas las
cadenas X
(j)
2 bj,2 pueden atravesar los filtros de salida de los procesadores
donde se han obtenido pero el procesador sm + 1 es el u´nico que puede
recibirlas. Aqu´ı los sub´ındices del s´ımbolo X se incrementan en una unidad y
el proceso de arriba se repite con el objetivo de an˜adir una nueva letra. Este
proceso no se aplica a la cadena X
(j)
r bj,2 · · · bj,r si y so´lo si r = |zj|, cuando
X
(j)
r se reemplaza por bj,1 resultando la cadena zj. Por dichas consideraciones,
se puede inferir que todas las cadenas de F se producen en el nodo sm + 2
en 2s pasos.
Otra tarea en la computacio´n comprueba el nu´mero de ocurrencias de
cualquier letra dentro de cualquier cadena obtenida en el nodo sm+1, siempre
y cuando la cadena contenga solamente letras en U .
Esto es. Recordando la aplicacio´n de las reglas de sustitucio´n mencionada
con anterioridad, cada ocurrencia de cualquier letra a se reemplaza por su
versio´n a¯ en el nodo sm+1. Conside´rese una cadena producida por tal fase de
evolucio´n. Tal cadena tiene u´nicamente una ocurrencia de un s´ımbolo b¯d, para
algu´n 1 ≤ d ≤ sm, y los otros s´ımbolos pertenecen a U ∪ Uˆ ∪ U˜ . E´sta puede
atravesar u´nicamente el filtro de entrada del procesador sm + d + 1, donde
permanece durante tres fases (dos fases de evolucio´n y una de comunicacio´n)
o para siempre.
La cadena puede abandonar el nodo sm+d+1 so´lo si tiene una ocurrencia
del s´ımbolo bd. Reemplazando esta ocurrencia por b˜d y b¯d por bˆd, la cadena
puede atravesar el filtro de salida del procesador sm + d + 1 e ir al nodo
sm + 1. De esta manera se comprueba si la cadena original ha tenido dos
ocurrencias de la letra bd.
Despue´s de 6 fases la computacio´n finaliza y el nodo sm+ 1 tiene u´nica-
mente cadenas que fueron producidas a partir de aquellas cadenas en F que
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ten´ıan dos ocurrencias de cualquier letra. Estas cadenas codifican todas las
soluciones de la instancia del BPCP dada.
1.4.3. Redes de procesadores evolutivos simples
Un NEP simple es una variante de los NEPs, los para´metros son los
mismos que en los NEPs exceptuando los filtros. En los NEPs simples los
filtros esta´n basados en condiciones de contexto arbitrarias.
Un NEP simple [13] de taman˜o n es una tupla:
Γ = (V,N1, N2, · · · , Nn, G)
donde, V y G representan el alfabeto y el grafo subyacente respectivamen-
te, y para cada 1 ≤ i ≤ n,Ni = (Mi, Ai, P Ii, F Ii, POi, FOi) es el i-e´simo
procesador evolutivo de la red. Mi es el conjunto finito de reglas de evolucio´n
y Ai es un conjunto finito de cadenas sobre V, pero:
PIi y FIi son subconjuntos de V que representan el filtro de entrada.
Este filtro viene definido por condiciones de contexto aleatorias, PIi
define la condicio´n de contexto permisiva y FIi define la condicio´n de
contexto prohibitiva.
Sea w ∈ V ∗ una cadena, e´sta podra´ atravesar el filtro de entrada del
procesador i, si w contiene cada elemento de PIi pero no contiene ele-
mentos de FIi. Si una o varias condiciones de contexto aleatorias son
el conjunto vac´ıo las correspondientes comprobaciones de contexto son
obviadas.
Diremos que ρi(w) = true, si w puede atravesar el filtro de entrada del
procesador i y ρi(w) = false, si no puede.
POi y FOi son subconjuntos de V que representan el filtro de sali-
da. Una cadena puede atravesar el filtro de salida de un procesador si
satisface las condiciones de contexto aleatorias asociadas al mismo.
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Diremos que τi(w) = true, si w puede atravesar el filtro de salida del
procesador i y τi(w) = false, si no puede.
Teorema 1.4.5. Las familias de lenguajes regulares y lenguajes de contexto
libre son incomparables con la familia de lenguajes generados por las redes
de procesadores evolutivos simples [13].
Demostracio´n. El nu´mero de todas las ocurrencias de un s´ımbolo/letra a en
una cadena x se denota por |x|a. Inicialmente se muestra que el lenguaje
L = {x ∈ {a, b, c}∗||x|a = |x|b = |x|c ≥ 1} se puede generar empleando
un NEP simple de taman˜o 6. Para tal objetivo se considera el lenguaje V =
{X, a, b, c, a′, b′} y se construye el NEP simple Γ = (V,N0, N1, N2, N3, N4, N5),
donde:
N0 = ({→ a′, → X}, {}, ∅, {a, b, c,X}, {X, a′}, ∅),
N1 = ({→ b′}, ∅, {a′}, ∅, ∅, ∅),
N2 = ({a′ → a}, ∅, {a′, b′}, ∅, ∅, ∅),
N3 = ({→ c}, ∅, {b′}, {a′}, ∅, ∅),
N4 = ({b′ → b}, ∅, {b′, c}, ∅, ∅, ∅),
N5 = ({X → }, ∅, {a, b, c}, {b′}, ∅, {a, b, c}).
Describiremos por encima el funcionamiento por el que este NEP genera
las cadenas.
El nodo de inicio N0 y despue´s de n+ 1 pasos de evolucio´n todas las cadenas
que contienen n ocurrencias de a′ y una ocurrencia de X se env´ıan hacia el
resto de nodos conectados con e´l. Siendo N1 el u´nico nodo capaz de recibir-
las; en N1 el s´ımbolo b
′ se inserta en cualquier posible posicio´n, resultando
en cadenas que contienen n ocurrencias de a′ y una ocurrencia de X y b′,
respectivamente. Despue´s de un paso de comunicacio´n, todas estas cadenas
llegan a N2, donde una ocurrencia de a
′ se reemplaza por a. Ahora, todas las
cadenas se devuelven a N1 y el proceso continu´a. El proceso continu´a hasta
que todas las ocurrencias de a′ son transformadas en a. Durante este proceso
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el mismo nu´mero de ocurrencias, esto es n, de b′ se insertan de tal manera
que al final del proceso, so´lo aquellas cadenas que tienen n ocurrencias de
a y el mismo nu´mero de ocurrencias de b′, junto con una ocurrencia de X
existen en N2.
Posteriormente este proceso se aplica a todas las ocurrencias de b′ y c
en los nodos N3 y N4. Cuando todas aquellas cadenas que tienen el mismo
nu´mero, n, de ocurrencias de cada letra a, b, y c y todav´ıa una ocurrencia
de X, producidas en N4, son recibidas por N5, donde X se elimina de dichas
cadenas y las cadenas resultantes permanecen para siempre. Por tanto L =
L5(Γ).
El lenguaje regular {an, bm|n,m ≥ 1} no se puede generar empleando un
NEP simple.
Los NEPs simples, podr´ıan emplearse para resolver problemas NP com-
pletos, nos centramos en un problema conocido como es el problema de los 3
colores.
Este problema consiste en decidir como colorear cada uno de los ve´rtices de
un gra´fo no dirigido empleando tres colores de tal manera que despue´s de
colorearlos no existan dos ve´rtices conectados por una arista con el mismo
color.
Teorema 1.4.6. El problema de 3-colores se puede resolver en tiempo O(n+
m) empleando un NEP simple completo de taman˜o 7m + 2n, donde n es el
nu´mero de ve´rtices y m es el nu´mero de aristas del grafo de entrada [13].
Demostracio´n. Sea G = ({1, 2, · · · , n}, {e1, e2, · · · , em}) un gra´fo y et =
{it, jt}, 1 ≤ it < jt ≤ n, 1 ≤ t ≤ m. Se considera el alfabeto U = V ∪
V ′ ∪ T ∪ {X1, X2, · · · , Xm+1}, donde V = {b1, r1, g1, · · · , bn, rn, gn}, T =
{a1, a2, · · · , an}. V ′ denota la copia prima de V , esto es el conjunto forma-
do por las copias primas de todas las letras presentes en V . Se construye el
siguiente NEP completo simple de taman˜o 7m+ 2 teniendo los nodos:
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N0 = ({ai → bi, ai → ri, ai → gi|1 ≤ i ≤ n}, {a1a2 · · · anX1},
T ∪ {X1}, ∅, ∅, T ).
El resto de los nodos son:
N (Z)et = ({Zit → Z ′it}, ∅, {Xt}, U \ V, {Z ′it}, ∅), Z ∈ {b, r, g},
N¯ (b)et = ({rjt → r′jt , gjt → g′jt}, ∅, {Xt, b′it}, ∅, {r′jt , g′jt}, ∅),
N¯ (r)et = ({bjt → b′jt , gjt → g′jt}, ∅, {Xt, r′it}, ∅, {b′jt , g′jt}, ∅),
N¯ (g)et = ({rjt → r′jt , bjt → b′jt}, ∅, {Xt, g′it}, ∅, {r′jt , b′jt}, ∅),
Net = ({r′it → rit , b′it → bit , g′it → git , r′jt → rjt , b′jt → bjt , g′jt → gjt ,
Xt → Xt+1}, ∅, {Xt}, {rit , bit , git , rjt , bjt , gjt}, {Xt+1}, U \ V ),
para todo 1 ≤ t ≤ m, y N1 = ({Xm+1 → }, ∅, {Xm+1}, U \ V, ∅, V ).
En los 2n primeros pasos, donde n son de comunicacio´n nada se env´ıa, las
cadenas permanecen en N0 hasta que aparezca alguna letra de T . Una vez
finalizado este proceso, las cadenas resultantes codificara´n todas las posibles
maneras de colorear los ve´rtices, satisfaciendo o no los requerimientos del
problema.
Para cada arista et, el NEP so´lo almacena aquellas cadenas que codifican
una condicio´n de coloreado para los dos ve´rtices de et. Esto se consigue












et , y finalmente Net en 8
pasos. La configuracio´n alcanza una solucio´n si el lenguaje del nodo N1 es no
vac´ıo.
Se puede deducir que el tiempo global de computacio´n es 8m+ 2n y que
el nu´mero total de reglas es 16m + 3n + 1. Adema´s indicar que todos los
para´metros de la red son de taman˜o O(m+ n).
El gra´fo subyacente del NEP anterior no depende del nu´mero de nodos
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de la instancia del problema. En otras palabras, se puede emplear la misma
estructura para resolver el problema de los 3 colores siempre y cuando se
tenga el mismo nu´mero de aristas sin importar el nu´mero de nodos.
La construccio´n anterior se puede modificar con el objetivo de comenzar
con un nu´mero infinito de copias de la cadena vac´ıa. Para tal objetivo, se
necesita un alfabeto T ′ con n s´ımbolos extra a′1, a
′
2, · · · , a′n y n + 1 nodos
extra:
N ′0 = ({→ a′i|1 ≤ i ≤ n}, {X1}, ∅, U \ T ′, T ′ ∪ {X1}, ∅),
N ′i = ({a′i → ai}, ∅, Ti ∪ {X1}, T ′ \ Ti, ∅, ∅),
para todo 1 ≤ i ≤ n. Para cada i, se denota Ti = {a1, a2, · · · , ai−1, a′i, · · · , a′n}.
Esta vez, la computacio´n comienza generando las cadenas que contienen
todas las letras de T ′ y ninguna ocurrencia de X1 en el nodo N ′0. Esto con-
sume 2n pasos. Todas estas cadenas se env´ıan fuera y el u´nico nodo capaz de
recibirlas es N ′1. En los siguientes 2n pasos aquellas cadenas que inicialmente
conten´ıan exactamente una ocurrencia de cada s´ımbolo de T ′ son recibidas,
por turnos, en los nodos N ′1, N
′
2, · · · , N ′n y finalmente N0. Seguidamente la
computacio´n continu´a de la misma manera que la demostracio´n anterior.
1.4.4. Redes h´ıbridas de procesadores evolutivos(HNEPs)
Un procesador sobre V esta formado por la tupla (M,PI, FI, PO, FO):
(M ⊆ SubV ) o (M ⊆ DelV ) o (M ⊆ InsV ). El conjunto M repre-
senta el conjunto de reglas evolutivas del procesador. Como se puede
apreciar un procesador esta´ especializado u´nicamente en una operacio´n
evolutiva.
PI, FI ⊆ V son los contextos permisivos/prohibitivos de entrada, mien-
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tras PO,FO ⊆ V son los contextos permisivos/prohibitivos de salida
del procesador.
Se denota por EPV al conjunto de procesadores evolutivos sobre V .
Una red h´ıbrida de procesadores evolutivos (HNEP) es una 7-tupla Γ =
(V,G,N,C0, α, β, i0), donde:
V es un alfabeto.
G = (XG, EG) en un grafo no dirigido donde XG es el conjunto de
ve´rtices y EG. es el conjunto de aristas y al que denominaremos grafo
subyacente de la red.
N : XG → EPV es una funcio´n que asocia cada procesador evolutivo
N(x) = (Mx, P Ix, F Ix, POx, FOx) con cada nodo x ∈ XG.
C0 : XG → 2V ∗ es la funcio´n que identifica la configuracio´n inicial de
la red. Asociando un conjunto de cadenas finito a cada nodo del grafo
G.
α : XG → {∗, l, r}; α(x) indica el modo en el que se aplicara´n las reglas
del nodo x sobre las cadenas existentes en dicho nodo.
β : XG → {(1), (2), (3)} define el tipo de filtros de entrada/salida de un
nodo. Para todo nodo, x ∈ XG, se definen los siguientes filtros:
filtro de entrada: ρx(.) = ϕ
β(x)(.;PIx, F Ix)
filtro de salida: τx(.) = ϕ
β(x)(.;POx, FOx)
ρx(w) (respectivamente τx(w)) indicara´ si la cadena w puede atravesar
el filtro de entrada (salida) del procesador x. Gene´ricamente, ρx(L)
(respectivamente τx(L)) sera´ el conjunto de cadenas de L que pueden
atravesar el filtro de entrada (salida) del procesador x.
i0 ∈ XG es el nodo de salida de HNEP.
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Donde card(XG) es el taman˜o de Γ. Si α(x) = α(y) y β(x) = β(y)
para cualquier par de nodos x, y ∈ XG, diremos que la red es homoge´nea.
Se mostrara´n redes de procesadores evolutivos con sus grafos subyacentes
de diferentes tipos como anillos, estrellas, mallas, etc. As´ı diremos que un
HNEP es una estrella, anillo, malla o grafo completo si su grafo subyacente
es una estrella, anillo, malla o un grafo completo. Los grafos de estrella,
anillo, malla y grafos completos de n ve´rtices se denotan por Sn, Rn y Kn.
La funcio´n C : XG → 2V ∗ que asocia un conjunto de cadenas con todos los
nodo del grafo es una configuracio´n de un HNE. E´sta se puede entender como
todos los conjuntos de cadenas presentes en los nodos del grafo en un mo-
mento dado. Las configuraciones pueden cambiar por una fase de evolucio´n
y por una fase de comunicacio´n. El cambio pr@oducido en una fase de evo-
lucio´n, de cada componente C(x) de la configuracio´n C vendra´ determinado
por el conjunto de reglas de evolucio´n Mx asociadas al nodo x y sera´ resul-
tado de aplicar las reglas α(x). Diremos que una configuracio´n C ′ se obtiene
en una fase de evolucio´n a partir de la configuracio´n C, y denotaremos como
C ⇒ C ′, si y so´lo si:
C ′(x) = Mα(x)x (C(x))∀x ∈ XG
Si se produce un cambio en la configuracio´n en una fase de comunicacio´n,
cada procesador x ∈ XG env´ıa una copia de cada cadena que posee, que es
capaz de atravesar el filtro de salida de x, a todos los procesadores conecta-
dos a x; por otro lado recibe todas las cadenas enviadas por cualquier nodo
conectado a x siempre que pueda atravesar su filtro de entrada.
Diremos que una configuracio´n C ′ se obtiene por una fase de comunica-
cio´n a partir de la configuracio´n C, y denotaremos como C ` C ′, si y so´lo
si:
C ′(x) = (C(x)− τx(C(x))) ∪
⋃
{x,y}∈EG
(τy(C(y)) ∩ ρx(C(y)))∀x ∈ XG
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Si Γ es un HNEP, la computacio´n producida en Γ es una secuencia de
configuraciones C0, C1, · · · , donde C0 es la configuracio´n inicial de Γ, C2i ⇒
C2i+1 y C2i+1 ` C2i+2 para todo i ≥ 0. Donde, cada configuracio´n Ci es
un´ıvocamente determinada por la configuracio´n Ci−1. Si la secuencia es finita,
se tiene una computacio´n finita. Si utilizamos un HNEP como dispositivo de
generacio´n de lenguajes, entonces el resultado de una computacio´n finita o
infinita es un lenguaje que se obtendra´ en el nodo de salida de la red.
Para cualquier computacio´n C0, C1, · · · , todas las cadenas existentes en el
nodo de salida en cualquier momento pertenecera´n al lenguaje generado por
la red. Denotaremos el lenguaje generado por Γ como L(Γ) =
⋃
s ≥0Cs(i0).
Diremos que la compejidad para computar un conjunto finito de cadenas
Z es el nu´mero mı´nimo s tal que Z ⊆ ⋃st=0 Ct(i0).
HNEP como dispositivos generadores de lenguajes
Compararemos estos dispositivos con la grama´ticas ma´s simples en la je-
rarqu´ıa de Chomsky. En [13], se muestra que las familias de lenguajes regula-
res y lenguajes de contexto libre son incomparables con la familia de lenguajes
generados por redes homoge´neas de procesadores evolutivos. Los HNEP son
ma´s potentes realizando este trabajo.
Teorema 1.4.7. Cualquier lenguaje regular se puede generar por cualquier
tipo (estrella, anillo, grafo completo) de HNEP.
Demostracio´n. Sea A = (Q, V, δ, q0, F ) un auto´mata finito determinista; sin
perder generalidad se puede asumir que δ(q, a) 6= q0 para cada q ∈ Q y cada
a ∈ V . Adema´s se puede asumir que card(V ) = n. Se construye el siguiente
HNEP completo.
Γ = (U,K2n+3, N, C0, α, β, f)
El alfabeto U se define como U = V ∪V ′∪Q∪{sa | s ∈ Q, a ∈ V }, donde
V ′ = {a′ | a ∈ V }. El conjunto de los nodos del grafo completo subyacente es
41
Node M PI FI PO FO C0 α β
x0 {q → sb}σ(s,b)=q ∅ {sb} ∪ {b′}b ∅ ∅ F ∗ (1)
a ∈ V → a′ {sa}s ∪ V Q U ∅ ∅ l (2)
a′ ∈ V ′ {sa → s}s {a′} Q ∅ ∅ ∅ ∗ (1)
x1 {b′ → b}b ∅ {sb}s,b ∅ ∅ ∅ ∗ (1)
xf q0 →  {q0} V ′ ∅ V ∅ r (1)
Tabla 1.1: Configuracio´n del HNEP, ve´ase [67]
{x0, x1, xf} ∪ V ∪ V ′, y el resto de para´metros vienen en la tabla 1.1, donde
s y b son estados gene´ricos de Q y s´ımbolos de V , respectivamente.
Se puede probar por induccio´n que:
1. δ(q, x) ∈ F para algu´n q ∈ Q \ {q0} si y so´lo si xq ∈ C8|x|(0).
2. x es aceptada por A(x ∈ L(A)) si y so´lo si x ∈ Cp(f) para cualquier
p ≥ 8|x|+ 1. Por tanto, L(A) es exactamente el lenguaje generado por
Γ.
El taman˜o del HNEP, y su estructura subyacente, no depende del nu´mero
de estados del auto´mata. En otras palabras, esta estructura es comu´n a todos
los lenguajes regulares sobre el mismo alfabeto, no importa la complejidad del
auto´mata que lo reconoce. Adema´s, todas las cadenas de la misma longitud
se generan simulta´neamente.
Cualquier grama´tica lineal se puede transformar en una grama´tica lineal
equivalente con reglas del tipo A → aB,A → Ba,A → , la demostracio´n
del teorema se puede adaptar para probar el siguiente resultado.
Teorema 1.4.8. Cualquier lenguaje lineal se puede generar por un HNEP
de cualquier tipo.
Teorema 1.4.9. Existen lenguajes que no son de contexto libre y se pueden
generar por un HNEP de cualquier tipo.
Demostracio´n. Se construye un HNEP completo que genera los lenguajes que
no son de contexto libre L = {wcx | x ∈ {a, b}∗, w es una permutacio´n de x}.
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Node M PI FI PO FO C0 α β
y0 {→ X, → D} ∅ {a′, b′, a, b,Xa, Xb} {D} ∅ {} r (1)
y1 {→ Xa, → Xb} ∅ {Xa, Xb, a′, b′} ∅ ∅ ∅ r (1)
yu {X → u′} {Xu} {a′, b′} ∅ ∅ ∅ ∗ (1)
y¯u {Xu → u}b {u′} ∅ ∅ ∅ ∅ ∗ (1)
y˜u {u′ → u} {u′} {Xa, Xb} ∅ ∅ ∅ ∗ (1)
y2 {D → c} ∅ {X, a′, b′, Xa, Xb} ∅ {a, b} ∅ ∗ (1)
Tabla 1.2: Configuracio´n inicial del HNEP, ve´ase [67]
Γ = (V,K9, N, C0, α, β, y2)
donde V = {a, b, a′, b′, Xa, Xb, X}, XK9 = {y0, y1, y2, ya, yb, y¯a, y¯b, y˜a, y˜b},
y el resto de para´metros vienen especificados en la tabla 1.2, donde u es un
s´ımbolo gene´rico de {a, b}.
El funcionamiento de esta red es bastante simple. En el nodo y0 existen
cadenas generadas con la forma Xn para cualquier n ≥ 1. E´stas abandonan
este nodo tan pronto como reciban una D en su extremo derecho, sea y1 el
u´nico nodo capaz de aceptarlo. En y1, o Xa o Xb se an˜aden al final derecho.
As´ı, para un n dado, las cadenas XnDXa y X
nDXb se producen en y1.
Donde las cadenas XnDXa, de forma similar se puede aplicar a las cadenas
XnDXb, X
nDXa se dirige hacia ya y cualquier ocurrencia de X se reemplaza
por a′ en el mismo nu´mero de copias que XnDXa. ya produce cada cadena
Xka′Xn−k−1DXa, 0 ≤ k ≤ n − 1. Todas las cadenas son env´ıadas fuera del
procesador, pero solo y¯a, puede recibirlas. Donde, Xa es reemplazada por a
y las cadenas obtenidas se env´ıan a y˜a y la a es reemplazada por a
′. Tanto
en cuanto las cadenas contengan ocurrencias de X, e´stas siguen el mismo
camino, y1, yu, y¯y, y˜u, u ∈ {a, b}, dependiendo de que s´ımbolo Xa o Xb se
an˜ade en y1.
Cuando se ha producido un nu´mero finito de estos ciclos, y no esta´ pre-
sente una ocurrencia de X en las cadenas, e´stas son recibidas por y2, D se
reemplaza por c en todas, y permanecen en el nodo para siempre. El nodo
y2 recoge todas las cadenas de L y cualquier cadena que llega a este nodo
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pertenece a L.
Resolucio´n de problemas con HNEP
La utilizacio´n de HNEPs en la resolucio´n de problemas se puede realizar
como sigue. La computacio´n en el HNEP asociado debe ser finita para toda
instancia del problema. Esto indica que no existe un procesador especializado
en inserciones. Si el problema planteado es un problema de decisio´n, obten-
dremos al final de la computacio´n en el nodo de salida todas las soluciones
del problema codificado con cadenas, si existe solucio´n, si no el nodo nunca
contendra´ ninguna palabra. Si el problema requiere un conjunto finito de ca-
denas, este conjunto de cadenas se obtendra´ en el nodo de salida al final de
la computacio´n. Puede ocurrir en otros casos, que el resultado se obtenga por
me´todos especiales que se indicara´n para cada problema.
Un NEP homoge´neo completo de taman˜o 7m + 2 resuelve en O(m + n)
tiempo una (n,m)-instancia del problema de los 3 colores con n ve´rtices y
m aristas[13]. Siguiendo la descripcio´n del formato para tres problemas NP-
completos que se presentaron en [97] se presentara´ una solucio´n algor´ıtmica
al problema comu´n. Estos problemas son:
1. El problema de cobertura de ve´rtices.
Dado un grafo no dirigido encontrar la cardinalidad de un conjunto
mı´nimo de ve´rtices tal que cada arista tenga como poco uno de sus
extremos en este conjunto.
2. El ma´ximo conjunto independiente.
Dado un grafo no dirigido G = (X,E), donde X es el conjunto fini-
to de ve´rtices y E es el conjunto de aristas dadas como una familia
de conjuntos de dos ve´rtices, encontrar la cardinalidad del subconjun-
to ma´ximo (con respecto a la inclusio´n) de X que no contiene ambos
ve´rtices conectados por cualquier arista en E.
3. El problema de satisfactibilidad (SAT).
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Dado un conjunto P de variables booleanas y un conjunto finito U de
cla´usulas sobre P , ¿existe una asignacio´n de variables de P que satis-
facen todas las cla´usulas de U?
Para una formulacio´n ma´s detallada y discusio´n sobre sus soluciones, se
recomienda [29].
Dichos problemas se pueden ver como casos especiales del denominado
problema comu´n algor´ıtmico (CAP) en [97]: sea S un conjunto finito y F
una familia no vac´ıa de subconjuntos de S. Encontrar la cardinalidad de un
subconjunto ma´ximo de S que no incluye ningu´n conjunto perteneciente a F .
Los conjuntos en F se denominan conjuntos prohibidos. Se dice que (F, S)
es una (card(S), card(F ))-instancia de CAP.
Estos tres problemas mencionados se pueden obtener como casos especia-
les de los CAP. El Problema de cobertura de ve´rtices se obtiene con S = X
y F contiene todos los conjuntos s(x) = {x} ∪ {y ∈ X | {x, y} ∈ E}. La
cardinalidad que se busca es la diferencia entre la cardinalidad de S y la
solucio´n del CAP. El tercer problema se obtiene con S = P ∪ P ′, donde
P ′ = {p′ | p ∈ P}, y F = {F (C) | C ∈ U}, donde cada conjunto F (C)
asociado con la cla´usula C se define por:
F (C) = {p′ | p aparece en C} ∪ {p | ¬p aparece en C}
Por otra parte para el problema de El ma´ximo conjunto independiente, se
toma S = X y F = E.
Indicar que dada una instancia del problema de satisfactibilidad tiene
una solucio´n si y so´lo si la solucio´n de la instancia construida del CAP tiene
exactamente la cardinalidad de P .
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1.4.5. Redes de Procesadores Evolutivos con Splicing
Rules (NEPPS)
Dado un NEPPS –NEP with Permiting context and Splicing rules – con-
sideraremos un alfabeto V y dos s´ımbolos especiales #, $ que no pertenecen a
V . Una regla de mezcla (splicing rule) sobre V esta´ formada por una cadena
con la siguiente estructura:
r = u1#u2$u3#u4, donde u1, u2, u3, u4 ∈ V ∗
La aplicacio´n de una regla de splicing rule r = u1#u2$u3#u4 sobre las cade-
nas x, y, z ∈ V ∗ se denota por:
(x, y) `r z si y so´lo si: x = x1u1u2x2, y = y1u3u4y2, z = x1u1u4y2
para algu´n, x1, x2, y1, y2 ∈ V ∗
La aplicacio´n de una regla de splicing rule r = u1#u2$u3#u4 sobre las
cadenas x, y, z, w ∈ V ∗ se denota por:
(x, y) |=r (z, w) si y so´lo si:
x = x1u1u2x2, y = y1u3u4y2, z = x1u1u4y2, w = y1u3u2x2
para algu´n, x1, x2, y1, y2 ∈ V ∗
En un conjunto de reglas de splicing rules R, el radio de R es:
rad(R) = max{|x|, x = ui, 1 ≤ i ≤ 4, para algu´n u1#u2$u3#u4 ∈ R}
Una splicing rule con contexto permisivo (sobre V ) es una tripleta de la
forma:
p = (r;C1, C2), con r = u1#u2$u3#u4
siendo r una splicing rule sobre V y C1, C2 subconjuntos finitos de V
∗, so´lo
se consideran sistemas con componentes finitos.
Se define (x, y) |=p (z, w) para x, y, z, w ∈ V ∗ y p = (r;C1, C2),si y so´lo si
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(x, y) |=r (z, w), con todo elemento de C1 apareciendo como una subcadena en
x y todo elemento de C2 figurando como una subcadena de y; cuando C1 = ∅
o C2 = ∅ entonces no se aplica ninguna condicio´n en x, repectivamente en
y.
Sean P y F dos subconjuntos disjuntos sobre un alfabeto V y una palabra
en V , se definen los predicados ϕ(1) y ϕ(2) como:
ϕ(1)(w;P, F ) ≡ P ⊆ alph(w) ∧ F ∩ alph(w) = ∅
y
ϕ(2)(w;P, F ) ≡ alph(w) ∩ P 6= ∅ ∧ F ∩ alph(w) = ∅
Las condiciones de contexto aleatorio definidas por los dos conjuntos P
(contexto permisivo) y F (contexto prohibitivo) delimitan la construccio´n de
estos predicados. El contexto permisivo definido aqu´ı es diferente que el con-
texto permisivo que emplea cada splicing rule. Para cada lenguaje L ⊆ V ∗ y
β ∈ {(1), (2)} se define:
ϕβ(L, P, F ) = {w ∈ L|ϕβ(w;P, F )}
Una red de procesadores evolutivos con splicing rules y contextos Permi-
sivos (NEPPS) de taman˜o n es un tupla:
Γ = (V,N1, N2, · · · , Nn, G)
donde V es un alfabeto y para cada 1 ≤ i ≤ n,
Ni = (Mi, Ai, P Ii, F Ii, POi, FOi, βi)
es el i-e´simo nodo evolutivo del procesador de la red y G es el llamado grafo
subyacente de la red. Los para´metros de cada procesador son:
Mi es el conjunto de splicing rules con contexto permisivo en el i-e´simo
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procesador.
Ai es el conjunto finito de palabras sobre V , presente inicialmente en
el i-e´simo procesador.
PIi, F Ii ⊆ V son los contextos permisivos y prohibitivos de entrada del
procesador.
POi, FOi ⊆ V son los contextos permisivos y prohibitivos de salida del
procesador.
βi ∈ {(1), (2)} define el tipo de los filtros de entrada/salida de un nodo.
Ma´s concretamente, para cada nodo, x ∈ G, se definen los siguientes
filtros:
El filtro de entrada es:
ρx(.) = ϕ
β(x)(.;PIx, F Ix)
y el filtro de salida es:
τx(.) = ϕ
β(x)(.;POx, FOx)
ϕx(w) (respectivamente τx(w)) indica si la palabra w es capaz de atra-
vesar o no el filtro de entrada (resp. salida) de x. ϕx(L) (resp. τx(L))
es el conjunto de palabras de L que pueden atravesar el filtro de entrada
(resp. salida) de x.
La configuracio´n de este tipo de NEPs es una n-tupla C = (L1, L2, · · · , Ln)
con Li ⊆ V ∗ para todo 1 ≤ i ≤ n.
Una configuracio´n representa los conjuntos de cadenas que esta´n presen-
tes en los nodos en un momento dado (cada cadena aparece un nu´mero de
veces arbitrariamente grande). La configuracio´n incial de la red es C0 =
(A1, A2, · · · , An). Una configuracio´n puede cambiar por un paso de evolucio´n
o de comunicacio´n. Cuando cambia por un paso de evolucio´n, cada compo-
nente de Li de la configuracio´n se cambia de acuerdo a las splicing rules
asociadas al nodo i.
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La configuracio´n C1 = (L1, L2, · · · , Ln) se transforma en la configura-




2, · · · , L′n) debido a un paso de evolucio´n, y denotaremos
formalmente por C1 ⇒ C2, si L′i es el conjunto de cadenas resultado de la
aplicacio´n de las reglas de splicing rules del nodo Ni a las cadenas en Ni.
Debido a la existencia de un nu´mero de copias de cadenas muy grande en
cada nodo, obtendremos un gran nu´mero de copias de cadenas en cada uno
de los nodos despue´s de un paso de evolucio´n al aplicar todas las posibles
reglas de splicing rules para ese nodo. Diremos que, si Li es vac´ıo para algu´n
1 ≤ i ≤ n, entonces L′i tambie´n es vac´ıo.
Si la configuracio´n cambia despue´s de un paso de comunicacio´n, cada uno
de los procesadores Ni enviara´ todas las copias de las cadenas que atraviesan
su filtro de salida a cada nodo conectado con Ni y recibira´ todas las copias de
las cadenas enviadas por cualquier procesador conectado a Ni que atraviesen
su filtro de entrada. Diremos que una configuracio´n C ′ es obtenida en un
paso de comunicacio´n a partir de la configuracio´n C, y denotaremos como
C ` C ′, si:
C ′(x) = (C(x)− τx(C(x))) ∪
⋃
{x,y}∈E
(τy(C(y)) ∩ ρx(C(y))) para todo x ∈ G
Siendo E el conjunto de ve´rtices del grafo subyacente de la red.
Una computacio´n en Γ, siendo Γ un NEPPS, es la secuencia de configura-
ciones C0, C1, · · · , donde C0 es la configuracio´n inicial de Γ y C2i ⇒ C2i+1 y
C2i+1 ` C2i+2 para todo i ≥ 0. Siendo la computacio´n finita si la secuencia
es finita.
El resultado de una computacio´n es un lenguaje que se obtiene en un nodo
especial denomimado nodo de salida (o maestro) de la red.
Si el nodo k es el nodo Maestro de la red , y si C0, C1, · · · es una computacio´n,
entonces todas las cadenas que existen en el nodo k en cualquier instante t
en la k-e´sima componente de Ct pertenece al lenguaje generado por la red.
Este lenguaje es Lk(Γ).
Definiremos la complejidad sobre un conjunto finito de cadenas Z en tiem-
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po de la computacio´n como el mı´nimo nu´mero de pasos t en una computacio´n
C0, · · · , Ct, · · · tal que Z sea un subconjunto de la k-e´sima componente de Ct.
Completitud Computacional
A continuacio´n demostraremos que un NEPPS de dos nodos es completo
computacionalmente, independientemente de la estructura del grafo subya-
cente.
Lema 1.4.10. RE ⊆ EH2(FIN, pFIN) [80]
Donde EH2([n], p[m]), n,m ≥ 1 denota la familia de todos los lenguajes
L(γ) generados por los sistemas H extendidos con contextos permisivos,γ =
(V, T,A,R) con card(A) ≤ n y rad(R) ≤ m, donde rad(R) es el radio ma´xi-
mo de las splicing rules r en tripletas (r;C1, C2). Cuando no hay restriccio´n
en el nu´mero de axiomas o en el radio ma´ximo (excepto que estos nu´meros
sean finitos), se puede reemplazar [n] o [m] por FIN .
De donde se puede inferir el siguiente teorema.
Teorema 1.4.11. Cualquier lenguaje enumerable recursivo se puede generar
por un NEPPS completo de taman˜o 2 donde las splicing rules son regulares.
Demostracio´n. Considerese una grama´tica Chomsky de tipo 0,G = (N, T, S, P ).
Sea U = N ∪T ∪{B}, donde B es un s´ımbolo nuevo. Se contruye el siguiente
NEPPS de taman˜o 2 con un grafo subyacente totalmente conectado:
Γ = (V,N1, N2, K2)
donde:
V = N ∪ T ∪ {B,X,X ′, Y, Z, Z ′, Z ′′} ∪ {Yα|α ∈ U}
K2 representa un grafo totalmente conectado de taman˜o dos. Los para´me-
tros para los diferentes nodos son:
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N1 = (M1, {XBSY,ZY,XZ,Z ′, Z ′′, ZY } ∪ {ZvY |u→ v ∈ P} ∪
{ZYα, X ′αZ|α ∈ U}, N, T, T,N∪{B,X,X ′, Z, Z ′, Z ′′, Y, Yα}, (2)) y M1
contiene reglas de la forma:
Simulate: 1. (#uY $Z#vY ; {X}, ∅) para u→ v ∈ P
Rotate: 2. (#αY $Z#Yα; {X}, ∅) para α ∈ U
Rotate: 3. (X#$X ′α#Z; {Yα}, ∅) para α ∈ U
Rotate: 4. (#Yα$Z#Y ; {X ′}, ∅) para α ∈ U
Rotate: 5. (X ′#$X#Z; {Y }, ∅)
Terminate: 6. (XB#$#Z ′; {Y }, ∅)
Terminate: 6. (#Y $Z ′′#; ∅, ∅)
N2 = (∅, ∅, T,N ∪ {B,X,X ′, Z, Z ′, Z ′′, Y, Yα}, N, ∅, (2))
Este sistema se comporta exactamente igual que el del lema 1.4.10 descrito
por [80]. Una vez que un terminal se genera en el nodo N1, se pasa al nodo
N2 empleando los filtros. Ninguna otra cadena puede dejar el nodo N1. As´ı se








Redes de Procesadores Evolutivos
Masivamente Paralelos (MPNEP)
2.1. Arquitectura de los MPNEP
Los modelos conexionistas consisten en varios procesadores que se loca-
lizan en los nodos de un grafo virtual y estos procesadores son capaces de
realizar operaciones internas de acuerdo a determinadas reglas predefinidas.
La informacio´n fluye a trave´s de las conexiones para obtener una solucio´n a
un problema dado. Todos los procesadores trabajan en paralelo y tan so´lo son
capaces de operar de una manera sencilla [55].
Sea V un alfabeto sobre un conjunto de s´ımbolos. Una cadena x de lon-
gitud m que pertenece al alfabeto V es una secuencia de s´ımbolos a1a2 · · · am
donde el s´ımbolo ai ∈ V para todo 1 ≤ i ≤ m. El conjunto de todas las
cadenas que pertenecen a V se denota por V ∗ y la cadena vac´ıa se representa
por .
Una Red de procesadores evolutivos [12, 13] de taman˜o n (NEP) es una
estructura Σ = {V,G,N0, N1, · · · , Nn}, donde V es un alfabeto y los proce-
sadores Ni esta´n conectados en el grafo G.
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Un procesador se define por Ni = {Mi, Ai, P Ii, POi}, siendo Ni el i-e´simo
procesador evolutivo de la red. Los para´metros de cada procesador son:
Mi es un conjunto finito de reglas de evolucio´n de una de las siguientes
maneras (reglas ba´sicas):
• a→ b, a, b ∈ V (reglas de sustitucio´n),
• a→ , a ∈ V (reglas de borrado),
• → a, a ∈ V (reglas de insercio´n).
Ma´s claramente, el conjunto de reglas de evolucio´n de un procesador
esta´ formado por reglas de sustitucio´n, borrado o insercio´n. La infor-
macio´n de contexto se puede incorporar a Mi de la siguiente manera
(reglas de contexto direccional):
• ac→ bc, a, b ∈ V, c ∈ V ∗ (reglas de sustitucio´n por la izquierda),
• ca→ cb, a, b ∈ V, c ∈ V ∗ (reglas de sustitucio´n por la derecha),
• ab→ a, b ∈ V, a ∈ V ∗ (reglas de borrado por la derecha),
• ba→ a, b ∈ V, a ∈ V ∗ (reglas de borrado por la izquierda),
• a→ ab, b ∈ V, a ∈ V ∗ (reglas de insercio´n por la derecha),
• a→ ba, b ∈ V, a ∈ V ∗ (reglas de insercio´n por la izquierda).
O incluso un contexto no direccional ma´s general se puede expresar en
Mi (reglas de contexto):
• dac→ dbc, a, b ∈ V, c, d ∈ V ∗
• abc→ ac, b ∈ V, a, c ∈ V ∗
• ac→ abc, b ∈ V, a, c ∈ V ∗
Ai es un conjunto finito de cadenas sobre V . El conjunto Ai es el con-
junto de cadenas iniciales en el nodo i. Se considera que cada cadena
que aparece en un nodo, lo es con un nu´mero arbitrario grande de co-
pias, por lo que se indentifican los multiconjuntos por su soporte.
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PIi y POi son subconjuntos de V que representan los filtros de entrada
y salida respectivamente. Estos filtros se definen por condiciones de
pertenencia, esto es, una cadena w ∈ V ∗ puede atravesar el filtro de
entrada(salida) si ∀x ∈ PIi, w = axb donde a, b ∈ V ∗ (∀x ∈ POi, w =
axb donde a, b ∈ V ∗).
Se denota por ρi(w) = true, si w puede atravesar el filtro de entrada
del nodo i y ρi(w) = false, en otro caso. Se denota τi(w) = true, si w
puede atravesar el filtro de salida del nodo i y τi(w) = false, en otro
caso.
La configuracio´n de un NEP es una n-tupla C = (L0, L1, · · · , Ln), con
Li ⊆ V ∗ para todo 0 ≤ i ≤ 6. Una configuracio´n representa el conjunto
de todas las cadenas que esta´n presentes en un nodo en un momento dado;
claramente la configuracio´n inicial de la red es C0 = (A1, A2, · · · , An).
2.2. Dina´mica de los MPNEP
Una configuracio´n puede cambiar o bien por un paso de evolucio´n o bien
por un paso de comunicacio´n. Los pasos de computacio´n se pueden definir
de una manera controlada, esto es, primero una fase de evolucio´n y poste-
riormente una de comunicacio´n; o de manera paralela, esto es, evolucio´n y
comunicacio´n ocurren al mismo tiempo.
Cuando la red cambia por un paso de evolucio´n, cada componente Li de la
configuracio´n se cambia de acuerdo a las reglas de evolucio´n asociadas con ese
nodo i. Formalmente, se dice que una configuracio´n C1 = (L1, L2, · · · ., Ln)




2, · · · , L′n) por un paso de
evolucio´n, escrito como:
C1 ⇒ C2
si L′i es el conjunto de todas las cadenas obtenidas aplicando las reglas de
evolucio´n de Ri a las cadenas pertenecientes a Li como sigue:
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Si la misma regla de sustitucio´n puede reemplazar diferentes ocurren-
cias del mismo s´ımbolo en una cadena, todas las ocurrencias se reem-
plazan pero empleando diferentes copias de esa cadena. El resultado es
el multiconjunto en el cual cada cadena que se puede obtener aparece
un nu´mero grande de veces.
Las reglas de insercio´n y borrado se aplican so´lo al final de la cadena.
As´ı, una regla de borrado a→  se puede aplicar so´lo sobre una cadena
que finaliza con el simbolo a, esto es wa produce la cadena w, y una regla
de insercio´n → a aplicada a la cadena x consiste en an˜adir el s´ımbolo
a al final de x, obteniendo xa. Si se emplean reglas con contexto, esto
es ab → a o abc → ac entonces el punto de borrado se define por la
informacio´n de contexto b o ac.
Si ma´s de una regla, de cualquier tipo, se puede aplicar a una cadena,
todas ellas empleara´n diferentes copias de esa cadena.
Ya que existe un gran nu´mero de copias de cada cadena en los nodos,
despue´s de un paso de evolucio´n cada nodo obtendra´ un nu´mero de copias
grande de las cadenas que se pueden obtener aplicando las reglas del conjunto
de reglas de evolucio´n asociadas a los nodos. Por definicio´n, si Li es vac´ıo
para algu´n 0 ≤ i ≤ 6, entonces L′i tambien es vac´ıo.
Cuando se produce un cambio por un paso de comunicacio´n, cada nodo
env´ıa todas las copias de las cadenas que posee y que son capaces de atravesar
su filtro de salida hacia los otros nodos y recibe todas las copias de las cadenas
enviadas hacia e´l por cualquier nodo siempre y cuando puedan atravesar su
filtro de entrada [55].
Formalmente, se dice que una configuracio´n C1 = (L1, L2, · · · , Ln) cambia




2, · · · , L′n) por un paso de comunicacio´n,
denotado por:
C1 ` C2
si para todo 0 ≤ i ≤ n,
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L′i = Li \{w ∈ Li|τi(w) = true}∪
n⋃
j=0,j 6=i
{x ∈ Lj|τj(x) = true∧ρi(x) = true}
2.2.1. Computacio´n paralela
Una computacio´n paralela entre dos configuraciones C1 y C2, representada
por C1 |= C2, consiste en la aplicacio´n paralela de los pasos de evolucio´n y
comunicacio´n, esto es:
C1 |= C2 = (C1 ` C2)||(C1 ⇒ C2)
Sea Γ = (V,N1, N2, · · · , Nn) un NEP . Una computacio´n paralela en Γ es
una secuencia de configuraciones C0, C1, C2, · · · , donde C0 es la configuracio´n
inicial y Ci |= Ci+1 para todo i ≥ 0. MPNEP es un NEPp (con computacio´n
paralela).
Si la secuencia es finita, se tiene una computacio´n finita. El resultado
de cualquier computacio´n finita se recibe en un nodo designado como nodo
de salida. Si se considera el nodo de salida de la red como el nodo N0, y
si C0, C1, · · · , Ct es una computacio´n, entonces el conjunto de cadenas exis-
tentes en el nodo N0 en el paso final –la componente 0-esima de Ct–, es el
resultado de esta computacio´n. La complejidad en tiempo de la computacio´n
es el nu´mero de pasos, esto es t.
2.2.2. Computacio´n controlada
Sea Γ = (V,N1, N2, · · · , Nn) un NEPc (c identifica computacio´n contro-
lada). Una computacio´n controlada sobre Γ es una secuencia de configura-
ciones C0, C1, C2, · · · , donde C0 es la configuracio´n inicial y C2i ⇒ C2i+1 y
C2i+1 ` C2i+2 para todo i ≥ 0.
Teorema 2.2.1. Los problemas que se resuelven empleando un NEPcX se
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pueden resolver empleando un MPNEP = NEPpX , donde X = {b, d, c} iden-
tifica el tipo de reglas (ba´sicas, con contexto direccional, con contexto).
Demostracio´n. Dado un procesador Ni = {Ai, Ri, P Ii, POi} perteneciente a
unNEPcX es posible transformarlo en un procesadorN
′
i = {Ai, R′i, P Ii, PO′i}
que se comporta de la misma manera que el anterior pero en un MPNEP =
NEPpX de la siguiente forma:
Dada una regla rik ∈ Ri con la notacio´n A → B, con 1 ≤ k ≤ p, cada
regla r′ik ∈ R′i tiene la forma A→ BXik





Con estos conjuntos R′i y PO
′
i la computacio´n paralela de un MPNEP se
comporta de la misma manera que la computacio´n controlada de un NEP ya
que τ(w) = false hasta que se apliquen todas las reglas.
Teorema 2.2.2. Los problemas que se resuelven empleando un NEPXb se
pueden resolver empleando un NEPXd y los problemas resueltos empleando
un NEPXd se pueden resolver con un NEPXc, donde X = {p, c}.
Demostracio´n. Es evidente que abc → adc donde a, (c = ) ∈ V ∗ es equiva-
lente a ab→ ad y ab→ ad donde (a = ) ∈ V ∗ es equivalente a b→ d.
Muchas variantes de NEPs se pueden definir dependiendo de las reglas y
su dina´mica, como se puede ver a continuacio´n:
Computacio´n controlada:










NEPXb ⊆ NEPXd ⊆ NEPXc
Por tanto, se puede establecer una relacio´n de prioridad entre las diferen-
tes clases de NEPs del siguiente modo:
NEPcb ⊆ NEPcd ⊆ NEPcc




Pero no existe ningu´n indicio que determine:
NEPcc ⊆ NEPpd or NEPcc 6⊆ NEPpd
NEPcc ⊆ NEPpb or NEPcc 6⊆ NEPpb
NEPcd ⊆ NEPpb or NEPcd 6⊆ NEPpb
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2.3. Solucio´n al problema de los 3 colores
A pesar de su simplicidad, las redes de procesadores evolutivos se pueden
emplear para resolver problemas NP-completos, por ejemplo, el problema de
los 3-colores, en tiempo lineal y con recursos lineales (nodos, s´ımbolos, reglas).
Teorema 2.3.1. El problema de los 3-colores se puede resolver en tiempo
O(m+ n) empleando un NEP simple completo de taman˜o 7m+ 2n, donde n
es el nu´mero de ve´rtices y m es el nu´mero de aristas en el grafo de entrada.
[12, 13]
La idea consiste en construir un NEP donde los primeros 2n pasos, n
son de Evolucio´n y n son de comunicacio´n pero en estos u´ltimos no se co-
municara´ nada hasta que no aparezca ninguna letra de T en las cadenas
permanecen en N0 . Cuando este proceso termina, las cadenas obtenidas co-
difican todas las posibles maneras de colorear los ve´rtices, cumpliendo o no
los requisitos del problema. Ahora, para cada arista et, el NEP mantiene sola-
mente aquellas cadenas que codifican una condicio´n de satisfactibilidad para
los dos ve´rtices de et.
Es bastante interesante que el grafo subyacente del NEP anteriormente
mencionado no depende del nu´mero de nodos de la instancia del problema. En
otras palabras, la misma estructura se puede emplear para resolver cualquier
instancia del problema de los 3-colores siempre y cuando tengan el mismo
nu´mero de aristas sin importar el nu´mero de nodos.
A continuacio´n, mostraremos como se puede implementar un un NEP
masivamente paralelo basado en la demostracio´n del teorema 2.3.1, ve´ase
[12].
Teorema 2.3.2. El problema de los 3-colores se puede resolver en tiempo
O(m + n) empleando un NEP masivamente paralelo de taman˜o 4m + 1n,
donde n es el nu´mero de ve´rtices y m es el nu´mero de aristas del grafo de
entrada.
Demostracio´n. Sea G = ({1, 2, · · · , n}, {e1, e2, · · · , em}) un grafo con et =
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{kt, lt}, 1 ≤ kt ≤ lt ≤ n, 1 ≤ t ≤ m. Se considera el alfabeto U = V ∪ V ′ ∪
T ∪ A, donde V = {b, r, g}, T = {a1, a2, · · · , an}, y A = {Aˆ1, Aˆ2, · · · , Aˆn}.
Se construyen los siguientes procesadores de un NEP masivamente para-
lelo.
Un procesador generador:
N0 = {{a1a2 · · · an}, {ai → bAˆi, ai → rAˆi, ai → gAˆi|1 ≤ i ≤ n},
∅, {Aˆi|1 ≤ i ≤ n}}
Este procesador genera todas las posibles combinaciones de colores,
soluciones o no, al problema. Y env´ıa estas cadenas a los siguientes
procesadores.
Para cada arista del grafo et = {kt, lt}, se tienen 4 procesadores de
filtrado (donde i = {kt, lt}):
Ne1t = {∅, {gAˆi → g′ai, rAˆi → r′ai}, {Aˆi}, {g′, r′}}
Ne2t = {∅, {gAˆi → g′ai, bAˆi → b′ai}, {Aˆi}, {g′, b′}}
Ne3t = {∅, {bAˆi → b′ai, rAˆi → r′ai}, {Aˆi}, {b′, r′}}
Ne4t = {∅, {r′ai → rAˆi, g′ai → gAˆi, b′ai → bAˆi}, {ai}, {Aˆi}}
Es claro que se puede construir un NEP paralelo con los procesadores
anteriores de tal manera que N0 genera todas las cadenas que codifican po-
sibles combinaciones de color y posteriormente se aplican los procesadores
Ne1t , Ne2t , Ne3t , Ne4t para filtrar dichas cadenas en la arista et. La repeticio´n de
























Figura 2.1: Instancia del problema de los 3-colores resuelta con un NEP
masivamente paralelo.
Un NEP masivamente paralelo con la arquitectura anterior puede resol-
ver el problema de los 3-colores de n nodos con m aristas. Como se puede
apreciar, el tiempo total de la computacio´n es 8m + n. El nu´mero de reglas
es 18m + 3n. En conclusio´n, todos los para´metros de la red esta´n acotados
por O(m+ n).
2.3.1. Resultados de la simulacio´n
Se ha desarrollado una herramienta basada en [55, 52, 56] para resolver el
problema de los 3-colores. Este software emplea el modelo safe-thread de Java
para simular las redes masivamente paralelas. Es evidente que la simulacio´n
no alcanza un tiempo lineal de computacio´n ya que se ejecuta en una ma´quina
secuencial, pero abre una plataforma para probar los resultados teo´ricos.
La figura 2.1 muestra el mapa de las nodos empleadas. La siguiente salida
muestra el resultado de la computacio´n del NEP anteriormente mencionado.
No´tese que se han generado todas las soluciones va´lidas al problema.
Processor 16 : Objects: (12) [
rAbCgDbE, gAbCrDbE, gAbCrDrE, rAgCbDgE, bAgCrDgE, rAgCbDbE,
rAbCgDgE, bAgCrDrE, bArCgDrE, gArCbDrE, bArCgDgE, gArCbDbE
]
Donde {XY |X ∈ {r(ed), g(reen), b(lue)}, Y ∈ {a, c, d, e}} codifica el co-
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Processor 0 : Objects: (256) [ acde, rAcde, gAcde, bAcde, acrDe, acgDe, acbDe, arCde,
rAcrDe, rAcgDe, rAcbDe, gAcrDe, gAcgDe, gAcbDe, bAcrDe, bAcgDe, bAcbDe, arCrDe, arCgDe,
arCbDe, acdrE, acdgE, agCde, abCde, rArCde, rAgCde, rAbCde, gArCde, gAgCde, gAbCde, bArCde,
bAgCde, bAbCde, agCrDe, abCrDe, agCgDe, abCgDe, agCbDe, abCbDe, rArCrDe, rAgCrDe, rAbCrDe,
rArCgDe, rAgCgDe, rAbCgDe, rArCbDe, rAgCbDe, rAbCbDe, gArCrDe, gAgCrDe, gAbCrDe, gArCgDe,
gAgCgDe, gAbCgDe, gArCbDe, gAgCbDe, gAbCbDe, bArCrDe, bAgCrDe, bAbCrDe, bArCgDe, bAgCgDe,
bAbCgDe, bArCbDe, bAgCbDe, bAbCbDe, arCdrE, agCdrE, abCdrE, arCdgE, agCdgE, abCdgE, acdbE,
rAcdrE, rAcdgE, rAcdbE, gAcdrE, gAcdgE, gAcdbE, bAcdrE, bAcdgE, bAcdbE, acrDrE, acrDgE,
acrDbE, acgDrE, acgDgE, acgDbE, acbDrE, acbDgE, acbDbE, arCdbE, rAcrDrE, rAcrDgE, rAcrDbE,
rAcgDrE, rAcgDgE, rAcgDbE, rAcbDrE, rAcbDgE, rAcbDbE, agCdbE, abCdbE, rArCdrE, rAgCdrE,
rAbCdrE, rArCdgE, rAgCdgE, rAbCdgE, rArCdbE, rAgCdbE, rAbCdbE, gArCdrE, gAgCdrE, gAbCdrE,
gArCdgE, gAgCdgE, gAbCdgE, gArCdbE, gAgCdbE, gAbCdbE, bArCdrE, bAgCdrE, bAbCdrE, bArCdgE,
bAgCdgE, bAbCdgE, bArCdbE, bAgCdbE, bAbCdbE, arCrDrE, agCrDrE, abCrDrE, arCrDgE, agCrDgE,
abCrDgE, arCrDbE, agCrDbE, abCrDbE, arCgDrE, agCgDrE, abCgDrE, arCgDgE, agCgDgE, abCgDgE,
arCgDbE, agCgDbE, abCgDbE, arCbDrE, agCbDrE, abCbDrE, arCbDgE, agCbDgE, abCbDgE, arCbDbE,
agCbDbE, abCbDbE, rArCrDrE, rAgCrDrE, rAbCrDrE, rArCrDgE, rAgCrDgE, rAbCrDgE, rArCrDbE,
rAgCrDbE, rAbCrDbE, rArCgDrE, rAgCgDrE, rAbCgDrE, rArCgDgE, rAgCgDgE, rAbCgDgE, rArCgDbE,
rAgCgDbE, rAbCgDbE, gAcrDrE, gAcrDgE, gAcrDbE, gAcgDrE, gAcgDgE, gAcgDbE, gAcbDrE, gAcbDgE,
gAcbDbE, bAcrDrE, bAcrDgE, bAcrDbE, bAcgDrE, bAcgDgE, bAcgDbE, bAcbDrE, bAcbDgE, bAcbDbE,
rArCbDrE, rArCbDgE, rArCbDbE, rAgCbDrE, rAgCbDgE, rAgCbDbE, rAbCbDrE, rAbCbDgE, rAbCbDbE,
gArCrDrE, gArCrDgE, gArCrDbE, gAgCrDrE, gAgCrDgE, gArCgDrE, gArCbDrE, gAgCgDrE, gAgCbDrE,
gAbCrDrE, gAbCgDrE, gAbCbDrE, gArCgDgE, gArCbDgE, gAgCgDgE, gAgCbDgE, gAbCrDgE, gAbCgDgE,
gAbCbDgE, gArCgDbE, gArCbDbE, gAgCrDbE, gAgCgDbE, gAgCbDbE, gAbCrDbE, gAbCgDbE, gAbCbDbE,
bArCrDrE, bArCgDrE, bArCbDrE, bAgCrDrE, bAgCgDrE, bAgCbDrE, bAbCrDrE, bAbCgDrE, bAbCbDrE,
bArCrDgE, bArCgDgE, bArCbDgE, bAgCrDgE, bAgCgDgE, bAgCbDgE, bAbCrDgE, bAbCgDgE, bAbCbDgE,
bArCrDbE, bArCgDbE, bArCbDbE, bAgCrDbE, bAgCgDbE, bAgCbDbE, bAbCrDbE, bAbCgDbE, bAbCbDbE ]
Figura 2.2: Objetos en el procesador N0 despue´s de aplicar las reglas de
evolucio´n en n = 4 pasos.
lor de las nodos, esto es, X denota el color de la ciudad Y en el mapa, ve´ase
la figura 2.1. La figura 2.2 muestra los objetos en el procesador N0 tras aplicar
las reglas de evolucio´n. Dicho procesador contiene 256 objetos, este conjunto








Redes de Procesadores Evolutivos con
Filtros en las Conexiones
3.1. Red de procesadores con splicing (ANSP)
Un regla de splicing sobre un alfabeto V es una 4-tupla escrita en la
forma σ = [(x, y); (u, v)], donde x, y, u, v son palabras sobre V . Dada una
regla splicing σ sobre V y un par de cadenas (w, z) sobre V se define la
accio´n de σ sobre (w, z) como:
σ(w, z) = {t|w = αxyβ, z = ψuvδ para algu´n α, β, ψ, δ
y t = αxvδ o t = ψuyβ} (3.1)












Sobre dos subconjuntos disjuntos P y F del alfabeto V y una palabra w
de V , se definen los predicados:
ϕ(1)(w;P, F ) ≡ P ⊆ alph(w) ∧ F ∩ alph(w) = ∅ (3.4)
ϕ(2)(w;P, F ) ≡ alph(w) ⊆ P (3.5)
ϕ(3)(w;P, F ) ≡ P ⊆ alph(w) ∧ F 6⊆ alph(w) (3.6)
ϕ(4)(w;P, F ) ≡ alph(w) ⊆ P ∧ F ∩ alph(w) = ∅ (3.7)
La construccio´n de estos predicados esta´ basada en condiciones de con-
texto aleatorias definidas por los dos conjuntos P (contexto permitido) y F
(contexto prohibido). Informalmente, la primera condicio´n requiere que todos
los s´ımbolos permitidos aparezcan en w y que no aparezca ningu´n s´ımbolo de
los prohibidos; la segunda que todos los s´ımbolos de w sean permitidos, mien-
tras que las dos u´ltimas son variantes ma´s relajadas de las dos anteriores
[56].
Para cualquier lenguaje L ⊆ V ∗ y β ∈ {(1), (2), (3), (4)} se define:
ϕβ(L, P, F ) = {w ∈ L|ϕβ(w;P, F )} (3.8)
Un procesador con splicing sobre V es una 6-tupla (S,A, PI, FI, PO, FO)
donde:
S es un conjunto finito de reglas de splicing sobre V .
A es un conjunto finito de palabras auxiliares sobre V . Estas palabras
auxiliares se emplean por el nodo para realizar la operacio´n de splicing.
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PI, FI ⊆ V son los contextos de entrada permitidos/prohibidos del
procesador, mientras que PO,FO ⊆ V son los contextos de salida per-
mitidos/prohibidos del procesador (con PI ∩ FI = ∅ y PO ∩ FO = ∅).
El conjunto de procesadores sobre V se denota por SPV .
Una red de procesadores evolutivos con splicing (ANSP) esta´ formada por
una 6-tupla Γ = (V, U,G,N , α, xI , xO), donde:
V y U son los alfabetos de entrada y de la red, respectivamente, V ⊆ U .
G = (XG, EG) es un grafo no dirigido con el conjunto de ve´rtices XG
y el conjunto de aristas EG. G se denomina el grafo subyacente de la
red.
N : XG → SPU es una funcio´n que asocia a cada nodo x ∈ XG el
procesador de splicing N (x) = (Sx, Ax, P Ix, F Ix, POx, FOx).
α : XG → {(1), (2), (3), (4)} define el tipo de los filtros de entrada/
salida de un nodo. Para cada nodo x ∈ XG se definen los siguientes
filtros:
filtro de entrada: ρx(.) = ϕ
β(x)(.;PIx, F Ix)
filtro de salida: τx(.) = ϕ
β(x)(.;POx, FOx)
Esto es, ρx(w) (respectivamente τx) indica si una palabra w puede atra-
vesar o no el filtro de entrada (salida) de x. ρx(L) (respectivamente
τx(L)) es el conjunto de palabras de L que atraviesan el filtro de entra-
da (salida) de x.
xI , xO ∈ XG son los nodos de entrada y salida de Γ.
Se dice que card(XG) es el taman˜o de Γ. Si α es una funcio´n constante,
entonces la red se dice que es homoge´nea. En la teor´ıa de redes algunos tipos
de grafos subyacentes son: anillo; estrella; malla; etc. Las redes de procesa-
dores evolutivos pueden tener estos grafos subyacentes. Este trabajo se centra
en ANSP completos, esto es ANSP con un grafo completo denotado por
Kn, donde n es el nu´mero de ve´rtices.
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La configuracio´n de un ANSP es una funcio´n C : XG → 2V ∗ que asocia
a cada nodo del grafo un conjunto de palabras. Una configuracio´n se puede
entender como los conjuntos de palabras que esta´n presentes en los nodos de la
red en un momento dado. Dada una palabra w ∈ V ∗, la configuracio´n inicial
de Γ en w se define por C
(w)
0 (xI) = w y C
(w)
0 = ∅ para todo x ∈ XG − {xI}.
Una configuracio´n puede cambiar por un paso de splicing o por un paso
de comunicacio´n. Cuando cambia por un paso de splicing, cada componente
de C(x) de la configuracio´n C se cambia de acuerdo al conjunto de reglas
de splicing Mx asociadas al nodo x y el conjunto Ax. Formalmente, se dice
que la configuracio´n C ′ se obtiene con un paso de splicing a partir de la
configuracio´n C, denotado por C ⇒ C ′, si:
C ′(x) = Sx(Ax, C(x)) para todo x ∈ XG
Cuando cambia por un paso de comunicacio´n, cada nodo x ∈ XG env´ıa
una copia de cada palabra que posee, que es capaz de atravesar el filtro de
salida de x, a todos los nodos conectados a x y recibe todas las cadenas
enviadas por cualquier nodo conectado a x siempre y cuando puedan atravesar
su filtro de entrada.
Formalmente, se dice que una configuracio´n C ′ se obtiene en un paso de
comunicacio´n a partir de la configuracio´n C, denotado por C ` C ′, si:
C ′(x) = (C(x)− τx(C(x)))∪
⋃
{x,y}∈EG
(τy(C(y))∩ ρx(C(y))) para todo x ∈ XG
Sea Γ un ANSP , la computacio´n de Γ sobre la palabra de entrada w ∈ V ∗






2 , · · · ,, donde C(w)0 es la
configuracio´n inicial de Γ sobre w, C
(w)
2i ⇒ C(w)2i+1 y C(w)2i+1 ` C(w)2i+2, para todo
i ≥ 0. La configuracio´n C(w)i esta´ univocamente determinada por C(w)i−1.
Cada computacio´n en un ANSP es determinista. Una computacio´n finaliza
(y se dice que es finita) si se cumple alguna de estas dos condiciones:
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Existe una configuracio´n en la cual el conjunto de cadenas existentes
en el nodo xO es no vac´ıo. En este caso, la computacio´n se dice que es
una computacio´n de aceptacio´n.
Existen dos configuraciones ide´nticas.
El lenguaje aceptado por Γ es:
La(Γ) = {w ∈ V ∗| la computacio´n de Γ sobre w es de aceptacio´n }
Se dice que un ANSP decide el lenguaje L ⊆ V ∗, denotado por L(Γ) = L
si y so´lo si La(Γ) = L y la computacio´n de Γ sobre cualquier x ∈ V ∗ se
detiene.
De manera similar, se definen dos medidas de complejidad computacional
empleando un ANSP como modelo de co´mputo.
Para conseguir esto se considera un ANSP Γ con el alfabeto de entrada V
que se detiene en cualquier entrada.






2 , · · · , C(x)m
en Γ sobre x ∈ V ∗ se denota por TimeΓ(x) e igual a m. La complejidad en
longitud de la computacio´n se define por:
LengthΓ(x) = max{|w| : w ∈ C(x)i (z), 1 ≤ i ≤ m, z ∈ XG}
La complejidad en tiempo de Γ es la funcio´n parcial N a N:
TimeΓ(x) = max{TimeΓ(x)|x ∈ V ∗, |x| = n}
Y la complejidad en longitud de Γ es la funcio´n parcial N a N:
LengthΓ(n) = max{LengthΓ(x)|x ∈ V ∗, |x| = n}
Es fa´cil demostrar que para cualquier ANSP Γ si TimeΓ esta´ acotado
por un polinomio lineal, entonces LengthΓ esta´ tambien acotado.
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3.1.1. Resolucio´n de problemas con ANSP
A continuacio´n se discute brevemente e informalmente como un ANSP se
puede emplear para resolver problemas. Una posible correspondencia entre los
problemas de decisio´n y los lenguajes se puede realizar a trave´s de una funcio´n
de codificacio´n que transforma la instancia de un determinado problema de
decisio´n en una cadena.
Se dice que un problema de decisio´n se resuelve en tiempo lineal por un
ANSP si se satisfacen las siguientes condiciones:
1. La funcio´n de codificacio´n se puede computar por una ma´quina de Tu-
ring determinista en tiempo lineal. Por tanto cada instancia del proble-
ma esta´ linealmente relacionada con la palabra asociada.
2. Para cada instancia del problema se puede construir un ANSP que
decide en tiempo lineal la palabra que codifica la instancia dada. Esto
quiere decir que la palabra es aceptada si y so´lo si la solucio´n a la
instancia del problema es ”SI”. Esta construccio´n se denomina solucio´n
en tiempo lineal del problema considerado.
Teorema 3.1.1. El problema SAT se puede resolver en tiempo lineal con un
ANSP . Adema´s los recursos del ANSP esta´n acotados linealmente por el
taman˜o de la instancia del SAT.
Demostracio´n. Sea V el conjunto de variables, V = {x1, x2, · · · , xn} y φ =
(C1)∧ (C2)∧· · · (Cm) una fo´rmula booleana, donde la negacio´n de la variable
xi se denota por x¯i. Cada fo´rmula se puede ver como una palabra sobre el
alfabeto V ∪ V¯ ∪ {∧,∨, (, )}, donde V¯ = {x¯|x ∈ V }.
Se define el alfabeto:
W = {[xi = 1], [xi = 0]|1 ≤ i ≤ n} ∪ V ∪ V¯ ∪ {∨,∧, (, ), $,#, ↑}
Se considera el ANSP Γ = (V,W,K2n+2,N , α, In,Out), donde K2n+2
es el grafo completo con 2n + 2 nodos: In, Out, (xi ← 0), (xi ← 1) con
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1 ≤ i ≤ n.
Cada nodo se define como:
In:
• SIn = {[($[xn = b], ); ($, ()] b ∈ {0, 1}}∪{[($[xi = b], ); ($, [xi+1 =
c])|b, c ∈ {0, 1}, 1 ≤ i ≤ n− 1}
• AIn = {$[xi = b]|b ∈ {0, 1}, 1 ≤ i ≤ n}
• PIIn = ∅, F IIn = W,POIn = {[x1 = 0, [x1 = 1]}, FOIn =
∅, α(In) = (4)
(x1 ← 0), 1 ≤ i ≤ n:
• S(xi←0) contiene todas las reglas de splicing de la forma [(↑, C ′β#);
([xn = b], (C)β#)], donde
(i) b ∈ {0, 1}, C)β es un sufijo de φ, con C ∈ (V ∪ V¯ ∪ {∨})+
(ii) C ′

, si C comienza con x¯i
(γ), si C = xi ∨ γ, γ ∈ (V ∪ V¯ )+,
↑, si C = xi o C comienza con xj o x¯j para algu´n j 6= i
• A(xi←0) = {↑ C ′β#|C ′, β son los definidos anteriormente}
• PI(xi←0) = {[xi = 0]}, F I(xi←0) = {↑}, PO(xi←0) = ∅, FO(xi←0) =
∅, α((xi ← 0)) = (1)
(x1 ← 1), 1 ≤ i ≤ n:
• S(xi←1) contiene todas las reglas de splicing de la forma [(↑, C ′β#);
([xn = b], (C)β#)], donde
(i) b ∈ {0, 1}, C)β es un sufijo de φ, con C ∈ (V ∪ V¯ ∪ {∨})+
(ii) C ′

, si C comienza con x¯i
(γ), si C = xi ∨ γ, γ ∈ (V ∪ V¯ )+,
↑, si C = xi o C comienza con xj o x¯j para algu´n j 6= i
• A(xi←1) = {↑ C ′β#|C ′, β son los definidos anteriormente}
• PI(xi←1) = {[xi = 0]}, F I(xi←1) = {↑}, PO(xi←1) = ∅, FO(xi←1) =
∅, α((xi ← 1)) = (1)
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Out:
• SOut = AOut = PIOut = POOut = ∅
• FIOut = V ∪ V¯ ∪ {(, )∨,∧, ↑}, FOOut = W,α(Out) = (1)
El modo de funcionamiento de Γ sobre la palabra de entrada w = $φ#.
Donde se puede asumir que no existen cla´usulas ide´nticas en φ. En la con-
figuracio´n inicial la palabra w esta´ en el nodo de entrada In. Durante los
2n − 1 primeros pasos de computacio´n, de los cuales n son de splicing, no
se comunica ninguna palabra ya que no pueden abandonar el nodo In. Ma´s
formalmente, despue´s de k pasos de splicing todas las palabras
$[xn−k+1 = bk] · · · [xn = b1]φ#
con bj ∈ {0, 1}, 1 ≤ j ≤ k esta´n en In. Despue´s de los primeros 2n − 1
pasos todas estas cadenas se comunican a los siguientes nodos. Todas estas
cadenas tienen dos partes: un prefijo donde se asigna un 0 o´ 1 a cada va-
riable, denominado el prejifo-valor, y otra parte que consiste en otra cadena
representando el sufijo de la fo´rmula de entrada, denominado sufijo fo´rmula.
Todas las cadenas de esta forma se denominan cadenas correctas. Toda ca-
dena que contiene [xk = bk], k ∈ {1, · · · , n} en su prefijo-valor puede entrar
en el nodo N(xk ← 1) si bk = 1, o en el nodo N(xk ← 0), en caso contrario.
Supongamos que la cadena entra en el nodo N(xk ← 1). Si la fo´rmula
de entrada tiene la forma (xk ∨ F ) ∧ G, entonces el sufijo fo´rmula de la
cadena se reemplaza por G, que todav´ıa representa el sufijo fo´rmula de la
cadena. Si la fo´rmula de entrada es de la forma (x¯k ∨ F ) ∧ G, entonces el
sufijo fo´rmula de la cadena se reemplaza por (F ) ∨ G, que sigue siendo el
sufijo fo´rmula de la cadena. Finalmente, si el sufijo fo´rmula tiene la forma
(x¯k)G, entonces se reemplaza por ↑ G que no es un sufijo fo´rmula, esto es
una cadena incorrecta. Es fa´cil notar que todas las cadenas incorrectas se
pierden tan pronto como abandonan el nodo donde se produjeron. La forma
especial de las reglas de splicing requieren que la operacio´n se lleve a cabo
entre el prefijo valor y el sufijo fo´rmula de una cadena correcta. Por tal
motivo, cualquier cadena que tenga un sufijo fo´rmula que comience por xj o
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x¯j se transforma en una cadena incorrecta tan pronto como entra en el nodo
N(xk ← b) con k 6= j. Ahora el proceso es iterativo, es claro que despue´s de
e´stos pasos (splicing/comunicacio´n), las cadenas correctas se transforman en
cadenas correctas con una menor longitud en el sufijo fo´rmula o en cadenas
incorrectas. Por tanto, el nodo Out contiene una palabra despue´s de, como
mucho, 2n + 2|φ|, donde |φ| denota la longitud de la fo´rmula φ, si y so´lo si
existe una asignacio´n de n variables que satisfacen la fo´rmula φ dada. Si tal
asignacio´n no existe, entonces el ANSP se detiene despue´s de 2n+ 2|φ|+ 1
pasos con el nodo Out vac´ıo.
Tambie´n hay que matizar que los otros recursos de Γ esta´n linealmente
acotados: esto es trivial dado el taman˜o de Γ y el nu´mero de s´ımbolos siempre
y cuando el nu´mero de palabras auxiliares y reglas de splicing en cada nodo
este´ linealmente acotado por la longitud de la fo´rmula de entrada.
Cabe destacar que la estructura subyacente no cambia si el nu´mero de
variables de la instancia permanece constante.
Tambie´n se puede decir que la red es un programa: se escojen los filtros, las
reglas de splicing, se adivina una asignacio´n para las variables y se computa
la fo´rmula reemplazando las variables por sus valores, uno a uno, de izquierda
a derecha.
El problema HPP consiste en decidir si un grafo dirigido tiene un camino
Hamiltoniaho. Un camino Hamiltoniano en un grafo dirigido es un camino
que contiene todos los vertices, pero so´lo una vez. Es conocido que el problema
HPP es un problema NP -completo.
Teorema 3.1.2. El problema HPP se puede resolver con un ANSP en tiem-
po lineal. Adema´s los recursos de la red esta´n acotados linealmente por el
nu´mero de nodos del grafo HPP.
Demostracio´n. Se considera el siguiente grafo dirigido γ = (V,E), con V =
{x1, x2, · · · , xn} para el cual se esta´ buscando un camino Hamiltoniano co-
menzando por x1. Primeramente se define el alfabeto U = V ∪{$,#,⊥} y el
ANSP homoge´neo Γ = (V, U,Kn+1,N , α, In,Out), donde Kn+1 es el grafo
completo con los nodos In, y2, y3, · · · , yn, Out, y el resto de para´metros son:
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In:
• SIn = {[$, x1#n−1); (⊥,#)]}
• AIn = {$x1#n−1}
• PIIn = ∅, F IIn = V, POIn = FOIn = ∅, α(In) = (1)
yi, 2 ≤ i ≤ n:
• Syi = {[$, xi#p−1); (xj,#p)]|(xj, xi) ∈ E, p ≥ 1} ∪
{[($, $); (xj,#p)]|(xj, xi) 6∈ E, p ≥ 1}
• Ayi = {$xi#p|p ≥ 0} ∪ {$$}
• PIyi = ∅, F Iyi = {xi, $}, POyi = FOyi = ∅, α(yi) = (1)
Out:
• SOut = AOut = ∅, P IOut = POOut = ∅
• FIOut = {$,#}, FOOut = U, α(Out) = (1)
Supongamos que se comienza con la palabra ⊥ #n en el nodo In. Despue´s
de un paso de splicing, dos cadenas abandonan el nodo In: $#n y ⊥ x1#n−1.
La primera se pierde mientras una copia de la segunda entra en cada nodo yi,
2 ≤ i ≤ n. Es fa´cil demostrar que cualquier palabra que contenga el s´ımbolo
$ resultante de una operacio´n de splicing en cualquier nodo se pierde en la
comunicacio´n. Sigamos la evolucio´n de la cadena ⊥ x1#n−1 que entra en el
nodo yi para algu´n i. El siguiente paso de splicing produce una cadena que
continu´a el proceso computacional, ⊥ x1xi#n−2, si y so´lo si (x1, xi) ∈ E.
Las cadenas obtenidas de esta manera contienen, entre los s´ımbolos ⊥ y la
primera ocurrencia de #, caminos en G. No´tese que el nu´mero de ocurrencias
de # en el sufijo de estas cadenas almacena el nu´mero de nodos que se
necesitan para completar el camino Hamiltoniano. Adema´s, una cadena que
contiene el s´ımbolo xj, para algu´n j, no puede entrar de nuevo en el nodo
yj. Por tales motivos, despue´s de 2n pasos el nodo Out contiene todos los
caminos Hamiltonianos, si existen, o la computacio´n se detiene despue´s de
como mucho 2n− 2 pasos si el grafo no tiene camino Hamiltoniano.
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3.2. Red de procesadores con filtros en las
conexiones (ANSPFC)
Una red de procesadores evolutivos con filtros en las conexiones, en ade-
lante (ANSPFC) –Accepting Network of Splicing Proccessor with Filter
Connections–, se define como una 9-tupla:
Γ = (V, U,<,>,G,N , α, xI , xO) (3.9)
donde:
V es el alfabeto de entrada y U el alfabeto de la red, V ⊆ U , donde,
<,>∈ U \ V sera´n s´ımbolos definidos para un uso particular.
G = (XG, EG) es un grafo no dirigido sin bucles donde, XG es el con-
junto de nodos y EG es el conjunto de aristas. Cada procesador spli-
cing estara´ formado por un nodo x ∈ XG, que posee un conjunto de
reglas splicing Mx y un conjunto de axiomas Ax. Cada una de las aris-
ta sera´ definida por un conjunto binario y G es el grafo subyacente de
la red.
N : EG → 2U × 2U es la funcio´n que asocia con cada arista e ∈ EG los
conjuntos disjuntos N (e) = (Pe, Fe).
α : EG → {s, w} definira´ el tipo de filtro utilizado en cada arista.
xI , xO ∈ XG son los nodos de entrada y de salida de Γ, respectivamente.
La card(XG) es el taman˜o de Γ. Nos centraremos en ANSPFC com-
pletos, se entiende como ANSPFC completo aquellos cuyo grafo subyacente
es completo al que denotaremos como Kn, donde n es el nu´mero de nodos.
Cabe resen˜ar que cualquier grafo subyacente sobre un ANSPFC puede ser
transformado en completo sin modificar sus caracter´ısticas computacionales,
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an˜adiendo las aristas necesarias para completar el grafo subyacente asocian-
do a cada una de estas nuevas aristas filtros con funcionalidad nula. Esta
caracter´ıstica no es posible de implementar en los ANSP .
Se define configuracio´n de un ANSPFC como una funcio´n C : XG → 2U∗
donde para cada nodo del grafo se le asocia un conjunto. Una configuracio´n
por tanto estara´ formada por los conjuntos de palabras que esta´n presentes
en los nodos en un instante T. Siendo z ∈ V ∗ una palabra, diremos que la
configuracio´n inicial de Γ en z vendra´ definida por C
(z)
0 (xI) = {< z >} y
C
(z)
0 (x) = ∅ para todo x ∈ XG \ {xI}. Las palabras utilizadas como auxiliares
no aparecen en ninguna configuracio´n.
Un paso de splicing o un paso de comunicacio´n pueden cambiar una con-
figuracio´n. Cuando una configuracio´n cambia por un paso de splicing, cada
componente de C(x) de la configuracio´n C se cambia de acuerdo al conjunto
de reglas splicing Mx asociadas con el nodo x y el conjunto Ax. Formalmente,
diremos que la configuracio´n C ′ es obtenida por un paso de splicing a partir
de la configuracio´n C, denotado por C ⇒ C ′, si y so´lo si:
C ′(x) = Sx(C(x) ∪ Ax)∀x ∈ XG (3.10)
Teniendo en cuenta que cada palabra presente en un nodo, as´ı como ca-
da palabra auxiliar, aparecera´ un nu´mero ilimitado de veces, todas las posi-
bles aplicaciones de las operaciones de splicing se puede presuponer que se
efectu´an en un u´nico paso de splicing. Si el paso de splicing se define como
C ⇒ C ′, si y so´lo si:
C ′(x) = Sx(C(x), Ax)∀x ∈ XG (3.11)
e´sta caracter´ıstica definira´ todos los procesadores de Γ como restrictivos.
Cuando el proceso de cambio de una configuracio´n se produce por un
paso de comunicacio´n, cada nodo x ∈ XG env´ıa una copia de cada palabra
contenida en dicho nodo a todos los procesadores y conectados a x, teniendo
en cuenta que e´sta pueda atravesar el filtro de la arista entre x e y, y tambie´n
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recibe todas las palabras enviadas por cualquier procesador z conectado con
x que puedan atravesar el filtro de la arista entre x y z.
Formalmente, diremos que la configuracio´n C ′ es obtenida en un paso de
comunicacio´n a partir de la configuracio´n C, denota´ndolo como C ` C ′, s´ı y
so´lo s´ı
C ′(x) = (C(x) \ (
⋃
{x,y}∈EG





para todo x ∈ XG.
Sea Γ un ANSPFC, el resultado de proceso de un Γ dada una pala-





1 , · · · , siendo C(z)0 la configuracio´n inicial de Γ en z, C(z)2i ⇒ C(z)2i+1 y
C
(z)
2i+1 ` C(z)2i+2 para todo i ≥ 0. Cada configuracio´n resultante C(z)i esta´ un´ıvo-
camente determinada por la configuracio´n C
(z)
i−1. Por lo que se puede decir que
cada computacio´n en un ANSPFC es determinista. La finalizacio´n de una
computacio´n se dice que es finita si se presenta una de estas dos condiciones:
Se produce una configuracio´n en el nodo de salida xO cuyo resultado es
un conjunto de cadenas no vac´ıo. Este tipo de resultado produce lo que
denotaremos como computacio´n por aceptacio´n.
Se repiten dos configuraciones ide´nticas como resultado de pasos con-
secutivos de splicing o comunicacio´n.
El lenguaje aceptado por Γ es:
La(Γ) = {z ∈ V ∗| la computacio´n de Γ sobre z es por aceptacio´n (3.13)
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El lenguaje aceptado por Γ con procesadores restrictivos es
L(r)a (Γ) = {z ∈ V ∗| la computacio´n de Γ sobre z es por aceptacio´n (3.14)
Se dice que un ANSPFC Γ (formado con procesadores restrictivos) de-
cide el lenguaje L ⊆ V ∗, denotado por L(Γ) = L si y so´lo si La(Γ) = L (
L
(r)
a (Γ) = L) y la computacio´n de Γ para cada z ∈ V ∗ se detiene.
Complejidad Temporal. Definiremos dos medidas de complejidad compu-
tacional para la valoracio´n de un ANSPFC con o sin procesadores restricti-
vos como modelo computacional. Cosideraremos un Γ sobre el alfabeto de en-





1 , · · · , C(x)m de Γ sobre x ∈ V ∗ se denota por TimeΓ(x)
y es igual a m. La complejidad temporal de Γ es la funcio´n parcial de N en
N :
TimeΓ = max{TimeΓ(x)|x ∈ V ∗, |x| = n} (3.15)
Se dice que Γ decide L en tiempo O(f(n)) si TimeΓ(n) ∈ O(f(n)).
Para una funcio´n f : N → N se define:
TimeANSPFCp(f(n)) = {L|∃ ANSPFC Γ de taman˜o p}
De tal manera que, Γ decide L y n0 tal que TimeΓ(n) ≤ f(n)∀n ≥ n0.




p ≥ 1 as´ı como PTimeANSPFC =
⋃
p≥1 PTimeANSPFCp.
Complejidad en Taman˜o. Como tipo de medida adicional definiremos la




1 , · · · , C(x)m de Γ so-
bre x ∈ L denotada por LengthΓ(x) y es igual a maxw∈Cxi (z),i∈{1,··· ,m},z∈XG|w|.
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Siendo Γ La complejidad en taman˜o, una funcio´n parcial de N en N :
LegnthΓ(n) = max{LenghtΓ(x) x ∈ V ∗, |x| = n} (3.16)
Para una funcio´n f : N → N se define:
LengthANSPFCp(f(n)) = {L|∃ ANSPFC Γ de taman˜o p}
De tal manera que Γ decide L y n0 tal que LengthΓ(n) ≤ f(n)∀n ≥ n0.




todo p ≥ 1 as´ı como PLengthANSPFC =
⋃
p≥1 PLengthANSPFCp.










Conversio´n de NEP a un ANSPFC equivalente
En este apartado formularemos el posible planteamiento que nos permi-
tir´ıa construir un ANSPFC equivalente a partir de un NEP y las restric-
ciones que tendr´ıamos que tener en cuenta para ello.
Teorema 3.2.1. Dada una red de procesadores evolutivos Γ(s) se puede cons-
truir una red de procesadores evolutivos con filtros en las conexiones Γ(s)
equivalente.
Demostracio´n. Podremos obtener una red de procesadores evolutivos equi-
valente Γ− con los filtros entre las conexiones de los procesadores.
Sea Γ = (V,N1, · · · , Nn, G) una red de procesadores evolutivos de taman˜o
n con las condiciones de contexto definidas por los filtros:
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ϕs(x;P, F ) ≡ P ⊆ alph(x) ∧ F ∩ alph(x) = ∅
ϕw(x;P, F ) ≡ alph(x) ∩ P 6= ∅ ∧ F ∩ alph(x) = ∅
De manera que cada procesador Ni dispone de sus filtros PIi, POi ∈ P y
FIi, FOi ∈ F
En la conexio´n eij ∈ EG que conecta a los nodosNi yNj, pueden generarse
los filtros situados en dicha conexio´n de la siguiente forma:
N (eij) = (Peij , Feij) = (POi ∪ PIj, FOi ∪ FIj) (3.17)
de esta manera,
ϕs(x;N (eij)) ≡ ϕs(x;Peij , Feij) ≡ ϕs(x;POi ∪ PIj, FOi ∪ FIj)
Este supuesto no tendra´ validez en el caso de que los filtros se comporten
en su forma de´bil Γ(w) ya que:
ϕw(x;N (eij)) ≡ ϕw(x;Peij , Feij) ≡ ϕw(x;POi ∪ PIj, FOi ∪ FIj)
no siendo equivalente a:
ϕw(x;POi, FOi) ∧ ϕw(x;PIj, F Ij)
De esta manera se puede construir una red Γ(s) equivalente pero con los
filtros situados en las conexiones entre los procesadores.
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3.3. Resolucio´n de problemas con ANSPFC
A continuacio´n se describe co´mo se pueden emplear los ANSPFC para
resolver problemas. Una posible correspondencia entre problemas de decisio´n
y lenguajes se puede efectuar a trave´s de una funcio´n que transforma una
instancia de un problema de decisio´n dado en una palabra [29]. Un problema
de decisio´n P se resuelve en tiempo O(f(n)) por un ANSPFC si existe una
familia G de ANSPFC tal que se cumplen las siguientes condiciones:
1. La funcio´n de codificacio´n de cualquier instancia p de P con taman˜o n
se puede computar empleando una ma´quina de Turing determinista en
tiempo O(f(n)).
2. Para cada instancia p de taman˜o n del problema, se puede construir,
en tiempo O(f(n)), un ANSPFC Γ(p) ∈ G que decide, en tiempo
O(f(n)), la palabra que codifica la correspondiente instancia. Esto quie-
re decir que la palabra es aceptada si y so´lo si la solucio´n a la instancia
dada del problema es ”SI”.
Si un ANSPFC Γ ∈ G construido como se ha descrito decide el lenguaje
de palabras que codifican todas las instancias del mismo taman˜o n, entonces
la construccio´n de Γ se denomina solucio´n uniforme. Una solucio´n es unifor-
me si para un problema de taman˜o n se puede construir un u´nico ANSPFC
que resuelve todas las instancias de taman˜o n tomando como entrada la co-
dificacio´n de la instancia.
Seguidamente se presenta una solucio´n uniforme lineal en tiempo a un
problema NP : SAT (satisfactibilidad). Este es el problema original NP -
completo. Una instancia del SAT consiste en una fo´rmula E con n variables
y m cla´usulas. La fo´rmula E es una conjuncio´n de m cla´usulas y cada una
de ellas es la disyuncio´n de varias variables o la negacio´n de un conjunto de
n variables. Se asume que cada variable o su negacio´n aparece en al menos
una cla´usula. El problema consiste en decidir si existe o no una asignacio´n
de las n variables booleanas tal que las m cla´usulas son todas satisfechas.
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Teorema 3.3.1. SAT se puede resolver uniformemente en tiempo lineal por
un ANSFPC. El taman˜o, nu´mero de s´ımbolos, reglas y palabras auxiliares
del ANSPFC que resuelve el SAT esta´n linealmente acotados por el taman˜o
de la instancia del SAT .
Demostracio´n. Sea V el conjunto de variables, V = {x1, x2, · · · , xn} y
φ = (C1) ∧ (C2) ∧ · · · (Cm) es la fo´rmula booleana, donde la negacio´n de la
variable xi se denota por x¯i. Cada fo´rmula se puede ver como una palabra
sobre el alfabeto U = V ∪ V¯ ∪ {∧,∨, (, )}, donde V¯ = {x¯|x ∈ V }.
Se define el alfabeto:
W = {C xi = 1 B,C xi = 0 B |1 ≤ i ≤ n} ∪ U ∪ {#, ↑, >,>1}
Sea el ANSPFC:
Γ = (U,W,<,>,K2n+2,N , α, In,Out)
donde K2n+2 es el grafo completo con 2n + 2 nodos, In, Out, (xi ← 1),
(xi ← 0)1 ≤ i ≤ n siendo:
In:
• SIn = {[<, (; ↑C x1 = b B,#]|b ∈ {0, 1}} ∪ {[↑,C xi = b B; ↑C
xi+1 = b
′ B,#] i ∈ {1, · · · , n − 2}, b, b′ ∈ {0, 1}} ∪ {[↑,C xn−1 =
b B;<C xn = b′ B,#]|b, b′ ∈ {0, 1}}
• AIn = {↑C xi = b B #|b ∈ {0, 1}, i ∈ {1, · · · , n− 1}}∪{<C xn =
b B #|b ∈ {0, 1}}
Out:
• SOut = AOut = ∅
(xi ← 1):
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• S(xi←1) = {[,∨xi) >; #, ) >1], [,∧(xi >; #, >], [,∨x¯i >; #, ) >
], [,∧(x¯i) >; #, ↑]}
• A(xi←1) = {#) >,#) >1,# >,# ↑}
(xi ← 0):
• S(xi←0) = {[,∨x¯i) >; #, ) >1], [,∧(x¯i >; #, >], [,∨xi >; #, ) >
], [,∧(xi) >; #, ↑]}
• A(xi←0) = {#) >,#) >1,# >,# ↑}
N ({In, (xi ← b)}) = ({C xi = b B}, {↑,#}),
α({In, (xi ← b)}) = (s), 1 ≤ i ≤ n, b ∈ {0, 1}
N ({(xi ← a), (xj ← b)}) = (W, {↑,#}),
α({(xi ← a), (xj ← b)}) = (w), 1 ≤ i ≤ n, a, b ∈ {0, 1}
N ({(xi ← a), Out}) = ({C xj ← b B |1 ≤ j ≤ n, b ∈ {0, 1}, U ∪ {↑
,#}),
α({(xi ← a), Out}) = (w), 1 ≤ i ≤ n, a ∈ {0, 1}
Claramente, dado un n el ANSPFC Γ se puede construir en tiempo O(n).
Ahora, dada una instancia del SAT sobre n variables, esto es una fo´rmula
φ = (C1) ∧ (C2) ∧ · · · ∧ (Cm) para algu´n m ≥ 1, se definira´ la palabra que
codifica esta instancia como φ.
A continuacio´n se discute como Γ trabaja en la palabra de entrada φ.
Se asume que no existen dos cla´usulas ide´nticas en φ. El algoritmo imple-
mentado por esta red es el siguiente: todos los posibles valores se asignan a
las variables en el nodo In, y se calcula la fo´rmula de derecha a izquierda.
En la configuracio´n inicial la palabra < φ > esta´ en el nodo In. En los si-
guientes 2n− 1 pasos de computacio´n, de los cuales n son de splicing, no se
comunica ninguna palabra ya que ninguna puede abandonar el nodo In. Ma´s
concretamente, despue´s de k pasos de splicing todas las palabras:
↑C xk = bk B · · · C x1 = b1 B φ >
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con bj ∈ {0, 1}, 1 ≤ j ≤ k esta´n en In. Debido a la aparicio´n del s´ımbolo
↑, ninguna de estas palabras puede abandonar In hasta que k = n. Por tanto,
despue´s de 2n− 1 pasos cada una de estas palabras contendra´n C xn = 1 B
o´ C xn = 0 B y por consiguiente pueden atravesar los filtros de todas las
aristas incidentes sobre In y comunicadas sobre otros nodos. Por disponer
los filtros en las aristas de Γ una copia de cada palabra <C xn = bn B · · · C
x1 = b1 B φ > se recibe en todos los nodos (x1 ← b1), · · · , (xn ← bn).
A partir de ahora, las palabras obtenidas a partir de operaciones de spli-
cing sobre la palabra original saldra´n y entrara´n en In (donde las operacio-
nes de splicing no tendra´n efecto), y (x1 ← b1), · · · , (xn ← bn) por lo menos
en 2m pasos de splicing. Al mismo tiempo, las copias de estas palabras es-
tara´n continuamente movie´ndose entre cualquier par de nodos del conjunto
{(x1 ← b1), · · · , (xn ← bn)} durante 2m fases de splicing.
Se asume que φ es satisfactible, esto es, existe una asignacio´n de variables
que satisface cada cla´usula. Sea xi = bi, bi ∈ {0, 1}, 1 ≤ i ≤ n tal asignacio´n.
Entonces, para cada paso de splicing, el s´ımbolo de ma´s a la derecha xi o x¯i,
para algu´n 1 ≤ i ≤ n, de todas las palabras que entran en el nodo (xi ← bi)
se elimina. No´tese que si tal palabra entra en un nodo (xj ← bj), i 6= j, no
se modifica en absoluto. Ya que cada cla´usula es una disyuncio´n, para cada
1 ≤ k ≤ m, existe 1 ≤ ik ≤ n tal que xik = bik satisface la cla´usula Ck.
Adema´s, se asume que xik es la variable de ma´s a la derecha que aparece
en Ck y satisface Ck. Cuando xik es el s´ımbolo de ma´s a la derecha de una
fo´rmula, se aplica una regla del nodo (xik ← bik), reemplazando:
o bien, ∨xik) por ) >1 siempre y cuando bik = 1.
o bien, ∨x¯ik) por ) >1 siempre y cuando bik = 0.
o bien, ∧xik) por ) >1 siempre y cuando bik = 1.
o bie´n, ∧x¯ik) por ) >1 siempre y cuando bik = 0.
Se interpreta >1 como un marcador, significando que la cla´usula actual
se satisface. Como se puede ver, el proceso continua con > para cualquier
cla´usula. Por tanto, despue´s de m pasos de splicing se genera la palabra
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<C x1 = b1 BC x2 = b2 B · · · C xn = bn B> que entra en Out, so´lo palabras
de esa forma pueden entrar en Out.
Por otro lado, es fa´cil de ver que si Γ acepta una palabra φ, entonces
cualquier cla´usula de φ se satisface, y por tanto, φ es satisfactible. De estas
explicaciones se deduce que Γ acepta cualquier palabra φ en tiempo lineal si
y so´lo si φ es satisfactible.
Para terminar la demostracio´n, se ve que Γ se detiene en cualquier pala-
bra φ donde φ no es satisfactible. Para cualquier posible asignacio´n, existe
una cla´usula que no se satisface por tal asignacio´n. Sea Csi la cla´usula de
ma´s a la derecha de φ que no se satisface con la asignacio´n i, 1 ≤ i ≤ 2n.
Cuando se alcanza el conector ∧ antes de Csi , el s´ımbolo ↑ se introduce co-
mo marcador por la derecha, despue´s no se puede aplicar ninguna regla de
splicing y tampoco se puede enviar nunca ma´s. En el peor caso, Csi = C1 y
Γ se detiene en φ en O(n+m) pasos.
Notese´ que los otros recursos en Γ esta´n linealmente acotados:
El nu´mero de nodos es 2n+ 2.
El nu´mero total de s´ımbolos de W es 4n+ 8.
El nu´mero total de reglas de splicing es 12n− 2.
El nu´mero total de axiomas es 10n.
En este cap´ıtulo se ha propuesto un modelo de Redes de Procesadores Evo-
lutivos con Filtros en las Conexiones, y concretamente una variante ANSPFC
(Accepting Networks of Evolutionary Processors with Filtered Connections)
que resuelve en tiempo uniforme lineal el problema SAT. Esta solucio´n se
ha de entender en el siguiente contexto: no se resuelve el problema SAT con
recursos lineales de tiempo y espacio, ya que tanto las palabras del alfabeto y
palabras auxiliares esta´n presentes con un nu´mero ilimitado de ocurrencias.
Sin embargo, esto no es un gran inconveniente ya que a trave´s de la opera-
cio´n de PCR (Polymerase Chain Reaction), es posible generar un nu´mero
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exponencial de mole´culas de ADN ide´nticas empleando un nu´mero lineal de
reacciones, vea´se [14].
Cabe resen˜ar que el modelo ANSPFC descrito a lo largo de este cap´ıtu-
lo posee una estructura fija para cualquier instancia del problema siempre y
cuando posea el mismo nu´mero de variables. Por tanto, la solucio´n es uni-
forme en el sentido de que la red, excepto los nodos de entrada y salida, se
puede ver como un algoritmo: teniendo en cuenta el nu´mero de variables,
se definen los filtros, las palabras y reglas de splicing y se asignan todos los
posibles valores a las variables, evalua´ndose la fo´rmula.
En [14] se demuestra que un ANSP es computacionalmente completo. De
lo que cabe preguntar, dejando para unas posibles l´ıneas de investigacio´n que
continu´en con el trabajo realizado en esta tesis: Si un ASNPFC sera´ compu-
tacionalmente completo. Si este no es el caso, ¿que´ tipo de problemas se
pueden resolver eficientemente empleando el modelo descrito?. Adema´s, el
tipo de problemas NP es exactamente igual al tipo de todos los lenguajes de-
cidibles por un ANSP en tiempo polinomial. Despue´s de lo anteriormente
expuesto convendr´ıa profundizar en una futura l´ınea de investigacio´n sobre








El Lenguaje elegido para el desarrollo de la herramienta de simulacio´n es
Java y en concreto se va a utilizar los threads de Java para ejecutar mu´ltiples
procesos mediante procesos ligeros. No es el objetivo principal de esta tesis
mostrar en ella todos los procesos y procedimientos de Ingenier´ıa del Software
utilizados a la hora de desarrollar la herramienta del simulador, por lo que
se realizara´ una descripcio´n de los aspectos ma´s destacados del mismo con la
finalidad de poder tener una visio´n gene´rica de la arquitectura del simulador
y de sus principales caracter´ısticas utilizadas para la implementacio´n de los
procesadores de un NEP. En la figura 4.1 se muestra el diagrama de clases
donde se puede apreciar la existencia de las siguientes clases:
Processor, que incluye todos los elementos necesarios para el compor-
tamiento esperado del procesador.
Rules encargada de la implementacio´n y comportamiento de las reglas
aplicadas al procesador
Filter, encargada de los filtros del procesador.
InputFilter y OutputFilter, describen a su vez los filtros de entrada y
salida del procesador.
Obj, los objetos que suministran la entrada del procesador.
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Figura 4.1: Diagrama UML de clases.
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A continuacio´n se realiza una descripcio´n de como es simulado el compor-
tamiento de los procesadores en el simulador: Los procesadores de un NEP se
deber´ıan comportar de una manera no determinista. Los cambios en una con-
figuracio´n se deben a pasos de comunicacio´n y evolucio´n, pero estos dos pasos
tienen lugar de manera independiente, esto es, evolucio´n o comunicacio´n se
escogen dependiendo del modelo de threads implementado en [54, 53, 56].
Las reglas y filtros (de entrada y salida) se implementan como threads que
extienden el interface Runnable aportado por Java. Por tanto, un procesador
es el padre de un conjunto de threads, que emplean los objetos del procesa-
dor en una regio´n de exclusio´n mu´tua. Las reglas, filtros y objetos son parte
de un procesador. Los filtros pueden ser de entrada o salida, dependiendo
de su comportamiento, y controlan como los objetos se env´ıan y reciben por
diferentes procesadores. Las reglas de sustitucio´n tienen un antecedente y un
consecuente implementado como un conjunto de objetos. Cuando un procesa-
dor se ejecuta a trave´s del me´todo start, arranca en modo cascada el thread
de los filtros y reglas.
Esta es la composicio´n ba´sica de un procesador evolutivo; sin embargo,
existen arquitecturas NEP que tienen filtros prohibitivos en la entrada y sali-
da. Las diferencias en la implementacio´n para la resolucio´n de problemas se
definira´ como tipos del modelo gene´rico para tales clases de problemas.
De acuerdo con la figura 4.1, cada procesador tiene un nu´mero de reglas,
objetos y un filtro de entrada y salida. Cuando el procesador arranca todas
las reglas y filtros comienzan como threads independientes, ve´ase figura 4.2 y
el listado 4.3. Los objetos en el procesador se almacenan empleando la clase
Vector que es thread-safe, por tanto la sincronizacio´n esta´ garantizada.
Funcionamiento de un procesador.
Listado 4.1: Comportamiento de un Procesador  
1 public void run() {
2 for (int i=0; i<this.rules.size (); i++)
3 new Thread(this.rules.get(i)). start ();
4 new Thread (( OutputFilter) this.output_filter ). start ();




Figura 4.2: Diagrama de secuencia de un procesador.
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Los procesadores pueden enviar y recibir objetos siempre y cuando las
restricciones de los filtros se satisfagan. Esta comunicacio´n se realiza de la
manera siguiente:
Env´ıo de objetos. Los filtros de salida comprueban restricciones y todos
los objetos que cumplen las restricciones se eliminan del pool de objetos.
Listado 4.2: Env´ıo de objetos  
1 public void run() {
2 Vector v = null;
3 while (true) {
4 v = super.evaluate ();




Recibir objetos. Cuando el me´todo de env´ıo se invoca desde otro proce-
sador, algunos objetos ubicados en el pool de objetos del filtro de entrada
se comprueban, si cumplen las restricciones entonces se an˜aden.
Listado 4.3: Recepcio´n de objetos  
1 synchronized public void send(Vector v) {
2 (( InputFilter)this.input_filter ). addObjects(v);
3 } 
Todas las reglas y filtros son tratados como threads, por tanto el compor-
tamiento no determinista esta´ garantizado [52].
Los threads asociados a las reglas son muy simples, tan so´lo comprueban
si los objetos del antecedente esta´n en el pool del procesador, si esto es as´ı los
objetos del consecuente se incorporan en dicho pool, vease figura 4.3. No hay
ningu´n orden en la aplicacio´n de las reglas, e´stas esta´n en threads separados,
por tanto todas las comprobaciones sobre el pool de objetos se pueden realizar
al mismo tiempo y se pueden aplicar al mismo tiempo Se ha introducido
un retraso aleatorio para obtener una simulacio´n ma´s realista. No se han
considerado reglas de insercio´n y borrado en nuestro sistemas, pero se pueden
an˜adir fa´cilmente definiendo un objeto null en el fichero de configuracio´n
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Figura 4.3: Diagrama de secuencia de una regla.
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config.xml(donde se configura el simulador) y el sistema funcionara´ teniendo
en cuenta tal esquema.
El listado 4.4 muestra un esquema del comportamiento de las reglas de
acuerdo con la figura 4.3. Se puede notar que si el antecedente es satisfacto-
riamente evaluado entonces todos los objetos del consecuente se an˜adira´n al
pool del procesador.
Listado 4.4: Comportamiento de las reglas  
1 while(true) {
2 if (this.evaluate ()) {
3 Enumeration <Obj > e = this.consequent.elements ();
4 while (e.hasMoreElements ()) {
5 Obj o = e.nextElement ();




Los filtros trabajan en paralelo con las reglas. Cuando las restricciones
de los filtros se cumplen entonces se eliminara´n o an˜adira´n algunos objetos
al pool del procesador. La principal diferencia entre los filtros de entrada y
salida es, ve´ase las figuras 4.4 y 4.5:
Los filtros de entrada tan so´lo an˜aden objetos al procesador si estos
cumplen las restricciones.
Los filtros de salida evaluan el pool de objetos para descubrir que´ objetos
se deben enviar.
Ambos emplean la funcionalidad de una clase Filter, que proporciona la eva-
luacio´n de objetos. Se pueden implementar diferentes tipos de filtros en un
procesador evolutivo. Un filtro es un sistema que permite a un s´ımbolo ir
de un procesador a otro. Normalmente, el sistema de deteccio´n consiste en
comparar un s´ımbolo con otro.
El listado 4.5 muestra el me´todo de evaluacio´n que corresponde al filtro
de salida que comprueba si los objetos presentes en el pool se pueden enviar
o no a los procesadores conectados, si es as´ı, se eliminara´n del procesador.
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Figura 4.4: Diagrama de secuencia del filtro de entrada.
Listado 4.5: Evaluacio´n del filtro de salida  
1 public Vector <Obj > evaluate () {
2 Vector <Obj > v = this.processor.getObj ();
3 Enumeration <Obj > e = v.elements ();
4 v = new Vector <Obj >();
5 while(e.hasMoreElements ()) {
6 Obj o = e.nextElement ();




Se esta´ realizando un gran esfuerzo en la definicio´n teo´rica de diferentes
familiar de NEPs y el estudio de sus propiedades formales, as´ı como su com-
pletitud computacional y su capacidad de resolver problemas NP en tiempo
polinomial. Sin embargo, a parte del enfoque proporcionado por esta tesis y el
trabajo posterior de [25], no se ha realizado ningu´n tipo de simulacio´n real o
implementacio´n de los modelos basados en NEP. El simulador propuesto es
un primer modelo de implementacio´n de la familia de dispositivos de compu-
tacio´n simbo´lica denominados NEPs. Podr´ıa ser mejorando adapta´ndolo para
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Figura 4.5: Diagrama de secuencia del filtro de salida.
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su ejecucio´n en Cluster de Ordenadores, dando soporte Web y desarrollando
un Framework de trabajo para desarrollar sobre el mismo. jNEP [25] es un
programa Java que es capaz de simular cualquier NEP cla´sico descrito en la
literatura. Ha sido disen˜ado con dos principios ba´sicos:
Sigue rigurosamente la definicio´n formal de los NEP, en cuanto a pa-
ralelismo y distribucio´n.
Es una herramienta general, permitiendo el uso de diferentes variantes
de NEP y se puede adaptar a futuras variantes (al igual que las descritas
en este trabajo).
El co´digo de esta implementacio´n esta´ disponible en la siguiente direccio´n:
http://jnep.e-delrosal.net.
4.1. Simulacio´n y Resultados de los NEPs
El listado 4.6 muestra como se define la arquitectura y configuracio´n ini-
cial de una red de procesadores evolutivos, concretamente se muestra la con-
figuracio´n inicial para el caso del problema de los 3 colores. Hay que tener
en cuenta que el ejemplo mostrado se simula sobre una red de procesadores
evolutivos masivamente paralela.
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Listado 4.6: Configuracio´n Ini-





5 <object >acde</object >
6 <rule>
7 <antecedent >
8 <object >a</object >
9 </antecedent >
10 <consequent >
11 <object >rA</object >
12 <object >gA</object >





18 <object >c</object >
19 </antecedent >
20 <consequent >
21 <object >rC</object >
22 <object >gC</object >





28 <object >d</object >
29 </antecedent >
30 <consequent >
31 <object >rD</object >
32 <object >gD</object >





38 <object >e</object >
39 </antecedent >
40 <consequent >
41 <object >rE</object >
42 <object >gE</object >




47 <object >Vacio </object >
48 </inputfilter >
49 <outputfilter >
50 <object >A</object >
51 <object >C</object >
52 <object >D</object >







60 <object >rA</object >
61 </antecedent >
62 <consequent >





68 <object >gA</object >
69 </antecedent >
70 <consequent >





76 <object >rC</object >
77 </antecedent >
78 <consequent >





84 <object >gC</object >
85 </antecedent >
86 <consequent >




91 <object >A</object >
92 <object >C</object >
93 </inputfilter >
94 <outputfilter >
95 <object >g</object >
















111 <object >XBA</object >
112 </antecedent >
113 <consequent >





119 <object >YGC</object >
120 </antecedent >
121 <consequent >





127 <object >YBC</object >
128 </antecedent >
129 <consequent >




134 <object >A</object >
135 </inputfilter >
136 <outputfilter >
137 <object >b</object >







145 <object >XRA</object >
146 </antecedent >
147 <consequent >





153 <object >XBA</object >
154 </antecedent >
155 <consequent >





161 <object >YRC</object >
162 </antecedent >
163 <consequent >





169 <object >YBC</object >
170 </antecedent >
171 <consequent >




176 <object >A</object >
177 </inputfilter >
178 <outputfilter >
179 <object >r</object >






186 <object >a</object >









196 <object >TBE</object >
197 </antecedent >
198 <consequent >





204 <object >TGE</object >
205 </antecedent >
206 <consequent >















221 <object >TRE</object >
222 </antecedent >
223 <consequent >





229 <object >TBE</object >
230 </antecedent >
231 <consequent >




236 <object >ga</object >
237 </inputfilter >
238 <outputfilter >







246 <object >TRE</object >
247 </antecedent >
248 <consequent >





254 <object >TGE</object >
255 </antecedent >
256 <consequent >




261 <object >ba</object >
262 </inputfilter >
263 <outputfilter >







271 <object >ZRD</object >
272 </antecedent >
273 <consequent >





279 <object >ZGD</object >
280 </antecedent >
281 <consequent >





287 <object >ZBD</object >
288 </antecedent >
289 <consequent >













303 <object >ba</object >
304 </antecedent >
305 <consequent >





311 <object >ga</object >
312 </antecedent >
313 <consequent >













326 <object >rd</object >
327 </inputfilter >
328 <outputfilter >
329 <object >D</object >







338 <object >ba</object >
339 </antecedent >
340 <consequent >





346 <object >ra</object >
347 </antecedent >
348 <consequent >





354 <object >d</object >
355 </antecedent >
356 <consequent >




362 <object >gd</object >
363 </inputfilter >
364 <outputfilter >
365 <object >D</object >







373 <object >ga</object >
374 </antecedent >
375 <consequent >





381 <object >ra</object >
382 </antecedent >
383 <consequent >





389 <object >d</object >
390 </antecedent >
391 <consequent >




396 <object >bd</object >
397 </inputfilter >
398 <outputfilter >
399 <object >D</object >







408 <object >A</object >
409 </antecedent >
410 <consequent >













424 <object >bD</object >
425 </antecedent >
426 <consequent >






432 <object >gD</object >
433 </antecedent >
434 <consequent >




440 <object >rc</object >
441 </inputfilter >
442 <outputfilter >
443 <object >c</object >







451 <object >bD</object >
452 </antecedent >
453 <consequent >





459 <object >rD</object >
460 </antecedent >
461 <consequent >




467 <object >gc</object >
468 </inputfilter >
469 <outputfilter >
470 <object >c</object >







478 <object >gD</object >
479 </antecedent >
480 <consequent >





486 <object >rD</object >
487 </antecedent >
488 <consequent >




494 <object >bc</object >
495 </inputfilter >
496 <outputfilter >
497 <object >c</object >














































































































Ya que una red de procesadores evolutivos masivamente paralela es equi-
valente a una red de procesadores evolutivos bajo determinadas restricciones,
a continuacio´n se muestran los resultados considerando una red masivamente
paralela equivalente.
Listado 4.7: Resultado de la simulacio´n de los 3-colores  
1 [----------
2 Processor 0 : 1
3 Rules: [[a] --> [XRA , XGA , XBA], [c] --> [YRC , YGC , YBC],
4 [d] --> [ZRD , ZGD , ZBD], [e] --> [TRE , TGE , TBE]]
5 Objects: (256) [acde , XRAcde , XGAcde , XBAcde , aYRCde , aYGCde , aYBCde , XRAYRCde ,
6 XRAYGCde , XRAYBCde , XGAYRCde , XGAYGCde , XGAYBCde , XBAYRCde , XBAYGCde ,
7 XBAYBCde , acZRDe , acZGDe , acZBDe , XRAcZRDe , XRAcZGDe , XRAcZBDe , XGAcZRDe ,
8 XGAcZGDe , XGAcZBDe , XBAcZRDe , XBAcZGDe , XBAcZBDe , aYRCZRDe , aYRCZGDe ,
9 aYRCZBDe , aYGCZRDe , aYGCZGDe , aYGCZBDe , acdTRE , aYBCZRDe , acdTGE ,
10 acdTBE , XRAcdTRE , XRAcdTGE , XRAcdTBE , XGAcdTRE , XGAcdTGE ,
11 XGAcdTBE , XBAcdTRE , XBAcdTGE , XBAcdTBE , aYRCdTRE , aYRCdTGE , aYRCdTBE ,
12 aYGCdTRE , aYGCdTGE , aYGCdTBE , aYBCdTRE , aYBCdTGE , aYBCdTBE , XRAYRCdTRE ,
13 XRAYRCdTGE , XRAYRCdTBE , XRAYGCdTRE , XRAYGCdTGE , XRAYGCdTBE , XRAYBCdTRE ,
14 XRAYBCdTGE , XRAYBCdTBE , XGAYRCdTRE , XGAYRCdTGE , XGAYRCdTBE , XGAYGCdTRE ,
15 XGAYGCdTGE , XGAYGCdTBE , XGAYBCdTRE , XGAYBCdTGE , XGAYBCdTBE , XBAYRCdTRE ,
16 XBAYRCdTGE , XBAYRCdTBE , XBAYGCdTRE , XBAYGCdTGE , XBAYGCdTBE , XBAYBCdTRE ,
17 XBAYBCdTGE , XBAYBCdTBE , acZRDTRE , acZRDTGE , acZRDTBE , acZGDTRE , acZGDTGE ,
18 acZGDTBE , acZBDTRE , acZBDTGE , acZBDTBE , XRAcZRDTRE , XRAcZRDTGE , XRAcZRDTBE ,
19 XRAcZGDTRE , XRAcZGDTGE , XRAcZGDTBE , XRAcZBDTRE , XRAcZBDTGE , XRAcZBDTBE ,
20 XGAcZRDTRE , XGAcZRDTGE , XGAcZRDTBE , XGAcZGDTRE , XGAcZGDTGE , XGAcZGDTBE ,
21 XGAcZBDTRE , XGAcZBDTGE , XGAcZBDTBE , XBAcZRDTRE , XBAcZRDTGE , XBAcZRDTBE ,
22 XBAcZGDTRE , XBAcZGDTGE , XBAcZGDTBE , XBAcZBDTRE , XBAcZBDTGE , XBAcZBDTBE ,
23 aYRCZRDTRE , aYRCZRDTGE , aYRCZRDTBE , aYRCZGDTRE , aYRCZGDTGE , aYRCZGDTBE ,
24 aYRCZBDTRE , aYRCZBDTGE , aYRCZBDTBE , aYBCZGDe , aYBCZBDe , XRAYRCZRDe ,
25 XRAYRCZGDe , XRAYRCZBDe , XRAYGCZRDe , XRAYGCZGDe , XRAYGCZBDe , XRAYBCZRDe ,
26 XRAYBCZGDe , XRAYBCZBDe , XGAYRCZRDe , XGAYRCZGDe , XGAYRCZBDe , XGAYGCZRDe ,
27 XGAYGCZGDe , XGAYGCZBDe , XGAYBCZRDe , XGAYBCZGDe , XGAYBCZBDe , XBAYRCZRDe ,
28 XBAYRCZGDe , XBAYRCZBDe , XBAYGCZRDe , XBAYGCZGDe , XBAYGCZBDe , XBAYBCZRDe ,
29 XBAYBCZGDe , XBAYBCZBDe , aYGCZRDTRE , aYGCZRDTGE , aYGCZRDTBE , aYGCZGDTRE ,
30 aYGCZGDTGE , aYGCZGDTBE , aYGCZBDTRE , aYGCZBDTGE , aYGCZBDTBE , aYBCZRDTRE ,
31 aYBCZGDTRE , aYBCZBDTRE , aYBCZRDTGE , aYBCZGDTGE , aYBCZBDTGE , aYBCZRDTBE ,
32 aYBCZGDTBE , aYBCZBDTBE , XRAYRCZRDTRE , XRAYRCZRDTGE , XRAYRCZRDTBE ,
33 XRAYRCZGDTRE , XRAYRCZGDTGE , XRAYRCZGDTBE , XRAYRCZBDTRE , XRAYRCZBDTGE ,
34 XRAYRCZBDTBE , XRAYGCZRDTRE , XRAYGCZRDTGE , XRAYGCZRDTBE , XRAYGCZGDTRE ,
35 XRAYGCZGDTGE , XRAYGCZGDTBE , XRAYGCZBDTRE , XRAYGCZBDTGE , XRAYGCZBDTBE ,
36 XRAYBCZRDTRE , XRAYBCZRDTGE , XRAYBCZRDTBE , XRAYBCZGDTRE , XRAYBCZGDTGE ,
37 XRAYBCZGDTBE , XRAYBCZBDTRE , XGAYRCZRDTRE , XBAYRCZRDTRE , XGAYRCZRDTGE ,
38 XBAYRCZRDTGE , XGAYRCZRDTBE , XBAYRCZRDTBE , XGAYRCZGDTRE , XBAYRCZGDTRE ,
39 XGAYRCZGDTGE , XBAYRCZGDTGE , XGAYRCZGDTBE , XBAYRCZGDTBE , XGAYRCZBDTRE ,
40 XBAYRCZBDTRE , XGAYRCZBDTGE , XBAYRCZBDTGE , XGAYRCZBDTBE , XBAYRCZBDTBE ,
41 XGAYGCZRDTRE , XBAYGCZRDTRE , XGAYGCZRDTGE , XBAYGCZRDTGE , XGAYGCZRDTBE ,
42 XBAYGCZRDTBE , XGAYGCZGDTRE , XBAYGCZGDTRE , XGAYGCZGDTGE , XBAYGCZGDTGE ,
43 XGAYGCZGDTBE , XBAYGCZGDTBE , XGAYGCZBDTRE , XBAYGCZBDTRE , XGAYGCZBDTGE ,
44 XBAYGCZBDTGE , XGAYGCZBDTBE , XBAYGCZBDTBE , XGAYBCZRDTRE , XBAYBCZRDTRE ,
45 XGAYBCZGDTRE , XBAYBCZGDTRE , XGAYBCZBDTRE , XBAYBCZBDTRE , XGAYBCZRDTGE ,
104
46 XBAYBCZRDTGE , XGAYBCZGDTGE , XBAYBCZGDTGE , XRAYBCZBDTGE , XGAYBCZBDTGE ,
47 XBAYBCZBDTGE , XGAYBCZRDTBE , XBAYBCZRDTBE , XGAYBCZGDTBE , XBAYBCZGDTBE ,
48 XRAYBCZBDTBE , XGAYBCZBDTBE , XBAYBCZBDTBE]
49 Output Filter: [X, Y, Z, T]
50 Input Filter: [Vacio]
51 ----------
52 , ----------
53 Processor 1 : 2
54 Rules: [[XRA] --> [ra], [XGA] --> [ga], [YRC] --> [rc], [YGC] --> [gc]]
55 Objects: (215) [XRAYRCZRDTRE , XRAYRCZBDTRE , XRAYRCZGDTGE , XRAYRCZRDTBE ,
56 XRAYRCZBDTBE , XRAYGCZGDTRE , XRAYGCZRDTGE , XRAYGCZBDTGE , XRAYGCZGDTBE ,
57 XRAYBCZRDTRE , XRAYBCZBDTRE , XRArcZRDTRE , raYRCZRDTRE , XRAgcZGDTRE ,
58 XRAYBCZGDTGE , XRAYBCZRDTBE , XRAYBCZBDTBE , XGAYRCZGDTRE , XGAYRCZRDTGE ,
59 XGAYRCZBDTGE , XGAYRCZGDTBE , XGAYGCZRDTRE , XGAYGCZBDTRE , XGAYGCZGDTGE ,
60 XGAYGCZRDTBE , XGAYGCZBDTBE , XGAYBCZGDTRE , XGAYBCZRDTGE , XGAYBCZBDTGE ,
61 XGAYBCZGDTBE , XBAYRCZRDTRE , XBAYRCZBDTRE , XBAYRCZGDTGE , XBAYRCZRDTBE ,
62 XBAYRCZBDTBE , XBAYGCZGDTRE , XBAYGCZRDTGE , XBAYGCZBDTGE , XBAYGCZGDTBE ,
63 XBAYBCZRDTRE , XBAYBCZBDTRE , XBAYBCZGDTGE , XBAYBCZRDTBE , XBAYBCZBDTBE ,
64 XRAYRCZRDTGE , XRAYRCZGDTRE , XRAYRCZGDTBE , XRAYRCZBDTGE , XRAYGCZRDTRE ,
65 XRAYGCZRDTBE , XRAYGCZGDTGE , XRAYGCZBDTRE , XRAYGCZBDTBE , XRAYBCZRDTGE ,
66 XRAYBCZGDTRE , XRAYBCZGDTBE , XRAYBCZBDTGE , XGAYRCZRDTRE , XGAYRCZRDTBE ,
67 XGAYRCZGDTGE , XGAYRCZBDTRE , XGAYRCZBDTBE , XGAYGCZRDTGE , XGAYGCZGDTRE ,
68 XGAYGCZGDTBE , XGAYGCZBDTGE , XGAYBCZRDTRE , XGAYBCZRDTBE , XGAYBCZGDTGE ,
69 XGAYBCZBDTRE , XGAYBCZBDTBE , XBAYRCZRDTGE , XBAYRCZGDTRE , XBAYRCZGDTBE ,
70 XBAYRCZBDTGE , XBAYGCZRDTRE , XBAYGCZRDTBE , XBAYGCZGDTGE , XBAYGCZBDTRE ,
71 XBAYGCZBDTBE , XBAYBCZRDTGE , XBAYBCZGDTRE , XBAYBCZGDTBE , XBAYBCZBDTGE ,
72 XRArcZBDTRE , XRArcZGDTGE , raYRCZBDTRE , raYRCZGDTGE , raYRCZRDTBE , raYRCZBDTBE ,
73 raYGCZGDTRE , raYGCZRDTGE , raYGCZBDTGE , raYGCZGDTBE , raYBCZRDTRE , raYBCZBDTRE ,
74 rarcZRDTRE , raYBCZGDTGE , raYBCZRDTBE , raYBCZBDTBE , raYRCZRDTGE , raYRCZGDTRE ,
75 raYRCZGDTBE , raYRCZBDTGE , raYGCZRDTRE , raYGCZRDTBE , raYGCZGDTGE , raYGCZBDTRE ,
76 raYGCZBDTBE , raYBCZRDTGE , raYBCZGDTRE , raYBCZGDTBE , raYBCZBDTGE , rarcZBDTRE ,
77 rarcZGDTGE , XRArcZRDTBE , XRAgcZRDTGE , XRAgcZBDTGE , XRAgcZGDTBE , XGAgcZRDTRE ,
78 XGAgcZBDTRE , XGAgcZGDTGE , XGAgcZRDTBE , XGAgcZBDTBE , XBAgcZGDTRE , XBAgcZRDTGE ,
79 XBAgcZBDTGE , XBAgcZGDTBE , XRAgcZRDTRE , XRAgcZRDTBE , XRAgcZGDTGE , XRAgcZBDTRE ,
80 XRAgcZBDTBE , XGAgcZRDTGE , XGAgcZGDTRE , XGAgcZGDTBE , XGAgcZBDTGE , XBAgcZRDTRE ,
81 XBAgcZRDTBE , XBAgcZGDTGE , XBAgcZBDTRE , XBAgcZBDTBE , gaYRCZGDTRE , XRArcZBDTBE ,
82 gaYRCZRDTGE , gaYRCZBDTGE , gaYRCZGDTBE , gaYGCZRDTRE , gaYGCZBDTRE , gaYGCZGDTGE ,
83 gaYGCZRDTBE , gaYGCZBDTBE , gaYBCZGDTRE , gaYBCZRDTGE , gaYBCZBDTGE , gaYBCZGDTBE ,
84 gaYRCZRDTRE , gaYRCZRDTBE , gaYRCZGDTGE , gaYRCZBDTRE , gaYRCZBDTBE , gaYGCZRDTGE ,
85 gaYGCZGDTRE , gaYGCZGDTBE , gaYGCZBDTGE , gaYBCZRDTRE , gaYBCZRDTBE , gaYBCZGDTGE ,
86 gaYBCZBDTRE , gaYBCZBDTBE , gagcZRDTRE , gagcZBDTRE , gagcZGDTGE , gagcZRDTBE ,
87 gagcZBDTBE , gagcZRDTGE , gagcZGDTRE , gagcZGDTBE , gagcZBDTGE , XGArcZGDTRE ,
88 XGArcZRDTGE , XGArcZBDTGE , XGArcZGDTBE , XBArcZRDTRE , XBArcZBDTRE , XBArcZGDTGE ,
89 XBArcZRDTBE , XBArcZBDTBE , XRArcZRDTGE , XRArcZGDTRE , XRArcZGDTBE , XRArcZBDTGE ,
90 XGArcZRDTRE , XGArcZRDTBE , XGArcZGDTGE , XGArcZBDTRE , XGArcZBDTBE , XBArcZRDTGE ,
91 XBArcZGDTRE , XBArcZGDTBE , XBArcZBDTGE , rarcZRDTBE , rarcZBDTBE , rarcZRDTGE ,
92 rarcZGDTRE , rarcZGDTBE , rarcZBDTGE , ragcZRDTGE , ragcZBDTGE , ragcZGDTBE ,
93 ragcZRDTRE , ragcZRDTBE , ragcZGDTGE , ragcZBDTRE , ragcZBDTBE]
94 Output Filter: [g, r]
95 Input Filter: [A]
96 ----------
97 , ----------
98 Processor 2 : 3
99 Rules: [[XGA] --> [ga], [XBA] --> [ba], [YGC] --> [gc], [YBC] --> [bc]]
105
100 Objects: (207) [XRAYRCZRDTRE , XRAYRCZBDTRE , XRAYRCZGDTGE , XRAYRCZRDTBE ,
101 XRAYRCZBDTBE , XRAYGCZGDTRE , XRAYGCZRDTGE , XRAYGCZBDTGE , XRAYGCZGDTBE ,
102 XRAYBCZRDTRE , XRAYBCZBDTRE , XRAYBCZGDTGE , XRAYBCZRDTBE , XRAYBCZBDTBE ,
103 XGAYRCZGDTRE , XGAYRCZRDTGE , XGAYRCZBDTGE , XGAYRCZGDTBE , XGAYGCZRDTRE ,
104 XGAYGCZBDTRE , XGAYGCZGDTGE , XGAYGCZRDTBE , XGAYGCZBDTBE , XGAYBCZGDTRE ,
105 XGAYBCZRDTGE , XGAYBCZBDTGE , XGAYBCZGDTBE , XBAYRCZRDTRE , XBAYRCZBDTRE ,
106 XBAYRCZGDTGE , XBAYRCZRDTBE , XBAYRCZBDTBE , XBAYGCZGDTRE , XBAYGCZRDTGE ,
107 XBAYGCZBDTGE , XBAYGCZGDTBE , XBAYBCZRDTRE , XBAYBCZBDTRE , XBAYBCZGDTGE ,
108 XBAYBCZRDTBE , XBAYBCZBDTBE , XRAYRCZGDTRE , XRAYRCZBDTGE , XRAYGCZRDTRE ,
109 XRAYGCZGDTGE , XRAYGCZBDTBE , XRAYBCZRDTGE , XRAYBCZGDTBE , XGAYRCZBDTRE ,
110 XGAYRCZRDTBE , XGAYGCZGDTRE , XGAYGCZBDTGE , XGAYBCZRDTRE , XGAYBCZGDTGE ,
111 XGAYBCZBDTBE , XBAYRCZRDTGE , XBAYRCZGDTBE , XBAYGCZBDTRE , XBAYGCZRDTBE ,
112 XBAYBCZGDTRE , XBAYBCZBDTGE , XRAYRCZRDTGE , XRAYGCZBDTRE , XRAYBCZGDTRE ,
113 XGAYRCZRDTRE , XGAYRCZBDTBE , XGAYGCZGDTBE , XGAYBCZRDTBE , XBAYRCZBDTGE ,
114 XBAYGCZGDTGE , XBAYBCZRDTGE , XRAYRCZGDTBE , XRAYBCZBDTGE , XGAYGCZRDTGE ,
115 XBAYRCZGDTRE , XBAYGCZBDTBE , XRAYGCZRDTBE , XGAYBCZBDTRE , XBAYBCZGDTBE ,
116 XGAYRCZGDTGE , XBAYGCZRDTRE , XRAgcZGDTRE , baYRCZRDTRE , gaYRCZGDTRE ,
117 XRAgcZRDTGE , baYRCZBDTRE , gaYRCZRDTGE , XRAgcZBDTGE , XRAgcZGDTBE , XGAgcZRDTRE ,
118 XGAgcZBDTRE , XRAbcZRDTRE , XRAbcZBDTRE , XRAbcZGDTGE , XRAbcZRDTBE , XRAbcZBDTBE ,
119 XGAbcZGDTRE , XGAbcZRDTGE , XGAbcZBDTGE , XGAbcZGDTBE , XBAbcZRDTRE , XBAbcZBDTRE ,
120 XBAbcZGDTGE , XBAbcZRDTBE , XBAbcZBDTBE , XRAbcZRDTGE , XRAbcZGDTBE , XGAbcZRDTRE ,
121 XGAbcZGDTGE , XGAbcZBDTBE , XBAbcZGDTRE , XBAbcZBDTGE , XRAbcZGDTRE , XGAbcZRDTBE ,
122 XBAbcZRDTGE , XRAbcZBDTGE , XGAbcZBDTRE , XBAbcZGDTBE , XGAgcZGDTGE , XGAgcZRDTBE ,
123 XGAgcZBDTBE , XBAgcZGDTRE , XBAgcZRDTGE , XBAgcZBDTGE , XBAgcZGDTBE , XRAgcZRDTRE ,
124 XRAgcZGDTGE , XRAgcZBDTBE , XGAgcZGDTRE , XGAgcZBDTGE , XBAgcZBDTRE , XBAgcZRDTBE ,
125 XRAgcZBDTRE , XGAgcZGDTBE , XBAgcZGDTGE , XGAgcZRDTGE , XBAgcZBDTBE , XRAgcZRDTBE ,
126 XBAgcZRDTRE , baYRCZGDTGE , baYRCZRDTBE , baYRCZBDTBE , baYGCZGDTRE , baYGCZRDTGE ,
127 baYGCZBDTGE , baYGCZGDTBE , baYBCZRDTRE , baYBCZBDTRE , baYBCZGDTGE , baYBCZRDTBE ,
128 baYBCZBDTBE , baYRCZRDTGE , baYRCZGDTBE , baYGCZBDTRE , baYGCZRDTBE , baYBCZGDTRE ,
129 baYBCZBDTGE , baYRCZBDTGE , baYGCZGDTGE , baYBCZRDTGE , baYRCZGDTRE , baYGCZBDTBE ,
130 baYBCZGDTBE , baYGCZRDTRE , babcZRDTRE , babcZBDTRE , babcZGDTGE , babcZRDTBE ,
131 babcZBDTBE , babcZGDTRE , babcZBDTGE , babcZRDTGE , babcZGDTBE , gaYRCZBDTGE ,
132 gaYRCZGDTBE , gaYGCZRDTRE , gaYGCZBDTRE , gaYGCZGDTGE , gaYGCZRDTBE , gaYGCZBDTBE ,
133 gaYBCZGDTRE , gaYBCZRDTGE , gaYBCZBDTGE , gaYBCZGDTBE , gaYRCZBDTRE , gaYRCZRDTBE ,
134 gaYGCZGDTRE , gaYGCZBDTGE , gaYBCZRDTRE , gaYBCZGDTGE , gaYBCZBDTBE , gaYRCZRDTRE ,
135 gaYRCZBDTBE , gaYGCZGDTBE , gaYBCZRDTBE , gaYGCZRDTGE , gaYBCZBDTRE , gaYRCZGDTGE ,
136 gagcZRDTRE , gagcZBDTRE , gagcZGDTGE , gagcZRDTBE , gagcZBDTBE , gagcZGDTRE ,
137 gagcZBDTGE , gagcZGDTBE , gagcZRDTGE]
138 Output Filter: [b, g]
139 Input Filter: [A]
140 ----------
141 , ----------
142 Processor 2 : 4
143 Rules: [[XRA] --> [ra], [XBA] --> [ba], [YRC] --> [rc], [YBC] --> [bc]]
144 Objects: (216) [XRAYRCZRDTRE , XRAYRCZBDTRE , XRAYRCZGDTGE , XRAYRCZRDTBE ,
145 XRAYRCZBDTBE , XRAYGCZGDTRE , XRAYGCZRDTGE , XRAYGCZBDTGE , XRAYGCZGDTBE ,
146 XRAYBCZRDTRE , XRAYBCZBDTRE , XRAYBCZGDTGE , XRAYBCZRDTBE , XRAYBCZBDTBE ,
147 XGAYRCZGDTRE , XGAYRCZRDTGE , XGAYRCZBDTGE , XGAYRCZGDTBE , XGAYGCZRDTRE ,
148 XGAYGCZBDTRE , XGAYGCZGDTGE , XGAYGCZRDTBE , XGAYGCZBDTBE , XGAYBCZGDTRE ,
149 XGAYBCZRDTGE , XGAYBCZBDTGE , XGAYBCZGDTBE , XBAYRCZRDTRE , XBAYRCZBDTRE ,
150 XBAYRCZGDTGE , XBAYRCZRDTBE , XBAYRCZBDTBE , XBAYGCZGDTRE , XBAYGCZRDTGE ,
151 XBAYGCZBDTGE , XBAYGCZGDTBE , XBAYBCZRDTRE , XBAYBCZBDTRE , XBAYBCZGDTGE ,
152 XBAYBCZRDTBE , XBAYBCZBDTBE , XRAYRCZGDTRE , XRAYRCZBDTGE , XRAYGCZRDTRE ,
153 XRAYGCZGDTGE , XRAYGCZBDTBE , XRAYBCZRDTGE , XRAYBCZGDTBE , XGAYRCZBDTRE ,
106
154 XGAYRCZRDTBE , XGAYGCZGDTRE , XGAYGCZBDTGE , XGAYBCZRDTRE , XGAYBCZGDTGE ,
155 XGAYBCZBDTBE , XBAYRCZRDTGE , XBAYRCZGDTBE , XBAYGCZBDTRE , XBAYGCZRDTBE ,
156 XBAYBCZGDTRE , XBAYBCZBDTGE , XRAYRCZRDTGE , XRAYGCZBDTRE , XRAYBCZGDTRE ,
157 XGAYRCZRDTRE , XGAYRCZBDTBE , XGAYGCZGDTBE , XGAYBCZRDTBE , XBAYRCZBDTGE ,
158 XBAYGCZGDTGE , XBAYBCZRDTGE , XRAYRCZGDTBE , XRAYBCZBDTGE , XGAYGCZRDTGE ,
159 XBAYRCZGDTRE , XBAYGCZBDTBE , XRAYGCZRDTBE , XGAYBCZBDTRE , XBAYBCZGDTBE ,
160 XGAYRCZGDTGE , XBAYGCZRDTRE , XRArcZRDTRE , baYRCZRDTRE , XRAbcZRDTRE ,
161 raYRCZRDTRE , raYRCZBDTRE , raYRCZGDTGE , raYRCZRDTBE , raYRCZBDTBE , raYGCZGDTRE ,
162 raYGCZRDTGE , raYGCZBDTGE , raYGCZGDTBE , raYBCZRDTRE , raYBCZBDTRE , raYBCZGDTGE ,
163 raYBCZRDTBE , raYBCZBDTBE , raYRCZGDTRE , raYRCZBDTGE , raYGCZRDTRE , raYGCZGDTGE ,
164 raYGCZBDTBE , raYBCZRDTGE , raYBCZGDTBE , raYRCZRDTGE , raYGCZBDTRE , raYBCZGDTRE ,
165 raYRCZGDTBE , raYBCZBDTGE , raYGCZRDTBE , rarcZRDTRE , baYRCZBDTRE , baYRCZGDTGE ,
166 baYRCZRDTBE , baYRCZBDTBE , baYGCZGDTRE , baYGCZRDTGE , baYGCZBDTGE , baYGCZGDTBE ,
167 baYBCZRDTRE , baYBCZBDTRE , baYBCZGDTGE , baYBCZRDTBE , baYBCZBDTBE , baYRCZRDTGE ,
168 baYRCZGDTBE , baYGCZBDTRE , baYGCZRDTBE , baYBCZGDTRE , baYBCZBDTGE , baYRCZBDTGE ,
169 baYGCZGDTGE , baYBCZRDTGE , baYRCZGDTRE , baYGCZBDTBE , baYBCZGDTBE , baYGCZRDTRE ,
170 XRArcZBDTRE , XRArcZGDTGE , XRArcZRDTBE , XRArcZBDTBE , XRAbcZBDTRE , XRAbcZGDTGE ,
171 XRAbcZRDTBE , XRAbcZBDTBE , XGAbcZGDTRE , XGAbcZRDTGE , XGAbcZBDTGE , XGAbcZGDTBE ,
172 XBAbcZRDTRE , XBAbcZBDTRE , XBAbcZGDTGE , XBAbcZRDTBE , XBAbcZBDTBE , XRAbcZRDTGE ,
173 XRAbcZGDTBE , XGAbcZRDTRE , XGAbcZGDTGE , XGAbcZBDTBE , XBAbcZGDTRE , XBAbcZBDTGE ,
174 XRAbcZGDTRE , XGAbcZRDTBE , XBAbcZRDTGE , XRAbcZBDTGE , XGAbcZBDTRE , XBAbcZGDTBE ,
175 babcZRDTRE , babcZBDTRE , babcZGDTGE , babcZRDTBE , babcZBDTBE , babcZGDTRE ,
176 babcZBDTGE , babcZRDTGE , babcZGDTBE , XGArcZGDTRE , XGArcZRDTGE , XGArcZBDTGE ,
177 XGArcZGDTBE , XBArcZRDTRE , XBArcZBDTRE , XBArcZGDTGE , XBArcZRDTBE , XBArcZBDTBE ,
178 XRArcZGDTRE , XRArcZBDTGE , XGArcZBDTRE , XGArcZRDTBE , XBArcZRDTGE , XBArcZGDTBE ,
179 XRArcZRDTGE , XGArcZRDTRE , XGArcZBDTBE , XBArcZBDTGE , XRArcZGDTBE , XBArcZGDTRE ,
180 XGArcZGDTGE , rarcZBDTRE , rarcZGDTGE , rarcZRDTBE , rarcZBDTBE , rarcZGDTRE ,
181 rarcZBDTGE , rarcZRDTGE , rarcZGDTBE , barcZRDTRE , barcZBDTRE , barcZGDTGE ,
182 barcZRDTBE , barcZBDTBE , barcZRDTGE , barcZGDTBE , barcZBDTGE , barcZGDTRE]
183 Output Filter: [r, b]
184 Input Filter: [A]
185 ----------
186 , ----------
187 Processor 4 : 5
188 Rules: []
189 Objects: (61) [gabcZBDbe , gabcZRDbe , garcZRDbe , garcZGDre , gabcZRDre ,
190 gabcZGDre , gabcgdbe , gabcrdbe , gabcgdre , garcbdre , garcrdbe , garcrdre ,
191 ragcZBDbe , ragcZRDbe , rabcZRDbe , ragcgdbe , ragcbdge , rabcgdbe ,
192 ragcrdbe , ragcbdbe , ragcZBDge , rabcZRDge , rabcZGDge , ragcrdge ,
193 rabcZBDbe , barcZGDge , bagcZRDre , rabcZGDTGE , rabcZBDTBE ,
194 rabcZGDTBE , rabcZBDTGE , gabcZGDbe , garcZBDbe , garcZRDre , garcgdre ,
195 garcgdbe , gabcbdbe , ragcZGDbe , rabcrdge , rabcrdbe , rabcbdbe , rabcbdge ,
196 ragcgdge , bagcZBDge , rabcZRDTBE , rabcZGDTRE , garcZGDbe , gabcZBDre ,
197 garcbdbe , rabcZGDbe , rabcZBDge , ragcZGDge , barcZBDge , rabcZRDTGE ,
198 garcZBDre , gabcbdre , ragcZRDge , rabcZBDTRE , gabcrdre , rabcgdge , rabcZRDTRE]
199 Output Filter: []
200 Input Filter: [a, c]
201 ----------
202 , ----------
203 Processor 5 : 6
204 Rules: [[TBE] --> [be], [TGE] --> [ge]]
205 Objects: (42) [rabcZRDTRE , rabcZBDTBE , rabcZBDTGE , rabcZBDTRE ,
206 rabcZRDTGE , ragcZGDTRE , ragcZRDTRE , ragcZBDTBE , ragcZGDTBE ,
207 ragcZBDTRE , rabcZGDTGE , rabcZGDTRE , ragcZGDTGE , ragcZRDTBE ,
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208 rabcZGDTBE , ragcZBDTGE , ragcZRDTGE , rabcZRDTBE , ragcZBDbe ,
209 ragcZGDge , ragcZBDge , ragcZRDge , rabcZBDge , rabcZRDge , rabcZGDge ,
210 ragcZGDbe , ragcZRDbe , rabcZGDbe , rabcZRDbe , rabcZBDbe , rabcrdbe ,
211 rabcrdge , ragcgdbe , rabcgdge , ragcrdbe , ragcbdge , ragcbdbe , rabcgdbe ,
212 rabcbdge , ragcrdge , rabcbdbe , ragcgdge]
213 Output Filter: [e]
214 Input Filter: [ra]
215 ----------
216 , ----------
217 Processor 6 : 7
218 Rules: [[TRE] --> [re], [TBE] --> [be]]
219 Objects: (18) [garcZBDTGE , garcZGDTGE , garcZRDTGE , garcZBDTRE ,
220 gabcZGDTBE , gabcZRDTBE , gabcZRDTRE , garcZGDTBE , garcZRDTRE ,
221 garcZRDTBE , gabcZGDTGE , gabcZGDTRE , gabcZBDTGE , garcZBDTBE ,
222 gabcZRDTGE , gabcZBDTRE , garcZGDTRE , gabcZBDTBE]
223 Output Filter: [e]
224 Input Filter: [ga]
225 ----------
226 , ----------
227 Processor 7 : 8
228 Rules: [[TRE] --> [re], [TGE] --> [ge]]
229 Objects: (42) [barcZRDTBE , barcZBDTGE , barcZGDTGE , barcZGDTBE ,
230 bagcZGDTRE , bagcZBDTRE , bagcZRDTRE , bagcZRDTBE , bagcZGDTBE ,
231 bagcZBDTBE , barcZBDTRE , barcZRDTRE , barcZGDTRE , bagcZBDTGE ,
232 bagcZRDTGE , barcZBDTBE , barcZRDTGE , bagcZGDTGE , bagcZRDge ,
233 barcZBDre , barcZRDge , bagcZGDge , barcZRDre , barcZGDre , bagcZGDre ,
234 bagcZBDre , bagcZRDre , barcZBDge , barcZGDge , bagcZBDge , barcgdre ,
235 barcgdge , barcrdre , bagcgdge , bagcbdre , barcbdre , barcbdge , bagcrdge ,
236 barcrdge , bagcgdre , bagcrdre , bagcbdge]
237 Output Filter: [e]
238 Input Filter: [ba]
239 ----------
240 , ----------
241 Processor 8 : 9
242 Rules: [[ZRD] --> [rd], [ZGD] --> [gd], [ZBD] --> [bd]]
243 Objects: (90) [rabcZBDbe , rabcZBDge , rabcZGDge , ragcZBDge , ragcZGDbe ,
244 rabcZGDbe , bagcZGDre , bagcZRDre , barcZRDre , barcZBDge , bagcZBDge ,
245 barcZRDge , rabcZRDbe , ragcZBDbe , barcZBDre , barcZGDre , bagcZBDre ,
246 bagcZRDge , bagcZGDge , barcZGDge , rabcZRDge , ragcZRDge , ragcZGDge ,
247 ragcZRDbe , gabcZGDbe , garcZBDre , garcZGDbe , garcZBDbe , garcZRDre ,
248 gabcZBDre , garcZGDre , gabcZBDbe , gabcZRDbe , garcZRDbe , gabcZRDre ,
249 gabcZGDre , bArcrDre , rAbcbDbe , rAbcbDge , rAgcbDge , rAgcbDbe , bArcgDre ,
250 rAgcgDbe , bAgcgDre , rAbcgDbe , bAgcrDre , bArcrDge , bAgcrDge , bArcgDge ,
251 bAgcgDge , rAbcgDge , gArcrDre , gAbcrDbe , gArcrDbe , gAbcrDre , rAgcgDge ,
252 gArcbDbe , gArcbDre , gAbcbDbe , gAbcbDre , rabcgdbe , bagcgdre , barcbdge ,
253 bagcbdge , garcgdre , gabcrdre , garcgdbe , garcbdbe , gabcbdbe , gabcbdre ,
254 rabcrdge , rabcgdge , rabcrdbe , rabcbdbe , rabcbdge , ragcgdge , barcgdre ,
255 bagcgdge , barcgdge , gabcgdbe , gabcgdre , ragcgdbe , ragcbdbe , barcbdre ,
256 bagcbdre , garcbdre , ragcbdge , barcrdge , bagcrdge , ragcrdge]
257 Output Filter: [d]
258 Input Filter: []
259 ----------
260 , ----------
261 Processor 9 : 10
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262 Rules: [[ba] --> [bA], [ga] --> [gA], [d] --> [D]]
263 Objects: (32) [barcrdre , rabcrdbe , rabcrdge , ragcrdbe , bArcrdre , barcrDre ,
264 rabcrDbe , rabcrDge , ragcrDbe , bagcrdre , ragcrdge , bagcrdge , barcrdge ,
265 bAgcrdre , bAgcrdge , bArcrdge , bagcrDre , ragcrDge , bagcrDge , barcrDge ,
266 garcrdre , garcrdbe , gArcrdre , gabcrdbe , gabcrdre , gArcrdbe , gAbcrdbe ,
267 gAbcrdre , garcrDre , garcrDbe , gabcrDbe , gabcrDre]
268 Output Filter: [D, A]
269 Input Filter: [rd]
270 ----------
271 , ----------
272 Processor 10 : 11
273 Rules: [[ba] --> [bA], [ra] --> [rA], [d] --> [D]]
274 Objects: (32) [rabcgdge , rabcgdbe , rAbcgdge , barcgdre , barcgdge , ragcgdbe ,
275 bagcgdre , bagcgdge , bArcgdre , bArcgdge , bAgcgdre , bAgcgdge , rabcgDge ,
276 rAbcgdbe , rAgcgdbe , rabcgDbe , barcgDre , barcgDge , ragcgDbe , bagcgDre ,
277 bagcgDge , gabcgdbe , garcgdre , garcgdbe , gabcgdre , ragcgdge , rAgcgdge ,
278 gabcgDbe , garcgDre , garcgDbe , gabcgDre , ragcgDge]
279 Output Filter: [D, A]
280 Input Filter: [gd]
281 ----------
282 , ----------
283 Processor 11 : 12
284 Rules: [[ga] --> [gA], [ra] --> [rA], [d] --> [D]]
285 Objects: (40) [rabcbdbe , rabcbdge , rAbcbdbe , rabcbDbe , barcbdge , barcbdre ,
286 bagcbdge , ragcbdbe , ragcbdge , bagcbdre , rAbcbdge , rAgcbdbe , rAgcbdge ,
287 rabcbDge , barcbDge , barcbDre , bagcbDge , ragcbDbe , ragcbDge , bagcbDre ,
288 garcbdbe , gabcbdbe , gArcbdbe , garcbdre , gabcbdre , garcbDbe , gabcbDbe ,
289 garcbDre , gabcbDre , gAbcbdbe , gArcbdre , gAbcbdre , rAbcbDge , rAgcbDbe ,
290 rAgcbDge , gArcbDbe , gAbcbDbe , gArcbDre , gAbcbDre , rAbcbDbe]
291 Output Filter: [D, A]
292 Input Filter: [bd]
293 ----------
294 , ----------
295 Processor 12 : 13
296 Rules: [[A] --> [a]]
297 Objects: (52) [bArcrDre , rAbcbDbe , rAbcbDge , rAgcbDge , rAgcbDbe , rAbcgDge ,
298 rAbcgDbe , bArcgDge , bAgcgDge , bArcgDre , bAgcgDre , rAgcgDbe , bAgcrDge ,
299 bAgcrDre , bArcrDge , gArcrDbe , gAbcrDre , gAbcrDbe , gArcrDre , rAgcgDge ,
300 gArcbDbe , gArcbDre , gAbcbDbe , gAbcbDre , ragcbdge , ragcbdbe , bagcrdge ,
301 bagcrdre , garcrDre , ragcgDge , garcbDbe , garcbDre , gabcbDbe , gabcbDre ,
302 barcrDre , rabcbDbe , rabcbDge , ragcbDge , ragcbDbe , rabcgDge , rabcgDbe ,
303 barcgDge , bagcgDge , barcgDre , bagcgDre , ragcgDbe , bagcrDge , bagcrDre ,
304 barcrDge , garcrDbe , gabcrDre , gabcrDbe]
305 Output Filter: [a]
306 Input Filter: []
307 ----------
308 , ----------
309 Processor 13 : 14
310 Rules: [[bD] --> [bd], [gD] --> [gd]]
311 Objects: (8) [barcrDre , barcrDge , garcrDre , barcgDge , barcgDre , garcrDbe ,
312 garcbDbe , garcbDre]
313 Output Filter: [c, d]




317 Processor 14 : 15
318 Rules: [[bD] --> [bd], [rD] --> [rd]]
319 Objects: (10) [ragcbDbe , ragcbDge , bagcgDge , bagcgDre , bagcrDge , bagcrDre ,
320 ragcgDbe , ragcgDge , bagcrdre , ragcbdge]
321 Output Filter: [c, d]
322 Input Filter: [gc]
323 ----------
324 , ----------
325 Processor 15 : 16
326 Rules: [[gD] --> [gd], [rD] --> [rd]]
327 Objects: (11) [rabcbDge , rabcbDbe , rabcgDbe , gabcrDre , rabcgDge , gabcrDbe ,
328 gabcbDbe , gabcbDre , rabcgdbe , rabcgdge , gabcrdbe]
329 Output Filter: [c, d]
330 Input Filter: [bc]
331 ----------
332 , ----------
333 Processor 16 : 17
334 Rules: []
335 Objects: (12) [ragcbdbe , ragcbdge , gabcrdre , rabcgdbe , gabcrdbe , rabcgdge ,
336 bagcrdre , bagcrdge , barcgdge , barcgdre , garcbdre , garcbdbe]
337 Output Filter: [OO]
338 Input Filter: []
339 ----------
340 ] 
Este apartado nos ha mostrado la posibilidad de realizar simulaciones
del modelo de Redes de Procesadores Evolutivos, y sus variantes descritas a
lo largo de esta Tesis, como modelos capaces de resolver problemas NP en
tiempo lineal [57]. Se ha descrito la implementacio´n de tales modelos en un
computador tradicional. Para simular el comportamiento no determinista y
altamente paralelo se emplean los hilos (threads) que proporciona Java ac-
cediendo al multiconjunto de objetos que contienen los procesadores, como
consecuencia de la gestio´n de hilos que realiza la ma´quina virtual de Java se
asegura el no determinismo. La arquitectura de la red de procesadores evolu-
tivos se define empleando el lenguaje de marcas XML, iniciando diferentes
hilos de ejecucio´n para los filtros, las reglas, los procesadores, los canales de
comunicacio´n y los multiconjuntos de objetos.
La arquitectura empleada por el simulador es una representacio´n gene´ri-
ca del comportamiento de las Redes de Procesadores Evolutivos [55]. Obvia-
mente, la eficiencia teo´rica nunca se alcanzara´ debido a la secuencialidad
inherente en los computadores tradicionales, pero se pueden reducir los tiem-
pos empleando una implementacio´n distribuida del simulador descrito con
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anterioridad en este cap´ıtulo.
Las redes de procesadores evolutivos se pueden aplicar al campo de los
Sistemas de Ayuda a la Decisio´n con un enfoque pra´ctico [57], dado el inhe-
rente comportamiento basado en reglas de los NEP. Como futuro trabajo de
investigacio´n se podr´ıan incorporar los me´todos de aprendizaje de las Redes
de Neuronas Artificiales adapta´ndolos al caso simbo´lico.
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Parte V




En este trabajo se ha realizado un estudio sobre un modelo inspirado en
la biolog´ıa celular denominado redes de procesadores evolutivos [55, 53], esto
es, redes cuyos nodos son procesadores muy simples capaces de realizar u´ni-
camente un tipo de mutacio´n puntual (insercio´n, borrado o sustitucio´n de un
s´ımbolo). Estos nodos esta´n asociados con un filtro que esta´ definido por algu-
na condicio´n de contexto aleatorio o de pertenencia. Las redes esta´n formadas
a lo sumo de seis nodos y teniendo los filtros definidos por una pertenencia
a lenguajes regulares son capaces de generar todos los lenguajes enumera-
bles recursivos independientemente del grafo subyacente. Este resultado no
es sorprendente ya que semejantes resultados han sido documentados en la
literatura. Si se consideran redes con nodos y filtros definidos por contextos
aleatorios –que parecen estar ma´s cerca a las implementaciones biolo´gicas–,
entonces se pueden generar lenguajes ma´s complejos, como lenguajes no in-
dependientes del contexto. Sin embargo, estos mecanismos tan simples son
capaces de resolver problemas complejos en tiempo polinomial. Se ha presen-
tado una solucio´n lineal para un problema NP-completo, el problema de los
3-colores.
Como primer aporte significativo se ha propuesto una nueva dina´mica de
las redes de procesadores evolutivos con un comportamiento no determinista
y masivamente paralelo [55], y por tanto todo el trabajo de investigacio´n en el
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a´rea de la redes de procesadores se puede trasladar a las redes masivamente
paralelas. Por ejemplo, las redes masivamente paralelas se pueden modificar
de acuerdo a determinadas reglas para mover los filtros hacia las conexiones.
Cada conexio´n se ve como un canal bidireccional de manera que los filtros
de entrada y salida coinciden. A pesar de esto, estas redes son computacio-
nalmente completas. Se pueden tambie´n implementar otro tipo de reglas para
extender este modelo computacional. Se reemplazan las mutaciones puntuales
asociadas a cada nodo por la operacio´n de splicing. Este nuevo tipo de proce-
sador se denomina procesador splicing. Este modelo computacional ANSP
es semejante en cierto modo a los sistemas distribuidos en tubos de ensayo
basados en splicing.
Adema´s, se ha definido un nuevo modelo [56] –Redes de procesadores
evolutivos con filtros en las conexiones–, en el cual los procesadores tan so´lo
tienen reglas y los filtros se han trasladado a las conexiones. Dicho modelo
es equivalente, bajo determinadas circunstancias, a las redes de procesadores
evolutivos cla´sicas. Sin dichas restricciones el modelo propuesto es un super-
conjunto de los NEPs cla´sicos. La principal ventaja de mover los filtros a las
conexiones ra´dica en la simplicidad de la modelizacio´n.
Otra de las aportaciones de este trabajo ha sido el disen˜o de un simulador
en Java [54, 52] para las redes de procesadores evolutivos propuestas en esta
Tesis.
Sobre el te´rmino ”procesador evolutivo” empleado en esta Tesis, el pro-
ceso computacional descrito aqu´ı no es exactamente un proceso evolutivo en
el sentido Darwiniano. Pero las operaciones de reescritura que se han con-
siderado pueden interpretarse como mutaciones y los procesos de filtrado se
podr´ıan ver como procesos de seleccio´n. Adema´s, este trabajo no abarca la
posible implementacio´n biolo´gica de estas redes, a pesar de ser de gran im-
portancia.
Todas estas aportaciones se pueden ver reflejadas en las publicaciones del
autor.
A lo largo de esta tesis se ha tomado como definicio´n de la medida de com-
plejidad para los ANSP, una que denotaremos como taman˜o (considerando
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taman˜o como el nu´mero de nodos del grafo subyacente). Se ha mostrado que
cualquier lenguaje enumerable recursivo L puede ser aceptado por un ANSP
en el cual el nu´mero de procesadores esta´ linealmente acotado por la cardi-
nalidad del alfabeto de la cinta de un ma´quina de Turing que reconoce dicho
lenguaje L. Siguiendo el concepto de ANSP universales introducido por Ma-
nea [65], se ha demostrado que un ANSP con una estructura de grafo fija
puede aceptar cualquier lenguaje enumerable recursivo. Un ANSP se pue-
de considerar como un ente capaz de resolver problemas, adema´s de tener
otra propiedad relevante desde el punto de vista pra´ctico: Se puede definir
un ANSP universal como una subred, donde so´lo un cantidad limitada de
para´metros es dependiente del lenguaje. La anterior caracter´ıstica se puede
interpretar como un me´todo para resolver cualquier problema NP en tiempo
polinomial empleando un ANSP de taman˜o constante, concretamente treinta
y uno. Esto significa que la solucio´n del cualquier problema NP es uniforme
en el sentido de que la red, exceptuando la subred universal, se puede ver
como un programa: adapta´ndolo a la instancia del problema a resolver, se
escogera´n los filtros y las reglas que no pertenecen a la subred universal. Un
problema interesante desde nuestro punto de vista es el que hace referencia




Una vez concluido el trabajo de esta tesis se abre un abanico de posibi-
lidades y preguntas sin contestar que pudieran ser posibles continuaciones
de este trabajo de investigacio´n. Se intentara enumerar y resumir las mas
relevantes:
6.1. Filtros en las conexiones
En [56] se demuestra que un ANSP es computacionalmente completo. De
lo que cabe preguntar si un ASNPFC sera´ computacionalmente completo.
Si e´ste no es el caso, ¿que´ tipo de problemas se pueden resolver eficiente-
mente empleando el modelo descrito?. Adema´s, el tipo de problemas NP es
exactamente igual al tipo de todos los lenguajes decidibles por un ANSP en
tiempo polinomial. Despue´s de lo anteriormente expuesto surge la siguiente




Partiendo de la premisa de que los datos pueden transformarse en pala-
bras, surge el concepto de redes de procesadores paralelos de lenguajes con el
objetivo de aplicarlo a la teor´ıa de lenguajes y grama´ticas formales. Cada pro-
cesador ubicado en los nodos de la red es un procesador simple, denominado
procesador evolutivo. Hay que tener en cuenta que e´ste no es un objeto real
sino un concepto matema´tico. Por Procesador Evolutivo se entiende aquel
que es capaz de realizar operaciones muy simples, es decir, operaciones so-
bre lenguajes formales que enmascaran mutaciones puntuales en secuencias
de ADN (inserciones, borrados o sustituciones de un par de nucleo´tidos).
Cada nodo se puede considerar como una ce´lula con informacio´n gene´tica
codificada en secuencias de ADN que pueden evolucionar por eventos locales,
mutaciones. Cada nodo se especializa en una de estas operaciones. Los datos
dentro de cada nodo se organizan en la forma de multiconjuntos de palabras
y todas las copias se procesan en paralelo de forma que todos los posibles
eventos que puedan tener lugar se efectuen. Desde el punto de vista biolo´gico
no se espera que los componentes de un organismo evolucionen secuencial-
mente o que la reproduccio´n de las ce´lulas se modele con una alternativa
secuencial. Los cambios en el estado de las ce´lulas se modelizan con reglas
de reescritura como en los lenguajes formales. La naturaleza paralela en los
cambios de estado de las ce´lulas se modelizan empleando la ejecucio´n para-
lela de la reescritura de s´ımbolos dependiendo de las reglas que se apliquen.
Consecuentemente los HNEP se pueden considera modelos de computacio´n
bioinspirados. La recombinacio´n no esta´ presente pero se puede afirmar que
las relaciones funcionales y evolutivas entre los genes se pueden representar
tomando mutaciones locales.
Los mecanismos descritos se esta´n abordando en una serie de trabajos
posteriores [13, 12, 67], que abordan el tema de dispositivos generadores de
lenguajes y su poder computacional. Por otro lado, este modelo se considera
un dispositivo que acepta lenguajes, donde se ha obtenido una nueva carac-
terizacio´n de NP. Los modelos comentados, adema´s de la motivacio´n ma-
tema´tica, pueden tener tambie´n su vertiente biolo´gica. Las ce´lulas siempre




Trasladar esta investigacio´n a los lenguajes Picture , estudiados a´mplia-
mente en la literatura existente al respecto, se han definidos empleando dife-
rentes mecanismos. Modelos arrays y matrices de dos dimensiones de los Pic-
tures mencionados han sido propuestos como arrays rectangulares de s´ımbolos
en [101, 94, 91, 90]. Tambie´n estos modelos de definicio´n de Pictures han
sido tratados como Arrays no necesariamente rectangulares en los an˜os 70
[88] y una jerarqu´ıa de estas grama´ticas fue expuesta en [100, 95]. Otro tipo
de clases de grama´ticas para la generacio´n de Picture , no necesariamen-
te rectangulares fue definida en [73]. Un nuevo modelo de reconocedores de
lenguajes Picture, extendiendo a dos dimensiones la caracterizacio´n de los
lenguajes de Picture en te´rminos de un alfabeto MORPHINS de lenguajes
locales, ha sido introducido en [31]. Una reciente recopilacio´n de auto´ma-
tas reconocedores de lenguajes Picture [37], otra recopilacio´n que considera
diferentes mecanismos para definir lenguajes Picture, no necesariamente rec-
tangulares, aparece referenciada en [88, 32].
6.4. Implementacio´n Hardware
Formalizacio´n y disen˜o de un sistema hardware que soporte a los pro-
cesadores evolutivos, teniendo en cuenta en el disen˜o que estos procesadores
describen elementos y manejan componentes muy cercanos a la biolog´ıa. Esta
modelizacio´n en sistemas f´ısicos de los Procesadores Evolutivos en una tarea
compleja que requiere la divisio´n del sistema completo en varios circuitos con
objetivos particulares ma´s concretos. Adema´s, el procedimiento general para
obtener un sistema hardware debe recorrer una secuencia ordenada de suce-
sivas etapas o fases. Primeramente habr´ıa que disen˜ar los circuitos que per-
miten obtener y aplicar las reglas de evolucio´n para un Procesador Evolutivo.
Adema´s, se debe realizar la s´ıntesis del circuito que se ocupe de seleccionar
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las reglas a aplicar para que un Procesador evolucione desde un estado al si-
guiente. Este circuito dara´ como salida aquellas reglas que cumplan todas las
condiciones necesarias para ser aplicadas en un paso de evolucio´n del siste-
ma: 1. Definicio´n del modelo formal que permita caracterizar e implementar
un Procesador Evolutivo.
2. Definicio´n del esquema de las estructuras de datos.
3. Obtencio´n de los componentes hardware para almacenar los datos.
4. Descripcio´n de cada elemento o bloque funcional.
5. Disen˜o de un modelo de descripcio´n de hardware.
6. Implementacio´n y prueba del circuito disen˜ado.
6.5. Aprendizaje
A la hora de incorporar aprendizaje en las redes de procesadores evolutivos
se puede realizar un estudio sobre las semejanzas de las Redes de Neuronas
Artificiales y las Redes de Procesadores Evolutivos, para incluir una etapa de
aprendizaje en e´stas u´ltimas siendo capaces de resolver diferentes problemas
con la misma arquitectura. La gran desventaja de una red tradicional es que
u´nicamente pueden resolver un problema dado, si es necesario resolver un
problema similar se necesitara´ otra red diferente. La idea del aprendizaje
trata de sobrepasar esta desventaja proponiendo un modelo capaz de resolver
diferentes clases de problemas. Evidentemente, existen los NEP universales
que s´ı son capaces de resolver cualquier problema, pero habr´ıa que realizar
un estudio sobre la capacidad de recursos y la complejidad computacional de
e´stos frente a una red con aprendizaje [74, 43].
Para la incorporacio´n de un modelo de aprendizaje en los filtros ubicados
en las conexiones se podr´ıa definir un algoritmo de aprendizaje simbo´lico
basado en los Mapas Autoorganizados [1], ya que toda la informacio´n que se
maneja son cadenas de s´ımbolos. Cabr´ıa describir tres modelos de aprendizaje
que se pueden incorporar en el funcionamiento de las redes de procesadores
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evolutivos. El primero se basar´ıa en el aprendizaje de los filtros de manera que
las cadenas que los atraviesan (o no) modifican dichos filtros. El segundo se
basar´ıa en que las cadenas que se comunican a trave´s de las conexiones se ven
modificadas de acuerdo a un aprendizaje marcado por los filtros, pero e´stos no
son modificados. Tal aprendizaje solventa la secuencialidad del aprendizaje
sobre los filtros y permite la misma paralelizacio´n de que disponen las redes
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