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1. Einleitung
Auf den weltweiten Märkten agieren eine Vielzahl von Teilnehmern wie Banken, Inves-
torengemeinschaften, andere Unternehmen und noch viele mehr. Allein über die Deutsche
Börse Group sind über 285000 Wertpapiere handelbar, davon über 10000 Aktien [31]. Die
Semantik hinter den Vorgängen ist sehr komplex und für Laien kaum nachzuvollziehen. So-
gar erfahrenen Teilnehmern kann sich diese der Verständnis entziehen, wie die Folgen der
Krise am Hypothekenmarkt der USA zeigen. Selbst wenn das System vollständig verstanden
wäre, ist das schier unüberblickbare Geflecht der Märkte für einen Menschen zu groß, um in
vernünftiger Zeit Entscheidungen treffen zu können. Die Menge an verfügbaren Daten ist so
riesig, dass es einem Menschen unmöglich ist, diese zu bewältigen. Eine computergestützte
Analyse kann an dieser Stelle helfen, da sie große Datenmengen in kurzer Zeit verarbeiten
kann. Damit kann sie die Informationen bereitstellen, die man zur Entscheidungsunterstüt-
zung benötigt.
Im Rahmen dieser Diplomarbeit soll gezeigt werden, dass sich mit Hilfe einfacher statisti-
scher Kriterien, welche auf historischen Daten basieren, Aktien so in Cluster einteilen las-
sen, dass man durch Investition in einen dieser Cluster einen Vorteil gewinnt. Aufbauend
auf den Ergebnisse der Studienarbeit sollen die Verfahren an Hand eines Trainingszeitraums
weiterentwickelt werden. Zusätzlich muss der Prototyp weiterentwickelt werden, um seiner
Aufgabe, der Bereitstellung von Informationen zur Entscheidungsunterstützung, gerecht zu
werden. Die fertige Komponente soll sich alleine und als Plugin für WEBIS nutzen lassen,
einem webbasierten Informationssystem, welches seine Daten direkt aus dem Internet bezie-
hen kann.
Zunächst soll im Anschluss ein Überblick über das Gebiet gegeben werden. Dazu werden
verschiedene Markttheorien sowie Ansätze und Erkenntnisse auf dem Gebiet der Trendvor-
hersage beleuchtet. Danach wird das von uns vorgeschlagene Verfahren eingeführt. Imple-
mentierungsdetails und Beschreibung der Benutzeroberfläche werden in Kapitel 4 bespro-
chen. Darauf folgend werden in Kapitel 5 Ergebnisse vorgestellt, welche unser Verfahren
auf einem Testzeitraum erreicht hat. Zuletzt wird ein kurzes Fazit der gemachten Erkennt-
nisse gegeben und mögliche Richtungen zur Weiterentwicklung diskutiert.
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2. Verwandte Arbeiten
Der Wunsch, Börsenkurse vorhersagen zu können, ist wahrscheinlich so alt wie die Börse
selbst. Wohl deshalb ist die Anzahl an Arbeiten auf diesem Gebiet schier unüberblickbar.
Seit Anfang des 20. Jahrhundert existieren Publikationen ([10, 18, 24, 26]), welche sich mit
diesem Thema beschäftigen. Neben diesen, welche verschiedene Verfahren zur Vorhersage
vorschlugen, gab es auch damals schon Publikationen, die sich kritisch mit diesem Thema
auseinandersetzten. In [4] kam Cowles aufgrund statistischer Untersuchungen verschiedener
existierender Strategien zu dem Schluss, dass keine Vorhersage möglich ist. Die Situation
heute ist ähnlich. Es existieren zwei Theorien, welche versuchen das Verhalten des Marktes
zu erklären, welche zunächst kurz vorgestellt werden.
In den 60er Jahren entwickelte Eugene R. Fama die Theorie der effizienten Märkte (EMH),
welche im Laufe der Zeit von ihm weiterentwickelt wurde ([5, 6]). Die Kernaussage besteht
darin, dass alle verfügbaren Informationen im Preis schon enthalten sind und damit der Preis
den Besten Schätzwert für die zukünftige Entwicklung darstellt. Dabei werden drei Formen
der Effizienz unterschieden.
1. weak form
Bei dieser Form der Effizienz sind alle historischen Informationen über den Preis im
aktuellen Preis enthalten. Mit Hilfe technischer Analyse lässt sich dadurch kein über-
durchschnittlicher Gewinn erzielen. Mit Fundamentalanalyse, welche zusätzliche öf-
fentlich verfügbare Informationen benutzt, ist dies möglich.
2. semi-strong form
Wenn diese Form der Effizienz erfüllt ist, so sind alle öffentlich verfügbaren Informa-
tionen im Preis enthalten. Weder durch technische Analyse noch durch Fundamental-
analyse lassen sich überdurchschnittliche Gewinne erzielen. Die einzige Möglichkeit
dies zu bewerkstelligen, liegt in der Verwendung von Insiderinformationen, welche
nicht öffentlich zugänglich sind.
3. strong form
Bei dieser Form der Effizienz sind alle Informationen, öffentliche sowie nicht öffent-
liche, im Preis enthalten. Damit ist es auf Dauer unmöglich, überdurchschnittliche
Gewinne durch irgendeine Art von Analyse zu erwirtschaften.
2
2. VERWANDTE ARBEITEN
Eng mit dieser Theorie verbunden ist die random walk theory, welche eine zufällige, iden-
tisch verteilte Bewegung der Kurse vorhersagt. Damit wäre es ebenfalls unmöglich, auf Dau-
er überdurchschnittliche Gewinne zu erzielen.
Auf der anderen Seite stehen die Vertreter der behavioral finance ([7, 8, 11, 27, 28]), welche
die Märkte für ineffizient halten. Diese Theorie setzt an einer Schwachstelle der EMH an,
welche ein rationales Handeln der Marktteilnehmer voraussetzt. Nach Meinung der behavi-
oral finance handeln Menschen aber sowohl rational als auch emotional, was die Psychologie
ins Spiel bringt. Dadurch entstehen Unter- bzw. Überreaktionen (Anomalien) auf verschie-
dene Ereignisse, wobei der Einfluss von Einzelindividuen gering einzuschätzen ist. Solange
diese unabhängig voneinander handeln, ist es möglich, dass sich diese zwei Phänomene die
Waage halten. Basiert das Handeln von vielen Marktteilnehmern aber auf einer gesellschaft-
lichen Komponente, einem tief sitzendem Glauben oder Traditionen, so können Phänomene
wie Gruppendenken bzw. Herdenverhalten einen gerichteten Einfluss auf den Markt nehmen.
In [13] wurden einige Gründe für das Entstehen von Anomalien unter zur Hilfenahme der
oben genannten Quellen beschrieben.
Unabhängig von der Machbarkeit von Vorhersagen existiert eine Vielzahl von Publikatio-
nen, welche mit verschiedenen Methoden versuchen, Vorhersagen zu machen. Hierbei wer-
den verschiedenste Gebiete abgedeckt, welche sich zum Teil auch überschneiden. Darunter
fallen Technische Analyse, Zeitreihenanalyse oder Künstliche Intelligenz, um nur einige zu
nennen. Vor allem die Mathematik hat eine Vielzahl von Modellen hervorgebracht, wel-
che auf dem Gebiet der Zeitreihenanalyse eingesetzt werden. In [3] werden unter anderem
ARMA-, ARIMA-, ARCH-, GARCH-, VAR- und VARMA-Modelle genannt. Anwendung
finden solche Modelle beispielsweise in [12, 23, 25], wobei [9] eine Zusammenfassung zu
verschiedenen Arbeiten und Erkenntnissen der letzten 25 Jahre auf diesem Gebiet gibt. Aber
man bedient sich auch verschiedenster anderer Techniken wie Clusterung ([20, 30]), Neuro-
nalen Netzen ([16, 17, 21]), Support Vector Machines ([2, 15, 32]), genetischen Algorithmen
([14, 22]) oder Fuzzytechniken ([29]).
3
3. Unser Verfahren
Die Motivation für unser Verfahren rührt von folgender Hypothese.
Hypothese 1 Mit Hilfe verschiedener statistischer Merkmale lassen sich Aktien so in Clus-
ter einteilen, dass man durch Investition in einen dieser Cluster einen Vorteil gewinnt.
Die Investition in einen Cluster bezeichnen wir als Strategie. Je nachdem wie man den Clus-
ter erzeugt, lassen sich viele verschiedene Strategien generieren. Egal ob man eher langsam
aber stetig steigenden Aktien vertraut oder lieber mit stark schwankenden Aktien spekuliert,
wenn man den Cluster dementsprechend bildet, kann man seine Vorlieben als Strategie um-
setzen. Im Rahmen dieser Arbeit sollen ein paar Strategien, welche vorwiegend auf Wertent-
wicklung und Volatilität von Aktien basieren, auf ihre Tauglichkeit hin untersucht werden.
3.1. Trainingsdaten
Grundlage der Untersuchungen bilden die Schlusskurse von 1226 Aktien vom 01.11.2005
bis zum 03.11.2006. Sie wurden mit Hilfe eines externen Programms aus der Datenbank
von TaiPan, einer professionellen Börsensoftware, exportiert. Dabei wurden Sams-, Sonn-
und Feiertage entfernt, da für diese kein Kursdatum verfügbar war. Dadurch beziehen sich
alle Kriterien nur auf Tage, an denen auch ein Kursdatum verfügbar ist. Außer Tagen, an
denen der Handel ausgesetzt ist, kann es auch andere Gründe für das Fehlen eines Kurs-
datums geben. Wenn eine Aktie innerhalb des vorgegebenen Intervalls zum Handel zuge-
lassen oder vom Handel ausgeschlossen wird, so ist die Menge der verfügbaren Kursdaten
kleiner gegenüber anderen Aktien. Dadurch sinkt zwar die Zuverlässigkeit des berechneten
Kriteriums, die Korrektheit bleibt jedoch gewährleistet. Fehlt aufgrund eines Fehlers beim
Exportieren oder Einlesen der Aktien zwischen zwei Kursdaten ein Wert, so kann dies auch
die Korrektheit und damit die Vergleichbarkeit des Kriteriums zwischen verschiedenen Ak-
tien beeinträchtigen. Bei der Vorstellung der einzelnen Kriterien wird nochmals genauer auf
diese Auswirkungen eingegangen.
4
3. UNSER VERFAHREN
3.2. Kriterien
Wie in Kapitel 3 erwähnt, sollen Strategien untersucht werden, welche vorwiegend auf Wert-
entwicklung und Volatilität von Aktien basieren. Dazu werden Kriterien benötigt, welche
die Wertentwicklung einer Aktie widerspiegeln. Zu diesem Zwecke werden im folgenden
die Kriterien Anstieg und Abweichung vom Moving Average eingeführt. Um die Volatilität
einer Aktie zu messen, wird das Kriterium Korrelation mit Linearem Trend vorgestellt.
3.2.1. Anstieg
Die Kursveränderung ist der einfachste Weg festzustellen, ob eine Aktie sich gut oder schlecht
entwickelt hat. Da das Wort Anstieg etwas einfacher ist und sich besser einordnen lässt als
das Wort Kursveränderung, wurde das Kriterium Anstieg benannt. Es bietet eine exakte Ein-
ordnung und ist leicht zu berechnen. Man benötigt nur die Kurswerte von zwei Tagen und
kann dadurch die relative Entwicklung bestimmen. Das in Kapitel 3.1 erwähnte Problem
fehlender Kursdaten ist hier irrelevant, da wie eben beschrieben nur die Kurswerte von Start-
und Enddatum des Intervalls benötigt werden, um die Kursveränderung korrekt zu bestim-
men. Fehlende Daten dazwischen haben darauf keinen Einfluss. Für Startzeitpunkt tS und
Endzeitpunkt tE ergibt sich der Anstieg einer Aktie wie folgt.
Anstieg(tS, tE) =
Kurswert(tE)−Kurswert(tS)
Kurswert(tS)
3.2.2. Abweichung vom Moving Average ((N)ormal und (E)rweitert)
Die Idee für dieses Kriterium entstammt einer einfachen Regel, welche Kauf und Verkauf an
Hand der Richtung entscheidet, in welche die Kurve des Kursverlaufs die Moving Average
Kurve schneidet. Dies bildete die Motivation zur Untersuchung der Abweichungen zwischen
Kursverlauf und seinem Moving Average. Abbildung 3.1 zeigt an Hand eines beispielhaften
Kursverlaufs die positiven und negativen Abweichungen, welche grün bzw. rot markiert wur-
den. Wie sich erkennen lässt, kennzeichnet eine Phase mit positiver Abweichung einen po-
sitiven Trend. Bei einem negativen Trend zeigen sich Phasen mit negativer Abweichung. Da
aber das Moving Average dem aktuellen Kurs verzögert folgt, schlagen die Abweichungen
nicht sofort bei einer Trendwende um. Es vergeht etwas Zeit bis der Kurs das Moving Ave-
rage schneidet und die lässt sich über die Anzahl der Tage steuern, über welche das Moving
Average gebildet wird.
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Abbildung 3.1.: Abweichungen des Moving Average 38 vom Kursverlauf
Um aus diesem Verhalten ein Kriterium zu entwickeln, schauen wir uns die Verteilung der
Abweichungen an. Wenn die Aktie überwiegend gestiegen ist, müsste die Verteilung in Rich-
tung positiver Abweichungen verschoben sein. Für Abwärtstrends sollte dies analog gelten.
Die Abbildungen 3.2-3.4 untermauern diesen Verdacht. General Motors (s. Abb. 3.2) hat
über den Gesamtzeitraum gesehen kaum gewonnen bzw. verloren, die Verteilung ist nicht
verschoben. America Movil (s. Abb. 3.3) hat sich positiv entwickelt und zeigt eine deutliche
Verschiebung der Verteilung. Im Gegensatz dazu hat Infomatec (s. Abb. 3.4) deutlich an Wert
verloren, was eine Negativverschiebung der Verteilung zur Folge hat. Diese Eigenschaft soll
als Kriterium in Form des Verteilungsmedian genutzt werden.
Zusätzlich müsste die Form der Verteilung auch Rückschlüsse auf die Volatilität zulassen.
Wenn eine Aktie sich sehr stabil entwickelt, bewegen sich die Abweichungen nur in einem
kleinen Bereich, die Wölbung der Verteilungsfunktion sollte sich eher steilgipflig zeigen.
Schwankt die Aktie jedoch stark, bewegen sich die Abweichungen natürlich in einem größe-
ren Bereich, was eine flachgipflige Wölbung zur Folge haben müsste. Auch dieser Verdacht
lässt sich durch die Abbildungen 3.2-3.4 erhärten. Während Americal Movil (s. Abb. 3.3)
relativ stabil verläuft und dadurch eine Verteilungsfunktion mit spitzer Wölbung besitzt, er-
zeugt der stark schwankende Verlauf von Infomatec (s. Abb. 3.4) eine flache Wölbung. Diese
Eigenschaft wurde jedoch nicht zur Weiterverarbeitung als Kriterium genutzt, da dies eine
komplexere Aufgabe darstellt, als die Bestimmung des Verteilungsmedian. Außerdem sollte
ein anderes Kriterium als Maß für die Volatilität getestet werden.
6
3. UNSER VERFAHREN
 10
 20
 30
 40
 50
 60
 70
 80
 90
 100
 110
1986 1988 1990 1992 1994 1996 1998 2000 2002 2004 2006 2008
Ku
rs
w
er
t
Zeit
(a) Kursverlauf
 0
 50
 100
 150
 200
 250
 300
 350
−40 −20  0  20  40
a
bs
ol
ut
e 
Hä
uf
ig
ke
it
Abweichung des Kurses von seinem Moving Average 38 in %
(b) Verteilung der Abweichungen
Median bei 0
Abbildung 3.2.: General Motors
 0
 5
 10
 15
 20
 25
 30
 35
2001 2001 2002 2002 2003 2003 2004 2004 2005 2005 2006 2006
Ku
rs
w
er
t
Zeit
(a) Kursverlauf
 0
 5
 10
 15
 20
 25
 30
 35
 40
 45
−40 −20  0  20  40
a
bs
ol
ut
e 
Hä
uf
ig
ke
it
Abweichung des Kurses von seinem Moving Average 38 in %
(b) Verteilung der Abweichungen
Median bei 3
Abbildung 3.3.: America Movil
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Abbildung 3.4.: Infomatec
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Bei der Berechnung des Moving Average für n Tage werden n Kursdaten einbezogen. Sams-,
Sonn- und Feiertage gehen nicht mit in die Berechnung ein. Das in Kapitel 3.1 beschriebe-
ne Problem fehlender Kursdaten kann sich dadurch auf die Berechnung auswirken. Wenn
bei einer Aktie ein Kursdatum fehlt, bei anderen aber nicht, setzt die Kumulation der Kurs-
werte zur Berechnung des Durchschnitts bei dieser Aktie genau einen Tag eher ein, da ein
fehlendes Datum nicht ohne weiteres ersetzt werden kann. Unabhängig davon wurden zwei
Varianten für die Berechnung des Moving Average für Startzeitpunkt tS und Endzeitpunkt tE
implementiert.
• Variante 1 - Normal - Im folgenden immer mit Zusatz N genannt.
Die Intervallgrenzen für die Berechnung gelten auch für die Kumulation. Dadurch
werden Kursdaten vor tS ignoriert, sofern sie vorhanden sind. Für die Berechnung des
Moving Average ergibt sich
Moving Averagen(t) =
t
∑
i=t−n+1
i≥tS
Kurswert(i)
min{t− tS + 1,n}
• Variante 2 - Erweitert - Im folgenden immer mit Zusatz E genannt.
Die Intervallgrenzen für die Berechnung gelten nicht für die Kumulation. Sofern Kurs-
daten vor tS vorhanden sind, werden diese für die Kumulation auch genutzt. Für die
Berechnung des Moving Average ergibt sich
Moving Averagen(t) =
t
∑
i=t−n+1
i≥0
Kurswert(i)
min{t−1,n}
Zusammenfassend lässt sich sagen, dass die Abweichung vom Moving Average eine Mög-
lichkeit ist, die Wertentwicklung einer Aktie zu messen. Durch den Parameter n, der angibt
über wie viele Tage das Moving Average gebildet wird, lässt sich steuern, wie schnell ein
Trendwechsel im Kursverlauf sich niederschlägt. Diese Möglichkeit lässt sich als Frist in-
terpretieren, wie lange ein Trend andauern muss, damit er sich im Kriterium manifestiert.
Allerdings ist diese Frist nicht eins zu eins auf n übertragbar. Aber es gilt: je größer n, desto
größer die Frist und umgekehrt. Allerdings hat dieses Kriterium auch Nachteile. Bei kurzen
Intervallen mit wenigen Werten ist die Verteilung natürlich weniger genau als bei großen
Intervallen mit vielen Werten. Der Median ist zwar bestimmbar, aber die Genauigkeit leidet.
Noch stärker würde sich dies auswirken, wenn die Verteilungsform bestimmt werden soll.
Ein weiterer Grund, wieso ein anderes Maß zur Bestimmung der Volatilität gewählt wurde.
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3.2.3. Korrelation mit Linearem Trend
Die Idee für dieses Kriterium rührt von der Tatsache, dass eine Gerade die kürzeste Ver-
bindung zwischen zwei Punkten ist. Übertragen auf Börsenkurse lässt sich sagen, dass eine
Gerade die stabilste Entwicklung von einem Niveau zum anderen darstellt. Diese lässt sich
durch lineare Interpolation zwischen den beiden Endpunkten ermitteln. Je enger der Kurs-
verlauf um die Gerade verläuft, desto stabiler ist die Entwicklung der Aktie, was sich mit
Hilfe der Abbildungen 3.5 (a) und (b) gut nachvollziehen lässt.
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Abbildung 3.5.: Abweichungen des Kursverlaufs vom linearen Trend
Jetzt wird nur noch eine Transformation dieser Abweichungen auf einen Wert benötigt, wel-
cher dann als Maß für die Volatilität herhalten kann. Hierbei kommt der Korrelationskoef-
fizient nach Pearson zum Einsatz, welcher den Grad der linearen Abhängigkeit zwischen
zwei intervallskalierten Merkmalen misst. Da Kurswerte diese Bedingung erfüllen, gibt es
von der mathematischen Seite keine Einwände gegen diese Technik. Berechnen lässt sich
der Korrelationskoeffizient r zweier Kursverläufe x = (x1,x2, ...,xn),y = (y1,y2, ...,yn) wie
folgt, wobei x¯ und y¯ Schätzwerte für den Erwartungswert der Kurswerte sind.
r(x,y) =
1
n−1
n
∑
i=1
(xi− x¯)(yi− y¯)√
1
n−1
n
∑
i=1
(xi− x¯)2 ·
√
1
n−1
n
∑
i=1
(yi− y¯)2
Für Abbildung 3.5a, welche eine sich relativ stabil entwickelnde Aktie zeigt, ergibt sich für
das Kriterium ein Wert von 0.912. Der andere Kursverlauf in Abbildung 3.5b zeigt sich eher
schwankend, was sich auch im Wert des Kriteriums niederschlägt, welcher mit 0.241 um
einiges geringer ist.
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3.3. Clusterungsalgorithmus
Nachdem die Kriterien definiert sind, müssen die Aktien jetzt so gruppiert werden, dass Ak-
tien mit ähnlichen Eigenschaften in einem Kriterium in der gleichen Gruppe sind, Aktien
mit unterschiedlichen Eigenschaften für ein Kriterium hingegen in verschiedenen Gruppen.
Dies hat den Vorteil größerer Flexibilität, da es keine absoluten Grenzen für die Zugehörig-
keit zu einer Gruppe gibt. Bewirkt z.B. eine Phase des wirtschaftlichen Aufschwungs einen
allgemeinem Aufwärtstrend, so verschieben sich die Clusterzentren in Richtung der besse-
ren Werte. Befindet sich der Markt in einem allgemeinen Abwärtstrend, verursacht durch
eine Rezession, so verschieben sich die Clusterzentren in Richtung der schlechteren Werte.
Dadurch ist in jeder Marktlage eine sinnvolle Einteilung gewährleistet. Um dies zu bewerk-
stelligen, kommt eine Variante des k-means Algorithmus zum Einsatz, was soviel wie k Clus-
terzentren bedeutet. Abbildung 3.6 ([19]) zeigt ein willkürliches Beispiel, wie das Ergebnis
einer solchen Clusterung aussehen kann. Der Standardalgorithmus läuft wie folgt ab.
1. zufällige Wahl von k Clusterzentren
2. Wiederhole bis keine Veränderung der Cluster mehr auftritt.
a) Ermittle für jede Aktie x
Copt = argmin
∀Ci
D(Z(Ci),K(x))
und verschiebe sie nach Copt.
b) Berechne alle Clusterzentren neu.
Abbildung 3.6.: Ergebnis einer k-means Clusterung mit 4 Clusterzentren
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Dieser Algorithmus ist in den meisten Fällen sehr schnell hat aber auch Nachteile. Bei einer
ungünstigen Wahl der Startwerte für die Clusterzentren können Cluster auch leer bleiben.
Da wir jederzeit eine Einteilung in drei Cluster erzielen möchten, welche sich jeweils durch
schlechte, mittlere und gute Merkmalsausprägung auszeichnen sollen, darf dies aber nicht
passieren. Daher wurde eine andere Variante von k-means implementiert, welche direkt der
Idee der Clusterung folgt, dass ähnliche Elemente in einer Gruppe zusammengefasst werden.
Dies lässt sich auch dadurch erreichen, dass man die Heterogenität innerhalb der Cluster mi-
nimiert. Die Heterogenität H eines Clusters Ci ist dabei die Summe der Distanzen zwischen
den Elementen des Clusters.
H(Ci) = ∑
∀(x,y)∈Ci×Ci
D(x,y)
Mit Hilfe dieses Ansatz verändert sich der Ablauf von k-means wie folgt.
1. Erstelle k Cluster und verteile die Aktien gleichmäßig und zufällig auf sie.
2. Wiederhole bis keine Veränderung der Cluster mehr auftritt.
a) Ermittle für jede Aktie x
Copt = argmin
∀Ci
k
∑
j=1
j 6=i
H(C j\x)+ H(Ci∪ x)
und verschiebe sie nach Copt.
Dieser heterogenitätsbasierte Ansatz ist natürlich langsamer, da in jeder Iteration viele Neu-
berechnungen der Clusterheterogenität gemacht werden müssen. Allerdings hat dies auch
Vorteile.
• Bei der Wahl der Kriterien ist man nicht auf solche beschränkt, für die ein Mittelwert
definiert ist, da man keine Clusterzentren berechnen muss. Einzig eine Distanzfunktion
muss definiert sein.
• Es kann nicht passieren, dass ein Cluster leer bleibt. Solange mindestens k Aktien
geclustert werden, ist eine Einteilung in k Klassen sichergestellt.
• Das Verfahren konvergiert nach einer endlichen Anzahl an Iterationen.
Die letzten beiden Punkte lassen sich auch relativ einfach beweisen. Der Algorithmus ver-
schiebt eine Aktie nur dann, wenn dieser Schritt eine kleinere Gesamtheterogenität bewirkt,
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d.h. wenn die Verkleinerung der Heterogenität im Quellcluster größer ist, als die Vergröße-
rung der Heterogenität im Zielcluster. Der Algorithmus konvergiert also zu einer Clusterkon-
figuration, welche die minimale Gesamtheterogenität aufweist, welche immer größergleich
Null ist. Daher terminiert der Algorithmus auch nach einer endlichen Anzahl an Schritten,
da nur solange etwas geändert wird, solange die Gesamtheterogenität verkleinert werden
kann. Wurde in einer Iteration nichts mehr geändert, so ist die Clusterung beendet. Sollte ein
Cluster während der Berechnung nur noch eine Aktie enthalten, so ist seine Heterogenität
als Summe der Distanzen gleich Null. Dies kann nicht weiter verbessert werden, aber die
Heterogenität im Zielcluster würde um einen Wert größergleich Null zunehmen. Damit hat
ein Cluster immer mindestens eine Aktie.
Um die Unterstützung für mehrere Kriterien zu ermöglichen, wurde keine mehrkriteriel-
le Version von k-means implementiert. Hierfür kommt die Schnittmengenbildung zwischen
verschiedenen Clustern zum Einsatz. Die Schnittmenge zwischen zwei Clustern C1 und C2
ist wie folgt definiert.
C1∩C2 = {∀x | x ∈C1,x ∈C2}
Dies hat zwei grundlegende Nachteile. Es kann keine Garantie mehr gegeben werden, dass
der resultierende Cluster nicht leer ist. Falls C1 und C2 disjunkt sind, so gilt C1∩C2 = /0. Au-
ßerdem ist die Anzahl der resultierenden Cluster festgelegt. Wenn z.B. zwei Kriterien kombi-
niert werden, welche jeweils in drei Cluster eingeteilt wurden, so gibt es neun Kombinations-
möglichkeiten. Eine Einteilung nach den zwei Kriterien in fünf Cluster ist nicht möglich. Al-
lerdings besitzt das Verfahren auch einen großen Vorteil. Wenn verschiedene Kombinationen
von Kriterien berechnet werden sollen, so wird für jedes Kriterium die Clusterung erstellt,
und jede Kombination zwischen den Kriterien kann dann relativ schnell durch Schnittmen-
genbildung berechnet werden. Bei einer mehrkriteriellen k-means-Implementierung wird für
jede Kombination von Kriterien eine eigene Clusterung benötigt, welche im Gegensatz zur
Schnittmengenbildung um ein Vielfaches langsamer ist. Außerdem lässt sich nach so einer
Clusterung nur noch wenig über die Merkmalsausprägung der einzelnen Kriterien sagen.
Bei der Schnittmengenbildung ist dies natürlich möglich, da nach den einzelnen Kriterien
getrennt geclustert wurde.
3.4. Entscheidungshorizont
Mit Kriterien und Clusterungsalgorithmus sind zwar schon wichtige Eckpunkte geklärt, aber
dies allein reicht noch nicht aus, um ein Verfahren zu konstruieren und auszuwerten. In wel-
chen Abständen tV soll eine Clusterung ausgeführt und über welchen Zeitraum tF sollen die
Kriterien berechnet werden, sind wichtige Fragen, die noch zu klären sind. Um dies zu er-
möglichen, bedienen wir uns der sliding window Technik und zerlegen den Zeithorizont in
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Abbildung 3.7.: Verschiedene Abbildungen zwischen Mengen
Fenster. Dabei korrespondiert die Länge eines Fensters mit tF und der Abstand zum nächs-
ten Fenster mit tV . Dadurch erhalten wir mit jedem Fensterende einen Entscheidungszeit-
punkt, an dem wir die Kriterien über den Zeitraum des Fensters berechnen und anschließend
die Aktien danach clustern können. Danach kann dann die Auswahl und Durchführung der
Transaktionen erfolgen. Als kleinste Zeiteinheit wurde hier die Woche gewählt. Man kann
das Verfahren natürlich auch nur auf Basis der Fensterlänge anwenden und Zeitpunkte für
die Clusterungen nach Bedarf wählen. Allerdings ist ein konstanter Abstand zwischen zwei
Entscheidungszeitpunkten sinnvoll, um ein deterministisches Verfahren und damit reprodu-
zierbare Ergebnisse zu erhalten.
Nachdem nun Entscheidungszeitpunkte und Berechnungszeiträume feststehen, eröffnet sich
ein Problem. Wir haben durch die Clusterung eine Menge A an Clustern erhalten und unser
Verfahren soll auf Investition in einen Cluster dieser Menge aufgebaut werden. Dazu müssen
wir den Cluster jederzeit identifizieren können, was aufgrund seiner Bewegung einer geson-
derten Betrachtung bedarf. Wir benötigen dazu eine Abbildung f , welche die Clustermenge
A in eine Clustermenge B abbildet. Abbildung 3.7 zeigt, wie f aussehen könnte.
Eine konstante Anzahl an Clustern ist von Vorteil, da somit eine bijektive Abbildung existiert
(siehe f1 und f2). Daher kommt auch eine k-means Clusterung zum Einsatz. Bei einer Clus-
terung mit variabler Clusteranzahl, ist dies natürlich nicht der Fall. Gilt |A| < |B|, so ist die
Abbildung nicht surjektiv (siehe f3). Für |A|> |B| hingegen ist die Abbildung nicht injektiv
(siehe f4). Für eine Strategie würde das bedeuten, dass in letzterem Falle sich 2 Strategi-
en einen Cluster teilen. Dies stellt zwar keine gravierende Fehlerquelle dar, allerdings muss
man dies bei der Bestimmung der Abbildung beachten. Je nach Eigenschaft der Abbildung
variiert die Anzahl möglicher Abbildungen, aus denen die richtige ausgewählt werden muss.
Diese Auswahl erfolgt nach dem Prinzip: die Abbildung mit der geringsten Gesamtdistanz
DG ist die Wahrscheinlichste. Sollte es mehrere Abbildungen mit minimaler Distanz geben,
so ist die mit der geringsten Maximaldistanz DM die Wahrscheinlichste. Berechnen lässt sich
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die Gesamtdistanz wie folgt.
DG( f ) = ∑
∀Ci∈A
D(Ci, f (Ci)) DM( f ) = max
∀Ci∈A
D(Ci, f (Ci))
Je nach Voraussetzung lassen sich noch Vereinfachungen zur Bestimmung der Abbildung
treffen.
1. Ist das genutzte Kriterium intervallskaliert, so lässt sich mit Hilfe des Mittelwertes der
Clustercentroid bestimmen. Dann lässt sich der Term D(Ci, f (Ci)) mit Hilfe der Clus-
tercentroide berechnen. Wenn dies nicht der Fall ist, kann bspw. die durchschnittliche
Distanz zwischen den Objekten beider Cluster herangezogen werden.
D(Ci, f (Ci)) = 1
|Ci|+ | f (Ci)| ∑∀(Ks,Kt )∈Ci× f (Ci)D(Ks,Kt)
2. Ist das genutzte Kriterium ordnungs- oder intervallskaliert, so lässt sich mit Hilfe von
Median bzw. Mittelwert der Clustercentroid bestimmen. Erzeugt der Clusterungsal-
gorithmus außerdem eine konstante Anzahl an Clustern, so lassen sich die Cluster an
Hand ihrer Centroide ordnen. Die Abbildung mit minimaler Gesamt- und Maximaldi-
stanz ist dann diejenige, die dem schlechtesten Cluster in A den schlechtesten Cluster
in B, dem zweitschlechtesten Cluster in A den zweitschlechtesten Cluster in B usw.
zuordnet.
3.5. Strategie
Wie schon in Kapitel 3 erwähnt, entspricht die Investition in Aktien eines Clusters einer
Strategie. Damit wäre geklärt, dass eine Aktie genau dann gekauft werden soll, wenn sie in
dem gewünschten Cluster ist. Weiterhin offen ist die Frage, ob alle Aktien des Clusters oder
nur ein Teil davon ausgewählt werden soll, oder wann eine Aktie wieder verkauft werden
soll. Auch ein paar andere Einzelheiten der Strategien müssen noch erläutert werden.
Zunächst sollten zwei Auswahlverfahren untersucht werden.
1. Durchschnitt - Alle Aktien im Cluster werden gekauft.
2. Elite n - Die Besten n Aktien im Cluster werden gekauft.
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Verkauft wird, sobald sich eine Aktie nicht mehr in dem gewünschten Cluster befindet. Zu je-
dem Entscheidungszeitpunkt werden zuerst die Verkaufstransaktionen getätigt, danach wird
das freigewordene Kapital gleichmäßig auf die Käufe verteilt. Außerdem geht der Algorith-
mus von einem einmaligen Startkapital aus, d.h. es kommt während der Auswertung kein fri-
sches Kapital hinzu. Zum ersten Entscheidungszeitpunkt wird das Startkapital gleichmäßig
auf die Kaufentscheidungen verteilt. Soll zum nächsten Entscheidungszeitpunkt eine neue
Aktie gekauft werden, muss vorher durch den Verkauf einer anderen Aktie wieder Kapi-
tal freigeworden sein. Eine gleichmäßige Umverteilung von allen gehaltenen Aktien auf die
Kaufentscheidung wird nicht vorgenommen, stattdessen wurde für den Fall, dass kein Kapi-
tal vorhanden ist, folgendes Vorgehen umgesetzt. K sei die Menge der Kaufentscheidungen,
V die Menge der Verkaufsentscheidungen und P die Menge der gehaltenen Aktien. Solange
K nicht leer und V leer ist, wird die schlechteste Aktie A ∈ K ∪P gesucht. Liegt A in P, so
wird A verkauft. Damit ist V 6= /0 und das Verfahren terminiert. Liegt A in K, so wird die
Kaufentscheidung nicht umgesetzt und entfernt. Falls K dann leer ist, terminiert das Verfah-
ren ebenso, andernfalls wird eine weitere Iteration durchgeführt.
Zusätzlich macht der Algorithmus folgende Modellannahmen.
• Eine Transaktion ist sofort ausführbar. Dadurch lassen sich zu jedem Entscheidungs-
zeitpunkt erst alle Verkaufsentscheidungen durchführen, danach können mit dem frei-
gewordenen Kapital alle Kaufentscheidungen umgesetzt werden.
• Eine Transaktion ist kostenlos. Auf die Einbeziehung dieser Kosten wurde verzichtet.
Stattdessen wird die Anzahl der getätigten Transaktionen angegeben.
• Aktien lassen sich in rationalen Mengen kaufen und verkaufen. Dies ist notwendig
damit vorhandenes Kapital gleichmäßig auf Kaufentscheidungen verteilt werden kann.
Zu klären bleibt noch, wie sich die Besten oder Schlechtesten Aktien herausfinden lassen.
Wenn die Auswertung nur auf den Clustern eines Kriteriums beruht, ist dies trivial. Wenn das
Verfahren mindestens ordinalskaliert ist, so können wir die Aktien an Hand der Werte des
Kriteriums ordnen. Sollen für die Auswertung mehrere Kriterien Ki miteinander verknüpft
werden, so reicht dies nicht mehr aus. Es muss eine Art kombiniertes Kriterium KN berech-
net werden. Dazu wird für jedes Kriterium eine Aussage benötigt, in welcher Richtung die
besseren Werte liegen. Dies wird im folgenden auch als Optimierungsrichtung O bezeichnet,
welche die Werte Minimierung oder Maximierung annehmen kann. Zusätzlich wird noch ein
Gewicht g definiert, mit welchem sich die Wichtigkeit der einzelnen Kriterien untereinander
steuern lässt. Das resultierende kombinierte Kriterium wird ein Maximierungskriterium, d.h.
je besser die Werte der Einzelkriterien sind, desto größer der Wert des Gesamtkriteriums. Die
Berechnung von KN für die Aktien in Cluster C läuft dann wie folgt ab.
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1. Erzeuge für jede Aktie x aus C eine Liste der Werte aller Kriterien Ki(x)
2. Falls ein Kriterium Ki minimiert werden soll, muss eine Transformation in einem Ma-
ximierungskriterium durchgeführt werden
a) Bestimme für Ki das Minimum aller Werte Min = min
∀x∈C
Ki(x)
b) Bestimme für Ki das Maximum aller Werte Max = max
∀x∈C
Ki(x)
c) Setze für alle x ∈C : Kineu(x) = max−Kialt(x)+ min
3. Bestimme für alle Ki die Summe der Beträge aller Werte : Si = ∑
∀x∈C
|Ki(x)|
4. Setze für alle x ∈C
KN(x) =
∑
∀i
Ki(x)
Si ·gi
∑
∀i
gi
Dies soll an einem kurzem Beispiel noch einmal näher erläutert werden. Wir nehmen einen
Cluster C = {A,B,C,D} mit 4 Aktien an. Es sollen 3 Kriterien kombiniert werden, wobei
K1 und K2 zu maximieren sind und K3 zu minimieren ist. Die Gewichte seien mit g1 = g2 =
1,g3 = 2 gegeben. Zur Vereinfachung der Notation sei eine Aktie ein Tripel der Werte der
Kriterien A = (K1(A),K2(A),K3(A)).
1. Die Aktien seien wie folgt gegeben:
A ( 1 , 3 , -1 )
B ( 1 , 2 , 1 )
C ( 1 , 1 , 0 )
D ( 0 , 1 , 2 )
2. K3 soll minimiert werden, also erfolgt die Transformation in ein Maximierungskrite-
rium.
a) Bestimme für K3 das Minimum aller Werte Min = min{−1,1,0,2} =−1
b) Bestimme für K3 das Maximum aller Werte Max = max{−1,1,0,2} = 2
c) Transformation der Werte für K3
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K3neu(A) = 2-(-1)+(-1) = 2 → A ( 1 , 3 , 2 )
K3neu(B) = 2-1+(-1) = 0 → B ( 1 , 2 , 0 )
K3neu(C) = 2-0+(-1) = 1 → C ( 1 , 1 , 1 )
K3neu(D) = 2-2+(-1) = -1 → D ( 0 , 1 , -1 )
3. Bestimmung der Summen
S1 = ∑
∀x∈C
|K1(x)| = 3 S2 = ∑
∀x∈C
|K2(x)| = 7 S3 = ∑
∀x∈C
|K3(x)| = 4
4. Berechnung des kombinierten Kriteriums
KN(x) =
3
∑
i=1
Ki(x)
Si ·gi
3
∑
i=1
gi
=
K1(x)
3 ·1+
K2(x)
7 ·1+
K3(x)
4 ·2
4
KN(A) = 14 ·
(
1
3 ·1 +
3
7 ·1 +
2
4 ·2
)
=
74
168 ≈ 0,44
KN(B) = 14 ·
(
1
3 ·1 +
2
7 ·1 +
0
4 ·2
)
=
26
168 ≈ 0,15
KN(C) = 14 ·
(
1
3 ·1 +
1
7 ·1 +
1
4 ·2
)
=
41
168 ≈ 0,24
KN(D) = 14 ·
(
0
3 ·1 +
1
7 ·1 +
−1
4 ·2
)
=
−15
168 ≈ -0,09
Die resultierenden Werte reflektieren, was schon durch die Einzelkriterien sichtbar ist. A
dominiert alle anderen Aktien und ist somit die Beste Aktie. D wird von allen anderen Aktien
dominiert und ist somit die schlechteste. Bei B und C existiert keine Dominanz gegenüber
dem anderen, aber durch die höhere Gewichtung von K3 ist C besser als B.
3.6. Vergleichskriterien
Um die Ergebnisse der verschiedenen Strategien auch bewerten zu können, müssen sie zu
anderen Strategien in Relation gesetzt werden. Aufgrund der Menge an möglichen Kon-
kurrenzverfahren und dem damit verbundenen Implementierungsaufwand haben wir uns auf
zwei einfache Vergleichskriterien beschränkt, die durchschnittliche Entwicklung aller Aktien
und die Entwicklung des DAX 30.
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3.7. Entwicklung des Verfahrens
Da jetzt alle Voraussetzungen für unser Verfahren geklärt sind, müssen wir jetzt Strategien
finden, welche sich als vorteilhaft erweisen. Damit können wir Hypothese 1 untermauern.
Dazu werden die in Kapitel 3.1 genannten Trainingsdaten genutzt. Da mit der Studienarbeit
([13]) wichtige Vorarbeiten für die Entwicklung des Verfahrens geleistet wurden, werden die
Ergebnisse hier noch einmal kurz zusammengefasst.
1. Bei den Kriterien für die Wertentwicklung waren Strategien, welche auf Cluster mit
schlechter Merkmalsausprägung gesetzt haben, erfolgreicher als solche, die auf gute
Merkmalsausprägung setzten.
2. Bei dem Kriterium für die Volatilität waren Strategien, welche auf Cluster mit guter
Merkmalsausprägung gesetzt haben, erfolgreicher als solche, die auf schlechte Merk-
malsausprägung setzten.
3. Je größer der Betrachtungszeitraum tF für die Berechnung der Kriterien wurde, desto
schlechter waren die Performancewerte der Strategien. Die meisten Strategien erreich-
ten ihr Maximum bei einem Betrachtungszeitraum von einer Woche.
Aufgrund von Punkt (3) wird für alle Experimente eine Betrachtungsdauer tF von einer Wo-
che zugrunde gelegt. Außerdem wird auch die Zeitdauer zwischen 2 Entscheidungszeitpunk-
ten tV auf eine Woche gesetzt. Damit werden über den Trainingszeitraum einmal jede Wo-
che die Kriterien über die vergangene Woche berechnet, die Aktien danach geclustert und
nach vorgegebener Strategie investiert. Da aber das zu Grunde liegende Investitionsmodell
geändert wurde und mit der Erweiterung der Moving Average Berechnung auch ein neues
Kriterium Einzug hielt, werden die Punkte (1) und (2) nochmals untersucht. Dafür sollen
folgende Kriterien zum Einsatz kommen.
1. Anstieg
2. Abweichung vom Moving Average 5 Normal
3. Abweichung vom Moving Average 5 Erweitert
4. Abweichung vom Moving Average 38 Erweitert
5. Korrelation mit Linearem Trend
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Der Clusterungsalgorithmus wird für jedes dieser Kriterien eine Einteilung in drei Gruppen
vornehmen. Diese Gruppen entsprechen einer schlechten, mittleren und guten Merkmals-
ausprägung. Danach werden die Strategien ausgewertet, welche in alle Aktien der entspre-
chenden Cluster investieren. Tabelle 3.1 zeigt die erzielten Gewinne bzw. Verluste. Um die
Strategie später eindeutig zu identifizieren, wurde jede mit einem Index versehen, welcher in
der entsprechenden Zelle steht. Zur Bewertung der Strategien wurden die in Kapitel 3.6 ange-
sprochenen Vergleichskriterien bestimmt. Im betrachteten Zeitraum lag die durchschnittliche
Performance aller Aktien bei 18.6 %, der DAX 30 konnte um 26.8 % zulegen. Werte, welche
über der Entwicklung des DAX 30 lagen, wurden fett markiert.
Merkmalsausprägung des Clusters
Kriterium schlecht mittel gut
Anstieg S1 : 43.18 S2 : 16.00 S3 : -7.40
Abweichung vom MA 5 N S4 : 30.92 S5 : 16.81 S6 : 2.54
Abweichung vom MA 5 E S7 : 27.60 S8 : 17.0 S9 : 5.24
Abweichung vom MA 38 E S10: 14.96 S11: 15.53 S12: 18.67
Korrelation mit Linearem Trend S13: 10.55 S14: 12.97 S15: 20.59
Tabelle 3.1.: Performance bei Investition in gesamten Cluster bei einem Kriterium.
Folgende Schlussfolgerungen lassen sich aus den Tests ziehen.
1. Für den Anstieg ergab sich keine Änderung. Die besten Werte erzielt die Strategie,
welche auf den Cluster mit schlechter Merkmalsausprägung setzt. Das gleiche gilt für
die Kriterien Abweichung vom MA 5 N und Abweichung vom MA 5 E.
2. Für die Abweichung vom MA 38 E zeigt sich ein komplett anderes Bild. Die Strate-
gie, welche auf den Cluster mit positiver Merkmalsausprägung setzt, erweist sich als
die Beste. Allerdings liegen die Werte sehr nahe beieinander, was die Auswahl einer
Strategie hier sehr erschwert.
3. Auch bei der Korrelation mit dem Linearen Trend erzielte die Strategie, welche auf
den Cluster mit guter Merkmalsausprägung setzt, den höchsten Gewinn.
4. Anzeichen für die Gültigkeit von Hypothese 1 sind vorhanden. Einige Strategien er-
zielten Erträge, welche deutlich über der durchschnittlichen Entwicklung aller Aktien
oder der des DAX 30 lagen.
5. Aufgrund von Transaktionszahlen im Bereich von mehreren Tausend bis mehreren
Zehntausend sind die Verfahren aber noch nicht praktikabel.
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Durch die Einteilung der Aktien in drei Cluster ist es uns gelungen, die durchschnittliche
Entwicklung aller Aktien so aufzusplitten, dass eine Strategie besser, eine ähnlich und ei-
ne schlechter als die durchschnittliche Entwicklung ausfiel. Diese Aussage lässt sich zwar
nicht handfest machen, aber die Werte zeigen in diese Richtung. Unter der Annahme, dass
zwei Kriterien K1,K2 statistisch unabhängig sind, lassen sich die Werte der Einzelstrategi-
en eines Kriteriums mit Hilfe des zweiten Kriteriums vielleicht so aufsplitten, dass bei den
daraus resultierenden Strategien eine Strategie besser, eine ähnlich und eine schlechter ist,
als die Ausgangsstrategie. Damit könnte die Synthese der zwei besten Ausgangsstrategien
eine Strategie hervorbringen, welche nicht im Mittelfeld ihrer Ausgangsstrategien liegt, son-
dern beide übertrifft. Abbildung 3.8 versucht an Hand fiktiver Werte diese Idee nochmals
zu verdeutlichen. Die statistische Unabhängigkeit der Kriterien ist zwar kein Muss für die
20 %
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Abbildung 3.8.: Synthese von zwei Kriterien
Synthese, aber eine Aufteilung wie in Abbildung 3.8 ist sonst eher unwahrscheinlich. Bei
stark korrelierten Kriterien wird die Synthese der Cluster entweder nur ganz wenige Akti-
en entfernen oder nur ganz wenige Aktien übrig lassen. Daher wird im Folgenden nur die
Synthese aus Kriterien für den Kursverlauf mit Kriterien für die Volatilität vollzogen. Wenn
unsere Vermutung stimmt, dann müssten die Strategien, welche schlechten Kursverlauf und
niedrige Volatilität bzw. hohe Korrelation mit dem linearen Trend verknüpfen, beide Einzel-
strategien übertreffen. Mit Hilfe der in Kapitel 3.3-3.5 vorgestellten Methoden wurden die
verschiedenen Cluster kombiniert und die daraus resultierenden Strategien ausgewertet. Die
Tabellen 3.2-3.5 zeigen die Ergebnisse.
Wie die Ergebnisse zeigen, scheint unsere Vermutung zur Synthese der Besten Einzelstrate-
gien zu stimmen. In allen 4 Fällen konnte die kombinierte Strategie S18,S27,S36 und S45 ihre
Ausgangsstrategien übertreffen. Außerdem lagen die Performancewerte allesamt über dem
des DAX 30. Auffallend ist weiterhin Strategie S31, welche auch einen herausragenden Wert
erzielte, wobei beide Ausgangsstrategien keinen Anhaltspunkt für dieses Ergebnis zeigten.
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Korrelation mit Linearem Trend
schlecht mittel gut
Anstieg
schlecht S16: 30.69 S17: 25.07 S18: 57.33
mittel S19: 4.77 S20: 13.61 S21: 24.71
gut S22: -28.29 S23: 1.28 S24: -8.51
Tabelle 3.2.: Performance mit Investition in gesamten Cluster bei Kombination von Anstieg
und Korrelation mit linearem Trend
Korrelation mit Linearem Trend
schlecht mittel gut
Abweichung
vom MA 5 N
schlecht S25: -26.04 S26: 13.30 S27: 54.65
mittel S28: 8.39 S29: 13.32 S30: 20.66
gut S31: 78.03 S32: 18.72 S33: -2.44
Tabelle 3.3.: Performance mit Investition in gesamten Cluster bei Kombination von Abwei-
chung vom Moving Average 5 Normal und Korrelation mit linearem Trend
Korrelation mit Linearem Trend
schlecht mittel gut
Abweichung
vom MA 5 E
schlecht S34: 1.14 S35: 1.68 S36: 60.75
mittel S37: 10.42 S38: 20.37 S39: 16.01
gut S40: 14.11 S41: 16.23 S42: -1.36
Tabelle 3.4.: Performance mit Investition in gesamten Cluster bei Kombination von Abwei-
chung vom Moving Average 5 Erweitert und Korrelation mit linearem Trend
Korrelation mit Linearem Trend
schlecht mittel gut
Abweichung
vom MA 38 E
schlecht S43: 3.85 S44: 4.41 S45: 27.91
mittel S46: 10.40 S47: 12.05 S48: 20.99
gut S49: 15.34 S50: 29.31 S51: 13.37
Tabelle 3.5.: Performance mit Investition in gesamten Cluster bei Kombination von Abwei-
chung vom Moving Average 38 Erweitert und Korrelation mit linearem Trend
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Möglicherweise handelt es sich hierbei um einen Ausreißer, was aber spätestens bei län-
gerfristigen Tests geklärt werden kann. Diese fünf Strategien werden im Folgenden weiter
untersucht. Zwar existieren noch andere Kandidaten, welche gute Resultate gezeigt haben
(S16 und S50), jene fünf bieten aufgrund der Werte aber das größere Ausbaupotential.
Trotz der guten Ergebnisse haben alle Strategien noch ein Manko. Die Anzahl der Transak-
tionen ist zwar gegenüber den Einzelstrategien gesunken, da die Cluster durch die Vereini-
gungen kleiner geworden sind, aber selbst die geringste Anzahl liegt mit 3180 Transaktio-
nen noch ziemlich hoch. Ohne weitere Einschränkungen bleibt das Verfahren unpraktikabel.
Hier kommt die Eliteauswahl ins Spiel. Basiert unsere Strategie auf der Auswahl von Aktien
aus dem Besten oder dem Schlechtesten Cluster, so könnte auch eine Auswahl der Besten
bzw. Schlechtesten n Aktien des Clusters ähnliche Werte erzielen. Für Strategien basierend
auf den mittleren Clustern greift dieses Aussage natürlich nicht. Dafür wäre ein Auswahlart
von Nöten, welche im Zentrum des Clusters mit der Auswahl beginnt. Für die zu untersu-
chenden Strategien S18,S27,S36 und S45 ist dies jedoch nicht erforderlich. Daher wurden die
eben genannten Strategien auf die Abhängigkeit der Performance von der Anzahl der Aktien,
welche ausgewählt werden, hin untersucht. Für jedes Kriterium, auf welchem die Strategie
beruht, wurde je nach Ausprägung des Kriteriums die Optimierungsrichtung festgelegt. Für
S18 bedeutet dies Minimierung des Kriteriums Anstieg und Maximierung des Kriteriums
Korrelation mit linearem Trend. Für die anderen Strategien geschieht dies analog.
Wie man auf den Abbildungen 3.9 (a)-(e) sehen kann, scheint die o.g. Vermutung zu stim-
men. Alle Performancekurven nähern sich mit steigender Aktienanzahl von oben an den
Wert der jeweiligen Strategie an. Der Verlauf ist auf dem ersten Stück zwar unruhig, was
zu erwarten war, glättet sich aber schon nach kurzer Zeit wieder. Als Gegenbeispiel zeigt
Abbildung 3.9 (f) den Verlauf der Performance von S18 bei gegensätzlicher Optimierungs-
richtung. Hier nähert sich die Kurve von unten an den Wert von S18 an. Die Kurve der Anzahl
an Transaktionen verläuft überall wie erwartet. Mit steigender Anzahl von Aktien, welche
an jedem Entscheidungszeitpunkt gekauft werden, steigt auch die Anzahl an Transaktionen.
Mit Hilfe dieser Diagramme können wir für jede der fünf untersuchten Strategien S eine
Strategie ˜S ableiten, welche uns eine möglichst große Performance bietet, aber gleichzeitig
eine geringere Anzahl an Transaktionen als die Durchschnittsauswahl aufweist.
• Die Performancekurve von S18 hat ihr Maximum bei x = 6 mit 415,09% bei 608 Trans-
aktionen. Somit ist ˜S18 = S18 mit Eliteauswahl von 6 Aktien.
• Die Performancekurve von S27 hat ihr Maximum bei x = 4 mit 281,22% bei 410 Trans-
aktionen. Somit ist ˜S27 = S27 mit Eliteauswahl von 4 Aktien.
• Die Performancekurve von S36 hat ihr Maximum bei x = 4 mit 283,72% bei 388 Trans-
aktionen. Somit ist ˜S36 = S36 mit Eliteauswahl von 4 Aktien.
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Abbildung 3.9.: Elitebetrachtung der Strategien
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(c) Strategie S36
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(d) Strategie S45
Abbildung 3.9.: Elitebetrachtung der Strategien
 40
 50
 60
 70
 80
 90
 100
 110
 120
 130
 140
 0  50  100  150  200  250
 0
 500
 1000
 1500
 2000
 2500
 3000
 3500
 4000
 4500
Pe
rfo
rm
an
ce
 / 
Re
nd
ite
 [%
]
An
za
hl
 a
n 
Tr
an
sa
kt
io
ne
n
Anzahl der Besten Aktien des Clusters, welche gekauft werden
Performance / Rendite
Anzahl an Transaktionen
(e) Strategie S31
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Abbildung 3.9.: Elitebetrachtung der Strategien
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• Die Performancekurve von S45 hat ihr Maximum bei x = 5 mit 111,96% bei 390 Trans-
aktionen. Somit ist ˜S45 = S45 mit Eliteauswahl von 5 Aktien.
• Die Performancekurve von S31 hat ihr Maximum bei x = 3 mit 130,38% bei 304 Trans-
aktionen. Somit ist ˜S31 = S31 mit Eliteauswahl von 3 Aktien.
Damit stehen die Strategien fest, welche in Kapitel 5 dann auf einem größeren Zeitraum
getestet werden, um Hypothese 1 weiter untermauern zu können.
3.8. Ein kritischer Blick hinter die Ergebnisse
Auch wenn die Ergebnisse Anlass zur Freude geben, sollte man ihnen doch nicht ganz un-
kritisch gegenüberstehen. Die Performancewerte der Strategien, die auf den ganzen Cluster
setzen, liegen zwar noch in Bereichen, welche sich akzeptieren lassen, aber die Performance-
werte der Strategien, welche auf Eliteauswahl beruhen, sind doch überraschend hoch. Daher
wurde nach Gründen für dieses Verhalten geforscht.
Zunächst schien ein Implementierungsfehler am wahrscheinlichsten. Anhand eines kurzen
Ausschnittes aus dem Testzeitraum wurde eine Strategie händisch nachgerechnet. Dieser
Ausschnitt umfasste ca. 30 Transaktionen und lieferte das gleiche Ergebnis wie das Pro-
gramm. Dies stellt zwar keinen Beweis für die Fehlerfreiheit der Implementierung dar, aber
das Zustandekommen der hohen Werte konnte somit nachvollzogen werden. Bei diesem Pro-
zess fiel dafür eine andere Tatsache auf. Die meisten Aktien, welche durch die Eliteauswahl
ausgewählt werden, sind Aktien im Niedrigpreissegment mit Kurswerten von weniger als
einem Euro. Ein Blick in die Aktiendaten verriet, dass solche Aktien anscheinend stärkeren
relativen Schwankungen unterliegen als beispielsweise der DAX 30. Kursänderungen von
10% und mehr pro Tag sind keine Seltenheit, was bei Aktien im Hochpreissektor doch eher
selten auftretende Ereignisse sind. Diese großen Sprünge erschweren auch die Detektion von
Datenfehlern beim Import (siehe Kap. 4.4), weswegen dies als Fehlerquelle in Betracht ge-
zogen werden muss. Bei den Durchschnittsstrategien fallen solche Fehler bei ein paar Aktien
nicht ins Gewicht, aber bei den Elitestrategien kann dies die Performance verzerren. Aller-
dings sollte das grundsätzlich festgestellte Verhalten bei den Elitebetrachtungen hierdurch
nur marginal beeinflusst worden sein.
Unabhängig davon lassen sich die berechneten Performancewerte der Strategien in Realität
natürlich nicht erreichen. Dies ist darin begründet, dass keine Transaktionskosten in den Per-
formancewerten manifestiert sind. Allerdings lässt sich über die Anzahl an Transaktionen
nachträglich noch eine Aussage in diese Richtung machen. Anhand der erreichten Perfor-
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mance rE und der Anzahl an Transaktionen t lässt sich berechnen, wie viel Kapital g benö-
tigt wird, um eine bestimmte Rendite r bei vorgegebenen fixen Kosten pro Transaktion k zu
erreichen. Die Berechnung beruht auf folgendem Weg.
g ·
(
1+
r
100
)
= g ·
(
1+
rE
100
)
− t · k
Dies bedeutet soviel, dass nach Abzug der Transaktionskosten vom Gewinn noch die Ren-
dite übrig bleiben muss. Wenn wir jetzt r und k als Variablen annehmen, können wir die
Gleichung nach g in Abhängigkeit von r und k darstellen.
g(r,k) = 100 · t · k
rE − r
Für die zwei Strategien S18 und ˜S18 ist die Abhängigkeit des benötigten Kapitals von der
angepeilten Rendite im Folgenden einmal dargestellt. Dabei wurden die Transaktionskosten
t = 10 gesetzt. Die Einheit des Kapitals spielt keine Rolle. Die Diagramme spiegeln den
Wert des einzusetzenden Kapitals in der Einheit wider, in welcher die Transaktionskosten t
angegeben sind. Im Folgenden wird als Einheit Euro gewählt.
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Abbildung 3.10.: Abhängigkeit des benötigten Kapitals von der angestrebten Rendite
Wie sich erkennen lässt, benötigt man mehr Kapital, desto größer die angestrebte Rendite
ist. Mit abnehmendem Abstand zum Renditewert der Strategie wächst der Wert des einzu-
setzenden Kapital immer schneller gegen Unendlich. Erreicht werden kann er schließlich
nicht. Wie man außerdem erkennt, benötigt man auch eine bestimmte Menge an Kapital, um
kostenneutral zu arbeiten. Setzt man weniger ein, so fährt man Verluste ein, da die einge-
holten Gewinne die Transaktionskosten nicht decken. Bei Strategie S18 ist dieser Grenzwert
mit ≈ 300.000 Euro schon recht hoch und selbst bei eingesetzten 500.000 Euro bleibt nur
≈ 25% Rendite übrig. Wenn man mit dieser Strategie in noch höhere Regionen vorstoßen
möchte, braucht man schon Millionen. Der Grund für diese hohen Werte liegt in den fast
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17.000 Transaktionen, die mit 170.000 Euro an Kosten kräftig zu Buche schlagen. Bei Stra-
tegie ˜S18 sieht das schon besser aus. Aufgrund von nur≈ 600 Transaktionen reichen schon ≈
1.500 Euro um kostenneutral zu arbeiten. Wenn man nur 5.000 Euro einsetzt, bleiben noch ≈
300% Rendite übrig, was doch recht ordentlich ist. Für 400% Rendite sind dann aber schon
≈ 40.000 Euro nötig und mit jedem Prozent mehr Rendite steigt dieser Wert schneller.
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4. Implementierung
Das Programm lässt sich auf zweierlei Wegen nutzen. Zum einen wurde es als Client-Plugin
für WEBIS konzipiert, welches sich mit Hilfe des WEBIS-Client starten lässt. Dazu muss
das Plugin mit Hilfe eines ant target deploy auf der beiliegenden Datei build.xml im WEBIS-
Client veröffentlicht werden. Danach lässt sich das Plugin aus dem WEBIS-Client heraus
starten. Außerdem sollte eine Nutzung ohne WEBIS als Standaloneanwendung möglich sein.
Diese lässt sich mit den beigelegten Batchdateien für Windows (Starte Plugin.bat) und Unix
(Starte Plugin.sh) starten.
Die zentrale Schnittstelle ist der Mainpanel, eine Instanz von javax.swing.JPanel. Dieser
wird vom Plugin über einen javax.swing.JInnerFrame eingebunden, wohingegen die Stan-
dalonevariante dies über einen javax.swing.JFrame erledigt. Dadurch ist die Benutzerober-
fläche unabhängig von ihrem Toplevelcontainer, da all ihre Elemente über den Mainpanel
hinzugefügt werden können.
Das Programm wurde in zwei Modi unterteilt. Der Normalmodus dient zur Durchführung
verschiedener Untersuchungen und Auswertungen bzw. zur Evaluation verschiedener Stra-
tegien. Im Skriptmodus werden nach einer gewählten Strategie dann aktuelle Kauf- und Ver-
kaufsentscheidungen präsentiert.
4.1. Programmausgabe
Die Rückmeldungen über Programmabläufe erfolgt im WEBIS-Client über die JavaTM Log-
ging Technology (java.util.logging.*). Der WEBIS-Client erstellt dazu beim Programmstart
einen Logger mit Namen „WEBIS“, welcher die ihm übertragenen Meldungen im Fenster
des Client darstellt. Der Mainpanel erhält über den Aufruf Logger.getLogger(„WEBIS“) Zu-
griff und kann seine Meldungen dann an ihn verschicken. Damit dies für die Standaloneva-
riante auch funktioniert, muss diese beim Programmstart ebenfalls einen Logger mit Namen
„WEBIS“ erstellen. Dadurch können im gesamten Programm alle Meldungen an den Log-
ger „WEBIS“ verschickt werden, welcher dann je nach Variante (Plugin oder Standalone)
die Meldungen an die richtige Stelle weiterleitet. Bei der Standalonevariante verschickt der
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Logger seine Meldungen an die Standardausgabe (System.out). Diese wird zusätzlich so um-
geleitet, dass alle Nachrichten in einem Textfeld unter dem Mainpanel angezeigt werden und
in die Datei „output.txt“ gespeichert werden. Unabhängig von den Programmmeldungen
erfolgt bei langwierigen Berechnungen zusätzlich eine Rückmeldung über eine Fortschritts-
anzeige, um dem Nutzer eine grobe Schätzung der Berechnungsdauer zu ermöglichen.
4.2. Threading
Ein Großteil der Berechnungen ist sehr zeitintensiv. Besonders die Clusterungs- und Stra-
tegieauswertungsalgorithmen schlagen aufgrund der Häufigkeit ihrer Berechnung hier zu
Buche. Da aktuelle PCs mittlerweile über mehrere Prozessorkerne verfügen und über die
Professur spezielle CPU Server zur Verfügung stehen, sollte daraus Nutzen gezogen werden.
Zu diesem Zwecke wurde ein Threadingkonzept integriert. Das Programm verwaltet zwei
Threadpools (java.util.concurrent.Executor), einen GUI-Pool und einen Worker-Pool.
Der GUI-Pool besitzt genau einen Thread, was sicherstellt, dass nur eine „Hauptaufgabe“
gleichzeitig bearbeitet wird. Dabei kann es sich z.B. um das Einlesen von Aktien, dem Erstel-
len von Kriterien, der Clusterung von Aktien oder dem Auswerten verschiedener Strategien
handeln. Dadurch werden Fehler, welche bei gleichzeitiger Bearbeitung aufeinander aufbau-
ender Aufgaben passieren könnten, vermieden. Gleichzeitig lassen sich dadurch aufeinander
aufbauende Aufgaben in Auftrag geben, welche dann durch den GUI-Pool nacheinander ab-
gearbeitet werden. Die hauptsächliche Aufgabe der Threads, welche im GUI-Pool laufen, ist
die Unterteilung der zu verrichtenden Arbeit in kleine, voneinander unabhängige Arbeitspa-
kete, sogenannte Workunits.
Der Worker-Pool dient zur Verarbeitung der Workunits. Seine Threadanzahl ist durch die An-
zahl logischer Prozessoren, welche der Java Virtual Machine zur Verfügung stehen, festge-
legt. Die Kommunikation zwischen den Workunits und dem Thread des GUI-Pools läuft über
ein java.util.concurrent.CountDownLatch. Dies wird mit der Anzahl der Workunits initiali-
siert. Auch die Fortschrittsanzeige (s. Kap. 4.1) nimmt diese Anzahl als Maß für die 100%.
Sobald ein Workunit fertig ist, dekrementiert es das CountDownLatch und inkrementiert den
Wert der Fortschrittsanzeige. Hat der Wert des CountDownLatch Null erreicht, weiß der
Thread im GUI-Pool, dass alle Workunits fertig sind. Daraufhin kann dieser noch abschlie-
ßende Aufgaben erledigen und terminiert. Damit ist der GUI-Pool frei für neue Aufgaben.
Aufgrund dieser Form der Kommunikation ist es wichtig, das ein Workunit in jedem Falle,
also auch im Fehlerfall, den Wert des CountDownLatch dekrementiert. Bleibt diese Aktion
aus, gleicht dies einer Deadlocksituation.
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Die Implementierung der Threads und der Workunits erfolgt auf zwei verschiedene Arten.
Muss nach Beendigung eine Interaktion mit Elementen der Benutzeroberfläche erfolgen, so
wurde javax.swing.SwingWorker genutzt, welcher eine einfache Möglichkeit bietet, abschlie-
ßende Aufgaben auf dem Event Dispatch Thread (EDT) auszuführen. Eine Manipulation von
Elementen der Benutzeroberfläche außerhalb des EDT kann einen nicht vorhersehbaren Sys-
temzustand zur Folge haben, was unbedingt vermieden werden sollte. Aufgaben, welche kei-
ne solche Interaktion benötigen, wurden mit Hilfe von java.lang.Runnable implementiert.
4.3. Properties
Durch die Anforderungen an das Programm, verschiedene Kriterien anzubieten und ver-
schiedene Verfahren durchführen zu können, ist die Anzahl an Inputparametern recht groß.
Ein Kriterium benötigt z.B. ein Start- und Enddatum zur Berechnung. Ein Moving Average
benötigt zusätzlich noch die Anzahl an Tagen, über welche es gebildet wird. Außerdem war
durch die Evaluation des Verfahrens damit zu rechnen, dass neue Parameter hinzukommen,
bestehende wegfallen oder andere sich ändern. Um nicht bei jeder Änderung auch die Ein-
gabemasken ändern zu müssen oder den Nutzer durch immer anders aussehende Masken
zu verwirren, wurde eine PropertyGrid Lösung angestrebt. Abbildung 4.1 zeigt, was sich
dahinter verbirgt. Es handelt sich hierbei um eine Tabelle, die für verschiedene Properties
Abbildung 4.1.: PropertyGrid mit beliebigen Properties
Namen und Wert anzeigt. Außerdem wird oft ein passender Editor bereitgestellt, um den
Wert des Property zu ändern. Dies wurde mit Hilfe des Paketes „L2FProd Common Com-
ponents“ umgesetzt (s. Kap. 4.12), welches auf der JavaBeansTMArchitektur aufsetzt. Eine
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Objekt kann mit Hilfe von java.beans.PropertyDescriptor Properties veröffentlichen. Nötig
dafür sind ein Name, sowie eine Lese- und Schreibmethode, welche ein PropertyDescriptor
auch per Introspektion herausfinden kann. Dazu müssen für ein Property mit Namen „Farbe“
eine Lesemethode getFarbe() oder isFarbe() und eine Schreibmethode setFarbe() existieren.
Zusätzlich kann man noch eine Beschreibung oder einen geeigneten Editor bereitstellen.
Das PropertyGrid ist in der Lage, mit Hilfe der Propertydeskriptoren seine Struktur zu er-
stellen, also Namen der Properties, Kategorien, Beschreibungen und Editoren. Um Werte der
Properties von einem Objekt zu laden oder in ein Objekt zu speichern, dienen die Funktionen
der Klasse com.l2fprod.common.propertysheet.PropertySheetPanel readFromObject() und
writeToObject().
Die Nutzung des PropertyGrid ist trivial. Durch einen Mausklick auf die Tabellenzelle, wel-
che den Wert enthält, öffnet sich ein Editor, mit welchem man den Wert des Property ändern
kann. Bei der Pluginversion scheint es nötig zu sein, vorher auf die Tabellenzelle zu klicken,
welche den Namen des Property enthält. Erst danach lässt sich durch Klick auf das Eigen-
schaftsfeld der entsprechende Editor öffnen. Dies kann ein Textfeld, eine Liste oder eine
Checkbox sein. Bei den Dateieigenschaften erscheint ein Textfeld und 2 kleine Schaltflä-
chen. Die erste hat 3 Punkte und öffnet den Dateiauswahldialog, die zweite mit dem Kreuz
löscht den Pfad. Man kann den Pfad aber auch manuell über das Textfeld ändern. Das leicht
abweichende Verhalten in der Pluginvariante könnten mit Unterschieden im Eventhandling
zwischen javax.swing.JFrame und javax.swing.JInnerFrame zusammenhängen, dabei han-
delt es sich aber nur um eine Vermutung.
4.4. Dateninput
Der Input von Aktiendaten erfolgt ausschließlich über Dateien. Ein direkter Input aus ei-
ner Datenbank sollte nicht erfolgen. Daher konnte auf die Entwicklung eines serverseitigen
Plugins verzichtet werden. Eine Anbindung an aktuelle Aktiendaten ist durch den Taipan-
Exporter gewährleistet, ein im Rahmen der Universität entwickeltes Programm, welches
über eine Schnittstelle auf die TaiPan Datenbank zugreift und Aktiendaten exportiert. Die
vom Taipan-Exporter erzeugten Dateien lassen sich dann importieren.
Um mit verschiedenen Dateiformaten umgehen zu können, wurde eine abstrakte Basisklas-
se Datenparser implementiert. Dabei muss das Dateiformat zeilenbasiert sein, also jede
Zeile enthält die Daten für genau einen Tag. Datenparser deklariert die Membervariable
m_Trennzeichen, sowie eine abstrakte Methode parse(String zeile). Die Implementierungen
von parse(String zeile) müssen dann aus der übergebenen Zeile Datum, Eröffnungs- und
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Schlusskurs, Minimum, Maximum und Umsatz extrahieren. Beim Parsen einzelner Werte
muss auf die Trennzeichen geachtet werden, welche die einzelnen Werte voneinander se-
parieren. Es sollte nur der Substring vom letzten Trennzeichen bis zum nächsten geparst
werden, da einzelne Werte fehlen können. Die Rückgabe der Werte erfolgt über ein Objekt
der Klasse ExtendedTag. Fehlende Werte werden z.B. mit einer Nullreferenz oder mit Dou-
ble.NaN (not a number) gekennzeichnet. Die darüber liegende Schicht entscheidet dann, ob
der zurückgegebene Tag gültig ist oder verworfen wird.
Es wurden folgende Parser implementiert, welche jeweils unterschiedliche Formate unter-
stützen.
1. TaiPan Parser
Diese Format erzeugt TaiPan, wenn man den Export einer Aktie über die TaiPan Be-
nutzeroberfläche durchführt. Als Dezimaltrennzeichen dient das Komma.
Datum;Schlusskurs;Umsatz;Maximum;Minimum;Eröffnungskurs;
2. Exporter Parser Alt
Dieses Format wurde durch eine alte Version des TaiPan-Exporters erzeugt. Die Daten
des Trainingssets befinden sich in diesem Format, weswegen es noch Teil des Pro-
grammes ist. Als Dezimaltrennzeichen dient der Punkt.
Datum;Eröffnungskurs;Maximum;Minimum;Umsatz;Schlusskurs
3. Exporter Parser Neu
Dieses Format wird durch die aktuelle Version des TaiPan-Exporters erzeugt. Die Da-
ten des Testsets befinden sich in diesem Format. Als Dezimaltrennzeichen dient der
Punkt.
Datum;Eröffnungskurs;Maximum;Minimum;Umsatz;Schlusskurs;
Bei allen drei Formaten können Werte fehlen. Dies kommt z.B. durch Feiertage zustande,
für die zumeist Kurswerte existieren, aber kein Umsatz. Außerdem fehlen mit Blick auf die
Vergangenheit oft Werte, da einzelne Werte wie Umsatz oder Minimum und Maximum erst
im Laufe der Zeit hinzukamen. Beim Fehlen wichtiger Daten wird eine Meldung an die
Standardausgabe geschickt.
Außer fehlenden Werten können die Dateien auch fehlerbehaftete Werte enthalten. Bei einem
Wertpapier mit der WKN 699629 wurde beispielsweise folgendes Verhalten festgestellt. Am
03.02.2006 betrug der Wert 107.99, am 06.02.2006 sind es plötzlich 7.0 und am 07.02.2006
liegt er wieder bei 109.29. Nachforschungen haben gezeigt, dass der fehlerhafte Wert di-
rekt aus der TaiPan Datenbank stammt. Um solche Fehler zu beseitigen wurde folgendes
Verfahren implementiert, welches direkt nach dem Parsen einer Datei den extrahierten Kurs
untersucht.
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1. Finde alle Vorkommen eines Kurssprungs, welcher größer als ein gewählter Faktor ist.
Für den Faktor wurde in der Implementierung 8 gewählt, d.h. es werden alle Ereignisse
gesucht, bei denen der Kurswert innerhalb eines Tages auf sein achtfaches steigt oder
auf ein achtel seines Wertes fällt. Die Grenze liegt deswegen so hoch, da bei Aktien
im Niedrigpreissegment öfters größere Sprünge vorkommen, die aufgrund von zusätz-
lichen Internetrecherchen nachvollzogen werden konnten (s. z.B. WKN 501089 im
Bereich vom 10.11.2004 bis zum 30.11.2004 am Börsenplatz Frankfurt). Das macht
die Trennung zwischen Fehlern und validen Daten schwer.
2. Wenn sich innerhalb von 7 Werktagen zwei gegensätzliche Sprünge befinden, deren
Differenz kleiner als der gewählte Faktor ist, so wird von einem Datenfehler ausgegan-
gen. Das Intervall vom ersten Tag des ersten Sprungs bis zum zweiten Tag des zweiten
Sprungs wird linear interpoliert. Dadurch werden offensichtliche Fehler saniert, aller-
dings kann nicht garantiert werden, dass durch den hohen Grenzwert bei Schritt (1)
alle Fehler gefunden werden.
4.5. Kriterien
Eine zentrale Rolle in dieser Arbeit übernehmen die Kriterien. Sie stellen die Werte dar,
nach denen die Cluster erzeugt werden, auf welchen die Strategien beruhen. Da man ein
Kriterium auch als eine spezielle Kodierung einer Aktie sehen kann, fand bei der Imple-
mentierung auch dieser Name Einzug. Diese Dualität sollte in diesem Abschnitt im Hinter-
kopf behalten werden. Hinter den Kriterien verbirgt sich die abstrakte generische Klasse Ko-
dierung<Kodierungstyp>, welche grundlegende Variablen und Funktionen bereitstellt, aber
auch Funktionen deklariert, welche durch die Implementierungen realisiert oder überladen
werden müssen. Der Kodierungstyp gibt den Typ an, welchen die berechnete Kodierung be-
sitzt. Der Anstieg beispielsweise lässt sich als reelle Zahl darstellen, genau wie die Korrela-
tion oder die Abweichung vom Moving Average. Diese sind daher von Kodierung<Double>
abgeleitet. Andere Kodierungen stellen z.B. einen Kursverlauf dar, wie z.B. Aktiendaten oder
Moving Average. Diese sind von Kodierung<Tag> abgeleitet, wobei Tag ein Container für
Datum und Kurswert darstellt. Aus älteren Tests sind noch Stringkodierungen vorhanden,
welche in dieser Arbeit aber keine Bedeutung mehr besitzen. Allerdings sind die Kriteri-
en nicht direkt von Kodierung abgeleitet, sondern von abstrakten Zwischenklassen, welche
Kriterien mit gleichem Kodierungstyp zusammenfassen, da diese einiges Sachen gemeinsam
haben, wie z.B. Distanzfunktionen.
Die grundlegenden Parameter für die Berechnung einer Kodierung sind Ausgangskodierun-
gen, Start- und Enddatum. Die Ausgangskodierung ist in den meisten Fällen die Aktiendaten,
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allerdings lassen sich auch schon berechnete Kodierungen verwenden. Man kann z.B. das
Moving Average eines Moving Average berechnen oder den Anstieg eines Moving Average.
Dem sind natürlich Grenzen gesetzt, da man z.B. für ein Korrelationskriterium kein Moving
Average bestimmen kann. Aus einer reellen Zahl lässt sich kein Kursverlauf rekonstruie-
ren. Daher gibt es auch eine interne Unterscheidung zwischen Kodierungen, welche einen
Kursverlauf darstellen und denen, die keinen Kursverlauf darstellen. Jene drei grundlegen-
den Parameter werden von jeder Kodierung veröffentlicht. Es existiert auch eine Funktion
checkParameter(), welche diese Parameter auf Korrektheit überprüft. Wenn ein Kriterium
weitere Parameter veröffentlicht, muss es auch diese Funktion überladen, um die zusätzli-
chen Parameter zu überprüfen.
Außer den bereits genannten existieren zahlreiche weitere Methoden, wie berechneKodie-
rung(), isValid(), toString() und andere, welche implementiert oder überladen werden müs-
sen, um mit einem Kriterium arbeiten zu können. Einige Methoden wie z.B. equals() und
clone() sind so konzipiert, dass sie ohne Änderungen auch für neue Kriterien funktionieren
sollten, wobei Ausnahmen nicht ausgeschlossen sind.
4.6. Clusterung
Ähnlich wie die Kriterien wurden auch die Clusterungsalgorithmen konzipiert. Hier stellt
die abstrakte generische Basisklasse Clusterung<T extends Kodierung> den Ausgangspunkt
dar. Der Typ T steht dabei für das Kriterium, nach welchem geclustert werden soll. Imple-
mentiert wurden verschiedene Ansätze eines k-means Algorithmus. Zum einen existieren
zwei heterogenitätsbasierte Ansätze, welche einmal mit und einmal ohne Distanzmatrix die
Einteilung in Cluster vornehmen. Bei einfachen Distanzfunktionen, wie z.B. der Subtrakti-
on zweier reeller Zahlen, war die Variante ohne Distanzfunktion zum Teil schneller, da die
Distanzmatrizen mit fast 12 Megabyte bei vielen Prozessoren nicht in den Cache passen und
eine Subtraktion zweier Zahlen schneller ist als ein Hauptspeicherzugriff. Bei komplexen
Distanzfunktion, wie der Editdistanz bei Strings, lohnt sich der Einsatz einer Distanzmatrix
aber wieder. Neben den heterogenitätsbasierten Varianten existiert auch noch ein centroid-
basierter Ansatz, der bei den Tests aber keine Verwendung mehr fand.
Zu den grundlegenden Parameter für einen Clusteralgorithmus gehört das Kriterium bzw.
die Ausgangskodierung. Sobald ein Kriterium über das generische Interface IDistanz<T ex-
tends Kodierung> Distanzfunktionen implementiert, kann es auch zur Clusterung eingesetzt
werden. Dies wurde zwar für alle Kriterien erledigt, auch für Kursverlaufs- und Stringko-
dierungen, für die Bildung und Auswertung von Strategien ist das allein allerdings nicht
ausreichend (siehe Kap. 3.4). Die Distanzfunktion ist auch ein Parameter für den Clusteral-
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gorithmus, da ein Kriterium mehr als eine implementieren kann. Start- bzw. Enddatum hin-
gegen sind durch das Kriterium spezifiziert und daher keine Parameter. Des weiteren kann
bestimmt werden, ob der Centroid der Cluster berechnet werden soll und ob der durch das
Kriterium vorgegebene Zeitraum in Fenster unterteilt werden soll, um einzelne Clusterungen
vorzunehmen (siehe Kap. 3.4). Wenn letzteres der Fall ist, kommt noch die Fenstergröße und
die Dauer der Verschiebung als Parameter hinzu, welche beide in Wochen angegeben wer-
den. Für alle Parameter existiert analog zu den Kriterien eine Funktion checkParameter(),
welche die grundlegenden Parameter auf Fehler überprüft. Stellt ein Clusterungsalgorithmus
zusätzliche Parameter zur Verfügung, muss diese Funktion überladen werden.
Der Clusterungsalgorithmus muss über die abstrakte Methode Clustern() implementiert wer-
den, welcher eine Menge an Clustern erzeugt. Diese Menge wird nach Abschluss der Funkti-
on an Hand ihrer Centroide aufsteigend sortiert (siehe Kap. 3.4). Der Index eines Clusters in
dieser sortierten Menge wird im folgenden als Clusterindex bezeichnet. Wie bei den Kriteri-
en sollte auch die toString() Methode überladen werden, damit man eine Clusterung später
besser identifizieren kann. Außer den schon genannten Funktionen existieren Überladungen
von equals() und clone(), welche so konzipiert sind, dass sie ohne Änderungen auch für
neue Clusterungsalgorithmen funktionieren sollten, wobei Ausnahmen nicht ausgeschlossen
sind.
4.7. Auswertung
Ausgangspunkt für die Auswertung einer Strategie ist eine oder mehrere durchgeführte sli-
ding window Clusterungen. Basiert die Strategie auf mehreren Clusterungen, so müssen alle
die gleiche Anzahl an Fenstern aufweisen. Die Fenster der einzelnen Clusterungen sind nach
ihrem Startdatum aufsteigend sortiert und werden indexbasiert kombiniert, d.h. es wird Clus-
ter X aus Fenster 3 der Clusterung A mit Cluster Y aus Fenster 3 der Clusterung B kombi-
niert. Dieser Index wird im Folgenden Fensterindex genannt. Eine der Clusterungen wird als
entscheidende Clusterung markiert, d.h. dass die Enddaten ihrer Fenster die Entscheidungs-
zeitpunkte für die Strategie vorgeben. Daher darf auch kein Enddatum eines Fensters einer
Clusterung nach dem Enddatum des korrespondierenden Fensters der entscheidenden Clus-
terung liegen. Dies käme einem Blick in die Zukunft gleich, da wir bspw. am 01.01.2006 eine
Entscheidung treffen, die wir zum Teil an Hand von Daten getroffen haben, welche erst nach
diesem Tag verfügbar waren. Die benutzten Kriterien bilden zusammen mit den zugehörigen
Optimierungsrichtungen und Gewichten (siehe Kap. 3.5) das sog. Clusterentwicklungsmo-
dell. Es dient als oberste Ebene, unter derer sich verschiedene Strategien befinden, welche
dann die Grundlage der Auswertungen darstellen.
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Die wichtigste Auswertung ist dabei das Ermitteln von Performance und Anzahl an Trans-
aktionen einer Strategie innerhalb eines bestimmten Zeitraumes. Es existiert auch noch ei-
ne Auswertung bezüglich Präzision der Vorhersagen, welche in dieser Arbeit aber keine
Anwendung mehr fand. Die Performance der Strategien gegenüber Vergleichskriterien hat
hinsichtlich der Eignung des Verfahrens und der aufgestellten Hypothese größere Aussage-
kraft.
Im Gegensatz zu Clusterung und Kriterien wurde die Parametereingabe für die Auswertun-
gen etwas anders gehalten. Da man hier beispielsweise viele verschiedene Zeiträume mit ei-
nem Schlag auswerten will oder bei der Eliteauswertung alle möglichen Anzahlen an Aktien
durchspielen möchte, wäre eine Parametereingabe für jede Auswertung ungeeignet. Daher
wurden Teile der Parametereingabe ähnlich einer Zählschleife gestaltet.
Zur Festlegung der Auswertungszeiträume dienen die Parameter ErsterFensterIndex, Letz-
terFensterIndex, AnzahlFensterFürAuswertung und Verschiebung. Wenn die Verschiebung
gleich 1 ist, so werden Auswertungen für alle Zeiträume berechnet, welche inklusiv zwi-
schen ErsterFensterIndex und LetzterFensterIndex liegen und die Länge AnzahlFensterFür-
Auswertung besitzen. LetzterFensterIndex und AnzahlFensterFürAuswertung können auf -1
gesetzt werden, wodurch beide den größtmöglichen Wert annehmen, welche die angewähl-
ten Clusterungen zulassen. Allgemeiner lässt sich die Menge an Auswertungszeiträumen mit
Hilfe von Algorithmus 4.1 beschreiben.
S = ErsterFensterIndex;
E = LetzterFensterIndex;
N = AnzahlFensterFürAuswertung;
V = Verschiebung;
iS = S;
iE = S+ N−1;
while iE ≤ E do
führe Auswertung von iS bis iE durch;
iS = iS +V ;
iE = iE +V ;
end
Algorithmus 4.1 : Schleife zur Generierung der Auswertungszeiträume
Neben den Parametern, welche die Auswertungszeiträume steuern, lassen sich noch die Ver-
fahren auswählen, welche durchgeführt werden sollen. Implementiert wurden Durchschnitt
und Elite (siehe Kap. 3.5), Vergleich (siehe Kap. 3.6) und Untersuchung, die schon oben
genannte Auswertung der Präzision der Vorhersagen. Bei den Verfahren Vergleich und Elite
werden noch ein paar zusätzliche Parameter benötigt. Als Vergleichskriterium werden drei
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Verfahren angeboten, die durchschnittliche Entwicklung aller Aktien, die Entwicklung des
DAX 30 und die Entwicklung einer beliebigen Aktie. Diese können alle angewählt werden.
Bei der Eliteauswertung werden analog zu den Einstellungen der Auswertungszeiträume ein
Startwert, ein Endwert und eine Schrittweite angegeben. Dadurch wird die Eliteauswertung
für alle Anzahlen an Aktien durchgeführt, die durch die resultierende Zählschleife erzeugt
werden (vgl. Algorithmus 4.1). Außerdem lässt sich angeben, dass die Eliteanzahl nicht als
Absolutwert interpretiert wird, sondern als relativer Anteil vom Cluster. Je nachdem wird
entweder in die 10 Besten Aktien des Clusters oder in die Besten 10% des Clusters inves-
tiert.
Die Speicherung der Ergebnisse erfolgt automatisch auch in textueller Form in Dateien. Da-
bei werden die Dateinamen an Hand des Clusterentwicklungsmodell erzeugt und im Ver-
zeichnis gespeichert, welches durch das Property „Ergebnisdirectory“ (s. Applicationsettings
Anhang A) hinterlegt ist. Beim Format handelt es sich um ein tabulatorbasiertes Spaltenfor-
mat, da sich dies mit externen Programmen gut verarbeiten lässt. Der Aufbau erfolgt in
folgender Reihenfolge.
• Kriterien
Jedes Kriterium benötigt 2 Spalten. Zunächst wird der Name des verwendeten Krite-
riums in Hochkommas geschrieben, danach der Clusterindex, auf dem die Strategie
beruht.
• Auswertungszeitraum
Nach den Kriterien werden Index des ersten Fenster, Startdatum des ersten Fensters,
Index des letzten Fensters und Enddatum des letzten Fensters in dieser Reihenfolge
geschrieben.
• Verfahren
Nach dem Auswertungszeitraum erfolgt das Schreiben des Verfahrens. Zunächst wird
der Name des Verfahrens in Hochkommas geschrieben, z.B. „Elite“, gefolgt von sei-
nen Parametern, falls welche existieren.
• Ergebnis
Am Ende jeder Zeile stehen die Ergebnisse der Untersuchung (z.B. Performance und
Anzahl an Transaktionen).
Folgendes Beispiel zeigt eine Zeile der Datei „Anstieg Minimierung 1.0 Korrelation mit Li-
nearem Trend Maximierung 1.0.dat“ welche Strategie ˜S18 repräsentiert. Dabei enthalten die
ersten beiden Spalten den Name des Anstiegskriteriums und den Clusterindex 0 (schlecht),
danach folgt der Name des Korrelationskriterium mit Clusterindex 2 (gut). Die Auswertung
erfolgte über das gesamte Trainingsset vom 01.11.2005 bis zum 03.11.2006. Als Auswahl-
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verfahren kam Eliteauswahl von 6 Aktien zum Einsatz, was eine Performance von 415,09%
und 608 Transaktionen zur Folge hatte.
"Anstieg u¨ber [Aktiendaten] von 01.11.2005 bis 03.11.2006" 0
"Korrelation mit Linearem Trend u¨ber [Aktiendaten] von 01.11.2005 bis
03.11.2006" 2 0 01.11.2005 52 03.11.2006 "Elite" 6 415.09 608
4.8. Visualisierung
Um sich die Ergebnisse von Berechnungen auch vor Augen führen zu können, musste eine
Visualisierungskomponente implementiert werden. Dabei entstanden zwei getrennte Lösun-
gen, eine im Programm integrierte und eine externe. Die integrierte Visualisierung dient
eher einfachen Aufgaben. Mit ihrer Hilfe können Ergebnisse textuell dargestellt werden.
Außerdem besteht die Möglichkeit, Aktien oder auch verschiedene Kriterien, welche einen
Kursverlauf repräsentieren, sich grafisch anzeigen zu lassen. Dies wird mit Hilfe des Paketes
JFreeChart (s. Kap. 4.12) erreicht.
Für die grafische Auswertung der Strategien wurde eine andere Variante verfolgt. Die Anzahl
der Möglichkeiten, was sich alles visualisieren lässt, ist ziemlich groß. Diese Vielfalt ist au-
tomatisch nur schwer bereitzustellen. Da die Ergebnisse der Strategieauswertungen alle auch
in textueller Form gespeichert werden, lassen sich die Ergebnisse auch extern verarbeiten.
Um dies zu verwirklichen, wurden gnuplot und awk (s. Kap. 4.12) eingesetzt. Dabei wurden
zahlreiche Skripte für gnuplot entwickelt, mit welchem der Nutzer spezifiziert, was genau er
visualisieren möchte. Dies erfordert zwar ein wenig Kenntnis über gnuplot, allerdings kann
der Nutzer auf diesem Wege genau angeben, was z.B. alles in einem Diagramm gezeichnet
werden soll und was nicht. Außerdem wird auf diesem Wege die Gestaltung der Bezeich-
nungen dem Nutzer überlassen, da diese ja abhängig davon sind, was und wie viel sich in
einem Diagramm befindet. Eine automatische Generierung einer aussagekräftigen Legende,
die nur das nötigste enthält, ist keine triviale Aufgabe.
Aus den Angaben des Nutzers erzeugt gnuplot ein awk Skript, mit welchem die relevan-
ten Daten aus den Auswertungsdateien extrahiert werden und als separates Datenset in ein
temporäres Plotfile geschrieben werden. Danach lassen sich mit gnuplot die Datensets visua-
lisieren. Die Skripte sind in Anhang B ausführlich erklärt.
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4.9. Applicationsettings
Unabhängig von den vielen Parametern zur Erzeugung von Kriterien, Clusterungen oder
Strategien, gibt es einige Einstellungen, welche permanent gespeichert werden können. Da-
zu gehören unter anderem das Verzeichnis, in welchem die Dateien für den Datenimport
liegen, oder der zugehörige Parser. Dadurch könnte man einen Datenimport anstoßen, ohne
jedes mal Parser und Verzeichnis über die Benutzeroberfläche auszuwählen. Solche Eigen-
schaften wurden als Applicationsettings zusammengefasst, welche als Datei „Applications-
ettings.xml“ im Arbeitsverzeichnis des Programms abgelegt werden. Sie sind in zwei Kate-
gorien unterteilt, welche den zwei Programmmodi (siehe Kap. 4) entsprechen. Die einzelnen
Eigenschaften sind in Anhang A erläutert.
4.10. Skriptfa¨higkeit
Da das Programm Operationen auch automatisch durchführen soll, beispielsweise im Skript-
modus, musste nach einer Möglichkeit gesucht werden, dies zu gewährleisten. Wie in Ka-
pitel 4.3 schon erwähnt, ist die Anzahl an Inputparametern recht hoch und variiert je nach
Kriterium, Clusterung oder Strategie. Ein textbasiertes Skriptformat, bei welchem der Nutzer
die gewünschten Operationen in irgendeiner Form textuell beschreibt, hätte einige Nachteile.
Zum einem müsste der Nutzer genaue Kenntnis über die Parameter und ihre möglichen Werte
haben. Fehler durch Verschreiben oder fehlerhafter Parameterwahl wären vorprogrammiert.
Zum anderen müsste ein Parser für das Skriptformat geschrieben werden, welcher durch die
vielen Möglichkeiten recht komplex wäre. Bei Änderungen der Parameter oder Hinzufü-
gen bzw. Entfernen von Kriterien, Algorithmen, usw. müsste der Parser jedesmal angepasst
werden. Um dies zu umgehen wurde die Skriptfähigkeit über ein Binärformat erzielt.
Alle wichtigen Basisklassen (Kodierung, Clusterung, usw.) sowie viele Datenklassen im-
plementieren das Interface Serializable. Dadurch lassen sich komplette Objektgraphen se-
rialisieren und speichern. Dies wird auf zweierlei Wege im Programm genutzt. Zum einem
lassen sich an Hand berechneter Kriterien, durchgeführter Clusterungen oder ausgewerteter
Strategien Vorlagen erstellen. Mit Hilfe dieser Vorlagen können die Berechnungen wieder-
holt werden, ohne noch einmal alle Parameter angeben zu müssen. Außerdem ist die Feh-
leranfälligkeit für falschen Parameterangaben gegenüber der textuellen Variante sehr viel
geringer, da das Programm nur gültige Parameterkombinationen zur Berechnung zulässt und
wie schon erwähnt nur durchgeführte Berechnungen sich als Vorlage speichern lassen. Au-
ßer Vorlagen lassen sich natürlich auch ganze Ergebnisse speichern. Dabei wird der kom-
plette Objektgraph der Ergebnisse gespeichert, weswegen dies auch als Dump bezeichnet
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wird. Anstatt jedes mal eine langwierige Clusterung per Vorlage durchzuführen, kann man
so das Ergebnis der Clusterung laden, was im Gegensatz zur Neuberechnung vergleichs-
weise schnell abläuft. Allerdings wurden nicht überall beide Varianten umgesetzt. Bei den
Kriterien wurde nur das Vorlagekonzept implementiert, da die Berechnungen sehr schnell
sind. Für Clusterungen hingegen wurden beide Konzepte umgesetzt, wohin gegen für die
Strategieauswertungen nur das Dumpkonzept implementiert ist. Unabhängig davon ist das
Programm trotzdem in der Lage, aus einer Strategieauswertung ein automatisches Skript zu
generieren, welches im Skriptmodus verwendet wird.
4.11. A¨nderungen am WEBIS-Client
Der WEBIS-Client nutzt einen Security Manager, der für verschiedene Aktionen prüft, ob
das Programm die Rechte hat, diese Aktion auch auszuführen. Die Rechte sind in der Datei
client.policy im Verzeichnis „WEBIS/client/“ definiert. Um die Dateiauswahldialoge anzei-
gen zu können, müssen dem WEBIS-Client zusätzliche Rechte gewährt werden, welches
durch folgenden Eintrag in die Datei client.policy erreicht wird.
// 2007-11-08: added by henka to display JFileChooser dialogs
permission java.lang.RuntimePermission "modifyThread";
permission java.lang.RuntimePermission "preferences";
Eine weitere Änderung betrifft die XML-Funktionalitäten des WEBIS-Client. Diese wur-
den mit Hilfe von Xerces implementiert, einem Apache-Projekt zum Parsen und Generieren
von XML-Dateien. Aktuelle Versionen des Java Runtime Environment enthalten mittlerwei-
le eigene Implementierungen von XML-Funktionalitäten auf Basis von Xerces. Allerdings
enthält der WEBIS-Client noch die Xerces-Bibliotheken. Beim Speichern der Applications-
ettings als XML-Datei kam es dadurch zu einem AbstractMethodError. Durch eine Umbe-
nennung der Bibliotheken konnte verhindert werden, dass sie zur Laufzeit geladen werden,
wodurch das Speichern der Applicationsettings ohne Probleme verlief. Allerdings können
dadurch Seiteneffekte bei anderen Plugins auftreten, welche für die Methoden der Bibliothe-
ken konzipiert wurden. Beim Aufruf dieser Methoden könnte dann ebenfalls ein Abstract-
MethodError auftreten. Folgende Bibliotheken im Verzeichnis „WEBIS/client/lib/“ müssen
umbenannt werden.
xerc240_xercesImpl.jar -> xerc240_xercesImpl.jar.old
xerc240_xml-apis.jar -> xerc240_xml-apis.jar.old
39
4. IMPLEMENTIERUNG
4.12. Verwendete Pakete
In den vorangegangenen Kapiteln wurde die Nutzung verwendeter Pakete in Teilen schon
vorweggenommen. Diese Übersicht zeigt nochmal alle Pakete, verwendete Version, Lizenz
sowie Möglichkeiten, die Pakete zu erhalten. Alle Pakete sind dabei unter Lizenzen veröf-
fentlicht, welche ihren freien Einsatz ermöglichen.
• L2FProd Common Components
Version 7.3
Apache Lizenz Version 2.0
https://l2fprod-common.dev.java.net/
• NachoCalendar
Version 0.23
LGPL
http://sourceforge.net/projects/nachocalendar
• JFreeChart
Version 1.0.5
LGPL
http://sourceforge.net/projects/jfreechart
• Gnuplot
Version 4.2.2
Eigene Lizenz - gestattet freie Nutzung
http://sourceforge.net/projects/gnuplot/
http://www.gnuplot.info/
• Gawk
Version 3.1.6
GPL
http://www.gnu.org/software/gawk/
http://gnuwin32.sourceforge.net/packages/gawk.htm
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4.13. Beschreibung der Benutzeroberfla¨che
4.13.1. Der Startdialog
Abbildung 4.2.: Startdialog
Den Programmeinstieg bildet ein Dialog (s. Abb. 4.2), welcher je nach Aktion den gewählten
Programmmodus startet. Die zwei möglichen Modi, Normalmodus und Skriptmodus (s. Kap.
4), lassen sich über die jeweilige Schaltfläche starten. Das Betätigen der Exitschaltfläche
oben rechts startet den Normalmodus. Unabhängig von der Wahl erscheint daraufhin der
Mainpanel, welcher je nach Modi unterschiedliche Tabs enthält.
4.13.2. Der Mainpanel
1
2
Abbildung 4.3.: Mainpanel
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Der Mainpanel (s. Abb. 4.3) ist der Einstiegspunkt nach dem Startdialog und lässt sich in
zwei Teile einteilen.
(1) Das Tabview ist das Element, in welchem die gesamte Interaktion mit dem Programm
abläuft. Die Tabs sind in einer chronologisch sinnvollen Reihenfolge angeordnet, man
hat aber die Freiheit, jedes Tab zu jedem Zeitpunkt zu betrachten. Im Allgemeinen las-
sen sich aber keine Operationen anstoßen, ohne im vorherigen Tab etwas getan zu ha-
ben. Abhängig vom gestarteten Modus enthält das Tabview unterschiedliche Tabs. Im
Normalmodus sind Input-, Kodierungs-, Clusterungs-, Auswertungs-, Visualisierungs-
und Applicationsettingstab in der genannten Reihenfolge sichtbar. Im Skriptmodus
werden nur Skript- und Applicationsettingstab angezeigt.
(2) Die Fortschrittsanzeige dient dem Zweck, dem Nutzer zeigen zu können, ob eine Be-
rechnung läuft bzw. wie lange diese noch dauert. Die Anzeige besitzt 3 Zustände,
welche Aufschluss über den momentanen Systemzustand geben. Ist die Anzeige leer,
so wird momentan nichts gemacht. Wenn ein Balken sich hin und her bewegt, läuft
eine Berechnung, deren Dauer (noch) unbekannt ist. Ist die Dauer einer Berechnung
bekannt, so wird der Nutzer über einen normalen Fortschrittsbalken und eine Prozent-
zahl informiert, wie weit seine Berechnung ist. Allerdings wird nicht jede Aktion auf
die Fortschrittsanzeige übertragen. Dateninput, Kriterienberechnung, Clusterung und
Auswertungen melden ihren Status. Die meisten anderen Aktionen, wie z.B. das Lö-
schen aller Aktien, sind so kurz, dass der Nutzer die Veränderung nicht sehen könnte.
Außerdem sind manche Aktionen der Benutzeroberfläche blockierend implementiert,
wie z.B. das Laden von Ergebnissen bzw. Dumps (siehe Kap. 4.10). Dadurch ist eine
Fortschrittsanzeige unmöglich.
4.13.3. Der Outputpanel
Abbildung 4.4.: Outputpanel
Wie in Kap. 4.1 erwähnt, unterscheiden sich Standalone- und Pluginvariante in der Art, wie
sie Meldungen über Programmabläufe präsentieren. Der WEBIS-Client bringt mit dem Mes-
sageFrame (siehe [1]) eine integrierte Lösung mit, welche unter dem Mainpanel angezeigt
wird. Daher wurde in der Standalonevariante der gleiche Platz für den Outputpanel (s. Abb.
4.4) gewählt.
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4.13.4. Das Inputtab
1
2
3
4
5
Abbildung 4.5.: Inputtab
Das Inputtab (s. Abb. 4.5) dient dem Importieren von Aktiendaten aus Textdateien, wel-
che mit Hilfe verschiedener Programmen (z.B. TaiPan oder dem TaiPan-Exporter) exportiert
wurden. Folgende Interaktionen sind mit den angezeigten Elementen möglich.
(1) Hiermit werden alle importierten Aktien gelöscht. Dies wird durch eine Statusmeldung
abgeschlossen. Die eventuell deaktivierten Schaltflächen (3) und (4) werden wieder
aktiviert.
(2) Wie in Kapitel 4.4 beschrieben, wurden Parser für verschiedene Dateiformate ge-
schrieben, welche über diese Element ausgewählt werden können. Die Wahl des Par-
sers hat nur Einfluss auf den manuellen Datenimport, nicht aber auf den automati-
schen.
(3) Diese Schaltfläche startet den manuellen Datenimport. Es öffnet sich ein Standard-
dialog zum Öffnen einer Datei. Das Startverzeichnis des Dialogs wird dem Property
„Aktiendirectory“ (s. Applicationsettings Anhang A) entnommen. Der Dialog zeigt
nur Verzeichnisse und Dateien mit der Dateiendung „txt“ an. Auswählbar sind nur
die Dateien. Zum Auswählen von Dateien unter Windows können verschiedene Tas-
tenkombinationen hilfreich sein. Hier sei vor allem Strg-A erwähnt, um alle Dateien
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zu markieren. Durch das Betätigen der OK-Schaltfläche wird die Importoperation der
ausgewählten Aktien mit dem in (2) ausgewählten Parser gestartet. Der Dialog kann
durch eine entsprechende Schaltfläche abgebrochen werden.
(4) Diese Schaltfläche startet den automatischen Datenimport. Dabei werden die Proper-
ties „Aktiendirectory“ und „Aktienparser“ (s. Applicationsettings Anhang A) genutzt.
Zuerst wird eine Liste aller Dateien erstellt, die im Aktiendirectory liegen und die
Dateiendung „txt“ haben. Danach wird die Importoperation der zusammengetragenen
Dateien mit Hilfe des in Aktienparser hinterlegten Parsers gestartet.
(5) Diese Liste zeigt alle importierten Aktien an.
Beim Importvorgang werden alle übergebenen Dateien mit Hilfe des übergebenen Parsers
gelesen. Die Fortschrittsanzeige gibt Rückmeldung über den Status des Vorgangs. Falls der
angegebene Parser nicht für das Format geeignet ist oder die Dateien keine Daten enthal-
ten, so wird dies durch Fehlermeldungen zum Ausdruck gebracht. Außerdem werden ver-
schiedene Meldungen über fehlende oder suspekte Daten, sowie erledigte Korrekturen an
die Standardausgabe gesendet. Alle Dateien, welche gültige Aktiendaten enthielten, werden
der Aktienliste hinzugefügt. Die Aktiendaten werden als erstes Kriterium in die Liste be-
rechneter Kriterien eingetragen, um mit ihnen weitere Kriterien berechnen zu können. Die
Schaltflächen (3) und (4) werden deaktiviert, damit zu schon vorhandenen Aktien keine neu-
en importiert werden können.
4.13.5. Das Kodierungtab
Das Kodierungstab (s. Abb. 4.6) dient zur Berechnung neuer Kodierungen / Kriterien. Diese
dienen als Grundlage für Clusterungen oder Visualisierungen. Folgende Interaktionen sind
mit den angezeigten Elementen möglich.
(1) Diese Liste zeigt alle importierten Aktien an.
(2) Aus dieser Liste, welche alle implementierten Kriterien anzeigt, muss dasjenige ausge-
wählt werden, welches man berechnen möchte. Blau dargestellte Kriterien sind dabei
für die Bildung von Strategien geeignet, während rot dargestellte nur als Hilfskodie-
rungen dienen oder andere Zwecke haben.
(3) Hier werden alle notwendigen Parameter zur Erstellung des in (2) ausgewählten Krite-
riums angezeigt. Die Funktionsweise des PropertyGrid wird in Kapitel 4.3 ausführlich
beschrieben.
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Abbildung 4.6.: Kodierungstab
(4) Diese Schaltfläche startet den manuellen Berechnungsvorgang. Mit Hilfe des in (2)
angegebenen Kriteriums und der in (3) angegebenen Parameter wird eine Vorlage er-
zeugt, auf deren Basis für alle Aktien das Kriterium berechnet wird. Der Vorgang wird
später noch näher erläutert.
(5) Die in (8) ausgewählten Kriterien werden gelöscht. Aktiendaten stellen dabei das ein-
zige Kriterium dar, welches nicht gelöscht werden kann. Dies kann nur durch das
Löschen der importierten Aktien erfolgen (siehe (1) in Abb. 4.5: Inputtab).
(6) Die in (8) ausgewählten Kriterien werden als Vorlage in einer Datei gespeichert, wel-
che durch das Property „Kodierungsvorlagen“ (s. Applicationsettings Anhang A) hin-
terlegt ist.
(7) Diese Schaltfläche startet den automatischen Berechnungsvorgang. Dabei wird die Da-
tei geöffnet, welche durch das Property „Kodierungsvorlagen“ (s. Applicationsettings
Anhang A) hinterlegt ist. Aus dieser Datei werden dann alle Vorlagen geladen, auf de-
ren Basis für alle Aktien das Kriterium berechnet wird. Der Vorgang wird später noch
näher erläutert.
(8) Diese Liste zeigt alle schon berechneten Kriterien an.
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Nach Start des Berechnungsvorgangs wird zunächst die Vorlage auf Fehler überprüft. Hier
können zwei Arten an Fehlern auftreten, die IllegalParameterException, wenn z.B. falsche
Datumsangaben gemacht wurden, und die KodierungNichtAlsDatumKursPaarDarstellbar-
Exception, welche bei falscher Angabe des Parameters Ausgangskodierung auftreten kann.
Hintergründe sind in Kapitel 4.5 näher erläutert. Traten keine Fehler auf, wird für alle über-
gebenen Aktien mit Hilfe der übergebenen Vorlage das Kriterium erzeugt. Die Fortschritts-
anzeige gibt Rückmeldung über den Status des Vorgangs. Es können auch noch Fehler bei
der Berechnung des Kriteriums bei einzelnen Aktien auftreten, da u.U. nicht alle importierten
Aktien über Daten des gleichen Zeitraums verfügen (siehe Kap. 3.1). Da diese Meldungen
kaum relevant sind und bei den Tests häufiger auftreten können, wurde auf eine Anzeige
der Meldungen verzichtet, da sie den Nutzer in die Irre führen könnten. Unabhängig vom
Erfolg der Berechnung, wird das Kriterium der Aktie hinzugefügt, damit immer alle Aktien
über die gleiche Anzahl an Kriterien verfügen. Damit liegt ein Kriterium bei jeder Aktie im
Feld der berechneten Kriterien an der gleichen Position. Es liegt an der Funktion isValid() zu
entscheiden, ob ein Kriterium gültig ist oder nicht.
4.13.6. Das Clusterungstab
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Abbildung 4.7.: Clusterungstab
Das Clusterungstab (s. Abb. 4.7) dient der Durchführung von Clusterungen mit Hilfe vorher
erstellter Kriterien. Dies dient als Grundlage zur Erstellung und Bewertung von Strategien
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bzw. als Entscheidungsgrundlage für schon feststehende Strategien. Folgende Interaktionen
sind mit den angezeigten Elementen möglich.
(1) Diese Liste zeigt alle importierten Aktien an. Aktien, die zur Clusterung verwendet
werden sollen, müssen markiert werden. Sollen alle Aktien geclustert werden, so ist
unter Windows die Tastenkombination Strg-A hilfreich, welche alle Aktien markiert.
(2) Aus dieser Liste, welche alle implementierten Clusterungsalgorithmen anzeigt, muss
der gewünschte ausgewählt werden.
(3) Hier werden alle notwendigen Parameter zur Durchführung des in (2) ausgewählten
Clusterungsalgorithmus angezeigt. Die Funktionsweise des PropertyGrid wird in Ka-
pitel 4.3 ausführlich beschrieben.
(4) Diese Schaltfläche startet den manuellen Berechnungsvorgang. Mit Hilfe des in (2)
angegebenen Algorithmus und der in (3) angegebenen Parameter wird eine Vorlage
erzeugt, auf deren Basis die Berechnung durchgeführt wird. Dieser Vorgang wird spä-
ter noch näher erläutert.
(5) Die in (10) ausgewählte Clusterung wird gelöscht. Sind andere Elemente ausgewählt,
so wird dies durch eine Fehlermeldung verdeutlicht.
(6) Die in (10) ausgewählten Clusterungen werden als Vorlage in einer Datei gespeichert,
welche durch das Property „Clusterungsvorlagen“ (s. Applicationsettings Anhang A)
hinterlegt ist. Sind andere Elemente ausgewählt, so wird dies durch eine Fehlermel-
dung verdeutlicht.
(7) Diese Schaltfläche startet den automatischen Berechnungsvorgang. Dabei wird die Da-
tei geöffnet, welche durch das Property „Clusterungsvorlagen“ (s. Applicationsettings
Anhang A) hinterlegt ist. Aus dieser Datei werden dann alle Vorlagen geladen. Falls
die in der Vorlage angegebenen Kriterien noch nicht berechnet sind, wird dies mit erle-
digt. Danach wird auf Basis der Vorlage die Berechnung durchgeführt. Dieser Vorgang
wird später noch näher erläutert.
(8) Mit Hilfe dieser Schaltfläche werden alle durchgeführten Clusterungen in einer Datei
gespeichert, welche durch das Property „Clusterungsdumpfile“ (s. Applicationsettings
Anhang A) hinterlegt ist.
(9) Es wird die Datei geöffnet, welche durch das Property „Clusterungsdumpfile“ (s. Ap-
plicationsettings Anhang A) hinterlegt ist. Daraufhin werden alle in ihr enthaltenen
Clusterungen geladen. Bei diesem Vorgang werden bereits durchgeführte Clusterun-
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gen, Kriterien und importierte Aktien gelöscht. Diese werden alle durch die Werte
ersetzt, die die gespeicherten Clusterungen mit sich bringen. Dadurch wird wieder
ein valider Zustand hergestellt, damit mit den geladenen Clusterungen korrekt weiter
verfahren werden kann.
(10) Hier werden alle schon berechneten Clusterungen in Form einer Baumstruktur ange-
zeigt. Ebene 1 zeigt alle durchgeführten Clusterungen. Die Knotenbezeichnung ei-
ner sliding window Clusterung beginnt mit „Clusterentwicklung“, während die einer
einfachen Clusterung mit „Clusterung“ beginnt. Ebene 2 zeigt entweder die Cluster
oder die Fenster, je nachdem ob es sich um eine einfache oder eine sliding window
Clusterung handelt. Bei der sliding window Clusterung werden die Cluster in Ebe-
ne 3 dargestellt. Bezeichnungen der Fenster sind der Art „Fenster vom 01.01.2001
bis 31.12.2001“, Clusterbezeichungen enthalten das verwendete Kriterium und dessen
Ausprägung (schlecht, mittel oder gut) bzw. den Clusterindex, falls keine Einteilung
in drei Cluster erfolgte. Danach folgen noch Angaben zu Centroid, Homogenität und
Anzahl Aktien. Eine mögliche Clusterbezeichnung wäre „Anstieg über [Aktiendaten]
von 01.11.2005 bis 08.11.2005 schlecht Centroid: -0.03634896296288579 Homoge-
nität: 2845.76558137694 362 Aktien“.
Nach Start der Berechnung wird zunächst die Vorlage auf Fehler überprüft. Alle auftretenden
Fehler sind IllegalParameterExceptions, welche z.B. bei fehlenden Angaben zum Kriterium
oder bei Angabe eines Kriteriums ohne Centroiddefinition bei Durchführung einer sliding
window Clusterung auftreten. Traten keine Fehler auf, so wird die Berechnung fortgesetzt.
Bei einer einfachen Clusterung findet die Einteilung in Cluster sofort mittels des gewählten
Kriteriums statt. Bei einer sliding window Clusterung wird zuvor der Zeithorizont, welchen
das Kriterium umfasst, an Hand der Parameter in Fenster eingeteilt und für jedes Fenster eine
Clusterungen der Aktien durchgeführt. Die Fortschrittsanzeige gibt Rückmeldung über den
Status des Vorgangs. Zusätzlich melden die implementierten Algorithmen einzelne Daten
über Anzahl durchgeführter Iterationen und Berechnungsdauer an die Standardausgabe. Der
Nutzer kann diese Daten ignorieren.
4.13.7. Das Auswertungstab
Das Auswertungstab (s. Abb. 4.8) ist dafür vorgesehen, verschiedene Strategien zu bilden
und diese zu untersuchen. Folgende Interaktionen sind mit den angezeigten Elementen mög-
lich.
(1) Diese Liste zeigt alle durchgeführten Clusterungen an. Zur Bildung von Strategien
sind aber nur sliding window Clusterungen zugelassen.
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Abbildung 4.8.: Auswertungstab
(2) Hier werden alle durchgeführten Berechnungen als Baumstruktur angezeigt. Ebene 1
zeigt dabei das Clusterentwicklungsmodell (siehe Kap. 4.7), z.B. „Anstieg Minimie-
rung 1.0 Korrelation mit Linearem Trend Maximierung 1.0“. Angezeigt werden alle
benutzten Kriterien mit Optimierungsrichtung und Gewicht. Ebene 2 zeigt alle berech-
neten Cluster an, welche zur Strategiebildung erzeugt wurden. Als Bezeichnung der
Cluster dienen die verwendeten Kriterien und dessen Ausprägungen (schlecht, mittel
oder gut) bzw. dessen Clusterindizes, falls keine Einteilung in drei Cluster erfolgte.
Der Cluster, auf dem Strategie S18 beruht, trägt die Bezeichnung „Anstieg über [Akti-
endaten] von 01.11.2005 bis 03.11.2006 schlecht Korrelation mit Linearem Trend über
[Aktiendaten] von 01.11.2005 bis 03.11.2006 gut“. Ebene 3 enthält alle Auswertungs-
zeiträume, für die Berechnungen durchgeführt wurden. Diese sind als Fenster hinter-
legt. Ebene 4 enthält dann die durchgeführten Berechnungen, z.B. „Durchschnitt“ oder
„Elite 4“.
(3) Hier werden alle notwendigen Parameter angegeben, um den Umfang der Berech-
nungen festzulegen. Die Bedeutung der Parameter wurde in Kapitel 4.7 geklärt. Die
Funktionsweise des PropertyGrid wird in Kapitel 4.3 ausführlich beschrieben.
(4) Diese Schaltfläche bringt den Auswertungsdialog (s. Abb. 4.9) auf den Bildschirm,
welcher zur Eingabe weiterer Parameter dient. Dieser wird später näher beschrieben.
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(5) Wenn in (2) eine Performanceauswertung ausgewählt wurde (z.B. „Durchschnitt“ oder
„Elite 4“), so wird daraus eine Vorlage für den Skriptmodus gebildet. Über die Väter
des ausgewählten Elements in (2) werden die Rahmenbedingungen der Strategie zu-
sammengetragen und in einer Datei, welche durch das Property „Skriptfile“ (s. Appli-
cationsettings Anhang A) hinterlegt ist, gespeichert.
(6) Hiermit lassen sich alle durchgeführten Auswertungen in eine Datei speichern, welche
durch das Property „Auswertungsdumpfile“ (s. Applicationsettings Anhang A) hinter-
legt ist.
(7) Diese Schaltfläche lädt durchgeführte Berechnungen aus der Datei, welche durch das
Property „Auswertungsdumpfile“ (s. Applicationsettings Anhang A) hinterlegt ist.
(8) Wie in Kapitel 4.7 beschrieben, wird automatisch jedes Ergebnis in eine Datei ge-
schrieben. Wenn Berechnungen in verschiedenen Programmläufen wiederholt werden,
kommen sie auch mehrfach in diesen Dateien vor, da hier eine Überprüfung auf dop-
pelte Einträge relativ zeitintensiv werden kann. Mit Hilfe dieser Schaltfläche werden
alle berechneten Ergebnisse in die zugehörigen Dateien geschrieben, nachdem der In-
halt der Dateien gelöscht wurde.
1
2
3
4
5
6 7
Abbildung 4.9.: Auswertungsdialog
Der Auswertungsdialog dient zur Festlegung des Clusterentwicklungsmodells (siehe Kap.
4.7). Sein Inhalt hängt von den in (1) ausgewählten Clusterungen ab, weswegen diese Para-
meter auf diese Weise ausgelagert wurden. Für jede in (2) ausgewählte Clusterentwicklung
enthält er einen eigenen Panel, welcher jeweils die Elemente (1)-(5) aufweist. Folgende In-
teraktionen sind mit den angezeigten Elementen möglich.
(1) Dieser Radiobutton zeigt die entscheidenden Clusterung an.
(2) Hier wird das Kriterium angezeigt, welches der Clusterentwicklung zu Grunde liegt.
(3) Diese Liste zeigt die möglichen Optimierungsrichtungen (s. Kap. 3.5) an. Der Wert ist
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standardmäßig auf Maximierung eingestellt, kann aber über dieses Element geändert
werden.
(4) Dieses Testfeld zeigt das Gewicht (s. Kap. 3.5) an, mit welchem das Kriterium bei
einer Synthese mit anderen Kriterien eingeht. Der Wert ist standardmäßig auf 1 ein-
gestellt, kann aber über dieses Elemente geändert werden. Erlaubt sind alle positiven
ganzen Zahlen.
(5) Hier werden alle Cluster angezeigt, welche durch die zu Grunde liegende Clusterung
erzeugt wurden. Die Bezeichnungen enthalten dabei die Merkmalsausprägung des Kri-
teriums (schlecht, mittel oder gut) oder den Clusterindex, falls keine Einteilung in drei
Cluster erfolgt ist. Standardmäßig sind alle Cluster angewählt. Wenn man nur spezi-
elle Strategien auswerten möchte, die auf bestimmten Clustern beruhen, so kann man
hier alle nicht gewünschten Cluster abwählen.
(6) Diese Schaltfläche startet die Berechnung. Der Dialog verschwindet und die Kontrolle
geht zurück an das Auswertungstab.
(7) Diese Schaltfläche schließt den Dialog und man kehrt ins Auswertungstab zurück,
ohne eine Berechnung gestartet zu haben.
4.13.8. Das Visualisierungstab
Das Visualisierungstab (s. Abb. 4.10) dient der Visualisierung verschiedener programminter-
ner Ergebnisse. Dabei wurde das Augenmerk auf einfacher Visualisierungen gelegt, da für
die komplexeren Auswertung eine externe Lösung geschaffen wurde. Folgende Interaktionen
sind mit den angezeigten Elementen möglich.
(1) Dieses Element zeigt die zu visualisierenden Objekte, abhängig von der Wahl des
Property „Visualisierungsobjekt“ in (3). Abhängig von dessen Wert werden andere
Elemente angezeigt. Außerdem sind verschiedene Visualisierungsmöglichkeiten ge-
geben, die später näher beleuchtet werden. Als Elemente sind dabei die gleichen zum
Einsatz gekommen, die im jeweiligen Tab schon zur Anzeige verwendet wurden. Nur
die Größe der Elemente kann abweichen.
(2) Dieses Element zeigt in Erweiterung zu (1) verschiedene Möglichkeiten der Visuali-
sierung an. Es ist wie (1) abhängig vom Wert des Property „Visualisierungsobjekt“ in
(3) und zum Teil auch abhängig von den ausgewählten Elementen in (1).
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Abbildung 4.10.: Visualisierungstab
(3) Hier werden alle Eigenschaften zur Steuerung der Visualisierung angezeigt. Darunter
sind zunächst Visualisierungsobjekt, dessen Bedeutung noch geklärt wird, und Legen-
de, womit sich angeben lässt, ob bei grafischer Visualisierung eine Legende gezeich-
net werden soll. Wenn viel visualisiert werden soll, kann die Legende sehr viel Platz
einnehmen und das Grafikfenster wird zu klein. Daher gibt es die Möglichkeit, die
Legende zu deaktivieren. Je nach Wert des Property „Visualisierungsobjekt“ können
weitere Properties angezeigt werden.
(4) Diese Schaltfläche startet die Visualisierung der ausgewählten Objekte. Die Visuali-
sierung wird in Form eines Dialogs (s. Abb. 4.11) angezeigt, welcher auch ins Tabview
integriert werden kann. Dies wird später nochmal näher erläutert.
Aktien stellen die erste Visualisierungsmöglichkeit dar. Dabei werden in (1) alle impor-
tierten Aktien angezeigt (siehe (5) in Abb. 4.5: Inputtab), während (2) alle berechneten Kri-
terien anzeigt (siehe (8) in Abb. 4.6: Kodierungstab). Mit Betätigen der Schaltfläche (4)
werden alle in (2) ausgewählten Kriterien für allen in (1) ausgewählten Aktien visualisiert.
Die Visualisierung erfolgt, sofern möglich, sowohl textuell als auch grafisch.
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Cluster stellen die zweite Visualisierungsmöglichkeit dar. Dabei werden in (1) alle durch-
geführten Clusterungen angezeigt (s. (10) in Abb. 4.7: Clusterungstab), während in (2) vi-
sualisierbare Elemente des in (1) ausgewählten Elements angezeigt werden. Ist in (1) ein
Cluster angewählt, so werden in (2) alle Aktien angezeigt, die er enthält. Außerdem steht
in (2) ein Element „Clusterdaten“, womit sich eine kurte Zusammenfassung des Clusters
visualisieren lässt. Für die Aktien im Cluster wird das zugrunde liegende berechnete Kri-
terium textuell visualisiert, sowie der zugrunde liegende Kursverlauf grafisch. Ist in (1) ein
Element angewählt, welches Cluster als direkte Kinder hat, so wird in (2) die Möglichkeit
„Clusterungsdaten“ angezeigt. Fenster und Clusterungen haben Cluster als direkte Kinder,
eine Clusterentwicklung hat Fenster als direkte Kinder und damit keine Visualisierungsmög-
lichkeit. „Clusterungsdaten“ gibt die gleiche textuelle Zusammenfassung wie „Clusterdaten“
für alle Cluster, die der Algorithmus erzeugt hat.
Auswertungen stellen die letzte Visualisierungsmöglichkeit dar. Dabei werden in (1) alle
durchgeführten Auswertungen angezeigt (siehe (2) in Abb. 4.8: Auswertungstab), während
(2) leer bleibt. In (3) erscheinen mit „AngepeilteRendite“ in % und „KostenProTransaktion“
in irgendeiner Währung zwei zusätzliche Properties. In (1) lassen sich alle möglichen Ele-
mente auswählen, aber nur Performanceauswertungen der Strategien lassen sich auch tex-
tuell visualisieren. Alles andere wird ignoriert. Für jedes ausgewählte Performanceergebnis
wird das Verfahren, die Performance und die Anzahl an Transaktionen angezeigt. Zusätzlich
wird mit Hilfe der zwei zusätzlichen Properties die Menge an Kapital angegeben, welche
hätte eingesetzt werden müssen, um bei vorgegebenen „KostenProTransaktion“ die „Ange-
peilteRendite“ zu erreichen (s. Kap. 3.8).
Abbildung 4.11.: Visualisierungspanel
Der Visualisierungspanel (s. Abb. 4.11) zeigt die gewünschte Visualisierung an. Er startet
als Dialog, damit sich mehrere beliebige Visualisierungen nebeneinander anzeigen lassen.
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Mithilfe der Schaltfläche „ins Tabview integrieren“ lässt sich der Dialog als Tab in die Be-
nutzeroberfläche integrieren. Der Text der Schaltfläche ändert sich dann auf „als Dialog dar-
stellen“, wodurch sich das Tab wieder entfernen lässt und der Dialog sichtbar wird. Der
Visualisierungspanel enthält wiederum ein Tabview, welches verschiedene Visualisierungen
anzeigt. Je nachdem was visualisiert werden soll, wird eine textuelle und/oder grafische Vi-
sualisierung präsentiert.
4.13.9. Das Applicationsettingstab
1
2 3
Abbildung 4.12.: Applicationsettingstab
Dieses Tab (Abb. 4.12) dient der Anzeige und Manipulation der Applicationsettings. Folgen-
de Interaktionen sind mit den angezeigten Elementen möglich.
(1) Hier werden alle verfügbaren Properties aufgelistet, deren Funktion in Anhang A be-
schrieben wird. Die Funktionsweise des PropertyGrid wird in Kapitel 4.3 ausführlich
beschrieben.
(2) Hiermit werden die Applicationsettings aus der Datei „Applicationsettings.xml“ im
Arbeitsverzeichnis des Programms geladen.
(3) Hiermit werden die Applicationsettings in die Datei „Applicationsettings.xml“ im Ar-
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beitsverzeichnis des Programms gespeichert.
4.13.10. Das Skripttab
1 2
3
4
5 6
7 8
9 10
Abbildung 4.13.: Skripttab
Das Skripttab (s. Abb. 4.13) dient der Anwendung einer vorher gewählten Strategie zur
Bestimmung von Kauf- und Verkaufsentscheidungen. Diese sollen dem Nutzer beim Pro-
zess der Entscheidungsfindung assistieren. Damit dies geschehen kann, muss vorher im Nor-
malmodus des Programms eine Strategie gespeichert werden, welche sich dann in der Datei
befindet, die durch das Property „Skriptfile“ (s. Applicationsettings Anhang A) hinterlegt ist.
Die Strategie wird zum Start des Skriptmodus aus dieser Datei geladen. Danach erfolgt eine
Anpassung der Datumsgrenzen für die Kriterien an den gestrigen Tag. Relative Datumsun-
terschiede zwischen den Kriterien bleiben aber erhalten. Das Enddatum der entscheidenden
Clusterentwicklung wird in jedem Falle auf den gestrigen Tag gesetzt. Existiert keine Stra-
tegie, so wird dies durch eine Fehlermeldung zum Ausdruck gebracht. Weiterhin ist keine
Interaktion mehr möglich. Nur wenn das Laden der Strategie erfolgreich war, sind folgende
Interaktionen mit den angezeigten Elementen möglich.
(1) Hier werden alle Aktien angezeigt, die der Nutzer zur Zeit hält. Außerdem wird noch
ein Kaufdatum angezeigt, welches aber nicht stimmen muss. Dieses Datum beruht
entweder auf einer Nutzereingabe oder ist durch das automatische Übernehmen ei-
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ner Transaktion entstanden. Die reale Durchführung von Transaktionen an der Börse
ist aber weiteren Einschränkungen unterworfen und kann u.U. nicht sofort erfolgen.
Einen groben Richtwert, wie lange eine Aktie schon gehalten wird, stellt das Datum
aber allemal dar.
(2) Hier werden alle durchgeführten Transaktionen mit Datum, betreffender Aktie und
Transaktionsart aufgelistet. Als Transaktionsart kommt dabei Kauf oder Verkauf in
Frage. Allerdings werden nur Transaktionen gelistet, welche durch (9) übernommen
wurden.
(3) Wenn die Strategie ausgeführt wurde, werden die anstehenden Entscheidungen hier
präsentiert. Betreffende Aktie sowie Transaktionsart werden aufgelistet.
(4) Hier wird die geladene Strategie aufgeführt. Es werden die verschiedenen Kriterien
mit Optimierungsrichtung, Gewicht und verwendetem Clusterindex, sowie das Aus-
wahlverfahren aufgelistet. Die entscheidende Clusterentwicklung ist dabei kursiv dar-
gestellt.
(5) Hierdurch lassen sich Aktien manuell ins Portfolio bringen. Damit kann der Nutzer vor
der ersten Nutzung alle Aktien angeben, die er schon hält, oder er kann sein Portfolio
anpassen, wenn er Transaktionen durchgeführt hat, welche nicht durch das Programm
ermittelt wurden.
(6) Hiermit lassen sich Aktien manuell aus dem Portfolio löschen. Dadurch lassen sich
Fehleingaben in (5) rückgängig machen oder man kann sein Portfolio aktualisieren,
falls man selbstständig Transaktionen getätigt hat.
(7) Diese Schaltfläche startet den automatischen Aktienimport. Hierbei spielen alle Ap-
plicationsettings der Kategorie Skriptmodus eine Rolle. Zunächst wird geschaut, ob
der Taipan-Exporter ausgeführt werden soll. Ist dies der Fall, so werden zunächst al-
le Dateien der Endung „txt“ im Verzeichnis „AktiendirectorySkript“ gelöscht. Dann
wird das Skriptfile für den Taipan-Exporter erstellt. Dies wird so gestaltet, dass alle
angegebenen Kataloge über den notwendigen Zeitraum aus TaiPan exportiert wer-
den. Die Dateien werden an Hand der Namen der Wertpapiere im Verzeichnis „Ak-
tiendirectorySkript“ erstellt. Dieser Vorgang kann je nach Umfang der Kataloge und
des Zeitraumes eine Weile dauern. Programmmeldung des TaiPan-Exporters werden
zwar an die Standardausgabe weitergeleitet, allerdings scheint dies erst mit Beendi-
gung des TaiPan-Exporters erledigt zu werden. Nachdem der Export beendet ist oder
auch wenn kein Export gewünscht war, werden die Dateien im Verzeichnis „Aktiendi-
rectorySkript“ geladen und mit Hilfe des Parsers „AktienparserSkript“ gelesen. Ohne
den Taipan-Exporter muss der Nutzer selbst dafür Sorge tragen, dass bei Programm-
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start aktuelle Aktiendaten im Verzeichnis „AktiendirectorySkript“ vorliegen.
(8) Durch diese Schaltfläche wird die geladenen Strategie auf die importierten Aktien an-
gewendet. Dabei findet nacheinander die Kriterienberechnung, die Clusterung und die
Aktienauswahl statt. Diese Vorgänge melden ihren Status über die Fortschrittsanzeige.
Nach Beendigung werden die zu tätigenden Transaktionen in (3) aufgelistet.
(9) Durch diese Schaltfläche können die in (3) markierten Entscheidungen übernommen
werden. Sie werden dadurch direkt ins Portfolio übernommen.
(10) Speichert das in (1) gezeigte Portfolio zusammen mit der Strategie ab. Dadurch wird
beim nächsten Starten des Skriptmodus das Portfolio automatisch mit geladen und
geht nicht verloren.
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5.1. Testset
Zum Testen der Hypothese 1 wurden die Kursdaten von 1225 Aktien im Zeitraum vom
01.01.2001 bis zum 07.05.2007 mit Hilfe des TaiPan-Exporters exportiert. Es handelt sich
dabei zum Großteil um die gleichen Aktien wie beim Trainingsset, nur das der Zeitraum
größer ist. Allerdings fehlen 41 Aktien aus dem Trainingsset, wofür 40 neu hinzugekommen
sind. Dies ist wahrscheinlich auf Änderungen des Katalogs zurückzuführen, aus welchem die
Aktien exportiert wurden. Zum Einsatz kamen wie schon beim Trainingsset die Schlusskurse
der Aktien.
5.2. Testmethodik
Wie in Kapitel 5.1 schnell klar wird, fällt der Zeitraum des Trainingssets in den Zeitraum
des Testsets. Um trotzdem verlässliche Werte zu erhalten und eine Beeinflussung durch das
Trainingsset zu vermeiden, wurden verschiedene Tests durchgeführt.
Test 1 Die Strategien werden über den gesamten Zeitraum durchgeführt. Die Ergebnisse
werden mit denen des Trainingssets vergleichen. Da die Zeiträume unterschiedliche
Längen aufweisen - reichlich 52 Wochen beim Trainingsset und 331 Wochen beim
Testset - müssen die Werte auf einen einheitlichen Zeitraum transformiert werden.
Daher erfolgt eine Transformation der Werte des Testsets von 331 auf 52 Wochen.
Die wird durch eine Approximation der Ergebnisse als Funktionen erreicht, welche
Performance und Anzahl an Transaktionen in Abhängigkeit der Durchführungsdauer
abzubilden versuchen. Dieser Vorgang läuft wie folgt ab.
• Für die Anzahl an Transaktionen wird eine lineare Funktion g(x) = m · x ange-
nommen. Dies bedeutet, dass wir von einer konstanten Anzahl Transaktionen
pro Zeiteinheit ausgehen. Das Ergebnis aus dem Testset entspricht g(331), was
wir auf g(52) transformieren wollen. Dazu müssen wir das Ergebnis mit dem
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Quotient 52331 multiplizieren, wie folgender Beweis zeigt.
52
331 ·g(331) =
52
331 ·331 ·m
= 52 ·m
= g(52).
• Für die Performance wird eine Exponentialfunktion g(x) = (1 + p100 )
x ange-
nommen. Auch hier bedeutet dies, dass wir von einem konstanten Zinssatz pro
Zeiteinheit ausgehen. Aufgrund von Zinseszins kann aber keine lineare Funk-
tion das Verhalten abbilden, weswegen die Exponentialfunktion zum Einsatz
kommt. Das Ergebnis aus dem Testset entspricht wieder g(331), was wir eben-
falls auf g(52) transformieren wollen. Dazu müssen wir das Ergebnis mit dem
Quotient 52331 potenzieren, wie folgender Beweis zeigt.
g(331)
52
331 =
((
1+
p
100
)331) 52331
=
(
1+ p
100
)331· 52331
=
(
1+
p
100
)52
= g(52).
Wie man sieht, kann man hier aber nicht direkt die Performance p transformie-
ren, sondern muss erst den Wert 1 + p100 bilden, den man dann transformiert.
Aus dem transformierten Ergebnis g(52) lässt sich dann die Performance über
p = (g(52)−1) ·100 zurückrechnen.
Zusätzlich zu den Auswertungen von Performance und Anzahl Transaktionen wird
eine Eliteauswertung, also die Untersuchung der Abhängigkeit der Performance von
der Anzahl an Aktien, welche gekauft werden, durchgeführt.
Test 2 Die Strategien werden jeweils für den Zeitraum von 52 Wochen durchgeführt. Da-
nach wird der Starttermin um eine Woche verschoben, solange bis der Endtermin
auf das Ende des Testsets fällt. Eine Transformation der Werte wie bei Test 1 wird
daher nicht benötigt. Auf diese Weise entstehen 280 sich überlappende Auswertungs-
zeiträume. Auch hier werden die Elitebetrachtungen noch einmal durchgeführt. Dazu
werden die Elitebetrachtungen für alle 280 Einzelzeiträume durchgeführt und gemit-
telt.
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5.3. Ergebnisse Test 1
Strategie
Trainingsset Testset
Performance Transaktionen Performance Transaktionen
transformiert transformiert
alle Aktien 18.60 12.31
DAX 30 26.80 2.49
S18 57.33 16934 48.53 15401
˜S18 415.09 608 827.76 608
S27 54.65 14658 55.76 12200
˜S27 281.22 410 425.30 408
S36 60.75 13008 46.54 11586
˜S36 283.72 388 217.82 393
S45 27.91 10678 27.49 9775
˜S45 111.96 390 80.63 391
S31 78.03 4342 11.81 7475
˜S31 130.38 304 1.91 298
Tabelle 5.1.: Ergebnisse der Strategien und Vergleichswerte bei Test 1
Ein erster Blick scheint ein positives Bild zu zeichnen. S18 hat gegenüber dem Trainingsset
zwar etwas an Wert eingebüßt, liegt aber trotzdem noch weit über der durchschnittlichen
Entwicklung aller Aktien bzw. der des DAX 30. Die Elitevariante ˜S18 konnte ihren Wert
fast verdoppeln und liefert mit einer Rendite von über 800% ein exzellentes Ergebnis. Zur
besseren Einordnung, dies bedeutet eine wöchentliche Rendite von ca. 4,375%. Sowohl S27
als auch ˜S27 konnten gegenüber dem Trainingsset zulegen, die Eliteversion mit ca. 50% sogar
recht ordentlich. Auch 425 % kann man als exzellentes Ergebnis bezeichnen, was immer
noch einer wöchentlichen Rendite von 3,24% gleichkommt. S36, ˜S36,S45 und ˜S45 haben etwas
an Boden verloren, erzielen aber immer noch überdurchschnittliche Werte. Einzig S31 und
˜S31 sind gegenüber dem Trainingsset eingebrochen. Die Vermutung, dass es sich hierbei um
einen Ausreißer handelt, hat sich bestätigt. Aufgrund dieses Ergebnisses wird diese Strategie
bei den anderen Tests nicht weiter verfolgt.
Bei den Eliteauswertungen zeigten sich die gleichen Zusammenhänge wie im Trainingsset
(s. Abb. 3.9). Da bei Test 2 Diagramme für die Eliteauswertungen präsentiert werden, wird
an dieser Stelle darauf verzichtet. Allerdings stimmen die x-Werte, an denen die Kurven
ihr Maximum erreichen, nicht mit denen aus dem Trainingsset überein. Da dies bei Test 2
wahrscheinlich auch der Fall sein wird, werden die neuen Maxima zusammen mit denen aus
Test 2 im folgenden Kapital zusammengefasst (s. Tab. 5.2).
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5.4. Ergebnisse Test 2
Nachdem nun einige Strategien auch über den Testzeitraum gute Resultate gezeigt haben,
sollen diese etwas näher beleuchtet werden. Um die Abhängigkeit der Performancewerte
von der durchschnittlichen Entwicklung des Marktes ein wenig genauer unter die Lupe zu
nehmen, wurde Test 2 entwickelt. Damit erhalten wir viele Ergebnisse, welche in einem Jahr
Strategiedurchführung erreicht wurden, und können so schauen, ob die Strategien konstant
gut bzw. besser als der Durchschnitt sind oder ob es Perioden gibt, an denen die Strategien
gegenüber dem Durchschnitt verlieren. Daher werden die Strategien und die beiden Ver-
gleichskriterien für alle Zeiträume bestimmt und mit Hilfe von Diagrammen in Abbildungen
5.1 - 5.8 dargestellt. Des weiteren enthalten die Abbildungen 5.9 (a)-(d) die durchgeführten
Elitebetrachtungen.
Zunächst widmen wir uns den Strategien S18,S27,S36 und S45. Wie sich auf den Abbildungen
5.1, 5.3, 5.5 und 5.7 zeigt, scheint es einen starken Zusammenhang zwischen durchschnitt-
licher Entwicklung aller Aktien, der des DAX 30 und der Performance der Strategien zu
geben. Dabei sieht man besonders bei Abbildung 5.1 und 5.3, dass die Performance der
Strategien deutlich über den Vergleichskriterien liegt. Allerdings hat dieser starke Zusam-
menhang zur Folge, dass die Strategien auch Verluste mit sich bringen können, wenn die
Vergleichskriterien im negativen Bereich liegt. In den Abbildungen 5.5 und 5.7 zeigt sich
zwar überwiegend auch, dass die Performance der Strategien besser als die Vergleichskrite-
rien laufen, aber bei negativem Verlauf der Vergleichskriterien unterscheidet sich die Strate-
gie nur leicht von ihnen oder schneidet zum Teil sogar schlechter ab. Ein weiterer möglicher
Zusammenhang zeigt sich in der Betrachtung des Abstands der Performancewerte zwischen
Strategie und den Vergleichskriterien. Je besser die Vergleichskriterien abschneiden, desto
größer scheint der Abstand zu ihnen zu sein.
Bei den Strategien ˜S18, ˜S27, ˜S36 und ˜S45 lassen sich ähnliche Schlüsse ziehen. Auf den Ab-
bildungen 5.2 und 5.4 lassen sich auch Zusammenhänge zwischen Performance der Ver-
gleichskriterien und Performance der Strategien erkennen, wobei man dazu die Kurven der
Vergleichskriterien im Diagramm darüber zu Rate ziehen sollte. Die Performancewerte der
Strategien liegen weit über denen der Vergleichskriterien, weswegen diese auch weniger wie
Kurven, als viel mehr wie Geraden aussehen. Die Abbildungen 5.6 und 5.8 lassen den Zu-
sammenhang zwischen Strategie und Vergleichskriterien weniger gut erkennen, aber einige
Bereiche der Strategiekurven scheinen sich trotzdem gut zu korrespondierenden Kurvenbe-
reichen der Vergleichskriterien zuordnen zu lassen. Bei ˜S36 liegen die Performancewerte der
Strategie auch ziemlich deutlich über denen der Vergleichskriterien. Einzig Abbildung 5.8
lässt Bereiche erkennen, in denen die Strategie ein schlechteres Ergebnis als die Vergleichs-
kriterien bringt.
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Abbildung 5.1.: Performancewerte von S18 und Vergleichskriterien bei Test 2
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Abbildung 5.2.: Performancewerte von ˜S18 und Vergleichskriterien bei Test 2
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Abbildung 5.3.: Performancewerte von S27 und Vergleichskriterien bei Test 2
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Abbildung 5.4.: Performancewerte von ˜S27 und Vergleichskriterien bei Test 2
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Abbildung 5.5.: Performancewerte von S36 und Vergleichskriterien bei Test 2
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Abbildung 5.6.: Performancewerte von ˜S36 und Vergleichskriterien bei Test 2
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Abbildung 5.7.: Performancewerte von S45 und Vergleichskriterien bei Test 2
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Abbildung 5.8.: Performancewerte von ˜S45 und Vergleichskriterien bei Test 2
65
5. ERGEBNISSE
 0
 200
 400
 600
 800
 1000
 1200
 1400
 1600
 0  50  100  150  200  250  300
 0
 2000
 4000
 6000
 8000
 10000
 12000
 14000
 16000
 18000
Pe
rfo
rm
an
ce
 / 
Re
nd
ite
 [%
]
An
za
hl
 a
n 
Tr
an
sa
kt
io
ne
n
Anzahl der Besten Aktien des Clusters, welche gekauft werden
Performance / Rendite
Anzahl an Transaktionen
(a) Strategie S18
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(b) Strategie S27
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(c) Strategie S36
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(d) Strategie S45
Abbildung 5.9.: Elitebetrachtung der Strategien bei Test 2
Auch die Eliteauswertungen im Testset scheinen die Annahmen aus dem Trainingsset zu
bestätigen. Der Verlauf der Kurven ist bei allen 4 Strategien ähnlich dem Verlauf im Trai-
ningsset. Nur die x-Werte, an denen die Kurven ihr Maximum erreichen, variieren leicht.
Die folgende Tabelle zeigt den Vergleich zwischen den Werten incl. denen aus Test 1. Die
Strategien ˜S18, ˜S27, ˜S36 und ˜S45 können jetzt dementsprechend angepasst werden.
Strategie Maximum Trainingsset Maximum Test1 Maximum Test 2
S18 6 4 2
S27 4 3 1
S36 4 2 1
S45 5 10 2
Tabelle 5.2.: Vergleich der Elitemaxima bei Trainingsset, Test 1 und Test 2
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6. Fazit und Ausblick
Wie wir zeigen konnten, ist es mit Hilfe der Clusterung von Aktien möglich, Strategien
zu erzeugen, welche überdurchschnittliche Ergebnisse liefern. Dies konnte für ausgewähl-
te Strategien im Zeitraum vom 01.01.2001 bis zum 07.05.2007 an Hand von 1225 Aktien
nachgewiesen werden. Die erfolgreichen Strategien setzten dabei auf Aktien, welche in der
vergangenen Woche stabil gefallen sind, was mit Hilfe der in Kapitel 3.2 vorgestellten Kri-
terien bestimmt wurde. Somit sind Hinweise vorhanden, dass sich der Markt mit Hilfe von
Methoden der technischen Analyse über längere Zeit schlagen lässt und die weak form der
Theorie der effizienten Märkte abgelehnt werden muss.
Trotz der teils exzellenten Ergebnisse gibt es noch Schwachstellen, welche die Ergebnisse
begünstigt haben könnten. Zum einen wäre da das Testset und der Testzeitraum. Wenn sich
die Ergebnisse auch mit mehr Aktien und über einen längeren Zeitraum reproduzieren lassen,
würde dies obige Aussage verstärken. Außerdem hängen die erreichten Performancewerte
auch stark von der Größe des Testsets ab, da nur bei ausreichender Größe die Clusterungs-
algorithmen eine Einteilung erzeugen können, welche sich inhaltlich mit der Einteilung in
schlechte, mittlere und gute Aktien deckt. Dadurch unterschiedet sich unser Verfahren auch
von den meisten anderen Verfahren der technischen Analyse, die auf einzelne Aktien ange-
wendet werden können. Unser Verfahren dagegen benötigt eine ausreichend große Popula-
tion, um eine möglichst gute Auswahl bieten zu können. Eine Umsetzung der Erkenntnisse
zum Einsatz bei einzelnen Aktien wäre denkbar und ein möglicher Schritt der Weiterent-
wicklung. Weiterhin könnte die Bedingung für den Verkauf anders gestaltet werden. Bei der
anderen Schwachstelle handelt es sich um die Modellvereinfachungen, welche sich in der
Realität nicht umsetzen lassen. Da wäre das sofortige Ausführen von Transaktionen, das
Tätigen der Transaktionen mit beliebigen, rationalen Stückzahlen und das Nichteinbeziehen
von Transaktionskosten, worauf in Kapitel 3.8 auch schon eingegangen wurde. Eine Be-
seitigung von diesen Schwachstellen wäre, sofern umsetzbar, ein weiterer Schritt, die oben
gemachte Aussage zu festigen.
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Glossar
Abbildung Eine Abbildung f : A→ B ist eine Vorschrift, die jedem
Element in A genau ein Element in B zuordnet.
bijektiv Eine Abbildung f : A → B ist bijektiv, wenn sie surjek-
tiv und injektiv ist.
Centroid Das Zentrum eines Clusters.
Cluster Eine Gruppe von Objekten, welche sich auf eine be-
stimmte Weise ähnlich sind.
injektiv Eine Abbildung f : A → B ist injektiv, wenn für jedes
Element b ∈ B höchstens ein Element a ∈ A mit f (a) =
b existiert.
intervallskaliert Ein ordinalskaliertes Merkmal, für welches zusätzlich
Addition und Subtraktion definiert ist, ist intervallska-
liert (z.B. Datum, Celsius-Temperaturskala oder IQ).
ordinalskaliert Ein Merkmal, für welches die Beziehungen gleich, un-
gleich, kleiner und größer definiert ist, ist ordinalska-
liert (z.B. Energieeffizienzklassen oder Dienstgrade).
Performance Gibt an, wie sich eine Investition entwickelt hat. Der
Wert stellt die relative Veränderung zum Ausgangswert
in % dar.
surjektiv Eine Abbildung f : A → B ist surjektiv, wenn für je-
des Element b ∈ B mindestens ein Element a ∈ A mit
f (a) = b existiert.
Volatilität Ein Maß, wie stark z.B. ein Kurs schwankt.
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A. Applicationsettings
Aktiendirectory Verzeichnis, in welchem die Dateien für den automatischen
Datenimport liegen (s. Kap. 4.13.4).
Aktienparser Parser, welcher die Aktiendaten aus den Dateien beim au-
tomatischen Datenimport extrahiert (s. Kap. 4.13.4).
Kodierungsvorlagen Datei, in welcher Vorlagen zur Kriterienberechnung ge-
speichert werden (s. Kap. 4.13.5).
Clusterungsvorlagen Datei, in welcher Vorlagen für Clusterungen gespeichert
werden (s. Kap. 4.13.6).
Clusterungsdumpfile Datei, in welcher komplette Clusterungen gespeichert wer-
den (s. Kap. 4.13.6).
Auswertungsdumpfile Datei, in welcher komplette Auswertungen von Strategien
gespeichert werden (s. Kap. 4.13.7).
Ergebnisdirectory Verzeichnis, in welche die Ergebnisse der Strategieauswer-
tung in Form von Textdateien gespeichert werden (s. Kap.
4.7).
Tabelle A.1.: Applicationsettings des Normalmodus
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Skriptfile Datei, welche die gespeicherte Strategie enthält (s. Kap.
4.13.7 und 4.13.10).
AktiendirectorySkript Verzeichnis, in welchem die Dateien für den automatischen
Datenimport liegen (s. Kap. 4.13.10).
AktienparserSkript Parser, welcher die Aktiendaten aus den Dateien beim au-
tomatischen Datenimport extrahiert (s. Kap. 4.13.10).
RunTaipanExporter Gibt an, ob vor dem Datenimport der TaiPan-Exporter aus-
geführt werden soll, um die aktuellsten Aktiendaten zu ex-
portieren (s. Kap. 4.13.10).
TaipanExporter Gibt den Pfad zum TaiPan-Exporter an (s. Kap. 4.13.10)
TaipanExporterSkript Datei, in welche das Skript gespeichert wird, welches der
TaiPan-Exporter zum Export der Daten benötigt (s. Kap.
4.13.10).
Kataloge Gibt die Kataloge an, welche der TaiPan-Exporter expor-
tieren soll. Mehrere Kataloge sind durch Semikolon zu
trennen (s. Kap. 4.13.10).
Tabelle A.2.: Applicationsettings des Skriptmodus
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B. Gnuplot Skripte
Skriptu¨bersicht
Main.plt Einstiegspunkt
Funktionen.plt wichtige Konstanten, Variable und Funktionen
de.plt, en.plt Vereinbarungen für deutsche bzw. englische Sprache
clearGraph.plt löscht Temporärdaten, um neuen Graph zeichnen zu kön-
nen
setXData.plt legt Daten für x-Achse fest
setYData.plt legt Daten für y-Achsen fest
setCluster1.plt legt ersten Cluster fest, auf welchem die Strategie beruht
setCluster2.plt legt zweiten Cluster fest, auf welchem die Strategie beruht
(bei Kriteriensynthese)
setVerfahren.plt legt auszuwertendes Verfahren fest (z.B. Durchschnitt oder
Elite)
setFenster.plt legt Auswertungszeitraum fest
runAWKSkript.plt führt awk Skript aus, welches die relevanten Daten extra-
hiert
Benutzerskript vom Benutzer selbst geschriebenes Skript, welches be-
stimmte Strategien visualisieren soll
Tabelle B.1.: Übersicht über alle gnuplot Skripte
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Main.plt
Dieses Skript ist der Einstiegspunkt und dient zur Vereinbarung grundsätzlicher Variablen.
Es definiert ein paar häufig verwendete Terminals und macht Angaben zur Legende, Zeit-
format, Makros und Encoding. Außerdem sind wichtige Pfadangaben definiert, z.B. das
Wurzelverzeichnis oder das awk-Verzeichnis. Weiterhin werden noch verschiedene andere
Skripte geladen. Am Ende des Skriptes können dann die Benutzerskripte geladen werden,
also die Skripte, die der Nutzer selbst erstellt hat, um bestimmte Strategien zu visualisieren.
Alle genannten Punkte sind in der Datei selbst kommentiert.
Funktionen.plt
Dieses Skript definiert Variablen KodierungX, welche die Bezeichnung von Kriterien ent-
halten, welche zur Auswertung von Strategien verwendet werden. X ist dabei eine Zahl, mit
Hilfe derer der Nutzer das Kriterium später auswählen kann (s. setCluster). Die Kriterien,
welche für die in Kapitel 3.7 aufgestellten Strategien notwendig sind, sind schon definiert.
Man erhält die Namen der verwendeten Kodierungen aus den Dateien, welche die Auswer-
tungsergebnisse enthalten. Des weiteren werden Funktionen definiert, welche für die Erstel-
lung der Bedingungen für das awk Skript notwendig sind. Diese müssen aber nicht verwen-
det werden, da diese durch die existierenden Skripte aufgerufen werden. Zuletzt werden noch
Variablen erstellt, die den Pfad zu den restlichen Skripten enthalten, wobei der Variablenna-
me dem Dateiname des Skriptes entspricht (setCluster1 enthält Pfad auf setCluster1.plt).
de.plt
Dieses Skript vereinbart verschiedene Variablen, die für das Betiteln der Achsen oder der
Legende benutzt werden. Die Variablen werden von diesem Skript mit den Achsen- und Le-
gendenbezeichnungen in deutscher Sprache initialisiert. Analog zu diesem Skript existiert
das Skript en.plt, welches die gleichen Variablen vereinbart, diese aber mit englischen Be-
zeichnungen initialisiert.
clearGraph.plt
Der Nutzer kann selbst entscheiden, wie viele Funktionen er in ein Diagramm zeichnen will.
Solange er nicht clearGraph aufruft, werden alle von awk extrahierten Daten als getrennte
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Datensets in ein temporäres Plotfile geschrieben. Ein Aufruf von clearGraph löscht dieses
temporäre Plotfile. Das Mainskript ruft am Anfang dieses Skript auf, damit die Benutzer-
skripte bei jedem Start von einem leeren temporären Plotfile ausgehen können. Innerhalb
eines Benutzerskriptes ist der Aufruf von clearGraph nicht zwingend. Wenn der Nutzer
mehrere Dateien erzeugt, muss er nur im Hinterkopf behalten, dass die Datensets der vorhe-
rigen Aktionen noch im temporären Plotfile sind. Spätestens am Ende eines Benutzerskriptes
sollte jedoch clearGraph aufgerufen werden, damit ein nachfolgendes Benutzerskript da-
von ausgehen kann, ein leeres temporäres Plotfile vorzufinden. Dies wird bei den Beispielen
nochmal etwas näher erläutert.
setXData.plt
Über dieses Skript kann man Einstellen, ob die x-Achse eine Zeitachse oder eine Zahlen-
achse sein soll. Bei der Eliteauswertung einer Strategie, muss natürlich eine Zahlenachse
eingestellt sein. Wollen wir aber die Performance einer Strategie über die Jahre hin untersu-
chen, brauchen wir natürlich eine Zeitachse. Dieses Skript erwartet einen Parameter, welcher
als String interpretiert wird und entweder "Zahl" oder "Zeit" sein sollte. Dadurch wird die
x-Achse richtig eingestellt. Zum Betiteln der Achse werden die in den Sprachskripten hinter-
legten Variablen genutzt. Enthält der Parameter keinen der zwei Werte, so bleibt der Status
der x-Achsen unverändert.
setYData.plt
Über dieses Skript kann man Einstellen, wie viele y-Achsen man möchte und wie diese aus-
sehen sollen. Wird nur ein Parameter übergeben, so wird gnuplot nur eine y-Achse erstellen.
Bei zwei Parametern wird auch die zweite Achse initialisiert. Beide Parameter werden als
String interpretiert und sollten entweder "Performance" oder "Transaktionen" sein. Da-
durch erfolgt die richtige Einstellung der beiden Achsen. Zum Betiteln der Achsen werden
die in den Sprachskripten hinterlegten Variablen genutzt. Enthalten die Parameter ungültige
Werte, so werden die y-Achsen zwar initialisiert, aber nicht betitelt.
setClusterX.plt
Über diese Skripte werden die genutzten Kriterien und Cluster eingestellt, auf welchen die zu
visualisierende Strategie beruht. Implementiert wurden setCluster1 und setCluster2,
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um Strategien basierend auf Einzelkriterien sowie auf Kriteriensynthese untersuchen zu kön-
nen. Eine Erweiterung um setCluster3 usw. wäre kein Problem, da der Code dieser Skrip-
te nur 3 Zeilen umfasst. Das Skript benötigt 3 Parameter. Der erste Parameter ist eine Zahl,
welche das benutze Kriterium determiniert. Anhand dieser Zahl X wird der Inhalt der Varia-
ble KodierungX (siehe Skript Funktionen.plt) als Kriterium genutzt. Der zweite Parameter
gibt die Spalte an, in welcher sich der Clusterindex zu diesem Kriterium befindet. Der dritte
Parameter ist der Wert des Clusterindex, welcher für die zu visualisierende Strategie benutzt
wurde. Die Clusterindizes 0, 1 und 2 entsprechen jeweils den Clustern schlecht, mittel und
gut. Ein Clusterindex von -1 markiert die Vergleichskriterien (siehe Kap. 3.6).
setVerfahren.plt
Um das genutzte Verfahren zu determinieren, wurde diese Skript implementiert. Es benö-
tigt mindestens 2 Parameter, kann aber bis zu 5 Parameter erhalten. Der erste Parameter
gibt die Spalte an, in welcher der Name des Verfahrens steht, der zweite enthält den Namen
des Verfahrens. Für die Strategien gibt es die Verfahren "Durchschnitt" und "Elite",
bei den Vergleichskriterien existieren beispielsweise "Vergleich mit 1225 Aktien" (al-
le Aktien) oder "Vergleich mit 846900" (DAX 30). Die Namen der Verfahren können
den Ergebnisdateien entnommen werden. Die Parameter 3 bis 5 können für das Verfahren
notwendige Parameter enthalten, z.B. beim Verfahren Elite die Anzahl der Aktien. Es wird
davon ausgegangen, dass diese Verfahrensparameter in den Spalten nach dem Verfahrens-
namen stehen. Angenommen der Aufruf lautet setVerfahren 9 "Elite" 6, so bedeutet
dies, dass in Spalte 9 "Elite" und in Spalte 10 die 6 zu finden sein muss.
setFenster.plt
Mit Hilfe dieses Skripts lassen sich die Auswertungszeiträume einschränken. Dies funktio-
niert nach einem ähnlichen Prinzip wie bei der Berechnung (siehe Kap. 4.7). Dieses Skript
benötigt 5 Parameter. Der erste Parameter gibt an, in welcher Spalte sich der Fensterindex
befindet, der den Start des Auswertungszeitraumes markiert. Der zweite Parameter gibt die
untere Grenze für den Fensterindex an, wobei -1 bedeutet, dass es keine Untergrenze gibt.
Parameter drei und vier sind analog für den Fensterindex, der das Ende des Auswertungs-
zeitraums markiert, wobei Parameter vier die Obergrenze für den Fensterindex darstellt. Der
fünfte Parameter gibt die Länge des Auswertungszeitraums in Fenstern an, wobei -1 soviel
wie keine Einschränkung bedeutet. Der Aufruf setFenster 5 100 7 200 52 würde ei-
ne Bedingung ergeben, die alle Auswertungen mit Länge 52 Wochen extrahiert, bei denen
der Startfensterindex in Spalte 5 steht und größergleich 100 ist und der Endfensterindex
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in Spalte 7 zu finden ist und kleinergleich 200 ist. Ein ähnliches Ergebnis hätte der Auf-
ruf setFenster 7 100 7 200 "-1", nur mit der Ausnahme, dass die Größe des Auswer-
tungszeitraumes keine Rolle spielt bzw. alle Größen erlaubt sind.
runAWKSkript.plt
Dieses Skript generiert ein awk Skript, welches die vorgegebenen Einschränkungen umsetzt.
Außerdem sorgt das Skript dafür, dass beim mehrfachen Vorkommen ein und desselben x-
Wertes, die y-Werte gemittelt werden. Wenn alle Werte aus den Ergebnisfiles geladen wur-
den, werden diese in das temporäre Plotfile als separates Datenset geschrieben. Danach wer-
den Variablen zurückgesetzt, welche der Nutzer durch die Skripte gesetzt hat. Dadurch wird
der Nutzer gezwungen, immer alle Daten anzugeben und nicht zu vergessen. Das Skript kann
drei bis vier Parameter erhalten. Der erste Parameter gibt den vollständigen Pfad zur Datei
an, welche die Auswertungsergebnisse enthält. Um nicht immer den kompletten Verzeich-
nisbaum angeben zu müssen, sollte am Anfang des Benutzerskriptes die Variable Datapath
gesetzt werden. Damit kann der Parameter dann mittels Springkonkatenation zusammen-
gesetzt werden, z.B. Datapath.’File1.dat’. Parameter 2 und 3 geben an, in welchen
Spalten sich x- und y-Wert befinden. Falls ein zweiter y-Wert exportiert werden soll, so kann
dessen Spalte als vierter Parameter übergeben werden. Anhand der Parameter 2, 3 und 4
erfolgt auch der Aufbau des Datensets im temporären Plotfile. Der übergebene x-Wert (Pa-
rameter2) bildet die erste Spalte, der übergebende y-Wert (Parameter 3) die zweite. Falls ein
zweiter y-Wert übergeben wurde (Parameter 3), wird dieser in die dritte Spalte geschrieben,
ansonsten enthält die dritte Spalte nochmals den ersten y-Wert (Parameter2).
Beispiel 1
Dieses Beispiel erklärt das Skript, mit welchem die Abbildungen 3.9 erzeugt wurden.
Datapath = Rootpath.’kurz\’
call setXData "Zahl"
call setYData "Performance" "Transaktionen"
Hierbei wird die Variable Datapath auf das Verzeichnis gesetzt, welches die Ergebnisda-
teien enthält. Außerdem wird die x-Achse auf eine Zahlenachse gesetzt und bekommt dabei
das richtige Label. Es werden zwei y-Achsen initialisiert, wobei die linke y-Achse die Per-
formance anzeigen soll und die rechte die Anzahl an Transaktionen.
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#S18 Eliteauswertung
call setVerfahren 9 "Elite"
call setCluster1 1 1 0
call setCluster2 5 3 2
call setFenster 5 0 7 "-1" "-1"
call runAWKSkript "Anstieg Minimierung 1.0 Korrelation mit
Linearem Trend Maximierung 1.0.dat" 10 11 12
Dieser Block extrahiert die Daten für die Eliteauswertung der Strategie S18, welche auf der
Synthese zweier Kriterien beruht. Das erste Kriterium ist das Anstiegskriterium. Sein Name,
welcher in der Variable Kodierung1 hinterlegt ist, steht in der Ergebnisdatei in Spalte 1.
Außerdem basiert die Strategie auf dem schlechten Cluster, dessen Clusterindex gleich 0 ist.
Daher erklärt sich der Aufruf von setCluster1 1 1 0 mit 1 für |Kodierung1|, 1 für Spalte
1 und 0 für Clusterindex 0. Das zweite Kriterium ist das Korrelationskriterium. Sein Name,
welcher in der Variable |Kodierung5| hinterlegt ist, steht in der Ergebnisdatei in Spalte 3. Au-
ßerdem basiert die Strategie auf dem guten Cluster, dessen Clusterindex gleich 2 ist. Daher
erklärt sich der Aufruf von setCluster2 5 3 2 mit 5 für Kodierung5, 3 für Spalte 3 und 2
für Clusterindex 2. Das Verfahren, welches in Spalte 9 steht, wurde auf "Elite" gesetzt. Die
Fensterindizes für Start und Ende der Auswertung stehen in Spalte 5 und 7. Die Werte für die
Indizes oder die Länge des Auswertungszeitraumes waren hier egal, da das Ergebnisfile keine
anderen Ergebnisse enthielt. Korrekterweise müsste der Aufruf setFenster 5 0 7 52 53
lauten, damit nur die Ergebnisse des einen Auswertungszeitraumes verwendet werden. Zum
Schluss erfolgt der Aufruf zum Extrahieren der Daten, wobei das Ergebnisfile angegeben
wird, sowie die Spalten, welche die x- und y-Werte enthalten. Spalte 10 enthält den Parame-
ter der Eliteauswertung, dessen Abhängigkeit das Diagramm ja zeigen soll. Spalte 11 und 12
enthalten die Performance und die Anzahl Transaktionen.
set output Datapath.’Strategie18’.Filetyp
plot \
Plotfile index 0 u 1:2 smooth unique axis x1y1 t LabelPerformance,\
Plotfile index 0 u 1:3 smooth unique axis x1y2 t LabelTransaktionen
Jetzt wird der Name der Datei angegeben, in welche das Diagramm gespeichert wird. Die Va-
riable Filetyp enthält dabei die für das gewählte Terminal typische Dateiendung und even-
tuell eine Erweiterung des Dateinamens, z.B. "_sw.eps" für PostScript-Bilder in Schwarz-
Weiß. Die Daten liegen im ersten Datenset des temporären Plotfile, welches über index 0
adressiert wird. Das Datenset enthält genau die Spalten, welche wir runAWKSkript überge-
ben haben. Daher steht der x-Wert in Spalte 1, Performance in Spalte 2 und die Anzahl der
Transaktionen in Spalte 3. Die Option smooth unique ordnet vorher die Daten an Hand
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ihrer x-Werte, damit sie korrekt gezeichnet werden. Die Option axis ordnet den Graph der
richtigen x- und y-Achse zu.
call clearGraph
Hierdurch wird das temporäre Plotfile gelöscht.
#S27 Eliteauswertung
call setVerfahren 9 "Elite"
call setCluster1 2 1 0
call setCluster2 5 3 2
call setFenster 5 0 7 "-1" "-1"
call runAWKSkript "Abweichung vom Moving Average Minimierung
1.0 Korrelation mit Linearem Trend Maximierung 1.0.dat" 10 11 12
set output Datapath.’Strategie27’.Filetyp
plot \
Plotfile index 0 u 1:2 smooth unique axis x1y1 t LabelPerformance,\
Plotfile index 0 u 1:3 smooth unique axis x1y2 t LabelTransaktionen
Die Aufrufe für Strategie S27 sind analog zu denen, welche für Strategie S18 erledigt wur-
den. Da das temporäre Plotfile gelöscht wurde, befindet sich das extrahierte Datenset wieder
an erster Stelle und wird damit wieder über index 0 adressiert. Erfolgte kein Aufruf von
clearGraph, so ist das alte Datenset von Strategie S18 noch vorhanden. Das Datenset für
Strategie S27 muss dann über index 1 adressiert werden.
Beispiel 2
Dieses Beispiel erklärt das Skript, mit welchem die Abbildungen 5.1-5.8 erzeugt wurden.
Datapath = Rootpath.’lang\52 Wochen\’
call setXData "Zeit"
call setYData "Performance"
Hierbei wird die Variable Datapath auf das Verzeichnis gesetzt, welches die Ergebnisdatei-
en enthält. Außerdem wird die x-Achse auf eine Zeitachse gesetzt und bekommt dabei das
richtige Label. Es wird nur eine y-Achsen initialisiert, welche die Performance angibt.
80
ANHANG B
#S18
call setVerfahren 9 "Durchschnitt"
call setCluster1 11 1 0
call setCluster2 15 3 2
call setFenster 5 0 7 "-1" 52
call runAWKSkript "Anstieg Minimierung 1.0 Korrelation
mit Linearem Trend Maximierung 1.0.dat" 8 10
Analog zum Beispiel 1 werden auch hier die Skripte aufgerufen, allerdings gibt es einige
Unterschiede. Das Verfahren für Strategie S18 ist "Durchschnitt". Die Namen der Ko-
dierungen des Testsets sind in den Variablen Kodierung11 - Kodierung15 hinterlegt. Die
Fensterindizes und Werte sind unverändert, aber diesmal wollen wir alle Ergebnisse erfas-
sen, die über einen Auswertungszeitraum von 52 Wochen gemacht wurden. Der x-Wert ist
in diesem Falle das Enddatum des Auswertungszeitraumes, welcher in Spalte 8 steht und die
Performance, die den y-Wert darstellt, steht in Spalte 10. Das temporäre Plotfile wird dann
auch nur diese zwei Werte enthalten.
load Skriptpath.’Vergleich lang 52 Wochen Abschnitte.plt’
Hier werden die Vergleichswerte für die Strategien geladen. Das Skript wird später erläu-
tert.
set output Datapath.’Strategie18_lang_52_Wochen’.Filetyp
plot \
Plotfile index 0 u 1:2 smooth unique axis x1y1
t LabelStrategie,\
Plotfile index 1 u 1:2 smooth unique axis x1y1
t LabelAlleAktien,\
Plotfile index 2 u 1:2 smooth unique axis x1y1
t LabelDax
load clearGraph
Hierdurch erfolgt das Erstellen des Diagrammes. Im temporären Plotfile befinden sich jetzt
drei Datensets, welche die Werte für die Strategie und die zwei Vergleichskriterien enthal-
ten.
Analog zur Auswertung der Strategie S18 erfolgt die Auswertung der Strategie ˜S18, die im
Gegensatz zur Strategie S18 mit einem anderen Auswahlverfahren operiert.
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#S18 Elite
call setVerfahren 9 "Elite" 6
call setCluster1 11 1 0
call setCluster2 15 3 2
call setFenster 5 0 7 "-1" 52
call runAWKSkript "Anstieg Minimierung 1.0 Korrelation mit
Linearem Trend Maximierung 1.0.dat" 8 11
Das Verfahren wird jetzt auf "Elite" 6 gesetzt. Außerdem steht die Performance, welche
den y-Wert darstellt, jetzt in Spalte 11, da Spalte 10 durch den Parameter für das Eliteverfah-
ren belegt ist.
Die Vergleichswerte werden mittels folgendem Skript extrahiert.
call setVerfahren 9 "Vergleich mit 1225 Aktien"
call setCluster1 11 1 "-1"
call setCluster2 15 3 "-1"
call setFenster 5 0 7 "-1" 52
call runAWKSkript "Anstieg Minimierung 1.0 Korrelation mit
Linearem Trend Maximierung 1.0.dat" 8 10
call setVerfahren 9 "Vergleich mit 846900"
call setCluster1 11 1 "-1"
call setCluster2 15 3 "-1"
call setFenster 5 0 7 "-1" 52
call runAWKSkript "Anstieg Minimierung 1.0 Korrelation mit
Linearem Trend Maximierung 1.0.dat" 8 10
Der Name für das Vergleichsverfahren kann man den Ergebnisdateien entnehmen. Die Clus-
terindizes für die Vergleichsverfahren sind alle "-1". Die Performance steht in Spalte 10.
Die Vergleichswerte sind unabhängig von den Strategien. Allerdings stehen sie in allen Er-
gebnisfiles, sofern die Vergleichskriterien bei der Auswertung der Strategien mit bestimmt
wurden. Damit kann man die Vergleichskriterien aus beliebigen Ergebnisdateien entnehmen,
allerdings müssen je nach Datei die Kriterien dazu stimmen, welche durch setCluster
übergeben werden.
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