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We analyze the spectral property of the Hamiltonian for a model of a quantum 
harmonic oscillator interacting with infinitely many scalar bosons. The Hamiltonian 
gives an example of perturbation problem of embedded eigenvalues with infinite 
dimensional Schriidinger’s type operators. It is shown explicitly that the embedded 
eigenvalues of the free (unperturbed) Hamiltonian do not always disappear under 
the interaction (perturbation) and the disappearance or the stability of the embed- 
ded eigenvalues depends on the parameters contained in the Hamiltonian. c 1989 
Academic Press, Inc. 
I. INTRODUCTION 
The purpose of this paper is to analyze the spectral property of the 
Hamiltonian for a model arising in non-relativistic quantum field theory. 
The model describes an interaction of a l-dimensional quantum harmonic 
oscillator with infinitely many scalar bosom in the (d+ 1)-dimensional 
space-time R“+ ‘, where d is an arbitrarily fixed positive integer (in the 
physical case, d should be less than or equal to three). In the case where 
the space R“ is replaced by the discrete lattice N, the corresponding model 
has been discussed in the physics literature (e.g., [5] and references 
therein) as a model in non-equilibrium quantum statistical mechanics. (In 
this context, the model is called the “RWA oscillator”). Our model is a 
generalization of the original one in that the space is a continuum with a 
general space dimension. 
From mathematical point of view, our model gives an example of pertur- 
bation problem of embedded eigenvalues with infinite dimensional 
Schrodinger’s type operators and the spectral analysis of the Hamiltonian 
is interesting in its own right, because we do not yet have a general theory 
to solve such a perturbation problem in the case of infinite degrees of 
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freedom (see, however, [9] for partial results towards a general treatment 
of the problem) and hence the investigation of examples may give an 
insight into a construction of a general theory. In [24], we studied some 
examples similar to the present model. We note that those models as well 
as the present model have a common feature with respect to spectral 
property. We emphasize that the present model gives a good example in 
which the embedded eigenvalues of the unperturbed Hamiltonian do not 
always disappear under the perturbation and the disappearance or the 
stability of the embedded eigenvalues depends on parameters contained in 
the Hamiltonian (see Theorem 3.2 in Section III). 
One of the motivations for the present work was to study KMO- 
Langevin equations [S] in the model. This problem will be discussed in a 
subsequent paper. 
The outline of this paper is as follows: In Section II, we define the 
Hamiltonian, where the one free boson energy as well as the cutoff function 
in the interaction is taken to be a general form including physical cases. In 
Section III, after describing in some detail a mathematical feature of the 
model, we state the main results. In Section IV, we prepare some mathe- 
matical technicalities, which may have independent interests. In Section V, 
we prove Theorem 3.2. The last section is devoted to some remarks. 
II. DEFINITION OF THE HAMILTONIAN AND ITS SELF-ADJOINTNESS 
We first describe the mathematical framework for the quantum boson 
field. We assume that the reader is familiar with Fock space theory (see 
[ 10, p. 531, [ 11, Section X.73). We shall denote by D(A) the domain of the 
operator A. 
Let $(L2(Rd)) be the symmetric (Boson) Fock space over L2(Rd): 
FW2(Rd)) = ; S,L2(Rd)“, (2.1) 
n=O 
where S,L2(Rd)” is the n-fold symmetric tensor product of L2(Rd) 
(SoL2(Rd)’ = C) (see, e.g., [ 10, p. 533). We denote by F. the dense 
subspace of finite particle vectors in FS(L2(Rd)) and by b(f), f~ L2(Rd), the 
annihilation operator acting in Fx(L2(Rd)) [ 11, Section X.71 (We use the 
convention that b(f) is complex linear inf). The subspace F, is a core for 
b(f), f~ L2(Rd), and b(f) leaves it invariant satisfying the following 
canonical commutation relations on F, : 
cw-)9 4g1*1 = CL &T)Lh f, g E L2(Rd)> (2.2) 
CW)> b(g)1 = 0 = Cw)*T k)*lY .L g E L2(Rd), (2.3) 
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where [A, B] = AB- BA and (f; g)Lz denotes the inner product of L’(R”) 
(complex linear in,f). (The operator h(f)* is called the creation operator.) 
Let w, be a non-negative, strictly monotone increasing, continuously 
differentiable function on (0, co) satisfying the following condition: 
w,(s) + a as s+cc. (2.4 
We put 
m = hi WI(S) 2 0. (2.5 
We define the rotation invariant function w on R” by 
ww)=wl(lko~ kERd, (2.6) 
which physically denotes the energy of one free boson with momentum k. 
As typical examples of w, we have in mind o(k) = (I k I2 + WI*)“* (WI > 0) 
(the relativistic case) and w(k) = 1 k [*/2M (M> 0) (the non-relativistic 
case). The function u defines a non-negative self-adjoint multiplication 
operator in L2(Rd). ‘Then we define the free Hamiltonian Hob associated 
with o by 
where &Jo) is the second quantization of o [ 11, Section 7, p. 2081. The 
operator Hob is non-negative self-adjoint. 
We next describe the mathematical framework for the quantum 
oscillator. The Hilbert space of states is given by L2(R). The free 
Hamiltonian of the oscillator is defined by 
ho = f(p2 + o;q* - coo), (2.8) 
where p = -id/dq, q E R, and o0 > 0 is a parameter denoting the radial 
frequency of the oscillator (The mass of the oscillator is taken to be one). 
It is well known that h, is non-negative, self-adjoint with domain 
D(p2)nD(q2) and essentially self-adjoint on C;(R). If we introduce the 
annihilation and the creation operator 
a = 2 - ‘/*(o~‘*q + iw& “*p), (2.9) 
a* = 2- ‘12(w~12q - iw, ‘I’p), (2.10) 
then we can write as 
h, = w,a*a. (2.11) 
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The total Hilbert space B of states for the model is defined as the tensor 
product of L*(R) and R(L2(Rd)): 
F = L’(R)@9s(L2(Rd)). (2.12) 
We consider the following interaction of the oscillator with the bosons, 
H,=aQb(p)*+a*Qb(p), (2.13) 
with a “cutoff’ function p E L2(Rd). The operator H, is well defined on 
C,“(R)@F, and symmetric. We denote the closure of H, 1 Cr(R)@Fo by 
the same symbol. Then, the total Hamiltonian H is defined by 
H=h,@I+ZQH,,+H,, (2.14) 
where I denotes the identity. Henceforth, we shall omit the symbol @ in 
the tensor product of operators. 
In concluding this section, we prove the essential self-adjointness of H. 
For later convenience, we introduce the Hilbert space M,(Rd) (a~ R) 
generated by measurable functions f on Rd satisfying df E L*(R”), whose 
inner product is given by 
CL g), = (w”f, eY)L2. (2.15) 
In the case m > 0, we have hIa c M,(Rd) for all 0: c: /?. In the case 
m = 0, this is not true, but, one sees that, iff E M,(Rd) n Mp(Rd) with a < fl, 
then f E A4,(Rd) for all y E (a, p). In what follows, we use this fact without 
mentioning. Let 
H, = h, + H,,. (2.16) 
PROPOSITION 2.1. Suppose that p E M- 1,2(Rd) n M,(Rd). Then, D(H,) 
c D(H) and the closure of H 1 D(H,) is essentially self-adjoint on any core 
for H,,. 
Proof Similar to the proof of Theorem 3.1 in [2]. The idea is to apply 
the Glimm-Jaffe-Nelson commutator theorem [ 17, Section 19.4; 11, Sec- 
tion X. 5, Theorem X.37) with the “test operator” H,,, where the following 
estimates are used (cf. [6,2]): 
II b(f) YII G II f II - 1/z II Hii* yll, 
II 4f )* YII d II f II - 1/2 II HAi2 ‘YII + II f II o II VII 
(2.17) 
for all f E M- 1,2(Rd) n Mo(Rd) and YE D(HA’,‘). 1 
274 ASAO ARAI 
We shall denote the closure of H r D(H,) by the same symbol H. 
Remark. It is not obvious a priori whether or not H is bounded below. 
In fact, it depends on CO”, CO, and p (see Section III). 
III. THE MAIN RESULTS 
Before stating the main results, we want to elaborate on the mathemati- 
cal nature of the spectral analysis of H mentioned in Section I. It is well 
known or easy to see that 
a,(HoJ = {OJ, osing(Hnb) =0, 
~,,(H,d = { w(k)1 k E Rd} = Cm, 00 1, 
where a( .) (resp. OJ .), es,“& .), (T,,( .)) denotes the (resp. point, singular 
continuous, absolutely continuous) spectrum and the multiplicity of each 
eigenvalue no, of h, as well as that of the eigenvalue zero of H,, is one. 
Therefore. we have 
a,(Ho) = {fiw,>Zo, asing = 0, 
I,, = Cm, ~0 1. 
(3.1) 
Thus we see that all the eigenvalues no, of the unperturbed Hamiltonian 
Ho with no02 m are embedded in the continuous spectrum. Hence the 
model gives an example of perturbation problem of embedded eigenvalues 
with operators containing infinite degrees of freedom. We remark also that 
H can be regarded as an infinite dimensional Schriidinger operator by 
passing to the Schrodinger representation of the canonical commutation 
relations of the boson degrees of freedom where the “time zero field” 
b(f) + b(f)* (f~ L2(Rd): real) is given by a Gaussian random process (see, 
e.g., [12-14, 11). We shall see that the perturbation problem in our model 
is non-trivial, because the perturbation H, can change drastically the 
spectrum of Ho (see Theorem 3.2(a) and (b)). 
We now proceed to state the main results. In order to describe the 
fundamental assumption, we introduce a special function 
with 
D(z) = -z + coo + @Jz), (3.2) 
G,(z) = j- dk s. (3.3) 
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The function D(z) (resp. Qp,(z)) is defined in the cut plane 
C,=C\Cm, 0) (3.4) 
and is analytic there. Henceforth, we assume the following (Al)-(A4): 
(Al) P E M- ,(Rd) n M1(Rd), p #O. 
(AZ) ;y’g ) @Js + i&)1 < co 
sscm, co) 
(A3) inf &>O 
1 D(s + is)1 > 0, 
SEC44 
(A4) o;(lkl)-“* IkI’d-1)‘2p~L30(Rd). 
We remark that the assumption is not empty: We can find a class of p and 
o satisfying all the above conditions. 
As is easily seen, D(s) is monotone decreasing in s E ( - co, m) and hence 
the limit 
exists. Conditions (A3) and (A2) imply that d, #O, -co 
LEMMA 3.1. (a) Zfd,>O, then D(z) has no zeros in C,. 
(b) Zf d,,,<O, then D(z) has a unique simpZe zero oA E (- cg, m) 
in C,. In particular, if m > 0 and w. 2 (I p (I 2 1,2 (resp. m > 0 and 
coo < (1 p I( Z ,,*), then 0 < wA < m (resp. w, < 0). 
Proof. If z E C, is a zero of D(z), then one easily sees that Im z = 0 
and hence that z is in (-co, m). Noting that D(s) is strictly monotone 
decreasing in s E ( - co, m) and D(0) = o. - (I p II ‘_ ij2, one gets the desired 
result. 1 
Remark. As far as the above lemma is concerned, we need only to 
assume that p E I’M- 1,2(Rd) n Mo(Rd). 
The main results are as follows: 
THEOREM 3.2. Let H be as in Section II. Assume (Al )-(A4). Then, the 
following (a)-(c) hold: 
(a) If d, > 0, then 
a,(H) = (01, using(H) = 0, 
sac(H)= {o(k)lkERd} = [m, 00). 
276 ASAO ARAI 
In particular, H is non-negative. Further, the rnultiplicit~~ of the eigenvalue 
zero is one. 
lb) Vwo< IIPII~~~~~ then 
a,(H) = {nw/, ),Zo> ~,m,(H) = 0zr, 
CJ.J H) = R. 
In particular, H is not bounded below. Further, the multiplicity of each eigen- 
value noA is one. 
(c) rf d,,, < 0, m > 0, and o. B II p II ? ,,2, then 
a,(H) = (nmA >,E=,, osing(H) = 0, 
a,,(H) = { o(k)1 k E R”) = [m, co). 
In particular, H is non-negative. Further, the multiplicity of each eigenvalue 
no, is one. 
Remarks. (1) The condition oO < I/ p /I ? ,j2 in (b) implies d,,, < 0. 
(2) In all the cases (a)-(c), a nomalized eigenvector with the eigen- 
value zero of H is given by 
where 
Q= tiO@QO, (3.6) 
tie(q) = (c~~/Tc)~‘~ e-‘uw2/2 
and Q,= {Q$“},“=o~~(L2(Rd)) is the Fock vacuum in $(L2(Rd)): 
Q&O)=1 Qr)=O n>l. 
(3)’ If d, >b, then we have o. > m and hence all the non-zero eigen- 
values of Ho are embedded in the continuous spectrum (see (3.1)). There- 
fore, part (a) in Theorem 3.2 shows that, under the perturbation H,, all 
the non-zero eigenvalues of Ho disappear. This may be a remarkable 
phenomenon. It has been proved that the same phenomenon occurs in 
other similar models [2, 41 and is closely related to “resonance.” 
Part (b) in Theorem 3.2 is also interesting, because it shows that, in a 
strong coupling region (i.e., (1 p 112 ,,2 > oo), H is not bounded below 
(norms of p may measure the strength of the coupling between the 
oscillator and the bosons). This phenomenon can be avoided by a “renor- 
malization” of the frequency oO of the oscillator. See Corollary 3.3 in the 
following. 
Part (c) in Theorem 3.2 shows that, under the assumption given there 
including the weak coupling condition w. > 11 p II ?1,2 (note also that the 
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boson is “massive,” i.e., m > 0), all the eigenvalues of H,, are stable under 
the perturbation. One easily proves the following: Let 1 E R\(O) and ~~(2) 
be wA with p replaced by 1~. Suppose that m > wO, ,I2 < oO/jl p 115 ,,*. Then, 
we have 
co.&) = w. + A2 
i 
dk I dk)l* 
wo -w(k) 
+ O(A4) 
as 12 1 + 0; in particular, we get 
lim o,(I) = wO. i. + 0 
COROLLARY 3.3. Suppose that 
s dk I @)I2 o(k) -m <CO 
and let 
cii,=o,+m+ dk s I #)I * o(k) -m’ 
Let H,,, be H with coo replaced by Go. Then, under conditions (Al )-(A4), 
H,,, is non-negative and we have 
Q%n) = {O), osing(Hren) = 0, 
aac(ffren) = (4k)l k E Rd} = [m, 00 1. 
Proof: Let J,,, be d,,, with w. replaced by ~5~. Then, we have always 
J,,, = w. >O. Thus, the desired result follows from the proof of 
Theorem 3.2(a). i 
Remark. In the case d, = 0, under some conditions in addition to (Al), 
(A2), and (A4), we can prove the same result as in part (c) of Theorem 3.2 
with wA replaced by m. 
We shall prove Theorem 3.2 by the same method as in [2,4] (see the 
following sections). 
IV. PRELIMINARIES 
Let 
ul(,y) = w;(s)“2 s-(d-l)‘2, s > 0. (4.1) 
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and define 
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u(k)=u,(lklh kERd. (4.2) 
For every E E R\ {0}, we define a linear operator G, by 
(4.3 1 
We remark that G, is a generalization of G, considered in [2]. 
PROPOSITION 4.1. For all E E R\ (O}, G, defines a skew-symmetric, boun- 
ded, linear operator on M,(Rd) with operator-norm estimate 
II G, II G 2nc,, 
where 
cd= 2@‘l-(d/2)-’ 
with r( .) being the gamma function. 
In order to prove Proposition 4.1, we introduce an operator F by 
(Ff)(s)=u,(w;'(s))-l ~~~~,d~(o)f(w;'(l)e)x~loi.r,(l). 
(4.4) 
(4.5) 
(4.6) 
which maps functions f on Rd to functions on R. Here w; ’ is the inverse 
function of oi, dS(B) is the surface integral element on the d- 1 sphere 
Sd-*={kERdI Ikl=l] and x~~,+) is the characteristic function of 
(m, co) (each point k E Rd is of the form k = I k 1 13 with some 0 E Sd- ‘). 
LEMMA 4.2. F defines a bounded linear operator from M,(R”) to L2(R) 
with 
IlFf II L*(R) d c:‘2 II f ilO, f E WW’). (4.7) 
Proof: By the Schwarz inequality, we have 
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By change of variable t = o:l(.s) and the identity 
we see that the right-hand side on the above inequality turns out to be 
equal to cd (/ f 11:. Hence we get (4.7). 1 
Let 
QAs)= ’ n(s2 + E2)’ P,(s)= & n(s’ + 2) SER,EER\{O}, (4.8) 
and 
A!“f= Q, * Ff, A;“f= P, * Ff, 
where * denotes the convolution. 
(4.9) 
LEMMA 4.3. A!“, j= 1,2, are bounded linear operators from M,,(Rd) to 
L*(R) with 
II A’j’f II E LqR)w2 llf I/w (4.10) 
Proof: The function P,(s) (resp. Q,(S)) is the so-called (resp. conjugate) 
Poisson kernel. On the other hand, by Lemma 4.2, Ff is in L*(R) for all 
f E Mo(Rd). Therefore, by a general theory on Fourier analysis (e.g., [IS]), 
we conclude that Apf is in L*(R) and 
II A”‘f II E LZ(R)G IIFf iILqRp 
which, together with Lemma 4.2, gives the desired result. 1 
Proof of Proposition 4.1. One can easily see that G, f is written as 
(G,f )(k) = n@){(Ak’!f)(4k)) - i(A!*‘f )(w(k))l. (4.11) 
On the other hand, we have by change of variable 
dk u(k)* I(A”‘f )(o(k))12 E 
where we have used (4.10) in the last inequality. Thus, we see that G, is a 
bounded linear operator on Mo(Rd) with (4.4). The skew-symmetry (i.e., 
G, = -G,*) is easily seen from the definition. 1 
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LEMMA 4.4. For euch j= 1, 2, the strong limit 
.y - lim AI,” E A”’ (4.12) 
2’0 
exists as a bounded linear operator from Mo(Rd) to L’(R). Explicity, A”’ is 
given 64 
(~(‘yi(t)=!~~~~~~~<,,,, (Ff)(:-s)ds, a.e. t E R. (4.13) 
A’*‘f= Ff 
for all f in M,(R“). 
(4.14) 
Proof: This follows from Lemma 4.3 and a simple application of 
Fourier analysis (e.g., [lS]). 1 
Let 
(Gf )(k) = ~u(k){(A(‘!f)(~(k)) - i(A’2!f)(Mk)))9 f E MO@“). (4.15) 
LEMMA 4.5. The operator G is a bounded linear operator on M,(R“) and 
s-lim G,=G. (4.16) 
E-0 
Further, G is skew symmetric. 
Proof: This follows from Lemma 4.4 and (4.11). fl 
In what follows, we assume (Al t(A4) in Section III. 
LEMMA 4.6. Let D,(z) be given by (3.3). Then, for a.e. t E (m, co), the 
limits 
@,(t * i0) = VE Qrp(t + i&) (4.17) 
exist and are given by 
@,(t+iO)=P/rmdss-inV,.(t), a.e. tE(m, co), (4.18) 
and P 1 ds means the principal value. 
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Proof. One can write as 
@Jt + i&J = n{ (Qe * v,)(t) - i(P, * v,)(t)}. 
On the other hand, it is easy to check that I/, is in L’( - co, co). Therefore, 
by a general theorem (e.g., [15]), (QB * I’,)(t) and (P, * V,)(t) converge to 
and V,(t), respectively, for a.e. r E R as E JO. Thus, we get the desired 
result. 1 
We define 
D+(s)= -s+~~+@~(s*iO) for a.e. SE (m, co). (4.20) 
LEMMA 4.7. There exists a constant 6 > 0 such that 
(4.21) 
Proof: We first consider the case d, > 0. Then, D(z) has no zeros in 
C, (Lemma3.l(a)) and we have that D(z)- -z as (z( + co in 
(z E C ( Re z < m}. Hence we conclude that 
inf 
Rezim 
1 D(z)1 > 0. 
In particular, (4.21) holds with an arbitrary 6 > 0. 
We next consider the case d,,, < 0. Then, for every 0 < 6 < m - oA, D(z) 
has no zeros in Ds=(z((z-mjd6, Re z<m} (Lemma3.l(b)). If 
infz E Db I D(z)1 = 0, then there exists a sequence {.z,}~=, converging to a 
point z,, E D, and D(z,) -+ 0 (zn + zO). Since D(z) # 0 for Im z # 0, we see 
z,, = m. Hence we get d,,, = 0, but this is a contradiction. Therefore 
infz E D& lW)l >o. I 
Let 
Q(k)= p(k) 
~+(4W’ 
(4.22) 
which, by (A3), is finite for a.e. kERd. 
LEMMA 4.8. Let f (z) be a meromorphic function on C with simple poles 
aI, . . . . aN in C, (a, # wA, n = 1, . . . . N) satisfying 
lim f(z) =f, 
121-m 
(constant). 
409/140/l-19 
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Then, 
I d/c I Q(U2fb4W 
where e(t) is the Heaviside function: 0(t) = 1 for t > 0, 13(t) = 0 for t < 0 and 
Res(f, a,) denotes the residue off at z = a,. 
Proof: A simple application of Cauchy’s theorem in function theory, 
where Lemma 4.7 is used for some estimates. 1 
COROLLARY 4.9. Let ci = -l/D’(o,) > 0 (cA > 0). Then 
(4.24) 
(4.25) 
IIQII;=l-W4Jc:. 
Proof We need only takef= 1 in Lemma 4.8. 1 
Let T be an operator given by 
Tf=f-Qu?Gu-‘j$ 
Then, we have 
LEMMA 4.10. The operator T is a bounded linear operator on A4,,(Rd). 
Proof: Let f be in Mo(Rd). By assumption (A4), we see that 
u-‘p~ L”(Rd). The function l/D+(o(k)) is also in L”(Rd). Therefore, 
up’Q is in L”(Rd). Hence we have 
II Tf II o Q II f II o + II u - ‘Q /I cc II G II II u ~ ‘P II m II f II o 
Thus we get the desired result. 1 
Finally we prove some remarkable properties of the operator T. In the 
case d,,, < 0, we define 
tiA(k) = c,4p(k) 
o(k) -WA’ 
(4.26) 
LEMMA 4.11. The following operator equalities hold on M,(R”): 
T*T= 1 - ~(-d,J(~, $A)o $A (4.27) 
TT*+(.,Q,,,Q=l. (4.28) 
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Proof: Let f and g be in Mo(Rd). Then, we have by (4.25) and 
Lemma 4.5, 
(TX Qh= (f, g)o- (f, Qu-‘Gu-‘Pg), 
-(Qu-‘Gu~‘~~g),+~~I,, 
where 
Putting 
I,= (QzclG,u -‘iif; Qu-‘G,u-‘pg),. 
K,(k’, k”) = ( dk I QWI’ 
(w( )-o(k’)+i&)(co(k)-co(k”)-iiE) 
k 
and using Fubini’s theorem, we can write as 
Z, = j dk’ dk” p(k’) p(k”)f(k’) g(k”) K,(k’, k”). 
By Lemma 4.8, we have 
K,(k’, k”) = - et-4J c: 
(w, - w(k’) + ic)(o, - w(k”) - ic) 
1 
+ 
D(o(k”) + i&)(w(k”) - w(k’) + 2i&) 
1 
+ D(o(k’) - iE)(co(k’) - o(k”) - 2i.s)’ 
Hence we get 
where 
$A,E(k) = cAp(k) 
w(k) - wA + ic’ 
Q&l = p(k) D(o(k) + i&)’ 
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By the dominated convergence theorem and Lemma 4.8 again, we obtain 
!‘i4= -e(-d,,)(f;~,)“(~,,g),, 
+ (Qu - ‘Gu ‘EL gh 
+ (.L Qu-‘Gu -‘Pgh 
and hence 
(Tf, Tg),=(J;gh-~(-4x)(f; k>$.4h$,4)0~ 
which is equivalent to (4.27). Equatin (4.28) can be proved similarly. fl 
LEMMA 4.12. (a) The following equations hold as equations in M,(Rd): 
T*Q+&-d,)c,$.=O (4.29) 
T$,+c,Q=O (4.30) 
Tp+(w-w,)Q=O, (4.31) 
where (4.30) is meaningful only for the case d, < 0. 
(b) In the case d, < 0, we have 
II I//A II? + c: = 1. (4.32) 
(c) For all f e M,(Rd) n M,(Rd), we have 
CT*, wlf= -(A Qh P. (4.33) 
Proof: Similar to the proof of Lemma 4.11. i 
Let 
and 
B(f )=HT*f)-(f, Qb, f E MOW') (5.1) 
V. PROOF OF THEOREM 3.2 
A=@$,)-~,a, (5.2) 
where A is defined only in the case d, < 0. 
Let Q be given by (3.6) and 9,” be the subspace generated by vectors of 
the form b(f,)* . ..b(fn)* a*W, n,p>O, fjEM,(Rd), j= 1, . . . . n. The sub- 
space SF&, is dense in 9. 
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LEMMA 5.1. The operators B( f ), f E M,(Rd), and A are defined on &, 
and leave it invariant. Further, the following commutation relations hold on 
F* An . 
CB(f ), B(g)*1 = CL g),, (5.3) 
CB(f )> B(g)1 = 0 = [IB(f )*, B(g)*l, .L g E iCOd). (5.4) 
[A, A*] = 1, (5.5) 
CA, B(f )I = 0, CA, B(f )*I = 0, f E Mo(Rd). (5.6) 
Proof The first half of the lemma is obvious. We see that 
CB(f ), B(g)*1 = CNT*f ), NT*g)*l + C(f, Qk (Q, gb’l 
= (T*f, T*g) + CL Qh, (Q> g),. 
Then, using (4.28), we get (5.3). Equations (5.4) and (5.6) are obvious, 
while (5.5) follows from (4.32). 1 
5.1. Proof of part (a) of Theorem 3.2. Let d,,, >O. Then, using (4.27) 
and (4.29) we have from (5.1) 
b(f) = B(Tf ), f E M,(Rd). (5.7) 
By (4.24) and (4.29), we have 
a= -B(Q). (5.8) 
Therefore, if we consider the subspace FB,O generated by vectors of the 
form B(f,)*...B(f,)*sZ, n>O,f,EMO(Rd), then we have 
%i” = e3.0. (5.9) 
In particular, FB,O is dense in 9. 
Let U be a linear map from FB,O to F,, defined by 
UB(fI)*...B(f,J* a=b(f,)*...b(f,)* QCJ. (5.10) 
Then, by (5.3) (5.4), and the fact that 
B(f) ~2 = 0, f E: MO”), (5.11) 
which follows from (5.1), at,bo = 0 and b(f) Q, = 0, one can show that U 
extends to a unitary operator from 9 onto FS(L2(Rd)). We denote the 
extension by the same symbol U. 
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LEMMA 5.2. The total Hamiltonian H is unitarily equimdent to Ho,,, by I’: 
UHU ’ = Hoh (5.12) 
us operator equality. 
Proof: If fEM,(Rd), then, by (4.33), oT*f is in M,(R”). Therefore, if 
we set F$b to be the dense subspace generated by vectors of the form 
B(f,)*...B(f,)*a,n~O,f;EM,(Rd), then wehaves$.bcD(H,)nD(H,) 
and 
CK B(f )*I = B(mf )*> f E W(Rd)> (5.13) 
on F&$ (use (5.1)). We have also 
HQ=O. (5.14) 
because H,,Q, = 0, b(f) Q,, = 0, f~ MO(Rd), /z,$, = 0, and ati0 = 0. There- 
fore, using (5.13) and (5.14), we have 
HB(fl)*..‘B(fn)*Q= i B(f,)*‘..B(f,~,)*Bj(wfi)*B(f,+,)* 
/=I 
x . . . xB(fJ*52,j+EM,(Rd). 
Hence we get 
UHB(f,)*...B(f,)*SZ=H,,b(f,)*...b(f,)*Q, 
= Ho, UB(f, ) * . . B(f,) * -Q, 
which implies that 
UHU-‘Y= HobY, YE lJ9(l’ B,O? (5.15) 
Since UF!$,/, is a core for Huh, (5.15) extends to all YE D(H,,). Thus we 
get the desired result. 1 
By Lemma 5.2, we have 
a,(H) = a,(H,d, a,,(H) = ~ac(Hod osing(H) = asmg(Hob). 
Thus, by the well-known spectral property of Hob (see the beginning in 
Section III), we get part (a) of Theorem 3.2. 1 
5.2. Proof of parts (6) and (c) of Theorem 3.2. Let d,,, < 0. Then, by 
(4.27), (4.29), (5.1), and (5.2), we have 
b(f) = B(Tf) + (L $A) A. (5.16) 
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Similarly, we get 
B(Q)= -CAb(ll/A)-(l-C;)a. (5.17) 
By (5.16) (4.30) and (4.32), we have 
Substituting this into (5.17), we get 
a = -B(Q) - c,A. (5.18) 
Let %B,o be the subspace generated by vectors of the form 
B(f,)* . . B(f,)* A*PQ, n,p > 0, fin MO(Rd). Then, by (5.1) (5.2) (5.16) 
and (5.18) we see that 
=%i” =F48.0. (5.19) 
Therefore, as in the case d, > 0, there exists a unitary operator V on 9 
such that 
VB(f,)* . . . B(f,J* A*PQ = b(f,)* . . .b(f,,)* u*~S~. (5.20) 
(Note that B(f) 52 = 0, f~ M,(Rd), and Al2 = 0.) 
LEMMA 5.3. We have 
VHV-’ = H,, + o,u*u (5.21) 
as the operator identity. 
Proof: Let F(AIA,O be the dense subspace generated by vectors of 
the form B(f,)* . ..B(f,)* A**Q, p, n 20, &E A4,(Rd). Then, we have 
F$A,o~D(Ho)nD(H,) and 
CH, W-)*1 = Nd)*, .t-c M, W’), 
[H, A*] =o,A* 
(5.22) 
on S2&. The rest of the proof is quite similar to the proof of Lemma 5.2 
and hence we omit it. 1 
Parts (b) and (c) of Theorem 3.2 now follow from Lemma 5.3 and the 
fact that w,<O if o,,< I(p1\?1,2 and o,>O if oO> (Ip(I?I,z. 1 
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VI. CONCLUDING REMARKS 
We have seen that the present model exhibits some subtlety of the per- 
turbation problem of embedded eigenvalues in that the disappearance or 
the stability of the embedded eigenvalues of the unperturbed Hamiltonian 
under the perturbation depends on the parameters contained in the 
Hamiltonian (Theorem 3.2). It is then natural to ask how the formal 
perturbation theory may be related to our non-perturbative exact results. 
A solution to this problem can be given in quite the same way as in [3,4] 
and hence we do not discuss it here. 
It is possible also to construct a quantum field theory associated with the 
Hamiltonian and to develop the scattering theory. This also can be done 
quite similarly to that in [2,4]. 
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