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Symmetry-protected topological (SPT) phases are gapped short-range-entangled quantum phases
with a symmetry G, which can all be smoothly connected to the trivial product states if we break
the symmetry. It has been shown that a large class of interacting bosonic SPT phases can be
systematically described by group cohomology theory. In this paper, we introduce a (special) group
supercohomology theory which is a generalization of the standard group cohomology theory. We
show that a large class of short-range interacting fermionic SPT phases can be described by the
group supercohomology theory. Using the data of super cocycles, we can obtain the ideal ground
state wave function for the corresponding fermionic SPT phase. We can also obtain the bulk
Hamiltonian that realizes the SPT phase, as well as the anomalous (ie non-on-site) symmetry for
the boundary effective Hamiltonian. The anomalous symmetry on the boundary implies that the
symmetric boundary must be gapless for 1+1D boundary, and must be gapless or topologically
ordered beyond 1+1D. As an application of this general result, we construct a new SPT phase
in 3D, for interacting fermionic superconductors with coplanar spin order (which have T 2 = 1
time-reversal ZT2 and fermion-number-parity Z
f
2 symmetries described by a full symmetry group
ZT2 × Zf2 ). Such a fermionic SPT state can neither be realized by free fermions nor by interacting
bosons (formed by fermion-pairs), and thus are not included in the K-theory classification for free
fermions or group cohomology description for interacting bosons. We also construct three interacting
fermionic SPT phases in 2D with a full symmetry group Z2 × Zf2 . Those 2D fermionic SPT phases
all have central-charge c = 1 gapless edge excitations, if the symmetry is not broken.
PACS numbers: 71.27.+a, 02.40.Re
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I. INTRODUCTION
A. Short-range and long-range entangled states
Recently, it was realized that highly entangled quan-
tum states can give rise to new kind of quantum
phases beyond Landau symmetry breaking,1–3 which in-
clude topologically ordered phases,4–6 and Symmetry
Protected Topological (SPT) phases7,8 (see Fig. 1).
The topologically ordered phases contain long range
entanglement9 as revealed by topological entanglement
entropy,10,11 and cannot be transformed to product states
via local unitary (LU) transformations.12–14. Fractional
quantum Hall states15,16, chiral spin liquids,17,18 Z2
spin liquids,19–21 non-Abelian fractional quantum Hall
states,22–25 etc are examples of topologically ordered
phases. The mathematical foundation of topological or-
ders is closely related to tensor category theory9,12,26,27
and simple current algebra.22,28 Using this point of view,
we have developed a systematic and quantitative theory
for topological orders with gappable edge for 2+1D inter-
acting boson and fermion systems.9,12,27 Also for 2+1D
topological orders with only Abelian statistics, we find
that we can use integer K-matrices to describe them.29–32
The SPT states are short-range entangled (SRE) states
with symmetry (ie they do not break the symmetry of
the Hamiltonian), which can be transformed to product
states via LU transformations that break the symmetry.
However, nontrivial SPT states cannot be transformed to
product states via the LU transformations that preserve
the symmetry, and different SPT states cannot be trans-
formed to each other via the LU transformations that
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FIG. 1. (Color online) (a) The possible gapped phases
for a class of Hamiltonians H(g1, g2) without any symmetry.
(b) The possible gapped phases for the class of Hamiltonians
Hsymm(g1, g2) with a symmetry. The yellow regions in (a) and
(b) represent the phases with long range entanglement. Each
phase is labeled by its entanglement properties and symme-
try breaking properties. SRE stands for short range entan-
glement, LRE for long range entanglement, SB for symmetry
breaking, SY for no symmetry breaking. SB-SRE phases are
the Landau symmetry breaking phases, which are understood
by introducing group theory. The SY-SRE phases are the
SPT phases, which can be understood by introducing group
cohomology theory.
3preserve the symmetry. The 1D Haldane phase for spin-1
chain7,8,33,34 and topological insulators35–40 are nontriv-
ial examples of SPT phases. Some examples of 2D SPT
phases protected by translation and some other symme-
tries were discussed in Ref. 41–43.
It turns out that there is no gapped bosonic LRE state
in 1D.13 So all 1D gapped bosonic states are either sym-
metry breaking states or SPT states. This realization led
to a complete classification of all 1+1D gapped bosonic
quantum phases.42–44
In Ref. 45 and 46, the result for 1D SPT phase is
generalized to any dimensions: For gapped bosonic sys-
tems in dsp-spatial dimension with an on-site symme-
try G, we can construct distinct SPT phases that do
not break the symmetry G from the distinct elements
in Hdsp+1[G,UT (1)] – the (1 + dsp)-cohomology class of
the symmetry group G with G-module UT (1) as coef-
ficient. Note that the above result does not require
the translation symmetry. The results for some sim-
ple on-site symmetry groups are summarized in Table
I. In particular, the interacting bosonic topological insu-
lators/superconductors are included in the table.
B. The definition of fermionic SPT phases
In Ref. 27, the LU transformations for fermionic sys-
tems were introduced, which allow us to define and
study gapped quantum liquid phases and topological
orders in fermionic systems. In particular, we devel-
oped a fermionic tensor category theory to classify in-
trinsic fermionic topological orders with gappable edge,
as defined through the fermionic LU transformations
without any symmetry. In this paper, we are going
to use the similar line of thinking to study fermionic
gapped liquid phases with symmetries. To begin, we will
study the simplest kind of them – short-range-entangled
fermionic phases with symmetries. Those phases are
called fermionic SPT phases:
(1) They are T = 0 gapped phases of fermionic Hamilto-
nians with certain symmetries.
(2) Those phases do not break any symmetry of the
Hamiltonian.
(3) Different SPT phases cannot be connected without
phase transition if we deform the Hamiltonian while pre-
serving the symmetry of the Hamiltonian.
(4) All the SPT phases can be connected to the triv-
ial product states without phase transition through the
deformation the Hamiltonian if we allow to break the
symmetry of the Hamiltonian.
[The term “connected” can also mean connected via
fermionic LU transformations (with or without symme-
try) defined in Ref. 27.]
Note that in 0 spatial dimension, the trivial product
states can have even or odd numbers of fermions. So
the trivial product states in 0D can belong to two differ-
ent phases. In higher dimensions, all the trivial product
states belong to one phase (if there is no symmetry).
This is why when there is no symmetry, there are two
fermionic SPT phases in 0D and only one trivial fermionic
SPT phase in higher dimensions.
C. Group super-cohomology construction of
fermionic SPT states
After introducing the concept of fermionic SPT phase,
we find that we can generalize our construction of
bosonic SPT orders45,46 to fermion systems, by gener-
alizing the group cohomology theory46,74 to group super-
cohomology theory. This allows us to systematically con-
struct a large class of fermionic SPT phases for interact-
ing fermions in any dimensions.
In the group cohomology theory for bosonic SPT
states, we find that the different topological terms in
bosonic nonlinear σ models in discrete space-time are
described by different cocycles in group cohomology the-
ory (see section III for a detailed review). The differ-
ent types of topological terms lead to different bosonic
SPT phases, and thus different cocycles describe differ-
ent bosonic SPT phases. The idea behind our approach
in this paper is similar: we show that different topo-
logical terms in fermionic nonlinear σ models in dis-
crete space-time are described by different cocycles in
group super-cohomology theory. The different types of
fermionic topological terms lead to different fermionic
SPT phases, and thus different super-cocycles describe
different fermionic SPT phases.
So far, our construction only applies for a certain type
of symmetries where the fermions form an 1D represen-
tation of the symmetry group. It cannot handle the
situation where fermions do not form an 1D represen-
tation of the symmetry group in the fixed point wave-
functions. For this reason, we call the current formula-
tion of group super-cohomology theory a special group
super-cohomology theory. On the other hand, the cur-
rent version of group super-cohomology theory can in-
deed systematically generate a large class of fermionic
SPT phases, and many of those examples are totally new
since they can neither be constructed from free fermions
nor from interacting bosons (that correspond to bound
states of fermion pair).
D. A summary of main results
The constructed fermionic SPT phases for some simple
symmetry groups are given in Table II, which lists the
special group super-cohomology class H d+1[Gf , U(1)].
The rows correspond to different symmetries for the
fermion systems. We note that, in literature, when
we describe the symmetry of a fermion system, some-
times we include the fermion-number-parity transforma-
tion Pf = (−)N in the symmetry group, and sometimes
we do not. In this paper and in Table II, we always use
the full symmetry group Gf which includes the fermion-
4Symm. G dsp = 0 dsp = 1 dsp = 2 dsp = 3
U(1)o ZT2 Z Z2 Z2 Z22
U(1)× ZT2 Z1 Z22 Z1 Z32
U(1) Z Z1 Z Z1
SO(3) Z1 Z2 Z Z1
SO(3)× ZT2 Z1 Z22 Z2 Z32
ZT2 Z1 Z2 Z1 Z2
Zn Zn Z1 Zn Z1
Zm × Zn Zm × Zn Z(m,n) Zm × Zn × Z(m,n) Z2(m,n)
Zn × ZT2 Z(2,n) Z2 × Z(2,n) Z2(2,n) Z2 × Z2(2,n)
TABLE I. (Color online) Bosonic SPT phases (from group
cohomology theory) in dsp-spatial dimensions protected by
some simple symmetries (represented by symmetry groupsG).
Here Z1 means that our construction only gives rise to the
trivial phase. Zn means that the constructed nontrivial SPT
phases plus the trivial phase are labeled by the elements in
Zn. ZT2 represents time-reversal symmetry, U(1) represents
U(1) symmetry, Zn represents cyclic symmetry, etc . Also
(m,n) is the greatest common divisor of m and n. The red
rows are for bosonic topological insulators and the blue rows
bosonic topological superconductors.
number-parity transformation to describe the symmetry
of fermion systems.47 So the full symmetry group of a
fermion system with no symmetry is Gf = Z
f
2 gener-
ated by Pf . The bosonic symmetry group Gb is given by
Gb = Gf/Z
f
2 , which correspond to the physical symme-
try of the fermion system that can be broken. In fact, the
full symmetry group is a projective symmetry group dis-
cussed in Ref. 55, which is a Zf2 extension of the physical
symmetry group Gb.
The columns of the Table II correspond to different
spatial dimensions. In 0D and 1D, our results reproduce
the exact results obtained from previous studies.44,50–52
The results for 2D and 3D are new.
Each entry indicates the number of nontrivial phases
plus one trivial phase. For example, Z2 means that there
is one nontrivial SPT phase labeled by 1 and one triv-
ial phase labeled by 0. Also, say, Z8 means that there
are seven nontrivial SPT phases and one trivial phase.
For each nontrivial fermionic SPT phase, we can con-
struct the ideal ground state wave function and the ideal
Hamiltonian that realizes the SPT phase, using group
super-cohomology theory.
When Gf = Gb×Zf2 , H d[Gf , U(1)] can be calculated
from the following short exact sequence
0→ Hd[Gb, UT (1)]/Γ→H d[Gf , UT (1)]
→ BHd−1(Gb,Z2)→ 0. (1)
In the above BHd−1(Gb,Z2) is a subgroup of
Hd−1(Gb,Z2), which is formed by elements nd−1 that
satisfy Sq2(nd−1) = 0 in Hd+1(Gb, U(1)T ), where
Sq2 is the Steenrod square Sq2 : Hd−1(Gb,Z2) →
Hd+1(Gb,Z2) ⊂ Hd+1[Gb, U(1)T ] . Also Γ is a subgroup
of Hd[Gb, U(1)T ] that is generated by Sq2(nd−2) = fd,
where nd−2 ∈ Hd−2(Gb,Z2) and fd are viewed as ele-
ments of Hd[Gb, UT (1)].
Interacting fermionic SPT phases
Gf \dsp 0 1 2 3 Example
“none”=Zf2 Z2 Z1 Z1 Z1 superconductor
Z2 × Zf2 Z22 Z2 Z4 Z1
ZT2 × Zf2 Z2 Z4 Z1 Z2 supercond. withcoplanar spin order
Z2k+1 × Zf2 Z4k+2 Z1 Z2k+1 Z1
Z2k × Zf2 Z2k × Z2 Z2 Z4k Z1
Interacting fermionic gapped symmetric phases
Gf \dsp 0 1 2 3 Example
“none”=Zf2 Z2 Z2 ? ? superconductor
Z2 × Zf2 Z22 Z4 ? ?
ZT2 × Zf2 Z2 Z8 ? ? supercond. withcoplanar spin order
Z2k+1 × Zf2 Z4k+2 Z2 ? ?
Z2k × Zf2 Z2k × Z2 Z4 ? ?
Non-interacting fermionic SPT phases
Gf \dsp 0 1 2 3 Example
“none”=Zf2 Z2 Z1 Z1 Z1 superconductor
Z2 × Zf2 Z22 Z2 Z Z1
ZT2 × Zf2 Z2 2Z Z1 Z1 supercond. withcoplanar spin order
Non-interacting fermionic gapped phases
Gf \dsp 0 1 2 3 Example
“none”=Zf2 Z2 Z2 Z Z1 superconductor
Z2 × Zf2 Z22 Z4 Z2 Z1
ZT2 × Zf2 Z2 Z Z1 Z1 supercond. withcoplanar spin order
TABLE II. (Color online) Fermionic SPT phases in dsp-
spatial dimensions constructed using group super-cohomology
for some simple symmetries (represented by the full symmetry
groups Gf ). The red symmetry groups can be realized by elec-
tron systems. Here Z1 means that our construction only gives
rise to the trivial phase. Zn means that the constructed non-
trivial SPT phases plus the trivial phase are labeled by the el-
ements in Zn. Note that fermionic SPT phases always include
the bosonic SPT phases with the corresponding bosonic sym-
metry group Gb ≡ Gf/Zf2 as special cases. The blue entries
are complete constructions which become classifications. ZT2
represents time-reversal symmetry, U(1) represents U(1) sym-
metry, etc . As a comparison, the results for non-interacting
fermionic gapped/SPT phases,47–49 as well as the interacting
symmetric phases in 1D,44,50–52 are also listed. Note that the
symmetric interacting and non-interacting fermionic gapped
phases can be the SPT phases or intrinsically topologically
ordered phases. This is why the lists for gapped phases and
for SPT phases are different. 2Z means that the phases are
labeled by even integers. Note that all the phases listed above
respect the symmetry Gf .
E. The boundary of fermionic SPT states
Topologically ordered states and SPT states have
short-ranged correlations for any local operators. So,
it is impossible to probe and distinguish the differ-
ent topological states by bulk linear response measure-
ments. However, for chiral topological order (such
as integer and fractional quantum Hall states)53,54
and free fermion SPT states (such as topological
insulators/superconductors35–40), their boundary states
5are gapless if the symmetry is not broken. In this case,
we can use boundary linear response measurements to
probe those gapless excitations, which allow us to indi-
rectly measure the bulk topological phases.
Thus, it is very natural to ask the following: can we
use the gapless boundary states to probe the SPT or-
der in interacting fermionic SPT states? It turns out
that, in the presence of interaction, the situation is much
more complicated. In fact, the situation is already com-
plicated even for non-interacting cases. It is well known
that even trivial band insulator can have gapless bound-
ary states. So it is incorrect to say that topological
insulators/superconductors are characterized by gapless
boundary states. The situation gets worse for interact-
ing cases: regardless if the bulk is a trivial or nontrivial
bosonic/fermionic SPT phase, the interacting boundary
can be symmetry breaking, gapless, topological, etc . In
fact, there can be infinite many different boundary phases
for every fixed 3+1D bulk phase. So in order to use the
boundary states to characterize the bulk SPT order, we
must identify the common features among all those in-
finite many different boundary phases of the same bulk.
Only those common features characterize the bulk SPT
order. This is a highly nontrivial task and has not been
studied carefully in literature.
In this paper, just like the bosonic case,45,46 we pro-
pose the boundary anomalous symmetry (ie the bound-
ary non-on-site symmetry) as one of the common fea-
tures that characterize the bulk SPT order. The stan-
dard global symmetry transformation (ie on-site symme-
try transformation) in the bulk, Uˆ(g), g ∈ G, has the
following tensor product decomposition:
Uˆ(g) =
∏
i
Uˆi(g) (2)
where Uˆi(g) acts on single site i. However, although the
boundary of a SPT state has the same symmetry as the
bulk, the symmetry transformation on the boundary can-
not be on-site if the bulk SPT order is nontrivial:
Uˆbndry(g) = w({gi}, g)
∏
i
Uˆi(g). (3)
Here gi labels the effective degrees of freedom on the
boundary site i, and the U(1) phase factor w({gi}, g)
makes the boundary symmetry transformation Uˆbndry(g)
non-on-site or anomalous. In fact, the U(1) phase factor
w({gi}, g) can be constructed from the super-cocycle in
H d[Gf , UT (1)] that describes the bulk SPT state (for
details, see Appendix G 4).
Since all the effective boundary Hamiltonians satisfy
Uˆ†bndry(g)HbndryUˆbndry(g) = Hbndry, (4)
and all the possible boundary types are described by the
ground states of the above boundary Hamiltonians, many
low energy properties of boundary state are determined
by the anomalous (ie non-on-site) symmetry Uˆbndry(g).
For example, for 1+1D boundary, an anomalous sym-
metry makes the boundary state gapless if the symme-
try is not broken.45 For 2+1D boundary and beyond,
an anomalous symmetry makes the symmetric boundary
state gapless or topologically ordered.
The above results can also be understood from space-
time path integral point of view. Our discrete fermionic
topological nonlinear σ model, when defined on a space-
time with boundary, can be viewed as a “non-local”
boundary effective Lagrangian, which is a fermionic and
discrete generalization of the bosonic continuous Wess-
Zumino-Witten (WZW) term.56,57 As a result of this
“non-local” boundary effective Lagrangian, the action of
symmetry transformation on the low energy boundary
degrees of freedom must be non-on-site, and, we believe,
the boundary excitations of a nontrivial SPT phase are
gapless or topologically ordered if the symmetry is not
broken.
F. Structure of the paper
In the rest of this paper, we will first compare the re-
sults in Table II for a few interacting and free fermion
systems. This will give us some physical understanding
of Table II. We then briefly review the topological bosonic
nonlinear σ model on discretized space-time, which leads
to the group cohomology theory for the bosonic SPT
states. We start our development of group super-
cohomoloy theory for fermionic SPT phases by carefully
defining fermionic path integral for the fermionic non-
linear σ model on discrete space-time. Next we discuss
the conditions under which the fermionic path integral
becomes a fixed-point theory under the coarse-graining
transformation of the space-time complex. Such a fixed-
point theory is a fermionic topological nonlinear σ model.
The fixed-point path integral describes a fermionic SPT
phase. We then construct the ground state wave function
from the fixed-point path integral, as well as the exact
solvable Hamiltonian that realizes the SPT states. In
the Appendices, we develop a group super-cohomology
theory, and calculate the Table II from the group super-
cohomology theory.
II. PHYSICAL PICTURES OF SOME GENERIC
RESULTS
Before describing how to obtain the generic results
eqn. (1) and Table II, in this section, we will compare
some of our results with known results for 1D interacting
systems and 2D/3D non-interacting systems. The com-
parison will give us a physical understanding for some of
the interacting fermionic SPT phases.
6A. Fermion systems with symmetry Gf = Z
T
2 × Zf2
First, from the Table II, we find that interacting
fermion systems with T 2 = 1 time-reversal symmetry
(or the full symmetry group Gf = Z
T
2 × Zf2 ) can have
three nontrivial fermionic SPT phases in dsp = 1 spa-
tial dimension and one nontrivial fermionic SPT phase
in dsp = 3 spatial dimensions. We would like to compare
such results with those for free fermion systems.
1. 0D case
For 0D free or interacting fermion systems with T 2 =
1 time-reversal symmetry ZT2 , the possible symmetric
gapped phases are the 1D representations of ZT2 × Zf2 .
Since the time-reversal transformation T is anti unitary,
ZT2 has only one trivial 1D representation. Z
f
2 has two 1D
representations. Thus 0D fermion systems with T 2 = 1
time-reversal symmetry are classified by Z2 correspond-
ing to even fermion states and odd fermion states.
2. 1D case
For 1D free fermion systems with T 2 = 1 time-reversal
symmetry ZT2 , the possible gapped phases are classified
by Z.48,49 For the phase labeled by n ∈ Z, it has n Majo-
rana zero modes at one end of the chain.58 Those bound-
ary states form a representation of n Majorana fermion
operators η1, ..., ηn which all transform in the same way
under the time-reversal transformation T : ηa → ηa for
all a or ηa → −ηa for all a. (If, say η1 and η2 transform
differently under T : η1 → η1 and η2 → −η2, iη1η2 will
be invariant under T and such a term will gap out the
η1 and η2 modes.) Some of those 1D gapped states have
intrinsic topological orders. Only those labeled by even
integers (which have even numbers of Majorana bound-
ary zero modes) become the trivial phase after we break
the time-reversal symmetry ZT2 . Thus the free fermion
SPT phases are labeled by even integers 2Z.
For interacting 1D systems with T 2 = 1 time-reversal
symmetry, there are eight possible gapped phases that
do not break the time-reversal symmetry.44,50–52 Four
of them have intrinsic topological orders (which break
the fermion-number-parity symmetry in the bosonized
model)44 and the other four are fermionic SPT phases
given in Table II (three of them are nontrivial fermionic
SPT phases and the fourth one is the trivial phase).
3. 3D case
For 3D fermion systems with T 2 = 1 time-reversal
symmetry, there is no nontrivial gapped phase for non-
interacting fermions,48,49 but in contrast, there is (at
least) one nontrivial SPT phase for strongly interacting
fermions. Such a nontrivial 3D fermionic SPT phase can-
not even be viewed as a nontrivial bosonic SPT state
formed by bounded fermion pairs. To see this point,
we note that bounded fermion pairs behave like a bo-
son system with ZT2 time-reversal symmetry, which has
one nontrivial bosonic SPT state (see Table I). Such a
state cannot be smoothly deformed into bosonic prod-
uct state without breaking the ZT2 symmetry within the
space of many-boson states. But it can be smoothly de-
formed into bosonic product state without breaking the
ZT2 symmetry within the space of many-fermion states.
Therefore, the discovered non-trival fermionic SPT phase
with T 2 = 1 time-reversal symmetry is totally new.
B. Fermion systems with symmetry Gf = Z2 × Zf2
We also find that fermion systems with symmetry
group Gb = Z2 (or the full symmetry group Gf =
Z2×Zf2 ) can have one nontrivial fermionic SPT phases in
dsp = 1 spatial dimension and three nontrivial fermionic
SPT phases in dsp = 2 spatial dimensions. (One of
the nontrivial 3D fermionic SPT phases is actually a
bosonic SPT phase while the other two are intrinsically
fermionic.)
1. Free fermion systems
To compare the above result with the known free
fermion result, let us consider free fermion systems with
symmetry group Gb = Z2 (or the full symmetry group
Gf = Z2×Zf2 ), which contain two kinds of fermions: one
carries the Z2-charge 0 and the other carries Z2-charge 1.
For such free fermion systems, their gapped phases are
classified by47
dsp : 0 1 2 3 4 5 6 7
gapped phases : Z22 Z
2
2 Z
2 0 0 0 Z2 0
(5)
The four dsp = 0 phases correspond to the ground state
with even or odd Z2-charge-0 fermions and even or odd
Z2-charge-1 fermions. The four dsp = 1 phases corre-
spond to the phases where the Z2-charge-0 fermions are
in the trivial or nontrivial phases of Majorana chain58
and the Z2-charge-1 fermions are in the trivial or non-
trivial phases of Majorana chain. A dsp = 2 phase la-
beled by two integers (m,n) ∈ Z2 corresponds to the
phase where the Z2-charge-0 fermions form m (px + ipy)
states with m right moving Majorana chiral modes and
the Z2-charge-1 fermions form n (px + ipy) states with n
right moving Majorana chiral modes. (If m and/or n are
negative, the fermions then form the corresponding num-
ber of (px − ipy) states with the corresponding number
of left moving Majorana chiral modes.)
Some of the above non-interacting gapped phases have
intrinsic fermionic topological orders. (Those phases are
stable and have intrinsic fermionic topological orders
7even after we turn on interactions.) So only a subset
of them are non-interacting fermionic SPT phases:
dsp : 0 1 2 3 4 5 6 7
SPT phases : Z22 Z2 Z 0 0 0 Z 0
(6)
The four dsp = 0 phases correspond to the ground
states with even or odd numbers of fermions and 0 or
1 Z2-charges. The two dsp = 1 phases correspond to
the phases where the Z2-charge-0 fermions and the Z2-
charge-1 fermions are both in the trivial or nontrivial
phases of Majorana chain. The dsp = 2 phase labeled by
one integer n ∈ Z corresponds to the phase where the Z2-
charge-0 fermions have n right moving Majorana chiral
modes and the Z2-charge-1 fermions have n left moving
Majorana chiral modes. We see that in 0D and 1D, the
non-interacting fermionic SPT phases are the same as the
interacting fermionic SPT phases.
2. 2D case
However, in two dimensions, the non-interacting
fermionic SPT phases are quite different from the in-
teracting ones. In this paper, we are able to construct
three nontrivial interacting fermionic SPT phases. De-
spite very different phase diagram, it appears that the
above three nontrivial interacting fermionic SPT phases
in 2D can be realized by free fermion systems.
In fact, it appears that there are seven nontrivial
interacting 2D fermionic SPT phases protected by Z2
symmetry60. All the seven nontrivial SPT phases can be
represented by free fermion SPT phases. This suggests
that our current construction is incomplete, since we only
obtain four fermionic SPT phases (including the trivial
one) with the Gf = Z2 × Zf2 symmetry. One possible
reason of the incompleteness may be due to our limiting
requirement that fermions only form 1D representations
of Gf .
One way to understand why there can only be seven
nontrivial interacting 2D fermionic SPT phases protected
by Z2 symmetry is using the idea of duality between
intrinsic topological orders and SPT orders discovered
recently61. The key observation in such a duality map
is that for any SPT orders associated with a (discrete)
global symmetry G, we can always promote the global
symmetry to a local (gauge) symmetry. For differ-
ent SPT phases, the corresponding promoted (discrete)
gauge models describe different intrinsic topological or-
ders. For fermionic SPT phases protected by Z2 sym-
metry, we can let Z2-charge-1 fermion couple to a Z2
gauge field. In this way, different intrinsic topological
ordered phases can be characterized by different statis-
tics of the Z2-flux. According to Kitaev’s classification
63
for different types of vortices in superconductors59, we
know that there are seven nontrivial cases. Thus, we see
that although in free 2D fermionic systems, SPT phases
protected by Z2 symmetry are classified by an integer
(Chern number), the interactions dramatically changes
the classifications.
Following Kitaev’s idea63, we can have a very simple
way to understand the seven nontrivial types of vortices
by counting the number of Majorana modes in the ver-
tex core. In the corresponding free fermion model, the
number of Majorana modes n corresponds to the Chern
number of the Z2-charge-1 free fermion. The seven non-
trivial SPT phases are described by n = 1, 2, · · · , 7.
We see that an interacting 2D fermionic SPT state with
Z2 symmetry (Gf = Z2×Zf2 ) is characterized by having
n right-moving Majorana chiral modes for the Z2-charge-
0 fermions and n left-moving Majorana chiral modes for
the Z2-charge-1 fermions, where n ∈ Z8. Such kind of
edge states can be realized by free fermions. Thus the
interacting 2D fermionic SPT states with Z2 symmetry
can be realized by free fermions. When n = even, the 2D
fermionic SPT states with Z2 symmetry can be realized
by 2D topological insulators with fermion number con-
servation, Sz spin rotations symmetry, and time reversal
symmetry. The Z2 symmetry transformation correspond
to pi/2 charge rotrations and pi spin rotation
UZ2 = e
ipiNF /2 e ipiS
z
, (7)
where NF is the total fermion number and S
z is the to-
tal Sz spin. Such a state is stable even if we break the
fermion number conservation, Sz spin rotations symme-
try, and time reversal symmetry, as long as we keep the
above Z2 symmetry.
Now, let us try to understand why four of the non-
trivial fermionic SPT phases protected by the Z2 sym-
metry require fermions to form high dimensional rep-
resentations of Gf = Z2 × Zf2 . It is easy to see that
when n = even, the free fermion models are described
by n/2 Z2-charge-1 complex fermions per site and these
fermions form 1D representations of Gf = Z2×Zf2 . How-
ever, the situations are more complicated when n = odd.
For example, when n = 1, the free fermion Hamiltonian
describes one Z2-charge-0 Majorana fermion and one Z2-
charge-1 Majorana fermion per site, labeled as γi,↑ and
γi,↓. Under the Z2 action, γi,↑ does not change while
γi,↓ changes to −γi,↓. Thus the symmetry operation
UZ2 can be constructed as UZ2 = i
(N−1)N/2∏N
i=1 γi,↑,
where N is the number of sites. It is easy to check that
UZ2γi,↑U
†
Z2
= γi,↑, UZ2γi,↓U
†
Z2
= −γi,↓ and U2Z2 = 1.
However, the symmetry operator UZ2 can be regarded as
the Z2 symmetry transformation only when N = even,
in that case UZ2 contains an even number of fermion op-
erators. But in our construction, the Z2 symmetry can
be realized as bosonic unitary transformation regardless
N = even or N = odd. Thus, we can only construct four
fermionic SPT phases that are labeled by even n.
Another example requiring fermions to carry high di-
mensional representations is the well known time reversal
symmetry with T 2 = Pf . We believe that the princi-
ple/framework developed in this paper should be appli-
cable for all these interesting cases and the results will
8FIG. 2. (Color online) If we extend n(t) that traces out a
loop to n(t, ξ) that covers the shaded disk, then the WZW
term
∫
D2
dtdξ n(t, ξ) · [∂tn(t, ξ) × ∂ξn(t, ξ)] corresponds to
the area of the disk.
be presented in our future work.
III. PATH INTEGRAL APPROACH TO
BOSONIC SPT PHASES
In this paper, we are going develop a group super-
cohomology theory, trying to describe the SPT phase for
interacting fermions. Our approach is motivated by the
group cohomology theory for bosonic SPT phases, based
on the path integral approach. In this section, we will
briefly review such path integral approach for the group
cohomology description of bosonic SPT phases. Those
whose are familar with bosonic SPT theory can go di-
rectly to the next section.
Here we are going to use the Haldane phase of spin-1
chain as an example. It has been pointed out that the
Haldane phase (a nontrivial 1D SPT phase) is described
by a 2pi-quantized topological term in continuous non-
linear σ model.64 However, such kinds of 2pi-quantized
topological terms cannot describe more general 1D SPT
phases. We argue that to describe SPT phases correctly,
we must generalize the 2pi-quantized topological terms to
discrete space-time. The generalized 2pi-quantized topo-
logical terms turn out to be nothing but the cocycles of
group cohomology (see Ref. 45 and 46 for more details.)
A. Path integral approach to a single spin
Before considering a spin-1 chain, let us first consider
a (0+1)D nonlinear σ model that describes a single spin,
whose imaginary-time action is given by∮
dt
[∂tn(t)]
2
2g
+ is
∫
D2
dtdξ n(t, ξ) · [∂tn(t, ξ)× ∂ξn(t, ξ)]
(8)
where n(t) is an unit 3d vector and we have assumed
that the time direction forms a circle. The second term
is the Wess-Zumino-Witten (WZW) term.56,57 We note
that the WZW term cannot be calculated from the field
n(t) on the time-circle. We have to extend n(t) to a
x=Lx=0
n(x,t)
S2 S2n(x,t)
n(x,t’)
n(x,t)
n(L,t)
(a) (b)
FIG. 3. (Color online) (a) The topological term W describes
the number of times that n(x, t) wraps around the sphere (as
we change t). (b) On an open chain x ∈ [0, L], the topological
term W in the (1+1)D bulk becomes the WZW term for the
end spin nL(t) = n(L, t) (where the end spin at x = 0 is hold
fixed).
disk D2 bounded by the time-circle: n(t) → n(t, ξ) (see
Fig. 2). Then the WZW term can be calculated from
n(t, ξ). When 2s is an integer, WZW terms from different
extensions only differ by a multiple of 2ipi. So e−S is
determined by n(t) and is independent of how we extend
n(t) to the disk D2.
The ground states of the above nonlinear σ model have
2s + 1 fold degeneracy, which form the spin-s represen-
tation of SO(3). The energy gap above the ground state
approaches to infinity as g → ∞. Thus a pure WZW
term describes a pure spin-s spin.
B. Path integral approach to a spin-1 chain
To obtain the action for the SO(3) symmetric antifer-
romagnetic spin-1 chain, we can assume that the spins
Si are described by a smooth unit vector field n(x, t):
Si = (−)in(ia, t) (see Fig. 3b). Putting the above single-
spin action for different spins together, we obtain the fol-
lowing (1+1)D nonlinear σ model65
S =
∫
dxdt
1
2g
(∂n(x, t))2 + iθW, θ = 2pi, (9)
where W = (4pi)−1
∫
dtdx n(t, x) · [∂tn(t, x)× ∂xn(t, x)]
and iθW is the topological term.65 If the space-time
manifold has no boundary, then e− iθW = 1 when θ =
0 mod 2pi. We will call such a topological term – a 2pi-
quantized topological term. The above nonlinear σ model
describes a gapped phase with short range correlation
and the SO(3) symmetry, which is the Haldane phase.33
In the low energy limit, g flows to infinity and the fixed-
point action contains only the 2pi-quantized topological
term. Such a nonlinear σ model will be called topological
nonlinear σ model.
It appears that the 2pi-quantized topological term has
no contribution to the path integral and can be dropped.
In fact, the 2pi-quantized topological term has physical
effects and cannot be dropped. On an open chain, the
2pi-quantized topological term 2pi iW becomes a WZW
term for the boundary spin nL(t) ≡ n(x = L, t) (see
Fig. 3).64 The motion of nL is described by eqn. (8)
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FIG. 4. (Color online) (a) A branched triangularization of
space-time. Each edge has an orientation and the orientations
on the three edges of any triangle do not form a loop. The
orientations on the edges give rise to a natural order of the
three vertices of a triangle (i, j, k) where the first vertex i
of a triangle has two outgoing edges on the triangle and the
last vertex k of a triangle has two incoming edges on the
triangle. s(i, j, k) = ±1 depending on the orientation of i →
j → k to be clockwise or anti-clockwise. (b) The phase factor
ν(ni,nj ,nk) depends on the image of a space-time triangle
on the sphere S2.
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FIG. 5. (Color online) A tetrahedron – the simplest dis-
crete sphere.
∏
νs(i,j,k)(ni,nj ,nk) = 1 on the tetrahedron
becomes eqn. (12). Note that s(1, 2, 3) = s(0, 1, 3) = 1 and
s(0, 2, 3) = s(0, 1, 2) = −1. (b) The total action amplitude of
the topological nonlinear σ model on the complex gives rise
to the phase factor in eqn. (17).
with s = 1/2. So the Haldane phase of spin-1 chain has
a spin-1/2 boundary spin at each chain end!64,66,67
We see that the Haldane phase is described by a fixed
point action which is a topological nonlinear σ model
containing only the 2pi-quantized topological term. The
non-trivialness of the Haldane phase is encoded in the
non trivially quantized topological term.49,64
C. Topological term on discrete space-time
From the above example, one might guess that vari-
ous SPT phases can be described by various topological
nonlinear σ models, and thus by various 2pi-quantized
topological terms. But such a guess is not correct.
This is because the fixed-point action (the topologi-
cal nonlinear σ model) describes a short-range-correlated
state. Since the renormalized cut-off length scale of the
fixed-point action is always larger than the correlation
length, the field n(x, t) fluctuates strongly even at the
cut-off length scale. Thus, the fixed-point action has
no continuum limit, and must be defined on discrete
space-time. On the other hand, in our fixed-point action,
n(x, t) is assumed to be a continuous field in space-time.
The very existence of the continuum 2pi-quantized topo-
logical term depends on the nontrivial mapping classes
from the continuous space-time manifold T 2 to the con-
tinuous target space S2. It is not self consistent to use
such a continuum topological term to describe the fixed-
point action for the Haldane phase.
As a result, the continuum 2pi-quantized topologi-
cal terms fail to properly describe bosonic SPT phases.
For example, different possible continuum 2pi-quantized
topological terms in eqn. (9) are labeled by integers, while
the integer spin chain has only two gapped phases pro-
tected by spin rotation symmetry: all even-integer topo-
logical terms give rise to the trivial phase and all odd-
integer topological terms give rise to the Haldane phase.
Also nontrivial SPT phases may exist even when there
are no continuum 2pi-quantized topological terms (such
as when the symmetry G is discrete).
However, the general idea of using fixed-point actions
to describe SPT phases is still correct. But, to use
2pi-quantized topological terms to describe bosonic SPT
phases, we need to generalize them to discrete space-time.
In the following, we will show that this indeed can be
done, using the (1+1)D model (9) as an example.
A discrete (1+1)D space-time is given by a branched
triangularization46,68 (see Fig. 4). Since S =
∫
dxdtL,
on triangularized space-time, we can rewrite
e−S =
∏
νs(i,j,k)(ni,nj ,nk),
νs(i,j,k)(ni,nj ,nk) = e
− ∫4 dxdt L ∈ U(1), (10)
where
∫
4 dxdt L is the action on a single triangle. We see
that, on discrete space-time, the action and the path inte-
gral are described by a 3-variable function ν(ni,nj ,nk),
which is called action amplitude. The SO(3) symmetry
requires that
ν(gni, gnj , gnk) = ν(ni,nj ,nk), g ∈ SO(3). (11)
In order to use the action amplitude νs(i,j,k)(ni,nj ,nk)
to describe a 2pi-quantized topological term, we must
have
∏
νs(i,j,k)(ni,nj ,nk) = 1 on any sphere. This can
be satisfied iff
∏
νs(i,j,k)(ni,nj ,nk) = 1 on a tetrahedron
– the simplest discrete sphere (See Fig. 5a):
ν(n1,n2,n3)ν(n0,n1,n3)
ν(n0,n2,n3)ν(n0,n1,n2)
= 1. (12)
(Another way to define topological term on discretized
space-time can be found in Ref. 69.)
A ν(n0,n1,n2) that satisfies eqn. (11) and eqn. (12)
is called a 2-cocycle. If ν(n0,n1,n2) is a 2-cocycle, then
ν′(n0,n1,n2) = ν(n0,n1,n2)
µ(n1,n2)µ(n0,n1)
µ(n0,n2)
(13)
is also a 2-cocycle, for any µ(n0,n1) satisfying
µ(gn0, gn1) = µ(n0,n1), g ∈ SO(3). Since ν(n0,n2,n3)
and ν′(n0,n2,n3) can continuously deform into each
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other, they correspond to the same kind of 2pi-quantized
topological term. So we say that ν(n0,n2,n3) and
ν′(n0,n2,n3) are equivalent. The equivalent classes of
the 2-cocycles ν(n0,n2,n3) give us H2[S2, U(1)] – the
2-cohomology group of sphere S2 with U(1) coefficient.
H2(S2, U(1) classifies the 2pi-quantized topological term
in discrete space-time and with S2 as the target space.
D. Maximum symmetric space and group
cohomology classes
Does H2[S2, U(1)] classify the SPT phases with SO(3)
symmetry? The answer is no. We know that S2 is just
one of the symmetric spaces of SO(3). To classify the
SPT phases, we need to replace the target space S2 by
the maximal symmetric space, which is the group it-
self SO(3) (see Ref. 46 for more discussions). So we
need to consider discrete nonlinear σ model described
by ν(gi, gj , gk), gi, gj , gk ∈ SO(3). Now the 2-cocycle
conditions becomes
ν(ggi, ggj , ggk) = ν(gi, gj , gk) ∈ U(1),
ν(g1, g2, g3)ν(g0, g1, g3)
ν(g0, g2, g3)ν(g0, g1, g2)
= 1, (14)
which defines a “group cohomology” H2[SO(3), U(1)]. It
classifies the 2pi-quantized topological term for the max-
imal symmetric space. It also classifies the SPT phases
with SO(3) symmetry in (1+1)D.
The above 2-cocycle condition can be generalized to
any group G, including discrete groups! We conclude
that H2[G,U(1)] classifies the SPT phases with on-site
symmetry G in (1+1)D. The above discussion can also be
generalized to any dimensions by replacing the 2-cocycle
condition on ν(g0, g1, g2) with d-cocycle condition on
ν(g0, g1, ..., gd). For example, the functions ν(g0, ..., g3),
gi ∈ G, satisfying the following conditions
ν(gg0, gg1, gg2, gg3) = ν(g0, g1, g2, g3) ∈ U(1),
ν(g1, g2, g3, g4)ν(g0, g1, g3, g4)ν(g0, g1, g2, g3)
ν(g0, g2, g3, g4)ν(g0, g1, g2, g4)
= 1. (15)
are 3-cocycles which form H3[G,U(1)]. Using
ν(g0, ..., gdsp+1) ∈ Hdsp+1[G,U(1)] as the action ampli-
tude on a simplex in (dsp + 1)D space-time, we can
construct the path integral of topological nonlinear σ
model, which describes the corresponding SPT phase.
This way, we show that the SPT phases with symmetry
G in d spatial dimensions are described by the elements
in Hdsp+1[G,U(1)].
In conclusion, a quantized topological term in the path
integral of a (dsp+1)D system can be written in terms of
the (dsp + 1)-cocycles by (1) discretizing the (dsp + 1)D
space time with branched triangularization (a branching
structure46,68 will induce a local order of vertices on each
simplex); (2) putting group element labeled degrees of
freedom onto the vertices (3) assigning action amplitude
to each simplex with the corresponding cocycle. The
path integral then takes the form
Z = |G|−Nv
∑
{gi}
∏
{ij...k}
ν
sij...k
dsp+1
(gi, gj , ..., gk) (16)
where sij...k = ±1 depending on the orientation of the
simplex ij...k. Similar to the (1 + 1)D case, it can be
shown that the path integral is symmetric under sym-
metries in group G, the action amplitude e−S({gi}) =∏
{ij...k} ν
sij...k
dsp+1
(gi, gj , ..., gk) is in a fixed point form and
is quantized to 1 on a closed manifold.
On a space with boundary, the 2pi-quantized
topological term obtained from a nontrivial cocycle
ν(g0, ..., gdsp+1) gives rise to a discretized analog of the
WZW term in the low energy effective theory for bound-
ary excitations. We believe that such a discretized WZW
term will make the boundary excitations gapless if the
symmetry is not broken. In (2+1)D, we can indeed prove
rigorously that a nontrivial SPT states must have gap-
less edge modes if the symmetry is not broken.45 In addi-
tional, it has been further pointed out that by ”gauging”
the global symmetry61, each SPT phase can be identi-
fied by the braiding statistics of the corresponding gauge
flux, which is known to be classified by H3[G,U(1)] in
(2 + 1)D62.
E. Ground state wave function and Hamiltonian
for a bosonic SPT phase
From each element in Hdsp+1[G,U(1)] we can also con-
struct the dsp-dimensional ground state wave function
for the corresponding SPT phase. In 2D, we can start
with a triangle lattice model where the physical states
on site-i are given by |gi〉, gi ∈ G (see Fig. 4a). The
ground state wave function can be obtained by view-
ing the 2D lattice (which is a torus) as the surface of
a solid torus. The evaluation of the path integral of
the topological nonlinear σ model (which is given by
ν3(g0, g1, g2, g3), an element in H3[G,U(1)]) on the solid
torus gives rise to the following ground state wave func-
tion: Φ({gi}) =
∏
4 ν3(1, gi, gj , gk)
∏
5 ν
−1
3 (1, gi, gj , gk),
where
∏
4 and
∏
5 multiply over all up- and down-
triangles, and the order of ijk is clockwise for up-
triangles and anti-clockwise for down-triangles (see Fig.
4a). To construct exactly solvable Hamiltonian H that
realizes the above wave function as the ground state,
we start with an exactly solvable Hamiltonian H0 =
−∑i |φi〉〈φi|, |φi〉 = ∑gi∈G |gi〉, whose ground state
is Φ0({gi}) = 1. Then, using the local unitary trans-
formation U =
∏
4 ν3(1, gi, gj , gk)
∏
5 ν
−1
3 (1, gi, gj , gk),
we find that Φ = UΦ0 and H =
∑
iHi, where Hi =
U |φi〉〈φi|U†. Hi acts on a seven-spin cluster labeled by
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FIG. 6. (Color online) Two branched simplexes with oppo-
site orientations. (a) A branched simplex with positive orien-
tation and (b) a branched simplex with negative orientation.
i, 1 – 6 in blue in Fig. 4a (see Fig. 5b):
Hi|gi, g1g2g3g4g5g6〉 =
∑
g′i
|g′i, g1g2g3g4g5g6〉×
ν3(g4, g5, gi, g
′
i)ν3(g5, gi, g
′
i, g6)ν3(gi, g
′
i, g6, g1)
ν3(gi, g′i, g2, g1)ν3(g3, gi, g
′
i, g2)ν3(g4, g3, gi, g
′
i)
(17)
We see that H has a short ranged interaction and has
the symmetry G: |{gi}〉 → |{ggi}〉, g ∈ G.45
IV. GRASSMANN TENSOR NETWORK AND
FERMIONIC PATH INTEGRAL
After having some physical understanding of the
fermionic SPT phases protected by ZT2 ×Zf2 or Z2 ×Zf2
symmetries and after some understanding of the path
integral approach to the bosonic SPT phases, in the fol-
lowing, we will discuss a generic construction that allows
us to obtain fermionic SPT phases protected by more
general symmetries in any dimensions.
As discussed above, one way to obtain a system-
atic construction of bosonic SPT phases is through
a systematic construction of topological bosonic path
integral46 using a tensor network representation of the
path integral.7,70 Here we will use a similar approach to
obtain a systematic construction of fermionic SPT phases
through topological fermionic path integral using a Grass-
mann tensor network27,71 representation of the fermionic
path integral. The Grassmann tensor network and the
associated fermion path integral are defined on a dis-
cretized space-time. So first, let us describe the structure
of a discretized space-time.
A. Discretized space-time
A d-dimensional discretized space-time is a d-
dimensional complex Σd formed by many d-dimensional
simplexes Σ[i0...id]. We will use i, j, ... to label the ver-
tices of complex Σd. Σ[i0...id] is the simplex with vertices
i0, ..., id.
However, in order to define Grassmann tensor net-
work (and the associated fermion path integral) on the
discretized space-time Σd, the space-time complex must
have a so called branching structure.46,68 A branching
structure is a choice of orientation of each edge in the
d-dimensional complex so that there is no oriented loop
on any triangle (see Fig. 6).
The branching structure induces a local order of the
vertices on each d-simplex. The first vertex of a d-simplex
is the vertex with d outgoing edges, and the second vertex
is the vertex with d − 1 outgoing edges and 1 incoming
edge, etc . So the simplex in Fig. 6a has the following
vertex ordering: 0, 1, 2, 3.
The branching structure also gives the simplex (and
its sub simplexes) an orientation. Fig. 6 illustrates two
3-simplexes with opposite orientations. The red arrows
indicate the orientations of the 2-simplexes which are the
subsimplexes of the 3-simplexes. The black arrows on the
edges indicate the orientations of the 1-simplexes.
B. Physical variables on discretized space-time
To define a path integral on a discretized space-time
(ie on a complex Σd with a branching structure), we as-
sociate each vertex i (a 0-simplex) in Σd with a variable
gi. So gi is a local physical dynamical variable of our
system. The allowed values of gi form a space which is
denoted as Gb. At the moment, we treat Gb as an arbi-
trary space. Later, we will assume that Gb is the space
of a group.
We also associate each (d − 1)-simplex (i0..ˆii..id) of a
d-simplex [i0...id] with a Grassmann number. Here the
(d−1)-simplex (i0..ˆii..id) is a subsimplex of the d-simplex
[i0...id] that does not contain the vertex ii. Relative
to the orientation of the d-simplex [i0...id], the (d − 1)-
simplex (i0..ˆii..id) can have a “+” or “−” orientation (see
Fig. 6). We associate (d−1)-simplex (i0..ˆii..id−1) with a
Grassmann number θ(i0..ˆii..id) if the (d−1)-simplex has a
“+” orientation and with a Grassmann number θ¯(i0..ˆii..id)
if the (d − 1)-simplex has a “−” orientation. However,
the Grassmann number θ(i...k) (or θ¯(i...k)) may or may not
present on the (d−1)-simplex (i...k). So on each (d−1)-
simplex (i...k) we also have a local physical dynamical
variable ni...k = 0, 1 or n¯i...k = 0, 1, indicating whether
θ(i...k) or θ¯(i...k) is present or not. So each (d−1)-simplex
(i...k) is really associated with a dynamical Grassmann
variable θni...k(i...k) or θ¯
n¯i...k
(i...k).
We see that each (d−1)-simplex (i0...id−1) on the sur-
face of the d-complex Σd is associated with two types of
Grassmann variables θ
ni0...id−1
(i0...id−1)
and θ¯
n¯i0...id−1
(i0...id−1)
, each be-
longs to the d-simplex on each side of the (d−1)-simplex
(i0...id−1) (see Fig. 7). We also see that each d-simplex
has its own set of Grassmann variables that do not over-
lap with the Grassmann variables of other simplexes.
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FIG. 7. The 2-simplex (012) is associated with θ¯(012) which
belongs to the top 3-simplex [0123]. The 2-simplex (012) is
also associated with θ(012) which belong to the bottom 3-
simplex [0124]. A rank 4-tensor V3 on the top tetrahedron
is given by V+3 (g0, g1, g2, g3) and on the lower tetrahedron by
V−3 (g0, g1, g2, g4).
C. A constraint on physical variables
In general, the physical dynamical variables gi, ni...k,
and n¯i...k are independent. We can formulate fermionic
topological theory and obtain fermionic topological
phases by treating gi, ni...k, and n¯i...k as independent
variables. This is essentially the approach used in Ref. 27
in (2+1)D, and we have obtained a system of nonlinear
algebraic equations, whose solutions describe various 2D
fermionic topological phases. However, the nonlinear al-
gebraic equations are very hard to solve, despite they
only describe 2D fermionic topological orders. As a re-
sult, we have obtained very few fermionic solutions.
In this paper, we are going to study a simpler and
less general problem, by putting a constraint between
the physical dynamical variables gi and ni...k (n¯i...k):
ni...k = n(gi, ..., gk), n¯i...k = n(gi, ..., gk). (18)
That is when ni...k 6= n(gi, ..., gk) or n¯i...k 6= n(gi, ..., gk),
there will be a huge energy cost. So at low energies,
the system always stays in the subspace that satisfies
the above constraint. In this case ni...k, and n¯i...k are
determined from gi’s.
It turns out that the constraint indeed simplifies the
mathematics a lot, which allows us to systematically de-
scribe fermionic topological phases in any dimensions.
The resulting nonlinear algebraic equations also have nice
structures which can be solved more easily. So we can
also find many solutions in any dimensions and hence
obtain many new examples of topological phases in any
dimensions. However, the constraint limits us to describe
only SPT phases. To describe phases with intrinsic topo-
logical orders, we have to use more general unconstrained
formalism, which is discussed in Ref. 27. In this paper,
we will only consider the simple constraint cases.
D. Grassmann tensor on a single d-dimensional
simplex
In the low energy constraint subspace, we can associate
each d-simplex of “+” orientation with a Grassmann rank
(1 +d)-tensor V+d , and each d-simplex of “−” orientation
with a different Grassmann rank (1 + d)-tensor V−d .
Let us first assume that a d-simplex [0...d] has a “+”
orientation, and discuss the structure of the Grassmann
tensor V+d . The Grassmann tensor V+d is a map from
space G1+db →Mf :
V+d (g0, g1, ..., gd) ∈Mf , gi ∈ Gb. (19)
The order of the variables g0, g1, ..., gd in Vd is the same as
the order of the branching structure: vertex-0 < vertex-1
< ... < vertex-d.
Here an elements in Mf is a complex number
times an even number of Grassmann numbers. Thus
V+d (g0, g1, ..., gd) has a form
V+d (g0, g1, ..., gd) = ν+d (g0, g1, g2, g3, g4, ..., gd)×
θ
nd−1(g1,g2,g3,g4,...,gd)
(1234...d) θ
nd−1(g0,g1,g3,g4,...,gd)
(0134...d) ...×
θ¯
nd−1(g0,g2,g3,g4,...,gd)
(0234...d) θ¯
nd−1(g0,g1,g2,g4...,gd)
(0124...d) ... (20)
where ν+d (g0, g1, ..., gd) is a pure phase factor and θ(ij...k)
or θ¯(ij...k) is the Grassmann number associated with (d−
1)-dimensional subsimplex on Σ0d, (ij...k). The constraint
is implemented explicitly by writing, say, θn1234...d(1234...d) as
θ
nd−1(g1,g2,g3,g4,...,gd)
(1234...d) .
Note that the vertices on the branched simplex Σ0d have
a natural order: vertex-0 < vertex-1 < ... < vertex-
d. This leads to the ordering of the Grassmann num-
bers: the first Grassmann number is associated with the
subsimplex that does not contain the vertex-0, the sec-
ond Grassmann number is associated with the subsim-
plex that does not contain the vertex-2, etc . Then it is
followed by the Grassmann number associated with the
subsimplex that does not contain the vertex-1, the Grass-
mann number associated with the subsimplex that does
not contain the vertex-3, etc .
The above example is for simplexes with a “+” orien-
tation. For branched simplex Σ0d with a “−” orientation,
we have
V−d (g0, g1, ..., gd) = ν−d (g0, g1, g2, g3, g4, ..., gd)×
...θ
nd−1(g0,g1,g2,g4...,gd)
(0124...d) θ
nd−1(g0,g2,g3,g4,...,gd)
(0234...d) ×
...θ¯
nd−1(g0,g1,g3,g4,...,gd)
(0134...d) θ¯
nd−1(g1,g2,g3,g4,...,gd)
(1234...d) (21)
where the order of the Grassmann numbers is reversed
and θ’s are switched with θ¯’s.
The number of the Grassmann numbers on the (d−1)-
dimensional simplex (ij...k) is given by
nd−1(gi, gj , ..., gk) = 0, 1. (22)
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which depends on d variables gi, gj , ..., gk, and must sat-
isfy
d∑
i=0
nd−1(g0, ..., gˆi, ..., gd) = even, (23)
so that the Grassmann rank (1 +d)-tensor always has an
even number of Grassmann numbers. Here the sequence
g0, ..., gˆi, ..., gd is the sequence g0, ..., gd with gi removed.
All the solutions of eqn. (23) can be obtained using an
integer function md−2(g1, g2, ..., gd−1) = 0, 1 with d − 1
variables (while nd−1(g1, g2, ..., gd) is an integer function
of d variables):
nd−1(g1, g2, ..., gd)
=
d∑
i=1
md−2(g1, ..., gˆi, ..., gd) mod 2. (24)
For example, a rank 1-tensor has a form
V0(g0) = ν0(g0) (25)
which contains no Grassmann number. A rank 2-tensor
has a form
V+1 (g0, g1) = ν+1 (g0, g1)θn0(g1)(1) θ¯n0(g0)(0) (26)
where n0(g) has only two consistent choices
n0(g) = 0, ∀g ∈ Gb, and n0(g) = 1, ∀g ∈ Gb.
(27)
As another example, a rank 4-tensor V+3 for the tetrahe-
dron in Fig. 6a is given by
V+3 (g0, g1, g2, g3) = ν+3 (g0, g1, g2, g3)×
θ
n2(g1,g2,g3)
(123) θ
n2(g0,g1,g3)
(013) θ¯
n2(g0,g2,g3)
(023) θ¯
n2(g0,g1,g2)
(012) . (28)
Note that the four triangles of the tetrahedron have dif-
ferent orientations: the triangles (123) and (013) point
outwards and the triangles (023) and (012) point inwards.
We have used θ and θ¯ for triangles with different orien-
tations.
For the tetrahedron in Fig. 6b, which has an opposite
orientation to that of the tetrahedron in Fig. 6a, we have
a rank 4-tensor V−3 which is given by
V−3 (g0, g1, g2, g3) = ν−3 (g0, g1, g2, g3)×
θ
n2(g0,g1,g2)
(012) θ
n2(g0,g2,g3)
(023) θ¯
n2(g0,g1,g3)
(013) θ¯
n2(g1,g2,g3)
(123) (29)
Note the different order of the Grassmann numbers
θ
n2(g0,g1,g2)
(012) θ
n2(g0,g2,g3)
(023) θ¯
n2(g0,g1,g3)
(013) θ¯
n2(g1,g2,g3)
(123) .
E. Evaluation of the Grassmann tensors on a
complex
Let Σd be a d-complex with a branching structure
which is formed by several simplexes [ab...c]. As dis-
cussed in the last section, a simplex is associated with
one of the two Grassmann tensors V±d . Let us use∫
in(Σd)
∏
[ab...c] Vs(a,b,...,c)d to represent the evaluation of
rank (1 + d) Grassmann tensors V±d on the d-complex
Σd: ∫
in(Σd)
∏
[ab...c]
Vs(a,b,...,c)d (30)
≡
∫ ∏
(ij...k)
dθ
nd−1(gi,gj ,...,gk)
(ij...k) dθ¯
nd−1(gi,gj ,...,gk)
(ij...k) ×∏
{xy...z}
(−)md−2(gx,gy,...,gz)
∏
[ab...c]
Vs(a,b,...,c)d (ga, gb, ..., gc)
where
∏
[ab...,c] multiplies over all the d-dimensional sim-
plexes [ab...c] in Σd and Vs(a,b,...,c)d (ga, gb, ..., gc) is a
Grassmann rank (1 + d)-tensor associated with the sim-
plex [ab...c]. s(a, b, ..., c) = ± depending on the orienta-
tion of the d-dimensional simplex [ab...c]. Also
∏
(ij...k)
multiplies over all the interior (d − 1)-dimensional sim-
plexes, (ij...k), of the complex Σd [ie those (d − 1)-
dimensional simplexes that are not on the surface of
Σd].
∏
{xy...z} multiplies over all the interior (d − 2)-
dimensional simplexes [ie those (d− 2)-dimensional sim-
plexes that are not on the surface of Σd], {xy...z}, of
the complex Σd. We note that, when Σd is a sin-
gle simplex [ab...c],
∫
in(Σd)
∏
[ab...c] Vs(a,b,...,c)d is given by
Vs(a,b,...,c)d (ga, gb, ..., gc).
We see that in the formal notation,∫
in(Σd)
∏
[ab...c] Vs(a,b,...,c)d ,
∫
in(Σd)
represents a Grass-
mann integral over the Grassmann numbers on all the
interior (d−1)-simplexes in the d-complex Σd. So in(Σd)
in
∫
in(Σd)
actually represents the collection of all those
interior (d − 1)-simplexes in the d-complex Σd. The
Grassmann numbers on the (d − 1)-simplexes on the
surface of the d-complex Σd are not integrated over. In
fact
∫
in(Σd)
has the following explicit form∫
in(Σd)
=
∫ ∏
(ij...k)
dθ
nd−1(gi,gj ,...,gk)
(ij...k) dθ¯
nd−1(gi,gj ,...,gk)
(ij...k) ×∏
{xy...z}
(−)md−2(gx,gy,...,gz) (31)
We note that dθ always appears in front of dθ¯. We also
note that the integration measure contains a nontrivial
sign factor (−)md−2(gx,gy,...,gz) on the interior (d−2) sim-
plexes {xy...z}.
The sign factor
∏
{xy...z}(−)md−2(gx,gy,...,gz) is included
to help us to define topological fermionic path integral
later. Choosing orientation dependent tensors V±d also
help us to define topological fermionic path integral.
Adding the sign factor
∏
{xy...z}(−)md−2(gx,gy,...,gz) and
choosing orientation dependent tensors V±d appear to be
very unnatural. However, they are two extremely impor-
tant features of our approach. We cannot obtain topolog-
ical fermionic path integral without these two features.
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Realizing these two features is one of a few breakthroughs
that allows us to obtain topological fermionic path inte-
gral on discrete space-time. The two features are related
to our choice of the ordering convention of θ and θ¯ in the
Grassmann tensors V±d , and the ordering convention of
dθ and dθ¯ in the integration measure.
Now let us consider two d-complexes Σ1d and Σ
2
d, which
do not overlap but may share part of their surfaces. Let
Σd be the union of the two d-complexes. From our defi-
nition of the Grassmann integral, we find that the Grass-
mann integral on Σd can be expressed as∫
in(Σd)
∏
[ab...c]
Vs(a,b,...,c)d (32)
=
∫
Σ1d∩Σ2d
(∫
in(Σ1d)
∏
[ab...c]
Vs(a,b,...,c)d
∫
in(Σ2d)
∏
[ab...c]
Vs(a,b,...,c)d
)
where Σ1d ∩ Σ2d is the intersection of the two complexes,
which contains only (d− 1)-simplexes on the shared sur-
face of the two complexes Σ1d and Σ
2
d. More precisely∫
Σ1d∩Σ2d
=
∫ ∏
(ij...k)
dθ
nd−1(gi,gj ,...,gk)
(ij...k) dθ¯
nd−1(gi,gj ,...,gk)
(ij...k) ×∏
{xy...z}
(−)md−2(gx,gy,...,gz) (33)
where
∏
(ij...k) is a product over all the (d− 1)-simplexes
in Σ1d∩Σ2d and
∏
{xy...z} is a product over all the interior
(d − 2)-simplexes in Σ1d ∩ Σ2d (note that Σ1d ∩ Σ2d is a
(d−1)-complex). Eqn. (32) describes the process to glue
the two complexes Σ1d and Σ
2
d together.
F. An example for evaluation of Grassmann tensor
network
Let us consider an example to help us to understand
the complicated expression (30). When Σ is formed by
two tetrahedrons as in Fig. 7, the top tetrahedron with
a “+” orientation is associated with a rank 4-tensor V+3 :
V+3 (g0, g1, g2, g3) = ν+3 (g0, g1, g2, g3)×
θ
n2(g1,g2,g3)
(123) θ
n2(g0,g1,g3)
(013) θ¯
n2(g0,g2,g3)
(023) θ¯
n2(g0,g1,g2)
(012) (34)
The lower tetrahedron with a “−” orientation is associ-
ated with a rank 4-tensor V−3 :
V−3 (g0, g1, g2, g4) = ν−3 (g0, g1, g2, g4)×
θ
n2(g0,g1,g2)
(012) θ
n2(g0,g2,g4)
(024) θ¯
n2(g0,g1,g4)
(014) θ¯
n2(g1,g2,g4)
(124) (35)
Note that V+3 (g0, g1, g2, g3) and V−3 (g0, g1, g2, g4) have in-
dependent Grassmann numbers θ(012) and θ¯(012) on the
shared face (012). θ¯(012) belongs to V−3 (g0, g1, g2, g4) and
θ(012) belongs to V+3 (g0, g1, g2, g3). Since in(Σ) = (012),
the evaluation of V±3 on the complex Σ is given by∫
(012)
V+3 (g0, g1, g2, g3)V−3 (g0, g1, g2, g4)
=
∫
dθ
n2(g0,g1,g2)
(012) dθ¯
n2(g0,g1,g2)
(012) ×
V+3 (g0, g1, g2, g3)V−3 (g0, g1, g2, g4) (36)
which is a special case of eqn. (30).
G. Fermionic path integral
Given a closed space-time manifold, MST , with a time
direction, its triangularization Σ is a complex with no
boundary. The time direction gives rise to a local order of
the vertices. So the complex Σ has a branching structure.
Since Σ has no boundary, the evaluation of Grassmann
tensors V±d on it gives rise to a complex number:
e−S =
∫
in(Σ)
∏
[ab...c]
Vs(a,b,...,c)d . (37)
Such a complex number can be viewed as the action-
amplitude in the imaginary-time path integral of a
fermionic system. The different choices of the com-
plex functions ν±d (g0, ..., gd) and the integer functions
md−2(g0, ..., gd−2) correspond to different choices of La-
grangian of the fermionic system. The partition function
of the imaginary-time path integral is given by
Z =
∑
{gi}
∫
in(Σ)
∏
[ab...c]
Vs(a,b,...,c)d , (38)
where each vertex of the complex Σ is associated with a
variable gi. We note that
the fermionic partition function is determined
from two (1 + d)-variable complex functions:
ν+d (gi, gj , ...), ν
−
d (gi, gj , ...), and one (d − 1)-
variable integer function md−2(gi, gj , ...).
V. TOPOLOGICALLY INVARIANT
GRASSMANN TENSOR NETWORK AND
FERMIONIC TOPOLOGICAL NONLINEAR σ
MODEL
Now we would like to study the low energy effective
theory of a gapped fermion system. The fixed point
low energy effective action-amplitude of a gapped system
must describe a topological quantum field theory. So the
fixed point action-amplitude must be invariant under a
renormalization group (RG) flow which generates coarse-
graining transformation of the space-time complex Σ. In
fact, such a fixed-point requirement under RG flow com-
pletely fixes the form of the fixed-point action-amplitude.
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FIG. 8. (a) Consider two triangles which are a part of a
space-time complex Σ with a branching structure. The first
type of the RG flow step changes the two triangles to other
two triangles. The branching structure leads to the following
vertex ordering (0, 1, 2, 3). (b) A different space-time complex
Σ which corresponds to a different ordered vertices (0, 3, 1, 2).
The corresponding complex does have a valid branching struc-
ture because some triangles overlap.
The fixed-point action-amplitude, in turn, describes the
possible fermionic SPT phases.
The detailed RG flow steps depend on the dimensions
of the space-time. We will discuss different space-time
dimensions and the corresponding fixed-point action-
amplitude separately. Here we will only give a brief dis-
cussion. A more detailed discussion will be given in Ap-
pendix A.
A. (1+1)D case
We first consider fermion systems in (1+1) space-time
dimension. Its imaginary-time path integral is given by
Z =
∑
{gi}
∫
in(Σ2)
∏
[abc]
Vs(a,b,c)2 , (39)
where Σ2 is the (1+1)D space-time complex with a
branching structure (see Fig. 8), and V±2 are rank-3
Grassmann tensors.
The first type of the RG flow step that changes the
space-time complex is described by Fig. 8a. If the Grass-
mann tensors V±2 describe a fixed point action-amplitude,
their evaluation on the two complexes in Fig. 8a should
be the same. This leads to the following condition
ν2(g0, g1, g3)ν2(g1, g2, g3)
= ν2(g0, g1, g2)ν2(g0, g2, g3) (40)
where ν2 is a complex phase related to ν
±
2 and m0(g)
through
ν+2 (g0, g1, g2) = ν2(g0, g1, g2),
ν−2 (g0, g1, g2) = (−)m0(g1)/ν2(g0, g1, g2). (41)
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FIG. 9. (a) Consider three triangles which are a part of a
space-time complex Σ with a branching structure. The sec-
ond type of the RG flow step changes the three triangles to
one triangle. The branching structure leads to the following
vertex ordering (0, 1, 3, 2). (b) The vertex order (0, 1, 2, 3)
does not correspond to a valid branching structure.
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g4g1
g2
g3
g0
FIG. 10. (a) A 3D complex formed by two 3-simplexes
(g0, g1, g2, g3) and (g1, g2, g3, g4). The two 3-simplexes share
a 2-simplex (g1, g2, g3). (b) A 3D complex formed by three
3-simplexes (g0, g2, g3, g4), (g0, g1, g3, g4), and (g0, g1, g2, g4).
Note that the above condition is obtained for a par-
ticular vertex ordering (0, 1, 2, 3) (a particular branch-
ing structure) as described in Fig. 8a. Different valid
branching structures, in general, lead to other conditions
on ν2(g0, g1, g2). It turns out that all those conditions are
equivalent to eqn. (40). For example, for vertex ordering
(1, 3, 0, 2), we obtain
ν2(g1, g0, g2)ν2(g1, g3, g0)
= ν2(g1, g3, g2)ν2(g3, g0, g2) (42)
which is the same as eqn. (40) after replacing g1 → g0,
g3 → g1, g0 → g2, and g2 → g3.
Some vertex orders do not correspond to valid branch-
ing structure due to the overlap of the simplexes, and are
not considered. One of the invalid ordering is described
by Fig. 8b which has a vertex order (0, 3, 1, 2). The in-
valid orderings can give rise to conditions on ν2(g0, g1, g2)
that are not equivalent to eqn. (40).
The second type of the RG flow step that changes the
space-time complex is described by Fig. 9. Different
valid branching structures (see Fig. 9a for one example),
lead to different conditions on ν2(g0, g1, g2) (which is de-
fined in eqn. (41)). It turns out that all those conditions
are equivalent to eqn. (40). (Some vertex orderings do
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FIG. 11. (a) A 3D complex formed by one 3-simplex
(g0, g1, g2, g4). (b) A 3D complex formed by four 3-
simplexes (g1, g2, g3, g4), (g0, g2, g3, g4), (g0, g1, g3, g4), and
(g0, g1, g2, g3).
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FIG. 12. (Color online) (a) A 4D complex formed by two
4-simplexes (g0, g1, g2, g3, g4) and (g1, g2, g3, g4, g5). The two
4-simplexes share a 3-simplex (g1, g2, g3, g4) (color red). (b)
A 4D complex formed by four 4-simplexes (g0, g2, g3, g4, g5),
(g0, g1, g3, g4, g5), (g0, g1, g2, g4, g5), and (g0, g1, g2, g3, g5).
The two simplexes (g0, g1, g2, g4, g5), and (g0, g1, g2, g3, g5)
share a 3-simplex (g0, g1, g2, g5) (color blue).
not correspond to valid branching structures. One of the
invalid ordering is described by Fig. 9b.)
Since ν2(g0, g1, g2) is related to ν
±
2 (g0, g1, g2) and
m0(g) through eqn. (41), eqn. (40) is actually a condition
on ν±2 (g0, g1, g2) and m0(g) that determines the fermion
path integral. The fermion path integral described by
ν±2 (g0, g1, g2) and m0(g) that satisfies eqn. (40) is a topo-
logical fermion path integral which is a fixed-point theory.
We would like to point out that eqn. (40) is the stan-
dard 2-cocycle condition of group cohomology.46,74
B. (2+1)D case
We next consider fermion systems in (2+1) space-time
dimension described by imaginary-time path integral
Z =
∑
{gi}
∫
in(Σ3)
∏
[abcd]
Vs(a,b,c,d)3 , (43)
where Σ3 is the (2+1)D space-time complex with a
branching structure and V±3 are rank-4 Grassmann ten-
sors.
The first type of the RG flow step that changes the
space-time complex is described by Fig. 10. In order
for the Grassmann tensors V±3 to describe a fixed point
action-amplitude, their evaluations on the two complexes
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g4
g0
g5
(b)(a)
FIG. 13. (Color online) (a) A 4D complex formed by
one 4-simplex (g0, g1, g2, g3, g4). (b) A 4D complex formed
by five 4-simplexes (g1, g2, g3, g5, g4), (g0, g2, g3, g5, g4),
(g0, g1, g3, g5, g4), (g0, g1, g2, g5, g4), and (g0, g1, g2, g3, g5).
The two simplexes (g0, g1, g2, g5, g4), and (g0, g1, g2, g3, g5)
share a 3-simplex (g0, g1, g2, g5) (color blue).
in Fig. 10 should be the same. This leads to the following
condition
ν3(g1, g2, g3, g4)ν3(g0, g1, g3, g4)ν3(g0, g1, g2, g3) = (44)
(−)n2(g0,g1,g2)n2(g2,g3,g4)ν3(g0, g2, g3, g4)ν3(g0, g1, g2, g4)
where ν3 is a complex phase and is given by
ν+3 (g0, g1, g2, g3) = (−)m1(g0,g2)ν3(g0, g1, g2, g3),
ν−3 (g0, g1, g2, g3) = (−)m1(g1,g3)/ν3(g0, g1, g2, g3) (45)
Different vertex orders give rise to different branch-
ing structures. It turns out that all the different valid
branching structures give rise to the same condition (44).
The second type of the RG flow step that changes the
space-time complex is described by Fig. 11. If the Grass-
mann tensors V±3 describe a fixed point action-amplitude,
their evaluations on the two complexes in Fig. 11 should
also be the same. This leads to the same condition (44).
C. (3+1)D case
Last, we consider fermion systems in (3+1) space-time
dimension, described by imaginary-time path integral
Z =
∑
{gi}
∫
in(Σ4)
∏
[abcde]
Vs(a,b,c,d,e)4 , (46)
where Σ4 is the (3+1)D space-time complex with a
branching structure and V±4 are rank-5 Grassmann ten-
sors.
The first type of the RG flow step that changes the
space-time complex is described by Fig. 12. The second
type of the RG flow step that changes the space-time
complex is described by Fig. 13. If the Grassmann ten-
sor V4 describes a fixed point action-amplitude, its eval-
uation on the two complexes in Fig. 12 or Fig. 13 should
be the same. This leads to the following condition
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ν4(g1, g2, g3, g4, g5)ν4(g0, g1, g3, g4, g5)ν4(g0, g1, g2, g3, g5) (47)
= (−)n3(g0,g1,g2,g3)n3(g0,g3,g4,g5)+n3(g1,g2,g3,g4)n3(g0,g1,g4,g5)+n3(g2,g3,g4,g5)n3(g0,g1,g2,g5)×
ν4(g0, g2, g3, g4, g5)ν4(g0, g1, g2, g4, g5)ν4(g0, g1, g2, g3, g4)
where ν4 is a complex phase and is given by
ν+4 (g0, g1, g2, g3, g4) = (48)
(−)m2(g0,g1,g3)+m2(g1,g3,g4)+m2(g1,g2,g3)ν4(g0, g1, g2, g3, g4),
ν−4 (g0, g1, g2, g3, g4) = (−)m2(g0,g2,g4)/ν4(g0, g1, g2, g3, g4)
The sign factors in the above relations between ν±4 and
ν4, and the sign factor in eqn. (47) are very strange.
Obtaining those strange sign factors is another break
through that allows us to obtain topological fermionic
path integral beyond (1+1) dimensions. It appears that
those sign factors are related to a deep mathematical
structure called Steenrod squares.72,73 Different vertex
orders give rise to different branching structures. It turns
out that all the valid branching structures give rise to the
same condition (47).
D. Fixed-point action on a closed complex
We know that the fixed-point theory of a bosonic
SPT phase is a discrete bosonic topological nonlinear σ
model.46 The bosonic topological nonlinear σ models are
characterized by action-amplitudes that is equal to 1 on
any closed complex. The action-amplitude is equal to 1
on any closed complex is the key reason why the models
describe bosonic SPT phases without intrinsic topologi-
cal orders.
In the above, we have developed a fixed-point theory
of fermionic SPT phases, and defined discrete fermionic
topological nonlinear σ model. A discrete fermionic topo-
logical nonlinear σ model is described by a pair of func-
tions [νd(g0, ..., gd),md−2(g0, ..., gd−2)], that satisfy the
conditions eqn. (40), eqn. (44), or eqn. (47). According
to the branching moves discussed above, the evaluation
on any closed manifold is reduced to an equivalent eval-
uation ∫
V+d V−d (49)
where the symbol
∫
means integrating out all the
Grassmann variables on the corresponding d − 1 sim-
plexes (see eqn. (31)). We note that the sign factor∏
{x,y,...,z}(−)md−2(gx,gy,...,gz) should be included in the
fermionic path integral. In Appendix B we will show
that
∫ V+d V−d is always equal to 1.
E. Symmetry and stability of the fixed-point action
amplitude
We have seen that a fermionic system can be described
by a fermionic path integral on the discretized space-
time. In d dimensional space-time, the fermionic path in-
tegral is determined by two (d+1)-variable complex func-
tions ν±d (g0, ..., gd) and one (d− 1)-variable integer func-
tion md−2(g0, ..., gd−2). In the last few sections, we have
shown that if ν±d (g0, ..., gd) and md−2(g0, ..., gd−2) sat-
isfy some conditions, eqn. (40), eqn. (44), and eqn. (47),
the fermionic path integral determined from ν±d (g0, ..., gd)
and md−2(g0, ..., gd−2) is actually a fixed-point theory un-
der the coarse-graining transformation of the space-time
complex.
A fixed-point theory can be used to describe a phase
if the fixed-point theory is stable. To see whether
a fixed-point theory is stable or not, we perturb the
fixed-point action amplitude ν±d (g0, ..., gd) by a small
amount ν±d (g0, ..., gd)→ ν±d (g0, ..., gd)+δν±d (g0, ..., gd). If
ν±d (g0, ..., gd) + δν
±
d (g0, ..., gd) flows back to ν
±
d (g0, ..., gd)
under the coarse-graining transformation of space-time
complex, the fixed-point theory is stable.
From this point of view, our constructed fixed-
point theories described by ν±d (g0, ..., gd) and
md−2(g0, ..., gd−2) are not stable. If we add a per-
turbation of form δν±d (g0, ..., gd) = 
∏d
i=0 δgi,g¯ to
increase the weight of g¯ state in the action amplitude,
we believe that the action amplitude will flow to the
simple form ν±d (g0, ..., gd) =
∏d
i=0 δgi,g¯ where only the g¯
state has a non-zero weight.
However, if we require the path integral to have a
symmetry, then our constructed fixed-point theories can
be stable. To impose a symmetry, we assume that our
fermion system has full symmetry group Gf . Since Gf
contains a normal subgroup Zf2 , we can view Gf as a
fiber bundle with fiber Zf2 and base space Gb = Gf/Z
f
2 .
Thus there is natural projection map p : Gf → Gb.
In general, gi in ν
±
d (g0, ..., gd) and md−2(g0, ..., gd−2)
can be a group element in Gf . Here we will assume that
ν±d (g0, ..., gd) and md−2(g0, ..., gd−2) satisfy
ν±d (g0, ..., gd) = ν
±
d (g˜0, ..., g˜d),
md−2(g0, ..., gd−2) = md−2(g˜0, ..., g˜d−2),
gi ∈ Gf , g˜i = p(gi) ∈ Gb. (50)
Therefore, we can view gi in ν
±
d (g0, ..., gd) and
md−2(g0, ..., gd−2) as a group element in Gb.
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From Section IV C, we see that different degrees of free-
dom are attached to the (d − 1)-simplexes for different
choices of gi, ..., gk in Gb. The degrees of freedom on a
(d− 1)-simplex form a 1D representation ugd−1 of the full
symmetry group g ∈ Gf , which may depend on gi, ..., gk:
ug1g2d−1 (gi, gj , ..., gk) = u
g1
d−1(gi, gj , ..., gk)u
g2
d−1(gi, gj , ..., gk)
ugd−1(p(g
′gi), ..., p(g′gk)) = u
g
d−1(gi, ..., gk), (51)
where p is the projection map Gf → Gb. Here we would
like to stress that, in ugd−1(gi, gj , ..., gk), g ∈ Gf and
gi, gj , ... ∈ Gb. We also require the variables with bar and
without bar to carry opposite quantum number (ie their
1D representations are inverse of each other). In this
case, the symmetry of the path integral (ie the invari-
ance of the action amplitude) can be implemented by
requiring:
θ(ij...k) →(ugd−1)−1(gi, gj , ..., gk)θ(ij...k),
θ¯(ij...k) →ugd−1(gi, gj , ..., gk)θ¯(ij...k), (52)
and
(ν±d (gg0, .., ggd))
s(g)
= ν±d (g0, .., gd)
∏
i
(ugd−1)
(−)i(g0, .., gˆi, .., gd),
md−2(gg0, .., ggd−2) = md−2(g0, .., gd−2), g ∈ Gf . (53)
where s(g) = −1 if g contains the anti unitary time-
reversal transformation and s(g) = 1 otherwise. If we
view V±d (g0, .., gd)) as a whole object, it is invariant under
the symmetry action g:
V±d (gg0, .., ggd))s(g) = V±d (g0, .., gd) (54)
Indeed, the above symmetric ν±d (g0, ..., gd) and
md−2(g0, ..., gd−2) describe a fermion system with Gf
symmetry. If ν±d (g0, ..., gd) and md−2(g0, ..., gd−2) fur-
ther satisfy eqn. (40), eqn. (44), or eqn. (47), we be-
lieve, they even describe a fixed-point theory that is sta-
ble against perturbations which do not break the sym-
metry. But further consideration suggests that such a
symmetry condition is too strong. The fermionic sys-
tems that are described by the symmetric ν±d (g0, ..., gd)
and md−2(g0, ..., gd−2) appear to be essentially bosonic.
At least, their description is the same as the description
of bosonic SPT phases.
So in this paper, we will use a weaker symmetry condi-
tion. We only require νd(g0, ..., gd) and nd−1(g0, ..., gd−1)
(which are certain combinations of ν±d (g0, ..., gd) and
md−2(g0, ..., gd−2)) to be symmetric
ν
s(g)
d (gg0, .., ggd)
= νd(g0, .., gd)
∏
i
(ugd−1)
(−)i(g0, .., gˆi, .., gd),
nd−1(gg0, .., ggd−1) = nd−1(g0, .., gd−1), g ∈ Gf . (55)
Since the fermion fields always change sign under the
fermion-number-parity transformation Pf ∈ Gf , the 1D
representations satisfy
u
Pf
d−1(g0, .., gd−1) = (−)nd−1(g0,...,gd−1). (56)
Note that we only require nd−1(g0, ..., gd−1) to be sym-
metric. In general, md−2(g0, ..., gd−2) is not symmet-
ric md−2(gg0, ..., ggd−2) 6= md−2(g0, ..., gd−2). Although
the fermionic path integral appears not to be symmet-
ric under the weaker symmetry condition, it turns out
that the symmetry breaking is only a boundary ef-
fect and the symmetry can be restored by adding an
additional boundary action to the space-time path in-
tegral. In fact, we will show that the ground state
wave function and the Hamiltonian obtained from the
path integral with the weaker symmetry condition are
indeed symmetric. So a fermion path integral deter-
mined by νd(g0, ..., gd) and nd−1(g0, ..., gd−1) that satisfy
eqn. (55) as well as eqn. (40), eqn. (44), or eqn. (47)
does describe a symmetric stable fixed-point theory. Such
νd(g0, ..., gd), nd−1(g0, ..., gd−1), and u
g
d−1(g0, .., gd−1) de-
scribe a fermionic topological phase with symmetry.
Let us introduce
f1(g0, g1) = 0;
f2(g0, g1, g2) = 0;
f3(g0, g1, ..., g3) = 0; (57)
f4(g0, g1, ..., g4) = n2(g0, g1, g2)n2(g2, g3, g4);
f5(g0, g1, ..., g5) = n3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n3(g0, g1, g4, g5)
+ n3(g2, g3, g4, g5)n3(g0, g1, g2, g5).
Using fd, we can define a mapping from (d + 1)-
variable functions νd(g0, ..., gd) to (d + 2)-variable func-
tions (δνd)(g0, ..., gd+1):
(δνd)(g0, ..., gd+1) (58)
≡ (−)fd+1(g0,...,gd+1)
d+1∏
i=0
ν
(−)i
d (g0, .., gˆi, .., gd+1).
Then using (δνd), we can rewrite the conditions,
eqn. (40), eqn. (44), and eqn. (47), in a uniform way:
(δνd)(g0, ..., gd+1) = 1. (59)
Here [νd(g0, ..., gd), nd−1(g0, ..., gd−1), u
g
d−1(g0, ..., gd−1)]
that satisfies eqn. (55), eqn. (23), and eqn. (59), will be
called a d-cocycle. The space of d-cocycle is denoted as
Z d[Gf , UT (1)]. The fermionic path integral obtained
from a d-cocycle (νd, nd−1, u
g
d−1) (via ν
±
d (g0, ..., gd) and
md−2(g0, ..., gd−2)) will be called a fermionic topological
nonlinear σ model.
In Appendix C, we study the fermionic cocycles
(νd+1, nd, u
g
d) systematically. In particular, we will
study the equivalence relation between them. This
will lead to the notion of group super-cohomology class
H d+1[Gf , UT (1)].
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Similar to the bosonic case, we argue that each element
in group super-cohomology classH dsp+1[Gf , UT (1)] cor-
respond to a fermionic topological nonlinear σ model de-
fined via the fermion path integral in imaginary time (see
section IV G). The fermion path integral over a (dsp+1)-
dimensional complex Σ will give rise to a ground state
on its dsp boundary. Such a ground state represents the
corresponding fermionic SPT state. So each element in
group super-cohomology class H dsp+1[Gf , UT (1)] corre-
sponds to a fermionic SPT state.
In Appendix G 1, we will show the elements in
H dsp+1[Gf , UT (1)] correspond to distinct fermionic SPT
phases. We will calculate H dsp+1[Gf , UT (1)] for some
simple symmetry groups Gf in Appendix F. This allows
us to construct several new fermionic SPT phases. The
results are summarized in Table II.
VI. GENERAL SCHEME OF CALCULATING
THE GROUP SUPER-COHOMOLOGY CLASSES
H d[Gf , UT (1)] – AN OUTLINE
In this section, we will give a general descrip-
tion on how to calculate the group super-cohomology
classes. More concrete calculations will be given in
Appendix F. From the discussions in Appendix C,
we see that to calculate H d[Gf , UT (1)] (which is
formed by the equivalent classes of the fermionic cocy-
cles [νd(g0, ..., gd), nd−1(g0, ..., gd−1), u
g
d−1(g0, ..., gd−1)]),
we need to go through the following steps.
First step: Calculate Hd−1(Gb,Z2) which give
us different classes of (d − 1)D-graded structure
nd−1(g0, ..., gd−1). For each nd−1(g0, ..., gd−1), find an
allowed ugd−1(g0, ..., gd−1).
Second step: Next we need to find out BHd−1(Gb,Z2)
from Hd−1(Gb,Z2). We note that BHd−1(Gb,Z2) de-
note the subset of Hd−1(Gb,Z2), such that for each
graded structure nd−1(g0, ..., gd−1) in BHd−1(Gb,Z2),
the corresponding (−)fd+1 is a (d + 1)-coboundary in
Bd+1[Gb, UT (1)]. We note that for nd−1(g0, ..., gd−1) /∈
BHd−1(Gb,Z2), the corresponding (−)fd+1 will not be
a coboundary in Bd+1[Gb, UT (1)] and the super cocycle
condition eqn. (59) will not have any solution. Math-
ematically, such an inconsistency is called as an ob-
struction, and the group BHd−1(Gb,Z2) is called as the
obstruction-free subgroup ofHd−1(Gb,Z2). We note that
for d ≤ 2, BHd−1(Gb,Z2) ≡ Hd−1(Gb,Z2) since fd+1 ≡ 0
when d ≤ 2.
Third step: We need to calculate νd(g0, ..., gd)
from eqn. (59). For each fixed nd−1(g0, ..., gd−1) ∈
BHd−1(Gb,Z2), the solutions νd of eqn. (59) have an
one-to-one correspondence with the standard group co-
cycles, provided that ugd−1(g0, ..., gd−1) = 1 for g ∈ Gb.
We see that, for each element in BHd−1(Gb,Z2), there
is a class of solutions. For two different elements in
BHd−1(Gb,Z2), their classes of solutions have a one-
to-one correspondence. Therefore, we have an exact se-
quence
H d[Gf , UT (1)]→ BHd−1(Gb,Z2)→ 0. (60)
Fourth step: From the equivalence relation of superco-
homology class defined in Appendix C, we see that, for
each fixed element nd−1(g0, ..., gd−1) in BHd−1(Gb,Z2),
the equivalent classes of the super cocycle solutions can
be labeled by Hd[Gb, UT (1)]. However, the labeling is
not one-to-one, since in obtaining Hd[Gb, UT (1)], we only
used the equivalence relation for the standard group co-
homology class. The labeling is one-to-one only when
(−)fd happen to be a coboundary in Bd[Gb, UT (1)]. But
when (−)fd is not a coboundary in Bd[Gb, UT (1)], we
need to consider the more general equivalence relation
including all possible shifts (−)fd , where fd is gen-
erated by nd−2(g0, ..., gd−2) ∈ Hd−2(Gb,Z2), e.g., see
Eq.(57) for the precise definition for f4 and f5 in terms
of n2(g0, g1, g2) and n3(g0, g1, g2, g3). So the group co-
homology description of bosonic SPT phases will col-
lapse into a smaller quotient group Hdrigid[Gb, UT (1)] =
Hd[Gb, UT (1)]/Γ, where Γ is a subgroup of Hd[Gb, UT (1)]
generated by (−)fd . Physically, such a result implies
that when we embed interacting bosons systems into in-
teracting fermion systems by viewing bosons as tightly
bounded fermion pairs, some times, a non-trival bosonic
SPT state, described by a cocyle νd in Hd[Gb, UT (1)],
may correspond to a trivial fermionic SPT state, since νd
corresponds to the trivial element in Hdrigid[Gb, UT (1)].
We call Hdrigid[Gb, UT (1)] as a rigid center, which is a
normal subgroup of the standard group cohomology class
Hd[Gb, UT (1)]. Fortunately, such an additional compli-
cation only happens when d ≥ 4 since fd ≡ 0 for all
d < 4, and we have Hdrigid[Gb, UT (1)] ≡ Hd[Gb, UT (1)]
for all d < 4. We see that, for each element (such as
the trivial element) in BHd−1(Gb,Z2), the class of solu-
tions is described by Hdrigid[Gb, UT (1)]. This leads to the
following short exact sequence
0→ Hdrigid[Gb, UT (1)]→H d[Gf , UT (1)]
→ BHd−1(Gb,Z2)→ 0, (61)
which completely determines H d[Gf , UT (1)]. Roughly
speaking
H d[Gf , UT (1)] = Hdrigid[Gb, UT (1)]×BHd−1(Gb,Z2).
(62)
We see that, through the above four steps and com-
bining with results from the standard group cohomol-
ogy, we can calculate the group super-cohomology classes
H d[Gf , UT (1)]. In Appendix D, we will further prove
the group structure of the super-cohomology classes
H d[Gf , UT (1)]. In the following, we summarize how to
describe a minimal set of fermionic SPT phases by us-
ing (special) group supercohomology class in 0, 1, 2 and
3 spatial dimensions with arbitrary Gb = Gf/Z
f
2 .
In dsp = 0 spatial dimension, the elements in
H 1[Gf , UT (1)] can always have the trivial graded struc-
ture n0(g0) = 0, or the nontrivial graded structure
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dsp short exact sequence
0 0→ H1[Gb, UT (1)]→H 1[Gf , UT (1)]→ Z2 → 0
1 0→ H2[Gb, UT (1)]→H 2[Gf , UT (1)]→ H1(Gb,Z2)→ 0
2 0→ H3[Gb, UT (1)]→H 3[Gf , UT (1)]→ BH2(Gb,Z2)→ 0
3 0→ H4rigid[Gb, UT (1)]→H 4[Gf , UT (1)]→ BH3(Gb,Z2)→ 0
TABLE III. Computing (special) group supercohomology class by using short exact sequence.
n0(g0) = 1. The corresponding fermionic gapped states
can have even or odd numbers of fermions. So we can
have two different fermionic SPT phases in dsp = 0 spa-
tial dimension even without symmetry. In dsp = 1 spa-
tial dimension, H 2[Gf , UT (1)] is just an extension of the
graded structure H1(Gb,Z2) by the standard group co-
homology class H2[Gb, UT (1)]. In dsp = 2 spatial dimen-
sion, H 3[Gf , UT (1)] is just an extension of the graded
structure BH2(Gb,Z2) by the standard group cohomol-
ogy class H3[Gb, UT (1)]. In dsp = 3 spatial dimen-
sion, H 4[Gf , UT (1)] is just an extension of the graded
BH3(Gb,Z2) by H4rigid[Gb, UT (1)] – the rigid center of
the standard group cohomology class H4[Gb, UT (1)] (see
Table III).
0→H 3[Gf , UT (1)]→H 3general[Gf , UT (1)]→ H1(Gb,Z2)→ 0 (63)
0→H d+1[Gf , UT (1)]→H d+1general[Gf , UT (1)]→?→ 0 (64)
VII. IDEAL GROUND STATE WAVE
FUNCTION
In the following, we will show that we can construct
an exactly solvable local fermionic Hamiltonian in d spa-
tial dimensions from each (d + 1)-cocycle (νd+1, nd, u
g
d)
in Z d+1[Gf , UT (1)]. The Hamiltonian has a symme-
try Gf . The ground state wave function of the con-
structed Hamiltonian can also be obtained exactly from
the (d+ 1)-cocycle. Such a ground state does not break
the symmetry Gf and describes a fermionic SPT phase.
We have shown that from each element (νd+1, nd, u
g
d)
of Z d+1[Gf , UT (1)], we can define a fermionic topologi-
cal nonlinear σ model in (d + 1) space-time dimensions.
The action amplitude V±d+1 of the model [obtained from
(νd+1, nd, u
g
d)] is a fixed-point action amplitude under the
coarse-graining transformation of the space-time com-
plex. The fermionic path integral is supposed to give
us a quantum ground state. We claim that such a quan-
tum ground state is a fermionic SPT phase described
by (νd+1, nd, u
g
d). In the section, we will construct the
ground state wave function, in (2+1)D as an example.
A. Construction of 2D wave function
We will assume that our 2D system lives on a trian-
gular lattice which forms a 2D torus (see Fig. 14). On
each lattice site i, we have physical states |gi〉 labeled by
gi ∈ Gb. On each triangle (ijk), we have two states: no
fermion state |0〉 and one fermion state |1〉.
−
+
2
3
5
61
40
i
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kj
k
i
FIG. 14. A 9-site triangular lattice on a torus, where each
site i has physical states |gi〉 labeled by gi ∈ Gb, and each
triangle has fermionic states |nijk〉 where nijk = 0, 1 is the
fermion occupation number. The orientations on the edges
give rise to a natural order of the three vertices of a triangle
(i, j, k) where the first vertex i of a triangle has two outgoing
edges on the triangle and the last vertex k of a triangle has
two incoming edges on the triangle. The triangular lattice can
be viewed as the surface of solid torus. A discretization of the
solid torus can be obtained by adding a vertex-0 inside the
solid torus. The branching structure of the resulting complex
is indicated by the arrows on the edges.
The ideal ground state wave function can be obtained
by viewing the 2D torus as the surface of a 3D solid
torus. The fermionic path integral on the 3D solid torus
with the action amplitude V±d+1 obtained from the cocy-
cle (νd+1, nd, u
g
d) should give us the ground state wave
function for the corresponding fermionic SPT state. To
do the fermionic path integral, we need to divide the 3D
solid torus into a 3D complex with a branching structure.
Due to the topological invariance of our constructed ac-
tion amplitude, the resulting wave function should not
depend on how we divide the 3D solid torus into 3D com-
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plex. So we choose a very simple 3D complex which is
formed by the triangular lattice on the surface of the 3D
solid torus and one additional vertex-0 inside the 3D solid
torus. The resulting 3D complex is formed by simplexes
[0ijk], where ijk is a triangle on the surface (see Fig.
14). The branching structure of the 3D complex is given
by the orientations on the edges. Those orientations for
the edges on the surface are given in Fig. 14. For the
edges inside the 3D solid torus, the orientation is always
pointing from vertex-0 to the vertex on the surface. We
note that the simplexes associated with the down trian-
gles in Fig. 14 have a “+” orientation while the simplexes
associated with the up triangles have a “−” orientation.
From each 3-cocycle (ν3, n2, u
g
2) in Z
3[Gf , UT (1)], we
can construct a fixed-point action amplitude. For sim-
plexes with “+” orientation, the fixed-point action am-
plitude is given by
V+3 (g0, gi, gj , gk) = ν+3 (g0, gi, gj , gk)×
θ
n2(gi,gj ,gk)
(123) θ
n2(g0,gi,gk)
(013) θ¯
n2(g0,gj ,gk)
(023) θ¯
n2(g0,gi,gj)
(012) (65)
and for simplexes with “−” orientation given by
V−3 (g0, gi, gj , gk) = ν−3 (g0, gi, gj , gk)×
θ
n2(g0,gi,gj)
(012) θ
n2(g0,gj ,gk)
(023) θ¯
n2(g0,gi,gk)
(013) θ¯
n2(gi,gj ,gk)
(123) , (66)
where
ν+3 (g0, gi, gj , gk) = (−)m1(g0,gj)ν3(g0, gi, gj , gk),
ν−3 (g0, gi, gj , gk) = (−)m1(gi,gk)/ν3(g0, gi, gj , gk), (67)
Since n2(g0, g1, g2) is in H2(G,Z2), we can always write
n2(g0, g1, g2) in terms of m1(g0, g1):
n2(g0, g1, g2) = m1(g1, g2) +m1(g0, g2) +m1(g0, g1) mod 2,
m1(g0, g1) = 0, 1. (68)
However, in general m1(gg0, gg1) 6= m1(g0, g1),
even though n2(g0, g1, g2) satisfies n2(gg0, gg1, gg2) =
n2(g0, g1, g2).
Now, the wave function is given by
Ψ({gi}, {θ(ijk)}, {θ¯(ijk)})
=
∫ ∏
(0ij)
dθ
n2(g0,gi,gj)
(0ij) dθ¯
n2(g0,gi,gj)
(0ij)
∏
{0i}
(−)m1(g0,gi)×
∏
4
V−3 (g0, gi, gj , gk)
∏
5
V+3 (g0, gi, gj , gk), (69)
where
∏
(0ij) is the product over all links of the triangular
lattice,
∏
{0i} is the product over all sites of the triangular
lattice,
∏
4 is the product over all up-triangles, and
∏
5
is the product over all down-triangles. Clearly, the above
wave function depends on gi through ν3, n2 and m1. The
wave function also appears to depend on g0, the variable
that we assigned to the vertex-0 inside the solid torus.
In fact, the g0 dependence cancels out, and the wave
function is independent of g0. We can simply set g0 = 1.
If all the m1 dependence also cancels out,
the wave function will have a symmetry de-
scribed by Gf : Ψ({ggi}, {θ(ijk)}, {θ¯(ijk)}) =
Ψs(g)({gi}, {θ(ijk)}, {θ¯(ijk)}). But does the m1 de-
pendence cancel out? Let us only write down the m1
dependence of the wave function:
Ψ({gi}, {θ(ijk)}, {θ¯(ijk)})
=
∏
{0i}
(−)m1(g0,gi)
∏
4
(−)m1(gi,gk)
∏
5
(−)m1(g0,gj)......
=
∏
4
(−)m1(gi,gk)...... (70)
where ijk around the up- and down-triangles are ar-
ranged in a way as illustrated in Fig. 14. We also have
used the relation
∏
{0i}(−)m1(g0,gi)
∏
5(−)m1(g0,gj) = 1.
We see that m1 does not cancel out and the wave function
is not symmetric, since m1(gg0, gg1) 6= m1(g0, g1).
This is a serious problem. But the symmetry breaking
is only on the surface and it can be easily fixed: we simply
redefine the wave function by including an extra factor∏
up-left(−)m1(gi,gk) on the surface:
Ψ({gi}, {θ(ijk)}, {θ¯(ijk)}) (71)
=
∏
up-left
(−)m1(gi,gk)
∫ ∏
(0ij)
dθ
n2(g0,gi,gj)
(0ij) dθ¯
n2(g0,gi,gj)
(0ij) ×∏
{0i}
(−)m1(g0,gi)
∏
4
V−3 (g0, gi, gj , gk)
∏
5
V+3 (g0, gi, gj , gk)
=
∫ ∏
(0ij)
dθ
n2(g0,gi,gj)
(0ij) dθ¯
n2(g0,gi,gj)
(0ij) ×∏
4
ν−13 (g0, gi, gj , gk)
∏
5
ν3(g0, gi, gj , gk)×∏
4
θ
n2(g0,gi,gj)
(0ij) θ
n2(g0,gj ,gk)
(0jk) θ¯
n2(g0,gi,gk)
(0ik) θ¯
n2(gi,gj ,gk)
(ijk) ×∏
5
θ
n2(gi,gj ,gk)
(ijk) θ
n2(g0,gi,gk)
(0ik) θ¯
n2(g0,gj ,gk)
(0jk) θ¯
n2(g0,gi,gj)
(0ij)
where
∏
up-left is a product over all the links with
the up-left orientation (note that
∏
up-left(−)m1(gi,gk) =∏
4(−)m1(gi,gk) and see Fig. 14). The redefined wave
function is indeed symmetric, and is the wave function
that corresponds to the fermionic SPT state described by
the cocycle (ν3, n2) ∈ Z 3[Gf , UT (1)].
We note that the wave function
Ψ({gi}, {θ(ijk)}, {θ¯(ijk)}) described above contains
Grassmann numbers. Indeed, Ψ({gi}, {θ(ijk)}, {θ¯(ijk)})
can be regarded as the wave function in the fermion
coherent state basis. After we expand the wave function
in power of the Grassmann numbers, we obtain
Ψ({gi}, {θ(ijk)}, {θ¯(ijk)})
=
∑
nijk=0,1
Φ({gi}, {nijk})
∏
4
θ¯
nijk
(ijk)
∏
5
θ
nijk
(ijk). (72)
22
i
jk
ij
k
FIG. 15. (Color online) A triangular lattice with four
fermionic orbitals in each triangle (ijk). The fermions on
the two solid dots in the yellow triangle are described by op-
erators c(ijk) (the center one) and c(0ik) (the side one), and
the fermions on the two open dots are described by operators
c¯(0ij) and c¯(0jk). The fermions on the two open dots in the
blue triangle are described by operators c¯(ijk) (the center one)
and c¯(0ik) (the side one), and the fermions on the two solid
dots are described by operators c(0ij) and c(0jk). Each vertex
has bosonic states described by |gi〉, gi ∈ Gb.
Then Φ({gi}, {nijk}) is the amplitude of the ground state
on the fermion number basis ⊗i|gi〉 ⊗(ijk) |nijk〉, where
|gi〉 is the state on site-i and |nijk〉 is the state on tri-
angle (ijk) (where nijk = 0, 1 is the fermion occupation
number on the triangle (ijk)). Note that the sign of
Φ({gi}, {nijk}) will depend on how the Grassmann num-
bers are ordered in
∏
4 θ¯
nijk
(ijk)
∏
5 θ
nijk
(ijk). We also note
that the wave function vanishes if nijk 6= n2(gi, gj , gk).
B. No intrinsic topological orders
In this section, we are going to show that the wave
function constructed in the last section Φ({gi}, {nijk})
contain no intrinsic topological orders as a fermion sys-
tem. In other words, starting with the following pure
bosonic direct product state
|Φ0〉 = ⊗i|φi〉, |φi〉 = |Gb|−1/2
∑
gi∈Gb
|gi〉, (73)
we can obtain the fermionic state |Φ〉 constructed in the
last section after a fermionic LU transformation defined
in Ref. 27.
To show this, we start with an expanded fermionic
Hilbert space, where we have four fermionic orbitals
within each triangles. We also have bosonic state |gi〉
on each vertex (see Fig. 15). In the Grassmann number
form, the constructed fermionic wave function is given by
eqn. (71):
Ψ({gi}, {θ(ijk)}, {θ¯(ijk)}) (74)
=
∫ ∏
(0ij)
dθ
n2(g0,gi,gj)
(0ij) dθ¯
n2(g0,gi,gj)
(0ij) ×∏
4
ν−13 (g0, gi, gj , gk)
∏
5
ν3(g0, gi, gj , gk)×∏
4
θ
n2(g0,gi,gj)
(0ij) θ
n2(g0,gj ,gk)
(0jk) θ¯
n2(g0,gi,gk)
(0ik) θ¯
n2(gi,gj ,gk)
(ijk) ×∏
5
θ
n2(gi,gj ,gk)
(ijk) θ
n2(g0,gi,gk)
(0ik) θ¯
n2(g0,gj ,gk)
(0jk) θ¯
n2(g0,gi,gj)
(0ij)
We would like to point out that although the above ex-
pression contains g0, the topological invariance of the
fermion path integral ensures that the Grassmann wave
function on the left-hand-side does not depend on g0.
If we treat θ’s and θ¯’s as the following complex fermion
operators
θ(abc) = c
†
(abc), θ¯(abc) = c¯
†
(abc), (75)
dθ(abc) = c(abc), dθ¯(abc) = c¯(abc),
the expression eqn. (74) can be viewed as an operator:
Uˆ =
∏
(0ij)
c
n2(g0,gi,gj)
(0ij) c¯
n2(g0,gi,gj)
(0ij) × (76)∏
4
ν−13 (g0, gi, gj , gk)
∏
5
ν3(g0, gi, gj , gk)×∏
4
c
†n2(g0,gi,gj)
(0ij) c
†n2(g0,gj ,gk)
(0jk) c¯
†n2(g0,gi,gk)
(0ik) c¯
†n2(gi,gj ,gk)
(ijk) ×∏
5
c
†n2(gi,gj ,gk)
(ijk) c
†n2(g0,gi,gk)
(0ik) c¯
†n2(g0,gj ,gk)
(0jk) c¯
†n2(g0,gi,gj)
(0ij) .
Again Uˆ is independent of g0, despite the appearance
of g0 on the right-hand-side. Then the fermionic state
constructed in the last section can be obtained from the
bosonic product state |Φ0〉:
|Ψ〉 = Uˆ |Φ0〉. (77)
Note that |Φ0〉 is a “no-fermion” state satisfying
c(abc)|Φ0〉 = 0. (78)
Now we would like to point out that Uˆ itself
is formed by several layers of fermionic LU trans-
formations. Since ν3 is a pure U(1) phase, thus∏
4 ν
−1
3 (g0, gi, gj , gk)
∏
5 ν3(g0, gi, gj , gk) represents lay-
ers of bosonic LU transformations. Also the Uˆ has a
property that when acting on |Φ0〉, c† and c¯† always act
on states with no fermion and c and c¯ always act on
states with one fermion. So those operators map a set of
orthogonal states to another set of orthogonal states. In
this case, an even numbers of c’s and c¯’s correspond to a
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fermionic LU transformation. Therefore, the terms in Uˆ ,
such as c
†n2(gi,gj ,gk)
(ijk) c
†n2(g0,gi,gk)
(0ik) c¯
†n2(g0,gj ,gk)
(0jk) c¯
†n2(g0,gi,gj)
(0ij)
and c
n2(g0,gi,gj)
(0ij) c¯
n2(g0,gi,gj)
(0ij) , all represent fermionic LU
transformation as defined in Ref. 27. Note that none
of the above transformations changes gi. So we can show
those transformations to be unitary within each fixed set
of {gi}. Therefore, the state |Ψ〉 has no fermionic long
range entanglement as defined in Ref. 27 (ie no fermionic
intrinsic topological order). |Ψ〉 is the fermionic SPT
state described by a cocycle (ν3, n2, u
g
2).
The fermionic LU transformation (76) that maps the
fermionic SPT state to a trivial product state is one of
the most important results in this paper. All the prop-
erties of the fermionic SPT state as well as the classifi-
cation of the fermionic SPT states can be described in
terms of the fermionic LU transformation. The fact that
the fermionic LU transformation is expressed in terms
of group super-cohomology gives us a systematic under-
standing of fermionic SPT states in terms of group super-
cohomology.
VIII. IDEAL HAMILTONIANS THAT REALIZE
THE FERMIONIC SPT STATES
After obtain the wave function |Ψ〉 = Uˆ |Φ0〉 for the
fermionic SPT state, it is easy to construct a Hamiltonian
H such that |Ψ〉 is its ground state. We start with an
nonnegative definite hermitian operator H0 that satisfies
H0|Φ0〉 = 0. For example, we may choose
H0 =
∑
i
(1− |φi〉〈φi|). (79)
The Hamiltonian H can then be obtained as
H = V H ′ +
∑
i
Hi,
Hi = Uˆ(1− |φi〉〈φi|)Uˆ†
H ′ =
∑
5
[c†(ijk)c(ijk) − n2(gi, gj , gk)]2
+
∑
4
[c¯†(ijk)c¯(ijk) − n2(gi, gj , gk)]2. (80)
When V is positive and very large, the H ′ enforces that
the fermion number on each triangle (ijk) is given by
n2(gi, gj , gk). Since Uˆ
†Uˆ |Φ0〉 = |Φ0〉, one can easily show
that H is nonnegative definite and H|Ψ〉 = HUˆ |Φ0〉 = 0.
Similar as the bosonic case, Hi acts on site i as well as
its 6 neighbor. However, since there are 6 more fermionic
degrees of freedom in the 6 triangles surround i, Hi also
acts on these 6 triangles. Moreover, when V is posi-
tive and very large, the low states are the zero energy
subspace of H ′. Within such a low energy subspace,
all the Hi are hermitian (unconstrained)commuting pro-
jectors satisfying H2i = Hi and HiHj = HjHi.(We
note that in the zero energy subspace of H ′, H2i =
Uˆ(1−|φi〉〈φi|)Uˆ†Uˆ(1−|φi〉〈φi|)Uˆ† = Uˆ(1−|φi〉〈φi|)Uˆ† =
Hi and HiHj = Uˆ(1 − |φi〉〈φi|)(1 − |φj〉〈φj |)Uˆ† =
Uˆ(1 − |φj〉〈φj |)(1 − |φi〉〈φi|)Uˆ† = HjHi.) Such a nice
property(frustration free) make it exact solvable, with
Ψ({gi}, {θ(ijk)}, {θ¯(ijk)}) as its unique ground state.
In Appendix H, we provide an alternative way to con-
struct the parent Hamiltonian from path integral for-
mulism, which is equivalent to the construction here in
the infinity V limit.
IX. AN EXAMPLE OF 2D FERMIONIC SPT
STATES WITH A Z2 SYMMETRY
A. Ideal Hamiltonians that realize the fermionic
2D Z2 SPT states
In this section, we will apply the above general discus-
sion to a particular example – the fermionic 2D Z2 SPT
states. The 3-cocycles that describe the three nontrivial
fermionic 2D Z2 SPT states are given in section IX B. All
those SPT phases can be realized on a triangle lattice as
described in Fig. 14. Each site has two bosonic states
|gi〉, gi = 0, 1, and each triangle has a fermionic orbital
which can occupied |nijk = 1〉 or unoccupied |nijk = 0〉.
The bulk Hamiltonian
H = H ′ +
∑
i
Hi (81)
that realizes the SPT phase on such a triangle lat-
tice can constructed from the data in the 3-cocycles
[ν3(g0, g1, g2, g3), n2(g0, g1, g2)] as discussed in the above
section (see eqn. (80)).
Hi in the Hamiltonian acts on the bosonic states on
site-i and the six sites 1,2,3,4,5,6 around the site-i (see
Fig. 14). Hi also acts on the fermionic states on the six
triangles, (i21), (3i2), (43i), (45i), (5i6), (i61), around
the site-i. Hi has a property that it does not change g1,
g2, g3, g4, g5, g6, but it can change the bosonic state
on site-i: |gi〉 → |g′i〉 and the fermionic states on the
triangles (ijk): |nijk〉 → |n′ijk〉. So we can express Hi
as operator-valued 2 by 2 matrix M(g1, g2, g3, g4, g5, g6)
where the matrix elements are given by
Mg′igi(g1, g2, g3, g4, g5, g6)
= 〈g1g2g3g4g5g6g′i|Hi|g1g2g3g4g5g6gi〉. (82)
It turns out that M(g1, g2, g3, g4, g5, g6) are always 2 by
2 projection matrices
M(g1, g2, g3, g4, g5, g6) (83)
=
1
2
v†(g1, g2, g3, g4, g5, g6)v(g1, g2, g3, g4, g5, g6),
where v(g1, g2, g3, g4, g5, g6) are operator-valued 1 by 2
matrices that satisfy the Z2 symmetry condition
v(g1, g2, g3, g4, g5, g6) (84)
= v(1− g1, 1− g2, 1− g3, 1− g4, 1− g5, 1− g6)σx.
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g1g2g3g4g5g6 v(g1, g2, g3, g4, g5, g6) g1g2g3g4g5g6 v(g1, g2, g3, g4, g5, g6)
000000
(
1, −1) 000001 (1, −1)
000010
(
1, −1) 000011 (−1, −1)
000100
(
1, −1) 000101 (1, −1)
000110
(
1, 1
)
000111
(−1, 1)
001000
(
1, −1) 001001 (1, −1)
001010
(
1, −1) 001011 (−1, −1)
001100
(
1, 1
)
001101
(
1, 1
)
001110
(
1, −1) 001111 (−1, −1)
010000
(
1, −1) 010001 (1, −1)
010010
(
1, −1) 010011 (−1, −1)
010100
(
1, −1) 010101 (1, −1)
010110
(
1, 1
)
010111
(−1, 1)
011000
(−1, −1) 011001 (−1, −1)
011010
(−1, −1) 011011 (1, −1)
011100
(−1, 1) 011101 (−1, 1)
011110
(−1, −1) 011111 (1, −1)
TABLE IV. The 1 by 2 matrices v(g1, g2, g3, g4, g5, g6) for the bosonic SPT state (88).
H ′ in the Hamiltonian is given by
H ′ = U
∑
(ijk)
[c†(ijk)c(ijk) − n2(gi, gj , gk)]2 (85)
It enforces the constraints that the fermion number on
each triangle (ijk) is given by n2(gi, gj , gk) in the ground
state. The Hi mentioned above preserve the constraints:
[Hi, H
′] = 0. We see that n2(gi, gj , gk) describes the
fermionic character of the SPT phases. For the SPT
phases described by eqn. (90), n2(gi, gj , gk) = 0. So there
is no fermion in those SPT states. Those SPT states are
actually bosonic SPT states. For the SPT phases de-
scribed by eqn. (91), n2(gi, gj , gk) 6= 0. The correspond-
ing SPT states are fermionic SPT states.
We also would like to mention that the constructed
Hamiltonian H has an on-site Z2 symmetry generated
by
Wˆ (g) =
∏
i
|gi〉〈ggi|, g, gi ∈ Z2. (86)
For the trivial phase described by
n2(g0, g1, g2) = 0,
ν3(0, 1, 0, 1) = ν3(1, 0, 1, 0) = 1, other ν3 = 1, (87)
we find that v(g1, g2, g3, g4, g5, g6) = (1,−1) and
M(g1, g2, g3, g4, g5, g6) =
1
2
(
1 −1
−1 1
)
= Hi. Note that
Hi is a projection operator on the site-i. Thus the ground
state of H is a product state ⊗i|φi〉, |φi〉 ∝ |0〉+ |1〉.
One of the nontrivial SPT phases is described by
n2(g0, g1, g2) = 0,
ν3(0, 1, 0, 1) = ν3(1, 0, 1, 0) = 1, other ν3 = 1, (88)
It is a bosonic SPT state since n2(g0, g1, g2) = 0. Such
a bosonic SPT state can also be viewed as a fermionic
SPT state forming tightly bounded fermion pairs. The
Hamiltonian for such a bosonic SPT state is given by
v(g1, g2, g3, g4, g5, g6) in the Table IV. The corresponding
Hi = M(g1, g2, g3, g4, g5, g6) are either
1
2
(
1 −1
−1 1
)
or
1
2
(
1 1
1 1
)
. Hi are still projection operators. But now Hi
can be two different projection operators depending on
the values of g1, g2, g3, g4, g5, g6 on the neighboring sites.
Such a bosonic SPT phase is nothing but the Z2 SPT
state studied in Ref. 45.
The 3-cocycle
n2(0, 1, 0) = n2(1, 0, 1) = 1, other n2 = 0,
ν3(0, 1, 0, 1) = ν3(1, 0, 1, 0) = i , other ν3 = 1, (89)
describes a nontrivial fermionic SPT state. The Hamil-
tonian for such a fermionic SPT state is given by
v(g1, g2, g3, g4, g5, g6) in the Table IV. We see that Hi
are still projection operators. But now Hi can be many
different projection operators depending on the values of
g1, g2, g3, g4, g5, g6 on the neighboring sites. Also the pro-
jection operators mix the bosonic and fermionic states.
B. Edge excitations of 2D fermionic SPT state
with Z2 symmetry
In this section, we will discuss 2D fermionic SPT states
with Z2 symmetry in more detail. In particular, the non-
trivial realization of the Z2 symmetry on the edge states
and its protection of gapless edge excitations against in-
teractions.
In Appendix F, we have calculated the group super-
cohomology classesH 3[Z2×Zf2 , U(1)] = Z4. This means
that interacting fermion systems with a Z2 symmetry can
have (at least) 4 different SPT phases: a trivial one plus
three nontrivial ones. This result is described by the
Z2 × Zf2 row and dsp = 2 column of Table II.
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g1g2g3g4g5g6 v(g1, g2, g3, g4, g5, g6) g1g2g3g4g5g6 v(g1, g2, g3, g4, g5, g6)
000000
(
1, −c¯(5i6)c(3i2)
)
000001
(
c(i61), −c(3i2)
)
000010
(
c(45i), −c(3i2)
)
000011
(
ic(i61)c¯(5i6)c(45i), −c(3i2)
)
000100
(
1, −c¯(5i6)c(45i)c¯(43i)c(3i2)
)
000101
(
c(i61), −c(45i)c¯(43i)c(3i2)
)
000110
(
1, i c¯(43i)c(3i2)
)
000111
(
ic(i61)c¯(5i6), i c¯(43i)c(3i2)
)
001000
(
c¯(43i), −c¯(5i6)
)
001001
(
c(i61)c¯(43i), −1
)
001010
(
c(45i)c¯(43i), −1
)
001011
(
ic(i61)c¯(5i6)c(45i)c¯(43i), −1
)
001100
(
1, − i c¯(5i6)c(45i)
)
001101
(
c(i61), − ic(45i)
)
001110
(
1, −1) 001111 ( ic(i61)c¯(5i6), −1)
010000
(
c¯(i21), −c¯(5i6)
)
010001
(
c(i61)c¯(i21), −1
)
010010
(−c¯(i21)c(45i), −1) 010011 ( ic(i61)c¯(i21)c¯(5i6)c(45i), −1)
010100
(
c¯(i21), −c¯(5i6)c(45i)c¯(43i)
)
010101
(
c(i61)c¯(i21), −c(45i)c¯(43i)
)
010110
(
c¯(i21), i c¯(43i)
)
010111
(− ic(i61)c¯(i21)c¯(5i6), i c¯(43i))
011000
(− i c¯(i21)c¯(43i)c(3i2), −c¯(5i6)) 011001 (− ic(i61)c¯(i21)c¯(43i)c(3i2), −1)
011010
(
i c¯(i21)c(45i)c¯(43i)c(3i2), −1
)
011011
(
c(i61)c¯(i21)c¯(5i6)c(45i)c¯(43i)c(3i2), −1
)
011100
(
i c¯(i21)c(3i2), − i c¯(5i6)c(45i)
)
011101
(
ic(i61)c¯(i21)c(3i2), − ic(45i)
)
011110
(
i c¯(i21)c(3i2), −1
)
011111
(
c(i61)c¯(i21)c¯(5i6)c(3i2), −1
)
TABLE V. The 1 by 2 matrices v(g1, g2, g3, g4, g5, g6) for the fermionic SPT state (89).
1. 3-cocycles – data that characterize the fermionic 2D Z2
SPT states
The fermionic 2D Z2 SPT phases are character-
ized by the data [ν3(g0, g1, g2, g3), n2(g0, g1, g2)] where
ν3(g0, g1, g2, g3) is a complex function and n2(g0, g1, g2)
an integer function with variables gi ∈ Gb = Gf/Zf2 =
Z2. The data [ν3(g0, g1, g2, g3), n2(g0, g1, g2)] are called
a fermionic 3-cocycle, which is an element in H 3[Z2 ×
Zf2 , U(1)]. The first two SPT phases are given by
n2(g0, g1, g2) = 0,
ν3(0, 1, 0, 1) = ν3(1, 0, 1, 0) = ±1, other ν3 = 1, (90)
and the next two SPT phases are given by
n2(0, 1, 0) = n2(1, 0, 1) = 1, other n2 = 0,
ν3(0, 1, 0, 1) = ν3(1, 0, 1, 0) = ± i , other ν3 = 1, (91)
where we have assumed that the elements in Gb = Z2
are described by {0, 1} with 0 being the identity element.
The 3-cocycle n2(g0, g1, g2) = 0, ν3(g0, g1, g2, g3) = 1 cor-
responds to the trivial fermionic SPT phase.
Using the above 3-cocycle data
[ν3(g0, g1, g2, g3), n2(g0, g1, g2)] we can construct the
ideal wave functions that realize the above fermionic
SPT phases (see section VII). We can also construct
local Hamiltonian (see section VIII) such that the above
ideal wave functions are the exact ground states.
2. Low energy edge excitation – their effective symmetry
and effective Hamiltonian
The nontrivial 2D Z2 SPT states described by the
above three 3-cocycles have symmetry-protected gapless
edge excitations. The detailed discussions of those gap-
less edge excitations are presented in Appendix G 3 and
G 4. Here we just present the results.
The low energy edge excitations of the SPT phase
can be described by an effective Hamiltonian Heff =∑L
i=1Heff(i), where L is the number of sites on the edge
and the states on each edge-site are described by |gi〉,
gi ∈ Gb, i = 1, 2, ..., L. We use |{gi}edge, g0〉 to denote
an low energy edge state (where g0 takes a fixed value,
say g0 = 0). Since the edge is 1D, we can use a purely
bosonic model to describe the edge states of 2D fermion
system (see section G 3).
For the nontrivial SPT phase described by 3-cocycles
[ν3(g0, g1, g2, g3), n2(g0, g1, g2)], the low energy effective
edge HamiltonianHeff satisfies an unusual symmetry con-
dition (see Appendix G 4):
W †eff(g)Heff(i)Weff(g) = Heff(i),
Weff(g)|{gi}edge, g0〉
= (−)n2(g−1g0,g0,g1)
∑L
i=1[n2(g0,gi+1,gi)+1]∏
i
w∗i,i+1|{ggi}edge, g0〉, (92)
where
wi,i+1 = i
n2(g
−1g0,gi+1,gi)−n2(g0,gi+1,gi)+2n2(g−1g0,g0,gi)×
ν3(g
−1g0, g0, gi+1, gi). (93)
We see that the effective edge symmetry Weff(g) on the
low energy edge states is determined by the cocycle data
[ν3(g0, g1, g2, g3), n2(g0, g1, g2)]. Due to the wi,i+1 factor,
the symmetry is not an on-site symmetry. Such a sym-
metry can protect the gaplessness of the edge excitations
if the symmetry is not spontaneously broken on the edge.
For the trivial SPT phase (87), we find that the
symmetry action on the edge states is given by
Weff(g)|{gi}edge, g0〉 = |{ggi}edge, g0〉 which is an on-site
symmetry. Such an on-site symmetry cannot protect
the gapless edge excitations: the edge excitations can
be gapped without breaking the symmetry.
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For the nontrivial bosonic SPT phase (88), we find that
the symmetry action on the edge states to be
Weff(g)|{gi}edge, g0〉 =
∏
i
w∗i,i+1|{ggi}edge, g0〉 (94)
which is not an on-site symmetry, with wi,i+1(gi, gi+1)
given by
wi,i+1(0, 0) = 1, wi,i+1(0, 1) = −1,
wi,i+1(1, 0) = 1, wi,i+1(1, 1) = 1. (95)
Such an non-on-site symmetry can protect the gapless
edge excitations: the edge excitations must be gapless
without breaking the symmetry.45
If we identify |0〉 as | ↑〉 and |1〉 as | ↓〉, we may rewrite
the above in an operator form
wi,i+1 = e
ipi[ 14 (σ
z
i+1)(σ
z
i+1−1)], (96)
Weff(1) =
[∏
i
σxi
][∏
i
e ipi[−
1
4− 14σzi+ 14σzi+1+ 14σzi σzi+1]
]
=
[∏
i
σxi
][∏
i
e ipi[−
1
4+
1
4σ
z
i σ
z
i+1]
]
.
We find
[Weff(1)]
2 =
L∏
i=1
e ipi[−
1
2+
1
2σ
z
i σ
z
i+1] =
L∏
i=1
σzi σ
z
i+1 = 1. (97)
So Weff(0) = 1 and Weff(1) indeed form a Z2 representa-
tion. From
W †eff(1)σ
x
iWeff(1) = −σzi−1σxi σzi (98)
we find that the following edge Hamiltonian
Heff =
∑
i
[
Jzσ
z
i σ
z
i+1 + hx(σ
x
i − σzi−1σxi σzi+1)
]
(99)
respects the non-on-site Z2 symmetry on the edge. Such
a system either spontaneously breaks the Z2 symmetry
on the edge or has gapless edge excitations.45,61
For the nontrivial fermionic SPT phase (89), we find
the symmetry action on the edge states to be
Weff(g)|{gi}edge, g0〉
= (−)n2(g−1g0,g0,g1)
∑L
i=1[n2(g0,gi+1,gi)+1]×∏
i
w∗i,i+1|{ggi}edge, g0〉 (100)
which is also not an on-site symmetry, with
wi,i+1(gi, gi+1) given by
wi,i+1(0, 0) = 1, wi,i+1(0, 1) = 1,
wi,i+1(1, 0) = − i , wi,i+1(1, 1) = −1. (101)
Again, we may rewrite the above in an operator form
wi,i+1 = e
ipi[− 38+ 18σzi+1+ 38σzi− 18σzi σzi+1]. (102)
When g = 1 and g0 = 0, we find that (−)n2(g−1g0,g0,g1) =
σz1 . Also since
n2(g0, 0, 0) = 0, n2(g0, 0, 1) = 0,
n2(g0, 1, 0) = 1, n2(g0, 1, 1) = 0, (103)
we find that
L∑
i=1
n2(g0, gi, gi+1) =
1
4
L∑
i=1
(1− σzi σzi+1). (104)
Therefore,
Weff(1) =
[∏
i
σxi
][∏
i
e ipi[
3
8− 18σzi+1− 38σzi+ 18σzi σzi+1]
]
×
[σz1 ]
∑L
i=1[
1
4 (1−σzi σzi+1)+1] (105)
=
[∏
i
σyi
][∏
i
e ipi[
1
8σ
z
i σ
z
i+1− 58 ]
]
[σz1 ]
∑L
i=1
1
4 (5−σzi σzi+1).
We note that
[Weff(1)]
2 =e i
pi
4
∑L
i=1[5−σzi σzi+1]
∏
i
e ipi[
1
4σ
z
i σ
z
i+1− 54 ] = 1.
(106)
We see that Weff(g) forms a Z2 representation.
From the expression eqn. (G19) of the low energy edge
state, we see that the total number of fermions in the low
energy edge states |{gi}edge, g0〉 is given by
NF =
∑
i
n2(ga, gi+1, gi) (107)
(which is independent of ga). If we choose ga = 0,
we see that only the link (gi, gi+1) = (0, 1) has one
fermion, while other links have no fermion. If we choose
ga = 1 instead, then only the link (gi, gi+1) = (1, 0) has
one fermion, while other links have no fermion. Let us
call a link (i, i + 1) with σzi σ
z
i+1 = −1 a domain wall.
We see that either only the step-up domain wall has a
fermion or the step-down domain wall has a fermion.
Since the numbers of step-up domain walls and the step-
down domain walls are equal on a ring, the expression
NF =
∑
i n2(ga, gi+1, gi) does not depend on ga. The
number of fermions is equal to the half of the number
of the domain walls. So the fermion parity operator
Pf = (−)NF is given by
Pf =(−) 14
∑L
i=1(1−σzi σzi+1) =
∏
i
e i
pi
4 (1−σzi σzi+1)
=
∏
i
e i
pi
4 [cos(
pi
4
)− i sin(pi
4
)σzi σ
z
i+1]. (108)
The effective edge Hamiltonian must be invariant under
both Pf and Weff(1) transformations.
The edge effective Hamiltonian must be invariant un-
der both the fermion-number parity Pf and the Z2 sym-
metry Weff(1) transformations. One example is given by
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the following (for infinite long edge):
Hedge =
∑
i
[
− Jσzi σzi+1 + h0σxi (σzi−1 − σzi+1)
+ h1σ
y
i (1− σzi−1σzi+1) (109)
+ ih2(σ
+
i σ
+
i+2 − σ−i σ−i+2)(1 + σzi−1σzi+1)(1 + σzi+1σzi+3)
]
,
where
σ− =
(
0 0
1 0
)
, σ+ =
(
0 1
0 0
)
. (110)
To understand the behavior of such a Hamiltonian, we
note that the J , h0 and h1 terms in the above Heff cannot
change the number of domain walls. The h0 and h1 terms
can only induce domain wall hopping. So if h2 = 0, the
model will have an effective U(1) symmetry. It has two
phases: a gapped phase for large J where σz = ±1 and
there are no domain walls, and a gapless phase for large
h0, h1 where the domain walls form a “superfluid”. The
gapped phase breaks the Z2 symmetry while the gapless
phase is described by a central-charge c = 1 non-chiral
Luttinger liquid theory.
The h2 term can only change the domain wall number
by ±4 since the number of fermions on the edge is given
by half of the domain wall number. So, the fermion-
number-parity conservation only allows the domain wall
number to change by a multiple of 4. The h2 term can be
irrelevant. So, the edge excitations still can be gapless.
Now, let us explain why the effective edge Hamilto-
nian (109) respects the non-on-site Z2 symmetry (105).
We note that 12
∑L
i=1(1 − σzi σzi+1) counts the number
of domain walls. Therefore J , h0 and h1 terms in
eqn. (109) commute with exp
(
ipi
4
1
2
∑L
i=1(1− σzi σzi+1)
)
since those terms do not change the domain wall num-
ber, while the h2 term in eqn. (109) anti-commute with
exp
(
ipi
4
1
2
∑L
i=1(1− σzi σzi+1)
)
since that term changes
the domain wall number by ±4. We can also show that
the J , h0 and h1 terms commute with
∏L
i=1 σ
y
i , while the
h2 terms anti-commute with
∏L
i=1 σ
y
i .
For the terms in eqn. (109) that do not act on the site-
1, we can treat the σz1 in Weff(1) (see eqn. (105)) as a c-
number. In this case [σz1 ]
∑L
i=1
1
4 (5−σzi σzi+1) are either ±1 or
±Pf . So [σz1 ]
∑L
i=1
1
4 (5−σzi σzi+1) always commute with the
terms in eqn. (109) (as long as they do not act on the site-
1). After dropping the term [σz1 ]
∑L
i=1
1
4 (5−σzi σzi+1) we find
that Weff(1) and exp
(
ipi
4
1
2
∑L
i=1(1− σzi σzi+1)
)∏L
i=1 σ
y
i
only differ by a phase. This way, we show that the edge
Hamiltonian is invariant under Pf and Weff(1).
3. The stability and instability of edge theory
Here we make use the method developed in Ref. 61 to
study the stability and instability of the edge theory for
the nontrivial fermionic SPT phase. As we know, the
c = 1 non-chiral Luttinger liquid can be described as:
L = 1
4pi
(∂xθ∂tφ+ ∂xφ∂tθ)− v
8pi
[
K(∂xθ)
2 +
4
K
(∂xφ)
2
]
(111)
with Luttinger parameter K and velocity v.
The key step for understanding the stability and insta-
bility of edge theory is to figure out how the low energy
fields θ and φ transform under the non-on-site Z2 sym-
metry. Let us first introduce the domain wall represen-
tation:
τzi = σ
z
i σ
z
i+1 (112)
In principle, we can re-express everything in terms of the
τ ’s. However, the above duality transformation does not
quite work for a system with periodic boundary condi-
tions, since the τzi variables obey the global constraint∏L
i=1 τ
z
i = 1, and therefore only describe L− 1 indepen-
dent degrees of freedom.
In order to incorporate the missing degree of freedom
and make the dual description complete, we introduce
an additional Z2 gauge field µ
z
i−1,i that lives on the links
connecting neighboring boundary sites i − 1, i. We then
define the duality transformation between σ and τ, µ by
the relation
µxi−1,i = σ
z
i (113)
together with the gauge invariance constraint
µxi−1,iµ
x
i,i+1τ
z
i = 1 (114)
It is easy to check that this duality transformation is
complete: there is a one-to-one correspondence between
configurations of σzi = ±1 and configurations of µxi =
±1, τzi = ±1 obeying the constraint (114). Similarly,
there is a one-to-one correspondence between physical
operators written in terms of the σ’s and gauge invariant
combinations of µ, τ (i.e. operators that commute with
the left hand side of (114)). In particular, the operators
σx, σy, σz are given by
σxi = τ
x
i−1τ
x
i µ
y
i−1,i
σyi = τ
x
i−1τ
x
i µ
z
i−1,i
σzi = µ
x
i−1,i (115)
while the symmetry transformation S is given by:
Weff(1) ∼
L∏
i=1
σyi exp
(
ipi
4
1
2
L∑
i=1
(1− σzi σzi+1)
)
=
L∏
i=1
µzi−1,i · exp
(
ipi
8
L∑
i=1
(1− τzi )
)
(116)
In the long wavelength limit, the domain wall density
is given by
τzi
2
∼ 1
pi
∂xφ (117)
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We also note that (117) implies that
exp
(
−pii
8
L∑
i=1
τzi
)
= exp
(
− i
4
∫
∂xφdx
)
(118)
Similarly, we have:
L∏
i=1
µzi−1,i = exp
(
i
2
∫
∂xθdx
)
(119)
This equality follows from the observation that the
periodic/anti-periodic sectors
∏L
i=1 µ
z
i−1,i = ±1 corre-
spond to the two boundary conditions θ(L) − θ(0) =
4mpi, (4m+ 2)pi respectively.
Combining these two results, we see that our expres-
sion (116) for S becomes
Weff(1) ∼ exp
(
i
2
∫
∂xθdx− i
4
∫
∂xφdx
)
(120)
Using the commutation relation [θ(x), ∂xφ(y)] =
2piiδ(x− y), we deduce that
Weff(1)
−1θWeff(1) = θ +
pi
2
Weff(1)
−1φWeff(1) = φ+ pi (121)
For the fermion parity symmetry Pf , a similar calcu-
lation gives out:
Pf = exp
(
ipi
4
L∑
i=1
(1− τzi )
)
= exp
(
− i
2
∫
∂xφdx
)
(122)
P−1f θPf = θ + pi; P
−1
f φPf = φ (123)
The above transformation laws Eq.(121,123) together
with the action (111) gives a complete description of the
low energy edge physics.
It is easy to see terms like cos(4θ − α(x)) or cos(2φ−
α(x)) are allowed by both the non-on-site Z2 symme-
try and fermion parity Pf . Obviously, the Z2 symmetry
will be broken if a mass gap is generated by these terms.
By performing a simple scaling dimension calculation,
we find that both terms are irrelevant and the edge the-
ory remains gapless when 2 < K < 8. To this end, we
see that in contrast to the bosonic Z2 SPT phase
61, the
fermionic Z2 SPT phases have a stable gapless edge.
X. AN EXAMPLE OF 3D FERMIONIC SPT
STATES WITH T 2 = 1 TIME-REVERSAL
SYMMETRY
In Appendix F, we have also calculated the group
super-cohomology classes H 4[ZT2 × Zf2 , U(1)] = Z2. So
interacting fermion systems with a T 2 = 1 time-reversal
symmetry can have (at least) one nontrivial SPT phase.
This is described by the ZT2 ×Zf2 row and dsp = 3 column
of Table II.
Let us list the fermionic 4-cocycles
[ν4(g0, g1, g2, g3, g4), n3(g0, g1, g2, g3)] that describe
the intrinsic fermionic SPT phase that can neither be
realized by free fermion models nor by interacting boson
models.
n3(0, 1, 0, 1) = n3(1, 0, 1, 0) = 1, other n3 = 0, (124)
ν4(0, 1, 0, 1, 0) = −ν4(1, 0, 1, 0, 1) = ± i , other ν4 = 1.
Using the above cocycles, we can write the corresponding
wave functions and exactly solvable Hamiltonians. How-
ever, the explicit Hamiltonian is very complicated. We
wonder if there exists a better basis, in which the Hamil-
tonian will have a simpler form. We will address this
problem in future publications.
Moreover, we note that the above two fermionic 4-
cocycles only differ by the following bosonic 4-cocycle:
n3(g0, g1, g2, g3) = 0, (125)
ν4(0, 1, 0, 1, 0) = ν4(1, 0, 1, 0, 1) = ±1, other ν4 = 1,
which describes a T 2 = 1 (nontrivial) bosonic SPT
phase.(We note that in the limit with tightly bounded
fermion pairs, e.g., n3(g0, g1, g2, g3) = 0, a fermionic sys-
tem can always be viewed as a bosonic system.) Surpris-
ingly, in Appendix F, we found such a solution can be
generated by a fermionic coboundary. Physically, such a
statement indicates that the T 2 = 1 (nontrivial) bosonic
SPT phase can be connected to a trivial product state
or an atomic insulator state without breaking the corre-
sponding T 2 = 1 time reversal symmetry through inter-
acting fermion systems. In addition, such a result also
implies the two fermionic 4-cocycles in Eq.(124) actually
describe the same fermionic SPT phase.
XI. SUMMARY
It was shown in Ref. 46 that generalized topological
nonlinear σ models with symmetry can be constructed
from group cohomology theory of the symmetry group.
This leads to a systematic construction of bosonic SPT
phases in any dimensions and for any symmetry groups.
This result allows us to construct new topological insu-
lators (with symmetry group U(1)× ZT2 ) and new topo-
logical superconductors (with symmetry group ZT2 ) for
interacting boson systems (or qubit systems). It also
leads to a complete classification of all gapped phases in
1D interacting boson/fermion systems.
In this paper, we introduce a special group super-
cohomology theory which is a generalization of the stan-
dard group cohomology theory. Using the special group
super-cohomology theory, we can construct new discrete
fermionic topological nonlinear σ models with symme-
try. This leads to a systematic construction of fermionic
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SPT phases in any dimensions and for certain symmetry
groups Gf where the fermions form an 1D representation.
The discrete fermionic topological nonlinear σ model,
when defined on a space-time with boundary, can be
viewed as a “non-local” boundary effective Lagrangian,
which is a fermionic and discrete generalization of the
bosonic continuous Wess-Zumino-Witten term. Thus the
boundary excitations of a nontrivial SPT phase are de-
scribed by a “non-local” boundary effective Lagrangian,
which, we believe, implies that the boundary excitations
are gapless or topologically ordered if the symmetry is
not broken.
As a simple application of our group supercohomology
theory, we constructed a nontrivial SPT phase in 3D,
for interacting fermionic superconductors with coplanar
spin order. Such a topological superconductor has time-
reversal ZT2 and fermion-number-parity Z
f
2 symmetries
described by the full symmetry group Gf = Z
T
2 × Zf2 .47
The nontrivial SPT phase should have gapless or fraction-
alized excitations on the 2D surface if the time-reversal
symmetry is not broken. It is known that such a nontriv-
ial 3D gapped topological superconductor does not exist
if the fermions are non-interacting. In addition, such a
nontrivial SPT phase can not be realized in any interact-
ing bosonic models either. So the constructed nontrivial
fermionic SPT phase is totally new.
We also constructed three nontrivial SPT phases in 2D,
for interacting fermionic systems with the full symmetry
group Gf = Z2 ×Zf2 . We show that the three nontrivial
SPT phases indeed have gapless excitations on the 1D
edge which are described by central-charge c = 1 confor-
mal field theory, if the Z2 symmetry is not broken. In
several recent works60,61,78,79, it has been further shown
that by ”gauging” the Z2 global symmetry, each of the
three nontrivial SPT phases can be uniquely identified by
the braiding statistics of the corresponding gauge flux.
Clearly, more work is needed to generalize the special
group super-cohomology theory to the yet-to-be-defined
full group super-cohomology theory, so that we can han-
dle the cases when the fermions do not form an 1D rep-
resentation in the fixed point wavefunctions. This will
allow us to construct more general interacting fermionic
SPT phases.
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Appendix A: Topological invariance of the partition
amplitudes
In this appendix, we will prove the topological invari-
ance of the partition amplitudes Eq. (38) in 1 + 1D and
2 + 1D under their corresponding fermionic group cocy-
cle condition. The 3+1D case is much more complicated
but can still be checked by computer.
1. 1 + 1D
Similarly as we prove the topological invariance of the
partition amplitudes that describe bosonic SPT phases46,
we can check all the admissible branching 2↔ 2 and 1↔
3 moves for the Grassmann graded 2 cocycle function:
V±2 (gi, gj , gk) = ν±2 (gi, gj , gk)θn1(gi,gj)(i,j) θ
n1(gj ,gk)
(j,k) θ¯
n1(gi,gk)
(i,k) .
(A1)
For admissible branching 2 ↔ 2 moves, we can have
three different equations (up to the orientation conjugate
0g
1g
3g
2g
⇔
t
⇔
0g
1g
2g3g
0g
1g
2g3g
( a )
( b )
0g
1g
3g
2g
⇔
0g
1g
2g
3g
0g
1g
2g
3g
( A 2 )
( A 3 )
( A 4 )
FIG. 16. The admissible branching 2 ↔ 2 moves.
(a)Branching moves that can be induced by a global time
ordering. (b)Branching moves that can not be induced by a
global time ordering.
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⇔
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FIG. 17. The admissible branching 1 ↔ 3 moves.
(a)Branching moves that can be induced by a global time
ordering. (b)Branching moves that can not be induced by a
global time ordering.
+→ −;− → +):∫
dθ
n1(g1,g2)
(12) dθ¯
n1(g1,g2)
(12) V+2 (g1, g2, g3)V−2 (g0, g1, g2)
=
∫
dθ
n1(g0,g3)
(03) dθ¯
n1(g0,g3)
(03) V+2 (g0, g2, g3)V−2 (g0, g1, g3)
(A2)∫
dθ
n1(g1,g3)
(13) dθ¯
n1(g1,g3)
(13) V+2 (g1, g2, g3)V+2 (g0, g1, g3)
=
∫
dθ
n1(g0,g2)
(02) dθ¯
n1(g0,g2)
(02) V+2 (g0, g2, g3)V+2 (g0, g1, g2),
(A3)
and ∫
dθ
n1(g2,g3)
(23) dθ¯
n1(g2,g3)
(23) V−2 (g1, g2, g3)V+2 (g0, g2, g3)
=
∫
dθ
n1(g0,g1)
(01) dθ¯
n1(g0,g1)
(01) V+2 (g0, g1, g3)V−2 (g0, g1, g2).
(A4)
For admissible branching 1↔ 3 moves, we can have four
different equations (up to the orientation conjugate +→
−;− → +):
V+2 (g0, g1, g3)
=
∫
dθ
n1(g0,g2)
(02) dθ¯
n1(g0,g2)
(02) dθ
n1(g1,g2)
(12) dθ¯
n1(g1,g2)
(12)
× dθn1(g2,g3)(23) dθ¯n1(g2,g3)(23) (−)m0(g2)
× V−2 (g1, g2, g3)V+2 (g0, g2, g3)V+2 (g0, g1, g2) (A5)
V+2 (g0, g2, g3)
=
∫
dθ
n1(g0,g1)
(01) dθ¯
n1(g0,g1)
(01) dθ
n1(g1,g2)
(12) dθ¯
n1(g1,g2)
(12)
× dθn1(g1,g3)(13) dθ¯n1(g1,g3)(13) (−)m0(g1)
× V+2 (g1, g2, g3)V+2 (g0, g1, g3)V−2 (g0, g1, g2), (A6)
and
V+2 (g1, g2, g3)
=
∫
dθ
n1(g0,g1)
(01) dθ¯
n1(g0,g1)
(01) dθ
n1(g0,g2)
(02) dθ¯
n1(g0,g2)
(02)
× dθn1(g0,g3)(03) dθ¯n1(g0,g3)(03) (−)m0(g0)
× V+2 (g0, g2, g3)V−2 (g0, g1, g3)V+2 (g0, g1, g2) (A7)
V+2 (g0, g1, g2)
=
∫
dθ
n1(g0,g3)
(03) dθ¯
n1(g0,g3)
(03) dθ
n1(g1,g3)
(13) dθ¯
n1(g1,g3)
(13)
× dθn1(g2,g3)(23) dθ¯n1(g2,g3)(23) (−)m0(g3)
× V+2 (g1, g2, g3)V−2 (g0, g2, g3)V+2 (g0, g1, g3). (A8)
Note that the first two equations of 2 ↔ 2 and 1 ↔ 3
moves can be induced by a global time ordering (see in
Fig. 16 (a) and Fig. 17 (a)) while the rest can not (see
in Fig. 16 (b) and Fig. 17 (b)). Here g0 is defined on
the vertex with no incoming edge, g1 with one incoming
edge, etc.
Let us use the definition of V±2 and integral out the
Grassmann variables. For the branching 2 ↔ 2 moves,
we have:
ν+2 (g1, g2, g3)ν
−
2 (g0, g1, g2) =ν
+
2 (g0, g2, g3)ν
−
2 (g0, g1, g3)
(A9)
ν+2 (g1, g2, g3)ν
+
2 (g0, g1, g3) =ν
+
2 (g0, g2, g3)ν
+
2 (g0, g1, g2),
(A10)
and
ν−2 (g1, g2, g3)ν
+
2 (g0, g2, g3)
=(−)n1(g1,g2)ν+2 (g0, g1, g3)ν−2 (g0, g1, g2). (A11)
Similarly, for the branching 1↔ 3 moves, we have:
ν+2 (g0, g1, g3) (A12)
=(−)m0(g2)ν−2 (g1, g2, g3)ν+2 (g0, g2, g3)ν+2 (g0, g1, g2)
ν+2 (g0, g2, g3) (A13)
=(−)m0(g1)ν+2 (g1, g2, g3)ν+2 (g0, g1, g3)ν−2 (g0, g1, g2),
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and
ν+2 (g1, g2, g3) (A14)
=(−)m0(g1)ν+2 (g0, g2, g3)ν−2 (g0, g1, g3)ν+2 (g0, g1, g2)
ν+2 (g0, g1, g2) (A15)
=(−)m0(g2)ν+2 (g1, g2, g3)ν−2 (g0, g2, g3)ν+2 (g0, g1, g3).
If we use the definition of ν±2 :
ν+2 (g0, g1, g2) = ν2(g0, g1, g2),
ν−2 (g0, g1, g2) = (−)m0(g1)/ν2(g0, g1, g2), (A16)
All the above admissible branching moves will be equiv-
alent to a single fermionic 2 cocycle equation of ν2
ν2(g0, g1, g3)ν2(g1, g2, g3) = ν2(g0, g1, g2)ν2(g0, g2, g3).
(A17)
We note that this equation is the same as the 2 cocycle
equation in bosonic systems.
2. 2 + 1D
In 2 + 1D, there are in total 10 admissible branch-
ing 2 ↔ 3 moves and 5 admissible branching 1 ↔ 4
moves. Let us show all theses moves will lead to the
same fermionic 3 cocycle condition.
For example, the admissible 2 ↔ 3 in Fig. 10 repre-
sents the following equation for V±3 :
∫
dθ
n(g1,g2,g3)
(123) dθ¯
n(g1,g2,g3)
(123) V+3 (g0, g1, g2, g3)V+3 (g1, g2, g3, g4)
=
∫
dθ
n(g0,g1,g4)
(014) dθ¯
n(g0,g1,g4)
(014) dθ
n(g0,g2,g4)
(024) dθ¯
n(g0,g2,g4)
(024) dθ
n(g0,g3,g4)
(034) dθ¯
n(g0,g3,g4)
(034) (−)m1(g0,g4)
×V+3 (g0, g1, g2, g4)V+3 (g0, g2, g3, g4)V−3 (g0, g1, g3, g4) (A18)
Note that in the above expression, we put the sign fac-
tor (−)m1(g0,g4) on the interior link and integral out the
Grassmann variables on the interior faces. To simplify
the representation, we can formally rewrite the above
equation as (see eqn. (31)):∫
V+3 (g0, g1, g2, g3)V+3 (g1, g2, g3, g4) (A19)
=
∫
V+3 (g0, g1, g2, g4)V+3 (g0, g2, g3, g4)V−3 (g0, g1, g3, g4)
In such a way, we can formally write down all admis-
sible branching 2 ↔ 3 moves in terms of V±3 (up to the
orientation conjugate +→ −;− → +):∫
V−3 (g0, g1, g2, g4)V−3 (g0, g2, g3, g4) (A20)
=
∫
V−3 (g0, g1, g2, g3)V−3 (g0, g1, g3, g4)V−3 (g1, g2, g3, g4)
∫
V−3 (g0, g1, g2, g4)V+3 (g1, g2, g3, g4) (A21)
=
∫
V−3 (g0, g1, g2, g3)V−3 (g0, g1, g3, g4)V+3 (g0, g2, g3, g4)
∫
V−3 (g0, g1, g2, g3)V+3 (g0, g2, g3, g4) (A22)
=
∫
V−3 (g0, g1, g2, g4)V+3 (g0, g1, g3, g4)V+3 (g1, g2, g3, g4)
∫
V+3 (g0, g1, g3, g4)V+3 (g1, g2, g3, g4) (A23)
=
∫
V−3 (g0, g1, g2, g3)V+3 (g0, g1, g2, g4)V+3 (g0, g2, g3, g4)
∫
V+3 (g0, g1, g2, g3)V+3 (g0, g1, g3, g4) (A24)
=
∫
V+3 (g0, g1, g2, g4)V+3 (g0, g2, g3, g4)V−3 (g1, g2, g3, g4)
∫
V−3 (g0, g1, g2, g4)V+3 (g0, g1, g3, g4) (A25)
=
∫
V−3 (g0, g1, g2, g3)V+3 (g0, g2, g3, g4)V−3 (g1, g2, g3, g4)
∫
V−3 (g0, g1, g3, g4)V+3 (g0, g2, g3, g4) (A26)
=
∫
V+3 (g0, g1, g2, g3)V−3 (g0, g1, g2, g4)V+3 (g1, g2, g3, g4)
∫
V+3 (g0, g1, g2, g3)V+3 (g1, g2, g3, g4) (A27)
=
∫
V+3 (g0, g1, g2, g4)V+3 (g0, g2, g3, g4)V−3 (g0, g1, g3, g4)
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and∫
V+3 (g0, g2, g3, g4)V−3 (g1, g2, g3, g4) (A28)
=
∫
V+3 (g0, g1, g2, g3)V−3 (g0, g1, g2, g4))V+3 (g0, g1, g3, g4)
∫
V−3 (g0, g1, g2, g3)V+3 (g0, g1, g2, g4) (A29)
=
∫
V−3 (g0, g2, g3, g4)V+3 (g0, g1, g3, g4)V+3 (g1, g2, g3, g4)
Similarly, we can formally write all the admissible
branching 1 ↔ 4 moves in terms of V±3 (up to the ori-
entation conjugate +→ −;− → +):
V+3 (g0, g1, g2, g4) =
∫
V+3 (g0, g1, g2, g3)V+3 (g0, g1, g3, g4)
× V−3 (g0, g2, g3, g4)V+3 (g1, g2, g3, g4) (A30)
V+3 (g0, g2, g3, g4) =
∫
V+3 (g0, g1, g2, g3)V−3 (g0, g1, g2, g4)
× V+3 (g0, g1, g3, g4)V+3 (g1, g2, g3, g4) (A31)
V+3 (g0, g1, g3, g4) =
∫
V−3 (g0, g1, g2, g3)V+3 (g0, g1, g2, g4)
× V+3 (g0, g2, g3, g4)V−3 (g1, g2, g3, g4) (A32)
and
V+3 (g1, g2, g3, g4) =
∫
V−3 (g0, g1, g2, g3)V+3 (g0, g1, g2, g4)
× V−3 (g0, g1, g3, g4)V+3 (g0, g2, g3, g4) (A33)
V+3 (g0, g1, g2, g3) =
∫
V+3 (g0, g1, g2, g4)V−3 (g0, g1, g3, g4)
× V+3 (g0, g2, g3, g4)V−3 (g1, g2, g3, g4) (A34)
Here the symbol
∫
means that we put the sign factors
(−)m1(gi,gj) on all four interior links and integrate over
the Grassmann variables on all six interior faces. Note
that the first 8 2 ↔ 3 moves (Fig. 18) and first 3 1 ↔ 4
can be induced by a global time ordering while the rest
can not. Again here g0 is defined on the vertex with no
incoming edge, g1 with one incoming edge, etc.
Expressing V±3 in terms of ν±3 and integrating out all
the Grassmann variables, the admissible branching 2↔ 3
moves lead to the following equations:
ν−3 (g0, g1, g2, g4)ν
−
3 (g0, g2, g3, g4) (A35)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+m1(g1,g3)
×ν−3 (g0, g1, g2, g3)ν−3 (g0, g1, g3, g4)ν−3 (g1, g2, g3, g4)
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FIG. 18. (Color online) The admissible branching 2 ↔ 3
moves that can be induced by a global time ordering.
ν−3 (g0, g1, g2, g4)ν
+
3 (g1, g2, g3, g4) (A36)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+m1(g0,g3)
×ν−3 (g0, g1, g2, g3)ν−3 (g0, g1, g3, g4)ν+3 (g0, g2, g3, g4)
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FIG. 19. (Color online) The admissible branching 2 ↔ 3
moves that can not be induced by a global time ordering.
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FIG. 20. (Color online) The admissible branching 1 ↔ 4
moves that (a) can be induced by a global time ordering and
(b) can not be induced by a global time ordering
ν−3 (g0, g1, g2, g3)ν
+
3 (g0, g2, g3, g4) (A37)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+m1(g1,g4)
×ν−3 (g0, g1, g2, g4)ν+3 (g0, g1, g3, g4)ν+3 (g1, g2, g3, g4)
ν+3 (g0, g1, g3, g4)ν
+
3 (g1, g2, g3, g4) (A38)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+m1(g0,g2)
×ν−3 (g0, g1, g2, g3)ν+3 (g0, g1, g2, g4)ν+3 (g0, g2, g3, g4)
ν+3 (g0, g1, g2, g3)ν
+
3 (g0, g1, g3, g4) (A39)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+m1(g2,g4)
×ν+3 (g0, g1, g2, g4)ν+3 (g0, g2, g3, g4)ν−3 (g1, g2, g3, g4)
ν−3 (g0, g1, g2, g4)ν
+
3 (g0, g1, g3, g4) (A40)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g1,g2,g3)+n2(g1,g2,g4)+m1(g2,g3)
× ν−3 (g0, g1, g2, g3)ν+3 (g0, g2, g3, g4)ν−3 (g1, g2, g3, g4)
ν−3 (g0, g1, g3, g4)ν
+
3 (g0, g2, g3, g4) (A41)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g0,g1,g2)+n2(g0,g1,g3)+m1(g1,g2)
× ν+3 (g0, g1, g2, g3)ν−3 (g0, g1, g2, g4)ν+3 (g1, g2, g3, g4)
ν+3 (g0, g1, g2, g3)ν
+
3 (g1, g2, g3, g4) (A42)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g0,g3,g4)+n2(g1,g3,g4)+m1(g0,g4)
× ν+3 (g0, g1, g2, g4)ν+3 (g0, g2, g3, g4)ν−3 (g0, g1, g3, g4)
and
ν+3 (g0, g2, g3, g4)ν
−
3 (g1, g2, g3, g4) (A43)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g0,g1,g2)+n2(g1,g2,g4)+m1(g0,g1)
× ν+3 (g0, g1, g2, g3)ν−3 (g0, g1, g2, g4))ν+3 (g0, g1, g3, g4)
ν−3 (g0, g1, g2, g3)ν
+
3 (g0, g1, g2, g4) (A44)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g0,g2,g4)+n2(g0,g3,g4)+m1(g3,g4)
× ν−3 (g0, g2, g3, g4)ν+3 (g0, g1, g3, g4)ν+3 (g1, g2, g3, g4)
We note that the sign factor (−)m1(gi,gj) comes from the
definition of the fermionic path integral. Later we will see
such a factor is very important to make all the branching
moves to be self consistent.
Similarly, all the admissible branching 1 ↔ 4 moves
lead to the following equations for ν±3 :
ν+3 (g0, g1, g2, g4) (A45)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g2,g3,g4)
×(−)m1(g0,g3)+m1(g1,g3)+m1(g2,g3)+m1(g3,g4)ν+3 (g0, g1, g2, g3)
×ν+3 (g0, g1, g3, g4)ν−3 (g0, g2, g3, g4)ν+3 (g1, g2, g3, g4)
ν+3 (g0, g2, g3, g4) (A46)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g0,g1,g2)
×(−)m1(g0,g1)+m1(g1,g2)+m1(g1,g3)+m1(g1,g4)ν+3 (g0, g1, g2, g3)
×ν−3 (g0, g1, g2, g4)ν+3 (g0, g1, g3, g4)ν+3 (g1, g2, g3, g4)
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ν+3 (g0, g1, g3, g4) (A47)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g1,g2,g3)
×(−)m1(g0,g2)+m1(g1,g2)+m1(g2,g3)+m1(g2,g4)ν−3 (g0, g1, g2, g3)
×ν+3 (g0, g1, g2, g4)ν+3 (g0, g2, g3, g4)ν−3 (g1, g2, g3, g4)
and
ν+3 (g1, g2, g3, g4) (A48)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g0,g1,g4)
×(−)m1(g0,g1)+m1(g0,g2)+m1(g0,g3)+m1(g0,g4)ν−3 (g0, g1, g2, g3)
×ν+3 (g0, g1, g2, g4)ν−3 (g0, g1, g3, g4)ν+3 (g0, g2, g3, g4)
ν+3 (g0, g1, g2, g3) (A49)
=(−)n2(g0,g1,g2)n2(g2,g3,g4)+n2(g0,g3,g4)
×(−)m1(g0,g4)+m1(g1,g4)+m1(g2,g4)+m1(g3,g4)ν+3 (g0, g1, g2, g4)
×ν−3 (g0, g1, g3, g4)ν+3 (g0, g2, g3, g4)ν−3 (g1, g2, g3, g4)
Amazingly, if we define:
ν+3 (g0, g1, g2, g3) = (−)m1(g0,g2)ν3(g0, g1, g2, g3), (A50)
ν−3 (g0, g1, g2, g3) = (−)m1(g1,g3)/ν3(g0, g1, g2, g3)
we find all the above equations are equivalent to the fol-
lowing single equation, which is the fermionic 3 cocycle
condition of ν3.
ν3(g1, g2, g3, g4)ν3(g0, g1, g3, g4)ν3(g0, g1, g2, g3) =
(−)n2(g0,g1,g2)n2(g2,g3,g4)ν3(g0, g2, g3, g4)ν3(g0, g1, g2, g4)
(A51)
3. 3 + 1D
The admissible branching moves for 3+1D case is much
more complicated. There are in total 10 3 ↔ 3 moves,
15 2↔ 4 moves and 6 1↔ 5 moves.
For example, Fig. 12 represents one admissible branch-
ing 2 ↔ 4 move, which leads to the following equation
for V±4 :
∫
dθ
n(g1,g2,g3,g4)
(1234) dθ¯
n(g1,g2,g3,g4)
(1234) V+4 (g1, g2, g3, g4, g5)V−4 (g0, g1, g2, g3, g4)
=
∫
dθ
n(g0,g1,g2,g5)
(0125) dθ¯
n(g0,g1,g2,g5)
(0125) dθ
n(g0,g1,g3,g5)
(0135) dθ¯
n(g0,g1,g3,g5)
(0135) dθ
n(g0,g1,g4,g5)
(0145) dθ¯
n(g0,g1,g4,g5)
(0145) dθ
n(g0,g2,g3,g5)
(0235) dθ¯
n(g0,g2,g3,g5)
(0235)
× dθn(g0,g2,g4,g5)(0245) dθ¯n(g0,g2,g4,g5)(0245) dθn(g0,g3,g4,g5)(0345) dθ¯n(g0,g3,g4,g5)(0345) (−)m2(g0,g1,g5)+m2(g0,g2,g5)+m2(g0,g3,g5)+m2(g0,g4,g5)
× V+4 (g0, g2, g3, g4, g5)V+4 (g0, g1, g2, g4, g5)V−4 (g0, g1, g3, g4, g5)V−4 (g0, g1, g2, g3, g5) (A52)
Here we integrate out the Grassmann variables on the interior tetrahedra and put the sign factor on the interior
surfaces. We can formally denote the above equation as (see eqn. (31)):∫
V+4 (g1, g2, g3, g4, g5)V−4 (g0, g1, g2, g3, g4)
=
∫
V+4 (g0, g2, g3, g4, g5)V+4 (g0, g1, g2, g4, g5)V−4 (g0, g1, g3, g4, g5)V−4 (g0, g1, g2, g3, g5) (A53)
Similarly, Fig. 13 represents one admissible branching 1↔ 5 move and can be formally written down in terms of V±4
as:
V−4 (g0, g1, g2, g3, g4)
=
∫
V+4 (g0, g2, g3, g4, g5)V+4 (g0, g1, g2, g4, g5)V−4 (g0, g1, g3, g4, g5)V−4 (g0, g1, g2, g3, g5)V−4 (g1, g2, g3, g4, g5) (A54)
We note that here the symbol
∫
means integrating over all Grassmann variables on 10 interior tetrahedra and put
the sign factor (−)m2(gi,gj ,gk) on 10 interior surfaces.
In addition, there are 3↔ 3 moves. For example, one of such moves gives rise the following formal equation for V±4 :∫
V+4 (g1, g2, g3, g4, g5)V+4 (g0, g1, g3, g4, g5)V+4 (g0, g1, g2, g3, g5)
=
∫
V+4 (g0, g1, g2, g3, g4)V+4 (g0, g2, g3, g4, g5)V+4 (g0, g1, g2, g4, g5)
(A55)
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In this case, the symbol
∫
on both sides mean integrating over all Grassmann variables on 3 interior tetrahedra and
put the sign factor (−)m2(gi,gj ,gk) on 1 interior surface.
After integrating over all the Grassmann variables, we can express the above three equations in terms of ν±4 :
ν+4 (g1, g2, g3, g4, g5)ν
−
4 (g0, g1, g2, g3, g4)
=(−)n3(g0,g1,g2,g3)n3(g0,g3,g4,g5)+n3(g1,g2,g3,g4)n3(g0,g1,g4,g5)+n3(g2,g3,g4,g5)n3(g0,g1,g2,g5)+n3(g0,g1,g4,g5)
× (−)m2(g0,g1,g5)+m2(g0,g2,g5)+m2(g0,g3,g5)+m2(g0,g4,g5)
× ν+4 (g0, g2, g3, g4, g5)ν+4 (g0, g1, g2, g4, g5)ν−4 (g0, g1, g3, g4, g5)ν−4 (g0, g1, g2, g3, g5), (A56)
ν−4 (g0, g1, g2, g3, g4)
=(−)n3(g0,g1,g2,g3)n3(g0,g3,g4,g5)+n3(g1,g2,g3,g4)n3(g0,g1,g4,g5)+n3(g2,g3,g4,g5)n3(g0,g1,g2,g5)+n3(g0,g1,g4,g5)+n3(g1,g2,g4,g5)+n3(g2,g3,g4,g5)
×(−)m2(g0,g1,g5)+m2(g0,g2,g5)+m2(g0,g3,g5)+m2(g0,g4,g5)+m2(g1,g2,g5)+m2(g1,g3,g5)+m2(g1,g4,g5)+m2(g2,g3,g5)+m2(g2,g4,g5)+m2(g3,g4,g5)
× ν+4 (g0, g2, g3, g4, g5)ν+4 (g0, g1, g2, g4, g5)ν−4 (g0, g1, g3, g4, g5)ν−4 (g0, g1, g2, g3, g5)ν−4 (g1, g2, g3, g4, g5), (A57)
ν+4 (g1, g2, g3, g4, g5)ν
+
4 (g0, g1, g3, g4, g5)ν
+
4 (g0, g1, g2, g3, g5)(−)m2(g1,g3,g5)
=(−)n3(g0,g1,g2,g3)n3(g0,g3,g4,g5)+n3(g1,g2,g3,g4)n3(g0,g1,g4,g5)+n3(g2,g3,g4,g5)n3(g0,g1,g2,g5)+m2(g0,g2,g4)
× ν+4 (g0, g1, g2, g3, g4)ν+4 (g0, g2, g3, g4, g5)ν+4 (g0, g1, g2, g4, g5). (A58)
Surprisingly, if we define ν±4 as:
ν+4 (g0, g1, g2, g3, g4) =(−)m2(g0,g1,g3)+m2(g1,g3,g4)+m2(g1,g2,g3)ν4(g0, g1, g2, g3, g4),
ν−4 (g0, g1, g2, g3, g4) =(−)m2(g0,g2,g4)/ν4(g0, g1, g2, g3, g4), (A59)
we find all the above three equations will be equivalent to the following single equation of ν4, which is the fermionic
4 cocycle condition:
ν4(g1, g2, g3, g4, g5)ν4(g0, g1, g3, g4, g5)ν4(g0, g1, g2, g3, g5) (A60)
= (−)n3(g0,g1,g2,g3)n3(g0,g3,g4,g5)+n3(g1,g2,g3,g4)n3(g0,g1,g4,g5)+n3(g2,g3,g4,g5)n3(g0,g1,g2,g5)×
ν4(g0, g2, g3, g4, g5)ν4(g0, g1, g2, g4, g5)ν4(g0, g1, g2, g3, g4).
Indeed, it can be verified by computer that all other admissible 3 ↔ 3, 2 ↔ 4 and 1 ↔ 5 branching moves will give
rise to the same fermionic 4 cocycle condition! Again, the phase factor (−)m2(gi,gj ,gk) in the fermionic path integral
is crucial for the self consistency of all admissible branching moves.
Appendix B: The fixed-point action on a closed complex and the unitary condition
In the following we will show that
∫ V+d V−d is always equal to 1.
In 1 + 1D, we have:∫
V+2 (g0, g1, g2)V−2 (g0, g1, g2)
=
∫
dθ
n1(g0,g1)
(01) dθ¯
n1(g0,g1)
(01) dθ
n1(g0,g2)
(02) dθ¯
n1(g0,g2)
(02) dθ
n1(g1,g2)
(12) dθ¯
n1(g1,g2)
(12) (−)m0(g0)+m0(g1)+m0(g2)
× ν+2 (g0, g1, g2)θn1(g1,g2)(12) θn1(g0,g1)(01) θ¯n1(g0,g2)(02) ν−2 (g0, g1, g2)θn1(g0,g2)(02) θ¯n1(g0,g1)(01) θ¯n1(g1,g2)(12)
=
∫
dθ
n1(g0,g1)
(01) dθ¯
n1(g0,g1)
(01) dθ
n1(g0,g2)
(02) dθ¯
n1(g0,g2)
(02) dθ
n1(g1,g2)
(12) dθ¯
n1(g1,g2)
(12) (−)n1(g0,g2)
× θn1(g1,g2)(12) θn1(g0,g1)(01) θ¯n1(g0,g2)(02) θn1(g0,g2)(02) θ¯n1(g0,g1)(01) θ¯n1(g1,g2)(12)
=1 (B1)
In the above calculation, we can move the pair dθ
n1(g0,g1)
(01) dθ¯
n1(g0,g1)
(01) to the front of θ¯
n1(g0,g2)
(02) θ
n1(g0,g2)
(02) with-
out generating any signs. We then can evaluate
∫
dθ
n1(g0,g1)
(02) dθ¯
n1(g0,g1)
(02) θ¯
n1(g0,g2)
(02) θ
n1(g0,g2)
(02) = 1. We next
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move dθ
n1(g0,g1)
(01) dθ¯
n1(g0,g1)
(01) to the front of θ
n1(g0,g1)
(01) θ¯
n1(g0,g1)
(01) without generating any signs. We then evalu-
ate
∫
dθ
n1(g0,g1)
(01) dθ¯
n1(g0,g1)
(01) θ
n1(g0,g1)
(01) θ¯
n1(g0,g1)
(01) = (−)n1(g0,g1), which has a sign factor. The Grassmann inte-
gral
∫
dθ
n1(g1,g2)
(12) dθ¯
n1(g1,g2)
(12) θ
n1(g1,g2)
(12) θ¯
n1(g1,g2)
(12) = (−)n1(g1,g2) also generates a sign factor. Such two sign factors
(−)n1(g0,g1)(−)n1(g1,g2) cancel the sign factor (−)n1(g0,g2) due to the condition eqn. (23) on nd.
Similarly, in (2 + 1)D and in (3 + 1)D, we find that the sign factors in the integration measure (31) and in the ν±d
expressions (48) or (48), when combined with those from exchanging the Grassmann numbers, just cancel each other:∫
V+3 (g0, g1, g2, g3)V−3 (g0, g1, g2, g3)
=
∫
dθ
n2(g0,g1,g2)
(012) dθ¯
n2(g0,g1,g2)
(012) dθ
n2(g0,g1,g3)
(013) dθ¯
n2(g0,g1,g3)
(013) dθ
n2(g0,g2,g3)
(023) dθ¯
n2(g0,g2,g3)
(023) dθ
n2(g1,g2,g3)
(123) dθ¯
n2(g1,g2,g3)
(123)
× (−)m1(g0,g1)+m1(g0,g2)+m1(g0,g3)+m1(g1,g2)+m1(g1,g3)+m1(g2,g3)
× ν+3 (g0, g1, g2, g3)θn2(g1,g2,g3)(123) θn2(g0,g1,g3)(013) θ¯n2(g0,g2,g3)(023) θ¯n2(g0,g1,g2)(012)
× ν−3 (g0, g1, g2, g3)θn2(g0,g1,g2)(012) θn2(g0,g2,g3)(023) θ¯n2(g0,g1,g3)(013) θ¯n2(g1,g2,g3)(123)
=
∫
dθ
n2(g0,g1,g2)
(012) dθ¯
n2(g0,g1,g2)
(012) dθ
n2(g0,g1,g3)
(013) dθ¯
n2(g0,g1,g3)
(013) dθ
n2(g0,g2,g3)
(023) dθ¯
n2(g0,g2,g3)
(023) dθ
n2(g1,g2,g3)
(123) dθ¯
n2(g1,g2,g3)
(123)
× (−)n2(g0,g1,g3)+n2(g1,g2,g3)θn2(g1,g2,g3)(123) θn2(g0,g1,g3)(013) θ¯n2(g0,g2,g3)(023) θ¯n2(g0,g1,g2)(012) θn2(g0,g1,g2)(012) θn2(g0,g2,g3)(023) θ¯n2(g0,g1,g3)(013) θ¯n2(g1,g2,g3)(123)
=1; (B2)
∫
V+4 (g0, g1, g2, g3, g4)V−4 (g0, g1, g2, g3, g4)
=
∫
dθ
n3(g0,g1,g2,g3)
(0123) dθ¯
n3(g0,g1,g2,g3)
(0123) dθ
n3(g0,g1,g2,g4)
(0124) dθ¯
n3(g0,g1,g2,g4)
(0124) dθ
n3(g0,g1,g3,g4)
(0134) dθ¯
n3(g0,g1,g3,g4)
(0134)
× dθn3(g0,g2,g3,g4)(0234) dθ¯n3(g0,g2,g3,g4)(0234) dθn3(g1,g2,g3,g4)(1234) dθ¯n3(g1,g2,g3,g4)(1234) (−)m2(g0,g1,g2)+m2(g0,g1,g3)
× (−)m2(g0,g1,g4)+m2(g0,g2,g3)+m2(g0,g2,g4)+m2(g0,g3,g4)+m2(g1,g2,g3)+m2(g1,g2,g4)+m2(g1,g3,g4)+m2(g2,g3,g4)
× ν+4 (g0, g1, g2, g3, g4)θn3(g1,g2,g3,g4)(1234) θn3(g0,g1,g3,g4)(0134) θn3(g0,g1,g2,g3)(0123) θ¯n3(g0,g2,g3,g4)(0234) θ¯n3(g0,g1,g2,g4)(0124)
× ν−4 (g0, g1, g2, g3, g4)θn3(g0,g1,g2,g4)(0124) θn3(g0,g2,g3,g4)(0234) θ¯n3(g0,g1,g2,g3)(0123) θ¯n3(g0,g1,g3,g4)(0134) θ¯n3(g1,g2,g3,g4)(1234)
=
∫
dθ
n3(g0,g1,g2,g3)
(0123) dθ¯
n3(g0,g1,g2,g3)
(0123) dθ
n3(g0,g1,g2,g4)
(0124) dθ¯
n3(g0,g1,g2,g4)
(0124) dθ
n3(g0,g1,g3,g4)
(0134) dθ¯
n3(g0,g1,g3,g4)
(0134)
× dθn3(g0,g2,g3,g4)(0234) dθ¯n3(g0,g2,g3,g4)(0234) dθn3(g1,g2,g3,g4)(1234) dθ¯n3(g1,g2,g3,g4)(1234) (−)n3(g0,g1,g2,g4)+n3(g0,g2,g3,g4)
× θn3(g1,g2,g3,g4)(1234) θn3(g0,g1,g3,g4)(0134) θn3(g0,g1,g2,g3)(0123) θ¯n3(g0,g2,g3,g4)(0234) θ¯n3(g0,g1,g2,g4)(0124)
× θn3(g0,g1,g2,g4)(0124) θn3(g0,g2,g3,g4)(0234) θ¯n3(g0,g1,g2,g3)(0123) θ¯n3(g0,g1,g3,g4)(0134) θ¯n3(g1,g2,g3,g4)(1234)
=1. (B3)
We also note that the bosonic topological nonlinear
σ models are characterized by action-amplitudes that
are pure U(1) phases |νd(g0, ..., gd)| = 1 (where the
action-amplitude on “+” oriented simplexes is given by
νd(g0, ..., gd), and the action-amplitude on “−” oriented
simplexes is given by ν−1d (g0, ..., gd) = ν
∗
d(g0, ..., gd)). The
action-amplitude being a pure U(1) phase ensures that
the model defined by the path integral to be unitary the-
ory.
But what is the analog of the pure U(1) phase condi-
tion on the Grassmann amplitude V±d (or on the pair of
functions [νd(g0, ..., gd),md−2(g0, ..., gd−2)])? Clearly, the
Grassmann amplitude V±d is not even a complex numbers.
It is hard to say when V±d behaves like U(1) phases.
To address this issue, let us introduce the complex con-
jugate of a quantity that contains Grassmann numbers:(
νθ1θ¯2θ3...
)∗
≡ ν∗...θ¯3θ2θ¯1. (B4)
We see that under complex conjugate a) the complex
coefficients are complex conjugated, b) the order of the
Grassmann number is reversed, and c) θ and θ¯ are ex-
changed. With this definition, one is tempting to require
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V+d (V+d )∗ = 1, in order for V+d to be a U(1) phase. But,
V+d (V+d )∗ still contains Grassmann numbers and we can-
not require it to be 1. So we try to require
∫ V+d (V+d )∗ = 1
where the Grassmann integral is defined in eqn. (31).
Now
∫ V+d (V+d )∗ is a complex number. But ∫ V+d (V+d )∗
is not non-negative. So we cannot treat
∫ V+d (V+d )∗ as a
norm-square of V+d . After some considerations, we find
that we need to define a different complex conjugate:
[V±1 (g0, g1)]† = [V±1 (g0, g1)]∗,
[V±2 (g0, g1, g2)]† = (−)m0(g1)[V±2 (g0, g1, g2)]∗, (B5)
[V±3 (g0, .., g3)]† = (−)m1(g0,g2)+m1(g1,g3)[V±3 (g0, .., g3)]∗,
[V±4 (g0, ..., g4)]† = [V±4 (g0, ..., g4)]∗×
(−)m1(g0,g1,g3)+m1(g1,g3,g4)+m1(g1,g2,g3)+m1(g0,g2,g4)
Using the new complex conjugate and the evaluation of∫ V+d V−d described above, we find that
∫
V+d [V+d ]† =
∫
V−d [V−d ]† = νdν∗d . (B6)
Thus we would like to require the Grassmann amplitude
V±d to satisfy
∫
V±d [V±d ]† = 1. (B7)
which is to require |νd(g0, ..., gd)| = 1. Eqn. (B7) is the
analog of the pure U(1) phase condition on the Grass-
mann amplitude V±d .
For the Grassmann amplitude V±d that satisfies the
pure U(1) phase condition (B7), we have
[V±d ]† = V∓d . (B8)
Appendix C: Group super-cohomology
In Section V, we studied the condition on νd(g0, g1, ...)
so that the fermionic path integral constructed from
νd(g0, g1, ...) correspond to a fermionic topological non-
linear σ model which is a fixed point theory under the
RG flow. Those conditions on νd(g0, g1, ...) actually de-
fine a generalization of group cohomology.46,74 We will
call such a generalization group super-cohomology. In
this section, we will study the group super-cohomology
in detail.
A d-cohomology class of group super-cohomology is
a set that depend on a full symmetry group Gf and a
fermionic G-module M . We will denote the fermionic
d-cohomology class as H d(Gf ,M).
We note that a fermion system always has a Z2 sym-
metry which corresponds to the conservation of fermion-
number parity. Such a symmetry group is denoted as
Zf2 which is generated by Pf = (−)Nf where Nf is the
fermion number. The full symmetry group Gf always
contain Zf2 as a subgroup. We will define Gb = Gf/Z
f
2 .
1. Graded structure of a group Gb
First, let us introduce the graded structure of a group
Gb. A dD-graded structure of a group Gb is an integer
function nd−1(g1, ..., gd) of d variables, whose values are
0, 1. Here we choose gi to be an element of Gb, rather
than an element of the full symmetry group Gf . This is
because gi corresponds to the bosonic fields in the path
integral, and the bosonic field is invariant under Zf2 .
The function nd−1(g1, ..., gd) satisfies
nd−1(gg1, ..., ggd) = nd−1(g1, ..., gd), ∀g ∈ Gb, (C1)
d∑
i=0
nd−1(g0, .., gi−1, gi+1, .., gd) = even, ∀g0, .., gd ∈ G.
We see that a dD-graded structure of a group Gb is a
(d− 1)-cocycle nd−1 ∈ Zd−1(Gb,Z2). If a function nd−1
only satisfies the first condition in eqn. (C1), then it will
be called a (d − 1)-cochain. The space of all (d − 1)-
cochains is denoted as Cd−1(Gb,Z2).
The coboundary is given by
Bd−1(Gb,Z2) =
{
n′d−1(g1, ..., gd) =
∑
i
m′d−2(g1, ..., gi−1, gi+1, ..., gd) mod 2
∣∣∣
m′d−2(gg1, ..., ggd−1) = m
′
d−2(g1, ..., gd−1), ∀g, g1, ..., gd−1 ∈ Gb
}
.
We say that two graded structures differ by an above
coboundary are equivalent. Thus different classes of
dD-graded structures are given by Hd−1(Gb,Z2) =
Zd−1(Gb,Z2)/Bd−1(Gb,Z2).
2. G-module
For a group Gf , let M be a Gf -module, which is an
Abelian group (with multiplication operation) on which
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Gf acts compatibly with the multiplication operation
(ie the Abelian group structure):
g · (ab) = (g · a)(g · b), g ∈ Gf , a, b ∈M. (C2)
For the most cases studied in this paper, M is simply
the U(1) group and a an U(1) phase. The multiplica-
tion operation ab is the usual multiplication of the U(1)
phases. The group action is trivial: g · a = a, g ∈ Gf ,
a ∈ U(1). We will denote such a trivial Gf -module as
M = U(1).
For a group Gf that contain time-reversal operation,
we can define a nontrivial Gf -module which is denoted
as UT (1). UT (1) is also a U(1) group whose elements are
the U(1) phases. The multiplication operation ab, a, b ∈
UT (1), is still the usual multiplication of the U(1) phases.
However, the group action is nontrivial now: g ·a = as(g),
g ∈ Gf , a ∈ UT (1). Here s(g) = 1 if the number of time-
reversal operations in the group operation g is even and
s(g) = −1 if the number of time-reversal operations in g
is odd.
3. Fermionic d-cochain
A fermionic d-cochain is described by a set
of three functions νd(g0, ..., gd), nd−1(g1, ..., gd), and
ugd−1(g1, ..., gd). nd−1(g1, ..., gd) is (d − 1)-cochain
in Cd−1(Gb,Z2) which has been discussed above.
νd(g0, ..., gd) is a function of 1+d variables whose value is
in a G-module M , νd : G
1+d
b → M . Again, note that gi
is an elements of Gb rather than the full symmetry group
Gf . For cases studied in this paper, M is always a U(1)
group (ie νd(g0, ..., gd) is a complex phase).
Since the action amplitude is invariant under the sym-
metry transformation in Gf , νd(g0, ..., gd) must satisfy
certain conditions. Note that a transformation g in
Gf will generate a transformation in Gb, gGb → Gb,
since Gb = Gf/Z
f
2 . So νd(g0, ..., gd) transform as
νd(g0, ..., gd)→ νs(g)d (gg0, ..., ggd).
The invariance under the symmetry transformation in
Gf is discussed in Sections V E and VII A. This motivates
us to require that the fermionic d-cochain νd(g0, ..., gd) to
satisfy the following symmetry condition
ν
s(g)
d (gg0, ..., ggd)
= νd(g0, ..., gd)
∏
i
[ugd−1(g0, .., gˆi, .., gd)]
(−)i , (C3)
nd−1(gg0, ..., ggd−1) = nd−1(g0, ..., gd−1), g ∈ Gf ,
where the sequence g0, .., gˆi, .., gd is the sequence g0, ..., gd
with gi removed, and u
g
d−1(gi, gj , ..., gk) is an 1D repre-
sentation of Gf
ugad−1(gi, ..., gk)[u
gb
d−1(gi, ..., gk)]
s(ga) = ugagbd−1 (gi, ..., gk),
ugad−1(ggi, ggj , ..., ggk) = [u
ga
d−1(gi, gj , ..., gk)]
s(g), (C4)
such that u
Pf
d−1(gi, gj , ..., gk) = (−)nd−1(gi,gj ,...,gk). The
triple functions (νd, nd−1, u
g
d−1) that satisfy eqn. (C3)
and eqn. (C4) are called fermionic cochains. We will
denote the collection of all those fermionic cochains
(νd, nd−1, u
g
d−1) as C
d[Gf , UT (1)].
4. Fermionic d-cocycle
With the above setup, now we are ready to de-
fine fermionic d-cocycle. The fermionic d-cocycles are
fermionic d-cochains [νd, nd−1, u
g
d−1] in C
d[Gf , UT (1)]
that satisfy some additional conditions.
First, we require nd−1(g1, .., gd) to be (d−1)-cocycles in
Zd−1(Gf ,Z2). Note that when d−1, we have n0(g1) = 0
or n0(g1) = 1 for any Gf . We also require νd(g0, .., gd) to
satisfy
ν1(g1, g2)ν
−1
1 (g0, g2)ν1(g0, g1) = 1, (C5)
ν2(g1, g2, g3)ν
−1
2 (g0, g2, g3)ν2(g0, g1, g3)ν
−1
2 (g0, g1, g2) = 1,
(C6)
(−)n2(g0,g1,g2)n2(g2,g3,g4)ν3(g1, g2, g3, g4)ν−13 (g0, g2, g3, g4)×
ν3(g0, g1, g3, g4)ν
−1
3 (g0, g1, g2, g4)ν3(g0, g1, g2, g3) = 1,
(C7)
(−)n3(g0,g1,g2,g3)n3(g0,g3,g4,g5)+n3(g1,g2,g3,g4)n3(g0,g1,g4,g5)+n3(g2,g3,g4,g5)n3(g0,g1,g2,g5)ν4(g1, g2, g3, g4, g5)×
ν−14 (g0, g2, g3, g4, g5)ν4(g0, g1, g3, g4, g5)ν
−1
4 (g0, g1, g2, g4, g5)ν4(g0, g1, g2, g3, g5)ν
−1
4 (g0, g1, g2, g3, g4) = 1. (C8)
We will denote the collections of all d-cocycles [νd(g0, ..., gd), u
g
d−1(g1, ..., gd)] that satisfy the above con-
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ditions as Z d[Gf , UT (1)].
5. An “linearized” representation of group
super-cohomology
Since the coefficient of the group super-cohomology
is always U(1), we can map the fermionic cochains
[νd, nd−1, u
g
d−1] into two real vectors and an integer vec-
tor (vd,nd−1,h
g
d−1), where the components of vd and
hgd−1 are in [0, 1) and the components of nd−1 are 0, 1.
Then, we can rewrite the cochain and the cocycle con-
ditions on [νd(g0, ..., gd), nd−1(g1, ..., gd), u
g
d−1(g1, ..., gd)]
as “linear equations” on (vd,nd−1,h
g
d−1). Those linear
equations can be solved numerically more easily.
To map νd(g0, ..., gd) into a real vector vd, we can in-
troduce the log of νd(g0, ..., gd):
vd(g0, g1, ..., gd) =
1
2pi i
log νd(g0, g1, ..., gd) mod 1, (C9)
So we define vd as a |Gb|d+1 dimensional vector, whose
components are given by
(vd)(g0,...,gd) = vd(g0, ..., gd). (C10)
Similarly, nd−1 is a |Gb|d dimensional integer vector
(nd−1)(g0,...,gd−1) = nd(g0, ..., gd−1), (C11)
and hgd−1 is a |Gb|d dimensional vector
(hgd−1)(g0,...,gd−1) = h
g
d−1(g0, ..., gd−1), (C12)
hgd−1(g0, ..., gd−1) =
1
2pi i
lnugd−1(g0, ..., gd−1) mod 1.
Now, the cochain conditions (ie the symmetry condi-
tion), eqn. (C3), eqn. (C1), and eqn. (C4), can be written
in a “linearized” form
s(g)Sgdvd = vd +Dd−1h
g
d−1 mod 1,
Sgd−1nd−1 = nd−1,
s(g)Sgd−1h
g1
d−1 = h
g1
d−1,
hg1g2d−1 = h
g1
d−1 + s(g1)h
g2
d−1 mod 1,
h
Pf
d−1 =
1
2
nd−1 mod 1,
g, g1, g2 ∈ Gf , (C13)
where Sgd is a |Gb|d+1 × |Gb|d+1 dimensional matrix,
whose elements are
(Sgd)(g0,...,gd),(g′0,...,g′d) (C14)
= δ(g′0,...,g′d),(gg0,...,ggd+1).
AlsoDd is a |Gb|d+2×|Gb|d+1 dimensional integer matrix,
whose elements are all 0 or ±1:
(Dd)(g0,...,gd+1),(g′0,...,g′d) (C15)
= (−)iδ(g′0,...,g′d),(g0,...,gˆi,...,gd+1),
where (g0, ..., gˆi, ..., gd+1) is the sequence obtained from
the sequence (g0, ..., gd+1) with the element gi removed.
The matrices Dd satisfy
Dd+1Dd = 0. (C16)
A triple (vd,nd−1,h
g
d−1) that satisfies eqn. (C13) corre-
sponds to a fermionic d-cochain in C d[Gf , UT (1)].
We can also rewrite the cocycle conditions eqn. (59) as
a “linear” equation:
Dd−1nd−1 = 0 mod 2,
Ddvd +
1
2
fd+1 = 0 mod 1. (C17)
Here fd is a |Gb|d+1 dimensional integer vector whose
components are given by
(fd)(g0,...,gd) = fd(g0, ..., gd) mod 2. (C18)
where fd(g0, ..., gd) is obtained from nd−2(g0, ..., gd−2)
according to the relation eqn. (57). A triple
(vd,nd−1,h
g
d−1) that satisfies eqn. (C13) and eqn. (C17)
corresponds to a fermionic d-cocycle in Z d[Gf , UT (1)].
6. Fermionic d-cohomology class
As discussed in section V, each (d+ 1)-cocycle will de-
fine a fermionic topological nonlinear σ model in d spa-
tial dimensions which is a fixed point of the RG flow.
Those (d + 1)-cocycles give rise to new fermionic SPT
phases. However, different (d+ 1)-cocycles may give rise
to the same fermionic SPT phase. Those (d+1)-cocycles
are said to be equivalent. To find (or guess) the equiva-
lence relation between cocycles, in this appendix, we will
discuss some natural choices of possible equivalence rela-
tions. A more physical discussion of this issue is given in
Appendix G 1.
First, we would like to show that (for d ≤ 4)
Ddfd = 0 mod 2, (C19)
where fd is determined from nd−1(g1, ..., gd) in
Zd−1(Gf ,Z2) (see eqn. (57)). For 1 ≤ d ≤ 3, the
above is trivially satisfied since the corresponding fd =
0. To show the above for d = 4, we note that
nd−2(g0, .., gd−2) (which give rise to fd) is a (d − 2)-
cocycle in Hd−2(Gb,Z2). Let us assume that a 2-
cocycle n2(g0, g1, g2) gives rise to f4. The expression,
f4(g0, g1, g2, g3, g4) = n2(g0, g1, g2)n2(g2, g3, g4) implies
that the 4-cochain f4(g0, g1, g2, g3, g4) is the cup prod-
uct of two 2-cocycles n2(g0, g1, g2) and n2(g0, g1, g2) in
Z2(Gf ,Z2). So f4(g0, g1, g2, g3, g4) is also a cocycle in
Z4(Gf ,Z2). Therefore D4f4 = 0 mod 2. We can also
show that D5f5 = 0 mod 2 by an explicit calculation
using Mathematica. Therefore, for d ≤ 5,
Dd[Dd−1vd−1 +
1
2
fd] = 0 mod 1. (C20)
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for any fermionic (d− 1)-cochains (vd−1,nd−1,hgd−1).
There is another important relation. Let us assume
that a d-cocycle nd(g0, g1, ..., gd) gives rise to fd+2, and
another d-cocycle n˜2(g0, g1, ..., gd) gives rise to f˜d+2 (as-
suming d ≤ 3). If nd(g0, g1, ..., gd) and n˜d(g0, g1, ..., gd)
are related by a coboundary in Bd(Gb,Z2)
nd(g0, g1, ..., gd) +
∑
i
m′d−1(g0, ..., gˆi, ..., gd)
= nd(g0, g1, ..., gd) + (δm
′
d−1)(g0, ..., gd)
= n˜d(g0, g1, ..., gd) mod 2, (C21)
then what is the relation between fd+2 and f˜d+2? In the
Appendix I, we will show that fd+2 and f˜d+2 also differ
by a coboundary Dd+1gd+1 in Bd+2(Gb,Z2):
f˜d+2 = fd+2 +Dd+1gd+1 mod 2, (C22)
where gd+1 is determined from nd and md−1 (see Ap-
pendix I).
Using the above two relations, we can define the first
equivalence relation between two fermionic d-cocycles.
Starting from a fermionic d-cocycle, (vd,nd−1,h
g
d−1), we
can use a fermionic (d−1)-cochain (vd−1,nd−2,hgd−2) to
transform the above d-cocycle to an equivalent d-cocycle
(v˜d, n˜d−1, h˜
g
d−1):
v˜d =vd − 1
2
gd +Dd−1vd−1,
n˜d−1 =nd−1 +Dd−2nd−2
h˜gd−1 =h
g
d−1 +Dd−2h
g
d−2, (C23)
where gd is determined from nd−1 and nd−2(see Ap-
pendix I Eq.(I6)).
First, we would like to show that if (vd,nd−1,h
g
d−1)
satisfies the cochain condition eqn. (C13), then
(v˜d, n˜d−1, h˜
g
d−1) obtained above also satisfies the same
cochain condition. Let us first consider the first equation
in eqn. (C13):
s(g)Sgd v˜d = s(g)S
g
dvd −
1
2
gd + s(g)S
g
dDd−1vd−1
=vd +Dd−1h
g
d−1 −
1
2
gd +Dd−1s(g)S
g
d−1vd−1 mod 1
=v˜d +Dd−1(h
g
d−1 +Dd−2h
g
d−2) mod 1,
=v˜d +Dd−1h˜
g
d−1 mod 1, (C24)
where we have used
Sgdgd = gd; S
g
dfd = fd, (C25)
and the relation
SgdDd−1 = Dd−1S
g
d−1. (C26)
It is easy to show that (v˜d, n˜d−1, h˜
g
d−1) also satisfies other
equations in eqn. (C13).
Now we like to show that if (vd,nd−1,h
g
d−1) satisfies
the cocycle condition eqn. (C17), then (v˜d, n˜d−1, h˜
g
d−1)
obtained above also satisfies the same cocycle condition:
Ddv˜d +
1
2
f˜d+1
= Ddvd − 1
2
Ddgd +
1
2
(fd+1 +Ddgd)
= 0 mod 1. (C27)
We can also define the second equivalence relation be-
tween two fermionic d-cocycles. Let h¯gd−1(g0, ..., gd−1) be
representations of Gb that satisfy
h¯gad−1(g0, g1, ..)+s(ga)h¯
gb
d−1(g0, g1, ..) = h¯
gagb
d−1 (g0, g1, ..),
s(g)h¯gad−1(gg0, ..., ggd−1) = h¯
ga
d−1(g0, ..., gd−1),
g, ga, gb ∈ Gb. (C28)
Then, starting from a fermionic d-cocycle,
(vd,nd−1,h
g
d−1), we can use such a h¯
g
d−1(g0, ..., gd−1) to
transform the above d-cocycle to an equivalent d-cocycle
(v˜d, n˜d−1, h˜
g
d−1):
v˜d(g0, g1, ..., gd) = vd(g0, g1, ..., gd) + s(g1)h¯
g1
d−1(g1, ..., gd)
+ s(g0)
d∑
i=1
(−)ih¯g0d−1(g0, .., gˆi, .., gd),
n˜d−1(g0, g1, ..., gd−1) = nd−1(g0, g1, ..., gd−1), (C29)
h˜gd−1(g0, .., gd−1) = h
g
d−1(g0, .., gd−1) + s(gg0)h¯
g
d−1(g0, .., gd−1).
The above can also be written in a more compact form:
v˜d = vd +Dd−1h¯d−1,
n˜d−1 = nd−1,
h˜gd−1 = h
g
d−1 + h¯
g
d−1, (C30)
where h¯d−1 and h¯
g
d−1 are the |Gb|d dimensional vectors:
(h¯d−1)(g0,...,gd−1) = s(g0)h
g0
d−1(g0, ..., gd−1),
(h¯gd−1)(g0,...,gd−1) = s(gg0)h
g
d−1(g0, ..., gd−1). (C31)
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Let us first show that (v˜d, n˜d−1, h˜
g
d−1) is a d-cochain:
s(g)v˜d(gg0, gg1, ..., ggd) = s(g)vd(gg0, gg1, ..., ggd)
+ s(g)s(gg1)h¯
gg1
d−1(gg1, .., ggd)
+ s(g)s(gg0)
d∑
i=1
(−)ih¯gg0d−1(gg0, .., ggˆi, .., ggd)
= vd(g0, g1, ..., gd) +
d∑
i=0
(−)ihgd−1(g0, .., gˆi, .., gd) (C32)
+ s(gg1)h¯
gg1
d−1(g1, .., gd) + s(gg0)
d∑
i=1
(−)ih¯gg0d−1(g0, .., gˆi, .., gd)
= vd(g0, g1, ..., gd) +
d∑
i=0
(−)ihgd−1(g0, .., gˆi, .., gd)
+ s(gg1)h¯
g
d−1(g1, .., gd) + s(gg0)
d∑
i=1
(−)ih¯gd−1(g0, .., gˆi, .., gd)
+ s(g1)h¯
g1
d−1(g1, .., gd) + s(g0)
d∑
i=1
(−)ih¯g0d−1(g0, .., gˆi, .., gd)
= v˜d(g0, g1, ..., gd) +
d∑
i=0
(−)ih˜gd−1(g0, .., gˆi, .., gd).
Second, since v˜d = vd + Dd−1h¯d−1, it also clear that
(v˜d, n˜d−1, h˜
g
d−1) is a d-cocycle.
The equivalence classes of fermionic d-cocycles ob-
tained from the above two kinds of equivalence rela-
tions, eqn. (C24) and eqn. (C29), form the group d-super-
cohomology H d[Gf , UT (1)].
We note that, when nd−1 = 0, the representations
of Gf , h
g
d−1, are also representations of Gb. So the
second equivalence relation implies that a d-cocycle
(vd,nd−1 = 0,h
g
d−1) is always equivalent to a simpler
d-cocycle (v˜d,nd−1 = 0,h
g
d−1 = 0). Such kinds of d-
cocycles are described by group cohomology and form
group cohomology class Hd[Gb, UT (1)].
We also note that, due to the requirement h
Pf
d−1 =
1
2nd−1 mod 1, for each fixed nd−1, all allowed choices of
hgd−1 belong to one class under the second equivalence
relation. So we just need to choose one allowed hgd−1 for
each nd−1.
Appendix D: The Abelian group structure of the
group super-cohomology classes
Similar to the standard group cohomology, the
elements of super-cohomology classes H d[Gf , UT (1)]
should form an Abelian group. This Abelian group struc-
ture has a very physical meaning. Let us consider two
SPT phases labeled by a, b. If we stack the phase-a and
the phase-b on top of each other, we still have a gapped
SPT phase which should be labeled by c. Such a stack-
ing operation a + b → c generates the Abelian group
structure of the group super-cohomology classes. So if
we our construction of the fermionic SPT phases is in
some sense complete, stacking the phase-a and the phase-
b in H d[Gf , UT (1)] will result in a SPT phase-c still in
H d[Gf , UT (1)]. In other words, H d[Gf , UT (1)] should
be an Abelian group.
The key step to showing H d[Gf , UT (1)] to be an
Abelian group is to show that all the valid graded struc-
tures labeled by the elements in BHd−1(Gb,Z2) form
an Abelian group. Since Hd−1(Gb,Z2) is an Abelian
group, we only need to show that for any two ele-
ments nd−1, n′d−1 ∈ BHd−1(Gb,Z2), their summation
n′′d−1 = nd−1 + n
′
d−1 ∈ BHd−1(Gb,Z2). In Appendix
J, we prove that f ′′d+1 − fd+1 − f ′d+1 is a coboundary
in Bd+1(Gb,Z2) (given by ad below), where fd is ob-
tained from nd, f
′
d is obtained from n
′
d, and f
′′
d is ob-
tained from n′′d , respectively. Therefore, if fd+1 and
f ′d+1 are (d + 1)-coboundaries in Bd+1[Gb, UT (1)], f ′′d+1
is also a (d+ 1)-coboundary in Bd+1[Gb, UT (1)]. On the
other hand, BHd−1(Gb,Z2) is a subset of Hd−1(Gb,Z2),
hence BHd−1(Gb,Z2) forms an (Abelian) subgroup of
Hd−1(Gb,Z2).
Using the above result, we can show that if
(νd, nd−1, u
g
d−1) and (ν
′
d, n
′
d−1, u
′g
d−1) are elements in
H d[Gf , UT (1)], then using an additive operation, we can
produce a (ν′′d , n
′′
d−1, u
′′g
d−1)
n′′d−1 = nd−1 + n
′
d−1
u′′gd−1 = u
g
d−1u
′g
d−1
ν′′d = νdν
′
d(−)ad (D1)
such that it is also an element in H d[Gf , UT (1)]. Here
the phase factor (−)ad is given by
a0 = a1 = a2 = 0, (D2)
a3 = n2(g0, g1, g2)n
′
2(g0, g2, g3) + n2(g1, g2, g3)n
′
2(g0, g1, g3)
a4 = n3(g0, g1, g2, g3)n
′
3(g0, g1, g3, g4)+
n′3(g0, g1, g2, g4)n3(g0, g2, g3, g4)+
n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g4)+
n3(g0, g1, g2, g3)n
′
3(g1, g2, g3, g4).
Appendix E: Calculate Hd(Gb,Z2) – the graded
structure
In this appendix, we will discuss several methods that
allow us to calculate the graded structure Hd(Gb,Z2) in
general.
1. Calculate Hd(Zn,Z2)
The cohomology group Hd(Zn,M) has a very simple
form. To describe the simple form in a more general
setting, let us define Tate cohomology groups Hˆd(G,M).
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For d to be 0 or −1, we have
Hˆ0(G,M) = MG/Img(NG,M),
Hˆ−1(G,M) = Ker(NG,M)/IGM. (E1)
Here MG, Img(NG,M), Ker(NG,M), and IGM are sub-
module of M . MG is the maximal submodule that is
invariant under the group action. Let us define a map
NG : M →M as
a→
∑
g∈G
g · a, a ∈M. (E2)
Img(NG,M) is the image of the map and Ker(NG,M) is
the kernel of the map. The submodule IGM is given by
IGM = {
∑
g∈G
ngg · a|
∑
g∈G
ng = 0, a ∈M} (E3)
In other words, IGM is generated by g · a − a, ∀ g ∈
G, a ∈M .
For d other than 0 and−1, the Tate cohomology groups
Hˆd(G,M) is given by
Hˆd(G,M) = Hd(G,M), for d > 0
Hˆd[G,M ] = H−d−1[G,M ], for d < −1. (E4)
For cyclic group Zn, its (Tate) group cohomology over
a generic Zn-module M is given by
74,75
Hˆd(Zn,M) =
{
Hˆ0(Zn,M) if d = 0 mod 2,
Hˆ−1(Zn,M) if d = 1 mod 2. (E5)
where
Hˆ0(Zn,M) = MZn/Img(NZn ,M),
Hˆ−1(Zn,M) = Ker(NZn ,M)/IZnM. (E6)
For example, when the group action is trivial, we have
MZn = M and IZnM = Z1. The map NZn becomes
NZn : a → na. For M = Z2, we have Img(NZn ,Z2) =
nZ2 and Ker(NZn ,Z2) = Z(n,2) (where (n,m) is the
greatest common divisor of n and m). So we have
Hd(Zn,Z2) =
{
Z2 if d = 0,
Z(n,2) if d > 0.
(E7)
What is the nontrivial cocycle in Hd[Z2,Z2]? In
Ref. 46, it is shown that a d-cocycle can be chosen to
satisfy
νd(g,g, g2, g3, ..., gd−2, gd−1, gd) = 1
νd(g0,g,g, g3, ..., gd−2, gd−1, gd) = 1
... ... ...
νd(g0, g1, g2, g3, ..., gd−2,g,g) = 1. (E8)
by adding a proper coboundary.
Let us denote the two elements in Z2 as {E, σ} with
σ2 = E. If we choose the cocycle νd(g0, g1, g2, ...) in
Hd(Z2,Z2) to satisfy the above condition, then only
νd(E, σ,E, ...) = νd(σ,E, σ, ...) can be non zero. Since
Hd(Z2,Z2) = Z2, So νd(E, σ,E, ...) = νd(σ,E, σ, ...) = 0
must correspond to the trivial class and νd(E, σ,E, ...) =
νd(σ,E, σ, ...) = 1 must correspond to the nontrivial class
in Hd(Z2,Z2).
2. Calculate Hd(G,Z2) from Hd(G,Z) using Ku¨nneth
formula for group cohomology
We can also calculate Hd(G,Z2) from Hd(G,Z) using
the Ku¨nneth formula for group cohomology. LetM (resp.
M ′) be an arbitrary G-module (resp. G′-module) over a
principal ideal domain R. We also assume that either M
or M ′ is R-free. Then we have a Ku¨nneth formula for
group cohomology76,77
Z1 →
d∏
p=0
Hp(G,M)⊗R Hd−p(G′,M ′)
→ Hd(G×G′,M ⊗RM ′)
→
d+1∏
p=0
TorR1 (Hp(G,M),Hd−p+1(G′,M ′))→ Z1
(E9)
If both M and M ′ are R-free, then the sequence splits
and we have
Hd(G×G′,M ⊗RM ′)
=
[ d∏
p=0
Hp(G,M)⊗R Hd−p(G′,M ′)
]
×
[ d+1∏
p=0
TorR1 (Hp(G,M),Hd−p+1(G′,M ′))
]
. (E10)
If R is a field K, we have
Hd(G×G′,M ⊗K M ′)
=
d∏
p=0
[
Hp(G,M)⊗K Hd−p(G′,M ′)
]
. (E11)
Let us choose R = Z, M = Z and M ′ = Z2. Note
that M = Z is a free module over R = Z but M ′ = Z2
is not a free module over R = Z. We also note that
M ⊗Z M ′ = Z ⊗Z Z2 = Z2. Let us choose G′ = Z1 the
trivial group with only identity. We have
Hd(Z1,Z2) =
{
Z2 if d = 0,
Z1 if d > 0.
(E12)
Thus we obtain
Z1 → Hd(G,Z)⊗Z Z2 → Hd(G,Z2)
→ TorZ1 (Hd+1(G,Z),Z2)→ Z1. (E13)
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The above can be calculated using the following simple
properties of the tensor product ⊗Z and TorZ1 functor:
Z⊗ZM = M ⊗Z Z = M,
Zn ⊗ZM = M ⊗Z Zn = M/nM,
Zm ⊗Z Zn = Z(m,n),
(A×B)⊗RM = (A⊗RM)× (B ⊗RM),
M ⊗R (A×B) = (M ⊗R A)× (M ⊗R B); (E14)
TorZ1 (Z,M) = Tor
Z
1 (M,Z) = Z1,
TorZ1 (Zn,M) = Tor
Z
1 (M,Zn) = M/nM,
TorZ1 (Zm,Zn) = Z(m,n),
TorR1 (A×B,M) = TorR1 (A,M)× TorR1 (B,M),
TorR1 (M,A×B) = TorR1 (M,A)× TorR1 (M,B). (E15)
Here (m,n) is the greatest common divisor of m and n.
Using
Hd(Zn,Z) =

Z if d = 0,
Zn if d = 0 mod 2,
Z1 if d = 1 mod 2,
(E16)
we find that for d = even
Z1 → Zn ⊗Z Z2 → Hd(Zn,Z2)→ TorZ1 (Z1,Z2)→ Z1,
or Z1 → Z(n,2) → Hd(Zn,Z2)→ Z1 → Z1; (E17)
and for d =odd
Z1 → Z1 ⊗Z Z2 → Hd(Zn,Z2)→ TorZ1 (Zn,Z2)→ Z1,
or Z1 → Z1 → Hd(Zn,Z2)→ Z(n,2) → Z1. (E18)
This allows us to obtain eqn. (E7) using a different ap-
proach.
Using
Hd[Zn o Z2,Z] ≤

Z, d = 0,
Z2 × Zn × Z
d−2
2
(2,n), d = 0 mod 4,
Z
d−1
2
(2,n), d = 1 mod 2,
Z2 × Z
d
2
(2,n), d = 2 mod 4,
(E19)
we can show that for d = 0 mod 4, d > 0,
Z1 → (Z2 × Zn × Z
d−2
2
(2,n))⊗Z Z2 → Hd[Zn o Z2,Z2]
→ TorZ1 (Z
d
2
(2,n),Z2)→ Z1, (E20)
or Z1 → Z2 × Z
d
2
(2,n) → Hd[Zn o Z2,Z2]→ Z
d
2
(2,n) → Z1;
for d = 1 mod 4, d > 0,
Z1 → Z
d−1
2
(2,n) ⊗Z Z2 → Hd[Zn o Z2,Z2]
→ TorZ1 (Z2 × Z
d+1
2
(2,n),Z2)→ Z1, (E21)
or Z1 → Z
d−1
2
(2,n) → Hd[Zn o Z2,Z2]→ Z2 × Z
d+1
2
(2,n) → Z1;
for d = 2 mod 4, d > 0,
Z1 → (Z2 × Z
d
2
(2,n))⊗Z Z2 → Hd[Zn o Z2,Z2]
→ TorZ1 (Z
d
2
(2,n),Z2)→ Z1, (E22)
or Z1 → Z2 × Z
d
2
(2,n) → Hd[Zn o Z2,Z2]→ Z
d
2
(2,n) → Z1;
for d = 3 mod 4, d > 0,
Z1 → Z
d−1
2
(2,n) ⊗Z Z2 → Hd[Zn o Z2,Z2]
→ TorZ1 (Z2 × Zn × Z
d−1
2
(2,n),Z2)→ Z1, (E23)
or Z1 → Z
d−1
2
(2,n) → Hd[Zn o Z2,Z2]→ Z2 × Z
d+1
2
(2,n) → Z1.
Combining the above results, we find that, for d > 0,
Hd[Zn o Z2,Z2] = Z2 × Zd(2,n). (E24)
Using
Hd[U(1),Z] =
{
Z if d = 0 mod 2,
Z1 if d = 1 mod 2,
(E25)
we find that for d = even
Z1 → Z⊗Z Z2 → Hd[U(1),Z2]→ TorZ1 (Z1,Z2)→ Z1,
or Z1 → Z2 → Hd[U(1),Z2]→ Z1 → Z1; (E26)
and for d =odd
Z1 → Z1 ⊗Z Z2 → Hd[U(1),Z2]→ TorZ1 (Z,Z2)→ Z1,
or Z1 → Z1 → Hd(U(1),Z2)→ Z1 → Z1. (E27)
This allows us to obtain
Hd[U(1),Z2] =
{
Z2 if d = 0 mod 2,
Z1 if d = 1 mod 2,
(E28)
Note that in Hd[U(1),Z] and Hd[U(1),Z2], the cocycles
νd : [U(1)]
d+1 → Z or νd : [U(1)]d+1 → Z2 are Borel
measurable functions.
Let us choose R = M = M ′ = Z2. Since R is a field
and Z2 ⊗Z2 Z2, we have
Hd(G×G′,Z2) =
d∏
p=0
[
Hp(G,Z2)⊗Z2 Hd−p(G′,Z2)
]
.
(E29)
Note that
Z2 ⊗Z2 Z2 = Z2, Z2 ⊗Z2 Z1 = Z1. (E30)
We find
Hd[Z2 × Z2,Z2] = Zd+12 . (E31)
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Appendix F: Calculate group super-cohomology
class
In this appendix we will demonstrate how to calcu-
late group super-cohomology classes, following the gen-
eral outline described in section VI. We will do so by per-
forming explicit calculations from some simple groups.
1. Calculate H d[Z1 × Zf2 , U(1)]
Here we choose Gb = Z1 (the trivial group) which cor-
responds to fermion systems with no symmetry. Since
Hd−1(Z1,Z2) = Z2 for d = 1 and Hd−1(Z1,Z2) =
Z1 = 0 for d > 1. We find that there are two 1D-
graded structures and only one trivial dD-graded struc-
ture for d > 1. For each dD-graded structure, we
can choose a ugd−1(g0, ..., gd−1) that u
Pf
d−1(g0, ..., gd−1) =
(−)nd−1(g0,...,gd−1).
For d > 1 and for the only trivial graded structure, the
equivalent classes of vd are described by Hd[Z1, U(1)] =
Z1. Therefore H d[Z1 × Zf2 , U(1)] = Z1 for d > 1.
For d = 1, H0(Z1,Z2) = Z2. The trivial graded struc-
ture is given by n(0)(E) = 0 and the other nontrivial
graded structure is given by n(1)(E) = 1. The corre-
sponding f
(a)
2 (g0, ..., gd) are given by f
(a)
2 = 0, a = 0, 1.
Thus for the each graded structure, the equivalent classes
of vd are described by H1[Z1, U(1)] = Z1. Therefore
H 1[Z1 × Zf2 , U(1)] = Z2. To summarize
H d[Z1 × Zf2 , U(1)] =
{
Z2, d = 1,
Z1, d > 1.
(F1)
H 1[Z1 × Zf2 , U(1)] = Z2 implies that there are two
possible fermionic SPT phases in dsp = 0 spatial dimen-
sion if there is no symmetry. One has an even number of
fermions and the other has an odd number of fermions.
H 2[Z1×Zf2 , U(1)] = Z1 implies that there is only one
trivial gapped fermionic SPT phases in dsp = 1 spatial
dimension if there is no symmetry. It is well known that
there are two gapped fermionic phases in dsp = 1 spatial
dimension if there is no symmetry, the trivial phase and
the phase with boundary Majorana zero mode.58 One
way to see this result is to use the Jordan-Wigner trans-
formation to map the 1D fermion system with no sym-
metry to an 1D boson system with Zf2 symmetry. 1D bo-
son system with Zf2 symmetry can have only two gapped
phases: the symmetry unbroken one (which corresponds
to the trivial fermionic phase) and the symmetry break-
ing one (which corresponds to the Majorana chain).44
Both gapped phases can be realized by non-interacting
fermions (see Table II). However, the nontrivial gapped
phase (the bosonic Zf2 symmetry breaking phase) has
nontrivial intrinsic topological orders. So the nontrivial
gapped phase is not a fermionic SPT phase. This is why
we only have one trivial fermionic SPT phase in 1D if
there is no symmetry.
H 3[Z1 × Zf2 , U(1)] = Z1 implies that there is only
one trivial gapped fermionic SPT phases in dsp = 2 spa-
tial dimension if there is no symmetry. It is well known
that even non-interacting fermions have infinite gapped
phases labeled by Z in dsp = 2 spatial dimensions if there
is no symmetry (see Table II). Those phases correspond
to integer quantum Hall states and/or p + ip, d + id
superconductors. Again, all those gapped phases have
nontrivial intrinsic topological orders. So we only have
one trivial fermionic SPT phase in dsp = 2 spatial dimen-
sions if there is no symmetry.
2. Calculate H d[Z2k+1 × Zf2 , U(1)]
Next we choose Gf = Z2k+1 × Zf2 . Again, since
Hd−1(Z2k+1,Z2) = Z2 for d = 1 and Hd−1(Z2k+1,Z2) =
Z1 for d > 1, there are two 1D-graded structures and
only one trivial dD-graded structure for d > 1. For each
dD-graded structure, we can choose a ugd−1(g0, ..., gd−1)
that satisfies ugd−1(g0, ..., gd−1) = 1 for g ∈ Gb and
u
Pf
d−1(g0, ..., gd−1) = (−)nd−1(g0,...,gd−1).
For d > 1 and for the only trivial graded struc-
ture, the equivalent classes of vd are described by
Hd[Z2k+1, U(1)] = Z1 for d=even and Hd[Z2k+1, U(1)] =
Z2k+1 for d=odd. Therefore H d[Z1×Zf2 , U(1)] = Z1 for
d=even and H d[Z1 × Zf2 , U(1)] = Z2k+1 for d=odd.
For d = 1, H0(Z2k+1,Z2) = Z2. The trivial graded
structure is given by n(0)(g0) = 0 and the other nontriv-
ial graded structure is given by n(1)(g0) = 1. The corre-
sponding f
(a)
2 (g0, ..., gd) are given by f
(a)
2 = 0, a = 0, 1.
Thus for the each graded structure, the equivalent classes
of vd are described by H1[Z2k+1, U(1)] = Z2k+1. There-
fore H 1[Z2k+1 × Zf2 , U(1)] = Z2 × Z2k+1 = Z4k+2. To
summarize
H d[Z2k+1 × Zf2 , U(1)] =

Z4k+2, d = 1,
Z1, d = even, d > 0,
Z2k+1, d = odd.
(F2)
H 1[Z2k+1 × Zf2 , U(1)] = Z4k+2 implies that there are
4k + 2 possible fermionic SPT phases in dsp = 0 spatial
dimension if there is a Z2k+1 symmetry. 2k + 1 of them
have even number of fermions and the other 2k + 1 of
them have odd number of fermions. The 2k+1 phases are
separated by the 2k+1 possible Z2k+1 quantum numbers.
H 2[Z2k+1 × Zf2 , U(1)] = Z1 implies that there is no
nontrivial gapped fermionic SPT phases in dsp = 1 spa-
tial dimension if there is a Z2k+1 symmetry. We can use
the Jordan-Wigner transformation to map 1D fermion
systems with Z2k+1 symmetry to 1D boson systems with
Z2k+1×Zf2 = Z4k+2 symmetry. Since H2[Z4k+2, U(1)] =
Z1, 1D boson systems have only two phases that do
not break the Z2k+1 symmetry: one does not break the
Zf2 symmetry and one breaks the Z
f
2 symmetry. The
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fermionic SPT phase has no intrinsic topological order
and corresponds to the bosonic phase that does not break
the Zf2 symmetry (and the Z2k+1 symmetry). Thus 1D
fermion systems with Z2k+1 symmetry indeed have only
one trivial fermionic SPT phase.
H 3[Z2k+1 × Zf2 , U(1)] = Z2k+1 implies that our con-
struction gives rise to 2k+1 gapped fermionic SPT phases
in dsp = 2 spatial dimension if there is a Z2k+1 symme-
try. The constructed 2k+1 gapped fermionic SPT phases
actually correspond to the 2k + 1 gapped bosonic SPT
phases with Z2k+1 symmetry [since H2(Z2k+1,Z2) = Z1
and there is no nontrivial graded structure].
3. Calculate H d[Z2 × Zf2 , U(1)]
Now, let us choose Gf = Z2 × Zf2 . Following the
first step in section VI, we find that Hd−1(Z2,Z2) =
Z2 and there are two graded structures in all dimen-
sions. For each dD-graded structure, we can choose a
ugd−1(g0, ..., gd−1) that satisfies u
g
d−1(g0, ..., gd−1) = 1 for
g ∈ Gb and uPfd−1(g0, ..., gd−1) = (−)nd−1(g0,...,gd−1).
Following the second step in section VI, we
note that the trivial graded structure is given by
nd−1(g0, ..., gd−1) = 0. The nontrivial graded structure
is given by
nd−1(e, o, e, ...) = nd−1(o, e, o, ...) = 1, others = 0,
(F3)
where e represents the identity element in Z2 and o rep-
resents the other element in Z2.
For d = 1, 2, Hd−1(Z2,Z2) = Z2. For each
graded structure nd−1(g0, ..., gd−1), the corresponding
fd+1(g0, ..., gd+1) = 0. Thus BHd−1(Z2,Z2) = Z2.
For d = 3, H2(Z2,Z2) = Z2. For the nontrivial 3D-
graded structure, n2(e, o, e) = n2(o, e, o) = 1 and others
n2 = 0, the corresponding f4 has a form
f4(e, o, e, o, e) = f4(o, e, o, e, o) = 1, others = 0. (F4)
One can show that (−)f4(g0,...,g4) is a cocycle in
Z4[Z2, U(1)]. Since H4[Z2, U(1)] = Z1, (−)f4(g0,...,g4)
is also a coboundary in B4[Z2, U(1)]. Therefore,
BH2(Z2,Z2) = Z2.
For d = 4, H3(Z2,Z2) = Z2. For the nontrivial 4D-
graded structure, n3(e, o, e, o) = n3(o, e, o, e) = 1 and
others n3 = 0, the corresponding f5 has a form
f5(e, o, e, o, e, o) = f5(o, e, o, e, o, e) = 1, others = 0.
(F5)
One can show that (−)f5(g0,...,g5) is a cocycle in
Z5[Z2, U(1)]. Since H5[Z2, U(1)] = Z2 and (−)f5(g0,...,g5)
corresponds to a nontrivial cocycle in H5[Z2, U(1)] = Z2,
we find that BH3(Z2,Z2) = Z1.
Following the third step in section VI, we can show
that the elements in H d[Z2 × Zf2 , U(1)] can be labeled
by Hd[Z2 × Zf2 , U(1)]×BHd−1(Z2,Z2).
Following the fourth step in section VI, we would like
to show that the above labeling is one-to-one. For d =
1, 2, 3, fd(g0, ..., gd) = 0. Thus the labeling is one-to-one.
For d = 4, a 3D-graded structure in BH2(Z2,Z2) gives
rise to a f4(g0, ..., g4). Since (−)f4(g0,...,g4) is a cocycle in
Z4[Z2, U(1)] and since H4[Z2, U(1)] = Z1, we find that
(−)f4(g0,...,g4) is also a coboundary in B4[Z2, U(1)] and
the labeling is one-to-one.
So, using
Hd[Zn, U(1)] =
{
Z1, d = 0 mod 2, d > 0,
Zn, d = 1 mod 2,
(F6)
we find that46
H d[Z2 × Zf2 , U(1)] =

Z22, d = 1,
Z2, d = 2,
Z4, d = 3,
Z1, d = 4.
(F7)
Here the Z4 group structure for 2 + 1D case comes from
the fact that two copies of a fermionic SPT phase gives
rise to the nontrival bosonic SPT phase, see Eq.(90) and
Eq.(91).
H 1[Z2 × Zf2 , U(1)] = Z22 implies that there are 4 pos-
sible fermionic SPT phases in dsp = 0 spatial dimension
if there is a Z2 symmetry. 2 of them have an even num-
ber of fermions and the other 2 of them have an odd
number of fermions. The 2 phases with an even number
of fermions are separated by the 2 possible Z2 quantum
numbers. The 2 phases with odd number of fermions are
also separated by the 2 possible Z2 quantum numbers.
H 2[Z2 × Zf2 , U(1)] = Z2 implies that there are two
gapped fermionic SPT phases in dsp = 1 spatial dimen-
sion if there is a Z2 symmetry. We can use the Jordan-
Wigner transformation to map 1D fermion systems with
Z2 symmetry to 1D boson systems with Z2 × Zf2 sym-
metry. Since H2[Z2 × Z2, U(1)] = Z2, 1D boson systems
have two phases that do not break the Z2 × Zf2 sym-
metry. 1D boson systems also have another phase that
does not break the Z2 symmetry: the phase that breaks
the Zf2 symmetry. The fermionic SPT phases have no
intrinsic topological order and correspond to the bosonic
phases that does not break the Zf2 symmetry (and the Z2
symmetry). Thus 1D fermion systems with Z2 symmetry
indeed have two fermionic SPT phases.
H 3[Z2×Zf2 , U(1)] = Z4 implies that our construction
gives rise to 4 gapped fermionic SPT phases in dsp = 2
spatial dimension if there is a Z2 symmetry.
4. Calculate H d[Z2k × Zf2 , U(1)]
Similarly, let us choose Gf = Z2k × Zf2 . Following the
first step in section VI, we find that Hd−1(Z2k,Z2) =
Z2 and there are two graded structures in all dimen-
sions. For each dD-graded structure, we can choose a
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ugd−1(g0, ..., gd−1) that satisfies u
g
d−1(g0, ..., gd−1) = 1 for
g ∈ Gb and uPfd−1(g0, ..., gd−1) = (−)nd−1(g0,...,gd−1).
Following the second step in section VI, we
note that the trivial graded structure is given by
nd−1(g0, ..., gd−1) = 0. The nontrivial graded structure
is given by
nd−1(e, o, e, ...) = nd−1(o, e, o, ...) = 1, others = 0,
(F8)
where e represents the even elements in Z2k and o repre-
sents the odd elements in Z2k.
For d = 1, 2, Hd−1(Z2k,Z2) = Z2. For each
graded structure nd−1(g0, ..., gd−1), the corresponding
fd+1(g0, ..., gd+1) = 0. Thus BHd−1(Z2k,Z2) = Z2.
For d = 3, H2(Z2k,Z2) = Z2. For the nontrivial 3D-
graded structure, n2(e, o, e) = n2(o, e, o) = 1 and others
n2 = 0, the corresponding f4 has a form
f4(e, o, e, o, e) = f4(o, e, o, e, o) = 1, others = 0. (F9)
One can show that (−)f4(g0,...,g4) is a cocycle in
Z4[Z2k, U(1)]. Since H4[Z2k, U(1)] = Z1, (−)f4(g0,...,g4)
is also a coboundary in B4[Z2k, U(1)]. Therefore,
BH2(Z2k,Z2) = Z2.
For d = 4, H3(Z2k,Z2) = Z2. For the nontrivial 4D-
graded structure, n3(e, o, e, o) = n3(o, e, o, e) = 1 and
others n3 = 0, the corresponding f5 has a form
f5(e, o, e, o, e, o) = f5(o, e, o, e, o, e) = 1, others = 0.
(F10)
One can show that (−)f5(g0,...,g5) is a cocycle in
Z5[Z2k, U(1)]. Since H5[Z2k, U(1)] = Z2k and
(−)f5(g0,...,g5) corresponds to a nontrivial cocycle in
H5[Z2k, U(1)] = Z2k, we find that BH3(Z2k,Z2) = Z1.
Following the third step in section VI, we can show
that the elements in H d[Z2k × Zf2 , U(1)] can be labeled
by Hd[Z2k, U(1)]×BHd−1(Z2k,Z2).
Following the fourth step in section VI, we would like
to show that the above labeling is one-to-one. For d =
1, 2, 3, fd(g0, ..., gd) = 0. Thus the labeling is one-to-one.
For d = 4, a 3D-graded structure in BH2(Z2k,Z2) gives
rise to a f4(g0, ..., g4). Since (−)f4(g0,...,g4) is a cocycle in
Z4[Z2k, U(1)] and since H4[Z2k, U(1)] = Z1, we find that
(−)f4(g0,...,g4) is also a coboundary in B4[Z2k, U(1)] and
the labeling is one-to-one.
So, using
Hd[Zn, U(1)] =
{
Z1, d = 0 mod 2, d > 0,
Zn, d = 1 mod 2,
(F11)
we find that46
H d[Z2k × Zf2 , U(1)] =

Z2k × Z2, d = 1,
Z2, d = 2,
Z4k, d = 3,
Z1, d = 4.
(F12)
Here the group structure Z4k could be derived from a
topological field theory approach.78 We note that it is
a central extension of Z2k(which classifies bosonic SPT
phases) over a Z2 graded structure.
H 1[Z2k × Zf2 , U(1)] = Z2k × Z2 implies that there
are 4k possible fermionic SPT phases in dsp = 0 spatial
dimension if there is a Z2k symmetry. 2k of them have an
even number of fermions and the other 2k of them have
an odd number of fermions. The 2k phases are separated
by the 2k possible Z2k quantum numbers.
H 2[Z2k × Zf2 , U(1)] = Z2 implies that there are two
gapped fermionic SPT phases in dsp = 1 spatial dimen-
sion if there is a Z2k symmetry. We can use the Jordan-
Wigner transformation to map 1D fermion systems with
Z2k symmetry to 1D boson systems with Z2k ×Zf2 sym-
metry. The fermionic SPT phases have no intrinsic topo-
logical order and correspond to the bosonic phases that
does not break the Zf2 symmetry (and the Z2k symme-
try). Since H2[Z2k × Z2, U(1)] = Z2, 1D boson systems
have two phases that do not break the Z2k ×Zf2 symme-
try. Thus 1D fermion systems with Z2k symmetry indeed
have two fermionic SPT phases.
H 3[Z2k × Zf2 , U(1)] = Z4k implies that our construc-
tion gives rise to 4k gapped fermionic SPT phases in
dsp = 2 spatial dimension if there is a Z2k symmetry.
5. Calculate H d[ZT2 × Zf2 , UT (1)]
Now, let us choose Gf = Z
T
2 × Zf2 . Since
Hd−1(ZT2 ,Z2) = Z2, there are two graded structures in
all dimensions. The trivial graded structure is given by
nd−1(g0, ..., gd−1) = 0. The nontrivial graded structure
is given by
nd−1(e, o, e, ...) = nd−1(o, e, o, ...) = 1, others = 0,
(F13)
where e is the identity element in ZT2 and o is the
nontrivial element in ZT2 . For each dD-graded struc-
ture, we can choose a ugd−1(g0, ..., gd−1) that satisfies
ugd−1(g0, ..., gd−1) = 1 for g ∈ Gb.
For d = 1, 2, Hd−1(ZT2 ,Z2) = Z2. For each
graded structure nd−1(g0, ..., gd−1), the corresponding
fd+1(g0, ..., gd+1) = 0, and the equivalent classes of vd
are described by Hd[ZT2 , UT (1)], Therefore H 1[ZT2 ×
Zf2 , UT (1)] = Z2 and H
2[ZT2 × Zf2 , UT (1)] = Z4.
For d = 3, H2(ZT2 ,Z2) = Z2. For the nontrivial 3D-
graded structure, n2(e, o, e) = n2(o, e, o) = 1 and others
n2 = 0, the corresponding f4 has a form
f4(e, o, e, o, e) = f4(o, e, o, e, o) = 1, others = 0.
(F14)
One can show that (−)f4(g0,...,g4) is a cocycle in
Z4[ZT2 , UT (1)]. Since H4[ZT2 , UT (1)] = Z2 and
(−)f4(g0,...,g4) is a nontrivial cocycle in H4[ZT2 , UT (1)], so
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for the nontrivial 3D-graded structure, eqn. (C17) for vd
has no solutions. For the trivial 3D-graded structure, the
equivalent classes of vd are described by H3[ZT2 , UT (1)].
Thus H 3[ZT2 × Zf2 , UT (1)] = Z1.
For d = 4, H3(ZT2 ,Z2) = Z2. For the nontrivial 4D-
graded structure, n3(e, o, e, o) = n3(o, e, o, e) = 1 and
others n3 = 0, the corresponding f5 has a form
f5(e, o, e, o, e, o) = f5(o, e, o, e, o, e) = 1, others = 0.
(F15)
One can show that (−)f5(g0,...,g5) is a cocycle in
Z5[ZT2 , UT (1)]. Since H5[ZT2 , UT (1)] = Z1, (−)f5(g0,...,g5)
is also a coboundary in B5[ZT2 , UT (1)]. So for the non-
trivial 4D-graded structure, the equivalent classes of vd
are labeled by H4[ZT2 , UT (1)] = Z2. On the other hand,
if (−)f4(g0,...,g4) is a nontrivial cocycle in B4[ZT2 , UT (1)],
then the labeling is not one-to-one. In fact, (−)f4(g0,...,g4)
is a nontrivial cocycle in B4[ZT2 , UT (1)] which implies
that the nontrivial bosonic SPT phase protected by
T 2 = 1 time reversal symmetry can be connected to a
trivial direct product state or an atomic insulator state
via interacting fermion systems. (We note that such a
”collapsing” can happen because local unitary transfor-
mations in interacting fermion systems have a much more
general meaning27.) ThusH 4[ZT2 ×Zf2 , UT (1)] = Z2. To
summarize
H d[ZT2 × Zf2 , UT (1)] =

Z2, d = 1,
Z4, d = 2,
Z1, d = 3,
Z2, d = 4.
(F16)
H 1[ZT2 × Zf2 , UT (1)] = Z2 implies that there are two
possible fermionic SPT phases in dsp = 0 spatial dimen-
sion if there is a ZT2 symmetry. One has even number of
fermions and the other one has odd number of fermions.
H 2[ZT2 × Zf2 , UT (1)] = Z4 implies that there are four
gapped fermionic SPT phases in dsp = 1 spatial dimen-
sion if there is a ZT2 symmetry. We can use the Jordan-
Wigner transformation to map 1D fermion systems with
ZT2 symmetry to 1D boson systems with Z
T
2 × Zf2 sym-
metry. Since H2[ZT2 × Z2, UT (1)] = Z2 × Z2, 1D bo-
son systems have four phases that do not break the
ZT2 × Zf2 symmetry. These four bosonic phases corre-
spond to the four gapped fermionic SPT phases described
by H 2[ZT2 × Zf2 , UT (1)] = Z4.
Note that the stacking operation of 1D systems and
the Jordan-Wigner transformation of the 1D systems
do not commute. The state obtained by stacking two
1D fermion systems then performing the Jordan-Wigner
transformation is different from the state obtained by
performing the Jordan-Wigner transformation on each
1D fermion systems then stacking the two resulting boson
systems. This is why, although H 2[ZT2 ×Zf2 , UT (1)] and
H2[ZT2 × Z2, UT (1)] classify the same four states, their
Abelian group structure is different. The Abelian group
multiplication operation in H 2[ZT2 × Zf2 , UT (1)] corre-
sponds to stacking 1D fermion systems, while the Abelian
group multiplication operation in H2[ZT2 × Z2, UT (1)]
corresponds to stacking 1D boson systems. Both types
of group multiplication operations give rise to Abelian
group structures, but they give rise to different Abelian
groups.
1D boson systems also have four phases that do break
the Zf2 symmetry: two do not break the time-reversal
T symmetry and two do not break the TPf symmetry.
The fermionic SPT phases have no intrinsic topological
order and correspond to the bosonic phases that do not
break the Zf2 symmetry (and the Z
T
2 symmetry). Thus
1D fermion systems with ZT2 symmetry indeed have only
four fermionic SPT phases.
H 3[ZT2 × Zf2 , UT (1)] = Z1 implies that our construc-
tion only gives rise to one trivial gapped fermionic SPT
phases in dsp = 2 spatial dimension if there is a Z
T
2 sym-
metry. H 4[ZT2 × Zf2 , UT (1)] = Z2 implies that our con-
struction gives rise to one nontrivial gapped fermionic
SPT phases in dsp = 3 spatial dimension if there is a Z
T
2
symmetry. We note that, using non-interacting fermions,
we cannot construct any nontrivial gapped phases with
ZT2 symmetry (the T
2 = 1 time-reversal symmetry).
Appendix G: Properties of the constructed SPT
states
1. Equivalence between ground state wave
functions
In Section VII, we have demonstrated how to construct
an ideal ground state wave function Φ({gi}, {nij...k}) in
d spatial dimension from a (d+ 1)-cocycle (νd+1, nd, u
g
d).
However, a natural question is as follows: How do we
know these wave functions describe the same fermionic
SPT phases or not? Here we will address this impor-
tant question based on the new mathematical structure
- group super-cohomology class invented in Appendix C.
a. A special equivalent relation
Let us choose arbitrary (νd, nd−1, u
g
d−1) in one lower di-
mension. Here (νd, nd−1, u
g
d−1) is not a d-cocycle. They
just satisfy the symmetry condition eqn. (55). In Ap-
pendix C, we have shown that (ν˜d+1, n˜d, u˜
g
d) obtained
from (νd+1, nd, u
g
d) through eqn. (C23) is also a (d + 1)-
cocycle. Here we will assume that nd−1 = 0 and u
g
d−1 =
1, and the resulting
ν˜d+1 = νd+1δνd, n˜d = nd, u˜
g
d = u
g
d, (G1)
is a (d+1)-cocycle. The new (d+1)-cocycle (ν˜d+1, n˜d, u˜
g
d)
gives rise to a new ideal wave function Φ′({gi}, {nij...k}).
Should we view the two wave functions Φ({gi}, {nij...k})
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and Φ′({gi}, {nij...k}) as wave functions for different SPT
phases?
From the definition of δνd (58), we can show that the
two wave functions Φ({gi}, {nijk}) and Φ′({gi}, {nijk})
are related through
Φ′({gi}, {nijk}) = Φ({gi}, {nijk})×∏
(ij...k)
(−)fd+1(g0,gi,gj ,...,gk)νsij...kd (gi, gj , ..., gk), (G2)
where
∏
(ij...k) is the product over all the d-simplexes that
form the d dimensional space [in our (2+1)D example,∏
(ij...k) is the product over all triangles]. Also sij...k =
±1 depending on the orientation of the d-simplex (ij...k).
Since ν
sij...k
d (gi, gj , ..., gk) is a pure U(1) phase that satis-
fies ν
sij...k
d (ggi, ggj , ..., ggk) = ν
sij...k
d (gi, gj , ..., gk), it rep-
resents a bosonic symmetric local unitary (LU) transfor-
mation. Therefore the new wave function Φ′ induced by
(νd 6= 0, nd−1 = 0, ugd−1 = 1) belongs to the same SPT
phase as the original wave function Φ.
Also since fd+1 for d < 3 is always zero. Therefore,
below 3 spatial dimensions, the new wave function Φ′ be-
longs to the same SPT phase as the original wave function
Φ.
In 3 spatial dimensions and above (d ≥ 3), if we choose
(νd = 0, nd−1 6= 0), the new induced wave function Φ′
will differ from the original wave function Φ by a phase
factor
∏
(ij...k)(−)fd+1(g0,gi,gj ,...,gk). (−)fd+1(g0,gi,gj ,...,gk)
represents a LU transformation, and the two wave func-
tions, Φ′ and Φ, have the same intrinsic topological order.
But since (−)fd+1(g0,ggi,ggj ,...,ggk) 6= (−)fd+1(g0,gi,gj ,...,gk),
(−)fd+1(g0,gi,gj ,...,gk) does not represent a bosonic sym-
metric LU transformation. So we do not know whether
Φ′ and Φ belong to the same fermionic SPT phase or not.
We would like to point out that in order for Φ′ and
Φ to belong to the same fermionic SPT phase, the two
wave functions can only differ by a fermionic symmet-
ric LU transformation (which is defined in Ref. 27).
The bosonic symmetric LU transformations are a sub-
set of fermionic symmetric LU transformations. So even
though (−)fd+1(g0,gi,gj ,...,gk) is not a bosonic symmet-
ric LU transformation, we do not know whether it is
a fermionic symmetric LU transformation or not. The
structure of group super-cohomology theory developed in
Appendix C shows that fd+1(g0, gi, gj , ..., gk) is a d+1-
cocycle with Z2 coefficient, suggesting the sign factor
(−)fd+1(g0,gi,gj ,...,gk) can be generated by fermionic sym-
metric LU transformation.
b. Generic equivalent relations
In the above, we discussed a special case of
(ν˜d+1, n˜d, u˜
g
d) where n˜d and u˜
g
d are the same as nd and u
g
d.
However, the equivalent class of group super-cohomology
has a more complicated structure. In Appendix C, we
have shown that (ν˜d+1, n˜d, u˜
g
d) obtained from:
ν˜d+1 = νd+1(−)gd , n˜d = nd + δm′d−1, u˜gd = ugd, (G3)
(with gd(g0, · · · , gd) = (gd)(g0,··· ,gd) mod 2) also belongs
to the same equivalent class of group super-cohomology.
We note that here the graded structure nd changes into
n˜d. It would be much harder to understand why the
corresponding new wave function still describes the same
fermionic SPT phase. Let us consider the 2 + 1D wave
function on a sphere as a simple example. Since the
wave function derived from the fixed point amplitude
Eq. (43) is a fixed point wave function with zero cor-
relation length, it is enough to only consider a mini-
mal wave function with 4 sites on a sphere(labeled as
1, 2, 3, 4). Such a minimal wave functions will contain 4
triangles 123, 124, 134 and 234. From the definition of ν˜d,
we can show that the two wave functions Φ({gi}, {nijk})
and Φ˜({gi}, {n˜ijk}) are related through Φ˜({gi}, {n′ijk}) =
(−)g4(g1,g2,g3,g4)Φ({gi}, {nijk}). To see this explicitly, let
us construct the ground state wave function by adding
one more point 0 inside the sphere. In this way, the wave
function can be formally expressed as:
Ψ(g1, g2, g3, g4, θ234, θ124, θ¯134, θ¯123)
=(−)m1(g1,g3)
∫
V−3 (g0, g1, g2, g3)V+3 (g0, g1, g2, g4)
× V−3 (g0, g1, g3, g4)V+3 (g0, g2, g3, g4)
=(−)m1(g1,g3)V+3 (g1, g2, g3, g4)
=ν3(g1, g2, g3, g4)×
θ
n2(g2,g3,g4)
234 θ
n2(g1,g2,g4)
124 θ¯
n2(g2,g3,g4)
234 θ¯
n2(g1,g2,g3)
123 . (G4)
Again, the symbol
∫
is defined as integrating over the
internal Grassmann variables with respecting to the
weights m1 on the internal links(see Eq.(31)). Similarly,
the wave function corresponding to a different solution
(ν˜d+1, n˜d, u˜
g
d) takes a form:
Ψ˜(g1, g2, g3, g4, θ234, θ124, θ¯134, θ¯123)
=ν3(g1, g2, g3, g4)(−)g4(g1,g2,g3,g4)×
θ
n′2(g2,g3,g4)
234 θ
n′2(g1,g2,g4)
124 θ¯
n′2(g2,g3,g4)
234 θ¯
n′2(g1,g2,g3)
123 . (G5)
We note that g4(gg1, gg2, gg3, gg4) = g4(g1, g2, g3, g4)
implies the phase factor (−)g4(g1,g2,g3,g4) is a symmet-
ric LU transformation. However, we still do not know
whether the two wave functions with different patterns
of fermion number {n˜ijk} and {nijk} describe the same
fermionic SPT phase or not.
Indeed, we find that up to some symmetric phase fac-
tors, the state |Φ〉 and |Φ˜〉 can be related through a sym-
metric LU transformation |Φ˜〉 ∼ Uˆ ′|Φ〉, where
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Uˆ ′ =
∏
(0ij)
c
m′1(gi,gj)
(0ij) c¯
m′1(gi,gj)
(0ij)
∏
4
c
†m′1(gi,gj)
(0ij) c
†m′1(gj ,gk)
(0jk) c¯
†m′1(gi,gk)
(0ik)
(
c†(ijk)
)n˜2(gi,gj ,gk)−n2(gi,gj ,gk)×
∏
5
(
c†(ijk)
)n˜2(gi,gj ,gk)−n2(gi,gj ,gk)
c
†m′1(gi,gk)
(0ik) c¯
†m′1(gj ,gk)
(0jk) c¯
†m′1(gi,gj)
(0ij) , (G6)
with n˜2(gi, gj , gk) = n2(gi, gj , gk) + m
′
1(gi, gj) +
m′1(gj , gk) + m
′
1(gk, gi). We note that both n2 and
m′1 are invariant under symmetry transformation. Here(
c†(ijk)
)−1
is defined as
(
c†(ijk)
)−1
= c(ijk). ∼ means
equivalent up to some symmetric sign factors which will
arise when we reorder the fermion creation/annihilation
operators in Uˆ ′. We also note that Uˆ ′ is a generalized
LU transformation which only has non-zero action on
the subspace with fixed fermion occupation pattern n2.
The above discussions can be generalized into any di-
mension. Thus we have shown the wave function con-
structed from the above (ν˜d+1, n˜d, u˜
g
2) describes the same
fermionic SPT phase.
Finally, we can consider the more general case where
ugd also changes into u˜
g
d. It is very easy to see that such
changes in the wave function can be realized by symmet-
ric LU transformation since those ugd evolving g0 are all
canceled in the wave function.
In conclusion, we have shown that (νd+1, nd, u
g
d)
and (ν˜d+1, n˜d, u˜
g
d) belonging to the same group super-
cohomology class will give rise to fixed point wave func-
tions describing the same fermionic SPT phase.
2. Symmetry transformations and generic SPT
states
In Section VII B, we have constructed an ideal fermion
SPT state |Ψ〉 = Uˆ |Φ0〉 using the the fermionic LU trans-
formation Uˆ constructed from a cocycle (ν3, n2). In this
section, we are going to discuss how to construct a more
generic SPT state |Ψ′〉 that is in the same phase as the
ideal state |Ψ〉.
Clearly, |Ψ′〉 and |Ψ〉 have the same symmetry. So to
construct |Ψ′〉, we need to first discuss how symmetry
transformation changes under the fermionic LU transfor-
mation Uˆ .
The symmetry Gb that act on |Ψ〉 is represented by
the following (anti) unitary operators
Wˆ (g) =
∑
{gi}
∏
5
[ug2(gi, gj , gk)]
−1∏
4
ug2(gi, gj , gk)×∏
i
|gi〉〈ggi| K
1−s(g)
2 , (G7)
where Wˆi is the symmetry transformation acting on a
single site i, and K is the anti unitary operator
K iK−1 = − i , KcK−1 = c, Kc†K−1 = c†. (G8)
We find that
Wˆ 0(g) = Uˆ†Wˆ (g)Uˆ =
∑
{gi}
∏
i
|gi〉〈ggi|
∏
5
[ug2(gi, gj , gk)]
−1∏
4
ug2(gi, gj , gk)× (G9)∏
5
c
n2(gi,gj ,gk)
(ijk) c
n2(g0,gi,gk)
(0ik) c¯
n2(g0,gj ,gk)
(0jk) c¯
n2(g0,gi,gj)
(0ij)
∏
4
c
n2(g0,gi,gj)
(0ij) c
n2(g0,gj ,gk)
(0jk) c¯
n2(g0,gi,gk)
(0ik) c¯
n2(gi,gj ,gk)
(ijk) ×∏
4
ν3(g0, gi, gj , gk)
∏
5
ν−13 (g0, gi, gj , gk)
∏
(0ij)
c
†n2(g0,gi,gj)
(0ij) c¯
†n2(g0,gi,gj)
(0ij) ×∏
(0ij)
c
n2(g0,ggi,ggj)
(0ij) c¯
n2(g0,ggi,ggj)
(0ij)
∏
4
[ν−13 (g0, ggi, ggj , ggk)]
s(g)
∏
5
[ν3(g0, ggi, ggj , ggk)]
s(g)K
1−s(g)
2 ×
∏
4
c
†n2(g0,ggi,ggj)
(0ij) c
†n2(g0,ggj ,ggk)
(0jk) c¯
†n2(g0,ggi,ggk)
(0ik) c¯
†n2(ggi,ggj ,ggk)
(ijk)
∏
5
c
†n2(ggi,ggj ,ggk)
(ijk) c
†n2(g0,ggi,ggk)
(0ik) c¯
†n2(g0,ggj ,ggk)
(0jk) c¯
†n2(g0,ggi,ggj)
(0ij)
Using the fact that Uˆ is independent of g0, we can change the g0 in the second half of the right-hand-side of the
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FIG. 21. (Color online) (a) We divide the system into two
halve along a line by doubling the sites on the line |gi〉 →
|gi〉⊗ |gi〉 and then cut between the pairs. (b) The interior of
each region is deformed into a simpler lattice without affecting
the spectrum of the entanglement density matrix.
above expression to gg0. Then we can use the symmetry
condition (55) on (ν3, n2, u
g
2) to show that the above is
reduced to
Wˆ 0(g) = Uˆ†Wˆ (g)Uˆ =
∑
{gi}
∏
i
|gi〉〈ggi|K
1−s(g)
2 . (G10)
in the subspace with no fermions. Note that Wˆ 0(g) acts
on |Φ0〉. If we choose a new no-fermion state |Ψ′0〉 that
is symmetric under the symmetry Gb: Wˆ
0(g)|Ψ′0〉 =
|Ψ′0〉, then the resulting |Ψ′〉 = Uˆ |Ψ′0〉 will be symmet-
ric under Wˆ (g): Wˆ (g)|Ψ′〉 = |Ψ′〉. Since Wˆ 0(g) =∏
i |gi〉〈ggi|K
1−s(g)
2 has a simple form, it is easy to con-
struct the deformed |Φ0〉 that has the same symmetry
under Wˆ 0(g) =
∏
i |gi〉〈ggi|. Then after the fermion LU
transformation Uˆ , we can obtain generic SPT states that
are in the same phase as |Ψ〉.
Here we would like to stress that, only on a system
without boundary, the total symmetry transformation
Wˆ is mapped into a simple on-site symmetry Wˆ 0 the
LU transformation Uˆ . For system with boundary, under
the LU transformation Uˆ , the total symmetry transfor-
mation Wˆ will be mapped into a complicated symmetry
transformation which does not have an on-site form on
the boundary.45
3. Entanglement density matrix
The non-trivialness of the SPT states is in their
symmetry-protected gapless boundary excitations. To
study the gapless boundary excitations, in this section,
we are going to study entanglement density matrix ρE
and its entanglement Hamiltonian HE : ρE = e
−HE ,
from the above constructed ground state wave functions
for SPT states. The entanglement Hamiltonian HE can
be viewed as the effective Hamiltonian for the gapless
boundary excitations.
To calculate the entanglement density matrix, we first
cut the system in to two halves along a horizontal line.
To do cutting, we first split each site on the cutting line
into two sites: |gi〉 → |gi〉 ⊗ |gi′〉 (see Fig. 21a). The
ground state lives in the subspace where gi = gi′ . We
then cut between the splitted sites.
Because the entanglement spectrum does not change
if we perform LU transformations within each half of the
system, we can use the LU transformations to deform the
lattice into a simpler one in Fig. 21b, where the sites are
labeled by 1, 2, .., L, 1′, 2′, .., L′, along the edge which
forms a ring, and the only two interior sites are labeled
by a and a′.
On the deformed lattice, the ground state wave func-
tion can be written as Uˆ |Φ0〉, where
|Φ0〉 = |φa〉〈φa| ⊗ |φa′〉〈φa′ | ⊗Li=1 |φi〉〈φi| ⊗L
′
i′=1′ |φi′〉〈φi′ |
(G11)
and
Uˆ =
∏
i′
ν−13 (g0, gi′+1, gi′ , ga′)
∏
i
ν3(g0, ga, gi+1, gi)
∏
i
c¯
n2(g0,gi+1,gi)
(0,i+1,i) c
n2(g0,gi′+1,gi′ )
(0,i′+1,i′)
∏
i
c¯
n2(g0,ga,gi)
(0ai) c
n2(g0,ga,gi)
(0ai) ×∏
i′
c¯
n2(g0,gi′ ,ga′ )
(0i′a′) c
n2(g0,gi′ ,ga′ )
(0i′a′)
∏
i
c
†n2(ga,gi+1,gi)
(a,i+1,i) c
†n2(g0,ga,gi)
(0ai) c¯
†n2(g0,gi+1,gi)
(0,i+1,i) c¯
†n2(g0,ga,gi+1)
(0,a,i+1) ×∏
i′
c
†n2(g0,gi′+1,gi′ )
(0,i′+1,i′) c
†n2(g0,gi′ ,ga′ )
(0i′a′) c¯
†n2(g0,gi′+1,ga′ )
(0,i′+1,a′) c¯
†n2(gi′+1,gi′ ,ga′ )
(i′+1,i′,a′) . (G12)
Now, let us rewrite Uˆ as Uˆ = UˆupUˆdown, where Uˆup acts on the upper half and Uˆdown acts on the lower half of the
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system:
Uˆ =
[
(−)f(g1′ ,...,gL′ )
∏
i′
ν−13 (g0, gi′+1, gi′ , ga′)
∏
i′
c
n2(g0,gi′+1′ ,gi′ )
(0,i′+1′,i′)
∏
i′
c¯
n2(g0,gi′ ,ga′ )
(0i′a′) c
n2(g0,gi′ ,ga′ )
(0i′a′) ×∏
i′
c
†n2(g0,gi′+1,gi′ )
(0,i′+1,i′) c
†n2(g0,gi′ ,ga′ )
(0i′a′) c¯
†n2(g0,gi′+1,ga′ )
(0,i′+1,a′) c¯
†n2(gi′+1,gi′ ,ga′ )
(i′+1,i′,a′)
]
×[∏
i
ν3(g0, ga, gi+1, gi)
∏
i
c¯
n2(g0,gi+1,gi)
(0,i+1,i)
∏
i
c¯
n2(g0,ga,gi)
(0ai) c
n2(g0,ga,gi)
(0ai) ×∏
i
c
†n2(ga,gi+1,gi)
(a,i+1,i) c
†n2(g0,ga,gi)
(0ai) c¯
†n2(g0,gi+1,gi)
(0,i+1,i) c¯
†n2(g0,ga,gi+1)
(0,a,i+1,)
]
,
where the pure sign factor (−)f(g1′ ,...,gL′ ) arises from rewriting ∏i c¯n2(g0,gi+1,gi)(0,i+1,i) cn2(g0,gi′+1,gi′ )(0,i′+1,i′) as∏
i′ c
n2(g0,gi′+1′ ,gi′ )
(0,i′+1′,i′)
∏
i c
n2(g0,gi+1,gi)
(0,i+1,i) , and we have used the fact that gi = gi′ in the ground state subspace.
Thus the express eqn. (G13) is valid only when Uˆ acts within the ground state subspace.
Now the entanglement density matrix ρE can be written as
ρE = TrupperUˆupUˆdown|Φ0〉〈Φ0|Uˆ†downUˆ†up = TrupperUˆdown|Φ0〉〈Φ0|Uˆ†down, (G13)
where Trupper is the trace over the degrees of freedom on the upper half of the system. Since gi = gi′ along the edge
in the ground state, ρE (as an operator) does not change gi along the edge (ie ρE is diagonal in the |gi〉 basis). So it
is sufficient to discuss ρE in the subspace of fixed |gi〉’s:
ρE(g1, ..) ∝
∑
ga,g′a
∏
i
ν3(g0, ga, gi+1, gi)ν
∗
3 (g0, g
′
a, gi+1, gi)
L∏
i=1
c¯
n2(g0,gi+1,gi)
(0,i+1,i)
∏
i
c¯
n2(g0,ga,gi)
(0ai) c
n2(g0,ga,gi)
(0ai) × (G14)∏
i
c
†n2(ga,gi+1,gi)
(a,i+1,i) c
†n2(g0,ga,gj)
(0aj) c¯
†n2(g0,gi+1,gi)
(0,i+1,i) c¯
†n2(g0,ga,gi+1)
(0,a,i+1) |ga〉〈g′a|×
∏
i
c¯
n2(g0,g
′
a,gi+1)
(0,a,i+1) c¯
n2(g0,gi+1,gi)
(0,i+1,i) c
n2(g0,g
′
a,gi)
(0ai) c
n2(g
′
a,gi+1,gi)
(a,i+1,i)
∏
i
c
†n2(g0,g′a,gi)
(0ai) c¯
†n2(g0,g′a,gi)
(0ai)
1∏
i=L
c¯
†n2(g0,gi+1,gi)
(0,i+1,i)
We see that ρE has a form
ρE =
∑
{gi}
ρE(g1, ..., gL)⊗ (⊗i|gi〉〈gi|) =
∑
{gi}
|{gi}edge, g0〉〈{gi}edge, g0| (G15)
|{gi}edge, g0〉 = |Gb|−1/2
∑
ga
∏
5
ν3(g0, ga, gi, gj)
L∏
i=1
c¯
n2(g0,gi+1,gi)
(0,i+1,i)
∏
i
c¯
n2(g0,ga,gi)
(0ai) c
n2(g0,ga,gi)
(0ai) ×∏
i
c
†n2(ga,gi+1,gi)
(a,i+1,i) c
†n2(g0,ga,gi)
(0ai) c¯
†n2(g0,gi+1,gi)
(0,i+1,i) c¯
†n2(g0,ga,gi+1)
(0,a,i+1) |ga〉 ⊗ (⊗i|gi〉) (G16)
This is a key result of this paper that allows us to understand gapless edge excitations. In fact |{gi}edge〉 is a basis of
the low energy subspace of the edge excitations. We see that the low energy edge excitations are described by gi on
the edge.
We can simplify the above expression (G16). First we note that
L∏
i=1
c¯
n2(g0,gi+1,gi)
(0,i+1,i)
∏
i
c¯
n2(g0,ga,gi)
(0ai) c
n2(g0,ga,gi)
(0ai) =
L∏
i=1
c¯
n2(g0,ga,gi)
(0ai) c
n2(g0,ga,gi)
(0ai) c¯
n2(g0,gi+1,gi)
(0,i+1,i)
= (−)n2(g0,ga,g1)+n2(g0,ga,g1)
∑L
i=1 n2(g0,gi+1,gi)
L∏
i=1
c
n2(g0,ga,gi)
(0ai) c¯
n2(g0,gi+1,gi)
(0,i+1,i) c¯
n2(g0,ga,gi+1)
(0,a,i+1) (G17)
We also note that
c
†n2(ga,gi+1,gi)
(a,i+1,i) c
†n2(g0,ga,gi)
(0ai) c¯
†n2(g0,gi+1,gi)
(0,i+1,i) c¯
†n2(g0,ga,gi+1)
(0,a,i+1) (G18)
= c¯
†n2(g0,ga,gi+1)
(0,a,i+1) c¯
†n2(g0,gi+1,gi)
(0,i+1,i) c
†n2(g0,ga,gi)
(0ai) c
†n2(ga,gi+1,gi)
(a,i+1,i) (−)[n2(ga,gi+1,gi)+n2(g0,ga,gi)+n2(g0,gi+1,gi)+n2(g0,ga,gi+1)]/2
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Therefore,
L∏
i=1
c¯
n2(g0,gi+1,gi)
(0,i+1,i)
∏
i
c¯
n2(g0,ga,gi)
(0ai) c
n2(g0,ga,gi)
(0ai)
∏
i
c
†n2(ga,gi+1,gi)
(a,i+1,i) c
†n2(g0,ga,gi)
(0ai) c¯
†n2(g0,gi+1,gi)
(0,i+1,i) c¯
†n2(g0,ga,gi+1)
(0,a,i+1)
= (−)n2(g0,ga,g1)+n2(g0,ga,g1)
∑L
i=1 n2(g0,gi+1,gi)
L∏
i=1
(−)
n2(g0,gi+1,gi)+n2(ga,gi+1,gi)
2 +n2(g0,ga,gi)c
†n2(ga,gi+1,gi)
(a,i+1,i) .
We find
|{gi}edge, g0〉 = |Gb|−1/2
∑
ga
∏
i
ν3(g0, ga, gi+1, gi)(−)n2(g0,ga,g1)[1+
∑L
i=1 n2(g0,gi+1,gi)]×
L∏
i=1
(−)
n2(g0,gi+1,gi)+n2(ga,gi+1,gi)
2 +n2(g0,ga,gi)c
†n2(ga,gi+1,gi)
(a,i+1,i) |ga〉 ⊗ (⊗i|gi〉) (G19)
We see that the total number of fermions in |{gi}edge, g0〉 is given by NF =
∑
i n2(ga, gi+1, gi). So the fermion number
is not fixed for fixed gi’s (due to the ga dependence), Since NF =
∑
i n2(g0, gi+1, gi) mod 2, the fermion number parity
is fixed for fixed gi’s.
To see how |{gi}edge, g0〉 depends on g0, let us use eqn. (G19) to calculate 〈{gi}edge, g′0|{gi}edge, g0〉:
〈{gi}edge, g′0|{gi}edge, g0〉 = |Gb|−1
∑
ga
(−)
∑L
i=1
n2(g
′
0,gi+1,gi)+n2(g0,gi+1,gi)
2 +n2(ga,gi+1,gi)+n2(g
′
0,ga,gi)+n2(g0,ga,gi)×
(−)[n2(g′0,ga,g1)+n2(g0,ga,g1)][1+
∑L
i=1 n2(g0,gi+1,gi)]
∏
i
ν−13 (g
′
0, ga, gi+1, gi)ν3(g0, ga, gi+1, gi)
= |Gb|−1(−)
∑L
i=1
n2(g
′
0,gi+1,gi)+n2(g0,gi+1,gi)
2
∑
ga
(−)
∑L
i=1 n2(ga,gi+1,gi)+n2(g0,g
′
0,gi)+n2(g0,g
′
0,ga)×
(−)[n2(g0,g′0,g1)+n2(g0,g′0,ga)][1+
∑L
i=1 n2(g0,gi+1,gi)]
∏
i
ν−13 (g
′
0, ga, gi+1, gi)ν3(g0, ga, gi+1, gi) (G20)
Using (−)
∑L
i=1 n2(g0,gi+1,gi) = (−)
∑L
i=1 n2(ga,gi+1,gi) and the cocycle condition
ν−13 (g
′
0, ga, gi+1, gi)ν3(g0, ga, gi+1, gi)
= ν3(g0, g
′
0, gi+1, gi)ν
−1
3 (g0, g
′
0, ga, gi)ν3(g0, g
′
0, ga, gi+1)(−)n2(g0,g
′
0,ga)n2(ga,gi+1,gi), (G21)
we can rewrite the above as
〈{gi}edge, g′0|{gi}edge, g0〉 = (−)
∑L
i=1
n2(g
′
0,gi+1,gi)+n2(g0,gi+1,gi)
2 (−)
∑L
i=1 n2(g0,gi+1,gi)+n2(g0,g
′
0,gi)×
(−)n2(g0,g′0,g1)[1+
∑L
i=1 n2(g0,gi+1,gi)]
∏
i
ν3(g0, g
′
0, gi+1, gi)|Gb|−1
∑
ga
(−)(L+1)n2(g0,g′0,ga) (G22)
We see that when L = odd, |{gi}edge, g0〉 and |{gi}edge, g′0〉 only differ by a phase
|{gi}edge, g0〉 = (−)
∑L
i=1
n2(g
′
0,gi+1,gi)−n2(g0,gi+1,gi)
2 +n2(g0,g
′
0,gi)×
(−)n2(g0,g′0,g1)[1+
∑L
i=1 n2(g0,gi+1,gi)]
∏
i
ν3(g0, g
′
0, gi+1, gi) |{gi}edge, g′0〉. (G23)
From the above results, and using the relation between the entanglement density matrix and gapless edge excitations,
we learn two things. 1) The low energy edge degrees of freedom are labeled by {g1, ..., gL} on the boundary, since
ρE(g1, ..., gL) has one and only one non-zero eigenvalue for each {g1, ..., gL}. 2) The low energy edge degrees of freedom
are entangled with the bulk degrees of freedom, since the states on the site-a (in the bulk) are different for different
{g1, ..., gL}.
Using the expression (G19), we calculate the low energy effective Hamiltonian Heff on the edge from a physical
Hamiltonian Hedge on the edge:
(Heff){g′i},{gi} = 〈{g′i}edge, g0|Hedge|{gi}edge, g0〉. (G24)
Heff has a short range interaction and satisfies certain symmetry conditions if Hedge are symmetric. In the following,
we are going to study how |{gi}edge, g0〉 transforms under the symmetry transformation.
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4. Symmetry transformation on edge states
Let us apply the symmetry operation Wˆ (g) (G7) to the edge state |{ggi}edge, g0〉
Wˆ (g)|{ggi}edge, g0〉 = |Gb|−1/2
∑
ga
∏
i
[ug2(ga, gi+1, gi)]
−1νs(g)3 (g0, gga, ggi+1, ggi)
L∏
i=1
c¯
n2(g0,ggi+1,ggi)
(0,i+1,i) × (G25)∏
i
c¯
n2(g0,gga,ggi)
(0ai) c
n2(g0,gga,ggi)
(0ai)
∏
i
c
†n2(gga,ggi+1,ggi)
(a,i+1,i) c
†n2(g0,gga,ggi)
(0ai) c¯
†n2(g0,ggi+1,ggi)
(0,i+1,i) c¯
†n2(g0,gga,ggi+1)
(0,a,i+1) |ga〉 ⊗ (⊗i|gi〉)
= |Gb|−1/2
∑
ga
∏
i
[ug2(g
−1g0, gi+1, gi)]−1ν3(g−1g0, ga, gi+1, gi)
L∏
i=1
c¯
n2(g
−1g0,gi+1,gi)
(0,i+1,i)
∏
i
c¯
n2(g
−1g0,ga,gi)
(0ai) c
n2(g
−1g0,ga,gi)
(0ai) ×∏
i
c
†n2(ga,gi+1,gi)
(a,i+1,i) c
†n2(g−1g0,ga,gi)
(0ai) c¯
†n2(g−1g0,gi+1,gi)
(0,i+1,i) c¯
†n2(g−1g0,ga,gi+1)
(0,a,i+1) |ga〉 ⊗ (⊗i|gi〉) ∝ |{gi}edge, g−1g0〉
When L = odd, |{gi}edge, g−1g0〉 ∝ |{gi}edge, g0〉 and we find
Wˆ (g)|{ggi}edge, g0〉 = w({gi}, g)|{gi}edge, g0〉, (G26)
w({gi}, g) = 〈{gi}edge, g0|{gi}edge, g
−1g0〉
∏L
i=1[u
g
2(g
−1g0, gi+1, gi)]−1
〈{gi}edge, g0|{gi}edge, g0〉
= (−)
∑L
i=1
n2(g
−1g0,gi+1,gi)−n2(g0,gi+1,gi)
2 +n2(g
−1g0,g0,gi)×
(−)n2(g−1g0,g0,g1)[L+
∑L
i=1 n2(g
−1g0,gi+1,gi)]
∏
i
ν3(g
−1g0, g0, gi+1, gi)
L∏
i=1
[ug2(g
−1g0, gi+1, gi)]−1
Note that we have rewritten (−)n2(g−1g0,g0,g1)[1+
∑L
i=1 n2(g
−1g0,gi+1,gi)] as (−)n2(g−1g0,g0,g1)[L+
∑L
i=1 n2(g
−1g0,gi+1,gi)] since
L is odd.
Although the above expression for the action of the edge effective symmetry is obtain for L = odd, we can show
that the expression actually forms a representation of Gf for both L = odd and L = even. Let us consider
Wˆ (g′)|{g′gi}edge, g0〉 =Wˆ (g−1g′)Wˆ (g)|{gg−1g′gi}edge, g0〉 = Wˆ (g−1g′)w({g−1g′gi}, g)|{g−1g′gi}edge, g0〉
=w({g−1g′gi}, g)w({gi}, g−1g′)|{gi}edge, g0〉 = w({gi}, g′)|{gi}edge, g0〉 (G27)
We see that in order for Wˆ (g) to form a representation, we require that w({g−1g′gi}, g)w({gi}, g−1g′) = w({gi}, g′).
So let us examine
w({g−1g′gi}, g)w({gi}, g−1g′) = (−)
∑L
i=1
n2(g
−1g0,g−1g′gi+1,g−1g′gi)−n2(g0,g−1g′gi+1,g−1g′gi)
2 +n2(g
−1g0,g0,g−1g′gi)×
(−)n2(g−1g0,g0,g−1g′g1)[L+
∑L
i=1 n2(g
−1g0,g−1g′gi+1,g−1g′gi)]
∏
i
ν3(g
−1g0, g0, g−1g′gi+1, g−1g′gi)×
[ L∏
i=1
[ug2(g
−1g0, g−1g′gi+1, g−1g′gi)]−1
]
(−)
∑L
i=1
n2(g
′−1gg0,gi+1,gi)−n2(g0,gi+1,gi)
2 +n2(g
′−1gg0,g0,gi)×
(−)n2(g′−1gg0,g0,g1)[L+
∑L
i=1 n2(g
′−1gg0,gi+1,gi)]
∏
i
ν3(g
′−1gg0, g0, gi+1, gi)
L∏
i=1
[ug
−1g′
2 (g
′−1gg0, gi+1, gi)]−1. (G28)
Using
ν3(g
−1g0, g0, g−1g′gi+1, g−1g′gi) = ν3(g′−1g0, g′−1gg0, gi+1, gi)× (G29)
ug
−1g′
2 (g
′−1gg0, gi+1, gi)[u
g−1g′
2 (g
′−1g0, gi+1, gi)]−1u
g−1g′
2 (g
′−1g0, g′−1gg0, gi)[u
g−1g′
2 (g
′−1g0, g′−1gg0, gi+1]−1)
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we can simplify the above as
w({g−1g′gi}, g)w({gi}, g−1g′) = (−)[n2(g0,g′g0,g′g1)+n2(g0,gg0,g′g0)][L+
∑L
i=1 n2(g0,gi+1,gi)]×
(−)
∑L
i=1
n2(g
′−1g0,gi+1,gi)−n2(g′−1gg0,gi+1,gi)
2 +n2(g
′−1g0,g′−1gg0,gi)(−)
∑L
i=1
n2(g
′−1gg0,gi+1,gi)−n2(g0,gi+1,gi)
2 +n2(g
′−1gg0,g0,gi)×∏
i
ν3(g
′−1g0, g′−1gg0, gi+1, gi)ν3(g′−1gg0, g0, gi+1, gi)
L∏
i=1
[ug
′
2 (g
′−1g0, gi+1, gi)]−1
=(−)[n2(g0,g′g0,g′g1)+n2(g0,gg0,g′g0)][L+
∑L
i=1 n2(g0,gi+1,gi)]×
(−)
∑L
i=1
n2(g
′−1g0,gi+1,gi)−n2(g0,gi+1,gi)
2 +n2(g
′−1g0,g0,gi)+n2(g′−1g0,g′−1gg0,g0)×∏
i
ν3(g
′−1g0, g′−1gg0, gi+1, gi)ν3(g′−1gg0, g0, gi+1, gi)
L∏
i=1
[ug
′
2 (g
′−1g0, gi+1, gi)]−1. (G30)
Using the cocycle condition
ν3(g
′−1gg0, g0, gi+1, gi)ν3(g′−1g0, g′−1gg0, gi+1, gi)
= ν3(g
′−1g0, g0, gi+1, gi)ν3(g′−1g0, g′−1gg0, g0, gi)ν−13 (g
′−1g0, g′−1gg0, g0, gi+1)(−)n2(g′−1g0,g′−1gg0,g0)n2(g0,gi+1,gi),
(G31)
we can rewrite the above as
w({g−1g′gi}, g)w({gi}, g−1g′) = (−)n2(g′−1g0,g0,g1)[L+
∑L
i=1 n2(g0,gi+1,gi)]×
(−)
∑L
i=1
n2(g
′−1g0,gi+1,gi)−n2(g0,gi+1,gi)
2 +n2(g
′−1g0,g0,gi)
∏
i
ν3(g
′−1g0, g0, gi+1, gi)
L∏
i=1
[ug
′
2 (g
′−1g0, gi+1, gi)]−1 (G32)
We see that we indeed have
w({g−1g′gi}, g)w({gi}, g−1g′) = w({gi}, g′). The
strange factor (−)n2(g−1g0,g0,g1)[L+
∑L
i=1 n2(g
−1g0,gi+1,gi)]
is important to make w({gi}, g) to be consistent with
Wˆ (g) being a representation of Gf .
So if Wˆ †(g)HedgeWˆ (g) = Hedge, then (Heff){g′i},{gi}
satisfies
(Heff){gg′i},{ggi} = 〈{gg′i}edge, g0|Hedge|{ggi}edge, g0〉.
= 〈{gg′i}edge, g0|Wˆ †(g)HedgeWˆ (g)|{ggi}edge, g0〉
= w∗({g′i}, g)w({gi}, g)〈{g′i}edge, g0|Hedge|{gi}edge, g0〉
= w∗({g′i}, g)(Heff){g′i},{gi}w({gi}, g). (G33)
In the operator form, the above can be rewritten as
W †eff(g)HeffWeff(g) = Heff
Weff(g)|{gi}edge, g0〉 = w∗({gi}, g)|{ggi}edge, g0〉. (G34)
We see that the symmetry transformation of Heff con-
tains additional phase factor w({gi}, g). In particular,
the phase factor cannot be written as an on-site form
w({gi}, g) =
∏
i f(gi, g). So the symmetry transforma-
tion on the effective edge degrees of freedom is not an
on-site symmetry transformation. The non-on-site sym-
metry of the edge state ensures the gaplessness of the
edge excitation if the symmetry is not broken.45 Note
that for bosonic case n2 = 0 and u
g
2 = 1. We have a
simple result
w({gi}, g) =
∏
i
ν3(g
−1g0, g0, gi+1, gi). (G35)
Let us write w({gi}, g) as
w({gi}, g) (G36)
=(−)n2(g−1g0,g0,g1)[L+
∑L
i=1 n2(g
−1g0,gi+1,gi)]
∏
i
wi,i+1,
where
wi,i+1 = i
n2(g
−1g0,gi+1,gi)−n2(g0,gi+1,gi)+2n2(g−1g0,g0,gi)×
ν3(g
−1g0, g0, gi+1, gi)[u
g
2(g
−1g0, gi, gi+1)]−1. (G37)
We see that for fermion cases, we cannot write the
phase factor w({gi}, g) as a product of local non-on-
site phase factors wi,i+1. The non-local phase factor
(−)n2(g−1g0,g0,g1)[L+
∑L
i=1 n2(g
−1g0,gi+1,gi)] seems must ap-
pear.
Each term in the edge effective Hamiltonian Heff =∑
iHeff(i) must satisfy
W †eff(g)Heff(i)Weff(g) = Heff(i), (G38)
where Heff(i) only acts on sites near site-i. Heff(i)
must also preserve the fermion number parity (−)NF =
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(−)
∑L
i=1 n2(g0,gi+1,gi). In other words Heff(i) commutes
with (−)
∑L
i=1 n2(g0,gi+1,gi). So if Heff(i) is far away from
the site-1, then Heff(i) commutes with the non-local
phase factor (−)n2(g−1g0,g0,g1)[L+
∑L
i=1 n2(g
−1g0,gi+1,gi)].
Thus Heff(i) is invariant under
W˜ †eff(g)Heff(i)W˜eff(g) = Heff, (G39)
where
W˜eff(g)|{gi}edge, g0〉 = w˜∗({gi}, g)|{ggi}edge, g0〉. (G40)
with
w˜({gi}, g) =
∏
i
wi,i+1.
Appendix H: Ideal Hamiltonian from path integral
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FIG. 22. (Color online) (a) The matrix elements of the Hamil-
tonian term Hi can be obtained from the fermionic path in-
tegral of the fixed-point action amplitude V3 on the complex
〈g1g2g3g4g5g6gig′i〉. The branching structure on the complex
is chosen to match that of the triangular lattice in Fig. 14. (b)
The action of Hi can be obtained by attaching the complex
in (a) to the triangular lattice in Fig. 14. The Grassmann
numbers on the six overlapping triangles are integrated out.
After constructing the fermionic SPT state |Ψ〉 in the
Section VII A, here we would like to construct a local
Hamiltonian
H = −
∑
i
Hi (H1)
that has the Gf symmetry, such that |Ψ〉 is the unique
ground state of the Hamiltonian.
We note that the path integral of the fixed-point action
amplitude not only gives rise to an ideal ground state
wave function (as discussed above), it also gives rise to
an ideal Hamiltonian. From the structure of the fixed-
point path integral, we find that Hi has a structure that
it acts on a seven-spin cluster labeled by i, 1 – 6 in blue
in Fig. 14, and on the six-fermion cluster on the six
triangles inside the hexagon 〈123456〉 in Fig. 14.
The matrix elements of Hi can be obtained by evaluat-
ing the fixed-point action amplitude V±3 on the complex
in Fig. 22a, since the action of Hi can be realized by
attaching the complex Fig. 22a to the triangular lattice
and then performing the fermionic path integral on the
new complex (see Fig. 22b). The evaluation of V±3 on
the complex give us
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(−)m1(g4,g′i)+m1(g′i,g1)(−)m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6)
∫ ∏
Σ
V3
=(−)m1(g4,g′i)+m1(g′i,g1)+m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6)
∫ ∏
j=1,2,6
dθ
n2(gi,g
′
i,gj)
(ii′j) dθ¯
n2(gi,g
′
i,gj)
(ii′j)
∏
j=3,4,5
dθ
n2(gj ,gi,g
′
i)
(jii′) dθ¯
n2(gj ,gi,g
′
i)
(jii′)
(−)m1(g4,gi)+m1(g5,g′i)+m1(gi,g6)+m1(g′i,g1)+m1(gi,g2)+m1(g3,g′i)(−)m1(gi,g′i)×
V+3 (g5, gi, g′i, g6)V+3 (g4, g5, gi, g′i)V−3 (g4, g3, gi, g′i)V−3 (g3, gi, g′i, g2)V−3 (gi, g′i, g2, g1)V+3 (gi, g′i, g6, g1)
=(−)m1(g4,g′i)+m1(g′i,g1)+m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6)
∫ ∏
j=1,2,6
dθ
n2(gi,g
′
i,gj)
(ii′j) dθ¯
n2(gi,g
′
i,gj)
(ii′j)
∏
j=3,4,5
dθ
n2(gj ,gi,g
′
i)
(jii′) dθ¯
n2(gj ,gi,g
′
i)
(jii′)
(−)m1(g4,gi)+m1(g5,g′i)+m1(gi,g6)+m1(g′i,g1)+m1(gi,g2)+m1(g3,g′i)(−)m1(gi,g′i)×
ν3(g5, gi, g
′
i, g6)θ
n2(gi,g
′
i,g6)
(ii′6) θ
n2(g5,gi,g6)
(5i6) θ¯
n2(g5,g
′
i,g6)
(5i′6) θ¯
n2(g5,gi,g
′
i)
(5ii′) ν3(g4, g5, gi, g
′
i)θ
n2(g5,gi,g
′
i)
(5ii′) θ
n2(g4,g5,g
′
i)
(45i′) θ¯
n2(g4,gi,g
′
i)
(4ii′) θ¯
n2(g4,g5,gi)
(45i)
ν−13 (g4, g3, gi, g
′
i)θ
n2(g4,g3,gi)
(43i) θ
n2(g4,gi,g
′
i)
(4ii′) θ¯
n2(g4,g3,g
′
i)
(43i′) θ¯
n2(g3,gi,g
′
i)
(3ii′) ν
−1
3 (g3, gi, g
′
i, g2)θ
n2(g3,gi,g
′
i)
(3ii′) θ
n2(g3,g
′
i,g2)
(3i′2) θ¯
n2(g3,gi,g2)
(3i2) θ¯
n2(gi,g
′
i,g2)
(ii′2)
ν−13 (gi, g
′
i, g2, g1)θ
n2(gi,g
′
i,g2)
(ii′2) θ
n2(gi,g2,g1)
(i21) θ¯
n2(gi,g
′
i,g1)
(ii′1) θ¯
n2(g
′
i,g2,g1)
(i′21) ν3(gi, g
′
i, g6, g1)θ
n2(g
′
i,g6,g1)
(i′61) θ
n2(gi,g
′
i,g1)
(ii′1) θ¯
n2(gi,g6,g1)
(i61) θ¯
n2(gi,g
′
i,g6)
(ii′6) .
(H2)
Just like the wave function, we have included an extra factor (−)m1(g4,g′i)+m1(g′i,g1)(−)m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6)
in the path integral. With this extra factor, multiplying eqn. (H2) to the wave function can then be
viewed as attaching the complex Fig. 22a to the triangular lattice (see Fig. 22b). Note that the factor
(−)m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6) plus the factor that we included in the wave function (−)m1(g4,gi)+m1(gi,g1)
give us a factor (−)m1(g4,gi)+m1(gi,g1)+m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6) on all the six interior edges {i, 1}, {i, 2},...,
{i, 6}. This factor is needed in the path integral on the complex in Fig. 22b obtained by attaching the complex
in Fig. 22a to the triangular lattice. Also note that the factor (−)m1(g4,g′i)+m1(g′i,g1) is what we need in the
new wave function after the action of attaching the complex Fig. 22a to the triangular lattice (see Fig. 22b).
By combining all the m1 factors on the right-hand-side of eqn. (H2), we find that all those m1 factors become
(−)n2(g3,gi,g′i)+n2(g4,gi,g′i)+n2(g5,gi,g′i). So we find
(−)m1(g4,g′i)+m1(g′i,g1)(−)m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6)
∫ ∏
Σ
V3 (H3)
= (−)n2(g3,gi,g′i)+n2(g4,gi,g′i)+n2(g5,gi,g′i)
∫ ∏
j=1,2,6
dθ
n2(gi,g
′
i,gj)
(ii′j) dθ¯
n2(gi,g
′
i,gj)
(ii′j)
∏
j=3,4,5
dθ
n2(gj ,gi,g
′
i)
(jii′) dθ¯
n2(gj ,gi,g
′
i)
(jii′) ×
(−)n2(g4,g5,gi)n2(g4,gi,g′i)+n2(g4,gi,g′i)n2(g4,g3,gi)+n2(g′i,g2,g1)n2(gi,g′i,g1)+n2(gi,g′i,g1)n2(g′i,g6,g1)
ν3(g5, gi, g
′
i, g6)θ
n2(gi,g
′
i,g6)
(ii′6) θ
n2(g5,gi,g6)
(5i6) θ¯
n2(g5,g
′
i,g6)
(5i′6) θ¯
n2(g5,gi,g
′
i)
(5ii′) ν3(g4, g5, gi, g
′
i)θ
n2(g5,gi,g
′
i)
(5ii′) θ
n2(g4,g5,g
′
i)
(45i′) θ¯
n2(g4,g5,gi)
(45i) θ¯
n2(g4,gi,g
′
i)
(4ii′)
ν−13 (g4, g3, gi, g
′
i)θ
n2(g4,gi,g
′
i)
(4ii′) θ
n2(g4,g3,gi)
(43i) θ¯
n2(g4,g3,g
′
i)
(43i′) θ¯
n2(g3,gi,g
′
i)
(3ii′) ν
−1
3 (g3, gi, g
′
i, g2)θ
n2(g3,gi,g
′
i)
(3ii′) θ
n2(g3,g
′
i,g2)
(3i′2) θ¯
n2(g3,gi,g2)
(3i2) θ¯
n2(gi,g
′
i,g2)
(ii′2)
ν−13 (gi, g
′
i, g2, g1)θ
n2(gi,g
′
i,g2)
(ii′2) θ
n2(gi,g2,g1)
(i21) θ¯
n2(g
′
i,g2,g1)
(i′21) θ¯
n2(gi,g
′
i,g1)
(ii′1) ν3(gi, g
′
i, g6, g1)θ
n2(gi,g
′
i,g1)
(ii′1) θ
n2(g
′
i,g6,g1)
(i′61) θ¯
n2(gi,g6,g1)
(i61) θ¯
n2(gi,g
′
i,g6)
(ii′6) .
In the above, we have also rearranged the order of the Grassmann numbers within some simplexes to bring, say,
θ¯
n2(g4,gi,g
′
i)
(4ii′) next to θ
n2(g4,gi,g
′
i)
(4ii′) . Now we can integrate out dθdθ¯’s and obtain
(−)m1(g4,g′i)+m1(g′i,g1)(−)m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6)
∫ ∏
Σ
V3 = (−)n2(gi,g′i,g6)× (H4)
(−)n2(g3,gi,g′i)+n2(g4,gi,g′i)+n2(g5,gi,g′i)+n2(g4,g5,gi)n2(g4,gi,g′i)+n2(g4,gi,g′i)n2(g4,g3,gi)+n2(g′i,g2,g1)n2(gi,g′i,g1)+n2(gi,g′i,g1)n2(g′i,g6,g1)
ν3(g5, gi, g
′
i, g6)θ
n2(g5,gi,g6)
(5i6) θ¯
n2(g5,g
′
i,g6)
(5i′6) ν3(g4, g5, gi, g
′
i)θ
n2(g4,g5,g
′
i)
(45i′) θ¯
n2(g4,g5,gi)
(45i) ν
−1
3 (g4, g3, gi, g
′
i)θ
n2(g4,g3,gi)
(43i) θ¯
n2(g4,g3,g
′
i)
(43i′)
ν−13 (g3, gi, g
′
i, g2)θ
n2(g3,g
′
i,g2)
(3i′2) θ¯
n2(g3,gi,g2)
(3i2) ν
−1
3 (gi, g
′
i, g2, g1)θ
n2(gi,g2,g1)
(i21) θ¯
n2(g
′
i,g2,g1)
(i′21) ν3(gi, g
′
i, g6, g1)θ
n2(g
′
i,g6,g1)
(i′61) θ¯
n2(gi,g6,g1)
(i61)
where the factor (−)n2(gi,g′i,g6) comes from bringing θ¯n2(gi,g′i,g6)(ii′6) in eqn. (H3) all the way from the back to the front.
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Let us rearrange the order of the Grassmann numbers to bring, say, θ¯
n2(g5,g
′
i,g6)
(5i′6) in front of θ
n2(g5,gi,g6)
(5i6) :
(−)m1(g4,g′i)+m1(g′i,g1)(−)m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6)
∫ ∏
Σ
V3
= (−)n2(gi,g′i,g6)+n2(g3,gi,g′i)+n2(g4,gi,g′i)+n2(g5,gi,g′i)× (H5)
(−)n2(g4,g5,gi)n2(g4,gi,g′i)+n2(g4,gi,g′i)n2(g4,g3,gi)+n2(g′i,g2,g1)n2(gi,g′i,g1)+n2(gi,g′i,g1)n2(g′i,g6,g1)×
ν3(g4, g5, gi, g
′
i)ν3(g5, gi, g
′
i, g6)ν3(gi, g
′
i, g6, g1)
ν3(gi, g′i, g2, g1)ν3(g3, gi, g
′
i, g2)ν3(g4, g3, gi, g
′
i)
(−)n2(g5,g′i,g6)n2(g5,gi,g6)+n2(g4,g3,g′i)n2(g4,g3,gi)+n2(g′i,g2,g1)n2(gi,g2,g1)×
θ¯
n2(g5,g
′
i,g6)
(5i′6) θ
n2(g5,gi,g6)
(5i6) θ
n2(g4,g5,g
′
i)
(45i′) θ¯
n2(g4,g5,gi)
(45i) θ¯
n2(g4,g3,g
′
i)
(43i′) θ
n2(g4,g3,gi)
(43i) ×
θ
n2(g3,g
′
i,g2)
(3i′2) θ¯
n2(g3,gi,g2)
(3i2) θ¯
n2(g
′
i,g2,g1)
(i′21) θ
n2(gi,g2,g1)
(i21) θ
n2(g
′
i,g6,g1)
(i′61) θ¯
n2(gi,g6,g1)
(i61)
Indeed, the above expression can be regarded as the fermion coherent state representation of the ideal Hamiltonian.
We can replace, for example, θ¯
n2(g5,g
′
i,g6)
(5i′6) θ
n2(g5,gi,g6)
(5i6) as:
Cˆ =
(
c†(5i6)
)n2(g5,g′i,g6)
c
n2(g5,gi,g6)
(5i6) − (1− n2(g5, g′i, g6)) (1− n2(g5, gi, g6)) c†(5i6)c(5i6), (H6)
We have
Cˆ = c(5i6)c
†
(5i6), for [n2(g5, g
′
i, g6), n2(g5, gi, g6)] = [0, 0], Cˆ = c(5i6), for [n2(g5, g
′
i, g6), n2(g5, gi, g6)] = [0, 1], (H7)
Cˆ = c†(5i6), for [n2(g5, g
′
i, g6), n2(g5, gi, g6)] = [1, 0], Cˆ = c
†
(5i6)c(5i6), for [n2(g5, g
′
i, g6), n2(g5, gi, g6)] = [1, 1].
We note that the fermion coherent state is defined as |θ(5i6)〉 = |0〉 − θ(5i6)c†(5i6)|0〉. It is easy to check
〈θ¯(5i′6)|
(
c†(5i6)
)n2(g5,g′i,g6)
c
n2(g5,gi,g6)
(5i6) − (1− n2(g5, g′i, g6)) (1− n2(g5, gi, g6)) c†(5i6)c(5i6)|θ(5i6)〉 = θ¯
n2(g5,g
′
i,g6)
(5i′6) θ
n2(g5,gi,g6)
(5i6)
(H8)
However, a sign factor (−)n2(g5,gi,g6) is required when the Hamiltonian acts on the coherent state since
dθ
n2(g5,gi,g6)
(5i6) dθ¯
n2(g5,gi,g6)
(5i6) should be reordered as dθ¯
n2(g5,gi,g6)
(5i6) dθ
n2(g5,gi,g6)
(5i6) . Similarly, for the face (45i), the fermion
coherent state is defined as |θ¯(45i)〉 = |0〉 − θ¯(45i)c†(45i)|0〉. In this case dθn2(g4,g5,gi)(45i) dθ¯n2(g4,g5,gi)(45i) is the correct ordering
and we don’t need to introduce the extra sign factor.
By applying the same discussions to other triangles, we find that 43i and i12 also contribute sign factors
(−)n2(g4,g3,gi) and (−)n2(gi,g2,g1). We also note that
(−)n2(gi,g′i,g6)+n2(g3,gi,g′i)+n2(g4,gi,g′i)+n2(g5,gi,g′i)(−)n2(g5,gi,g6)+n2(g4,g3,gi)+n2(gi,g2,g1)
= (−)n2(g4,g3,g′i)+n2(g5,g′i,g6)+n2(gi,g2,g1). (H9)
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and finally obtain
Hi =
∑
gi,g′i
|g′i, g1g2g3g4g5g6〉〈gi, g1g2g3g4g5g6|
ν3(g4, g5, gi, g
′
i)ν3(g5, gi, g
′
i, g6)ν3(gi, g
′
i, g6, g1)
ν3(gi, g′i, g2, g1)ν3(g3, gi, g
′
i, g2)ν3(g4, g3, gi, g
′
i)
× (H10)
(−)n2(g4,g5,gi)n2(g4,gi,g′i)+n2(g4,gi,g′i)n2(g4,g3,gi)+n2(g′i,g2,g1)n2(gi,g′i,g1)+n2(gi,g′i,g1)n2(g′i,g6,g1)×
(−)n2(g5,g′i,g6)n2(g5,gi,g6)+n2(g4,g3,g′i)n2(g4,g3,gi)+n2(g′i,g2,g1)n2(gi,g2,g1)(−)n2(g4,g3,g′i)+n2(g5,g′i,g6)+n2(gi,g2,g1)×[(
c†(5i6)
)n2(g5,g′i,g6)
c
n2(g5,gi,g6)
(5i6) − (1− n2(g5, g′i, g6)) (1− n2(g5, gi, g6)) c†(5i6)c(5i6)
]
×[(
c†(45i)
)n2(g4,g5,g′i)
c
n2(g4,g5,gi)
(45i) − (1− n2(g4, g5, g′i)) (1− n2(g4, g5, gi)) c†(45i)c(45i)
]
×[(
c†(43i)
)n2(g4,g3,g′i)
c
n2(g4,g3,gi)
(43i) − (1− n2(g4, g3, g′i)) (1− n2(g4, g3, gi)) c†(43i)c(43i)
]
×[(
c†(3i2)
)n2(g3,g′i,g2)
c
n2(g3,gi,g2)
(3i2) − (1− n2(g3, g′i, g2)) (1− n2(g3, gi, g2)) c†(3i2)c(3i2)
]
×[(
c†(i21)
)n2(g′i,g2,g1)
c
n2(gi,g2,g1)
(i21) − (1− n2(g′i, g2, g1)) (1− n2(gi, g2, g1)) c†(i21)c(i21)
]
×[(
c†(i61)
)n2(g′i,g6,g1)
c
n2(gi,g6,g1)
(i61) − (1− n2(g′i, g6, g1)) (1− n2(gi, g6, g1)) c†(i61)c(i61)
]
(H11)
We can rewrite Hi as
Hi =
∑
gi,g′i
|g′i, g1g2g3g4g5g6〉〈gi, g1g2g3g4g5g6|Ogi′gi56;g5g6O
gi′gi
45;g4g5
O
gi′gi
43;g4g3
O
gi′gi
32;g3g2
O
gi′gi
21;g2g1
O
gi′gi
61;g6g1
(H12)
where O
gi′gi
mn;gmgn are given by
O
gi′gi
21;g2g1
= ν−13 (gi, g
′
i, g2, g1)(−)n2(g
′
i,g2,g1)n2(gi,g
′
i,g1)+n2(g
′
i,g2,g1)n2(gi,g2,g1)+n2(gi,g2,g1)×[(
c†(i21)
)n2(g′i,g2,g1)
c
n2(gi,g2,g1)
(i21) − (1− n2(g′i, g2, g1)) (1− n2(gi, g2, g1)) c†(i21)c(i21)
]
(H13)
O
gi′gi
32;g3g2
= ν−13 (g3, gi, g
′
i, g2)
[(
c†(3i2)
)n2(g3,g′i,g2)
c
n2(g3,gi,g2)
(3i2) − (1− n2(g3, g′i, g2)) (1− n2(g3, gi, g2)) c†(3i2)c(3i2)
]
(H14)
O
gi′gi
43;g4g3
= ν−13 (g4, g3, gi, g
′
i)(−)+n2(g4,gi,g
′
i)n2(g4,g3,gi)+n2(g4,g3,g
′
i)n2(g4,g3,gi)+n2(g4,g3,g
′
i)×[(
c†(43i)
)n2(g4,g3,g′i)
c
n2(g4,g3,gi)
(43i) − (1− n2(g4, g3, g′i)) (1− n2(g4, g3, gi)) c†(43i)c(43i)
]
(H15)
O
gi′gi
45;g4g5
= ν3(g4, g5, gi, g
′
i)(−)n2(g4,g5,gi)n2(g4,gi,g
′
i)×[(
c†(45i)
)n2(g4,g5,g′i)
c
n2(g4,g5,gi)
(45i) − (1− n2(g4, g5, g′i)) (1− n2(g4, g5, gi)) c†(45i)c(45i)
]
(H16)
O
gi′gi
56;g5g6
= ν3(g5, gi, g
′
i, g6)(−)n2(g5,g
′
i,g6)n2(g5,gi,g6)+n2(g5,g
′
i,g6)×[(
c†(5i6)
)n2(g5,g′i,g6)
c
n2(g5,gi,g6)
(5i6) − (1− n2(g5, g′i, g6)) (1− n2(g5, gi, g6)) c†(5i6)c(5i6)
]
(H17)
O
gi′gi
61;g6g1
= ν3(gi, g
′
i, g6, g1)(−)+n2(gi,g
′
i,g1)n2(g
′
i,g6,g1)×[(
c†(i61)
)n2(g′i,g6,g1)
c
n2(gi,g6,g1)
(i61) − (1− n2(g′i, g6, g1)) (1− n2(gi, g6, g1)) c†(i61)c(i61)
]
(H18)
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The above expression for Hi is valid in the subspace where the fermion occupation number nijk on each triangle
(ijk) satisfies nijk = n2(gi, gj , gk). The ideal fermionic SPT state |Ψ〉 is also in this subspace. We can add a term
H(ijk) = U |gigjgk〉〈gigjgk|(c†(ijk)c(ijk) − n2(gi, gj , gk))2 (H19)
with a large positive U on each triangle to put the ground state in the subspace.
Next, we would like to show that Hi is hermitian. This property is very important and it makes the whole theory
to be unitary. In the above, we express the matrix element Hi;gi,g′i(g1g2g3g4g5g6) as:
(−)m1(g4,g′i)+m1(g′i,g1)+m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6)
∫ ∏
Σ
V3, (H20)
hence, its hermitian conjugate H∗i;g′i,gi(g1g2g3g4g5g6) reads:
(−)m1(g4,gi)+m1(gi,g1)+m1(g′i,g2)+m1(g3,g′i)+m1(g5,g′i)+m1(g′i,g6)
∫ ∏
j=1,2,6
dθ
n2(g
′
i,gi,gj)
(ii′j) dθ¯
n2(g
′
i,gi,gj)
(ii′j)
∏
j=3,4,5
dθ
n2(gj ,g
′
i,gi)
(jii′) dθ¯
n2(gj ,g
′
i,gi)
(jii′)
(−)m1(g4,g′i)+m1(g5,gi)+m1(g′i,g6)+m1(gi,g1)+m1(g′i,g2)+m1(g3,gi)(−)m1(g′i,gi)×
ν−13 (g5, g
′
i, gi, g6)θ
n2(g5,g
′
i,gi)
(5ii′) θ
n2(g5,gi,g6)
(5i′6) θ¯
n2(g5,g
′
i,g6)
(5i6) θ¯
n2(g
′
i,gi,g6)
(ii′6) ν
−1
3 (g4, g5, g
′
i, gi)θ
n2(g4,g5,g
′
i)
(45i) θ
n2(g4,g
′
i,gi)
(4ii′) θ¯
n2(g4,g5,gi)
(45i′) θ¯
n2(g5,g
′
i,gi)
(5ii′)
ν3(g4, g3, g
′
i, gi)θ
n2(g3,g
′
i,gi)
(3ii′) θ
n2(g4,g3,gi)
(43i′) θ¯
n2(g4,g
′
i,gi)
(4ii′) θ¯
n2(g4,g3,g
′
i)
(43i) ν3(g3, g
′
i, gi, g2)θ
n2(g
′
i,gi,g2)
(ii′2) θ
n2(g3,g
′
i,g2)
(3i2) θ¯
n2(g3,gi,g2)
(3i′2) θ¯
n2(g3,g
′
i,gi)
(3ii′)
ν3(g
′
i, gi, g2, g1)θ¯
n2(gi,g2,g1)
(i′21) θ¯
n2(g
′
i,gi,g1)
(ii′1) θ
n2(g
′
i,g2,g1)
(i21) θ
n2(g
′
i,gi,g2)
(ii′2) ν
−1
3 (g
′
i, gi, g6, g1)θ
n2(g
′
i,gi,g6)
(ii′6) θ
n2(g
′
i,g6,g1)
(i61) θ¯
n2(g
′
i,gi,g1)
(ii′1) θ¯
n2(gi,g6,g1)
(i′61) .
(H21)
Note ν∗ = ν−1(ν is a U(1) phase factor) and (θ1θ2θ¯3θ¯4)∗ = θ4θ3θ¯2θ¯1. However, we can not directly com-
pare the above expression with Hi;gi,g′i(g1g2g3g4g5g6), since its a function of new pairs of Grassmann variable
θ
n2(g5,g
′
i,g6)
(5i′6) θ¯
n2(g5,gi,g6)
(5i6) , θ¯
n2(g4,g5,g
′
i)
(45i′) θ
n2(g4,g5,gi)
(45i) , θ
n2(g4,g3,g
′
i)
(43i′) θ¯
n2(g4,g3,gi)
(43i) θ¯
n2(g3,g
′
i,g2)
(3i′2) θ
n2(g3,gi,g2)
(3i2) , θ
n2(g
′
i,g2,g1)
(i′21) θ¯
n2(gi,g2,g1)
(i21)
and θ¯
n2(g
′
i,g6,g1)
(i′61) θ
n2(gi,g6,g1)
(i61) . Such a difference is simply because the action of Hi maps, for example, θ¯(5i6) to θ¯(5i′6)
while the action of H†i maps θ¯(5i′6) back to θ¯(5i6). Thus, to see whether they are the same mapping in the Hilbert
space or not, we need to redefine θ¯(5i6)(θ(5i6)) as θ¯(5i′6)(θ(5i′6)) and θ¯(5i′6)(θ(5i′6)) as θ¯(5i6)(θ(5i6)). A simple way to do
so is just replacing i(i′) by i′(i) in the above expression:
(−)m1(g4,gi)+m1(gi,g1)+m1(g′i,g2)+m1(g3,g′i)+m1(g5,g′i)+m1(g′i,g6)
∫ ∏
j=1,2,6
dθ
n2(g
′
i,gi,gj)
(i′ij) dθ¯
n2(g
′
i,gi,gj)
(i′ij)
∏
j=3,4,5
dθ
n2(gj ,g
′
i,gi)
(ji′i) dθ¯
n2(gj ,g
′
i,gi)
(ji′i)
(−)m1(g4,g′i)+m1(g5,gi)+m1(g′i,g6)+m1(gi,g1)+m1(g′i,g2)+m1(g3,gi)(−)m1(g′i,gi)×
ν−13 (g5, g
′
i, gi, g6)θ
n2(g5,g
′
i,gi)
(5i′i) θ
n2(g5,gi,g6)
(5i6) θ¯
n2(g5,g
′
i,g6)
(5i′6) θ¯
n2(g
′
i,gi,g6)
(i′i6) ν
−1
3 (g4, g5, g
′
i, gi)θ
n2(g4,g5,g
′
i)
(45i′) θ
n2(g4,g
′
i,gi)
(4i′i) θ¯
n2(g4,g5,gi)
(45i) θ¯
n2(g5,g
′
i,gi)
(5i′i)
ν3(g4, g3, g
′
i, gi)θ
n2(g3,g
′
i,gi)
(3i′i) θ
n2(g4,g3,gi)
(43i) θ¯
n2(g4,g
′
i,gi)
(4i′i) θ¯
n2(g4,g3,g
′
i)
(43i′) ν3(g3, g
′
i, gi, g2)θ
n2(g
′
i,gi,g2)
(i′i2) θ
n2(g3,g
′
i,g2)
(3i′2) θ¯
n2(g3,gi,g2)
(3i2) θ¯
n2(g3,g
′
i,gi)
(3i′i)
ν3(g
′
i, gi, g2, g1)θ¯
n2(gi,g2,g1)
(i21) θ¯
n2(g
′
i,gi,g1)
(i′i1) θ
n2(g
′
i,g2,g1)
(i′21) θ
n2(g
′
i,gi,g2)
(i′i2) ν
−1
3 (g
′
i, gi, g6, g1)θ
n2(g
′
i,gi,g6)
(i′i6) θ
n2(g
′
i,g6,g1)
(i′61) θ¯
n2(g
′
i,gi,g1)
(i′i1) θ¯
n2(gi,g6,g1)
(i61)
= (−)m1(g4,gi)+m1(gi,g1)+m1(g′i,g2)+m1(g3,g′i)+m1(g5,g′i)+m1(g′i,g6)
∫ ∏
j=1,2,6
dθ
n2(g
′
i,gi,gj)
(i′ij) dθ¯
n2(g
′
i,gi,gj)
(i′ij)
∏
j=3,4,5
dθ
n2(gj ,g
′
i,gi)
(ji′i) dθ¯
n2(gj ,g
′
i,gi)
(ji′i)
(−)m1(g4,g′i)+m1(g5,gi)+m1(g′i,g6)+m1(gi,g1)+m1(g′i,g2)+m1(g3,gi)(−)m1(g′i,gi)×
V−3 (g5, g′i, gi, g6)V−3 (g4, g5, g′i, gi)V+3 (g4, g3, g′i, gi)V+3 (g3, g′i, gi, g2)V+3 (g′i, gi, g2, g1)V−3 (g′i, gi, g6, g1)
= (−)m1(g4,gi)+m1(gi,g1)+m1(g′i,g2)+m1(g3,g′i)+m1(g5,g′i)+m1(g′i,g6)
∫ ∏
Σ
V3. (H22)
We note that in the last line we evaluate the complex Fig.22a in a different way(by choosing opposite orientation for
the internal link). The topological invariance of V3 path integral implies the two different ways must give out the same
results. It is also not hard to see that the new sign factor (−)m1(g4,gi)+m1(gi,g1)+m1(g′i,g2)+m1(g3,g′i)+m1(g5,g′i)+m1(g′i,g6)
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is equivalent to (−)m1(g4,g′i)+m1(g′i,g1)+m1(gi,g2)+m1(g3,gi)+m1(g5,gi)+m1(gi,g6), since:
m1(g4, gi) +m1(gi, g1) +m1(g
′
i, g2) +m1(g3, g
′
i) +m1(g5, g
′
i) +m1(g
′
i, g6)+
m1(g4, g
′
i) +m1(g
′
i, g1) +m1(gi, g2) +m1(g3, gi) +m1(g5, gi) +m1(gi, g6)
=n2(g5, g
′
i, g6) + n2(g5, gi, g6) + n2(g4, g5, g
′
i) + n2(g4, g5, gi) + n2(g4, g3, g
′
i) + n2(g4, g3, gi)+
n2(g3, g
′
i, g2) + n2(g3, gi, g2) + n2(g
′
i, g2, g1) + n2(gi, g2, g1) + n2(g
′
i, g6, g1) + n2(gi, g6, g1)
=0 mod 2. (H23)
Thus, we have proved that the matrix el-
ement Hi;gi,g′i(g1g2g3g4g5g6) is the same as
H∗i;g′i,gi(g1g2g3g4g5g6), implying Hi is a hermitian
operator.
Finally, we note that the Hamiltonian only depends
on ν3 and n2. It does not depend on m1. So the Hamil-
tonian is symmetric under the Gf symmetry. By con-
struction, the ideal ground state wave function is an
eigenstate of Hi with eigenvalue 1. The topological in-
variance of V3 path integral implies that H2i = Hi and
HiHj = HjHi. Thus Hi is a hermitian projection oper-
ator, and the set {Hi} is a set of commuting projectors.
Therefore H = −∑iHi is an exactly solvable Hamilto-
nian which realizes the fermionic SPT state described by
(ν3, n2, u
g
2) ∈ Z 3[Gf , UT (1)].
Appendix I: The mapping nd → fd+2 induces a
mapping Hd(Gb,Z2)→ Hd+2(Gb,Z2)
We note that eqn. (57) defines a mapping from a
d-cochain nd ∈ Cd(Gb,Z2) to a (d + 2)-cochain fd ∈
Cd+2(Gb,Z2). We can show that, if nd is a cocycle
nd ∈ Zd(Gb,Z2), then the corresponding fd+2 is also
a cocycle fd ∈ Zd+2(Gb,Z2). Thus eqn. (57) defines a
mapping from a d-cocycle nd ∈ Zd(Gb,Z2) to a (d+ 2)-
cocycle fd ∈ Zd+2(Gb,Z2). In this appendix, we are
going to show that eqn. (57) actually defines a mapping
from d-cohomology classes to (d+2)-cohomology classes:
Hd(Gb,Z2) → Hd+2(Gb,Z2). This is because if nd and
n˜d differ by a coboundary, then the corresponding fd+2
and f˜d+2 also differ by a coboundary.
To show this, let us first assume d = 2. Since the
4-cochain f4(g0, g1, g2, g3, g4) in C4(Gb,Z2) is the cup
product to two 2-cocycles n2(g0, g1, g2) and n2(g0, g1, g2)
in Z2(Gb,Z2), so if we change the two cocycles by
a coboundary, the 4-cochain f4 will also change by a
coboundary. Thus there exists a vector g3 such that
f˜4 = f4 +D3g3 mod 2. (I1)
and eqn. (C22) is valid for d = 2.
To show eqn. (C22) to be valid for d = 3, we need
to show when n3(g0, g1, g2, g3) and n˜3(g0, g1, g2, g3) are
related by a coboundary in B3(Gb,Z2):
n˜3(g0, g1, g2, g3) = n3(g0, g1, g2, g3) +m
′
2(g1, g2, g3)
+m′2(g0, g2, g3) +m
′
2(g0, g1, g3) +m
′
2(g0, g1, g2) mod 2,
(I2)
the corresponding f5 and f˜5 are also related by a
coboundary in B5(Gb,Z2):
f5 = f˜5 +D4g4 mod 2. (I3)
Let us introduce
n′3(g0, g1, g2, g3) = m
′
2(g1, g2, g3) +m
′
2(g0, g2, g3)
+m′2(g0, g1, g3) +m
′
2(g0, g1, g2). (I4)
Then we can express f˜5 as f˜5 = f5 + f
I
5 + f
II
5 + f
III
5 ,
with:
f I5 (g0, g1, g2, g3, g4, g5)
=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5),
f II5 (g0, g1, g2, g3, g4, g5)
=n′3(g0, g1, g2, g3)n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g4)n3(g0, g1, g4, g5) + n
′
3(g2, g3, g4, g5)n3(g0, g1, g2, g5),
f III5 (g0, g1, g2, g3, g4, g5)
=n′3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n
′
3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5). (I5)
In the following, we would like to show g4 can be constructed as g4 = g
I
4 + g
II
4 + g
III
4 , with:
gI4(g0, g1, g2, g3, g4) = n3(g0, g1, g2, g3)m
′
2(g0, g3, g4) + n3(g1, g2, g3, g4)m
′
2(g0, g1, g4), (I6)
gII4 (g0, g1, g2, g3, g4) = n3(g0, g2, g3, g4)m
′
2(g0, g1, g2) + n3(g0, g1, g2, g4)m
′
2(g2, g3, g4) + n3(g0, g1, g3, g4)m
′
2(g1, g2, g3),
gIII4 (g0, g1, g2, g3, g4) = n
′
3(g0, g1, g2, g3)m
′
2(g0, g3, g4) + n
′
3(g1, g2, g3, g4)m
′
2(g0, g1, g4) +m
′
2(g0, g1, g2)m
′
2(g2, g3, g4).
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Let us prove the above statement in three steps:
First step: After plug-in, we find that f I5 −D4gI4 is given by
f I5 (g0, g1, g2, g3, g4, g5)− gI4(g0, g1, g2, g3, g4)− gI4(g0, g1, g2, g3, g5)− gI4(g0, g1, g2, g4, g5)
− gI4(g0, g1, g3, g4, g5)− gI4(g0, g2, g3, g4, g5)− gI4(g1, g2, g3, g4, g5)
= n3(g0, g1, g2, g3) [m
′
2(g0, g3, g4) +m
′
2(g0, g3, g5) +m
′
2(g0, g4, g5) +m
′
2(g3, g4, g5)]
+ n3(g1, g2, g3, g4) [m
′
2(g0, g1, g4) +m
′
2(g0, g1, g5) +m
′
2(g0, g4, g5) +m
′
2(g1, g4, g5)]
+ n3(g2, g3, g4, g5) [m
′
2(g0, g1, g2) +m
′
2(g0, g1, g5) +m
′
2(g0, g2, g5) +m
′
2(g1, g2, g5)]
− n3(g0, g1, g2, g3)m′2(g0, g3, g4)− n3(g1, g2, g3, g4)m′2(g0, g1, g4)− n3(g0, g1, g2, g3)m′2(g0, g3, g5)
− n3(g1, g2, g3, g5)m′2(g0, g1, g5)− n3(g0, g1, g2, g4)m′2(g0, g4, g5)− n3(g1, g2, g4, g5)m′2(g0, g1, g5)
− n3(g0, g1, g3, g4)m′2(g0, g4, g5)− n3(g1, g3, g4, g5)m′2(g0, g1, g5)− n3(g0, g2, g3, g4)m′2(g0, g4, g5)
− n3(g2, g3, g4, g5)m′2(g0, g2, g5)− n3(g1, g2, g3, g4)m′2(g1, g4, g5)− n3(g2, g3, g4, g5)m′2(g1, g2, g5)
We note that there are 5 terms containing m′2(g0, g4, g5) and 5 terms containing m
′
2(g0, g1, g5). Using the condition
that n3(g0, g1, g2, g3) is a 3 cocycle:
n3(g0, g1, g2, g3) + n3(g0, g1, g2, g3) + n3(g0, g1, g2, g3) + n3(g0, g1, g2, g3) + n3(g0, g1, g2, g3) = 0 mode 2, (I7)
we find that those terms cancel out. Also, there are two terms containing m′2(g0, g3, g4), two terms containing
m′2(g0, g4, g5), ..., etc. Those terms also cancel out under the mod 2 calculation. But the m
′
2(g0, g1, g2) term and the
m′2(g3, g4, g5) term appear only once. Thus we simplify the above to
f I5 (g0, g1, g2, g3, g4, g5)− gI4(g0, g1, g2, g3, g4)− gI4(g0, g1, g2, g3, g5)− gI4(g0, g1, g2, g4, g5)
− gI4(g0, g1, g3, g4, g5)− gI4(g0, g2, g3, g4, g5)− gI4(g1, g2, g3, g4, g5)
=n3(g0, g1, g2, g3)m
′
2(g3, g4, g5) + n3(g2, g3, g4, g5)m
′
2(g0, g1, g2) mod 2 (I8)
Second step: Similarly, we have
f II5 (g0, g1, g2, g3, g4, g5)− gII4 (g0, g1, g2, g3, g4)− gII4 (g0, g1, g2, g3, g5)− gII4 (g0, g1, g2, g4, g5)
− gII4 (g0, g1, g3, g4, g5)− gII4 (g0, g2, g3, g4, g5)− gII4 (g1, g2, g3, g4, g5)
=− n3(g0, g1, g2, g3)m′2(g3, g4, g5)− n3(g2, g3, g4, g5)m′2(g0, g1, g2) mod 2 (I9)
Third step: Finally, by using the results derived in the first step, we have
f III5 (g0, g1, g2, g3, g4, g5)− gIII4 (g0, g1, g2, g3, g4)− gIII4 (g0, g1, g2, g3, g5)− gIII4 (g0, g1, g2, g4, g5)
− gIII4 (g0, g1, g3, g4, g5)− gIII4 (g0, g2, g3, g4, g5)− gIII4 (g1, g2, g3, g4, g5)
=n′3(g0, g1, g2, g3)m
′
2(g3, g4, g5) + n
′
3(g2, g3, g4, g5)m
′
2(g0, g1, g2)
+m′2(g0, g1, g2)m
′
2(g2, g3, g4) +m
′
2(g0, g1, g2)m
′
2(g2, g3, g5) +m
′
2(g0, g1, g2)m
′
2(g2, g4, g5)
+m′2(g0, g1, g3)m
′
2(g3, g4, g5) +m
′
2(g0, g2, g3)m
′
2(g3, g4, g5) +m
′
2(g1, g2, g3)m
′
2(g3, g4, g5) mod 2
=0 mod 2 (I10)
Combining the results from the above three steps, we
can show:
D4g4 = f
I
5 + f
II
5 + f
III
5 mod 2 (I11)
Thus, we prove eqn. (C22) for d = 3.
We would like to mention that the induced mapping
Hd(Gb,Z2) → Hd+2(Gb,Z2) by the nd → fd+2 mapping
(57), appears to be the Steenrod square Sq2.72,73 This
realization will allow us to generalize eqn. (57) to higher
dimensions.
Appendix J: The mapping nd → fd+2 preserves
additivity
In this appendix, we will show that the opera-
tion eqn. (D1) defines an Abelian group structure in
H d[Gf , UT (1)]. The key step is to show that if nd maps
to fd+2, n
′
d maps to f
′
d+2, and n
′′
d = nd+n
′
d maps to f
′′
d+2,
then f ′′d+2−fd+2−f ′d+2 is a coboundary in Bd+1(Gb,Z2).
(It is also a coboundary in Bd+1(Gb, UT (1))).
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Let us first consider the case d = 2 and we have:
f4(g0, g1, g2, g3, g4) =n2(g0, g1, g2)n2(g2, g3, g4) (J1)
f ′4(g0, g1, g2, g3, g4) =n
′
2(g0, g1, g2)n
′
2(g2, g3, g4)
f ′′4 (g0, g1, g2, g3, g4) = [n2(g0, g1, g2) + n
′
2(g0, g1, g2)]
× [n2(g2, g3, g4) + n′2(g2, g3, g4)]
So
f ′′4 − f4 − f ′4 (J2)
= n2(g0, g1, g2)n
′
2(g2, g3, g4) + n
′
2(g0, g1, g2)n2(g2, g3, g4).
The above is indeed a coboundary:
n2(g0, g1, g2)n
′
2(g2, g3, g4) + n
′
2(g0, g1, g2)n2(g2, g3, g4)
= (da3)(g0, ..., g4), (J3)
a3(g0, ..., g3)
= n2(g0, g1, g2)n
′
2(g0, g2, g3) + n2(g1, g2, g3)n
′
2(g0, g1, g3),
where d is a mapping from (d + 1)-variable func-
tions fd(g0, ..., gd) to (d + 2)-variable functions
(dfd)(g0, ..., gd+1):
(dfd)(g0, ..., gd+1) ≡
d+1∑
i=0
(−)ifd(g0, .., gˆi, .., gd+1).
It is easy to check that:
n2(g0, g1, g2)n
′
2(g0, g2, g3) + n2(g1, g2, g3)n
′
2(g0, g1, g3)
+ n2(g0, g1, g2)n
′
2(g0, g2, g4) + n2(g1, g2, g4)n
′
2(g0, g1, g4)
+ n2(g0, g1, g3)n
′
2(g0, g3, g4) + n2(g1, g3, g4)n
′
2(g0, g1, g4)
+ n2(g0, g2, g3)n
′
2(g0, g3, g4) + n2(g2, g3, g4)n
′
2(g0, g2, g4)
+ n2(g1, g2, g3)n
′
2(g1, g3, g4) + n2(g2, g3, g4)n
′
2(g1, g2, g4)
=n2(g0, g1, g2) [n
′
2(g2, g3, g4) + n
′
2(g0, g3, g4)]
+ n2(g1, g2, g3)n
′
2(g0, g1, g3) + n2(g1, g2, g4)n
′
2(g0, g1, g4)
+ n2(g0, g1, g3)n
′
2(g0, g3, g4) + n2(g1, g3, g4)n
′
2(g0, g1, g4)
+ n2(g0, g2, g3)n
′
2(g0, g3, g4) + n2(g2, g3, g4)n
′
2(g0, g2, g4)
+ n2(g1, g2, g3)n
′
2(g1, g3, g4) + n2(g2, g3, g4)n
′
2(g1, g2, g4)
mod 2
=n2(g0, g1, g2)n
′
2(g2, g3, g4) + n2(g1, g2, g3)n
′
2(g0, g3, g4)
+ n2(g1, g2, g3)n
′
2(g0, g1, g3) + n2(g1, g2, g4)n
′
2(g0, g1, g4)
+ n2(g1, g3, g4)n
′
2(g0, g1, g4) + n2(g2, g3, g4)n
′
2(g0, g2, g4)
+ n2(g1, g2, g3)n
′
2(g1, g3, g4) + n2(g2, g3, g4)n
′
2(g1, g2, g4)
mod 2
=n2(g0, g1, g2)n
′
2(g2, g3, g4) + n2(g1, g2, g3)n
′
2(g0, g1, g4)
+ n2(g1, g3, g4)n
′
2(g0, g1, g4) + n2(g1, g2, g4)n
′
2(g0, g1, g4)
+ n2(g2, g3, g4)n
′
2(g0, g2, g4) + n2(g2, g3, g4)n
′
2(g1, g2, g4)
mod 2
=n2(g0, g1, g2)n
′
2(g2, g3, g4) + n2(g2, g3, g4)n
′
2(g0, g1, g4)
+ n2(g2, g3, g4)n
′
2(g0, g2, g4) + n2(g2, g3, g4)n
′
2(g1, g2, g4)
mod 2
=n2(g0, g1, g2)n
′
2(g2, g3, g4) + n2(g2, g3, g4)n
′
2(g0, g1, g2)
mod 2 (J4)
Here we make use of the fact that n2(g0, g1, g2) and
n2(g0, g1, g2)
′ satisfy the 2-cocycle condition:
n2(g0, g1, g2) + n2(g0, g1, g3) + n2(g0, g2, g3) + n2(g1, g2, g3)
= 0 mod 2
n2(g0, g1, g2)
′ + n2(g0, g1, g3)′ + n2(g0, g2, g3)′ + n2(g1, g2, g3)′
= 0 mod 2 (J5)
Thus, we have shown that f ′′4 − f4 − f ′4 is a coboundary.
Next we consider the case d = 3, we note that:
f5(g0, g1, g2, g3, g4, g5)
=n3(g0, g1, g2, g3)n3(g0, g3, g4, g5) + n3(g1, g2, g3, g4)n3(g0, g1, g4, g5) + n3(g2, g3, g4, g5)n3(g0, g1, g2, g5),
f ′5(g0, g1, g2, g3, g4, g5)
=n′3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n
′
3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5),
f ′′5 (g0, g1, g2, g3, g4, g5)
=[n3(g0, g1, g2, g3) + n
′
3(g0, g1, g2, g3)][n3(g0, g3, g4, g5) + n
′
3(g0, g3, g4, g5)]
+ [n3(g1, g2, g3, g4) + n
′
3(g1, g2, g3, g4)][n3(g0, g1, g4, g5) + n
′
3(g0, g1, g4, g5)]
+ [n3(g2, g3, g4, g5) + n
′
3(g2, g3, g4, g5)][n3(g0, g1, g2, g5) + n
′
3(g0, g1, g2, g5)]. (J6)
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So
,f ′′5 − f5 − f ′5 =
n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ n′3(g0, g1, g2, g3)n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g4)n3(g0, g1, g4, g5) + n
′
3(g2, g3, g4, g5)n3(g0, g1, g2, g5) (J7)
which is indeed a coboundary:
f ′′5 − f5 − f ′5 = da4,
a4(g0, ..., g4) = n3(g0, g1, g2, g3)n
′
3(g0, g1, g3, g4) + n
′
3(g0, g1, g2, g4)n3(g0, g2, g3, g4)+
n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g4) + n3(g0, g1, g2, g3)n
′
3(g1, g2, g3, g4) (J8)
First, it is easy to check that:
n3(g0, g1, g2, g3)n
′
3(g0, g1, g3, g4) + n3(g0, g1, g2, g3)n
′
3(g0, g1, g3, g5)
+ n3(g0, g1, g2, g4)n
′
3(g0, g1, g4, g5) + n3(g0, g1, g3, g4)n
′
3(g0, g1, g4, g5)
+ n3(g0, g2, g3, g4)n
′
3(g0, g2, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5)
+ n′3(g0, g1, g2, g4)n3(g0, g2, g3, g4) + n
′
3(g0, g1, g2, g5)n3(g0, g2, g3, g5)
+ n′3(g0, g1, g2, g5)n3(g0, g2, g4, g5) + n
′
3(g0, g1, g3, g5)n3(g0, g3, g4, g5)
+ n′3(g0, g2, g3, g5)n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g1, g3, g4, g5)
=n3(g0, g1, g2, g3)[n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g4, g5) + n
′
3(g1, g3, g4, g5)]
+ n3(g0, g1, g2, g4)n
′
3(g0, g1, g4, g5) + n3(g0, g1, g3, g4)n
′
3(g0, g1, g4, g5)
+ n3(g0, g2, g3, g4)n
′
3(g0, g2, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5)
+ n′3(g0, g1, g2, g4)n3(g0, g2, g3, g4) + n
′
3(g0, g1, g2, g5)n3(g0, g2, g3, g5)
+ n′3(g0, g1, g2, g5)n3(g0, g2, g4, g5) + n
′
3(g0, g1, g3, g5)n3(g0, g3, g4, g5)
+ n′3(g0, g2, g3, g5)n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g1, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)[n
′
3(g0, g3, g4, g5) + n
′
3(g1, g3, g4, g5)]
+ [n3(g0, g2, g3, g4) + n3(g1, g2, g3, g4)]n
′
3(g0, g1, g4, g5)
+ n3(g0, g2, g3, g4)n
′
3(g0, g2, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5)
+ n′3(g0, g1, g2, g4)n3(g0, g2, g3, g4) + n
′
3(g0, g1, g2, g5)n3(g0, g2, g3, g5)
+ n′3(g0, g1, g2, g5)n3(g0, g2, g4, g5) + n
′
3(g0, g1, g3, g5)n3(g0, g3, g4, g5)
+ n′3(g0, g2, g3, g5)n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g1, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)[n
′
3(g0, g3, g4, g5) + n
′
3(g1, g3, g4, g5)] + n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5)
+ n3(g0, g2, g3, g4)[n
′
3(g0, g1, g2, g5) + n
′
3(g1, g2, g4, g5)]
+ n′3(g0, g1, g2, g5)n3(g0, g2, g3, g5) + n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5)
+ n′3(g0, g1, g2, g5)n3(g0, g2, g4, g5) + n
′
3(g0, g1, g3, g5)n3(g0, g3, g4, g5)
+ n′3(g0, g2, g3, g5)n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g1, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)[n
′
3(g0, g3, g4, g5) + n
′
3(g1, g3, g4, g5)] + n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5)
+ [n3(g0, g3, g4, g5) + n3(g2, g3, g4, g5)]n
′
3(g0, g1, g2, g5) + n3(g0, g2, g3, g4)n
′
3(g1, g2, g4, g5)
+ n′3(g0, g1, g3, g5)n3(g0, g3, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5)
+ n′3(g0, g2, g3, g5)n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g1, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)[n
′
3(g0, g3, g4, g5) + n
′
3(g1, g3, g4, g5)] + n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5)
+ n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5) + n3(g0, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5)
+ [n′3(g0, g1, g2, g3) + n
′
3(g1, g2, g3, g5)]n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g1, g3, g4, g5) mod 2
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=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g2, g3)n
′
3(g1, g3, g4, g5)
+ n′3(g1, g2, g3, g5)n3(g1, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g0, g3, g4, g5) mod 2 (J9)
In the above calculation, we make use of the fact that n3(g0, g1, g2, g3) and n3(g0, g1, g2, g3)
′ satisfy the 4-cocycle
condition:
n3(g0, g1, g2, g3) + n3(g0, g1, g2, g4) + n3(g0, g1, g3, g4) + n3(g0, g2, g3, g4) + n3(g1, g2, g3, g4) = 0 mod 2
n3(g0, g1, g2, g3)
′ + n3(g0, g1, g2, g4)′ + n3(g0, g1, g3, g4)′ + n3(g0, g2, g3, g4)′ + n3(g1, g2, g3, g4)′ = 0 mod 2 (J10)
Next, by using the same trick, we can see that:
n3(g0, g1, g2, g3)n
′
3(g0, g1, g3, g4) + n3(g0, g1, g2, g3)n
′
3(g0, g1, g3, g5)
+ n3(g0, g1, g2, g4)n
′
3(g0, g1, g4, g5) + n3(g0, g1, g3, g4)n
′
3(g0, g1, g4, g5)
+ n3(g0, g2, g3, g4)n
′
3(g0, g2, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5)
+ n′3(g0, g1, g2, g4)n3(g0, g2, g3, g4) + n
′
3(g0, g1, g2, g5)n3(g0, g2, g3, g5)
+ n′3(g0, g1, g2, g5)n3(g0, g2, g4, g5) + n
′
3(g0, g1, g3, g5)n3(g0, g3, g4, g5)
+ n′3(g0, g2, g3, g5)n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g1, g3, g4, g5)
+ n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g4) + n3(g0, g1, g3, g5)n
′
3(g1, g2, g3, g5)
+ n3(g0, g1, g4, g5)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g3, g4, g5)
+ n3(g0, g2, g4, g5)n
′
3(g2, g3, g4, g5) + n3(g1, g2, g4, g5)n
′
3(g2, g3, g4, g5)
=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g2, g3)n
′
3(g1, g3, g4, g5)
+ n′3(g1, g2, g3, g5)n3(g1, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g0, g3, g4, g5)
+ n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g4) + n3(g0, g1, g3, g5)n
′
3(g1, g2, g3, g5)
+ n3(g0, g1, g4, g5)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g3, g4, g5)
+ n3(g0, g2, g4, g5)n
′
3(g2, g3, g4, g5) + n3(g1, g2, g4, g5)n
′
3(g2, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g2, g3)n
′
3(g1, g3, g4, g5)
+ n′3(g1, g2, g3, g5)[n3(g0, g1, g4, g5) + n3(g0, g1, g3, g4)] + n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g4)
+ n3(g0, g1, g4, g5)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g3, g4, g5)
+ n3(g0, g2, g4, g5)n
′
3(g2, g3, g4, g5) + n3(g1, g2, g4, g5)n
′
3(g2, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g2, g3)n
′
3(g1, g3, g4, g5)
+ n′3(g1, g2, g3, g5)[n3(g0, g1, g4, g5) + n3(g0, g1, g3, g4)] + n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g4)
+ n3(g0, g1, g4, g5)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g3, g4, g5)
+ n3(g0, g2, g4, g5)n
′
3(g2, g3, g4, g5) + n3(g1, g2, g4, g5)n
′
3(g2, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g2, g3, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g2, g3)n
′
3(g1, g3, g4, g5)
+ n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g5) + n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g4)
+ n3(g0, g1, g4, g5)n
′
3(g1, g2, g3, g4) + [n3(g0, g1, g2, g5) + n3(g0, g1, g2, g4)]n
′
3(g2, g3, g4, g5) mod 2
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=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g2, g3, g4)
+ n3(g0, g1, g2, g5)n
′
3(g2, g3, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ [n3(g0, g1, g2, g4) + n3(g0, g1, g2, g3) + n3(g0, g1, g3, g4)]n
′
3(g1, g2, g4, g5) + n3(g0, g1, g2, g3)n
′
3(g1, g3, g4, g5)
+ n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g5) + n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g4) + n3(g0, g1, g2, g4)n
′
3(g2, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g2, g3, g4)
+ n3(g0, g1, g2, g5)n
′
3(g2, g3, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ [n3(g0, g1, g2, g4) + n3(g0, g1, g2, g3)]n
′
3(g1, g2, g4, g5) + n3(g0, g1, g2, g3)n
′
3(g1, g3, g4, g5)
+ n3(g0, g1, g3, g4)[n
′
3(g1, g3, g4, g5) + n
′
3(g2, g3, g4, g5)] + n3(g0, g1, g2, g4)n
′
3(g2, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g2, g3, g4)
+ n3(g0, g1, g2, g5)n
′
3(g2, g3, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ n3(g0, g1, g2, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g2, g3)[n
′
3(g1, g2, g3, g4) + n
′
3(g1, g2, g3, g5) + n
′
3(g2, g3, g4, g5)]
+ n3(g0, g1, g3, g4)n
′
3(g1, g3, g4, g5) + [n3(g0, g1, g2, g3) + n3(g0, g2, g3, g4) + n3(g1, g2, g3, g4)]n
′
3(g2, g3, g4, g5) mod 2
=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g2, g3, g4)
+ n3(g0, g1, g2, g5)n
′
3(g2, g3, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5)
+ n3(g0, g1, g2, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g2, g3)[n
′
3(g1, g2, g3, g4) + n
′
3(g1, g2, g3, g5)]
+ n3(g0, g1, g3, g4)n
′
3(g1, g3, g4, g5) + [n3(g0, g2, g3, g4) + n3(g1, g2, g3, g4)]n
′
3(g2, g3, g4, g5) mod 2 (J11)
To this end, we can finally show that:
n3(g0, g1, g2, g3)n
′
3(g0, g1, g3, g4) + n3(g0, g1, g2, g3)n
′
3(g0, g1, g3, g5)
+ n3(g0, g1, g2, g4)n
′
3(g0, g1, g4, g5) + n3(g0, g1, g3, g4)n
′
3(g0, g1, g4, g5)
+ n3(g0, g2, g3, g4)n
′
3(g0, g2, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g1, g2, g4, g5)
+ n′3(g0, g1, g2, g4)n3(g0, g2, g3, g4) + n
′
3(g0, g1, g2, g5)n3(g0, g2, g3, g5)
+ n′3(g0, g1, g2, g5)n3(g0, g2, g4, g5) + n
′
3(g0, g1, g3, g5)n3(g0, g3, g4, g5)
+ n′3(g0, g2, g3, g5)n3(g0, g3, g4, g5) + n
′
3(g1, g2, g3, g5)n3(g1, g3, g4, g5)
+ n3(g0, g1, g3, g4)n
′
3(g1, g2, g3, g4) + n3(g0, g1, g3, g5)n
′
3(g1, g2, g3, g5)
+ n3(g0, g1, g4, g5)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g3, g4, g5)
+ n3(g0, g2, g4, g5)n
′
3(g2, g3, g4, g5) + n3(g1, g2, g4, g5)n
′
3(g2, g3, g4, g5)
+ n3(g0, g1, g2, g3)n
′
3(g1, g2, g3, g4) + n3(g0, g1, g2, g3)n
′
3(g1, g2, g3, g5)
+ n3(g0, g1, g2, g4)n
′
3(g1, g2, g4, g5) + n3(g0, g1, g3, g4)n
′
3(g1, g3, g4, g5)
+ n3(g0, g2, g3, g4)n
′
3(g2, g3, g4, g5) + n3(g1, g2, g3, g4)n
′
3(g2, g3, g4, g5)
=n3(g0, g1, g2, g3)n
′
3(g0, g3, g4, g5) + n
′
3(g0, g1, g2, g3)n3(g0, g3, g4, g5)
+ n3(g1, g2, g3, g4)n
′
3(g0, g1, g4, g5) + n3(g0, g1, g4, g5)n
′
3(g1, g2, g3, g4)
+ n3(g0, g1, g2, g5)n
′
3(g2, g3, g4, g5) + n3(g2, g3, g4, g5)n
′
3(g0, g1, g2, g5) mod 2 (J12)
Thus, f ′′5 − f5 − f ′5 = da4 is a coboundary. For general
d, we believe such a statement is still correct, however,
since only the cases with d = 2 and d = 3 are relevant to
physical reality, we are not going to prove it for general
d and leave it as an open mathematical problem. Once
we have f ′′d − fd − f ′d = dad, it is quite easy to show
eqn. (D1).
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