Abstract. We present an efficient landmark shooting algorithm for template matching and its applications. The novelties of the algorithm include the use of a constant matrix to update the search direction of the geodesic shooting, instead of the traditional methods of forwardbackward integration for updating the gradient or Newton's optimization, and the use of a non-smooth conic kernel for the particle system that accelerates the convergence of matching. In addition to the warping algorithm, we explore the potential of using the Hamiltonian metric for clustering analysis. We introduce a deformation decomposition method that decomposes the momentum field and the Hamiltonian metric into components, where the components carry essential features of the deformation at different scales. Our numerical experiments show that the decomposition method is advantageous for template matching, as well as classification analysis when used as feature vectors for downstream classifiers such as classical neural networks.
Introduction
Researches in template deformation have been prosperous in the last two decades. Starting from Grenander's deformable template models [18] , the study of Riemannian geometry of groups of diffeomorphisms and geodesics on manifolds have produced valuable theoretical results as well as actual algorithms in applications [3, 13, 24, 29, [38] [39] [40] 50] . Template matching, or template deformation, is a common tool used in shape analysis. The many applications of shape analysis include image registration, pattern recognition, biomedical image analysis, morphometry, database retrieval, surveillance, biometrics, military target recognition and general computer vision [12, 31, 42, 45, 47] .
The Euler-Poincaré (EP) equations, also called the Euler equations for diffeomorphisms, are of general interest as evolution equations on Riemannian manifolds endowed with Sobolev metrics [21, 35] . Template matching can be formulated as finding the shortest or least expensive path of continuous deformation of one geometric object (reference template) into another one (target template). In this context, the time-dependent deformation process is the so-called geodesic evolution, and the derivation of the geodesic evolution equations falls into the EulerPoincaré theory, which produces the EP equations [22, 24, 38] . It is worth pointing out that despite the links between the EP equations and template deformation are well established [3, 22, 29, 37, 38, 40] , the use of EP equations as numerical algorithms for template matching is only the beginning [36] , and has not been thoroughly investigated.
Mathematically the EP equations describe geodesic motion on the diffeomorphism group, and are equivalent to the Euler-Lagrangian equations arising from minimizing an energy function defined for the deformation paths. A practical application for template matching is computational anatomy (CA) [8, 38] . For medical images in CA, instead of intensity on a mesh grid (pixel), geometry features of the medical images can be discretized into a set of the socalled landmark points. Therefore a template matching problem, in terms of landmark points, becomes a landmark-matching problem. That is, given two collections of points X 1 , · · · , X N and Y 1 , · · · , Y N , the matching problem is to find a time-dependent diffeomorphic path φ(·) that costs the minimum energy, such that Y k = φ(X k ), for k = 1, · · · N [22, 40] . To link the landmark-matching process to the EP equations, we have shown that by casting the EP equations in the Lagrangian (or characteristics) form, i.e. following the characteristic variables, we can formulate EP equations as a finite-dimensional particle system of ordinary different equations (ODEs) [7] . This system of ODEs, referred to as the N -particle finite-dimensional dynamical system, or N -particle system, has two variables, the position variable, representing the positions of the particles, and the momentum variable, representing the momenta that drive the motion of the particles. Therefore for the full diffeomorphism group, a finite set of landmark points on the landmark space can be represented by the N -particles of the EP equations. The collections of the points {X 1 , · · · , X N } and {Y 1 , · · · , Y N } are the position variable of the N -particle system at two different times, respectively, and the landmark-matching problem is to find the initial momenta of the particles that drive the motion of the particles from one position {X 1 , · · · , X N } to another {Y 1 , · · · , Y N }. This idea of finding the proper initial momenta to match the evolution of landmark points of two different templates turns the usual initial value problem of the N -particle system into a conventional boundary value problem of template matching. Shooting methods, based on the principle of optimal control, were introduced in the literature for finding the initial momenta (velocities), including methods of using Newton's optimization [2, 8, 36] and methods of forward-backward integration for updating the gradient [27, 28, 49] . For the review of shape deformation analysis from the optimal control viewpoint, we refer the reader to [1] .
In this paper, instead of the traditional methods of forward-backward integration for updating the gradient, or Newton's optimization, we introduce an efficient method to update the search direction of the geodesic shooting algorithm. Furthermore, we show that the use of a non-smooth Green's function as the kernel of the N -particle system accelerates the convergence of the shooting algorithm. We also illustrate that when combining with classifiers such as a multi-layer neural network, the Hamiltonian calculated from the deformation between two templates can serve as good features for clustering and classifying landmark templates.
Problem setting
The formulation by Grenander et al. [13, 18, 20] models the variations between two shapes or image templates by the action of Lie groups (diffeomorphisms) on manifolds. Template matching adopting this approach essentially considers an optimization problem with constraint:
where
In this setting, I 0 and I 1 are the point-distributions of the two shapes in a manifold M , where I 0 is called the reference template and I 1 is called the target template.
1 0 E(t) is a functional introduced in the tangent bundle T M , usually defined as the energy required for carrying I 0 to I 1 along a certain trajectory in M [40] . The geodesic map φ(u; I 0 , t) takes the initial value u ∈ T I 0 M as input carrying I 0 to another point in M along the geodesic at time t with respect to E. For exact image matching, the kinetic energy at time t is defined by
where u defines the velocity field for the geodesic flow φ, L is an inertia operator of the form of L = (I − α 2 ∆) ν , where I is the identity matrix, ∆ is the Laplacian, α is constant depending on the resolution level, and ν > 0 is a constant depending on the metric used, i.e. the order of Sobolev norm. The norm in tangent space is introduced as:
where D is a compact subset, and
Note that due to the complexity of geometric structure of the infinite dimensional manifolds, they are usually treated as a generalization of the finite dimensional case [23, 39] . Traditionally, for image matching (intensity assigned to a mesh grid), or landmark matching (point distribution for the geometrical features of images), finding the minimum-energy deformation path is a boundary value problem, for which the image templates I 0 and I 1 are treated as two end points of a cylinder domain M × [0, 1]. Under this constraint, the optimization process updates the current curve (flow) with the two fixed end points I 0 and I 1 , by using methods such as the steep (gradient) descent, to obtain the minimizer of the given energy function in Eq. (1), The use of this diffeomorphisms (mappings) approach for analyzing images or shapes is mathematically sound and has been very successful [3, 29, 38, 39, 48] , but a major limitation here is the high computational cost [42] .
In this paper, we introduce a geodesic shooting algorithm. The algorithm treats the template matching problem as an initial value problem with an unknown initial condition. Given a guess of the initial velocity (momenta), a sequence of approximated target templates, I
(k) 1 , k = 0, 1, · · · are generated by solving the N -particle system of the EP equations, which is the EL-equation of Eq.(1) [40] . These approximated templates are used to obtain the corrections for updating a better guess. Through this feedback process, the initial velocities (momenta) that carry the landmark points of the reference template to that of the target template can be established. The initial condition (momenta), when combined with particle system (11), can be treated as a representation for the deformation. Hence, information about the actually deformation can be analyzed through this momentum representation.
The strategy of introducing the shooting error to improve the original guess for initial velocity field by evolving the error backwards using EP adjoint equation was introduced by Jain and Younes [27] . Another algorithm utilizing the N -particle system of the EP equations was introduced by McLachlan and Marsland for image registration [36] . For this algorithm, the initial conditions (momenta) that carry the landmarks from the reference template to target one are found by minimizing the Euclidean distance between the target template and the simulations. The minimization problem was solved by a sub-space trust region method based on the interior-reflective Newton method, provided by a MATLAB optimization package, and the metric of the N -particle system is the smooth Gaussian metric. Similar to the traditional minimization algorithms for template matching, this algorithm suffers from slow convergence and high computational cost, in particular for large numbers of landmarks [36] . The major difference of our proposed algorithm here is that, instead of calculating the complicated gradient as searching direction in different problem settings, we assume a simple fixed format for updating the initial guess. Parameters for this update can be figured out through certain convergent analysis with proper conditions assumed.
In addition to using a constant matrix to update the search direction, we use a non-smooth kernel (the conical shape) for the N -particle system that reduces the interaction between particles and accelerates the convergence. Our results show that for the planar landmark matching problems, the proposed algorithms converge relatively fast without the implementation of a fast-multipole method for large numbers of landmarks. Similar studies of variation of the kernel for fast computations was also seen in [27] . , the EP equations can be written as
with t ∈ R + , x, u and m ∈ R n , and spatial partial derivatives are labeled by coordinate index. The velocity u and the momentum variable m are formally related by an elliptic operator L
parametrized by α 2 and power ν > 0. Here I is the identity matrix. For any ν > 0, including non-integer values, equation (6) is defined in the Fourier spacê
, where (
where k i is the i th wavenumber. Since L ν is rotationally invariant and diagonal, then G(x) = G ν−n/2 (|x|)I for a scalar function G ν−n/2 , with |x| = x 2 1 + x 2 2 + · + x 2 n , where n is the dimension. The scalar Green function G ν−n/2 is then written as
where K ν−n/2 is the modified Bessel function of the second kind of order ν − n/2 and Γ(ν) is the usual notation for the Gamma function [40] . A notable special parametric choice is the two-dimensional Green function's for α = 1 and ν = 3/2, for which it takes the simple form
We dub this Green's function as "conon," due to the spatially conical shape of the function. In general, for n = 2 (two-dimensional space), the regularity of the Green's function 2πG ν−1 (r) is described as follows.
(1) For the range 1/4 < ν ≤ 1 the Green's function G ν−1 (|x|) is unbounded.
(2) For the range 1 < ν < 3/2 the function is bounded but non-differentiable at the peak, with the radial derivative suffering an infinite jump there (cusp). (3) At ν = 3/2, the jump in radial derivative becomes finite. (4) For the range 3/2 < ν ≤ 2 the derivative of the function is continuous, but with a infinite second derivative at the peak. (5) Similar intervals can be defined for higher smoothness properties of the solution. In particular, for 2 < ν < ∞ the second derivative of the function is continuous. The function 2πG ν−1 (r) for the critical values ν = 1, 1.5, 2, and 3, respectively is plotted in Fig.  1 . Green's functions in the kernels of the N -particle system act like weight functions. From Figure 1 , we see that for a small ν value, the Green's function decays faster than that with a large ν value. This indicates that for a non-smooth Green's function, a particle has strong influence on other particles only when those particles are close enough to this particle. On the other hand, for a smooth Green's function, the influence of a particle to other particles spreads further away. Based on our numerical experiments, the choice of the metric H ν (corresponding to the Green's function G ν−n/2 ) has an impact on the convergence rate of the geodesic shooting algorithms. In particular, we found that the metric H 3/2 corresponding to the conical Green's function, G 1/2 , provides the best convergence rate among the tested metrics. We remark that most of the previous work in the literature, including [36] , used the smooth Gaussian kernel, G ∞ , corresponding to the metric H ∞ in their algorithms. We also note that metrics with ν < 1.5 are not suitable for our problems, since for those Green's functions, due to the low regularities, some kind of mollification is needed for evaluating the kernels of the N -particle system. We investigate the convergence property of the metrics H ν in Section 7.
3.1. The EP equations and the N -particle system. Previously we have shown that the EP equation (5) is the Eulerian counterpart of the following Lagrangian formulation [7] :
where q is the position variable and p is the momentum variable. In this form, the equations of motion are a canonical Hamiltonian system with respect to variational derivatives δ/δq and δ/δpq
of the Hamiltonian functional
Discretizing the above integral-differential equations and absorbing the grid sizes dx and dy into the momentum variable p, yields the N -particle system
and the discrete Hamiltonian
Note that the velocity u(x, t) can be reconstructed at any time t by
From Eqs. (2), (3), (15), and (16), we obtain
where δ is the Dirac delta function. In this paper, Hamiltonian corresponding to the initial momentum vector that carries the flow from I 0 to I 1 is used as a measurement that measures the deformation between I 0 and I 1 (or the logarithm of a conditional likelihood under the probability setting [13] ) in the tangent plane. We remark that the second-order Runge method (also called the modified Euler method) is used as our time integrator for (14). While this explicit time integrator is not symplectic, numerically the Hamiltonian (and hence the initial momenta) is preserved quite well (within 0.1% error at the end of our time integration for most of our numerical experiments). The symplectic time integrators, such as the implicit mid-point method or the second-order Stömer-Verlet scheme are under our investigation for improving the convergence of the shooting algorithm introduced in the next section.
Algorithm for Landmark Shooting
A template matching algorithm will be introduced in this section. We consider the exact landmark matching problem 1 || < for some norm, then stop. 3. The vector field is dynamically updated by u
is an unknown matrix which we'll give a possible choice in Section 5 so that the algorithm converges at least locally. 4. Update the momenta of the particle system p
. end for initial vector field we intend to find, and ∆t is usually set to be 1 as a normalization. If the manifold M is geodesic complete, for given I 1 , locally the existence and uniqueness of such u 0 is guaranteed, and Eq. (18) is an one-to-one mapping [40] . The present algorithm is based on the idea of updating the velocity flow by directly using the difference between the landmarks of the target template and the solutions of the EP equations in each iteration. This process is reminiscent of the steep-decent method for the minimization problem.
The iterative process is terminated at the k th iteration when I
consists of the landmarks q (k) i that are solutions of the particle system of the EP equations. It is worth noting that the new prediction of the initial velocity (momentum) is a linear combination of the previous one and a correction term from the observation quantity or pre-defined measurement. The geodesic landmark shooting algorithms are described in Algorithm 1. (1) There are certain freedom for choices of placing the landmarks onto the image templates (i.e. selecting the position variable q of the particles in the particle system) depending on different applications. For instance, landmarks could be placed along the outline of a feature, only at the points-of-interest or significance in the image, such as edges and corners, or we could use the discrepancy of images and put landmarks at places where the two images do not match, based on the objective function. The most "efficient" representation (i.e. a representation carries most of the information with the least number of landmarks.) varies, depending on different focuses of the actual applications, although it is known in the literature [9] that the presence of more landmarks on locations where large deformation occurs, improves the matching results considerably in the case of G ∞ kernel, whereas fewer than necessary particles on those locations results in a slower convergence or a failure of matching. In this paper, for all our experiments in shape matching, we place adequate numbers of landmarks on the contour curves. (2) The algorithm introduced here assumes that the chosen landmarks for the templates are appropriately labeled such that each q i ∈ I 0 will be carried to q i ∈ I 1 by the flow when the matching process is complete. It is worth noting that there are algorithms developed for unlabeled landmark matching. We refer readers to the literature [16, 17] for more information. (3) Our initial guess for the velocity field is normally u (0) = 0. This is a reasonable initialization to test the stability of our algorithm. That is, if the problem is viewed under a stochastic setting: I 0 and I 1 is two realizations of certain process, their difference will be a zero mean process, E(I 0 − I 1 ) = 0. Thus, zero is an unbiased estimation to begin with. (4) Another way to find the velocity vector field is to "directly" solve the non-linear equation I 1 − φ(u; I 0 , ∆t) = 0 for u, by some iterative methods, such as the Newton iteration. Comparison in our numerical experiments shows that our choice of the optimizer is advantageous over the "direct" approach.
Local convergence theorem
In this section we present a local convergence theorem for our shooting algorithm. Based on this theorem, we select a matrix M (k) in Algorithm 1 for our numerical experiments. For fixed reference shape I 0 and time ∆t = 1 needed to let I 0 flow along the geodesic, define
And J F could be calculated for every regular point in coordinates by J F = J −1 ϕ JF J ϕ . In the rest of this section,· represents the corresponding variable in coordinates. For example,F (û) = ϕ • F (u). Theorem 1. Suppose that the residual in the approximation of first-order Taylor series expansion ofF is uniformly bounded in the sense that
for some constant B ∈ R in a region Ω := {v, V ∈ R d : ||v − V || < r} with certain constant r ∈ R. Here R(·) is the remainder of the Taylor series and JF is the Jacobian matrix ofF . Further assume JF is non-singular with ||(JF [û 0 ]) −1 || ≤ C and CB = 1.
Then there exists a choice of matrix M (k) for the velocity update in coordinates under ϕ: u
, and a sufficiently large number N , for which the error ||ê k || = ||û 0 −û (k) 0 || ≤ for k > N and < < r. Hereû 0 is the true initial velocity for the reference template, andû (k) 0 is the k th iteration of the velocity vector found by Algorithm 1.
Proof: Let I be the identity matrix. Consider the (k + 1) th update for the velocity field in coordinates:û
is the solution of the EP equations in the k th iteration.
If condition (19) is satisfied, the bounded first-order Taylor expansion forF on the convex open domain {v, V ∈ R d : ||v − V || < r} for some constant r ∈ R at the k th iteration yields the following calculations:û
To simplify the analysis, we choose
, for which we only need to prove that there exists such h so that the algorithm converges. Eq. (25) now becomes
If 0 < β < 1 for all iterations, we have
and hence the algorithm converges. We now discuss the existence of such h.
This implies if 0 < CB < 1, we must have 0
. In this case, we need 0 < CB < 1 to have a possible choice for h, namely 1 < h < 2 1+CB . After summarizing the above discussion, we see that if 0 < CB < 1, we can pick 0 < h < 2 1+CB ; on the other hand, if CB > 1, we can pick − 1 CB−1 < h < 0. In either case, there always exists a choice for h so that 0 < β < 1. Hence the algorithm will converge under given conditions for the choice of
Note 2. See Section 11 for the derivation of an theoretic optimal M (k) from the view point of minimizing variance estimation.
In practice, it is too cumbersome and time consuming to numerically compute (JF [û 0 ]) −1 . Instead, we let M (k) be a constant matrix in the form of M (k) = M = hI with a certain choice of h for all k. By going through the similar analysis as that in the proof, we obtain a rough estimation of this choice of h. In this case,
Let λ i be the eigenvalues of matrix JF [û 0 ]. The regularity of the matrix ensures λ i = 0 for all i. By using a rough bound ||I − hJF [û 0 ]|| ≤ max ( 1 − hλ i ) with the spectral radius as the matrix norm and assuming this maximum is achieved for λ e = a + bi in the finite dimensional case, we have the following results: In order to obtain 0 < β < 1, we can set 0
. Suppose h > 0, we shall solve the following inequality for h: From the above discussion, we see that for positive h ∈ 0, min(
a 2 +b 2 ) to exist, so that the constant matrix M = hI leads to the convergence of the shooting algorithm, at least one more restriction: Re(λ e ) < B < |λ e |, should be further assumed for the problem.
The investigation of possible negative h is more tedious, we leave the detail in the Appendix. We also have to remark that the above discussions are finding sufficient conditions/assumptions for possible value of h, certain h that are not included in above results may still make the algorithm converge. The downside of this simple choice of update M = hI includes the facts that the lengths of such intervals are usually short and require certain assumptions on the problem, and it is hard to select an optimal h without try and error, as shown in our numerical experiments in Section 6. Nevertheless, it is worth noting that the domain for h can be expanded by using a smaller α 2 in the Green's kernel (9) , as illustrated in Section 7.
Numerical Experiments
In this section, we present several numerical experiments and study their numerical convergence properties to illustrate the advantages of Algorithm 1. In this section, unless specified otherwise, 64 landmarks (N = 64) are used to represent the outline of a given shape. We use the tolerance = 10 −3 as our stopping criterion. The metric of the self-adjoint operator L is H 3/2 with α = 1 (i.e. L 3/2 = (I − ∇ 2 ) 3/2 ), for which the Green's function is normalized and is written as G 3/2 (|x|) = e −|x| . We use the Hamiltonian (15) to measure the potentials between the reference template and the target one. We refer readers to the literature [38] for other invariant metrics and their properties. Finally, the numerical examples are computed by using Matlab(2011a) on Windows 7 Home Premium (SP1) platform with Intel R i5-2430 processor @ 2.40GHz. 6.1. Example 1. We construct the diffeomorphism between a circle and a rotated-and-shifted ellipse by using the proposed Algorithm 1 in this example. The reference template is a circle centered at origin with radius 2, and the target template is an ellipse with a = 4, b = 1 rotated by 45
• and shifted in positive x direction by 1 unit. This example illustrates the flexibility of Algorithm 1 for handling deformations with translations and rotations. The reference template I 0 and the target template I 1 are described as follows. The diffeomorphism from I 0 to I 1 goes through rotation, dilation and translation. Figure (a) is the reference template. Figure 3 (b) -(e) show the interpolative stages during the evolution. The dotted line in Figure (f) is the landmark distribution of the target template, whereas the solid line is the approximate target template. M = hI, where h = 0.3 is used. It takes 197 iterations to reach the tolerance. To demonstrate the efficiency of Algorithm 1, Table 1 compares Algorithm 1 with the approach of solving the non-linear equation I 1 − φ(u; I 0 , ∆t) = 0 for u directly by the MATLAB intrinsic function fsolve, a trust-region Newton algorithm. Table 1(a) is the errors and elapsed CPU times when the stop criterion is achieved for various N , the number of landmarks, by using fsolve, while Table 1(b) shows the results by Algorithm 1. From the comparison, we see that when N is small, the two methods are comparable, but when N is large, Algorithm 1 is advantageous. The default stopping criterion of fsolve is used for In the second example, we compute the diffeomorphism between a circle and a heart curve and illustrate some numerical properties of Algorithm 1. Similar to Example 1, the reference template is a circle defined by
whereas the deformed target template is a 4 th -order heart curve defined as (16 sin(θ) 3 ) . (33) The diffeomorphism involves the evolution of a convex region to a non-convex one, and the formation of curve singularities from a piece of smooth curve. This example demonstrates the ability of the proposed algorithm to construct interpolative shapes between smooth (reference template) and sharp-edge (target template) planar curves. In real applications, the choice of the search length h and the number of landmarks N can be subtle for the performance of Algorithm 1. A optimal h should lead to the least number of iterations while maintaining convergence. As briefly discussed in Section 5, this optimal h is not easy to choose without an explicit expression. Heuristically, one can use a subset of the whole template landmarks to test the performance of different candidates of h, and apply the optimal one to actual templates with more landmarks. To investigate optimal search length in this example, we fix the number of landmarks N = 64 in Example 2 and evaluate the required elapsed CPU times for various h, given a stopping criterion. Table 2 suggests that the algorithm converges faster for large h before the threshold, beyond which the algorithm begins to diverge. This is the typical behavior of steepest-descent type of methods. Choice of h is associated with actual problems as well as the metric used. In cases when one can not find available h for convergence, changing the form of metric should then be considered. Examples for this with different parameters for metric H ν are demonstrated in the following section.
Convergence property related to the metric H ν
The smooth Green's kernel associated with the metric H ∞ , usually written as
), is commonly used for template matching algorithms in the literature. In this section, we numerically investigate the convergence property of Algorithm 1, associated with the search length h, the parameter α, and the metric H ν . In particular, our study focuses on the comparison between the smooth H ∞ and the conical H 3/2 metrics. The test problem we use is again the diffeomorphism in Example 2. Table 3 shows the iteration numbers for using various search lengths h and various parameters α (in the Yukawa operator). Especially, (a) and (b) are the results by using the smooth Green's kernel of the metric H ∞ , with the number of landmarks N = 16 and 32, respectively, while (c) and (d) are the same calculations with the conical Green's kernel of the metric H 3/2 . The "×" mark means either the iteration number exceeds 500 before the error reaches the stopping criterion, or the algorithm blows up before 500 iterations. From the table, we observe that using the conical metric H 3/2 is advantageous for fast convergence, especially for large N and/or large h. Moreover, if we look at Table 3(c) and (d), column by column, we observe that for the conical Green's kernel associated with the metric H 3/2 , the iterations are insensitive to the choice the parameter α 2 for a fixed search length h. Furthermore, the table confirms the limitation of the smooth Gaussian kernel for our algorithm applied to diffeomorphisms when a large number of landmarks is required to specify the detail of a given image or shape.
To better visualize the comparison, we place the convergence results in the α 2 × h parameter space, using a grid size 0.1 × 0.1. A black dot indicates convergence, while a white dot suggests no convergence. The darker the dot is, the less iterations it takes to reach the tolerance. Figure 5 supports our previous conjecture that particles have a shorter interaction range with the non-smooth Green's kernel. As a result, the algorithm is more stable and robust when the non-smooth Green's kernel is used, especially when the number of landmarks (particles) is large.
A procedure for multiscale decomposition of deformation
We introduce a decomposition procedure that allows to extract components of actual deformations when combined with our geodesic shooting algorithm. Recall that, under the discrete setting, the discrete Hamiltonian is computed by
where P is the initial momentum obtained from the shooting algorithm. Assuming the eigenvalues and the corresponding eigenvectors of G are {λ i } and {v i }. Note that {λ i } are all positive since G is positive definite. We can rewrite the Hamiltonian:
where P i is the projection of momentum P on v i so that
Let H i = 1 2 λ i ||P i || 2 be the i th component of Hamiltonian in the direction of v i . Without loss of generality, we assume Eq. (35) is written in descending order so that
Since P can be treated as a representation of the deformation for a fixed reference template, Eq. (36) serves as a decomposition of the deformation. It is clear that quantities (H i , P i , · · · ) with smaller index contain information more globally related to the deformation. On the other hand, quantities with larger indexes are responsible for small calibration or local deformation. Hence, information that happens at different scales of the deformation can be investigated through the decomposed quantities with different indexes. Using the thin plate spline [5] to interpolate the the grid-points deformation from the deformed landmarks, we can visualize the deformation at different scales after the decomposition. Finally, with a partial sum of P i , we can obtain an approximated deformation by evolving it using the particle system Eq. (11) . We describe the procedure as follows.
(1) We apply the shooting algorithm, Algorithm 1, to I 0 and I 1 and obtain the momentum P that deforms I 0 to I 1 . This P serves as a representation of the deformation under reference I 0 . (2) We decompose P and sort the result, according to their corresponding value of H i with descending order, into the sum of P i . Each P i , when used as an initial condition in the Figure 5 . Numerical convergence study of the metrics H ∞ and H 3/2 in the α 2 × h parameter space. The tolerance is = 10 −6 in the maximum norm and the gray level represents the number of iterations.
particle system, represents a component of the total deformation with the Hamiltonian denoted by H i . The smaller the index is, the more global information it should contain. (3) Let Q i = Φ(I 0 , P i ; 1) be the landmark locations evolved from I 0 by using the i th component P i . The deformed grid points are constructed by using Q i and I 0 via the thin plate spline for visualizing the deformation at each scale. (4) We construct an approximated deformation by taking a partial sum
and using it in the particle system (14) to evolve the reference template I 0 . In the end of the evolution, we obtain an approximated target templateQ = Φ(I 0 ,P; 1). Then the thin plate spline method is used to visualize the approximated deformation. We demonstrate the above procedure by the following example. Suppose we deform I 0 : an ellipse (a = 4, b = 2) to I 1 : a circle (r = 3). After the decomposition, the first three major components of the deformation are shown in Figure 6 . The graphical description of these three major components agrees with our intuition about the deformation, i.e. the first major deformation is a compression in the x axis (55.16% of total H), the second major deformation is a stretch in the y axis (44.38% of total H), the third component barely deforms the reference (only 0.24% of total H).
For a more complicated deformation, it would be more difficult to interpret each component of the deformation based on intuitions. Then this decomposition method is advantageous to shed light on how the different components of deformation combine together to form the whole one. In the next example, we show the first three major components of the deformation from the same ellipse to a heart shape curve in Figure 7 . The three major deformations have H i values 37.83%, 28.20% and 22.15% of the total Hamiltonian H, respectively. Figure 8 gives the full decomposition of H in examples shown in Figure 6 and 7. For the first example (Fig. 6) , the first two components dominate the deformation, whereas for the second one (Fig. 7) , the first three components appear to outstand others. However, when we use the first two components of the first example and the first three components of the second example to approximate the deformations, we discover that the former gives a very good approximation of the targeted circle, while the later does not recover the target heart shape entirely. This is because the heart shape curve has local structures that require more components to complete the deformation. The number of components included in an approximation determines the level of local structures that present in the approximation. The observation suggests that this decomposition procedure potentially can be used as a feature extraction tool for the task of clustering or classification.
Another nice property of this decomposition is that it shares the same advantage as other similar decomposition procedures. One of them is that by only choosing the first few components for approximating the deformation, we can eliminate unwanted outliners (outlying landmarks) in the dataset. For example, in Figure 9 we shows an example that outlying landmarks are eliminated if we use only the first two components for approximating the deformation. This is an example of deforming an ellipse to a circle. There are outlaying landmarks in the dataset. By only choosing the first few major components as the input of the particle system, we can eliminate unwanted "noise" when trying to recover the target circle and the corresponding diffeomorphism . The left panel has one outlying landmark, the right panel has four outlying landmarks. For both cases, the shape of circle can be recovered by only taking the sum of first two major components of momentum as the input of the particle system.
Hamiltonian metric for clustering and classifying landmark templates
Since the Hamiltonian H is a metric, it could be used for the task of shape clustering or classification. In this section, we design an example and show that the Hamiltonian is indeed a desirable metric for shape clustering or classification.
We start with 11 shapes; each has 28 landmarks. The shapes are numbered and described as follows.
1: a heart shape curve; 2: a circle (r=3); 3: a circle(r=1); 4: an ellipse (a=2, b=4); 5: square(l=4) ; 6: a half circle (r=3) glued with a half ellipse (a=3,b=1); 7: an ellipse (a=4, b=2); 8: a hand ; 9: a key; 10: a different hand; 11: a different key.
One hand shape and one key shape are shown in Figure 10 . Shape # 2 is selected as the reference template from which other templates deform. We register shapes with respect to the reference template by Algorithm 1. The Hamiltonian H is calculated for each registration. The reason for choosing shape # 2 as the reference template is because it is isotropic in all directions and we expect the comparison by using H for the registrations is a fair comparison.
A Procrustes fit [6] with respect to the reference template is applied to our shape class as a pre-process to mod all linear transformations (translation, orthogonal rotation, and scaling), so that H is a quantity related to the nonlinear deformation only. We denote the Hamiltonian between the reference template and shape # i H i . 1 We use H i to grow a binary hierarchy cluster tree with different methods as shown in Fig. 11 for evaluating the performance of the Hamiltonian metric. Fig. 11 shows the comparison of binary hierarchy cluster of test shapes by using Algorithm 1 with H metric (first row) and Procrustes metric (second row). Three different methods (from left to right: average distance, nearest neighbor distance and weighted average distance) provided by Matlab's "dendrogram" function are computed. In all three cases, Hamiltonian metric is able to separate the hand and the key shapes, whereas Procrustes metric only gives one cluster. Procrustes metric, weighted average method Figure 11 . Binary hierarchy cluster of test shapes constructed by using Algorithm 1 with H metric (first row) and Procrustes metric (second row). Clusters shown in the figure are robust under different methods, this suggests the above result reflect intrinsic properties of investigated feature metric in describing template differences.
Note 3. A well-known limitation of landmark-based algorithms for clustering or classification (also a limitation for Procrustes-based methods) is that deformation depends on the landmark correspondence between reference and target templates. Therefore, for some applications, a landmark-free algorithm may be more appropriate [30] . 9.1. Decomposed H as feature vectors for classification analysis. The decomposition of the Hamiltonian metric (H 1 , · · · , H N described in Section 8) can be used as the input feature vectors in a neural network for classification analysis. In this section, we try to classify four different fighters by using the major components of Hamiltonian metric as the input feature vectors for a simple 10-15-4 (10 input units, 15 hidden units and 4 output units) classical neural network [11] . The outlines the four fighters are annotated by landmarks, whose shapes are shown in Figure 12 . The data were analyzed in [46] and can be downloaded at [14] . The four fighters are Mirage, F14 with closed wings, F14 with open wings and F15. Each fighter category has 30 outline templates. The original number of landmarks for each shape template ranges from 300 to 1600. In order to conduct our shooting and decomposition procedure effectively, we sampled 50 points for each template, and use the first 10 components (i.e. H 1 , H 2 , · · · , H 10 ) of the computed Hamiltonian metric as the input feature vector for a 10-15-4 neural network. The network is trained with stochastic training protocol and 0.02 as the stopping criteria [11] . 20 independent test batches are formed in our numerical experiment for evaluation. Within each batch, 20 out of the 30 landmark templates for each fighter will be randomly selected to form the training set and the rest 10 are used as the test set 2 . 20 independent runs 3 are conducted within each batch. The first template in the training set is the default reference template for the preprocessing Procrustes fit and Algorithm 1 that produces the decomposition components. Among all 400 independent tests, the best performance is of no error, average classification errors across all runs and batches are listed in Table 4 . The histogram of error rates and overall error are listed in Figure 13 . Histogram of overall error rate Figure 13 . Histogram of error rates in the classification experiment.
Our results shows very good performance with more than 95% successful classifications. Considering the fact that the neural network we used here is rather simple, the decomposition method proposed is potentially a good approach for feature extraction. We also remark that the initial landmark coordinates for a single template has 2N dimensions as features while the extracted feature as components of H has only k dimensions (in our case k = 10 2N = 100). Such a dimensional reduction is advantageous for simplifying the architecture of classifiers.
Conclusion and Future Work
We present an efficient iterative geodesic warping algorithm for template matching and its applications. This landmark-based algorithm find the initial momenta of the N -particle system of the Euler-Poincaré equations that deform corresponding landmarks from a reference to a target. Two new features introduced in the algorithm, distinct from the literature, are (1) the use of the non-smooth Green's function as the kernel of the N -particle system that accelerates the convergence and (2) the use of a constant matrix M to update the search direction, instead of the traditional forward-backward integration for updating the gradient or the Newton's optimization for finding the initial momenta that carry the geodesic deformation. A local convergence analysis for the proposed algorithm is also discussed in detail.
In addition to the warping algorithm, we explore the potential of using the Hamiltonian metric for clustering analysis. We also introduce a decomposition method, which decomposes information of the deformation into different scales. The decomposed Hamiltonians are used as the input feature vector (or signature) for a classical neural network. The results of our classification experiment show that decomposed Hamiltonian components carry essential information of the deformation, and hence they are good feature vectors for describing the deformation.
There are several directions for our future work. One is to extend the warping algorithm to solve three-dimensional template matching problems. Another is to investigate the search direction for the optimization problem beyond the current simple form that retains the efficiency but allows a larger domain of convergence. Finally we plan to apply the present algorithm to practical applications, such as computational anatomy. A numerical experiment of applying the proposed algorithm to a small image database for identify brain structure change can be seen in our paper that is currently under review [19] .
Appendix I
In this Appendix, we derive the expression of the optimal updating matrix M described in Section 5, but from the viewpoint of the estimation with least norm of covariance. The update of the velocity u is u i+1 = u i + M · (I 1 − X i ) = u i + M Q i . Assuming that an unbiased guess for each step is given by:
The covariance matrix can be calculated as 
Q i can be calculated as
If the second-order term is negligible compared to the first order term. We can then calculate
and
Plugging equations (43) and (44) Now we can summarize possible negative choices of h by taking the intersection for each case from the two inequalities.
• a 2 + b 2 − B 2 > 0, a < B, B 2 < b 2 . We shall pick 2(a−B) a 2 +b 2 −B 2 < h < 0 • a 2 + b 2 − B 2 > 0, a < B, B 2 > b 2 .
We shall pick h ∈ ( We shall pick h < 0 so that 2ah < 1.
