Abstract. Kanzelhöhe Observatory performs regular high-cadence full-disk observations of the solar chromosphere in the Hα and Ca ii K spectral lines as well as the solar photosphere in white-light. In the frame of ESA's Space Situational Awareness (SSA) activities, a system for near real-time H-alpha image provision through the SSA Space Weather (SWE) portal (swe.ssa.esa.int) and for automatic alerting of flares and erupting filaments was developed. Image segmentation algorithms, for the automatic detection of solar filaments in real time H-alpha images have been developed and implemented at the Kanzelhöhe observing system. We present results of this system with respect to the automatic recognition and segmentation of flares on the Sun.
Introduction
Solar flares are sudden enhancements of radiation in localized regions on the Sun especially at short (EUV, X-rays) and long (radio) wavelengths. In the optical part of the spectrum flares are well observed in strong absorption lines, most prominently in the Hα Balmer line of neutral hydrogen at λ = 656.3 nm. Flares typically occur within active regions of complex magnetic configuration (e.g. Sammis et al., 2000) . They are the result of an impulsive release of magnetic energy previously stored in non-potential coronal magnetic fields via flux emergence and surface flows (Wiegelmann et al., 2014) . The released energy is converted into the acceleration of highenergy particles, heating of the solar plasma and mass motions (e.g., reviews by Priest and Forbes, 2002; Benz, 2008) .
Besides regular visual detection, reporting and classification of solar Hα flares by a network of observing stations distributed over the globe, and collection at NOAA's National Geophysical Data Center (NGDC), there are also recent efforts to develop automatic flare detection routines. The detection methods range from comparatively simple image recognition methods based on intensity variation derived from running difference images (Piazzesi et al., 2012) , region-growing and edge-based techniques (Veronig et al., 2000) to more complex algorithms using machine learning (Fernandez Borda et al., 2002; Ahmed et al., 2013) or support vector machine classifiers (Qu et al., 2003) . These methods have been applied to space-borne image sequences in the EUV and soft X-ray range (e.g, Qahwaji et al., 2010; Bonte et al., 2013) , but also to ground-based Hα filtergrams (e.g., Veronig et al., 2000; Kirk et al., 2013) .
The KSO Observing System
Kanzelhöhe Observatory for Solar and Environmental Research (KSO) is operated throughout the year at a mountain ridge in southern Austria near Villach. The site allows solar observations for about 300 days a year, typically 1400 hours of observations. KSO regularly performs high-cadence fulldisk observations of the Sun in the Hα spectral line (Otruba and Pötzi, 2003) , the Ca ii K spectral line (Hirtenfellner-Polanec et al., 2011) , and in white-light (Otruba et al., 2008) . All instruments for solar observations are mounted on the KSO surveillance telescope, which comprises four refractors on a common parallactic mounting. The KSO Hα telescope is a refractor with an aperture ratio number of d/f = 100/2000 and a Lyot band-pass filter centered at the Hα spectral line (λ = 656.3 nm) with a full-width at half-maximum of 0.07 nm. The CCD camera of the Hα image acquisition system is a Pulnix TM-4200GE with 2048 × 2048 pixels and a Gigabit Ethernet interface. A frame rate of seven images per second permits the application of frame selection (Shine et al., 1995) to benefit from moments of good seeing. The image depth of the CCD camera is 12 bit, which allows observing the quiet Sun and flares simultaneously without overexposing the flare regions. The exposure time is controlled automatically. The observing cadence of the Hα telescope system is six seconds. The plate scale of the full-disk observations is ∼1 arcsec, corresponding to about 720 km on the Sun. The guiding of the telescope is performed by a microprocessor system, with (minor) corrections applied by automatically determining the solar disk center from the real-time Hα images. Figure 1 shows a flow diagram of the tasks that are performed on each incoming Hα image, where the columns refer to different machines responsible for certain tasks. Each Hα image is grabbed by the camera computer and sent to workstation 1, where the image is checked for its quality. If the quality criterion is passed, the image is processed and published on the web server. In parallel, the processed image is also transferred to workstation 2, on which the image recognition algorithm is performed. If an event is detected, its characteristic parameters are calculated. In case that the event exceeds a certain threshold (i.e. flare area/importance class), a flare alert is published online at ESA's SSA SWE portal and an alert e-mail is sent out.
The Automatic Flare Detection System
Image grabbing The image acquisition is done in a fully automated mode, which includes automatic exposure control and the use of the frame selection technique. The CCD camera is controlled via a simple user interface; in standard patrol mode no user interaction throughout the observation day is needed.
Quality check All Hα images grabbed are checked for their quality. Clouds and bad seeing conditions result in low contrast and unsharp images, which may cause difficulties for the image recognition. The images are classified in three quality groups: good, fair and bad. Only images of quality "good" are sent to the image recognition pipeline and the online data provision. Images classified as "fair" or "bad" are moved to a temporary archive and are not considered in the further analysis. However, we note that images of quality "fair" may still be acceptable and useful for visual inspection (e.g. for visual flare detection).
Image processing For all images that remain in the pipeline, decisive parameters like the disk center, the solar radius, maximum and mean brightnesses, etc. are derived. Together with additional information such as the acquisition time, instrument details, solar ephemeris for the recording time, etc., the images are stored as FITS file (Pence et al., 2010) . These images are on the one hand stored in the KSO data archive, on the other hand they are fed into the subsequent pipeline of real-time data provision and image recognition.
Provision of real-time images and movies on the SSA SWE portal Each minute an image is selected for the real-time Hα display at ESA's SSA SWE portal (http://swe.ssa.esa.int/web/guest/kso-federated; Figure 1 : Flow diagram showing the main steps of the data processing pipeline at the KSO Hα observing system. The overall process of data acquisition, quality check, processing, image recognition, event detection and alerting involves four different machines (camera PC, raid system, workstation 1 and 2) and a web server where the results are published.
a snapshot is shown in Figure 2 ). The size of the image is reduced to 1024×1024 pixels and stored in jpeg format for fast and easy display. The image is overlaid with a solar coordinate grid and annotated with a header containing time information. Every five minutes an html-movie script that animates the latest hour of Hα images is generated and displayed at the SWE portal. Image recognition Most of the iterative algorithms of the image recognition (described in Riegler et al. (2013) and Riegler (2013) ) are computationally intensive. However, they can be easily parallelized. Thus, it is possible to utilize the computational power of modern graphic processing units (GPU). The image recognition algorithm has been implemented in the programming language C ++ and installed on a dedicated machine with a high-performance GPU. The system benefits from the large number of processing units which are used for the highly parallelized computations. In its present form, the algorithm needs about 10 s to process the flare and filament recognition on one image, which allows event detection in near realtime. The results of the image recognition algorithm are stored in feature log files containing tables of flares and filaments that have been detected. These feature log files are updated at each time step, i.e. with each new image that enters the pipeline, so that the evolution of the detected features can be computed.
Event detection and parameter calculation After the detection of a flare by the image recognition system, its characteristic properties and parameters are derived. For flares, these include the heliographic position, the flare area (defining the importance class), the brightness class, and the flare start and peak times. These quantities need not only the information of a single Hα image but also the information stored in the image recognition log files for the previous time steps. Handling of simultaneous flares is easily possible as each flare is identified via a unique ID that is propagated from image to image. In Figure 3 we show a sequence of Hα images that were recorded during a 1F class flare that occurred on July 21, 2013 (top panels) together with the segmented flare regions (bottom panels).
The flare area is calculated by the number of segmented pixels with the same ID. These are subsequently converted by the pixel-to-arcsec scale of that day to derive the area in millionths of the solar hemisphere. The con-version procedure includes the information of the flare position to correct the effect of foreshortening toward the solar limb. The determined area is then directly converted to the flare importance class (subflares, 1, 2, 3, 4) according to the official flare importance definitions. For the categorization into the flare brightness classes (Brilliant-Normal-Faint: B-N-F), the intensity values relative to the background are used. For each detected feature, we apply a normalization by the difference between the maximum brightness and the mean brightness of the feature.
To characterize a flare, the evolution of the brightness and the area in each Hα image of the sequence has to be analyzed. The flare classification is based on the following definitions: flare start: the time when the brightness enhancement is above the faint flare level for three consecutive images. peak time: the time where the maximum flare brightness is reached. flare position: the location of the brightest flare pixel at peak time. importance class: the maximum area of the flare flare end: the time when the brightness has decreased below the faint level for ten consecutive images or when there is a data gap of more than 20 minutes.
Flare alerts If a flare that exceeds a certain threshold is detected, i.e. importance class, then a flare alert is published on the ESA SSA SWE portal and an alert email is sent out to registered users. They are issued when one of the following criteria is fulfilled: i) the flare detected is of importance class 1 or higher or a subflare with an area exceeding 50 micro-hemispheres, or ii) an ongoing flare reaches a higher importance class (e.g., a flare of importance 1 evolves further to a flare of importance 2).
The event list on the ESA SSA SWE portal is updated every time a flare is detected, when more information on flare becomes available during its evolution (e.g., the peak time) or when a flare that is already listed increases in its importance class. The flares are sorted in decreasing start time, so that the most recent event appears in the first line of the table. As long as the flare brightness increases, no peak time is listed but the event is annotated to be ongoing and marked in red color in the event list in the Hα subportal (cf. Figure 2) . When the flare brightness has decreased for a period of time >2 min, the peak time is derived and provided in the event table.
Results
The system of near real-time Hα data provision, automatic flare detection and alerting went online on June 26, 2013. In the following we present the results from the evaluation of the system for a period of five months from June 26 to November 30, 2013, in which it was run with the same set of parameters and definitions.
Real-time Data Provision To validate the online data provision, we evaluated the number of Hα images that were recorded by the KSO observing programme and the number of Hα images that were provided online in almost real-time at the ESA SWE service portal. For this purpose, log files recorded for each image both the observation time and the time when the image was put online to the SWE service portal. During the evaluation period, we had in total 563 hours of solar observations at KSO. In total, 395 129 Hα images were recorded. 71.3% images were rated as good, 5.3% as fair, and 23.4% as bad. 33 765 Hα images (one per minute) out of the good sample were provided online at the SWE service portal, whereas 14 were erroneously skipped due to internal data stream errors (99.96% online data provision), with a mean time lag between the recording and online provision of 3.6 ± 0.9 seconds.
Real-time Flare Detection and Classification For the evaluation of the automated detection and alerting of Hα flares, we considered all flares that exceeded an area of 50 micro-hemispheres and that occurred within 60 • from solar disk center during the KSO observing times. For the automatic detection of a flare, we require that it is observed in at least three Hα images. Periods of >20 min containing no images of quality good are defined as data gaps.
For the evaluation, we compare the results obtained by the automated image recognition system developed, called Surya 1 , against the official flare reports provided by the National Geophysical Data Center (NGDC) of the National Oceanic and Atmospheric Administration (NOAA) and by Kanzelhöhe Observatory (KSOv). Both are obtained by visual inspection of the data by experienced observers.
In total, 87 flares were detected by Surya; 69 were classified as subflares and 18 as flares of importance 1. There were three false detections, i.e. flares that were detected by Surya but have no corresponding event reported by NOAA or KSOv. In addition, there were seven flares where Surya reported one flare but NOAA and KSOv reported two separate events, as well as two NOAA (4 KSOv) flares, where Surya has split up one flare into two or more events.
We find that in 86% the automatically determined flare importance class coincides with the class given by NOAA and KSOv. For the brightness classification, there are 15 events where the NOAA and KSOv reports do not coincide. For the remaining set, we find that in 85% Surya determined the correct brightness class. The mean of the absolute difference for the latitude is 1.21 • (0.25 • ) with respect to the NOAA (KSOv) flare reports, and 1.36 • (0.60 • ) for the longitude. For the start and the peak times (Figure 4) , the median time difference is 3 min (1 min) with respect to NOAA (KSO). For 62% (78%) of the flares detected, the derived flare start times lie within ±5 min with respect to the NOAA (KSOv) reports, and for 70% (83%) the flare peak times lie within ±5 min with respect to NOAA (KSOv).
A detailed description and result statistics can be found in Pötzi et al. (2014) .
