Abstract-This paper examines a co-design problem for industrial networked control systems (NCS) whereby physical systems are controlled over wireless fading channels. In particular, the considered wireless channels are also stochastically dependent on the physical states of moving machineries in an industrial working space. In this paper, the moving machineries are modeled as Markov decision processes whereas the characteristics of the correlated fading channels are modeled as a binary random process whose probability measure is a function of both the moving machineries' physical states and the channels' transmission power. Under such state-dependent fading channel models, sufficient conditions which ensure the stochastic safety of the NCS are first derived. Using the derived safety conditions, the co-design problem is then formulated as a constrained joint optimization problem that seeks for optimal control and transmission power policies which simultaneously minimize both the communication and control costs in an infinite time horizon. This paper shows that such optimal co-design policies can be obtained in an efficient manner from the solution of convex programs. Simulation results from industrial NCS models consisting forklift truck and networked DC motor systems are also presented to illustrate and verify both the advantages and efficacy of the proposed co-design solution framework.
I. INTRODUCTION

A. Background and Motivation
Over the last few decades, wireless communication technologies have rapidly evolved and continuously developed to support and improve various industrial processes automation. Modern industrial automation architectures are now often equipped with industrial wireless communication protocols such as WirelessHart [1] and WiMAX [2] which offer the promise of process safety and efficiency improvements. Compared to more traditional industrial automation systems which mainly rely on expensive wired communication systems, wireless communication technologies have been known to be costeffective and enables more flexible, intelligent and productive operations of industrial automation systems. However, conventional industrial wireless communication protocols are also known to be inherently unreliable and often subject to channel fading phenomena [3] - [6] . For instance, recent works in [3] , [7] - [9] have shown that the characteristics of channel fading in industrial environments are often statistically dependent on the physical motions of large machineries which operate in industrial environment. In particular, such state-dependent fading channels correlate physical states of the industrial systems with the states of the communication channel, thereby introducing great challenges on the need for assuring both the safety and efficiency of the entire industrial operations. This paper examines an optimal co-design problem for industrial NCS in the presence of state dependent correlated fading channels. Specifically, this paper examines the so-called shadow fading phenomenon which may occurs from temporary obstruction of the used radio signals transmissions by the movements of large and heavy machineries. Such a fading thus represents a type of communication channel failure which may compromises the overall safety of the industrial NCS.
From the view point of wireless communication systems design, one may in principle alleviates the channel fading effect by increasing the transmission power of the communication system [10] . However, such an increase may in the long run leads to overuse of energies and consequently compromises the overall system efficiency. Motivated by this trade off between system safety and efficiency, this paper examines a co-design problem in industrial NCS. This problem essentially concerns with the development of control policy for the moving machineries on the one hand and communication policy for network system protocol on the other hand but simultaneously able to achieve optimal control and communication performances while at the same time satisfy the safety specifications. It is now well-understood that the main technical challenge in solving such a problem lies in the strong coupling between control and communication policies that is induced by the presence of state-dependent fading phenomena on the communication channels. This paper contributes to the development of solution methods for this problem by adopting a novel state-dependent channel model from [11] to formulate linear/quadratic program for finding the optimal policies.
B. Relevant Work and Contributions
The co-design issue addressed in this paper is one of the challenges in NCS development with regard to the limited capacity or imperfection of communication channels. Out of concerns on performance degradation that may be caused bysuch an imperfection, this issue has recently attracted a great amount of interests from researchers in control and communication communities. It is beyond the scope of this paper to exhaustively review all of the present literature on this issue. Instead, this section of the paper will be focused on reviewing recent works on co-design problems in NCS with an emphasis on their industrial applications.
The formulation of co-design problems in NCS are often reduced to joint stabilization or optimization problems under the constraints of limited channel capacity and control resources. These joint stabilization/optimization problems may be classified into several categories according to the characteristics of the resources/channels (e.g. transmission power [11] - [14] , data rate [15] , [16] , bandwidth [17] , [18] or network topology [19] ) as well as the imperfections (e.g. delay and packet dropout [11] , [12] , [16] ) of the used communication systems. With the goal of ensuring the energy efficiency of the NCS, the work in [12] has shown that the optimal codesign of both transmission power and control policies for a linear dynamical system over a wireless fading channel may somewhat be decoupled if a restricted set of information structure is assumed. Similar idea and results were reported in [13] where optimal power and remote estimation policies were jointly designed to minimize an infinite horizon cost which consists of power utilization and estimation errors. Furthermore, recent results reported in [20] has show that the separation principle introduced in [12] , [13] may also be applied to more general system structures whenever certain time-triggering conditions are satisfied.
From the viewpoint of communication bandwidth utilization, the works in [16] - [22] have examined related stability and optimality issuesin the co-design problem of NCS. By adopting an event-triggered communication scheme, the works in [17] , [18] proposed a solution approach to simultaneously design an event-triggered communication scheme and feedback controllers that may assure the H ∞ [17] or L 2 performance [18] of the NCS. In [16] , [19] , the co-design problem was formulated as a joint optimization problem which searches for optimal transmission scheduling and control policies that minimize both the control and communication costs. Under an assumption that the wireless fading channels are independent of the physical system, the work in [16] showed that the joint optimization problem can be reduced to a separation design where the optimal controller is defined by the solution of an LQG type problem whereas the optimal scheduling policy is triggered by the estimation error covariance at the controller.
All of the aforementioned results essentially assumed that the used communication channels are stochastically independent of the physical systems. Such an assumption, however, generally does not hold in most industrial environments [3] , [7] - [9] , [23] in which channel fading are often highly correlated with the states of the operating machineries. Such a high correlation property consequently invalidates the use of the separation principle to solve the problem of joint design of optimal control and communication policies. Motivated by this realization, the work in [8] then explored the state estimation problem of linear NCS with correlated fading channels. The results in [8] were further extended to address the co-design of optimal power control and coding scheme [24] as well as network reconfiguration under correlated fading channel [25] .
The co-design framework discussed in this paper is different from those in [8] , [24] since the former examines stochastic safety and efficiency of industrial NCS under statedependent correlated fading channels. Specifically, the NCS in the proposed framework is controlled over a wireless fading channel whose states are correlated with the states of the existing moving industrial machineries (modeled by a Markov decision process). As such, this paper formulates the co-design problem as a constrained joint optimization problem whereby the guarantee for stochastic safety on the one side is enforced through some predefined safety constraints. The assurance of stochastic efficiency on the other side is determined by the existence of optimal transmission power and control policies which minimize the expectation of an infinite horizon, joint communication and control cost. Below, we summarize the main contributions of the present paper.
• This paper's first contribution is the derivation of sufficient conditions that assure the stochastic safety of the considered industrial NCS. Under newly defined mild assumptions, the derived conditions are different from those in [11] since the former are convex (i.e. have linear or quadratic structures) whereas the latter were nonconvex. This mens that the newly proposed conditions can be examined computationally in a more efficient manner.
• The second contribution of this paper is the formulation of efficient computational methods for solving the codesign problem of NCS. Specifically, using newly derived safety sufficient conditions, this paper shows that the codesign problem can be solved by either linear programming (for the weak notion of safety in expectation) or quadratic programming (for the strong notion of almost sure asymptotic safety) method. The formulations of such computational methods essentially define a significant difference between this paper and that of [11] .
The remainder of this paper is organized as follows. The description and modeling framework of the considered industrial NCS is presented in Section II. Section III formulates the co-design problem within the notions of stochastic safety and efficiency. Under some mild assumptions regarding the characteristics of the considered industrial NCS as defined in Section IV, sufficient conditions for guaranteeing the stochastic safety of the NCS are derived in Section V. Using these safety conditions, Section VI presents a constrained two-player cooperative game framework and two convex programs (linear and quadratic programs) for solving the co-design problem of NCS. Simulation results that illustrate the applications of the proposed framework are given in Section VII. Section VIII concludes the paper with discussion and remarks.
Notations: Throughout the paper, the sets of non-negative real numbers and integers are denoted as R ≥0 and Z ≥0 , respectively. An n dimensional vector space is denoted by R n . The infinity norms of a vector x ∈ R N and a matrix A are denoted by |x| and A , respectively. A function f (k) is said to be essentially ultimately bounded if ∃M > 0 such that | f (k)| L ∞ = ess sup k≥0 f (k) 2 ≤ M where · 2 is the Euclidean norm. A function α(·) : R ≥0 → R ≥0 is said to be of class K if it is continuous, strictly increasing, and satisfies α(0) = 0. A function α(·) is said to be of class K ∞ if it is a class K function and radially unbounded. A function β (·, ·) : R ≥0 × R ≥0 → R ≥0 is said to be of class K L function if β (·,t) is a class K ∞ function for each fixed t ∈ R ≥0 and in addition satisfies β (s,t) → 0 for each
The expected value and probability measure of a random variable {y} are denoted as E{y} and P{y}, respectively. Fig. 1 illustrates a heterogeneous system modeling framework that is used in this paper. This figure shows that the framework essentially consists of two main subsystems. The first subsystem is a Markov decision process (MDP) model describing a discrete event decision making process which manages high level control tasks. The second, lower level subsystem is a discrete time NCS model which consists of a nonlinear physical plant that is controlled over a wireless network. Such a heterogeneity in the system structure often arises in various safety-critical applications which require different levels of system dynamics for handling various operational objectives. One example of such applications is an NCS which consists of assembling manipulators and autonomous forklift in a manufacturing automation system [26] . This section describes and formally models the dynamics of each subsystem in the framework. 
II. HETEROGENEOUS SYSTEM FRAMEWORK
where S = {1, 2, . . . , N} is a finite set of states, S init is a finite set of initial states and A = {a 1 , a 2 , . . . , a M a } is a finite set of actions in which M a ∈ N denotes the number of such actions. The matrix P = {p(i| j, a)} i, j∈S,a∈A is a transition matrix where each of its elements p(i| j, a) denotes the transition probability from state j to state i with (i, j) ∈ S under action a ∈ A. c M = {c M (s, a)} s∈S,a∈A is the set of costs where each of its elements c M (s, a) ∈ R + denotes the cost induced by s ∈ S under a ∈ A.
As shown in Fig. 1 , the proposed modeling framework uses the MDP to describe stochastic discrete event systems that are managed to achieve certain high level tasks (e.g. transporting products between different workstations). In particular, these high level tasks are often required to be accomplished with certain levels of efficiency (e.g. with minimum time or energy). One main objective of this paper is to develop optimal control policies for such an MDP which ensure the overall system attains the specified level of efficiency.
The locations of moving objects (e.g. cranes, forklift trucks and ground vehicles) in industrial workspace can significantly vary the channel characteristics of radio wave transmission and as a result causes the workspace to have different shadow fading levels [3] , [7] , [8] . In this regard, an MDP model of a workspace can be constructed by partitioning the whole operational region into a finite number of small subregions with different fading levels.
B. Nonlinear Networked Control System
We now describe the model for the lower level tasks within the framework. Consider a networked control system whose dynamics satisfy a nonlinear difference equation of the form
where x(·) : Z ≥0 → R n is the vector of system states, w(·) :
, and u(·) : Z ≥0 → R l is a vector of control input signals generated by a remote controller. Given the signals x(k), w(k), u(k) at time k, the function f (·) : R n × R l × R m → R n is a nonlinear map which determines the states x k+1 of the system at the next time k + 1.
As illustrated in Fig. 1 , the states of the system are sampled at each discrete time k, encoded as a single data packet and then transmitted over a wireless fading channel. Let
be the set of transmission power levels that can be used to transmit the data packet. We assume that at each discrete time k, the data packet is transmitted using one communication power level p k ∈ Ω p . Furthermore, given the inputs x k and p k to the fading channel, we assume that the data packet is received and decoded successfully at the end side of the channel with a probability of q k . We assume the probability q k is time-varying and varies as a function of the transmission power level p k and the MDP states s k . Now consider a sequence of independent random process {γ k } ∞ k=0 which may takes either 0 or 1 value at each time k. Let γ k be a random variable which characterizes the packet drop event at time k of the form γ k = 1, packet is successfully received and decoded, 0, packet is dropped.
The probability measure of the random process {γ k } ∞ k=0 thus characterizes the impact that the fading channel has on the successful reception of the packet. In this paper, a fading channel is called a state-dependent dropout channel (SDDC) if it satisfies the condition in Definition 2.1 below.
Definition 2.1 (SDDC): Consider a random process {γ k } ∞ k=0 , an MDP M with a set of states S, and a set of transmission powers Ω p . A fading channel is an SDDC if for all i ∈ S and p ∈ Ω p it has the following form of drop-out probability.
where
is a continuous function of the MDP's state i ∈ S which monotonically decreases with respect to the transmission power p ∈ Ω p . Remark 2.2: Note that the drop-out probability in (4) is closely related to the notion of outage probability which is a widely used metric for characterizing the performance of the fading channels [10] . Specifically, the outage probability is often used to measure the probability of receiving a data packet with a signal-to-noise ratio (SNR) below a prescribed threshold. In particular, let N 0 and p k denote the noise power and the transmission power at time k, respectively. Let h k be a sequence of random variables which characterizes the variation of the channel gain at time k. In the case of factory automation systems, such a variation may occurs due to (i) multi-path propagation and (ii) shadow fading caused by moving obstacles (i.e. the states of the MDP). In this regard, we define h k = h p k h s k where h p k and h s k are independent random variables, each of which denotes the variation induced by multi-path propagation and shadow fading, respectively. We further assume that h p k is an independent, identically distributed random process with mean h p , whereas h s k = κ(s k ) is a state-dependent Markovian random process defined by a shadowing function κ(·) : S → R + which characterizes the impact that the MDP states have on the channel gain. From an industrial application standpoint, the MDP states S in (1) may represents the partition of the physical region of a factory/warehouse where the autonomous forklifts travel/operate. As such, one may define the shadowing function κ by examining the fading level at each partition of the region. In this regard, for a defined threshold level γ 0 , the outage probability may be defined as
Note that if the distribution h p k of the channel is known in advance, one may explicitly define the expression of θ (i, p).
For instance, if
controller for the NCS (2). We assume the control signal u k in (2) is constructed based on an the state estimate of the form
wherex k ∈ R n denotes the estimate of the system state x k at time k. Note that (6) is a zero-order hold estimator that holds the latest received information. Now define an augmented state
. Then the closed-loop system defined by (2), (6) and (7) can be described as a randomly switched nonlinear system of the form
Equation (8) basically suggests that the stability of the heterogeneous system model arises from (2), (6) and (7) can be investigated using model (8) . One important challenge in such an analysis is the complexity of analyzing the cyber-physical coupling between the lower level plant model and the higher level MDP model in the presence of random switching signals {γ k } ∞ k=0 in (3)- (4). To ensure the overall system stability and efficiency, the transmission power and the control policies must thus be carefully designed.
III. STOCHASTIC SAFETY AND EFFICIENCY
This section formally defines the notions of stochastic safety and efficiency which will be used in developing our proposed co-design policies framework for the heterogeneous systems in Fig. 1 . Each of such definitions are detailed below.
Definition 3.1 (Stochastic Safety [27] ): Consider the NCS in (2), (6)- (7) or (8). let Ω s = {x ∈ R n : |x| ≤ r} be a bounded safe region whose size is determined by a constant r > 0. Define Ω r = {x ∈ R n : |x| < r } to be a bounded set with r > 0. E1 Let w = 0 holds in (2), then (2) is said to be asymptotically safe in expectation (ASE) with respect to Ω s if there exist a class K L function β (·, ·) and a bounded set Ω r = {x ∈ R n : |x| < r (r)} such that for all x 0 ∈ Ω r :
and lim k→∞ E(|x k |) = 0. P1 Let w = 0 holds in (2). Then (2) is said to be almost surely asymptotically safe (ASAS) with respect to
and a bounded set Ω r = {x ∈ R n : |x| < r (ε, r)} such that ∀x 0 ∈ Ω r :
and Pr{lim k →∞ sup k≥k |x k | ≥ r} = 0. P2 The system in (2) with ultimately bounded disturbance |w| L ∞ ≤ M w is said to be practically safe in probability (PSP) if for any ε > 0 and δ > 0, there always exists
Remark 3.2: Note that the stochastic safety is defined in terms of the infinite norm |x| of the system states. It can be shown that the ASE property implies mean square safety (MSE) that characterizes the variance of the system states (i.e., E( x k 2 ) ≤ r, ∀k ∈ Z ≥0 ) by realizing that x 2 ≤ √ n|x|. Notice also that E1 and P1 in Definition 3.1 suggest that ASAS is stronger notion than ASE. Section V particularly shows that sufficient conditions to assure P1 are indeed stricter than E1.
On the one hand, the safety of system (2) can be achieved by enforcing sufficiently small outage probability. As suggested in the SDDC model (4), this can be done by adjusting both the control policies of the MDP model and the transmission power p of the communication system. On the other hand, the efficiency of the system may be maintained by designing optimal control and power policies which optimize some predefined long-run performance criteria.
The control policies for both the MDP and transmission power models are defined as infinite sequences
denotes the randomized decision rule at time k. The design of such a decision rule may depends on the information observed along the time. Specifically, let
denotes the history of the states, actions and power up to time k. Then the decision variable µ k at time k is defined as the conditional probability distribution over the sets of action A and transmission power Ω p , given the history information
In particular, each of such decision variable or policy µ ∞ for ∈ {p, m} is said to be stationary if the corresponding decision making variable is time homogeneous and depends only on the states, i.e., µ p ∞ = Pr{p|s}, µ m ∞ = Pr{a|s}, ∀s ∈ S. We say that the heterogeneous system in Fig. 1 is stochastically efficient under such stationary policy if Definition 3.3 below holds. Definition 3.3 (Stochastic Efficiency): Given the set of transmission powers Ω p = {p } M =1 and the set of costs c M = {c M (s, a)} s∈S,a∈A , let c p = {c p (p)} p∈Ω p be the set of costs induced by Ω p . We say that the heterogeneous system in (2), (6)- (7) or (8) is stochastically efficient with respect to c M and c p if it minimizes an infinite time average cost J(·) below. The cyber-physical coupling between the NCS (2) and MDP (1) suggests the need to solve a co-design problem to obtain control policies that achieve both the safety and efficiency of the heterogeneous system (8) . Sections V and VI propose our solution framework to develop such a co-design problem. Our framework essentially formulates a constrained cooperative game problem that seeks to find equilibrium points consisting the optimal control and power strategies that will guarantee the overall system's safety and efficiency.
IV. STANDING ASSUMPTIONS This section states two assumptions which underlie the main results in Sections V and VI. The first one (Assumption 4.1) assumes the existence of a multiple Lyapunov functions (MLF) for the randomly-switched system model in (8) . The second one (Assumption 4.3) assumes the MDP (1) satisfies the socalled unichain structure [28] , [29] for any given control policy µ m . Both of these assumptions are formally stated below.
Assumption 4.1 (Existence of MLF): Consider the randomly switched system description in (8) . Let {V i } i∈{0,1} be a family of Lyapunov functions. For system (8) , there exist class K ∞ functions α j (·), class K functions χ(·), and constants ρ, λ i > 0 for i = (0, 1) and
Remark 4.2: In Assumption 4.1, condition V1 essentially requires the MLF to be radially unbounded whereas condition V2 necessitates the growth of the ith Lyapunov function V i (·) of the MLF along the vector field f i (x, w) of the ith subsystem to be bounded from above by the combination of a linear function of V i (x) and a function of disturbance |w|. When these conditions are satisfied with λ i < 1, the ith subsystem f i (x, w) of (8) is said to be discrete input-to-state stable [30] . Note that condition V3 is a commonly used assumption when proving the stability of switched systems (cf. e.g. [31] ) even though it restricts the class of Lyapunov functions that may be used as the MLF. For instance, quadratic Lyapunov functions in switched linear systems stability analysis certainly satisfy V3. Finally, condition V4 requires that at least one subsystem of (8) is sufficiently stable (can be enforced by a controller which guarantees a sufficiently small decay rate λ i < 1 when the communication is perfect without packet dropout (γ k = 1)). Assumption 4.3 (Unichain MDP [28] , [29] ): Let P k := P(µ m k ) be the transition probability matrix (stochastic matrices) of the MDP under the policy µ m k at time k. For a given n > 0, ∀1 ≤ k ≤ n, the products of the stochastic matrices, Π k i=1 P i induced by any selected control policy µ m = (µ m 1 , µ m 2 , . . . , µ m k ), is aperiodic and has a single ergodic class.
Under the unichain condition in Assumption 4.3, it was shown in [29, Theorem 1] that the Markov chain 1 induced by the control policy µ m exponentially converges to a stationary distribution. This fact is recalled below for completeness.
Theorem 4.4 ( [29] ): Suppose Assumption 4.3 holds and let there be an integer v ≥ 1 and a real number 0 ≤ α < 1. Then for any sequence {P i , i ≥ 1} of stochastic matrices, there is a probability distribution {π i , 1 ≤ i ≤ N} such that for all i
where [x] is the largest integer that is less than or equal to x.
V. STOCHASTIC SAFETY This section presents the result of this paper on stochastic safety of the heterogenous system in Fig. 1 . Firstly, when external disturbance w is absent in NCS (2), sufficient conditions which ensure ASE (i.e. E1 in Definition 3.1) and ASAS (i.e. P1 in Definition 3.1) are derived in Theorems 5.2 and 5.5, respectively. When bounded disturbance is present, sufficient conditions which ensure a weaker notion of PSP (i.e. P2 in Definition 3.1) is then presented in Theorem 5.7.
As stated in Section III, the safety problem of the NCS (2) can be examined using randomly switched systems framework [32] . Under Assumption 4.1, the safety of the switched systems in (8) is closely related to the probability measure of the switching signal {γ k }. As shown in (4), the distribution of the random processes {γ k } is governed by the states of both MDP model S and transmission power set Ω p . In order to ensure the safety of the randomly switched system (8), both the MDP and transmission power must be coordinated to ensure an appropriate behavior of the switching signal {γ k }.
Let s k = (s k , p k ) be a random variable representing the joint-state of MDP system and transmission power at time k. Proposition 5.1 shows that the corresponding random process {s k } that is defined on the joint state space S × Ω p is a Markov process whose transition probability matrix is a function of the transmission power policy µ p , transition matrix P and control policy µ m of the MDP.
Proposition 5.1: Consider the MDP M and a finite set of transmission power
. For a joint policy µ = (µ p , µ m ) on the joint state space S := S × Ω p , the random process {s k } with s k = (s k , p k ) is a Markov process. The transition probability matrix P k := P(µ k ) of {s k } at time k is defined over S and µ k and takes the form
where s = (s, p), s = (s , p ) ∈ S whereas µ p k (p ) = P{p |s k = s} and µ m k (a) = P{a|s k = s}. Proof:
denotes the sample space up to time k. The random process {(s k , p k )} is defined over Ω k such that for any sample path
The first and third equalities in (15) are based on the chain rule of probability. The second equality holds because the random process {s k } is a Markov process with a Markovian transmission power policy µ p . As such, the random process {s k } is Markovian by definition. Now for any joint-states s = (s , p ), s = (s, p) ∈ S × Ω p , the transition probability from s to s under the Markovian policy µ k = (µ p k , µ m k ) at time k can then be constructed and is given by
as claimed in (14) . The proof is thus completed. Under Assumption 4.3, Theorem 5.2 below sates sufficient conditions that guarantee the NCS (8) is ASAS in the absence of external disturbance (i.e., w = 0) or PSP when an ultimately bounded disturbance is present (i.e., 0 < |w| L ∞ < ∞).
Theorem
holds, then the NCS is exponentially safe in expectation, i.e., ∃κ > 0 and a function α ∈ K ∞ such that E(|x k |) ≤ κη k α(|x 0 |).
Proof: See Appendix A. (8) is stochastically safe with probability one [27] . This basically means that for any initial state x 0 ∈ Ω s , there always exists a constant ε > 0 such that lim k→∞ Pr{|x k | ≥ ε} = 0. The notion of safety in probability is weaker than that of ASAS (cf. Definition 3.1) in that the former only requires the probability of the system states leaving Ω s goes to zero in the time limit. In contrast, the notion of ASAS requires that the probability of almost all of the system's sample paths with x 0 ∈ Ω s exiting the safe region is arbitrarily small for any infinite time duration [k , ∞) and goes to zero as time k goes to infinity. It is clear that a stronger condition than (16) is needed to ensure almost sure safety.
Theorem 5.5 below gives a sufficient condition to ensure the NCS (2) is ASAS in the absence of external disturbance.
Theorem 5.5: Consider the NCS (2) without external disturbance (w = 0) and the SDDC model in (4). Suppose Assumption 4.1 holds. Then for a selected joint policy µ = {µ k , k ≥ 1}, the NCS (2) is ASAS if ∀k ∈ Z ≥0 and ∀(s, p) ∈ S × Ω p :
where µ 
Proof: See Appendix A.
Corollary 5.6 below states an inference based on the derived conditions in (16) and (17) .
Corollary 5.6: For the NCS (2) with no disturbance (w = 0) and the SDDC model in (4), the condition to ensure ASAS is stronger than that of ASE in the sense that (17) implies (16) .
Proof: By (14), the inequality in (17) is equivalent to
and thus may be rewritten in a vectorial form below
is an all-one vector and P k is the transition matrix for the joint-states in (14) . By Theorem 4.4 and Assumption 4.3, we know that there exists a stationary distribution π over the joint state set S × Ω p such that ∏ ∞ k=1 P k π = π. For a given ∈ Z + , suppose for any k ≤ , the condition (17) holds such that
Note that (18) holds because {P k , ∀k} are left stochastic matrices with each column summing up to 1. Since ∈ Z + is arbitrarily selected, let → ∞. Then the condition in (16) can be recovered by right multiplying both sides of the inequality (18) with the stationary probability vector π, i.e.,
Thus, the above inequality shows that condition in (17) implies the condition in (16) . The proof is therefore completed. Next, Theorem 5.7 below derives a sufficient condition that guarantees the NCS (2) is PSP.
Theorem 5.7: Consider the MDP M , a transmission power set Ω p and the SDDC model in (4) . Suppose that Assumption 4.1 holds. Then the NCS in (2), (6) and (7) with an ultimately bounded disturbance w (i.e., ∃0 < M w < ∞ : w L ∞ ≤ M w ) is PSP if, for a given η ∈ (λ 1 ρ, 1), there exists a joint policy
where µ p k (p ) = P{p |s k = s} and µ m k (a) = P{a|s k = s}. In particular, let Ω s = {x ∈ R n ||x| ≤ ∆} denotes the target region towards which the system state x is driven. Then the probability of exiting Ω s as defined in (11) satisfies
where χ(·) and α 1 (·), respectively, are class K and K ∞ functions defined in Assumption 4.1.
Proof: See Appendix A. Remark 5.8: Note that the variable η ∈ (λ 1 ρ, 1) in Theorem 5.7 is the convergence rate which characterizes how fast the expected value of the system state x moves toward the target region Ω s . It is clear from (20) that the likelihood of the system state leaving the target region Ω s is a monotonically decreasing function of the convergence rate η and the disturbance magnitude M w . Moreover, the exiting probability ρ ε (∆, M w ) increases when the size of the target region reduces.
Remark 5.9: The safety condition in (19) and exiting probability in (20) suggest that there exists a trade off between the system performance (η, ρ ε (∆, M w )) and the joint controlcommunication policies (µ) that are used to achieve that performance. In particular, inequality (17) implies that a higher convergence rate (or low exiting probability) leads to a smaller set of joint policies µ that are feasible to optimize the overall system costs defined in Definition 3.3.
VI. CO-DESIGN OF SAFETY AND EFFICIENCY: A TWO-PLAYER CONSTRAINED COOPERATIVE GAME
This section considers a joint design framework to achieve both safety and efficiency of the heterogeneous NCS (2). In particular, it is shown that system efficiency can be assured if the infinite average cost in (12) is minimized under the safety constraints (17) or (19) . Based on the sufficient conditions derived in Section V, it is shown that the co-design problem of safety and efficiency for the whole industrial NCS can be formulated as a two-player constrained cooperative game. In the formulated game, the previously derived sufficient conditions are posed as constraints on the strategy space that each player has to obey. Furthermore, Sections VI-A and VI-B also present efficient algorithms to solve such a game.
Formally, the co-design of safety and efficiency can be formulated as the following constrained optimization problem.
Problem 6.1 (Two-player Constrained Cooperative Game): Consider the notions of stochastic safety and stochastic efficiency in Definitions 3.1 and 3.3, respectively. The solution to the co-design problem of the NCS (2) is given by the joint policy µ = (µ m , µ p ) which solves the optimization below. (12) s. t. (17) or (19) (safety conditions)
The main challenge in solving Problem 6.1 lies in the structure of the safety conditions which impose constraints on the decision space of the players (i.e. transmission power and MDP controller) in the cooperative game. Under the derived ASE condition in (16) , it is shown in Section VI-A that the equilibrium of the game in Problem (6.1) (i.e. optimal power and control policies) can be obtained by linear programming. When instead the stronger ASAS condition (17) is enforced as the constraint, Section VI-B shows that the optimal solution of Problem (6.1) can be obtained using quadratic programming.
A. Co-design of stochastic efficiency and ASE: A linear programming approach
Under Assumption 4.3 and the condition in (16), Proposition 6.2 shows that the search for optimal solutions to Problem 6.1 may sufficiently be done over the stationary polices. Proposition 6.2: Let U H and U S denote, respectively the history-dependent policy and the stationary policy spaces for the MDP system M and the transmission power Ω p . Suppose Assumption 4.3 holds. Let µ * ∈ U H be an optimal solution to Problem 6.1 under the safety constraint (16) and let J * (s 0 , µ * ) be the corresponding optimal cost. Then there always exists a stationary policy µ * ∞ ∈ U S such that J * (s 0 , µ * ) = J * (s 0 , µ * ∞ ). Proof: Note that Problem 6.1 with a constraint as defined in (16) 
MDP with a transition probability as in (14) . Secondly, note that the ASE condition in (16) is a linear constraint which only depends on the stationary distribution of the joint state S × Ω p . Thirdly, by the results of [33, Theorem 4.1], it can be concluded that for any history-dependent policy which assures an optimal cost, there always exists a corresponding stationary policy that attains the same optimal cost and also satisfies the linear constraint (16) . The sketch of proof is completed.
Based on Proposition 5.1, a linear programming (LP) problem for computing the optimal solutions to Problem 6.1 under the safety constraint (16) is formulated in (22) below.
where {X 1 (s, a)} s∈S,a∈A(s) and {X 2 (s, p)} s∈S,p∈Ω p are the decision variables of the program. As discussed in [33] , the decision variables {X 1 (s, a)} s∈S,a∈A(s) and {X 2 (s, p)} s∈S,p∈Ω p represent the stationary probability distributions over the stateaction set S × A and the state-power set S × Ω p , respectively, due to the stationary policy result in Proposition 6.2. Theorem 6.3 below shows that the solutions of the LP problem (22) define the optimal control and communication policies. Theorem 6.3: Consider the co-design Problem 6.1 with the safety constraint (16) and its LP formulation in (22) . Suppose Assumption 4.3 holds and let {X * 1 (s, a)}, {X * 2 (s, p)} denote the optimal solutions of the LP problem (22) . Then the optimal control and communication policies are given by
. (23) Proof: By Proposition 6.2, we only need to search for the stationary policy space of the optimal solutions to Problem 6.1.
P{s k = s, a k = a} denotes the average probability distribution of the state-action pair (s, a),
P{s k = s, p k = p} denotes the average probability distribution of the state-power pair (s, p). Then, the joint cost J(s 0 , µ ∞ ) under stationary policy µ ∞ is
By the stationarity property of the control and communication policies (cf. Proposition 6.2 and Assumption 4.3), there exists for a given µ ∞ = (µ m ∞ , µ p ∞ ) a unique stationary probability distribution {X 1 (s, a)} and {X 2 (s, p)} which satisfy the first two constraints in the LP formulation (22) (22) is equivalent to (16) . To do this, first note that
P{s k = s} holds due to the use of stationary policy. Furthermore, under Assumption 4.3, we know there exists a unique stationary probability distribution π(s)
P{s} and that the average probability distribution lim T →∞
P{s k = s}. These then imply that X 2 (s, p) = P{p|s}π(s) = P{s, p} π(s) with s = (s, p). It is thus clear that the third constraint in (22) matches the safety condition in (16) . Hence, by the results in [33, Theorem 4.3] , it may then be concluded that the optimal solutions of the LP problem (22) define the optimal policies in (23).
Remark 6.4: The equivalence between the optimal solutions of the constrained two-player game (21) and the LP (22) lies in the simple structure of the safety condition in (16) , which can be represented as a linear combination of the decision variables. This means that the optimization problem (21) will be much more challenging if the assigned safety constraints cannot be transformed into linear or convex constraints. Particularly as shown in the next section, if the stronger notion of ASAS needs to be enforced, the almost sure safety condition in (17) leads to a quadratic constraint. Section VI-B formulates a quadratic programming (QP) problem for solving the codesign problem to ensure the ASAS property of NCS (2).
B. Co-design of stochastic efficiency and ASAS: A quadratic programming approach
Note that the sufficient conditions (17) for ASAS lead to polynomial constraints in the formulated optimization problem. In general, it is computationally hard to search for optimal policies over a history-dependent feasible space and polynomial constraints (17) . In what follows, we thus focus on finding optimal policies over the stationary policy space.
Under the polynomial constraint (17), the optimal solutions to Problem 6.1 can be obtained by solving the following polynomial optimization problem for all s ∈ S and s ∈ S.
Note that the safety constraints in (24) may be transformed into equivalent quadratic constraints as follows
as a set of variables which relabel the decision variables {X(s, a, p)} s∈S,a∈A(s),p∈Ω p . For a given variable vector x = [x 1 , . . . , x i , . . . , x |S||A||Ω p | ], it can be shown that there always exists a symmetric matrix Q such that the constraints in (25) can be rewritten in a compact form below
The elements of the symmetric matrix Q are combinations of packet dropout probabilities {θ (s, p) : s ∈ S, p ∈ Ω p } of the state-dependent wireless fading channel and transition probability {p(s |s, a) : s , s ∈ S, a ∈ A(s)} of the MDP. It is clear that the optimization problem (24) is an LP problem with quadratic constraints. In particular, the optimization problem (24) is convex if and only if the symmetric matrix Q is negative semidefinite (i.e., Q 0). Theorem 6.5: Consider the co-design Problem 6.1 with safety constraints (17) . Suppose Q(η, θ , p) is a negative semidefinite matrix as defined by the quadratic inequalities in (25) . Then the optimal stationary control and power policies of the co-design Problem 6.1 can be obtained by solving the QP problem in (24) . In particular, let {X * (s, a, p)} be the optimal solutions to the QP fomulation in (24) . Then the optimal power and control policies are defined as follows.
Proof: The proof is similar to that of Theorem 6.3 and thus omitted due to space limitation.
Remark 6.6: The convexity of the polynomial optimization problem in (24) solely depends on the negative semidefiniteness of the symmetric matrix Q. As shown in inequality (25) , Q(η, θ , p) is a function of the conditions on the fading channel θ as well as the dynamics of both the MDP and the NCS as characterized by p and η, respectively.
The next section presents numerical examples to illustrate the implementation of the proposed co-design framework in realistic NCS models.
VII. SIMULATION EXAMPLE AND RESULTS
This section presents simulation results that were obtained when verifying the proposed co-design of safety (Theorem 5.5) and optimal policies on dynamic model of a networked DC motor system and an autonomous vehicle (e.g. forklift truck).
Comparison with more traditional design methods based on the separation principle (cf. [12] , [15] ) is also reported.
A. Stochastic stability of a networked DC motor
In this simulation, a networked DC motor model is examined as an example of NCS due to its importance in manufacturing systems [34] . Let x = [φ ; ω] be the state vector of the model consisting states φ and ω that describe the motor angular position and angular velocity, respectively. The dynamics of the DC motor satisfy the following linear differential equation model (cf. [35] , [36] ).
whereẋ(t) = dx(t) dt and u(t) is the control input at time t ∈ R ≥0 . Without loss of generality, let x * = 0 be the setpoint (equilibrium) of the networked DC motor system 2 . Let T = 0.3s denotes the sampling time period for the system and the discretized DC motor model under such a sampling is
where F = exp(AT ) and G = T 0 exp(Aτ)dτ B. At each discrete time instant kT, k = 0, 1, . . ., the communication system encodes the sampled state x(k) into a single packet and transmit it through a wireless fading channel. The output of the fading channel is thus characterized by a random process {γ k } that is defined in (4) in which γ k = 0 represents the packet dropout event and γ k = 1 being the successful packet reception. Let K = [−0.4055−0.0024] be the chosen control gain vector such that F + GK is Schur stable. The remote control signal 3 u(k) is then constructed as u(k) = γ k Kx(k). Then the closed-loop of the networked DC motor system is a stochastic switched With the selected system parameters λ i (i = 0, 1) and ρ, the first part of the simulation is to verify the ASAS property under the condition in (17) . The stochastic stability is evaluated using 100 runs of Monte Carlo simulation for 12 seconds and with similar system parameters. Fig. 2 shows that the maximum (marked by red dashed-dot line) and minimum (marked by blue dashed line) value of the state trajectories over 100 samples asymptotically converge to the setpoint x * = 0 as time increases. This proves that the networked DC motor system indeed posseses the ASAS property under the sufficient condition in (17) . (17) is satisfied with a convergence rate η ∈ (0, 1) that is strictly less than one, a stronger notion of exponential safety in expectation can be ensured. To verify this result, let us choose η = 0.1. With this choice of η, Fig. 3 shows the comparison between the predicted theoretical value and the averaged value of x 2 for the 100 sample paths generated by Monte Carlo simulations. It can be seen on this figure that the result based on the Monte Carlo simulations is upper bounded by an exponential function that is predicted by the proposed theoretical results.
B. MDP for an autonomous vehicle system
As discussed previously, an MDP can be used to model the high-level transitions of autonomous vehicles (e.g. forklift truck, UGV) in manufacturing environments to accomplish some pick-and-deliver tasks. This simulation considers a three states MDP model to represents the three partitioned regions of an industrial workspace. At each state s i , the autonomous vehicle can transit to one of the other two states by selecting appropriate actions a i with a predefined probability. The value of transition probabilities in MDP are summarized in Table I . For each state-action pair, a cost c M (·) is defined to evaluate the system performance regarding the task accomplishment. These costs are also provided in Table I . As stated in Section II-B, the SDDC model in (4) is used to model the impact that the MDP states have on the channel conditions (packet dropout probability). For this example, the dropout probabilities θ (·, ·) defined in (4) under the three MDP states (s 1 , s 2 , s 3 ) and the two power levels (L, H) are summarized in Table II . The power costs c p (p) are also specifed in Table II . The values of the dropout probability θ (·, ·) are chosen in such a way that the simulation closely describes a situation where the levels of shadow fading decrease from the region labeled by s 1 to region of s 3 . As indicated in Table II , the system can counteract the shadow fading phenomenon by selecting higher transmission power values. Fig. 4 shows the resulting optimal joint costs under the optimal co-design framework over a wide range of convergence rate (i.e. 0.4 ≤ η ≤ 0.9). In this figure, the trade-off between safety and efficiency is demonstrated by adjustments that are made by optimal control and transmission power policies with regard to variation of convergence rates. In particular, when the convergence rate is small (which indicates high performance requirement for the networked DC motor system), the optimal control policy drives the forklift truck away from the bad 
channel region s 3 which has a high shadow fading level. At the same time, the optimal communication policy prefers to use a high transmission power level to ensure the attainment of the desired convergence rate. In contrast, when the convergence rate increases, the optimal control and communication policies change to other directions to ensure efficient use of control and communication resources/energies, respectively. These simulation results thus clearly demonstrate the effectiveness of the proposed co-design framework to achieve both the safety and efficiency of industrial NCS applications. Table III and Fig. 5 compares the results obtained by the proposed co-design strategy and that by the conventional separation method. Specifically, this table compares the system performances that are achieved by both strategies under different convergence rates η and fading levels θ . As discussed in [12] , [15] , the separation design approach generates the optimal policies under the assumption that the channel state (packet dropout) is independent of the physical states. Fig. 5 shows the comparison of the joint costs under the optimal co-design approach (plotted as a red dash-dot line) and the optimal separation design method (plotted as a blue dashed line) over a variety of fading levels within the range 0.5 ≤ θ (s 3 , L) ≤ 1. It is clear from these plots that, while the optimal cost obtained by the co-design policy barely change as the fading level increases, the optimal cost obtained under the separation design policy increases as the fading level increases. These results imply that the co-design policy leads to optimal performances for both communication and control systems that are more robust against shadow fading than those achieved by the separation policy. Table III further provides numerical results which compare the joint costs achieved by both strategies under different θ and η. As shown by this table, the proposed co-design strategy outperforms the separation design in each scenario, either in the case of high fading levels with θ = 0.85 and θ = 0.95 or low fading levels with θ = 0.65 and θ = 0.75. It is worth noting that the separation design cannot find optimal policies that achieve the specified convergence rate η for similar case of high shadow fading levels with θ = 0.85 and θ = 0.95. These results clearly demonstrate the necessity as well as the benefits of the proposed co-design strategy in achieving both the safety and efficiency requirements over the separation design method.
VIII. CONCLUSION
This paper has examined the optimal co-design problem of industrial NCS under state-dependent correlated fading channels. The state-dependent property of the used wireless communication fading channels often arises from the movement of sizable machineries within the industrial workspace. Such a fading has particularly been considered as a critical factor that could lead to safety-related issues in industrial automation systems. This paper explicitly characterized the property of such a dependency through the development of a state-dependent dropout channel model. Based on the developed model, this paper derived sufficient conditions which ensure the stochastic safety of industrial NCS in factory automation. Using the derived safety conditions, efficient codesign strategies which guarantee the attainment of both optimal control and communication performances are presented. Numerical simulation results on a model of heterogeneous industrial system which consists of a networked DC motor and an autonomous forklift truck were reported to verify the benefits and advantages of the proposed co-design framework over methods based on the conventional separation principle. 
APPENDIX A PROOF
Proof of Theorem 5.2: Consider the randomly switched nonlinear system in (8) with w = 0 and the randomly switching signal {γ k } as defined by SDDC channel model in (4) . Suppose that Assumption 4.1 is satisfied by this system. One then has
The inequalities (a), (b), (c) above hold by properties (V3), (V2) and (V1), respectively, in Assumption 4.1. Recall that the random switching signal {γ k } is a Markov-modulated Bernoulli process that is conditionally independent over time for the given joint-state s k = (s k , p k ) ∈ S × Ω p [39] . Let s 0:k = s 0 . . . s k denotes the sample paths of the joint state up to time k and S 0:k denotes the set of all the possible sample paths s k . Correspondingly, let γ 0:k denotes the sample paths of the randomly switching signal and Γ 0:k denotes the set of all possible paths γ 0:k . By the Markovian property result obtained in Proposition 5.1, one knows that both of the sets S 0:k and Γ 0:k are measurable. As such, the expectation of the Lyapunov function V γ k+1 (x k+1 ) may be written as
where ξ ξ ξ = [Pr{s = s}] |S||Ω p |×1 is the vector of probability distributions of the joint state s at time and
is the corresponding vector of probabilities of the packet loss for all joint states s ∈ S × Ω p . For a selected control policy µ = {µ k } ∞ k=1 , let P k := P(µ k ) denotes the transition probability matrix of a Markov chain that is induced by the control policy µ. Then for an initial distribution ξ ξ ξ 0 , we have ξ ξ ξ k = ∏ k i=1 P i ξ ξ ξ 0 . Thus, the inequality in (30) may be rewritten as
where 1 Since ρλ 1 < 1 and λ 0 > λ 1 hold true by property (V4) in Assumption 4.1 and by the definitions of λ 0 and λ 1 , the right hand side of inequality (16) is guaranteed to be positive as claimed in the theorem. The proof is thus completed.
Proof of Theorem 5.5: Consider the randomly switched nonlinear system (8) without external disturbance (w = 0) and a Lyapunov function V γ k+1 (x k+1 ). Let 1 A : X → {0, 1} denotes an indicator function of a subset A of a set X, i.e., 1 A (x) = 1 if x ∈ A and 1 A (x) = 0 otherwise. We then have
Let V k = V k (s) s∈S be a vector with V k (s) E V (x k )1 {s k =s} . Then the vectorial form of inequality (33) may be written as V k+1 ≤ ρdiag θ (s 1 ), . . . , θ (s NM ) PV k (34) where P is the transition matrix of the joint state as defined in (14) . Furthermore, since E V (x k+1 ) = V k+1 1 , we have
It is clear that, if ρ diag θ (s 1 ), . . . , θ (s NM ) P 1 < 1 (which is equivalent to condition (17)) holds, there exists a real η with 0 ≤ η < 1 such that E V (x k+1 ) ≤ η k+1 α 2 (|x 0 |).
Next, we prove the ASAS property. First, for a selected time k ∈ Z ≥0 , let k ≤ k ≤ k, ∀r ≥ 0. Consider the probability below
Letting k → ∞, one has that
Now since α 1 (|x|) ≥ r ⇒ V (x) ≥ r holds due to property (V1) in Assumption 4.1, one has that P sup k≤k |x| ≥ α Summing the above probability from k = 1 to k = ∞ gives
Since η ∈ [0, 1), the above infinite sum is finite. By BorelCantelli Lemma, (36) becomes P lim k→∞ sup k≤k |x k | ≥ r = 0. The proof is complete. Proof of Theorem 5.7: Using the same arguments (under Assumption 4.1) as in the proof of Theorem 5.7, the Lyapunov function V γ k+1 (x k+1 ) can be shown to satisfy
In a similar manner, assuming that w L ∞ ≤ M w , one has
Following the same argument as in the proof of Theorem 5.5, the vectorial form of the above inequality can be written as V k+1 = ρdiag θ (s 1 ), . . . , θ (s NM ) PV k + χ(M w )π k+1 with V k = E V (x k )1 {s k =s} s∈S and π k+1 = [P{s k+1 = s}] s∈S . We may then write
Now, if the condition in (19) holds with η ∈ [0, 1), then
Since α 1 (|x k |) ≤ V γ k (x k ) holds for all k ∈ Z + , due to property (V1) in Assumption 4.1, one knows that {x k | α 1 (|x k |) ≥ c} is a subset of {x k |V γ k (x k ) ≥ c}. Thus, P{α 1 (|x k |) ≥ c} ≤ P{V γ k (x k ) ≥ c}, ∀c ≥ 0, k ∈ Z + . By Markov's inequality, the probability that the system state x exits a predefined target set Ω s = {x||x| ≤ ∆} can be computed as
.
