Introduction {#Sec1}
============

The Rock-Paper-Scissors (RPS) game has been widely used to study competitive phenomena in society and biology, such as ecological interactions, the maintenance of biodiversity in ecological systems^[@CR1]--[@CR9]^ and price dispersion of markets^[@CR10],[@CR11]^. There are two general approaches for RPS play, namely, Bayesian equilibrium and exploitation of player pattern^[@CR12],[@CR13]^. The payoff parameter $\documentclass[12pt]{minimal}
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                \begin{document}$$a$$\end{document}$, defined as the incentive for winning divided by the incentive for drawing, is set to 2 to form a neutral RPS game^[@CR14]^.

Previous research has found that there is a social circle in human competitive strategy when playing iterated RPS games^[@CR12]^. In this article we proposed a multi-AI algorithm that can exploit human strategy and win against human players in the same iterated RPS games and we conduct experiments with human players to confirm the results.

Our work may stimulate future more refined experimental and theoretical studies on the microscopic mechanisms of decision-making and learning in basic game systems^[@CR15]--[@CR19]^.

Markov chain models^[@CR20]^ are the single models which our multi-AI is composed of. A Markov chain is a stochastic model describing a sequence of possible events in which the probability of each event depends only on the states attained in the previous events. Here, Markov chain is a special sort of belief network used to represent the sequences of states in a dynamic system. Previous research has used Markov process model to describe the stochastic evolution dynamic of the Rock--Scissors--Paper Game^[@CR21]^. Here the iterated RPS game is considered as a Markov process and Markov chains are built throughout the process of 300 rounds of competition. The models are built to exploit attempted circular exploitation patterns.

The simplest discrete-time Markov chain is the first-order Markov chain, where the probability of moving to the next state depends only on the present state and not on the previous states:$$\documentclass[12pt]{minimal}
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                \begin{document}$$\Pr (X_{n + 1} = x|X_{1} = x_{1} ,X_{2} = x_{2} , \ldots ,X_{n} = x_{n} ) = \Pr (X_{n + 1} = x|X_{n} = x_{n} ),$$\end{document}$$where $\documentclass[12pt]{minimal}
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                \begin{document}$$X_{n}$$\end{document}$ are a sequence of random variables ("Rock", "Paper", and "Scissors" here). What you will play in the next round only depends on what you played this round, like a short memory pattern sequence.

Markov chains can be generalized to cases of short-term dependency, by taking into account recent past states in the chain. The m-th order Markov chain^[@CR22]^ considers the current state to depend on m previous states, where m is finite, and is a process satisfying$$\documentclass[12pt]{minimal}
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                \begin{document}$$\begin{aligned} & \Pr (X_{n} = x_{n} |X_{n - 1} = x_{n - 1} ,X_{n - 2} = x_{n - 2} , \ldots ,X_{1} = x_{1} ) \\ & \quad = \Pr (X_{n} = x_{n} |X_{n - 1} = x_{n - 1} ,X_{n - 2} = x_{n - 2} , \ldots ,X_{n - m} = x_{n - m} )\;{\text{for}}\;n > m \\ \end{aligned}$$\end{document}$$

Here the m-th order Markov chain is like a model with memory length m, which 'remembers' the previous m states.
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                \begin{document}$$n < m$$\end{document}$, all m-th order single Markov chain models will select Rock, Paper, Scissors randomly, with 1/3 probability each.

As the competition goes, the combined model (multi-AI) will select one specific fixed memory length Markov Model that is better at predicting this particular human player's decision strategy at this particular time.

Here for simplicity we use AI-m to denote our single Markov chain model of order m.

Through the experiments we found that different models work best against different human opponent's competition strategies and the prediction results vary greatly so we built the 1st -5th order Markov chain models (i.e. AI-1 to AI-5) with different memory lengths for exploiting different human competition strategies. To make a multi-AI model that can differentiate and adapt to different human opponents, we combine the 1st-5th order single Markov models and introduce a "focus length" parameter to control the adaptation speed and sensitivity to form a multi-AI that can adapt to different human strategies and win against most of its opponents. The focus length, F, is the number of rounds that are used to evaluate the current performance of the single AIs. The multi-AI will produce the output associated with the single-AI that has the highest score in the last F rounds. Table [1](#Tab1){ref-type="table"} illustrates how this multi-AI model competes against a specific player as an example with focus length F = 5.Table 1The internal calculation of our multi-AI algorithm with 5 models and focus length 5 playing against a human opponent.

For example, for the fifth round, the multi-AI will look at all the previous 4 rounds and calculate each single models' scores. Since AI 2 had the highest score, the dominant AI will be AI 2 and its output is used as the fifth round multi-AI output. For the 9th round, the multi-AI will look at the 4th--8th rounds (focus length F = 5), for which AI 3 has the highest total score, and the dominant AI will be switched to AI 3 and its output is used as the 9th round multi-AI output.

For the first round, the multi-AI will use the result from AI-1 and it selects Rock, Paper or Scissors randomly with 1/3 probability each.

Focus length parameter F is set to control the speed and sensitivity for our multi-AI model to adapt to the opponent's strategy change. Our multi-AI model will look at the recent F rounds of history to decide which single model is currently performing the best and should produce the next output. For the first 4 rounds when our competition data is less than focus length F, which is set to 5 as before, multi-AI will simply consider all rounds to determine its next round's dominant single AI model. In the specific case of Table [1](#Tab1){ref-type="table"}, the dominant AI for all of the first 4 rounds is AI-1. In round 5, AI-2 has the best cumulative score and thus is the dominant AI.

Table [1](#Tab1){ref-type="table"} shows how our multi-AI algorithm competes against a specific player when F = 5 as an example. The transition matrix for the last AI-2 seeing the player played "PS" in the past 2 rounds is:RPSPS1/31/31/3

Thus, for the next round, AI-2 has 1/3 probability to select Paper, Scissors and Rock.

Table [2](#Tab2){ref-type="table"} shows an example for the selection between AI-1 and AI-4 when focus length F = 5. Although globally AI-1 has a higher score in total (from the first round AI-1 has a total score of 2, but its recent 5 rounds score is 0), AI-4 has a higher score (which is 3 in this case) locally during the recent 5 rounds. Thus, the next round multi-AI will pick AI 4's result as our multi-AI output.Table 2Selection between AI-1 and AI-4 when focus length F = 5.

The transition matrix for AI-2 after 20 rounds of competition is in Table [3](#Tab3){ref-type="table"}.Table 3The transition matrix for AI-2 after 20 rounds of competition.RRRSRPPRPPPSSRSPSSR01/181/18001/181/183/181/18P0001/1802/1801/180S1/181/180001/181/1802/18

Results {#Sec2}
=======

All experiments are conducted with money incentive. We did the experiment with 52 human subjects recruited at Zhejiang University and used a multi-AI model which has 5 or 10 single length Markov chain models. Figure [1](#Fig1){ref-type="fig"} shows 4 typical results of our multi-AI strategy with a combination of the 1st--5th order Markov chain models (here focus length F is also set to 5, but it can be any other integer) competing against 4 typical players for 300 rounds.Figure 1300 rounds AI competition results for 4 typical players.

The total score for the multi-AI against 52 people are shown in Fig. [2](#Fig2){ref-type="fig"}. Against one player, multi-AI with a combination of 5 models had a score of 151 (i.e., 198 wins, 55 draws and only 47 losses). The total times of wins for multi-AI is more than 4 times that for this human player. Figure [1](#Fig1){ref-type="fig"}d is an example of a player who beat the AI by a margin of 4, and this is not a statistically meaningful margin as there are several lead changes.Figure 2Total scores for multi-AI competing against different players in 300 rounds game.

52 people's preferences in choosing Rock Paper Scissors in their 300 rounds competition are shown in Table [4](#Tab4){ref-type="table"}. There is a slight preference in choosing Rock (Table [5](#Tab5){ref-type="table"}). Table 452 people's preferences in choosing Rock Paper Scissors in 300 rounds competitions.RPSMEAN (times)106.609896.2926897.09756STDEV.S13.0809513.1223912.11851Table 5Game results (total scores) of our multi-10AI competing with human in 300 rounds.AI1AI2AI3AI4AI5AI6AI7AI8AI9AI10AI110 single models average scoreMulti-10AI scoreMulti-5AI scorePlayer1− 133724202214− 6− 2− 1038.910Player22504842425061712531.941Player346585253242911− 15− 141225.68Player42641265546282013103630.134Player535399210785678861787072.273Player6286052554936141− 181228.943Player756636865554654− 1− 141740.948Player828294729125215− 10− 516.143Player93263587262723226201545.259Player10− 5− 14− 81116− 7− 261920232.924Player114015331692425− 963719.69MEAN25.0040.0944.7347.7338.3633.0926.739.557.2720.4529.3035.6437.39STDEVA21.6123.5726.0228.3623.9324.5231.6920.7627.3820.8619.0521.2133.12

41 players played against the multi-AI with focus length F = 5 and AI-1 to AI-5(see blue bars in Fig. [2](#Fig2){ref-type="fig"}) and 11 players played against the multi-AI with focus length F = 10 and AI-1 to AI-10 (see orange bars in Fig. [2](#Fig2){ref-type="fig"}). From the overall results in Table [5](#Tab5){ref-type="table"}, we see that our multi-AI algorithm with F = 10 give similar scores, but has lower standard deviation than that with F = 5.

For simplicity, we let multi-5AI denote our multi-AI model with a combination of the 1st--5th order Markov chain models (here focus length F is also set to 5, but it can be any other integer), and multi-10AI denote our multi-AI model with a combination of the 1st--10th order Markov chain models (focus length F is also set to 10).

We looked at the performance of individual models within a multi-AI 300 game set. The AI which performs the best against a particular individual varies greatly, but overall AI 2--6 perform better than AI 1 or higher-order Markov chains of longer memory length. This general trend is consistent with human short memory holding around 7 items^[@CR23]^.

Figures [3](#Fig3){ref-type="fig"} and [4](#Fig4){ref-type="fig"} show AI with different memory lengths' performance against specific human players.Figure 3Game results (total scores) of Multi-10AI competing with human in 300 rounds.Figure 4Game results (total scores) of multi-AI with Markov chain lengths 1--5 competing with 8 typical players in 300 rounds.

It is hard to build one single model that can exploit every different human's behavior, and thus we decided to combine the single models to make it able to differentiate and adapt to more different human competition strategies and win against most of its opponents.

Discussion and conclusions {#Sec3}
==========================

In this paper, we have introduced a multi-AI model that wins against human in iterated RPS games and experimentally confirmed our results. We found that using a single-length Markov model could beat most human players, but not all human players.

In single model experiments, we found the model with the best performance varies greatly for different people, which indicates that different people have different patterns. Although different humans have different patterns, and in total the patterns may be very hard to observe and exploit. Human competition behavior indeed has patterns and the patterns are exploitable by using proper simple models (single models that successfully predict this human's behavior). We have obtained and exploited different human behaviors by building and combining single Markov chain models of different memory lengths and during the competition process it learns and switches to the best prediction model according to its focus length. We have introduced one possible architecture for human AI RPS games competition, and this model could be further improved by e.g., optimizing the voting weights of single Markov chain models, using the first part of the competition data to pre-train multi-AI model and switch to only two or three dominant single models after the pre-training process. Focus length is a hyper parameter and can be tested by more human experiments for further optimization. After rearranging single models and adjusting "focus length" our model can potentially be improved further. The competition behavior patterns and their successful exploitation may lead our future work to better modeling, predicting and adapting to different specific human's competition behavior patterns.

Methods {#Sec4}
=======

Experiment {#Sec5}
----------

Our methods and regulations for this experiment mostly follow the RPS social experiments conducted in the same university by Zhijian Wang et al.^[@CR12]^. The first author confirms that all methods and experiments were carried out in accordance with the guidelines and regulations of "5 Ethical Considerations in Sociological Research" in Code of Ethics made by The American Sociological Association (ASA)^[@CR24]^ and approved by the Ethics Committee of our center of Zhejiang University (China). The humans competing against our multi-AI in iterated RPS game experiment was approved by the relevant laboratory of our center of Zhejiang University and performed at Zhejiang University in the period of July 2019 to September 2019. A total number of 52 undergraduate and graduate students of Zhejiang University volunteered to serve as the human subjects of this experiment. These students were openly recruited at the university library and informed consent was collected from all the participating human subjects. The 52 human subjects (referred to as players in this paper) carried one experimental session by playing the RPS game for 300 rounds with fixed payoff parameter a = 2. To prepare for the experiments, the players were led and seated separately in a lab room, each facing a computer screen. They were not allowed to communicate with each other throughout the experiment. Written instructions were handed out to each player and the rules of the experiment were also orally explained by an experimental instructor. The rules of the experimental session are as follows:i.Each player plays the RPS game repeatedly with our computer program.ii.Each player earns virtual points during the experimental session where each winning round will earn the player 2 virtual points and each drawing round will earn the player 1 virtual point, and the number of virtual points won't change if the player loses. These virtual points are then exchanged into money in RMB as a reward to the player, plus an additional 5 RMB as show-up fee.iii.After the decision has been made it cannot be changed.

Before the formal experimental session begins, the players were asked four questions to ensure that they completely understand the rules of the experimental session. The four questions are: (1) If your opponent chooses "Scissors" and you choose "Rock", how much money will you earn for this round? (2) If your opponent chooses "Rock" and you choose "Rock", how much money will you earn for this round? (3) If your opponent chooses "Rock" and you choose "Scissors", how much money will you earn for this round? (4) Do you know that at each game round you will play with an AI opponent? During the experimental session, an information window and a decision window are displayed on the computer screen in front of each player. The window on the left of the computer screen is the information window. The current game round, the time limit (40 s) of making a choice, and the time left to make a choice are displayed on the upper panel of the information window. At the beginning of each game round, the color of this upper panel turns to green. If the player does not make a decision within 20 s, the color will change to yellow. The color will change to red if the decision time runs out (then the experimental instructor will urge the player to make a decision immediately). Fortunately, all the players made their decisions within 20 s. The color will change to blue if a decision has been made by the player. After the player has made his/her decision for this round, the lower panel of the information window will immediately show the opponent\'s choice, the player\'s choice, and the player\'s payoff for this game round. Each player\'s cumulated payoff is also shown on the screen. The players are asked to write down their own choices of each game round on the record sheet (Rock as *R*, Paper as *P*, and Scissors as *S*). The decision window is on the right side of the computer screen. The upper panel of the decision window lists the current game round, and the bottom panel lists the three candidate actions "Rock", "Scissors", "Paper" horizontally from left to right. The player can make a decision by clicking on the corresponding action word. After the decision has been made, the player will know the result for this game round and the decision window will be asking for the next game input. The reward money in RMB for each player is determined by the following formula. Suppose a player *i* earns *x*~*i*~ virtual points in the whole experimental session, the total reward *y*~*i*~ in RMB for this player is given by *y*~*i*~ = *x*~*i*~ × *r* + 5, where *r* is the exchange rate between virtual point and money in RMB. According to the mixed-strategy Nash equilibrium, each player's expected payoff in one game round is (1 + *a*)/3. Therefore, we set the exchange rate to be *r* = 0.45/(1 + *a*) to ensure that, under the mixed-strategy NE assumption, the expected total earning for a player will be 50 RMB regardless of the particular experimental session. The payoff parameter *a is set to 2*. The numerical value of *r is 0.15*. The above-mentioned reward formula and how much virtual points you will earn if you win, draw or lose were listed in the printed instruction and also verbally mentioned at the instruction phase of the experiment by the experimental instructor.
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