Abstract: This paper investigates a novel optimization problem motivated by sparse, sustainable and stable portfolio selection. The existing benchmark portfolio via the Dantzig type optimization is used to construct a sparse, sustainable and stable portfolio. Based on the formulations, this paper proposes two portfolio selection methods, west and north portfolio selection, and investigates their empirical properties. Numerical results presented for 12 datasets and various simulated data show that the west selection can reduce risk, and the north selection may outperform the benchmark as to risk-adjusted returns (based on, e.g., information ratio and Sharpe ratio).
Introduction
The mean-variance portfolio optimization theory [1] has been improved in various ways due to its usefulness. The mean-variance portfolio optimization theory is based on the assumption that investors want high returns with low risk. However, in practice, it is extremely difficult to implement [2, 3] . One main reason for the implementation difficulty is the estimation errors of the covariance matrix and the expected return. It is well known that Markowitz portfolios can be heavily affected by estimation error, tend to perform badly out-of-sample, and result in allocations with very unstable and extreme asset weights [4, 5] . As extant financial literature has shown repeatedly, using sample estimates cannot provide reliable out-of-sample asset allotments in real implementations [2] . DeMiguel et al. [5] demonstrated that the estimated window required for a sample-based mean-variance portfolio to exceed the equally-weighted portfolio is approximately 6000 months for a portfolio of 50 assets. In reality, however, one is never in possession of sufficient data to estimate the covariance matrix and expected returns with a desired degree of precision. As Michaud [6] indicated, inverting ill-conditioned covariance matrices drastically amplifies estimation errors in the optimization step. Consequently, this can lead to poor out-of-sample performances of sample-based mean-variance portfolios.
Many studies have been performed to overcome these implementation difficulties through improving parameter estimation or constraining portfolio weights. Specifically, to obtain better covariance matrix estimations, one can impose some factor structures [7, 8] , use graphical models [9] , or take a weighted average of covariance matrix estimators [10, 11] . For constraining the portfolio weights, short sale constraints [12, 13] and various regularization methods [14, 15] have been proposed. To obtain sparse portfolios (i.e., portfolios consisting of a few assets), convex relaxation approaches using 1 regularization or their variations have been developed [15] [16] [17] . Including these regularization terms in the optimization problem can assist to bound optimization errors and deal with ill-conditioned covariance matrices, and hence enhance the robustness of the portfolio with respect to estimation errors [5, [16] [17] [18] .
In this paper, an approach by constraining the portfolio weights using a benchmark portfolio is proposed. The aim of this paper is to push the benchmark to an efficient frontier to obtain a better optimal portfolio. Specifically, for some 0 < α ≤ 1, the investors invest 1 − α in a few assets determined by the proposed Dantzig type method and invest α in the benchmark. The main idea is similar to the methods in Park et al. [19] . As in Park et al. [19] , this paper considers two methods of portfolio selection, west selection and north selection, based on a few assets in the market using a variance as risk. The west selection pushes a benchmark to the west, and the north selection pushes a benchmark to the north. The west selection is a risk-based portfolio, which requires estimation of the covariance matrix of asset returns. On the contrary, the north selection is both return and risk-based, i.e., it requires both the covariance matrix and expected returns estimations.
The main differences of the current work compared with the work of Park et al. [19] are as follows: (1) the proposed portfolios utilize a variance (quadratic term) as portfolio risk while Park et al. [19] utilizes other risk measures (linear term); (2) the proposed optimizations are proven to be semidefinite programming problems as in Theorem 1, thus can be efficiently solved using a semidefinite programming solver with convergence guarantees; and (3) the sensitivity of key parameters of the proposed optimization problems is analyzed, as can be found in Theorems 3 and 5, suggesting that the proposed portfolio selections are insensitive to the regularization parameters under reasonable candidate sets of parameters.
From a pragmatic perspective, the proposed approach can be easily modified and extended. For example, one can use various risks and objective functions depending on investors' utility of the portfolio return and risk. Two different benchmarks, the equally-weighted portfolio and the GMVP (global minimum variance portfolio) formed from assets in the market are considered. To measure performance relative to the benchmark, various measures such as cumulative returns, the information ratio, and kurtosis are also considered.
Literature Reviews
Recently, there have been many studies to obtain the strategy for sustainable and effective portfolio selection with various approaches [20] [21] [22] [23] . In this paper, a well-established benchmark (e.g., Dow 30 index), which offers sustainable and stable risk-return profiles with low costs, is used to propose an effective strategy for constructing a portfolio. The essential idea of the proposed method can be also found in the index tracking problem in the works of Roll [24] and Jorion [25] . However, a crucial difference exists between their methods and the west selection from two financial standpoints. Unlike the proposed portfolios, the optimal portfolio weights of Roll [24] and Jorion [25] are not necessarily sparse and stable over time, which can generate significant costs for investors. It is desirable to make a portfolio with sparse, sustainable and stable portfolio selection to decrease both management and transaction costs [26] . From a statistical view, sparse asset selection can be efficient for reducing estimation errors when the number of parameters for the optimization increases. Another related portfolio selection method is enhanced indexation (EI) [27] [28] [29] [30] [31] [32] [33] , which attempts to attain high returns of constructed portfolios at the same time controlling risk. Specifically, EI-based optimizations utilizing stochastic dominance criteria are considered in several studies [34, 35] . It is worth mentioning that, in multi-stage production models [36] [37] [38] , the budget is also a bigger issue for industry sectors [39] . Sarkar [39] developed a mathematical and analytical approach for the management of defective items, which aims to diminish wastes for minimizing the total cost.
For selecting the stocks to be included, a convex 1 penalty, i.e., the Lasso [40] , which often behaves similarly to the 0 penalty, is used. Index tracking approaches exist that use a subset of stocks by directly imposing cardinality constraints. The problem of selecting stocks to be included in the tracking portfolio is NP-hard [41] . Many heuristic algorithms have been developed to identify practical solutions that are close to the global optimum: Gilli and Kellezi [42] presented a threshold-accepting heuristic algorithm demonstrating that it constitutes an efficient optimization technique for index tracking problems with a small number of stocks in the benchmark index; Beasley et al. [43] presented an evolutionary heuristic algorithm for the solution of the index tracking problem by including a constraint limiting the number of stocks, as well as transaction costs; Ruiz-Torrubiano and Suárez [41] proposed a hybrid strategy that combines an evolutionary algorithm with quadratic programming; and Ni and Wang [44] proposed a heuristic-searching approach that is based on a hybrid genetic algorithm with a self-adaptive evolving mechanism.
Similar to Sarkar [39] , we construct a table to better present the characteristics and contributions of the proposed methods. Table 1 summarizes the model/method contributions of the proposed methods and the other portfolio selection methods, where the names of methods or authors and the corresponding literature can be found in the "Method" column. The "Optimization" column contains four factors considered in the optimization problems, the "Parameter selection" column is separated into two cases (Cross-validation and Fixed) based on the way of choosing regularization parameters in the corresponding optimization problem, and the "Performances" column includes the four measures (Return, Skewness, Turnovers, and Sharpe Ratio) used when quantifying out-of-sample performance of the portfolios. For each method, when the method corresponds to a specific factor, the corresponding factor is checked ( ), e.g., north selection is checked on the "Cross-validation" in the "Parameter selection" column because north selection utilizes 10-fold cross validation when determining regularization parameters.
It can be seen that the north selection simultaneously consider return, risk, sparsity, and stability in the optimization problems, while the other methods only incorporate at most three factors in their optimizations, suggesting that the north selection can be favorable to investors who want a sparse, stable, and profitable portfolio. Regarding parameter selection, the proposed methods utilize the cross-validation, which is known to be more developed method than when a fixed parameter is used in the implementation. To quantify the performances of the methods, it would be good to utilize as many measures as possible because each measure captures different aspects of portfolio. In this regard, the proposed methods are more comprehensively evaluated compared to other methods in the literature.
The remainder of the paper is organized as follows. Section 2 develops the proposed methods and investigate their theoretical properties such as convergence of the algorithms and sensitivity analysis of the main parameters in the proposed optimization problems. Section 3 provides the implementation procedures of the proposed methods. Section 4 shows various out-of-sample performances of the proposed portfolios relative to the benchmark using several real datasets as well as simulated data. Section 5 gives the conclusion. 
Method
Optimization Parameter Selection
Portfolio Selection
Suppose that the return on a portfolio can be described as a sum of p risky asset returns:
where ∑ i w i = 1, asset i has return r i , and the proportion of capital that is invested in the asset i is w i . Denote the portfolio weights by w = (w 1 , · · · , w p ) T and the asset returns r = (r 1 , . . . , r p ) T . Denote expected returns of p assets by µ = (µ 1 , . . . , µ p ) T , i.e., µ i = E[r i ], and Σ to denote the covariance matrix of asset returns. Letμ i andΣ be the estimates of µ i and Σ, respectively. Thus,μ = (μ 1 , . . . ,μ p ) T is the estimate of µ. Hence, the estimate of returns and variance for the portfolio w = (w 1 , · · · , w p ) T can be expressed asμ w := w μ andσ 2 w := w Σ w, respectively. Throughout the paper, for a vector v, define v 1 = ∑ j |v j |. For any numbers a and b with a < b, let [a, b] = {x ∈ R | a ≤ x ≤ b}. Denote the identity matrix by I.
Intuitive Ideas
Let v be a benchmark portfolio, which satisfies v T 1 = 1, where 1 is a vector of all ones. Consider the portfolio w in which the investors invest 0 < α < 1 in the benchmark v and 1 − α in the stocks that make up the benchmark. Then, the portfolio w can be represented as w = αv + δ, where δ ∈ R p represents the deviation portion from αv. Here, the aim is to find the α and δ that provide a portfolio w with higher return or lower risk compared to the benchmark v. Here, sparsity and stability of selected assets in δ across times are desirable for controlling both management and transaction costs; sparsity is related to management costs, and stability of the portfolio is related to transaction costs [26] . Transaction costs are one critical factor to be considered in the portfolio optimization problem [14] .
For fixed α, one can consider the following problem to minimize the total risk of the portfolio w = αv + δ:
s.t.
for some c 1 > 0, where the 1 penalty, called Lasso [17, 40] , is a convex 1 penalty, which often behaves similarly to the 0 penalty. However, since Equation (1) does not exploit the information ofδ obtained from the previous time, the solutionδ to Equation (1) does not guarantee a stable solution in the sense thatδ may have totally different selected assets (i.e., assets with non-zero weights) compared to those of the previous time.
To obtain sparse, sustainable and stable portfolio selection, one can consider the following optimization:
whereδ i is the weight of the ith asset during the former time. The second constraint in Equation (2) is essentially the same as the adaptive Lasso [45] , which plays a crucial role in the sparse, sustainable, and stable asset selection by adaptively shrinking coefficients based on the corresponding weight at the previous time, so that assets with larger weights at the previous time tend to have larger weights at the current time.
West Selection
The portfolio in Equation (2), based on the adaptive Lasso, provides a more stable asset selection compared to that in Equation (1) based on the Lasso. Since the term ∑ i |δ i |/|δ i | can be arbitrarily large, c 2 may have a wide range of possible values and it can require a long computation time to determine an appropriate c 2 . To overcome this implementation difficulty, the objective and the constraint term in Equation (2) are interchanged, and Equation (2) in a mathematically equivalent way is reformulated. This is first method, west selection: for fixed 0 < α < 1 and 0 < c 3 ≤ 1,
whereσ 2 v is an estimated benchmark risk. To avoid division by zero in Equation (3),δ i = max(δ i , 0.0001), whereδ i is the weight of the ith asset during the former time, is used. This small adjustment procedure is standard and can be found in many studies related to adaptive Lasso, e.g., those of Zou and Zhang [46] and Chatterjee and Lahiri [47] .
The optimization in Equation (3) then updates the portfolio on a monthly basis, while restricting variations from the former time. Note thatΣ (t) , the estimate of the covariance matrix at time t, by using previous one-year daily data from time point t, is obtained. See Section 2.6 for a discussion about the covariance matrix estimator. The algorithm is summarized as follows:
Step 1:
Step 2: Updateδ, such thatδ i = max(δ (t) i , 0.0001). Obtainδ (t) , the solution to Equation (3), with the specified α, c 3 ,δ, andΣ =Σ (t) .
Step 3: t ← t + 1.
The parameters α and c 3 in Step 1 via 10-fold cross validation at each time are chosen for the implementations. See Section 2.5 for details. The optimization problem in Equation (3) is similar to the Dantzig type optimization problems [48, 49] in that it minimizes the 1 penalty subject to some constraints. The sample variance of the benchmark return computed from the previous one-year data forσ 2 v is used. Note that (αv + δ) TΣ (αv + δ) ≤ c 3σ 2 v controls the total portfolio risk, and is easily interpreted in comparison with the constraint in Equation (2) . It controls the risk of the target portfolio with respect to the benchmark by c 3 . For example, if c 3 = 1, the candidate portfolios are the ones with smaller risk compared to the benchmark, i.e., push of the benchmark to the left (i.e., west) on the risk-return plane is conducted.
North Selection
In this subsection, another portfolio selection method, which pushes the benchmark in the north direction, is considered. An additional constraint to the west selection in Equation (3) is as follows: for fixed 0 < α < 1 and c 4 ≥ 0,
whereμ v is an estimated expected return of the benchmark portfolio v, andδ is determined in a way similar to Equation (3). The sample mean of the benchmark return obtained from the previous one-year data forμ v is used. The role of the third constraintμ v α +μ T δ ≥μ v + c 4 |μ v | is to push the v in the north direction by c 4 |μ v | to achieve higher expected return compared to v. Note that we obtain Σ (t) andμ (t) , the estimates of the covariance matrix and expected returns at time t, respectively, by using the previous one-year daily data from time point t. The algorithm is summarized as follows:
Algorithm 2: North selection.
Step 1: Obtainδ (t) , the solution to Equation (4), with the specified α, c 4 ,δ,μ =μ (t) , and Σ =Σ (t) .
Step 2: Updateδ such thatδ i = max(δ (t) i , 0.0001).
The parameters α and c 4 in Step 1 are chosen via 10-fold cross validation at each time. See Section 2.5 for details. Notice that Equations (3) and (4) are not readily applicable when the benchmark weight v is not available in advance. In this case, the terms v TΣ v and v TΣ by using the estimate of the benchmark portfolio risk and the estimate of the cross-covariance of the benchmark portfolio and the other p assets are substituted, respectively. More specifically, since the term v TΣ v represents a variance of the benchmark return, we replace this term withσ 2 v . Since Cov(v T r, r) = v T Cov(r, r) = v T Σ, the term v TΣ by the sample cross-covariances of the benchmark return and the other p asset returns are replaced.
Since the proposed optimizations in Equations (3) and (4) are convex, these problems can be solved using convex optimization packages. Since Equations (3) and (4) are semidefinite programming problems, as proved in Theorem 1, any semidefinite programming solver guarantees a convergence of the algorithm. Specifically, the SDPT3 solver (Semidefinite programming solver) in CVX [50] is used in the implementation. Proof. See Appendix A.
Properties of West and North Selections
This section investigates some properties of west and north selections. Theorem 2 shows that the west selection is the GMVP with some regularized covariance matrix. All the proofs are deferred to Appendix A. Theorem 2. The west selectionδ (i.e.,δ is the solution to Equation (3)) is the solution of the below global minimum variance optimization problem:
Here,
is a regularized sample covariance matrix, where
Note that Ledoit and Wolf [11] proposed replacing the sample covariance matrix with a weighted sum of the sample covariance matrix and a low-variance target estimator, such as the identity matrix and the covariance matrix obtained from estimating a 1-factor model with the market as the factor. The regularized covariance matrixΣ 1 in Theorem 2 is also the weighted sum of the covariance estimatê Σ and the rank-two matrix. When the shrinkage method [51] is used forΣ as described in Section 2.6, i.e.,Σ = c 5ΣS + (1 − c 5 )I for the sample covariance matrixΣ S and c 5 ∈ [0, 1], the west selection in Equation (3) can be described as the minimum-variance portfolio with the regularized covariance matrix with the weighted sum of the three matrices: the sample covariance matrix; the structured rank-two matrix; and the identity matrix.
Note that sensitivity of the key parameters of the optimization problem is one of the important factors because determining parameters is critical in implementations. Theorem 3 shows the sensitivity of the regularization parameter c 3 in the optimization problem in Equation (3).
Theorem 3.
For fixed c 3 > 0, letδ(c 3 ) andδ(c 3 + ) be the solutions to Equation (3) with regularization parameters c 3 and c 3 + , respectively, where > 0. Then, it holds that
where R(v) := v TΣ v for v ∈ R p and λ min (Σ) is the minimum eigenvalue ofΣ.
Theorem 3 gives a sensitivity of c 3 in the west selection problem, which suggests that differences of two west portfolios with the -difference in c 3 are bounded by √ -and -orders in terms of the Euclidean distance and the estimated risk, respectively. As a reasonable candidate set of c 3 is between 0 and 1 as in Section 2.5, Theorem 3 suggests that the candidate west portfolios are different at most a constant order even when p is large. That is, investors do not have to suffer from the choices of c 3 as long as the reasonable candidate sets of c 3 is considered.
Theorem 4 shows that the north selection is also the GMVP with some regularized covariance matrix.
Theorem 4.
The north selectionδ (i.e.,δ is the solution to Equation (4)) is the solution to the following global minimum variance optimization problem:
where the regularized sample covariance matrixΣ 2 is given bỹ
where
and λ 3 and λ 4 are Lagrangian parameters, and g is the sub-gradient of ∑ i |δ i |/|δ i | computed atδ.
Theorem 4 implies that, when the risk constraint in Equation (4) is binding, i.e., λ 3 > 0 in Equation (5), the north selection problem in Equation (4) is the minimum-variance problem with the covariance matrixΣ 2 =Σ + η 2 1 /λ 3 + 1η 2 /λ 3 . The matrixΣ 2 can be interpreted as that ofΣ 1 in the west selection method.
Theorem 5 gives a sensitivity of c 4 in the north selection problem, which suggests that differences of two north portfolios with the -difference in c 4 are bounded by -order in terms of the estimated return. Since a reasonable candidate set of c 4 is between 0 and 1 as in Section 2.5, Theorem 5 implies that the considered north portfolios are different at most a constant order in terms of estimated return even when p is large. This suggests that the north selection could be attractive to investors who prefer stable model selection with respect to change of regularization parameters. 
where M(δ) :=μ v α +μ T δ is the estimated return of the portfolio δ ∈ R p .
Determining the Regularization Parameters
Note that the west and north selections can be infeasible for some c 3 and c 4 , respectively. Due to the constraint (αv + δ) TΣ (αv + δ) ≤ c 3σ 2 v , Equation (3) can be infeasible for small c 3 . More specifically, it is easily deduced that the optimization problem in Equation (3) is infeasible when
where λ min (Σ) is the minimum eigenvalue ofΣ. Similarly, Equation (4) can be also infeasible when c 4 is sufficiently large. Equation (4) is infeasible when
In the in-sample window, α, c 3 , and c 4 using the 10-fold cross validation are determined. The former one-year daily returns into 10 most equal-sized subsets are randomly divided. Then, nine subsets as a training set to construct a portfolio are used, and treating remaining one subset as a validation set such that the mean return or Sharpe ratio of the constructed portfolio is calculated over the validation set. The reason for considering the two different criteria is to check that these parameters can be successfully chosen utilizing reasonable cross-validation criteria function. These cross-validation scores are averaged over 10 validations sets for each set (α, selection in the out-of-sample window is infeasible for the selected c 3 from the in-sample window, the c 3 is increased until Equation (3) is feasible. Similarly, if the north selection in the out-of-sample window is infeasible for the chosen c 4 , c 4 is decreased until Equation (4) is satisfied.
Estimation of Covariance Matrix
Mean-variance portfolio models require well-conditioned covariance matrix estimators of the asset returns, i.e., inverting the estimator does not amplify estimation error. Estimating the covariance matrix is challenging due to heavy-tailedness and the high dimensionality of asset return data. Specifically, the number of assets is usually much larger than the sample size. Some simple measures of correlation are often utilized in this covariance matrix, e.g., the RiskMetrics methodologies (JP Morgan) based on weighted moving averages and the sample covariance matrix. For large-dimensional covariance matrices, however, the sample covariance matrix is usually unstable and may not be invertible.
The orthogonal factor models by principal component analysis (PCA) have been also employed to simplify the process of producing these large covariance matrices [52] . Using PCA is computationally simple as it takes the univariate volatilities of the first few principal components of a system of risk factors and generates a full covariance matrix for the original system by a few components. The principal components can be used with standard volatility estimation methods [52] , such as exponentially weighted moving averages (EWMA) or generalized autoregressive conditional heteroscedasticity (GARCH) [53, 54] , to produce large positive semi-definite covariance matrices.
To overcome the problem of dimensionality, structured covariance matrix estimators are also considered for asset return data. Fan [55] proposed estimators based on factor models by utilizing observable factors. Bai and Li [56] and Fan et al. [57] analyzed covariance matrix estimators based on latent factor models. Ledoit and Wolf [51] and Ledoit and Wolf [11] proposed to shrink the empirical covariance matrix towards highly structured covariance matrices, including the identity matrix, autoregressive covariance matrices, and one-factor-based covariance matrix estimators.
Among these covariance estimators, the shrinkage method [51] is used. In this sense, an optimal weighted average of an identity matrix I and the sample covariance matrixΣ S , i.e.,Σ = c 5ΣS + (1 − c 5 )I for some c 5 ∈ [0, 1] is used. The results empirically show that this shrinkage method works well with the proposed method. The shrinkage method is suitable especially for high-dimensional data, and well-conditioned compared to the sample covariance matrix [11, 51] .
Implementation
This section provides the implementation details.
Computation
Since the proposed optimizations in Equations (3) and (4) are convex, they can be solved using convex optimization packages. CVX in Matlab was used. For each method, two performance measures (mean return and Sharpe ratio) were utilized as criterion functions in the 10-fold cross validation to determine regularization parameters α, c 3 , and c 4 , as described in Section 2.5. Based on the selection methods and the cross-validation criterion functions, the four different portfolios listed in Table 2 were considered. Specifically, W-R and W-S are two different west selection portfolio strategies using the return and Sharpe ratio in the cross-validation procedure, respectively, while N-R and N-S are two different north selection portfolio strategies. 
Performance Measures of a Portfolio
Let r (t) ∈ R p be the asset return vector whose ith component is the return of the asset i at time t. Let w (t) = α (t) v (t) + δ (t) denote the proposed portfolio at time t and A (t) = {j| δ (t) j = 0} denote the set of non-zero components in δ (t) . The following out-of-sample performance measures when evaluating the performance of the portfolio w (t) over the monthly time periods from τ + 1 to T were used:
The proportion of the selected assets inδ (t) for time t, i.e., |A (t) |/p, where |A (t) | is the number of the nonzero components inδ (t) . Sparse asset selection in the portfolio optimization is important for investors because it controls management costs.
• Stability: Cardinality of set differences of the selected assets between two consecutive time points divided by p, i.e., |A (t) A (t−1) |/p. Here, A B represents the set difference of sets A and B. Stable asset selection is one of the important factors to consider as it is related to transaction costs.
• Turnover (trading volume): The average volume of the rebalancing trades across the assets over the trading dates, i.e.,
| , where the benchmark v (t) as one available asset in the market is considered.
• Sharpe ratio: The ratio of the mean return to risk:
. Larger Sharpe ratios indicate higher risk-adjusted returns.
• Kurtosis: The measure of the tailedness of the returns. A higher kurtosis is the result of infrequent extreme outliers or deviations:
The ratio between the expected active return µ w−v and the standard deviation of the active return σ w−v :
, where µ w−v and σ w−v are annualized.
These measures have been utilized in analyses of portfolios [18] . The information ratio measures the aspect of the portfolio that consistently generates excess returns relative to a benchmark. Kurtosis is a measure of the "tailedness" of the returns. Note that, for the "Return" and "Risk", their annualized values are reported.
Data
The proposed portfolios on three types of data were considered. First, consider the following 12 real datasets from major stock markets: For the first eight datasets, the daily return data of the benchmark portfolio and its components for the period January 2004-December 2015 using the Bloomberg terminal were collected. For the NASDAQ100, Hang Seng, and Euro Stoxx50, the existing publicly available daily datasets were used. For FF49, the daily dataset was obtained from the Fama & French Data Library. For each of the 12 real datasets, two benchmarks (the equally-weighted portfolio and GMVP) were considered.
Second, simulated data generated from these 12 data were considered. Based on a realistic setting where the component list changes over times, a dynamic setting, where the components are changed by time, was considered. Specifically, for the component list of each data, ten additional simulated assets with indices p + 1, · · · , p + 10, for which the daily rate of return of the asset p + j at time t is r t p+j = Q 10(j−1)% ({r t 1 , · · · , r t p }) + z t j for j = 1, · · · , 10, were included. Note that the first part is the 10(j − 1)% quantile of the set of rates of returns of the existing p assets at time t, and z t j ∼ N(0, σ 2 t ) are random noise, where σ t is the standard deviation of the {r t 1 , · · · , r t p }. To consider a dynamic case, we included p + 5 assets indexed by {1, 2, · · · , p + 5} as an initial component list at the time 0, while the five assets {p + 1, · · · , p + 5} were eliminated from the component list at times T/7, 2T/7, · · · , 5T/7, respectively. On the other hand, the five assets {p + 6, · · · , p + 10} were added in the component list at times T/6, 2T/6, · · · , 5T/6, respectively, and kept in the sets until the time point T. This dynamic setting was motivated by the setting that assets with higher return rates tend to be added to the list during the time period, while assets with lower return rates are likely to be removed from a component list. For each of the 12 generated datasets, at each time t, two benchmarks (the equally-weighted portfolio and GMVP) computed from the existing components at time t were considered.
Third, completely simulated data were considered. The main reason of using completely simulated data is that it enables easily interpreting their financial and statistical properties. The simulated data using a factor model are independently and identically distributed from a normal distribution. It also indicates that any outcomes for these data are not due to the momentum, calendar effects, small-firm effect, or other anomalies [5] . Specifically, simulated data were generated by the Fama-French three-factor model. Fama and French [58] specified three main factors that explain the cross-sectional risk. Assuming that the rate of the return of the ith asset follows the below factor model:
where i ∼ N(0, σ 2 i ) is the idiosyncratic noise, independent of each other, and ij is the factor loading of the ith asset corresponding to the factor f j . The case when σ i ∼ Uniform(0.1, 0.3) following the specifications in DeMiguel et al. [5] is considered, and the T-daily period returns of p assets following the settings in Fan et al. [17] was generated. Specifically, the factor loadings, i.e., ( i1 , i2 , i3 ), were simulated from the normal distribution N(µ , cov ), then they were kept fixed throughout the model. The three factors, i.e., ( f 1 , f 2 , f 3 ), were also generated from the normal distribution N(µ f , cov f ), where these parameters were set as The cases with number of assets p ∈ {200, 500} over time T = 5000 days were considered. In this simulation, the full simulated 5000 days as well as its five sub-periods (1000 days break-out period) when evaluating performances of strategies were considered. Note that the evaluation of the portfolio strategies was based on 21 days (i.e., monthly) out-of-sample performances.
In the analysis, the portfolio strategies using a rolling time window approach were determined. Since the market is constantly evolving, it is needed to rebalance the portfolio over time to consider new information. Specifically, the portfolio was monthly-based updated as follows. The optimal portfolio selection including regularization parameters selection was determined from one year in-sample window (250 observation) and held unchanged for the subsequent one month out-of-sample window (21 observation), as in Bruni et al. [59] . Note that the out-of-sample performance was computed from the 21 out-of-sample days. Next, the in-sample window was moved forward by 21 days (one month), and the optimal portfolio was updated from the previous 250 days and then unchanged for the next 21 out-of-sample window.
Since the performances of the portfolios could be sensitive to the initialδ i = 1/p at the time t = 1, the first five years of performance was not considered. For example, when data covered 12 years, only the last seven years were used for performances. Note that compared to analysis in Park et al. [19] , more comprehensive data types were considered by considering the index FF49 and completely simulated data.
Results
This section shows the evaluations of defined out-of-sample performances using the three data types as included in Section 3.3. Figure 1 displays the locations of the proposed portfolios with respect to the benchmark in the risk-return plane when 12 real datasets were used in analysis. In each subplot, the x-axis and y-axis represent the relative risk and the excess return of the proposed portfolios with respect to the benchmark portfolio, respectively. Each subplot shows performances of a specific portfolio (i.e., west or north) when a specific benchmark portfolio (i.e., equally-weighted or GMVP) was used. Specifically, left and right subfigures show performances of the west and north portfolios, respectively, while top and bottom subfigures represent the case when equally-weighted portfolio and the GMVP were used as a benchmark, respectively. Each point in each subfigure represents a performance of the specific portfolio (i.e., west or north) with a specific criterion function (i.e., mean return or Sharpe ratio) when specific data were used. 
Risk and Return

Return
GMVP;North
Return Sharpe Figure 2 . Positions of the proposed portfolios based on the benchmark portfolio when the partially simulated data were considered. The circle and cross points indicate the portfolios using Sharpe ratio and mean return as criterion functions, respectively. As the 12 datasets are considered for the equally-weighted and GMVP portfolios, each subplot consists of 12 × 2 = 24 points.
In the equally-weighted portfolio case, the west portfolios are located in the west of the plane, i.e., west portfolios reduce the risk. Specifically, the west portfolios reduce the variance by 0.11 on average compared to the benchmark portfolios (p-value: 2.42 × 10 −9 ). For the GMVP case, the west portfolios have higher variance than the benchmark by 0.007 (p-value: 0.004), which is expected because GMVP theoretically achieves the minimum variance of the return in the market. On the other hand, the west portfolios are not favorable in terms of improving mean return in the sense that the difference of mean return is not statistically significant (p-value > 0.1).
In many cases, the north portfolios are located in the north in the risk-return plane, i.e., they push the benchmark to the north by increasing mean return. For the equally-weighted portfolio and the GMVP cases, the north portfolios have higher mean return over the benchmark by 0.018 and 0.014 (p-value: 5.20 × 10 −7 and 2.12 × 10 −4 ) on average, respectively. In summary, when the real data were used, the west portfolios generally reduce the risk for the equally-weighted portfolio case, while the north portfolios are favorable in terms of mean return. As shown in Figure 2 , the results when the 12 partially simulated datasets (dynamic setting) were considered are similar as those of the real data case.
Note that the mean returns of portfolios when 12 real datasets were considered are shown in Table 3 . See Tables 4 and 5 for the mean returns of portfolios when the dynamic and completely simulated data were considered, respectively. When the proposed portfolios have significantly (p-value < 0.05) larger mean returns than those of the benchmark, the corresponding values are marked in bold. To facilitate the presentation, the differences of mean returns of strategies are given in parenthesis in Table 3 , i.e., µ w − −µ v . Here, µ w and µ v are mean returns of a proposed portfolio w and the benchmark v, respectively. Overall, it is seen that the north portfolios (i.e., N-R and N-S) have higher mean returns compared to the benchmark for 80% of cases, and the improvements are significant in 68% of cases. Among three data types, these improvements for north portfolios are not strong when the partially simulated data (dynamic components set) are considered (statistically significant in 57% of cases). This may be due to the effect of the arbitrary initialization ofδ p+i for the newly added components p + i for i = 6, · · · , 10, when updating north selection portfolios. Future research will include comprehensive sensitivity analysis of this initialization in the dynamic setting. Table 3 . Average monthly returns of the proposed portfolios and benchmark for the 12 real datasets case. The two benchmark portfolios, equally-weighted portfolio and GMVP, were considered when constructing the portfolios, respectively. The differences of mean returns between proposed portfolios and benchmark are also given in parenthesis. "Bench" represents the benchmark, and "W-R" ("N-R") and "W-S" ("N-S") represent the west (north) portfolios using the mean return and Sharpe ratio as criterion functions in the cross validation, respectively.
Data
Equally To investigate whether higher returns of the north selection portfolios are not due to higher risk, the kurtosis as defined in Section 3.2 was computed. Note that kurtosis of any univariate normal distribution is 3 and higher kurtosis can be interpreted as the result of infrequent extreme outliers or deviations, unlike frequent modestly sized deviations. As reported in Tables 6-8 , the west and north portfolios have kurtosis values less than 3 in 90.3% of cases. This indicates that the obtained return distribution generally produces fewer and less extreme outliers than does the normal distribution, i.e., higher returns observed in the north portfolios are not due to higher risk. Table 5 . Average monthly returns of the proposed portfolios and benchmark over six different evaluation periods when completely simulated data were considered. The two benchmark portfolios, equally-weighted portfolio and GMVP, were considered when constructing the proposed portfolios, respectively, and p ∈ {100, 500} was used in simulation, where p represents the number of static components in the simulation model. Table 6 . Kurtosis of the proposed portfolio when 12 real datasets were considered. The two benchmark portfolios, equally-weighted portfolio and GMVP, were considered when constructing the proposed portfolios, respectively. Kurtosis of any univariate normal distribution is 3. A higher kurtosis indicates infrequent extreme outliers or deviations in returns. "W-R" ("N-R") and "W-S" ("N-S") represent the west (north) portfolios using the mean return and Sharpe ratio as criterion functions in the cross validation, respectively. Table 7 . Kurtosis of the proposed portfolio when partially simulated data were considered. Table 8 . Kurtosis of the proposed portfolio over six different evaluation periods when completely simulated data were considered. 
Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Data Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Case Evaluation Period (T) Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Sparse, Sustainable and Stable Selection
Note that sparse, sustainable, and stable selection is crucial for investors in the portfolio selection because it is related to management and transaction costs that play a critical role in the portfolio. Recall the quantities |A (t) |/p and |A (t) A (t−1) |/p for the measures of sparsity and stability, respectively. Tables 9-11 record the average sparsity over times when the three data types were considered, respectively. Standard deviations of the sparsity quantities are less than 0.10 for all cases. On average, the proposed portfolios generally select a few assets (less than 10%) in the considered component list. Table 9 . Sparsity of the proposed portfolios and benchmark portfolios when 12 real datasets were used. Two benchmark portfolios, equally-weighted portfolio and GMVP, were considered when constructing the proposed portfolios, respectively. "Bench" represents the benchmark, and "W-R" ("N-R") and "W-S" ("N-S") represent the west (north) portfolios using the mean return and Sharpe ratio as criterion functions in the cross validation, respectively. Table 10 . Sparsity of the proposed portfolios and benchmark when partially simulated data were considered. Tables 12-14 record the average stability quantities over times. Note that standard deviations of the stability quantities are less than 0.08 for all three cases. In most cases, the stability measures are less than 10%, suggesting that active assets in theδ (t) are stable across times. Table 12 . Stability of the proposed portfolios and benchmark portfolios for the 12 real datasets case. The two benchmark portfolios, equally-weighted portfolio and GMVP, were considered when constructing the proposed portfolios, respectively. "Bench" represents the benchmark, and "W-R" ("N-R") and "W-S" ("N-S") represent the west (north) portfolios using the mean return and Sharpe ratio as criterion functions in the cross validation, respectively. As shown in Table 15 , the proposed portfolios' turnovers are mostly less than 0.15. Compared to when the equally-weighted portfolio is a benchmark, the proposed portfolios when GMVP is a benchmark have generally lower turnover. This suggests that the proposed portfolios is more stable when GMVP was considered. As shown in Tables 16 and 17 , turnovers of the proposed portfolio for the dynamic setting generally larger compared to those of the static components cases. Table 13 . Stability of the proposed portfolios and benchmark when partially simulated data were considered. Table 14 . Stability of the proposed portfolios and benchmark over six different evaluation periods when completely simulated data were considered. Table 15 . Turnover of the proposed portfolio when 12 real datasets were considered. The two benchmark portfolios, equally-weighted portfolio and GMVP, were considered when constructing the proposed portfolios, respectively. "W-R" ("N-R") and "W-S" ("N-S") represent the west (north) portfolios using the mean return and Sharpe ratio as criterion functions in the cross validation, respectively. Table 16 . Turnover of the proposed portfolio when partially simulated data were considered. Table 17 . Turnover of the proposed portfolio over six different evaluation periods when completely simulated data were considered. 
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Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Data Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Case Evaluation Period Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Data Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Data
Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Case Evaluation Period Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Data Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Case Evaluation Period Equally-Weighted GMVP W-R W-S N-R N-S W-R W-S N-R N-S
Variance and Sharpe Ratio Comparison
The out-of-sample standard deviations and Sharpe ratio of the proposed portfolios were investigated. Tables 18-20 record the out-of-sample standard deviations σ w and σ v for the proposed portfolios and benchmarks, respectively, when the three data types were considered. To facilitate the presentation, the differences of standard deviations of strategies are given in parenthesis, i.e., σ w − σ v .
For the equally-weighted portfolio case, out-of-sample standard deviations for the west portfolios are lower than those of the benchmarks, while the north portfolios generally have higher standard deviations. To test the hypothesis that the standard deviation of the returns of the benchmark v and the proposed portfolios w are equal, i.e., H 0 : σ w = σ v , the approach in DeMiguel et al. [15] and the approach presented in Remark 3.2 of Ledoit and Wolf [60] were used. When proposed portfolios have significantly lower standard deviations, the corresponding standard deviations are marked in bold in Table 18 .
In about 95% of the equally-weighted benchmark cases, the west portfolios (i.e., W-R and W-S) have significantly lower standard deviations than those of benchmark. However, when the GMVP was used as a benchmark, west portfolios usually do not improve out-of-sample standard deviations, which can be explained by the fact that GMVP is the one having the lowest in-sample standard deviations among other portfolios, thus its out-of-sample performances may also have lower values. This finding also suggests that it is essential to understand the characteristics of the benchmark when the investor construct the proposed portfolio using the benchmark. For example, it would be appropriate to apply the north selection when investor uses the GMVP as a benchmark. Table 18 . Standard deviations of the returns of the proposed portfolios and benchmark portfolios when 12 real datasets were used. The two benchmark portfolios, equally-weighted portfolio and GMVP, were considered when constructing the proposed portfolios, respectively. The differences of standard deviations between proposed portfolios and benchmark are also given in parenthesis. If the standard deviation of the proposed portfolio is significantly lower than that of the benchmark (p-value < 0.05), the corresponding values are marked in bold. "Bench" represents the benchmark, and "W-R" ("N-R") and "W-S" ("N-S") represent the west (north) portfolios using the mean return and Sharpe ratio as criterion functions in the cross validation, respectively. Tables 21-23 record the Sharpe ratio of the proposed portfolios, when the three data types were used, respectively. To better report the differences between the performances of proposed portfolios and benchmarks, the differences of standard deviations, i.e., µ w /σ w − µ v /σ v , in parenthesis are also recorded. The north portfolios generally have higher Sharpe ratio in most cases for the equally-weighted benchmark case, while the west portfolios generally do not improve the Sharpe ratio. The hypothesis that the Sharpe ratio of the proposed portfolio w is equivalent to that of the benchmark v (H 0 : µ w /σ w = µ v /σ v ) was tested. Following DeMiguel et al. [15] , to obtain a two-sided p-value, the studentized circular block bootstrap [60] using 1000 bootstrap samples with a block size 5 was used.
Note that the Sharpe ratios are marked in bold in Table 21 when the proposed portfolios give a significantly higher Sharpe ratio (p-value < 0.05). For 72% of the equally-weighted benchmark cases, we see that the north portfolios give significantly higher Sharpe ratios compared to those of the corresponding benchmark portfolios, while the west portfolios improve Sharpe ratios in 52% cases. On the other hand, when the GMVP was used as a benchmark, only 37.5% of the proposed portfolios are shown to significantly improve Sharpe ratios, which suggests that it is difficult to obtain significantly better risk-adjusted return than GMVP when the investor utilizes GMVP as a benchmark. Table 21 . Sharpe ratio of the proposed portfolios and benchmark portfolios when 12 real datasets were used. The two benchmark portfolios, equally-weighted portfolio and GMVP, were considered when constructing the proposed portfolios, respectively. The differences of Sharpe ratios between proposed portfolios and benchmark are also given in parenthesis. If the Sharpe ratio of the proposed portfolio is significantly higher than that of the benchmark (p-value < 0.05), those values are marked in bold. "Bench" represents the benchmark, and "W-R" ("N-R") and "W-S" ("N-S") represent the west (north) portfolios using the mean return and Sharpe ratio as criterion functions in the cross validation, respectively.
Data
Equally 
Information Ratio
Information ratio quantifies the excess return of the proposed portfolio divided by the standard deviation of the excess returns. Note that the median manager typically provides an information ratio near or below zero [61] . Tables 24-26 show the information ratio when the three data types were considered, respectively. Although west portfolios successfully reduce the risk when the investor uses the equally-weighted portfolio as a benchmark portfolio, as shown in Section 4.3, it is not favorable in terms of information ratio for many cases. On the other hand, the information ratios of the north portfolios are above zero in 83% cases and over 0.25 in many cases. This suggests that the north portfolio could be favorable compared to the west portfolio in terms of Information ratio. Table 24 . Information ratio of the proposed portfolio when 12 real datasets were considered. The two benchmark portfolios, equally-weighted portfolio and GMVP, were considered when constructing the proposed portfolios, respectively. "W-R" ("N-R") and "W-S" ("N-S") represent the west (north) portfolios using the mean return and Sharpe ratio as criterion functions in the cross validation, respectively.
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Conclusions
This paper aims to construct novel portfolios through a sparse, sustainable and stable selection from the efficient frontier. This paper proposes to hold the benchmark at certain amount α and invest 1 − α in sparse and stable assets by using Dantzig-type optimization methods. Sparse, sustainable and stable asset selection is an important factor in controlling both management and transaction costs. The west selection reduces the risk compared to the benchmark, i.e., it generally pushes the benchmark to the west. The north selection pushes the benchmark to the north by increasing the expected return compared to the benchmark. In the considered 12 real datasets and their dynamic settings where the component lists are changed by time, the proposed portfolios generally select sparse, sustainable and stable assets across times. The simulation results generated by Fama-French three-factor model also shows potential advantages of the proposed models. The west selection empirically reduces the risk when the equally-weighted-portfolio is utilized as a benchmark portfolio, while the north selection could outperform the benchmark in terms of the mean return, information ratio, and Sharpe ratio. Moreover, the proposed method may enable further generalizations with a general structure of transaction costs [62] . This generalization will be considered as direction for the future work. Overall, if the investors prefer low-risk, they may take the west selection. On the other hand, if the investors expect a better return, they may take the north selection. As in Theorems 3 and 5, both the west selection and the north selection gives a stable portfolio with respect to regularization parameters as long as appropriate candidate parameters are considered. In this regard, the proposed portfolio selection could be very attractive to investors who want stable model selection with respect to change of parameters. Therefore, both the west selection and the north selection are very attractive to investors and contribute to the development of study for portfolio selection.
Code
The codes (MIT license) include the following steps: cleaning the data, solve the optimization problems, calculate the performance measures, and generate plots. We used MATLAB to solve the optimization problems. The codes are uploaded at https://github.com/ishspsy/project/ tree/ishspsy-patch-1; "running_five_data.m" and "running_three_data.m" are the main files, and "code_graph_generate.m" reproduces all the figures in the paper.
Proof of Theorem 1. Since the optimization in Equation (4) includes an additional constraint (related to return) to the optimization in Equation (3), it is enough to prove that Equation (4) is a semidefinite programming problem. Equation (4) 
where diag(t 1 , · · · , t p ) is the p by p diagonal matrix whose diagonal components are t 1 , · · · , t p , and X 0 means that X is positive semidefinite. By using the fact that det A B B T C = det(A − −BC −1 B T )det(C)
when A and C are square matrices and C is invertible, the constraint in Equation (A1) implies (αv + δ) TΣ (αv + δ) ≤σ 2 v . This completes the proof.
To prove the rest of theorems, the Lagrangian expression of the proposed optimizations should be developed first. By the Lagrange multiplier method, the west selection problem in Equation (3) Proof. By the Lagrange multiplier method, the optimization problem in Theorem 2 is to minimize
where λ is the Lagrange multiplier. Then, the Karush-Kuhn-Tucker (KKT) optimality conditions are
Sinceδ, λ 1 , λ 2 are the solutions to Equation (A2) and g is the sub-gradient evaluated atδ, we have with λ = 2λ 2 Since the proof is essentially the same as that of Theorem 2, the proof is omitted. This completes the proof.
