Hypergraph width measures are a class of hypergraph invariants important in studying the complexity of constraint satisfaction problems (CSPs). We present a general exact exponential algorithm for a large variety of these measures. A connection between these and tree decompositions is established. This enables us to almost seamlessly adapt the combinatorial and algorithmic results known for tree decompositions of graphs to the case of hypergraphs and obtain fast exact algorithms.
Introduction
Hypergraph width measures form a class of hypergraph invariants which play an important role in studying the complexity of constraint satisfaction problems (CSPs). For a set of variables V , a domain D and a set C of constraints these problems ask for an assignment of values in D to the variables such that each constraint is satisfied. This forms a generic framework for many import combinatorial problems. Therefore, quite unsurprisingly, constraint satisfaction problems are generally NP-hard. In order to obtain a more detailed picture of the complexity of these problems, there are at least two common directions to follow. One of these is the restriction of the type of constraints allowed (see, for example [Sch78, FV98, Bul06, BK09] ).
The second direction is the restriction of the structure which constraints impose on the variables. With a strong motivational background in database theory, this kind of restrictions forms the origin of hypergraph width measures [GLS02, GM06, Mar09b, Mar10] . The hypergraph of an instance (V, D, C) of a constraint satisfaction problem has vertex set V and contains for each constraint a hyperedge with the variables occurring in this constraint. In this way we can give a precise meaning to the restriction of the structure. For some class H of hypergraphs, the input is restricted to instances whose hypergraphs are contained in H.
Let CSP(H) denote the constraint satisfaction problem restricted as described above. Hypergraph width measures allow for identification of tractable variants of this problem. In the case of bounded arities -that is, when the cardinality of the hyperedges is bounded by a constant -it turns out that bounded tree-width completely describes this setting, as then CSP(H) is polynomial time computable if and only if H has bounded tree-width [GSS01, Gro07] . 2 In the unbounded arity case the situation is different. Several hypergraph width measures have been identified which lead to larger classes of tractable CSP(H). We have here the notion of bounded (generalized) hypertree-width [GLS02] which extends bounded tree-width. Even more general are classes H of bounded fractional hypertree-width [GM06] which still give rise to polynomial-time computable constraint satisfaction problems. Our Work. The central aim of the present work is an exact algorithm for fractional hypertreewidth. Note that there is a recent algorithm which approximates fractional hypertree-width [Mar09a] in polynomial time provided that it is constant. But not only is this algorithm unsuitable for large fractional hypertree-width. There is also no known non-trivial exact algorithm for this problem.
We remedy this situation by presenting an algorithm that more generally computes any hypertreewidth measure defined by some monotone width function f . This implies an algorithm for both fractional and generalized hypertree-width by essentially the same means. We achieve this by reducing the problem to computing a minimal triangulation of the underlying Gaifman graph of the given hypergraph. Indeed, we show that it is sufficient to compute a tree decomposition of the Gaifman graph while measuring the width of sets of vertices in the given hypergraph. This enables us to almost seamlessly adapt the combinatorial and algorithmic results known for tree decompositions of graphs to the case of hypergraphs and obtain fast exact algorithms. Theorem 1. Let H be a hypergraph on n vertices and m hyperedges.
(i) The generalized hypertree-width of H can be computed in time O * (2 n ).
(ii) The fractional hypertree-width of H can be computed in time O(1.734601 n · m).
The central idea of this algorithm is the adaptation of the algorithm in [FKTV08] and the results of [FV08] to the situation of hypergraphs. All of these algorithms require exponential space in the worst case. The proof of this result is presented in Section 3.
Preliminaries
Graphs and Hypergraphs. A hypergraph is a pair H = (V (H), E(H)) consisting of a set of vertices V (H) and a set E(H) of subsets of V (H), the hyperedges of H. Two vertices are adjacent if there exists an edge that contains both of them. Unless otherwise mentioned, our hypergraphs have n vertices and m edges and do not contain isolated vertices (i.e. vertices which do not occur in an edge of H).
A graph is a hypergraph in which every hyperedge has cardinality 2. Thus every concept defined for hypergraphs is also given for graphs; however, there will be some notions we will use for graphs exclusively. For a subset U ⊆ V (G), we write G[U ] to denote the subgraph of G induced by U .
The neighborhood of a vertex v ∈ V (G) is N (v) = {u | {u, v} ∈ E}; this extends to sets of vertices by defining N (S) = v∈S N (v) \ S. A clique of G is a set C ⊆ V (G) such that all vertices in C are pairwise adjacent in G. A clique is maximal if it is not properly contained in another clique. For a set S ⊆ V we define S 2 = {{u, v} | u, v ∈ S, u = v}. The Gaifman graph or primal graph of a hypergraph H is the graph H on V (H) with E(H) := {{u, v} | u, v ∈ e, for some e ∈ E(H)}. Tree Decompositions and Width Functions. A tree decomposition of a hypergraph H is a pair (T, B), where T is a tree and B = {B t | t ∈ V (T )} is a family of subsets of V (H), called bags, such that (i) every vertex of H appears in some bag of B; (ii) for every hyperedge e ∈ E(H) there is a t ∈ V (T ) such that e ⊆ B t ; and (iii) for every vertex v ∈ V (H) the set of bags containing v forms a subtree T v of T .
A width function on the vertex set V is a monotone function f :
We define F(V ) to be the set of all width functions on V . The f -width of a tree decomposition T is max{f (B t ) | t ∈ V (T )}. The f -hypertree-width of a hypergraph H, denoted by f -htw(H), is the minimum f -width of all tree decompositions of H. We call such a tree decomposition an f -optimal tree decomposition. When considering graphs, we use the analogous notion of f -tree-width and denote it by f -tw(G). In this setting we obtain the tree-width of a hypergraph H as follows. Definition 1. Let s(X) = |X| − 1; then the tree-width of H is tw(H) := s-htw(H).
Similarly, we can define other well-known width measures. Let H be a hypergraph and X ⊆ V (H). An edge cover (w.r.t. H) of X is a subset E ⊆ E(H) such that X ⊆ e∈E e. Define ρ H (X) as the size of the smallest edge cover of X w.r.t. H. Note that this number is well-defined, as H does not contain isolated vertices.
Relaxing this, we arrive at fractional edge covers. For a set X ⊆ V (H) a mapping γ :
is the minimum of e∈E(H) γ(e) taken over all fractional edge covers of X w.r.t. H. Definition 2. Let H be a hypergraph.
• The generalized hypertree-width of H is ghw(H) := ρ H -htw(H).
• The fractional hypertree-width of H is fhw(H) := ρ * H -htw(H).
Separators. For two non-adjacent vertices u, v of a graph G, a set S ⊆ V (G) is a u, v-separator if u and v are in different components of G − S. Further, S is a minimal u, v-separator if no proper subset of S is a u, v-separator. Generally, S is a minimal separator if it is a minimal u, v-separator for some u, v. By ∆ G we denote the set of all minimal separators of G. Observe that a minimal separator of G can be contained in another one. We call minimal separators not containing another one inclusion-minimal separators and denote the set of these by ∆ * G . 
we denote the set of all full connected components of G − S. A block associated with an S ∈ ∆ G is a pair (S, C) for some component C ∈ C G (S). A block is called full if C is full w.r.t. S. Note that by definition, the set S of a block (S, C) is required to be a minimal separator. The realization R(S, C) of a block is the graph obtained from G[S ∪ C] by turning S into a clique. Triangulations, Potential Maximal Cliques. A graph G is triangulated or chordal if every cycle of length at least 4 in G has a chord, that is, an edge between two non-consecutive vertices of the cycle.
A set Ω ⊆ V (G) is a potential maximal clique of G, if there is a minimal triangulation I of G such that Ω is a maximal clique in I. The set of all potential maximal cliques of G is denoted by Π G . Let Ω be a potential maximal clique with the components C(Ω) of G − Ω and C ∈ C(Ω); then (N (C), C) is called a block associated with Ω (see Fig. 1 ).
Finally, we define the f -clique-number of
Computing f -Optimal Tree Decompositions of Graphs and Hypergraphs
A tree decomposition (T, B) with B = {B t | t ∈ V (T )} is small, if for all t, t ∈ V (T ) with t = t we have B t B t . We need some well-known facts about tree decompositions:
) a tree decomposition of G, and f ∈ F(V (G)) a width function. Then the following holds.
(ii) There is a small tree decomposition T such that f -width(T ) = f -width(T ).
(iii) For all s, t, t ∈ V (T ) such that t lies on the path from s to t in T , we have B s ∩ B t ⊆ B t .
It is important to note here, that we will use the notion of f -htw in a slightly unusual way. Similarly to the functions ρ H and ρ * H , we will be interested in some width function f H which is defined on a hypergraph H = (V (H), E(H)), but then apply it to tree-decompositions of a graph G. The sole prerequisite is here, that V (G) = V (H) to ensure that f H -tw(G) is still well-defined. It turns out that this very concept of measuring the width of a tree decomposition of a graph using the width function defined on a given hypergraph is the crucial idea that makes our algorithm work in such a general form. We will make the dependence of f on H explicit by the subscript f H , whenever this is important.
Lemma 2. Let H be a hypergraph, H its Gaifman graph and f H a width function on V (H). Then
In particular, T is a tree decomposition of H if, and only if, it is a tree decomposition of H.
Proof. It is easy to see that any tree decomposition of H is a tree decomposition of H. Conversely, the fact that any tree decomposition of H is a tree decomposition of H follows from Lemma 1 (i).
Let G be a graph and K G the set of maximal cliques of G. The labeled tree T := (T, (Ω t ) t∈V (T ) ) is a tree on K G , if every maximal clique of K G corresponds to exactly one vertex of T . T is a clique-tree of G, if it satisfies the clique-intersection property:
(CI) For every pair Ω, Ω ∈ K G of distinct cliques Ω ∩ Ω is contained in every clique on the unique path connecting Ω and Ω in T .
It is well known (see e.g. Theorem 3.1 in [BP93] ) that a graph G is chordal if and only if it has a clique tree.
Lemma 3. Let G be a chordal graph and f ∈ F(V (G)) a width function. Then
Proof.
Let Ω be a clique of G that maximizes f (Ω). By Lemma 1 (i) every tree decomposition of G contains a bag that contains Ω. This proves
Lemma 4. Let G be a graph and f ∈ F(V (G)) a width function. Then
Furthermore, the minimum on the right-hand side is attained by a minimal triangulation of G.
Proof. Let I be any triangulation of G. Since E(G) ⊆ E(I), every tree decomposition of I is also a tree decomposition of G and so, f -tw(G) ≤ f -tw(I). By Lemma 3, we have thus f -tw(G) ≤ f -ω(I).
For the other direction, let T = (T, (B t ) t∈V (T ) ) be a small f -optimal tree decomposition of G, i.e. f -width(T ) = f -tw(G). We construct a triangulation I := (V (G), E(I)) of G by transforming the vertices of every bag of T into a clique in I. That is, E(I) := {{v, u} | v = u, ∃t ∈ V (T ) : v, u ∈ B t }. Obviously T is still a tree decomposition of I with f -width(T ) = f -ω(I). We show that I is chordal by arguing that T is a clique-tree of I. To see this, note that Lemma 1 (i) and the fact that T is small imply that there is a bijection between maximal cliques of I and bags of T . The clique-intersection property holds by Lemma 1 (iii). The monotonicity of f implies that the triangulation I that minimizes the right-hand side of (1) can be chosen to be minimal.
An Algorithm to Compute the f -tree-width of Graphs
The following facts about minimal separators and potential maximal cliques are well-known, see e.g. Theorem 2.10 in [KKS97] and Lemma 3.14 in [BT01]:
Lemma 5. Let G be a graph, I a minimal triangulation of G, and Ω a potential maximal clique of G.
(i) Every block associated with an inclusion-minimal separator S of G is a full block, i.e. C G (S) = C * G (S). (ii) Every minimal separator of I is also a minimal separator of G, i.e. ∆ I ⊆ ∆ G . (iii) Every block (S, C) associated to Ω is, in fact, a full block of G; in particular, S ∈ ∆ G .
We proceed with a lemma from [KKS97] :
Lemma 6 (Lemma 3.1 in [KKS97] ). Let G be a graph, S a minimal separator of G, and I C a minimal triangulation of R(S, C) for each component C of G − S. Then the graph I on V (G) with
Conversely, let I be a minimal triangulation of G and S a minimal separator of I.
The following lemma is an extension of Theorem 3.2. in [KKS97] to our situation.
Lemma 7. Let G be a non-complete graph and f ∈ F(V (G)) a width function. Then
Proof. Let S ∈ ∆ G be any minimal separator of G. For every component C ∈ C G (S), let I C be a minimal triangulation of R(S, C) with f -tw(R(S, C)) = f -ω(I C ) as guaranteed by Lemma 4. By Lemma 6 the graph I on V (G) with E(I) := C∈C G (S) E(I C ) is a minimal triangulation of G. By construction, there can not be an edge in I connecting two different components in C I (S) = C G (S); also, S is a clique in I and in each I C . Thus for every clique Ω of I there is a component C ∈ C G (S) with Ω ⊆ S ∪ C and Ω is also a clique of I C . We have thus
where the left most inequality is given by Lemma 4. Conversely, let I be a minimal triangulation of G that minimizes f -ω(I) and hence f -tw(G) = f -ω(I) by Lemma 4. Let S be a minimal separator of I; by Lemma 5 (ii), we know S ∈ ∆ G . By Lemma 6, we have that I[S ∪ C] is a minimal triangulation of R(S, C) for every component C ∈ C G (S) of G − S. Since every clique of I[S ∪ C] is also a clique of I, we have
Again, the leftmost inequality follows from Lemma 4.
Lemma 7 provides an equation for the f -tree-width of a graph in terms of its minimal separators. However, it would be preferable to work only with inclusion-minimal separators and full blocks. Fortunately, this can be achieved via the following lemma:
Lemma 8. Let G be a non-complete graph and f ∈ F(V (G)) a width function. Then
f -tw(R(S, C)).
Proof. Suppose the minimum on the right-hand side of (2) is achieved only by non-inclusion-minimal separators and let S ∈ ∆ G be such a separator. Let S ⊂ S be an inclusion-minimal separator in ∆ G . Consider a component C ∈ C G (S ); it must be that C = S ∪ C 1 ∪ · · · ∪ C t , where S ⊆ S \ S and C 1 , . . . , C t ∈ C G (S). Let T i be obtained from an f -optimal tree decomposition for R(S, C i ), for 1 ≤ i ≤ t, by removing the vertices of S \ (S ∪ S ) from every bag. By creating a bag B o containing S ∪ S and connecting each one of these tree decomposition to it, we obtain a tree decomposition T for R(S , C) with f -tw(R(S , C)) ≤ f -width(T ) ≤ max 1≤i≤t f -tw(R(S, C i )). Since this is true for every block associated with S , we obtain a contradiction, i.e. the minimum is indeed achieved by an inclusion-minimal separator S . But then Lemma 5 (i) guarantees that C G (S ) = C * G (S ).
It remains to show how to compute f -optimal tree decompositions of full blocks. This is done in Lemma 10 below by using the following lemma from [BT01] (cf. Fig. 1 ):
Lemma 9 (Theorem 4.7 in [BT01] ). Let G be a graph and (S, C) a full block of G. Then a graph I R is a minimal triangulation of R(S, C) if and only if there is a potential maximal clique Ω ⊆ S ∪ C of G with S ⊂ Ω such that the following holds:
Lemma 10. Let G be a graph, (S, C) a full block of G, and f ∈ F(V (G)) a width function. Then
where the maximum is taken over all blocks (S i , C i ) associated to Ω in R(S, C).
Proof. Let I R be a minimal triangulation of R(S, C), that minimizes f -ω(I R ). By Lemma 4, we have f -tw(R(S, C)) = f -ω(I R ). Lemma 9 implies the existence of a potential maximal clique Ω ⊆ (S, C) of G with S ⊂ Ω such that the following is true:
Clearly Ω is a clique in I R and hence f (Ω) ≤ f -ω(I R ) = f -tw(R(S, C)). Now let (S i , C i ) be any block associated to Ω in R(S, C). By definition, S i is a clique in R(S i , C i ) and therefore also in I i and I R . Hence, I R [S i ∪ C i ] = I i by definition of E(I R ). Thus, every clique of I i is also a clique of I R and we have
The leftmost inequality holds by Lemma 4.
For the other direction let Ω be some potential maximal clique of G satisfying S ⊂ Ω ⊆ S ∪C and define w := max i {f (Ω), f -tw(R(S i , C i ))}. The existence of such an Ω is guaranteed by Lemma 9.
Thus there is a vertex t i ∈ V (T i ) with S i ⊆ B i t i by Lemma 1 (i). We construct a tree decomposition T of R(S, C) as the union of the tree decompositions T i , adding a new vertex t and the new edges {t, t i }. We define the bag of t to be B t := Ω.
The sets C i are the components of R(S, C) − Ω. Therefore the realizations R(S i , C i ) do only intersect in the sets S i ⊆ Ω. Hence, every edge e of R(S, C) is either contained in Ω -and thus in B t -or belongs to one of the realizations R(S i , C i ) and so, must be contained in a bag of the tree decomposition T i . We conclude that T is a tree decomposition of R(S, C) with w = f -width(T ) ≥ f -tw(R (S, C) ).
Combining the statements of Lemmas 8 and 10 we construct Algorithm 1. Note that Lemma 5 (iii) and Lemma 8 justify considering only full blocks in this algorithm.
1: compute all full blocks (S, C) and sort them by size 2: for all full blocks (S, C) in increasing order do 3:
for all potential maximal cliques Ω ∈ Π G with S ⊂ Ω ⊆ (S, C) do
compute the full blocks (S i , C i ) associated with Ω s.t.
end for 12: end for
Runtime Analysis
As Algorithm 1 is an adaptation of the algorithm presented in [FKTV08] the runtime analysis will follow closely the analysis in that paper. However our situation necessitates a bit of preparation. Consider some input of the algorithm consisting of f H for some hypergraph H = (V (H), E(H)) and a graph G = (V (G), E(G)) with V (G) = V (H). It will be convenient to separate the actual running time of the algorithm from the time to compute the function f H on all relevant subsets of V (G). To this end, let a table of f H w.r.t. G be a list of all inclusion minimal full blocks (S, C) of G and all potential maximal cliques Ω together with the values of f H (S ∪ C) and f H (Ω), respectively, for each of these. We obtain the following result.
Theorem 2. Let H be a hypergraph with n := |V (H)|, m = |E(H)|, and f H ∈ F(V (H)) a width function. Let t(m, n) be an upper bound for the time needed to compute a table of f H w.r.t. the Gaifman graph H. Then there is an algorithm that computes f H -htw(H) together with an f Hoptimal tree decomposition of H in time O(1.734601 n + t(m, n) + mn 2 ).
The proof of this theorem readily follows from Lemma 12 below, the fact that the Gaifman graph of H can be computed in time O(mn 2 ), and the following results of [FV08] and [FV10] :
Lemma 11 ([FV08, FV10]) . For every graph G on n vertices the following is true. We have |∆ G | = O(1.6181 n ) and |Π G | = O(1.734601 n ). Furthermore, all minimal separators and all potential maximal cliques can be listed in time O(1.734601 n ).
Lemma 12. Let G be a graph with n := |V (G)| and f ∈ F(V (G)) a width function. Given the lists of all minimal separators ∆ G and of all potential maximal cliques Π G of G and given a table of f w.r.t. G, Algorithm 1 computes f -tw(G) together with an f -optimal tree decomposition of G in time O(n 2 · |∆ G | + n 3 · |Π G |).
Proof. W.l.o.g. we assume here that the graph G is connected. Otherwise we simply run the algorithm once for each connected component of G. The correctness of the algorithm follows easily: By Lemma 10 and Lemma 5 (iii) the for-loop in the lines 2-12 correctly computes f -tw(R(S, C)) for all full blocks (S, C) of G. Then the f -width of the graph is computed in line 13 using Lemma 8. As a table of f w.r.t. G is given, the proof of the running time is the same as in [FKTV08] .
Computing Fractional Hypertree-Width
Lemma 13. Let H = (V (H), E(H)) be a hypergraph with n vertices and m hyperedges. A table of ρ * H w.r.t H can be computed in time t(m, n) = O(1.734601 n · m).
Proof. Note that we can compute H from H in time O(mn 2 ). By Lemma 11 we can construct a list of all minimal separators and all potential maximal cliques of H in time O(1.734601 n ).
The list of minimal separators can be used to compute a list of all full blocks just as has been done in [FKTV08] This takes O(mn) time and space. By standard facts from linear programming, we know that this program has an optimal rational solution. By a standard linear programming algorithm (see e.g. [Kar84] ) this program can be solved in time poly(n) · m.
Combining this with Theorem 2. We obtain Corollary 1. The fractional hypertree-width of a given hypergraph H and a corresponding tree decomposition can be computed in time O(1.734601 n · m).
Computing Generalized Hypertree Width
For a function f : A → B, with |A| = n, we say that f (x) can be computed in time O(g(n)) to mean the time needed to evaluate f once at input x ∈ A. We say a table of f can be computed in time O(g (n)) if the value of f (x) can be computed and stored in a table for every x ∈ A in total time O(g (n)). Let us fix a hypergraph H on n vertices and m edges. In order to compute the generalized hypertree-width of H using Theorem 2, we need to compute a table of ρ H (w.r.t. H). This can be accomplished by a fairly straightforward dynamic programming algorithm in time O(2 n mn): build a table with an entry for every pair (U, i), 1 ≤ i ≤ m, where U is a subset of the vertices and {e 1 , . . . , e m } are the edges of the graph. For every (U, i), store the minimum-size edge cover for U that uses only edges {e 1 , . . . , e i }; this can be easily done by considering the entries stored at (U, i−1) and (U \ e i , i − 1). An additional factor of n is needed to look up an add n-bit integers. This approach of computing ρ H has the drawback of being dependent on m, which itself might be exponential in n an thus yields an overall running time of O(n4 n ) in the worst case. Fortunately, as we shall see now, there is an elegant machinery which allows us to significantly improve this time bound.
Faster Computation using the Fast Möbius Transform
Using the principle of inclusion-exclusion and the fast zeta transform, Björklund et al. [BHK09] show, for a given set N of n elements and a family of its subsets, how to count the number of k-covers of N in time O(2 n n 2 ), where k is part of the input. This leads to an O(3 n n 2 )-time algorithm to compute a table for ρ k H , where ρ k H (U ) denotes the number of edge covers of U ⊆ V (H) using at most k hyperedges. We show how to improve this running time to O(2 n n 3 ).
Let N be an n-element set and f : 2 N → R be a real-valued function on the set of all subsets of N . The zeta transform [Rot] of f , denoted byf : 2 N → R is defined aŝ
The straightforward method to compute a table for the zeta transform of f , i.e. computef (Y ) for all Y ⊆ N , requires O(3 n ) additions in total. However, this can be improved to O(2 n n) additions using Yates's method [Yat37, BHK09] as specified in the following lemma; this algorithm is known as the fast Möbius transform or the fast zeta transform; we use the latter term in this work. For a set X ⊆ V (H), define the number of edges that avoid X as a(X) = | {e ∈ E(H) | e ∩ X = ∅} |.
Using the principle of inclusion-exclusion, Björklund et al. [BHK09] show
Lemma 15 (adapted from [BHK09] ). Let H be a hypergraph. For a set U ⊆ V (H), let ρ k H (U ) denote the number of edge covers of U using at most k hyperedges; furthermore, let a(U ) be the number of hyperedges that avoid U . Then we have
Now we are ready to state the main result of this subsection:
Theorem 3. Let H be a hypergraph on n vertices and m edges. Let ρ k H : 2 V (H) → N be the function that counts the number of edge covers with at most k hyperedges for every subset of V (H). Then a table for ρ k H can be computed in time O(2 n n 3 ).
Proof. First, we compute the values a(X) for every X ⊆ V (H) using the idea in [BHK09] : observe that if e(S) is the indicator function telling if S ⊆ V (H) is an edge or not, then a(X) = S⊆V (H)\X e(S) =ê(V (H) \ X)
can be computed from the zeta transform of e. Hence, a table for g(X) := (−1) |X| a(X) k can be pre-computed and stored in time O(2 n n 2 ) using Lemma 14 (having accounted for an overhead factor of n for looking up and adding n-bit integers). But then, Equation (3) implies that ρ k H is just the zeta-transform of g and hence, a table for ρ k H can be computed in time O(2 n n 3 ) using O(n 2 )-bit integers.
For any given hypergraph H and integer k, we can compute a table that stores for every subset U ⊆ V (H) if it has an edge cover of size at most k using Theorem 3. Together with Theorem 2 this implies an O(2 n n 3 )-time algorithm to decide whether the generalized hypertree-width of a given graph is at most k and if so, compute a corresponding tree decomposition. The tree decomposition with the minimum generalized hypertree-width can then be obtained by binary search on k, adding only another factor of n as overhead. Note, however, that this method does not compute the actual (minimum) edge cover for each bag of the tree decomposition; to this end, the simple dynamic programming algorithm described in the beginning of this subsection has to be used.
Corollary 2. The generalized hypertree-width of a given hypergraph H and a corresponding tree decomposition can be computed in time O * (2 n ). The minimum edge cover for every bag of the tree decomposition can be computed in total time O * (2 n m).
