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Abstract— We address the problem of simultaneous localiza-
tion and mapping by combining visual loop-closure detection
with metrical information given by the robot odometry. The
proposed algorithm builds in real-time topo-metric maps of
an unknown environment, with a monocular or omnidirec-
tional camera and odometry gathered by motors encoders. A
dedicated improved version of our previous work on purely
appearance-based loop-closure detection [1] is used to extract
potential loop-closure locations. Potential locations are then
verified and classified using a new validation stage. The main
contributions we bring are the generalization of the validation
method for the use of monocular and omnidirectional camera
with the removal of the camera calibration stage, the inclusion
of an odometry-based evolution model in the Bayesian filter
which improves accuracy and responsiveness, and the addition
of a consistent metric position estimation. This new SLAM
method does not require any calibration or learning stage (i.e.
no a priori information about environment). It is therefore fully
incremental and generates maps usable for global localization
and planned navigation. This algorithm is moreover well suited
for remote processing and can be used on toy robots with very
small computational power.
Keywords: SLAM, uncalibrated camera, robot odometry,
hybrid topo-metric map.
I. INTRODUCTION
To navigate in an unknown environment a robot requires
the ability to build a map and to localize itself using a process
named Simultaneous Localization And Mapping (SLAM)
[29]. The field of SLAM can be broadly divided into topo-
logical and metrical approaches. The topological approach
models the environment as a graph of discrete locations
and often leads to simple solutions [11], [3]. It is often an
easy to build map, suitable for many kinds of environment
and for human interactions. Its main drawback is the lack
of geometric information that only allows localization in
previously mapped areas and local navigation with non
optimal path planning. On the contrary, the metrical map is
explicitly based on measured distances and positions [5]. The
representation of the environment is geometric and clearly
corresponds to the real world. The localization can be done
continuously and planned navigation may be more precise.
The major problem is to ensure geometry consistency be-
tween position and perceptions which makes the map hard
to build. Number of approaches have attempted to capitalize
on the advantages of the two representations (e.g., [19]). For
instance, local metrical maps can be embedded into graphs
to enhance scalability [8]. Other graph-based solutions can
be used to infer a precise metrical position for the robot,
while still allowing for large scale mapping [17].
Without any prior information about the environment,
and only using a monocular calibrated camera we have
demonstrated that real-time topological SLAM is possible
[1]. This method presents many advantages such as its sim-
plicity, its speed, the lack of learning stage, and its efficiency
(low false alarm rate), but the lack of metrical information
makes the map ill-posed for navigation. In this article,
we present an improved version of this method including
the metrical information given by the robot odometry. Our
new framework is calibration-free, incremental and real-time
and allows to build hybrid topological-metrical maps usable
for robot guidance. The odometric information is easy to
acquire because often provided on robots. It also greatly
complements the image data because it remains available
notably in case of vision system failure (e.g. device problem,
sensor occlusion, strong lighting change, dark areas).
In Section 2, we present related work on visual loop-
closure detection, topological mapping and hybrid topo-
metric mapping. In Section 3, we recall our previous work on
the visual topological SLAM and we present our new frame-
work on calibration free topo-metrical SLAM. In Section 4,
we show experimental results and we conclude in Section 5
with a discussion and our future work.
II. RELATED WORK
In Simultaneous Localization And Mapping solutions, the
traditional range and bearing sensors are now often replaced
by camera (e.g. [2], [5]). It provides indeed many advantages
such as smaller size, lighter weight, lower energy consump-
tion, and above all a richer environmental information that is
usable as the only environment information. Among all the
approaches, we are more particularly interested in vision-
based topological SLAM methods (e.g., [1], [4], [18]). The
main idea of these approaches is to seek for the past images
that look similar to the current one and consider they come
from close viewpoints. This matching problem is called loop-
closure detection. We have demonstrated in [1] a vision-
based loop-closure detection method with a single monocular
calibrated camera. The method uses Bayesian filtering, a
simple voting scheme to estimate loop-closure likelihood and
a multiple-view geometry stage to discard outliers.
Fig. 1. Topological map (Museum sequence).
Given this framework, our objective is the integration of
information to the topological map (Fig. 1) so as to obtain
a map with which robot guidance is possible. The most
appealing solution to this problem is probably the use of
visual odometry, where images coming from neighboring
nodes or image sequences taken between nodes are matched
to estimate the robot displacement [11], [23], [17], [28].
Instead of estimating node positions, another solution is
to use visual servoing, also known as vision-based robot
control which uses feedback information extracted from a
vision sensor to control the motion of a robot [6]. The
robot can then be directly guided to the neighboring nodes
without explicitly computing their relative positions. The
advantage of these two approaches is to maintain the use
of the vision sensor only but they require a lot of processing
and are not robust in dark or over-exposed areas for example.
So, like several authors [10], [25], we have chosen to use
the information given by robot odometry. It adds another
sensor but it greatly reduces processing requirement and
complements visual sensor in case of perception failure.
Odometry is often used on robots, whether they be legged
or wheeled, to estimate their position relative to a starting
location. The major problem with robot odometry is a cu-
mulative error due to the integration of noisy measurements
that makes the position estimate more and more inaccurate
over time. As a consequence, long term use of odometry
requires complementary information to enable a correction
of this cumulative errors and to produce a consistent topo-
metric map. As loop-closure detection provides a reliable in-
formation about position we can apply a relaxation algorithm
to estimate the position of nodes that best satisfied loop-
closure constraints. Several relaxation methods exist to deal
with this problem [16], [7], [12]. Also, recent solutions are
very interesting and efficient [24], [15] to solve the particular
graph-based formulation of SLAM problem in which the
poses of the robots are modeled by nodes in a graph,
and constraints between poses resulting from odometry are
encoded in the edges.
Visual SLAM approaches have used either standard per-
spective [5],[4] or omnidirectional ([14], [3]) camera as
input. Omnidirectional cameras are interesting for SLAM
applications because they give a richer information to char-
acterize scenes as a single image can visually describe the
position of the robot regardless of its orientation. For ex-
ample, omnidirectional camera allow loop-closure detections
when the robot take a previous path in the opposite direction.
Many approaches rely on a particular type of camera with
its associated calibration [5],[27], while some approaches can
be used with uncalibrated camera [26], [13] which greatly
simplifies the application to different robots. Our approach
is generic as it is calibration-free and as it can use either
perspective or omnidirectional camera as input.
III. LIMITATIONS OF LOOP-CLOSURE DETECTION FOR
TOPO-METRIC MAPPING
Building globally coherent and locally precise topo-metric
maps using robot odometry and graph relaxation requires
a robust and reliable loop-closure detection algorithm. In
particular, we need a metrically accurate and responsive
detection, and the strict absence of false alarm which would
lead to globally incoherent maps. Our previous approach on
visual loop-closure detection [1] presented some limitations
to be used in this framework.
A first limitation is in the definition of loop-closure by
itself. In our original approach, as in others [4], loop-closure
were validated using multiple-view geometry between the
matching images. This policy define loop-closure by the fact
that the robot sees the same scene, but does not enforce
that the robot positions are very close, and scale ambiguity
in multiple-view geometry prevents to recover the real robot
displacement. In order to include the loop-closure constraints
in a graph relaxation algorithm, we therefore chose to
devise a more constrained loop-closure validation stage to
only accept loop closure detections with very close robot
positions (see section IV-E). While this could appear as a
strong constraint, it in fact quite natural for robots in indoor
environments as robots often pass very close to the same
positions, for example when crossing doors (e.g., Fig. 7).
A second limitation of our approach is the lack of temporal
consistency of loop-closure detection. For example on Fig.
1 the loop-closure detected by the original algorithm were
between images 49-80, 9-102, 10-104, 9-105, 9-106 while
the ground truth were between images 47-78, 48-79, 49-
80, 5-102, 6-103, 7-104. While these loop-closure detection
are visually correct according to our previous definition,
two major problems can be seen on this example: first
the detection are not temporally consistent (10-104, 9-105)
and also, successive loop-closure on the same node are
detected (9-105, 9-106). This is normally impossible because
the images are only processed when the robot has moved
for a given distance. Including these inconsistencies, the
graph relaxation would lead to large errors in the optimized
map. This problem has been solved by the inclusion of an
odometry-based evolution model (see section IV-D) that bias
loop-closure detection to follow the robot trajectory temporal
evolution.
Finally, the responsiveness of the algorithm was too low
for complex indoor trajectories where loop-closure can only
be detected during one or two images. As an example in
indoor environments, common trajectories are mostly seen
when a door is crossed for a very short distance. In these
cases, the previous approach leads to many missed loop-
closure and provides very few constraints for map relaxation
and odometry correction. This problem has also been solved
through the odometry-based evolution model.
IV. OVERVIEW OF THE APPROACH
In our previous work [1] we have developed a real-time
vision-based topological SLAM framework. This method is
fully incremental (i.e. the system can be used without any
a priori information about the environment), and only uses
appearance information from a single calibrated camera. The
environment model is learned on-line, as the robot discovers
its surroundings.
A. The Bayesian filtering using bags of visual words
To solve the image-to-node matching problem based on
a similarity measure between the current image and the
images of a node previously visited, we choose to use a
maximum a posteriori scheme which exploits the similarity
of image sequences to ensure the temporal consistency and
reduce false alarms (e.g. [21]), instead of the more common
maximum likelihood which only consider the current image
for matching (e.g. [3]). A short overview of the Bayesian
filtering framework is provided here for clarity.
The method searches for the node Ni of the map that is
the more similar to the current image It, in other words, it
searches for the node Ni that maximizes the probability of
loop-closure with the current image:
Ni = argmaxi=0,...,np(St = i|It,M) (1)
where St = i is event “It comes from Ni” and M =
N0, ..., Nn is the map. Bayes rule, marginalization and
Markov assumption [1] lead to the incremental computation
of the a posteriori probability as follow:













In this equation, the prediction is computed using the a
priori probability (i.e. the probability at the previous time
step) multiplied by an evolution model p(St|St−1 = j, M)
diffusing the probability of a node to its neighbors to take
into account the robot motion since the last localization.
Then, the result of this computation called prediction is
multiplied by the likelihood (number of correspondences
between images through a voting scheme) to obtain the a
posteriori probability. The likelihood model is computed
using a representation of images as a set of unordered SIFT
features [20] taken from a dictionary (i.e. the bags of visual
words model [9]). An inverted index makes it possible to
very efficiently compute this likelihood in time linear with
the number of visual words of the current image. To discard
outliers, we use a multiple-view geometry stage as in [18].
The posterior probabilities above a threshold are first sorted
Fig. 2. Topo-metric maps (Museum sequence). (Top) the raw odometry,
the loop-closure detections are highlighted with black circles, (Bottom)
corrected odometry after relaxation.
and then the essential matrix between the two loop-closure
images [22] are computed in the descending order.
B. The addition of robot odometry information
We did four main modifications in order to incorporate
the odometry information in the map (a complete processing
diagram of the new algorithm is shown Fig. 3):
• images are now acquired with the odometry when the
robot has moved for a given distance or turned of a
given angle. This image acquisition policy enforces a
more regular sampling of positions in the environment,
independent of the robot velocity and also reduces the
computational burden of the algorithm when the robot
is not moving.
• the Gaussian evolution model was not precise enough
and has been replaced by an odometry-based evolution
model. Through a probabilistic model of odometry,
the evolution model can take into account not only
the nodes topological proximity, but also their relative
position.
• the acceptation step verifying epipolar geometry of
the most probable loop-closure has been replaced by
a validation stage which select the loop-closure that
present the smallest 2D motion in images among all
the hypothesis whose probability is above a threshold.
Fig. 3. Processing diagram of the topo-metric map building.
• the relative position between nodes is saved on each link
of the graph and a fast relaxation algorithm is applied
each time a loop-closure is detected.
Beside the capacity to guide the robot because the map is
more accurate and incorporate consistent geometric informa-
tion, the addition of this second sensor makes also the system
more robust notably in case of vision system failure (i.e.
device problem, sensor occlusion, strong lighting change,
dark areas).
C. A new map and a relaxation algorithm
The topological map is constituted of a set of nodes
associated with an image and linked by edges. We have
integrated metrical information in two forms in order to
produce a topo-metric map. First, each node is associated
with an absolute pose in the map (x, y, θ), where x and y are
the 2D position coordinates and θ an angle representing the
direction of the robot when the image was taken. Secondly,
the edges are associated with a relative position between two
nodes defined by (d, α, φ), where d and α are the polar
coordinates of the second node in the coordinate space of
the first, and φ is the difference angle between the two nodes
direction.
As shown on Fig. 2 and 7 (Top) the geometric consistency
of the map deteriorates over time. When a loop-closure is
detected the robot is assumed to have returned at the position
of a previous passing. By constraining two nodes to have the
same position (Fig. 2, Bottom) we can correct the odometry
drift. To do so, we choose to apply a relaxation algorithm
called Tree-based network optimizer (TORO) [15], because
of its speed and its high efficiency. It is called when loop-
closure is found to estimate the consistent node configuration
which maximally satisfy the odometry constraints between
nodes. This algorithm is really fast to optimize the kind of
map we use which are very simple in regards to constraints.
As an example it takes less than 3 seconds for 10000 nodes,
800 constraints and 100 iterations.
Fig. 4. Top: the original evolution model, assuming only temporal con-
sistency of positions. Bottom: the new evolution model including odometry
and relative node positions (see text for details).
D. An evolution model using odometry information
In the original framework, the evolution model used to
obtain the prediction given the a priori probability applied
a diffusion of the probability over the neighboring locations
in the graph. The weight was defined as a sum of Gaussian
centered on the current location (Fig. 4, Top). This diffusion
was done in all directions without preference, because it only
assumes that the neighboring images in time are close to-
gether, without any information about the real robot motions.
Assuming such a model, the loop-closure probability tends to
spread out, the system loose some responsiveness and results
are not temporally consistent. Because a reliable metrical
information is now available, we integrated odometry in the
evolution model to predict more precisely the evolution of the
probability and therefore to enhance the reactivity and above
all the accuracy of loop-closure detection. Thus, starting
from a given node, we distribute the probability to each
neighboring location in the map depending on the deviation
of these nodes relative positions with the robot displacement
since the last update du, αu, φu measured by odometry (Fig.
2, Bottom).
We used the standard motion model for robot odometry
[29], assuming Gaussian noise on the robot displacement
measured in polar coordinates:
p(d, α, φ|du, αu, φu) =
Gµd,σd(d − du)Gµθ,σθ (α − αu)Gµφ,σφ(φ − φu)
where d, α gives the odometry displacement in polar coor-
dinates in the frame of the previous robot position and φ is
the variation of robot direction during movement. Gµ,σ(X)
is the Gaussian distribution of mean µ and variance σ2.
The evolution model becomes: p(Si|Sj , ut,M) =
Gµd,σd(dij − du)Gµθ,σθ (θij − θu)Gµφ,σφ(φij − φu)
where ut = du, θu, φu gives the odometry displacement
and dij , θij , φij is the relative position between nodes i
and j. The substitution makes the prediction of the a
posteriori probability more accurate, improving robustness
and responsiveness of the algorithm. The original algorithm
required several corresponding frames before detection, and
sometimes gives some bad results (consecutive loop-closure
on the same node). By including the use of odometry two less
images are required to detect, and the temporal consistency
of the detection is well improved.
E. Loop-closure validation
In our previous work we verified the epipolar constraint by
computing the essential matrix for the loop-closure candidate
showing the higher probability. If the loop-closure was not
validated, verification follows in the descending order of
loop-closure probability. This strategy gives confidence in
probability results and is not robust enough for our use:
often the loop-closure which shows the highest probability
is visually correct but is not the one corresponding to the
smallest robot displacement. To find the previous position
the closest to the current one we choose to use the results
of the Bayesian filter as a first step to select potential loop-
closure locations. On a next step, we verify all the hypothesis
above a threshold with a 2D motion computation based on
the SIFT keypoints and we select the loop-closure which
shows the smallest translation. In order to discard outliers,
the 2D motion (translation and rotation in image plane) is
computed using RANSAC, accepting the result only if the
number of matching points is above a threshold (30).
This new validation stage makes the method calibration
free, and can be used with perspective or omnidirectional
camera. According to the model of camera, we can distin-
guish two different cases for the graph constraints:
• Perspective camera: we assume the robot has returned to
the same position in the same direction so we constrain
the two positions to be the same.
• Omnidirectional camera: the robot has returned to the
same position but with a different direction. In the
relaxation algorithm we constrain the nodes to have
the same position with a difference between the two
directions that is equal to the angle between the two
omnidirectional views.
This validation is more accurate but also more restrictive
compared to the previous one because it does not accept
images if the motion between the two is too important. This
method therefore requires that the robot come back close
to a previously visited locations, which is well suited for
indoor environments where doors for example are a required
route to go from one room to an other. Outdoor environment
have also been tested successfully but usually provide less
loop-closure detection as the path are often less constrained.
V. RESULTS AND DISCUSSION
To demonstrate the quality of the approach we have used
data acquired with a Pioneer 3 DX mobile robot and some
data set used by the SLAM community (omnidirectional
Fig. 5. Examples of loop-closure accepted at a door crossing in Gostai
sequence. On the left, two matching images accepted by the epipolar
validation module (more than 1 meter between position), on the middle
and on the right, images accepted using the new validation stage. The new
method is more restrictive but ensure accuracy of detection and therefore a
quality of the resulting topo-metric map.
Fig. 6. Comparing loop-closure detection results with the two method
(Gostai sequence). In red (1) using the previous approach with diffusion
transition model and epipolar check without threshold. In Yellow (2)
using the proposed approach with odometry transition model and the new
validation check (see text for details).
home sequence1, and Oxford city center sequence2). Con-
cerning our data set, the robot was guided to do some loops
in indoor environments showing strong perceptual aliasing
conditions. The images and the odometry information were
taken each time the robot moves at least 25 cm or turn of
at least 10 degrees. This sampling rate is largely enough to
describe the environment without saving too much redundant
information, it corresponds to an average acquisition time of
one image each 0.7s and an average speed of the robot about
0.4 m/s. The computer used for experimentation was an Intel
Xeon 3Gh, and the images size 320x240. The path of the
experiments (for the sequences providing odometry) and the
resulting corrected maps are shown on Fig. 2, 7, 8, and 9.
Table I shows the improvements obtained with the new
approach (LCD New) over the previous one (LCD Old).
We can see that the detection rate is improved and that the
false alarms are nearly suppressed. Also, our improvements
produce precise loop-closure detection that always lead to
maps consistent with the real world. Even if some false
alarms exist, they are produced by very close location,
leading to maps with the correct global topology but with
local drift in some situations such as very long corridors
(Fig. 9). The last sequence “city” which was outdoor presents
1http://www2.science.uva.nl/sites/cogniron/fs2hsc/Data/Home2/run1 [30]
2Oxford Mobile Robotics Group. City center [4]
Fig. 7. Example of topo-metric mapping result (sequence Office). (a)
raw odometry, (b) map using the Gaussian sum transition model and the
epipolar geometry. (c) results using the odometry transition model and the
new validation step. The landmark is the starting location just in front of
the first door.
TABLE I
SUMMARY OF LOOP-CLOSURE DETECTION ON DIFFERENT SEQUENCES.
Museum Gostai Lab Home City
Images 112 169 350 1400 1237
Odometry Yes Yes Yes Yes No
Omni No No No Yes No
CPU Time 42s 70s 208s 22min 18min
CPU Time/image 0.37s 0.41s 0.59s 0.94s 0.87s
Figure 1-2 7 9 - -
LCD Truth 14 25 9 ≈300 ≈500
LCD Old [1] 2 7 2 229 -
Missed 64 % 52 % 55 % 23 % -
False alarm 0 % 28 % 22 % - -
LCD New 14 18 7 256 84
Missed 0 % 12 % 20 % 14 % 79 %
False alarm 0 % 5 % 0 % - -
Fig. 8. Example of results of topo-metric mapping using an omnidirectional
camera (sequence Home).
lower detection results mainly because the odometry was
not available. Figure 6 shows some loop-closure details on
the Office sequence to highlight differences between the
two models. Notably, we can see that the detection rate
is more important: only two consecutive similar frames are
now required before effective loop-closure detection and the
first validated loop-closure with the new model comes two
images earlier. This figure also illustrate that the temporal
consistency of the detections is recovered; there is no more
gap between images and multiple loop-closure detection on
the same node are discarded.
Concerning computation times, the duration of the mission
“Lab” was 241 seconds and the overal processing time was
208 seconds. Extrapolating these data, we can stay on real
time processing for environments up to 1400 images. It has
to be noted that SURF could be used in order to replace SIFT
which will divide by 2 the keypoints extraction time (SIFT
190ms, SURF 85ms for our 320x240 images). Using SURF
would therefore lead to a 15% coputation time reduction as
the time for SIFT extractions is about 30% of the total time.
VI. CONCLUSION AND FUTURE WORK
We have introduced in this paper a system that is able
to build an hybrid topo-metric map in real-time without
any camera calibration or learning stage. The developed
framework combines vision-based loop-closure detection
with metrical information given by the robot odometry. The
odometry used to give a metrical position to each location
is also used in the evolution model of the Bayesian filter
to make the detection more accurate and responsive. The
proposed solution is fast and robust with the use of our
new validation stage which allows the use of any kind of
camera (perspective or omnidirectional). The geometrical
consistency between robot motion and visual perception is
Fig. 9. Example of a topo-metric map included in a laser map for
reference (sequence Lab). (a) raw odometry, (b) trajectory corrected using
our algorithm. The length of the trajectory was about 96 meters.
regain each time a loop-closure is detected with the use of
a fast optimization algorithm. The generated hybrid topo-
metric map is usable for robot guidance.
Our future work will be to optimize visual processing to
further reduce computational cost and to apply this frame-
work on mobile toy robots using wireless remote processing.
The approach is well suited for this as robot guidance can
be performed on-board using odometry, while remotely and
asynchronously detecting loop-closure and optimizing maps
for odometry correction. We are also planning to develop
autonomous exploration algorithms taking into account the
necessity to detect loop closure in order to be able to map
large-scale environments.
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