Abstract-In order to predict subjects with Alzheimer's disease (AD) and mild cognitive impairment (MCI) from normal elder controls (NC) more accurately, we compared two different kinds of discrete wavelet transform (DWT) based feature extraction techniques: multi-slice 2D-DWT and 3D-DWT. The dataset contained the magnetic resonance (MR) images of 178 subjects consisting of 97 NCs, 57 MCIs, and 24 ADs. We constructed two multiclass kernel support vector machine (MKSVM) classifiers based on multislice 2D-DWT features and 3D-DWT features, respectively. 5-fold cross validation was employed to obtain the out-of-sample estimate. Each classifier runs 10 times. Welch's t-test showed that the mean of the overall accuracy by 3D-DWT was higher than that of multislice 2D-DWT, and the difference was statistically significant (p=0.0146).
I. Introduction
Alzheimer's disease (AD) is a type of dementia. Its symptoms develop slowly and worsen over time, and may become severe enough to interfere with daily life, and lead to death. As the world evolves into an aging society, the burdens by AD on the society increase significantly [1] . The US healthcare system is predicted to cost $1 trillion per year by 2050. Therefore, early detection of AD is beneficial for the society. Mild cognitive impairment (MCI) is frequently seen as a prodromal stage of AD. In a word, detecting AD and MCI accurately and effectively from normal elder healthy people is of great importance.
Magnetic resonance imaging (MRI) [2] [3] [4] is a new tool that plays an important role in classifying among AD subjects, MCI subjects, and normal elder controls (NC). Recent literatures [5] [6] [7] [8] [9] [10] have shown MR images based machine-learning is an emerging and powerful method for automatic prediction of presence of AD and MCI. However, aforementioned studies treated 3D brain as multislice 2D images, and employed 2D discrete wavelet transform (2D-DWT) techniques for each slice of image. This did not take into account the compressibility of the slice-dimension of the 3D brain, so the wavelet coefficients along the slice direction have redundant information.
In this study, we suggested using 3D-DWT based feature extraction technique instead, and compared it with multislice 2D-DWT technique. The results show the superiority of 3D-DWT to multislice 2D-DWT in terms of overall classification accuracy.
II. Data Procurement
We download the public dataset from Open Access Series of Imaging Studies (OASIS) (url http://www.oasis-brains.org/) We choose the cross-sectional dataset corresponding to the MRI scan of individuals at a single point in time. The OASIS dataset consists of 416 subjects aged 18 to 96. We exclude subjects under 60 years old, and then pick up 178 subjects (97 NCs, 57 MCIs, and 24 ADs) from the rest subjects. For each subject, 3 or 4 individual T1-weighted 3D MR images obtained in a single scan session are included. The subjects are all right-handed, and include both men and women.
The clinical dementia rating (CDR) was interpreted as the target data. Subjects with CDR of 0, 0.5, and 1 are considered NC, MCI, and AD, respectively [11] . Eight additional features involve gender (M/F), age, education, and socioeconomic status (SES), the mini-mental state examination (MMSE), the estimated total intracranial volume (eTIV) (mm 3 ), atlas scaling factor (ASF), and normalized whole brain volume (nWBV).
III. Methodology
The 3D-DWT is an excellent feature extraction (FE) technique that expands the 2D-DWT to 3D for treating volume data. 2D-First International Conference on Information Science and Electronic Technology (ISET 2015) DWT decomposes data in row and column direction. Further, the 3D-DWT decomposes data in row, column, and slice direction. Mathematically, 3D-DWT with separable wavelets can be regarded as the process of applying 1D-DWT on each vector along z-axis that share x-axis and y-axis coordinates after applying 2D-DWT for all comprising planes, pixels in which are located in the same z-axis positions.
Considering represents a 3D volumetric data, and  (x, y, z) as a voxel located at the coordinate (x, y, z). We utilize energy e, variance v, and Shannon entropy s as the descriptors of the volume data  . They are defined as
where  represents the mean value of volume data .    2 2
( , , )log 1 ( , , )
The volumetric MR images of each individual are of dimension 176 x 208 x 176 = 6,443,008. We performed 3-level 3D-DWT of "db2" wavelet on each 3D MR image, obtaining 8 + 7 + 7 = 22 subbands (8 subbands of level 3, 7 subbands of level 2, and 7 subbands of level 1). For each subband, the triplet (e, v, s) is extracted. Therefore, totally 66 volumetric features are obtained from the volume data for each subject. Meanwhile, for the multislice 2D-DWT technique, we select five key slices along the axial direction, and performed 3-level 2D-DWT of "db2" on each image. We obtain 4 + 3 + 3 = 10 subbands. The same triplet is extracted for each subband. In total, 10 x 3 x 5 = 150 features are obtained.
Remembering there are 8 additional features for each subject. Although 66 + 8 = 74 features of 3D-DWT and 150 + 8 = 158 features of multislice 2D-DWT are not a burden for latest computers, they may complicate the subsequent corresponding classifier and increase computational resources. PCA is chosen, since it effectively reduces the dimensionality of the data and therefore reduces the computational cost of analyzing new data [12] [13] [14] . The threshold is set to select enough PC numbers that can explain at least 95% of the total variance.
Finally, we submitted the reduced feature to the support vector machine (SVM) for automatically classification among AD, NC and MCI. Kernel technique [15] [16] [17] is used to further improve the performance of SVM, and we choose the radial basis function (RBF) kernel. Moreover, Multiclass technique is used since it is a three-class problem, and we choose the Winner-Takes-All (WTA) technique [10] . We dub the classifier as multiclass kernel SVM (MKSVM). In addition, the weights/biases of the classifier are trained by Sequential Minimal Optimization (SMO) method [18] .
K-fold Cross-validation is employed to obtain the out-ofsample error [19] [20] [21] . K is assigned with a value of 5. For kth run of the 5-fold CV, we take kth fold as the test set, and other four folds as the training set. The Confusion Matrix (CM) of each run is recorded, and the overall classification accuracy (CA) is calculated.
Above procedure repeats 10 times independently, each time 5 folds partitioned randomly. Welch's t-test is conducted to give quantified proof whether 3D-DWT is better than multislice 2D-DWT. The null hypothesis is that the CAs of two methods are with equal means, without assuming they have equal variances. The alternative hypothesis is they are with unequal means. The t-test is carried out at 95% confidence interval.
IV. Experiments and Results
The programs were in-house developed using Matlab 2014a, and run on IBM laptop with 3GHz Intel i3 dual-processor and 8GB RAM. 5-fold cross validation is employed to get the outof-sample estimate. Table 1 compared the decomposition results of 3D-DWT with multi-slice 2D-DWT of a prescribed subject. The ISOvalue of 3D rendering is assigned with a value of 0.01. The 3D textures in Table 1 are clearly visible in Level 1, and they turn coarser as the spatial resolution decreases, attributed to the fact that a low-pass subband dyadically cut-off into eight higherlevel subbands. We set the level of decomposition to 3, since too low resolution contains little information. Table 2 gives the Welch's t-test results. The average CA of 3D-DWT is 79.8%, higher than the average CA of multi-slice 2D-DWT of 77.0%. Furthermore, the difference is statistically significant (p=0.0146). 
V. Conclusions and Future Research
In this study, we compared 3D-DWT with multi-slice 2D-DWT in the application of prediction of AD and MCI from NC. We used the MKSVM classifier. The results show that the overall accuracies of three classes by 3D-DWT are higher than multislice 2D-DWT, and the difference is statistically significant (p=0.0146). The future tentative work will center in comparison of 3D-DWT with other 3D features.
