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The Stratonovich Formulation of Quantum Feedback Network Rules
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We express the rules for forming quantum feedback networks using the Stratonovich form of quantum stochas-
tic calculus rather than the Ito¯, or SLH form. Remarkably the feedback reduction rule implies that we obtain
the Schur complement of the matrix of Stratonovich coupling operators where we short out the internal in-
put/output coefficients.
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I. INTRODUCTION
Quantum stochastic differential equations1,3 give the mathematical framework for modelling open quantum systems
where one wish to explicitly take account of inputs and outputs, sometimes referred to as the SLH framework. There
are explicit rules for forming a quantum feedback network where various outputs from component systems are fed back
in as inputs elsewhere in the network4,5. The techniques have since been widely applied to model quantum optical
systems both theoretically and experimentally6-10. The following paper gives the formulation of the rules in terms
of the Stratonovich form of the quantum stochastic calculus3,11,12. The Stratonovich form is closer to a Hamiltonian
description, and has previously shown revealed some interesting representations of open quantum systems13,14. The
reformulation the quantum feedback connection rules for the Stratonovich representation will of course follow as an
exercise in converting from the existing Ito¯ rules, however, the rather surprising result is that the resulting rule that
emerges is the direct Schur complementation procedure. This is somewhat surprising as there is no obvious simple
algebraic elimination of internal inputs and outputs going on at the level of the Hamiltonian. Also, the simplest
network consisting of two systems in series is not encouraging when analyzed in terms of the Stratonovich form.
Nevertheless the rule that emerges is remarkable direct and succinct. It is possible that the Stratonovich form of
the feedback rule may have some numerical advantages in modelling quantum feedback networks, for instance using
computational packages such as QHDL15.
A. SLH Framework
In the Markovian model of an open quantum system we consider a fixed Hilbert space h0 for the system and a
collection of independent quantum white noises bk (t) labeled by k belonging to some discrete set k = {1, · · · , n}, that
is, we have [
bj (t) , bk (s)
∗]
= δjkδ (t− s) .
The Schro¨dinger equation is
U˙ (t) = −iΥ(t) U (t) (1)
where the stochastic Hamiltonian takes the form
Υ (t) = E00 +
∑
j∈k
Ej0bj (t)
∗
+
∑
k∈k
E0k bk (t) +
∑
j,k∈k
Ejkbj (t)
∗
bk (t) . (2)
Here we assume that the Eαβ are operators on h0 with E
∗
αβ = Eβα. (In the course of this paper we will take them to
be bounded so as to avoid technical distractions.) We may write
Υ (t) =
[
1, bk (t)
∗]
E
[
1
bk (t)
]
where
bk (t) =


b1 (t)
...
bn (t)

 , E =
[
E00 E0k
Ek0 Ekk
]
with E0k = [E01, · · · , E0n], Ek0 = E∗0k and Ekk the n × n matrix with entries Ejk with j, k ∈ k. The Schro¨dinger
equation (1) is interpreted as the Stratonovich quantum stochastic differential equation
dU (t) = −i
{
E00 ⊗ dt+
∑
j∈k
Ej0 ⊗ dBj (t)∗
+
∑
k∈k
E0k ⊗ dBk (t) +
∑
j,k∈k
Ejk ⊗ dΛjk (t)
}
◦ U (t) , (3)
which may be readily converted into the quantum Ito¯ form of Hudson and Parthasarathy. (In fact the latter is
accomplished by Wick ordering the noise fields bk(t) and b
∗
k(t) in (1).)
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In the theory of quantum feedback networks, we consider interconnected open Markovian models in the limit where
the connections have zero time delay. If we have several components, separately described by stochastic Hamiltonians
Υ(i) (t) for i = 1, · · · ,m, then the natural Hamiltonian describing all components would be
Υ (t) =
m∑
i=1
Υ(i) (t) =
m∑
i=1
[
1, bk(i) (t)
∗]
E(i)
[
1
bk(i) (t)
]
(4)
where k (i) is the set of input labels for the ith component, and the coupling terms are by E(i) =
[
E
(i)
00 E
(i)
0k(i)
E
(i)
k(i)0 E
(i)
k(i)k(i)
]
.
(At this stage we make no assumptions about whether the coupling operators of different components commute or not:
mathematically we just take all E
(i)
αβ to be defined one the same Hilbert space h0 describing the all the components
collectively and work at this level of generality.) The total Hamiltonian is then
Υparallel (t) =
[
1, bk (t)
∗]
Eparallel
[
1
bk (t)
]
where k = k (1) ∪ · · · ∪ k (m) is the collection of labels for all components, and
Eparallel =


∑m
i=1 E
(i)
00 E
(1)
0k(1) · · · E
(m)
0k(m)
E
(1)
k(1)0 E
(1)
k(1)k(1) 0
...
. . .
E
(m)
k(m)0 0 E
(m)
k(m)k(m)

 . (5)
This gives us our first network rule - how to assemble the m components together into a single model before
connections are made. The second rule deals with making connections. Here we must divide our set of fields into two
groups - those that are external and those that are to be fed back in as internal drives. We denote the label sets for
these as e and i respectively so that the total set k is the disjoint union e ∪ i. The Hamiltonian Υparallel (t) may then
be decomposed as
Υparallel (t) =
[
1, be (t)
∗
, bi (t)
∗]  E00 E0e E0iEe0 Eee Eei
Ei0 Eie Eii



 1be (t)
bi (t)

 .
Applying the feedback connections we should obtain a reduced model where the internal inputs have been eliminated
leaving only the set e of external fields, that is, we should obtain a stochastic Hamiltonian of the form
Υfb (t) =
[
1, be (t)
∗]
Efb
[
1
be (t)
]
.
The expression for the reduced coefficients has been derived for the Ito¯ form, however, the remarkable result presented
here is that the feedback reduction formula for the Stratonovich form is actually the Schur complement of the matrix
Eparallel describing the open loop network where we short out the internal blocks. Under the assumption that the
matrix Eii of operators is invertible, we shall show that
Efb ≡
[
Efb00 E
fb
0e
Efbe0 E
fb
ee
]
=
[
E00 E0e
Ee0 Eee
]
−
[
E0i
Eei
]
E−1ii
[
Ei0 Eie
]
. (6)
B. Notation
Let h be a fixed Hilbert space. Given a countable set j of labels we set Cj which is then a Hilbert space spanned
by a collection of orthonormal vectors {ej : j ∈ j}, we may take as canonical basis. The Hilbert space h ⊗ Cj may
then be represented as ⊕j∈jh, that is, as the set of vectors Ψ = [ψj ]j∈j with each ψj ∈ h and
∑
j∈j ‖ψj‖2 < ∞. An
operator X on h⊗Cj may likewise we represented as the array [Xjk]j,k∈j where each Xjk is an operator on h, so that
XΨ = X [ψj ]j∈j =
[∑
k∈jXjkψk
]
j∈j
.
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Let a be a subset of j. We shall understand that a block matrix Xaa is invertible (with inverse Yaa) to mean the
obvious property that the system of equations∑
a′∈a
Xaa′φa′ = ψa, (∀ a ∈ a) ,
has an unique solution (φa)a∈a for any given (ψa)a∈a (given by φa =
∑
a′∈a Yaa′ψa′). In particular, we shall write Ia
for the identity on h⊗ Ca.
In general if a and b are subsets of the label set j we may set Xab = [Xab]a∈a,b∈b which defined as sub-block operator.
If a and b are nonempty disjoint subsets such that j = a ∪ b then we may reorder the operator into sub-blocks as
X ≡
[
Xaa Xab
Xba Xbb
]
corresponding to the direct sum decomposition Cj ∼= Ca ⊕ Cb. In such cases we define the Schur
complement of X to be
Schur
b
X , Xaa −XabX−1bb Xba (7)
where we shall always assume that Xbb is invertible as an operator on h ⊗ Cb. Specifically, we say that this is the
Schur complement of X obtained by shortening the set of indices b.
A key property that we shall use is that the order in which successive shortening of indices are applied is not
important. In particular,
Schur
b1∪···∪bn
X = Schur
b1
· · ·Schur
bn
X
for any disjoint sets b1, · · · , bn ⊂ j.
II. QUANTUM FEEDBACK NETWORKS
A. Quantum Stochastic Evolutions
We recall the Hudson-Parthasarathy theory of quantum stochastic evolutions1,2 on Hilbert spaces of the form
H = h0 ⊗ Γ
(
K⊗ L2[0,∞))
where h0 is a fixed Hilbert space, called the initial space, and K is a fixed Hilbert space called the internal space.
Specifically, K is the multiplicity space (also known as the color space) of the noise and takes the form
K = Ck
where K = {1, · · · , n} are the labels of the input noise fields driving the open quantum system with Hilbert space h0.
As before, let {ek : k ∈ k} be the canonical orthonormal basis for K. The annihilation processes are defined, for each
k ∈ k, by
Bk (t) , a
(
ek ⊗ 1[0,t]
)
where a (·) is the annihilation functor from K⊗L2[0,∞) to the Fock space Γ (K⊗ L2[0,∞)) and 1[0,t] is the indicator
function for the interval [0, t]. Its adjoint Bk (t)
∗
is the creation process, and scattering is described by the processes
Λjk (t) , dΓ
(|ej〉〈ek| ⊗ π[0,t])
where dΓ (·) is the differential second quantization functor and π[0,t] is the operator of pointwise multiplication by
1[0,t] on L
2[0,∞).
As is well known H decomposes as H[0,t] ⊗ H(t,∞) for each t > 0 where H[0,t] = h0 ⊗ Γ
(
k⊗ L2[0, t)) and H(t,∞) =
Γ
(
k⊗ L2(t,∞)). We shall write At] for the space of operators on H that act trivially on the future component H(t,∞).
A quantum stochastic process Xt = {Xt : t ≥ 0} is said to be adapted if Xt ∈ At] for each t ≥ 0.
Taking {xαβ (t) : t ≥ 0} to be a family of adapted quantum stochastic processes, their quantum stochastic integral
is Xt =
∫ t
0 xαβ (s) dB
αβ (t) which is shorthand for∫ t
0
x00 (s) ds+
∑
j∈j
∫ t
0
xj0 (s) dBj (s)
∗
+
∑
k∈j
∫ t
0
x0k (s) dBk (s) +
∑
j,k∈j
∫ t
0
xjk (s) dΛjk (s)
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and where the differentials are understood in the Ito¯ sense. Given a similar quantum Ito¯ integral Yt, with dYt =
yαβ (t) dB
αβ (t), we have the quantum Ito¯ product rule
d (Xt.Yt) = dXt.Yt +Xt.dYt + dXt.dYt, (8)
with the Ito¯ correction given by
dXt.dYt = xαk (t) ykβ (t) dB
αβ (t) . (9)
The coefficients {xαβ (t)} may be assembled into a matrix
X (t) =
[
x00 (t) x0k (t)
xk0 (t) xkk (t)
]
∈ A(1+n)×(1+n)
t] , (10)
which we term the Ito¯ matrix for the process. Note that in terms of our earlier conventions, the appropriate index
set is the 0 ∪ k which has 1 + n elements.
(Here we use the convention that x0k (t) denotes the row vector with entries (x0j (t))
n
j=1, etc. The Ito¯ matrix for a
product XtYt of quantum Ito¯ integrals will then be given by X (t)Y (t)+X (t)Y (t)+X (t) δˆY (t), where δˆ ,
[
0 0
0 Ik
]
.
The general form of the constant operator-coefficient quantum stochastic differential equation for an adapted unitary
process U is
dU (t) =
{
−
(
1
2
L∗kLk + iH
)
dt+
∑
j∈k
LjdBj (t)
∗ −
∑
j,k∈k
SjkLkdBk (t) +
∑
j,k∈k
(Sjk − δjk)dΛjk (t)
}
U (t) (11)
where the Sjk, Lj and H are operators on the initial Hilbert space with Skk = [Sjk]j,k∈k is unitary and H self-adjoint.
(We use the convention that Lk = [Lk]k∈k and that L
∗
kLk =
∑
k∈k L
∗
kLk.) The corresponding Ito¯ matrix of coefficients
is
G =
[
− ( 12L∗kLk + iH) −SkkL∗k
Lk Skk − Ik
]
, (12)
which we have previously called the Ito¯ generator matrix. The triple (S,L,H) are termed the Hudson-Parthasarathy
parameters of the open system evolution. Explicitly, we have that12
Skk =
Ik − i2Ekk
Ik +
i
2Ekk
, Lk = −i
(
Ik +
i
2
Ekk
)−1
Ek0, H = E00 +
1
2
Im
{
E0k
(
Ik +
i
2
Ekk
)−1
Ek0
}
where ImX means 12i (X −X∗). Note that we may invert to get
Ekk =
2
i
Ik − Skk
Ik + Skk
, (13)
provided that Ik + Skk is invertible. We note that there will exist SLH models that do not possess Stratonovich
representations. A simple example is an optical mirror for which S ≡ −1.
FIG. 1. A single SLH component with input labels k split into two groups a and b.
In Figure 1 we have partitions the inputs and outputs into two groups. Here we have the block partition
Skk ≡
[
Saa Sab
Sba Sbb
]
, Lk ≡
[
La
Lb
]
.
Note that we did not need to group the outputs in the same way as the inputs.
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1. Belavkin-Holevo Matrix Representation
As is well-known, the Heisenberg group gives a matrix representation of the Lie algebra of the usual canonical
commutation relations, specifically in terms of upper triangular matrices. Independently, Belavkin16 and Holevo17
developed the analogous representation in the setting for quantum stochastic calculus. We consider the mapping from
Ito¯ matrices X ∈ A(1+n)×(1+n) to associated Belavkin-Holevo matrices
X = H
([
x00 x0k
xk0 xkk
])
=

 0 x0k x000 xkk xk0
0 0 0

 ∈ A(1+n+1)×(1+n+1), (14)
understood for each fixed time t. The Belavkin-Holevo matrices are 1 + n+ 1 square dimensional and we shall write
their label set as
j = 0 ∪ k ∪ 0,
that is, 0 labels the top row/column and 0 labels the bottom row/column. We also introduce
I ,

 1 0 00 Ik 0
0 0 1

 , J ,

 0 0 10 Ik 0
1 0 0

 .
The twisted involution on the set of Belavkin-Holevo matrices is defined by
X
⋆ , JX†J
We have the following properties:
H
(
X†
)
= H (X)
⋆
, andH (XPY) = H (X)H (Y) .
The main advantage of using this representation is that the Ito¯ correction XPY can now be given as just the ordinary
product XY of the Belavkin-Holevo matrices.
The Belavkin-Holevo matrix associated with the Ito¯ generating matrix is then
G = H (G) =

 0 −SkkL
∗
k −
(
1
2L
∗
kLk + iH
)
0 Skk − Ik Lk
0 0 0


The related matrix
V = I+G =

 1 −SkkL
∗
k −
(
1
2L
∗
kLk + iH
)
0 Skk Lk
0 0 1

 (15)
is ⋆-unitary, that is
VV
⋆ = I = V⋆V. (16)
2. The Stratonovich Form
One can given the Stratonovich form of the unitary dynamics. Here we define the Stratonovich integral by the
algebraic relation dX (t) ◦ Y (t) ≡ dX (t) Y (t) + 12dX (t) dY (t) however this agrees with the notion of a mid-point
rule11. For the unitary QSDE (11) we have the Stratonovich form (3) which we may write as
dU (t) = −idE (t) ◦ U (t)
end where
dE (t) = E00dt+
∑
j∈j
Ej0dBj (t)
∗
+
∑
k∈j
E0kdBk (t) +
∑
j,k∈j
EjkdΛjk (t) .
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Formally the stochastic Hamiltonian Υ(t) is the derivative of the quantum stochastic integral process E(t). As outlined
above, we assemble these operators into the Stratonovich generator matrix,
E =
[
E00 E0k
Ek0 Ekk
]
and we have the relationship
G = −iE− i
2
EδˆG.
This is more clearly seen in terms of Belavkin-Holevo matrices. Set
E = H (E) =

 0 E0k E000 Ekk Ek0
0 0 0


then
V =
I− i2E
I+ i2E
.
In particular, we see that V is ⋆-unitary if and only if E = E⋆ which in turn implies that E∗αβ = Eβα for all α, β ∈ 0∪k.
B. Quantum Feedback Networks
In5 we introduced the series product describing the situation where one SLH drives another, see Figure 2. Here the
output of the first system (S1, L1, H1) is fed forward as the input to the second system (S2, L2, H2) and the limit of
zero time delay is assumed. (Note that the systems do not technically have to be distinct and may have the same
initial space!) In the limit, the Hudson-Parthasarathy parameters of the composite system were shown to be5,4
Sseries = S2S1,
Lseries = L2 + S2L1,
Hseries = H1 +H2 + Im
{
L
†
2S2L1
}
.
FIG. 2. Systems in series: Output of system 1 is the input of system 2.
We refer to the associative group law
(S2, L2, H2) ⊳ (S1, L1, H1) ,
(
S2S1, L2 + S2L1, H1 +H2 + Im{L†2S2L1}
)
determined above as the series product. As remarked in4, the series product actually arises natural in Belavkin-Holevo
matrix form as
Vseries = V2V1.
The product is clearly associative, as one would expect physically, and the general rule for several systems in series is
then Vseries = Vn · · ·V2V1
7
FIG. 3. A general quantum feedback network.
FIG. 4. The disconnected components in parallel.
More generally we gave the rules for construction an arbitrary quantum feedback network where we have several
open quantum components, each described by a SLH model, and where various outputs of are fed back as driving
inputs with zero time delay, see Figure 3.
In fact, it suffices to give two rules for constructing arbitrary networks of this type. The first step is to take the
network description and break all the connections leaving only the individual open loop description. We can look
upon this as a single SLH component, see Figure 4.
Our first network rule is that the models (Sj, Lj , Hj)
n
j=1 when concatenated in parallel, as sketched in Figure 4,
correspond to the single SLH component
⊞nj=1 (Sj , Lj, Hj) =




S1 0 0
0
. . . 0
0 0 Sn

 ,


L1
...
Ln

 , H1 + · · ·+Hn

 . (17)
(Note that we have made no assumptions that the operators corresponding to different components commute!)
The second network rule tells us how to connect the various internal inputs, see Figure 5. To this end we first
FIG. 5. Feedback
divide the inputs and outputs into external and internal groups. That is, the set k of all inputs is split into e which
are the external inputs, and i which are the internal. With respect to this decomposition, we have the block partition
Skk =
[
See Sei
Sie Sii
]
, Lk =
[
Le
Li
]
,
We may for convenience include an adjacency matrix η which tells us which internal input label corresponds to which
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internal output label. The second rule then states that the reduced SLH model is
Sfb = See + Seiη (Ii − Siiη)−1 Sie,
Lfb = Le + Seiη (Ii − Siiη)−1 Li,
H fb = H +
∑
i=i,e
ImL†jηSji (Ii − Siiη)−1 Li. (18)
We remark that the adjacency matrix is not essential and may be absorbed into the matrix Skk. Indeed, we may think
of the adjacency matrix as a simple device performing a scattering only and the disconnected model is Skk
[
Ie 0
0 η
]
=[
See Seiη
Sie Siiη
]
by the series product. As such all we have to do is to replace Seiη by Sei and Siiη by Sii. In the following
we shall always assume that this has already done, so we work with (18) with η = Ii. We also note that we need the
condition that the inverse of Ii − Sii exists: this is the condition needed to ensure that the network is well-posed.
We follow Smolyanov and Truman18 in expressing the feedback reduction rule in terms of the Belavkin-Holevo
matrices. This turns out to be most convenient for our purposes. Let 0 ∪ e ∪ i ∪ 0 be the usual labeling of the entries
of the matrix V, then the feedback reduced matrix has components[
V
fb
]
αβ
= Vαβ + Vαi (Ii − Vii)−1 Viβ
where α, β now belong to 0∪ e∪ 0. That is, the matrix Vfb is a Mo¨bius transformation of the original V. In fact, the
feedback reduced Vfb inherits the property of ⋆-unitarity from V.
It is useful to reformulate this in terms of the associated G matrix. Indeed we have the following result
G
fb = Schur
i
G. (19)
Therefore, the feedback reduced Gfb is just the original G shortened by the internal inputs and outputs.
III. THE STRATONOVICH VERSION OF QUANTUM FEEDBACK NETWORKS
We now reformulate network theory in terms of the Stratonovich generating matrices.
The first network rule is elementary. If we have m components each with input/output labels sets k (i) and
Stratonovich generating matrices E(i) =
[
E
(i)
00 E
(i)
0k(i)
E
(i)
k(i)0 E
(i)
k(i)k(i)
]
for i = 1, · · · ,m, then the overall Stratonovich model for
the components in parallel is
⊞mi=1E
(i) = Eparallel
which of course has the set on input labels k = ∪mi=1k (i) and Eparallel is given by (5).
The second rule involves splitting the labels up as external and internal: k = e ∪ i.
Proposition 1 Let E be the Stratonovich generator matrix labeled by 0∪e∪ i. The quantum feedback network obtained
by feeding the internal outputs back as internal inputs is well-posed if and only if the operator
Eii , Eii − i
2
Eie
(
Ie +
i
2
Eee
)−1
Eei (20)
is strictly invertible.
Proof. We have that Vii = Sii, and S =
[
See Sei
Sie Sii
]
=
[
Ie +
i
2Eee
i
2Eei
i
2Eie Ii +
i
2Eii
]−1 [
Ie − i2Eee i2Eei
i
2Eie Ii − i2Eii
]
however
a standard result in inverting block matrices shows that[
Ie +
i
2Eee
i
2Eei
i
2Eie Ii +
i
2Eii
]−1
≡
[ (
Ie +
i
2Eee
)−1 − 14 (Ie + i2Eee)−1Eei∆iiEie − i2 (Ie + i2Eee)−1Eei∆ii
− i2∆iiEie
(
Ie +
i
2Eee
)−1
∆ii
]
,
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where ∆ii =
(
Ii +
i
2Eii +
1
4Eie
(
Ie +
i
2Eee
)−1
Eei
)−1
≡ (Ii + i2Eii)−1. Substituting in yields the explicit form
Sii ≡
(
Ii − i
2
Eii
)(
Ii +
i
2
Eii
)−1
.
The well-posed property is that Ii − Vii is invertible, that is Ii − Sii is invertible. We see that this is equivalent to
the requirement that Eii be invertible.
We have seen that the condition for an SLH model to have a Stratonovich representation is that Ik+Skk is invertible.
We additionally have the well-posed property that Ii − Sii is invertible
Before stating our main theorem, we have the following lemma which will be used in the proof.
Lemma 2 Let G = H (G) be the Belavkin-Holevo matrix associated with a given Ito¯ generating matrix G. We
double up the usual labels 0 ∪ k ∪ 0 to get {0 ∪ k ∪ 0} ∪ {0′ ∪ k′ ∪ 0′} where the k′ is a copy of k. Then
G = − Schur
0
′
∪k′∪0′
[
2I
√
2I√
2I I+ i2E
]
.
Proof. This just says that we get G from shortening out the duplicate set of labels. Indeed we have
Schur
0
′
∪k′∪0′
[
2I
√
2I√
2I I+ i2E
]
= 2I− 2
(
I+
i
2
E
)−1
=
iE
I+ i2E
which agrees with G =
I− i
2
E
I+ i
2
E
−I up to the sign.
We are now able to state our main result which is the feedback reduction rule in terms of the Stratonovich generator
matrices.
Theorem 3 Let E be the Stratonovich generator matrix labeled by 0 ∪ e ∪ i with Eii invertible. The feedback reduced
Stratonovich generator (yielding (18) with η = Ii) is
Efb = Schur
i
E. (21)
That is, [
Efb00 E
fb
0e
Efbe0 E
fb
ee
]
=
[
E00 E0e
Ee0 Eee
]
−
[
E0i
Eei
]
E−1ii
[
Ei0 Eie
]
.
Proof. Combining (19) with the lemma, we see that Gfb can be written as successive Schur complements:
G
fb = −Schur
i
Schur
0
′
∪k′∪0′
[
2I
√
2I√
2I I+ i2E
]
.
We start with the doubled up set of labels
{
0 ∪ e ∪ i ∪ 0} ∪ {0′ ∪ e′ ∪ i′ ∪ 0′} and shortened by the duplicate labels{
0
′ ∪ e′ ∪ i′ ∪ 0′
}
and then by the labels i. However, we could alternatively shortened first by i ∪ i′ and then by
0
′ ∪ e′ ∪ 0′ to get the same result. Now
Schur
i∪i′
[
2I
√
2I√
2I I+ i2E
]
= Schur
i∪i′


2 0 0 0
√
2 0 0 0
0 2Ie 0 0 0
√
2Ie 0 0
0 0 2Ii 0 0 0
√
2Ii 0
0 0 0 2 0 0 0
√
2√
2 0 0 0 1 i2E0e
i
2E0i
i
2E00
0
√
2Ie 0 0 0 Ie +
i
2Eee
i
2Eei
i
2Ee0
0 0
√
2Ii 0 0
i
2Eie Ii +
i
2Eii
i
2Ei0
0 0 0
√
2 0 0 0 1


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=

2 0 0
√
2 0 0
0 2Ie 0 0
√
2Ie 0
0 0 2 0 0
√
2√
2 0 0 1 i2E0e
i
2E00
0
√
2Ie 0 0 Ie +
i
2Eee
i
2Ee0
0 0
√
2 0 0 1


−


0 0
0 0
0 0
0 i2E0i
0 i2Eei
0 0


[
2Ii
√
2Ii√
2Ii Ii +
i
2Eii
]−1 [
0 0 0 0 0 0
0 0 0 0 i2Eie
i
2Ei0
]
but [
2Ii
√
2Ii√
2Ii Ii +
i
2Eii
]−1
=
1
iEii
[
Ii +
i
2Eii −
√
2Ii
−√2Ii 2Ii
]
so that
Schur
i∪i′
[
2I
√
2I√
2I I+ i2E
]
=


2 0 0
√
2 0 0
0 2Ie 0 0
√
2Ie 0
0 0 2 0 0
√
2√
2 0 0 1 i2E
fb
0e
i
2E
fb
00
0
√
2Ie 0 0 Ie +
i
2E
fb
ee
i
2E
fb
e0
0 0
√
2 0 0 1


where
E
fb = Schur
i
E = H
(
Schur
i
E
)
= H
(
Efb
)
.
Shortening over the remaining duplicate labels
{
0
′ ∪ e′ ∪ 0′
}
and multiplying by minus, we recover Gfb. From the
expression obtained in the Lemma, we see that Efb = Schur
i
E must be the Stratonovich generating matrix.
It is clear from the statement of the Theorem that there are situations where the feedback network is well-posed,
i.e. Eii is invertible, but the Schur complement is not invertible, i.e. Eii is not invertible. The following proposition
gives a simple test of when the Schur complement exists.
Proposition 4 Let Skk =
[
See Sei
Sie Sii
]
be a scattering matrix decomposed with respect to a specification of internal and
external input/outputs k = e ∪ i, with Ik + Skk invertible. Let us set
Sii , Sii − Sie (Ii + Sii)−1 Sie.
Then the Stratonovich matrix block Eii is invertible if and only if Ii −Sii is invertible.
Proof. Starting from the identity Ekk =
2
i
(Ik + Skk)
−1
(Ik − Skk) we obtain the sub-block
Eii =
2
i
(Ii +Sii)
−1 (Ii −Sii)
using the same methods as used in the previous proposition. This formal expression shows precisely when the block
Eii is invertible, and we arrive at the desired conclusion.
A. Beam-splitter Example
As an example we consider the simple example of a beam-splitter with Stratonovich matrix
Ekk =
[
Eee Eei
Eie Eii
]
≡
[
α β
β∗ γ
]
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FIG. 6. (Left) a beam-splitter with matrix Skk; (Right) its feedback reduction.
with α, β real and β complex. A simple algebra shows that
Skk ≡ 1
1 + i2 (α+ γ)− 14 (αγ − |β|2)
[
1 + i2 (γ − α) + 14
(
αγ − |β|2) −iβ
−iβ∗ 1 + i2 (α− γ) + 14
(
αγ − |β|2)
]
which gives the general form of a beam-splitter derivable from a Stratonovich form.
We see that if γ = 0 (= Eii) then the Schur complement is not defined so the Theorem does not apply automatically.
Nevertheless we see that Eii = γ − i2 |β|
2
1+ i
2
α
and so the network may be well-posed even if γ = 0, and it is instructive
to look at this case. Here we have
Skk ≡ 1
1 + i2α+
1
4 |β|2
[
1− i2α− 14 |β|2 −iβ
−iβ∗ 1 + i2α− 14 |β|2
]
prior to feedback, and for all parametrizations we have that the feedback reduced scattering is
Sfbee ≡ −1.
The answer is of course not something which has a well-defined Stratonovich form: in fact we have only limε→∞
1− i
2
ε
1+ i
2
ε
=
−1 but that this can not be realized for finite ε.
B. The Series Product
Let us recall that the series product can be written in terms of Belavkin-Holevo matrices as Vseries = V2V1. If
both V2 and V1 come from Stratonovich matrices E2 and E1 respectively, then the corresponding Eseries should be
expressible in terms of E2 and E1.
Proposition 5 Suppose that both V2 and V1 come from Stratonovich matrices E2 and E1 respectively, then their
series product Vseries = V2V1 has the Stratonovich matrix
Eseries =
(
I+
i
2
E2
)−1
(E1 + E2)
(
I− 1
4
E2E1
)−1(
I+
i
2
E2
)
.
Proof. Let us begin by noting that the Cayley transformation F 7→ V (F ) = I−F
I+F is a map from matrices
{F : I + F is invertible} to {V : I + V is invertible}. Indeed, if V = I−F
I+F then F =
I−V
I+V , so V
−1 (·) ≡ V (·). We wish
to solve V (F3) = V (F2)V (F1) for F3 given F1 and F2. The identity V (F3) = V2V (F1) can be rearranged to give
F3 = [(I − V2) + (I + V2)F1] [(I + V2) + (I − V2)F1]−1
and setting F2 = V
−1 (V2) ≡ I−V2I+V2 leads to
F3 = (I + V2) (F1 + F2) (I + F2F1)
−1
(I + V2)
−1
and noting that I + V2 = 2
I
I+F2
gives the result.
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C. Adjacency Matrices
The adjacency operator corresponding to a given permutation σ on a set of n labels will be denoted by η (σ). That
is,
[η (σ)]jk =
{
1, j = σ (k) ;
0, otherwise.
A natural question is when does there exist a Ekk such that η (σ) =
Ik−
i
2
Ekk
Ik+
i
2
Ekk
. For this to be possible we need that
Ik − η (σ) is invertible, so that Ekk ≡ 2i In−η(σ)In+η(σ) .
This mapping : σ 7→ η (σ) from the set of permutations on n labels to the n×n matrices is a reducible representation
of the permutation group: indeed each η (σ) has eigenvalue unity for the eigenvector [1, · · · , 1]⊤ and this is a nontrivial
invariant subspace. More generally, we have that the spectrum (including explicit degeneracies) of η (σ) is the multi-
set ∪k≥1 {k-th roots of unity}nk(σ) where nk (σ) counts the number of cycles of length k in the permutation. In
particular, we note that −1 is not in the spectrum if and only if there are no even cycles in σ20.
As a result, we have that In + η (σ) does not have zero as an eigenvalue if and only if σ has no even cycles. This is
the condition for η(σ) to be expressed as a Cayley transorm of some 2× 2 matrix Ekk. For instance, the swap gate
η =
[
0 1
1 0
]
corresponding to the cycle (12) is the simplest adjacency matrix that cannot be expressed in this way.
IV. CONCLUSIONS
The Stratonovich form of the quantum stochastic calculus has the advantage of revealing a Hamiltonian structure.
This is readily seen in the rule for concatenating components to get Υ(t) in (4) - and so (5). The fact that the feedback
reduction rule has the direct form of a Schur complement, that is equation (6), is however an unexpected feature. We
might mention that the Schur complement has previously emerged as the appropriate tool in adiabatic elimination
results in the SLH formalism21–23.
In the paper, we have restricted our attention to just the proof of the mathematical form of the feedback reduced
Stratonovich matrix. This is done at the very broad level of generality offered by the SLH formalism, and have
deferred the application to specific models for a latter publication. It should be mentioned that situations such as
completely closed feedback loops served as a motivating problem for this publication as the Schur complement form
already appears in a restricted sense, and strongly suggestive of the general result presented here in Theorem 1. We
have also restricted to the vacuum case for the input fields. The issue of introducing time delays into the feedback
connections has also been ignored - we assume the validity of an instantaneous feedback limit - however we note that
there has been some promising developments in this direction for linear quantum systems24.
While the Stratonovich form of the feedback reduction rule is much simpler that the Ito¯ form (18), it is not true
that it is universally easier to work with. For instance, the series product formula is a corollary to the concatenation
rule (17) and the feedback rule (18), and so must be derivable from the two equivalent formulations in terms of
Stratonovich matrices of coefficients. However this derivation is very involved. It is therefore the case that certain
operations, such as putting systems in series are better handled with the Ito¯, or SLH, form while other operations,
such as feedback reduction may be better handled in the Stratonovich form. The situation is not unlike classical
circuit theory where one chooses judicially the form of the immittances: namely impedances for components is series
in a network, and admittances (their inverses) for components placed in parallel in a network. While analogy is not
exact, it does suggest that a hybrid use of the Ito¯ and Stratonovich rules may be very useful for calculating the SLH
characteristics of complex quantum feedback networks.
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