Current electronic portal imaging devices ͑EPIDs͒ based on active matrix flat panel imager ͑AMFPI͒ technology use a metal plate+ phosphor screen combination for x-ray conversion. As a result, these devices face a severe trade-off between x-ray quantum efficiency ͑QE͒ and spatial resolution, thus, significantly limiting their imaging performance. In this work, we present a novel detector design for indirect detection-based AMFPI EPIDs that aims to circumvent this trade-off. The detectors were developed using micro-electro-mechanical system ͑MEMS͒-based fabrication techniques and consist of a grid of up to ϳ2 mm tall, optically isolated cells of a photoresist material, SU-8. The cells are dimensionally matched to the pixels of the AMFPI array, and packed with a scintillating phosphor. In this paper, various design considerations for such detectors are examined. An empirical evaluation of three small-area ͑ϳ7 ϫ 7 cm 2 ͒ prototype detectors is performed in order to study the effects of two design parameters-cell height and phosphor packing density, both of which are important determinants of the imaging performance. Measurements of the x-ray sensitivity, modulation transfer function ͑MTF͒ and noise power spectrum ͑NPS͒ were performed under radiotherapy conditions ͑6 MV͒, and the detective quantum efficiency ͑DQE͒ was determined for each prototype SU-8 detector. In addition, theoretical calculations using Monte Carlo simulations were performed to determine the QE of each detector, as well as the inherent spatial resolution due to the spread of absorbed energy. The results of the present studies were compared with corresponding measurements published in an earlier study using a Lanex Fast-B phosphor screen coupled to an indirect detection array of the same design. The SU-8 detectors exhibit up to 3 times higher QE, while achieving spatial resolution comparable or superior to Lanex Fast-B. However, the DQE performance of these early prototypes is significantly lower than expected due to high levels of optical Swank noise. Consequently, the SU-8 detectors presently exhibit DQE values comparable to Lanex Fast-B at zero spatial frequency and significantly lower than Fast-B at higher frequencies. Finally, strategies for reducing Swank noise are discussed and theoretical calculations, based on the cascaded systems model, are presented in order to estimate the performance improvement that can be achieved through such noise reduction.
I. INTRODUCTION
Precise patient positioning and accurate dose delivery are critical aspects of external beam radiotherapy. Presently, the most common technique for achieving these objectives is portal imaging, which involves using the megavoltage x-ray beam to acquire projection images ͑often through the treatment window or portal͒ before and, optionally, during dose delivery. Following over 15 years of extensive research and development, indirect detection active-matrix flat-panel imager ͑AMFPI͒-based electronic portal imaging devices ͑EPIDs͒ have become the current gold standard in portal imaging, providing imaging performance superior to that of conventional portal film as well as earlier, commercial EPID technologies. 1, 2 Currently, all commercially-available AMFPI-based portal imaging systems are based on indirect detection, i.e., using a scintillator coupled to a photodiode array. 3 While there have been several studies examining the feasibility of direct detection AMFPIs based on amorphous selenium ͑a-Se͒ and other converters for portal imaging, these approaches are still under investigation. [4] [5] [6] [7] [8] The success of AMFPIs in portal imaging can be largely attributed to the fact that they are x-ray quantum limited, i.e., the imaging performance of these systems is ultimately limited by the statistical noise of the x-ray quanta detected by the converter. 9, 10 Nonetheless, there exists considerable scope for improving the performance of AMFPI-based portal imagers due to the fact that these devices utilize only ϳ1 % -2% of the incident radiation to form an image. 3 This low x-ray quantum efficiency ͑QE͒ is due to the fact that current AMFPI systems use a metal plate+ phosphor screen combination as the x-ray converter. 3 The use of a phosphor screen introduces a severe trade-off between x-ray detection efficiency ͑which increases with increasing screen thickness͒ and spatial resolution ͑which decreases with increasing screen thickness͒. [11] [12] [13] Consequently, the imaging performance of AMFPI EPIDs, as quantified by the frequencydependent detective quantum efficiency ͓DQE͑f͔͒, is relatively modest when compared to AMFPIs designed for diagnostic energies. ͓For example, the DQE͑0͒ for megavoltage AMFPI systems is ϳ1% 9, 10, 13, 14 while that for diagnostic AMFPIs ranges from 50% to 75%. [15] [16] [17] [18] ͔ A variety of strategies to significantly improve EPID performance by using high QE detectors have been examined. These include modifications to TV-camera-based systems involving the replacement of the conventional phosphor screen with a thick, grooved phosphor screen, 19 with a segmented 2D array of CsI͑Tl͒ elements 20, 21 or, with a large-area CsI͑Tl͒ crystal in a novel geometrical arrangement; 22 and using high-pressure gas chamber-based detectors in scanning 23, 24 and area detection [25] [26] [27] EPID systems. Studies involving segmented scintillator crystals in a 1D configuration coupled to a photodiode array 28 and in a 2D configuration coupled to an indirect detection active matrix array 29 have also been reported for megavoltage computed tomography. In addition, high QE detectors for direct detection-based AMFPI EPIDs are currently under investigation. 30 ͑Comprehensive reviews on these and other performance enhancement strategies, as well as early EPID designs, may be found elsewhere. 3,31,32 ͒ In this paper, we present an empirical study of a novel high QE detector design based on micro-electro-mechanical system ͑MEMS͒ fabrication techniques, for indirect detection-based AMFPI EPIDs. In principle, such a design enables the use of a thick layer of scintillating phosphor without the accompanying trade-off in spatial resolution. In the following sections, the general concept and various design considerations are described, followed by measurements performed on early prototype detectors to determine x-ray sensitivity, modulation transfer function ͑MTF͒, noise power spectra ͑NPS͒, and DQE. Finally, we examine strategies to further enhance the imaging performance of these detectors and present theoretical calculations in order to predict the upper limits of performance that can be achieved.
II. TECHNICAL BACKGROUND

A. High QE detectors using segmented phosphors
In order to circumvent the trade-off between QE and spatial resolution for phosphor-based MV detectors, we are investigating a detector design that incorporates a two dimensional matrix of cells which are dimensionally matched and registered to the pixels of the underlying indirect detection array ͑as shown in Fig. 1͒ . The inner walls of the cells are designed to be opaque, to achieve optical isolation between adjacent cells, and reflective, in order to increase the number of light photons impinging on the underlying pixels. Under ideal conditions, when such a matrix is packed with a scin-tillating phosphor, the light generated within a cell due to x-ray interactions is confined to that cell and can only be detected by the underlying pixel. In principle, such an arrangement enables the use of a thick layer of phosphor without the accompanying loss of spatial resolution due to the spread of optical photons. The implementation of this concept requires careful optimization with respect to several detector parameters such as cell height, the optical properties of the cell walls, the phosphor material, the packing density of the phosphor grains, etc. In the design approach adopted for this work, these parameters have been examined in the context of optimizing the DQE͑f͒ of the imaging system.
B. Design considerations: The DQE approach to detector design
The spatial frequency-dependent detective quantum efficiency DQE͑f͒ is a widely accepted metric of x-ray imaging performance. 33 DQE is a measure of the efficiency of information transfer from the input to the output of an imaging system, and is related to spatial resolution ͑i.e., the MTF͒, the gain and the noise transfer properties ͑i.e., the NPS͒ of a system as follows: 34
where q 0 is the total number of incident quanta per unit area. The DQE can also be expressed as the ratio of the squared output signal to noise ratio ͑SNR͒ to the squared input SNR. An x-ray imaging system can be considered to be composed of a cascade of linearly coupled stages. 35, 36 In such a view, the input signal and noise are transferred through each stage via a combination of amplifying and/or scattering processes, with the output of each stage serving as input to the subsequent stage. From the above description it is clear that, in order to maximize the squared SNR transfer efficiency ͑i.e., the DQE͒ of the entire imaging system, it is necessary to optimize SNR transfer in the detector. In the context of this paper, we shall refer to the squared SNR transfer efficiency of the detector as the "detector DQE" and that of the entire FIG. 1. Schematic illustration of the segmented phosphor concept. The detector consists of a 2D matrix of optically isolated cells that are dimensionally matched to the pixels of the underlying indirect detection flat panel array. The matrix is filled with a scintillating phosphor and coupled to the array such that the detector cells are accurately registered to the array pixels. system as the "system DQE." From Eq. ͑1͒ it is clear that, in order to achieve good DQE performance, a detector should exhibit high gain and spatial resolution, while maintaining low noise levels. In the remainder of this section, we examine the various design considerations in the context of these requirements.
Optimizing detector gain
The gain of a scintillator-based detector is the product of three components-the x-ray quantum efficiency ͑QE͒ of the detector, the conversion gain ͑i.e., the average number of light quanta produced per x-ray interaction͒, and the escape efficiency ͑i.e., the average probability that a light photon exits from the array side of the scintillator͒. For x-ray quantum limited systems ͑such as AMFPI EPIDs͒, the gain component that serves to improve DQE is the quantum efficiency of the detector. 9, 36 The QE can be improved through a combination of any or all of the following strategies: ͑a͒ using a high-electron-density phosphor material, ͑b͒ increasing the thickness of the phosphor layer by fabricating taller cells, ͑c͒ increasing the "fill factor" of the cell by making the cell walls as thin as mechanically feasible, and ͑d͒ increasing the packing density of the phosphor grains in the cells. The implementation of strategy ͑d͒ has to be based on a trade-off between quantum efficiency, which increases with higher packing density, and the escape efficiency of the optical photons, which decreases with higher packing density. In a more densely packed phosphor, optical photons undergo more scattering and absorption events, leading to two effects. First, the overall light output of the converter is reduced. However, reduced light output in itself does not constitute a significant problem as long as the system remains x-ray quantum limited. More importantly, high levels of scattering and absorption give rise to a strongly depth-dependent optical gain. As explained in Sec. B 3, a depth-dependent gain is highly undesirable as it serves to increase the noise and thereby, reduce the DQE.
Optimizing spatial resolution "MTF…
The structured scintillator design constrains the light generated due to x-ray interactions within a cell, thus limiting the loss in spatial resolution due to the spread of the optical photons. As the thickness of the phosphor layer increases up to a few centimeters, other resolution-loss mechanisms, such as the spreading of the absorbed energy and parallax effects due to the obliquely incident off-axis x rays, become significant. However, for the detector thicknesses discussed in the present work ͑up to ϳ2 mm͒, these effects contribute minimally and the overall loss in spatial resolution is dominated by optical spreading. In order to limit the spread of optical photons, it is essential to maintain good optical isolation ͑i.e., minimize optical cross-talk͒ between adjacent cells. It is also important to achieve good optical coupling between the detector and the array, as well as accurate registration between the scintillator cells and the underlying array pixels.
Optimizing noise properties "NPS…
A phosphor-based detector exhibits variation in the number of optical quanta emitted per interacting x-ray. The noise originating from this variation is termed as Swank noise, and is quantified by the Swank factor ͑which ranges between 0 and 1͒. 37 Swank noise degrades DQE performance across all spatial frequencies. The major factors that contribute to Swank noise are ͑a͒ the x-ray energy distribution ͑XED͒, ͑b͒ the absorbed energy distribution ͑AED͒, and ͑c͒ the optical pulse distribution ͑OPD͒. For screen thicknesses comparable to those used in conventional radiotherapy AMFPIs ͓ϳ360 m of Gd 2 O 2 S : Tb at 50% density ͑Refs. 3 and 10͔͒, the Swank noise is dominated by the XED and the AED. 10 However, as the thickness of the phosphor layer and the packing density of the phosphor grains increase, the contribution of the OPD becomes more significant. For thicker screens, there is a large variation in the amount of scatter and absorption ͑and therefore, the escape efficiency͒ of light quanta generated at various depths within the phosphor. This variation increases the Swank noise due to widening of the OPD. Thus, in order to reduce Swank noise, it is necessary to optimize the packing density as well as the optical properties of the phosphor so as to make the number of light quanta escaping the detector minimally dependent on the depth at which they are generated. 38 Another effect caused by the depth-dependent nature of the optical transport is the Lubberts effect. 39 This effect pertains to the variation in the shape of the point spread function ͑PSF͒ observed at the output, for optical quanta generated at various depths within the phosphor. According to Lubberts, a thick phosphor detector can be considered to be composed of multiple layers of phosphor which are sufficiently thin such that, within a layer, there is no significant depth-dependent variation of the optical PSF. In such a view, the optical component of the MTF of the entire detector is proportional to the ͑weighted͒ sum of the optical MTFs of the individual layers
where T opt ͑u͒ is the optical MTF of the detector as a function of spatial frequency, T i ͑u͒ is the optical MTF of the ith layer, and N is the total number of layers. In contrast, the optical component of the NPS of the detector, S opt ͑u͒, is proportional to the sum of the squares of the individual MTFs:
Equations ͑2͒ and ͑3͒ shown above are simplified forms of Eqs. ͑8͒ and ͑7͒, respectively, in Nishikawa et al. 40 As a result of this dissimilar integration across the layers of the detector, T opt 2 ͑u͒ falls off faster with respect to spatial frequency than S opt ͑u͒. As the detector thickness increases, the inequality between the fall-off of MTF and the NPS becomes more pronounced. Consequently, the DQE, which is directly proportional to the square of the MTF and inversely proportional to the NPS ͓as indicated in Eq. ͑1͔͒, exhibits a faster drop at higher spatial frequencies. 39, 40 In order to minimize the Lubberts effect, it is essential that the optical MTF be practically independent of the depth of light generation. 40 In the context of a segmented scintillator, this goal can be achieved by ensuring good optical isolation between cells, making the cell walls highly reflective and carefully optimizing the optical properties of the phosphor so as to minimize scattering and absorption ͑thereby, maximizing the mean free path͒ of the generated light photons.
III. METHODS AND MATERIALS
A. Fabrication of prototype detectors
In order to examine the segmented phosphor concept, prototype detectors were fabricated using photolithographic techniques. A recently developed photopolymer SU-8, 41 which is well-suited to large-area photolithographic processing methods, was used to create high-aspect-ratio cell matrices on a 10 cm diameter glass substrate. [42] [43] [44] The matrices ͑shown in Fig. 2͒ were composed of ϳ135ϫ 135 cells that were dimensionally matched to the pixel pitch ͑508 m͒ of an indirect detection flat panel array previously developed for radiotherapy imaging. 1, 10 The inner walls of the cells and the inner surface of the glass substrate were made opaque and reflective by sputtering a thin layer of Al. ͑The thickness of the Al layer was on the order of a few microns.͒ The cell walls were designed to be ϳ50 m thick in order to achieve a balance between mechanical strength and fill-factor, as discussed in Sec. II B 1.
In the present study, we examined two important parameters of detector design that are strong determinants of the imaging performance of a segmented detector-the cell height and the packing density of the phosphor grains. The phosphor used in the present study was Gd 2 O 2 S:Tb ͑GOS͒ in powder form, with grain sizes of ϳ3 to 7 m. Three dif-ferent detector configurations were studied. Two of these were high-density ͑HD͒ detectors, filled with ϳ75% GOS by volume, with cell heights ͑i.e., detector thicknesses͒ equal to 850 m ͑HD-1͒ and 1900 m ͑HD-2͒. The third detector was a low-density ͑LD͒ configuration which consisted of 1900 m tall cells filled with ϳ35% GOS. ͑In the context of this paper, the term "SU-8 detectors" will generally be used to indicate detectors based on the photopolymer SU-8, while "HD-1," "HD-2" and "LD" will be used to indicate the specific detector configurations described above.͒ A novel technique ͑described below͒ was developed to achieve reasonably uniform phosphor deposition in these high-aspect-ratio cell matrices ͓see Fig. 2͑b͔͒ , with slightly different versions of the technique used in the case of the HD and the LD detectors. In all cases, the SU-8 cell matrix was initially filled with a paraffin-based solvent ͑Isopar, ExxonMobil Corp.͒ which has low viscosity and good wetting properties, in order to minimize the formation of air pockets during the phosphor deposition.
In the case of the HD detectors, a slurry was prepared ͑in a separate container͒ by dispersing the GOS powder in the solvent, along with a small amount of dispersant ͑Solsperse, Avecia, Inc.͒. The dispersant was used in order to prevent particle agglomeration so as to facilitate uniform deposition of the slurry into the cell matrix. The slurry was degassed under vacuum and carefully poured into the SU-8 matrix. After filling, the SU-8 matrix was placed in the vacuum chamber in order to purge air bubbles ͑since large, non uniformly distributed air pockets would increase Swank noise due to effects described in Sec. II B 3 and subsequently placed in an oven at a temperature of ϳ65°C in order to evaporate the solvent. The total volume of all the cells in each detector was calculated ͑using the cell height and the number of cells in the detector͒, and the weight of the detector before and after filling was measured in order to estimate FIG. 2. Microphotographs of small portions of two SU-8 cell matrices. The cells have a pitch of 508 m, which is equal to the pixel pitch of the active matrix array used in this work. ͑a͒ Cells prior to phosphor deposition. The cell walls are sputtered with Al in order to make them opaque and reflective. Note the small gaps ͑ϳ10 m͒ in the cell walls. These gaps are incorporated in order to facilitate uniform phosphor deposition, and are offset such that there is no straight optical path between more than two adjacent cells. ͑b͒ Cells after phosphor deposition, from a different matrix. In this case, the walls have not been metallized in order to better illustrate the phosphor. A portion of this matrix has been diced in order to examine the uniformity of the phosphor deposition.
the packing density of the GOS phosphor, which was determined to be ϳ75%. Finally, a thin layer of UV-curable optical glue was applied on the open surface of the cell matrix and was allowed to partially penetrate the phosphor ͑through capillary action͒ in order to bind the phosphor grains together. The glue was then cured using a long-wave ͑365 nm͒ UV light source.
The UV-curable glue ͑OP-401, Dymax Corp.͒ was chosen for its relatively low viscosity ͑70 cP͒, which facilitates penetration into the phosphor, as well as high optical clarity and high index of refraction ͑ϳ1.5͒ in the cured state, both of which serve to improve optical transport within the cells. In addition, the optical transport is also likely to be affected by the depth and the uniformity of penetration of the glue. For samples fabricated using the above phosphor deposition technique, our measurements indicate that the glue penetrates ϳ300± 25 m from the open surface of the detector.
For the LD detector, the GOS powder was directly dispersed in the optical glue in order to achieve the desired packing density ͑ϳ35% ͒ and the resulting slurry was deposited into the SU-8 matrix, degassed and cured, in a manner similar to that described for the HD detectors. After phosphor deposition, each detector was lightly polished in order to make the surface uniform so as to facilitate good optical coupling between the detector and the array.
B. Measurements
All measurements were performed with a 6 MV photon beam, on a Varian 21-EX linear accelerator ͑linac͒, using a 512ϫ 512 pixel, 508 micron pitch ͑83% optical fill factor͒ indirect detection active matrix array developed for radiotherapy applications. 1, 10 The array was connected to a fully customized electronic acquisition system, 45 which included custom-designed preamplifier-multiplexers 46 previously developed for portal imager development using such arrays. In each case, the SU-8 detector was placed on the array such that the open surface of the cell matrix was in contact with the array pixels. In addition, an overlying 1 mm thick Cu plate was coupled to the SU-8 detector in order to provide build-up as well as to absorb scattered, low-energy electrons and photons. 3 Each detector was aligned under an optical microscope to the underlying flat-panel array using fiducial cross-hairs ͑as shown in Fig. 3͒ so as to achieve registration of the detector cells to the array pixels. The registration was verified under the x-ray beam using isolated rows of phosphor filled cells located on the four sides of the detector, as shown in Fig. 3 . Signal and noise measurements were performed as a function of the irradiation time in terms of monitor units ͑MU͒ of the linac. ͓For this linac, 1 MU corresponds to a dose of 0.8 cGy deposited in water at a sourceto-detector ͑SDD͒ equal to 100 cm, with 10 cm overlying water, for a field size of 10ϫ 10 cm 2 at the isocenter ͑i.e., 100 cm SDD͒.͔ For the signal and noise measurements, the AMFPI was operated in fluoroscopic mode and the radiation was delivered at a dose rate of 100 MU/ min. The MTF data was acquired in radiographic mode, with the linac delivering radiation at 600 MU/ min in order to accommodate the rela-tively large amounts of irradiation required for the MTF measurements in a reasonable frame time. ͑Details of the fluoroscopic and radiographic operation of this array may be found in El-Mohri et al. 10 ͒
Sensitivity
Sensitivity was determined in terms of the signal response of the system per monitor unit ͑MU͒. The imager ͑i.e., the detector+ flat panel array͒ was placed at a source-to-detector distance ͑SDD͒ equal to 130 cm with a field size of 10 ϫ 10 cm 2 at the isocenter. Image frames were acquired by synchronizing the data acquisition with the delivery of a predetermined number of beam pulses ͑18, 36, and 72͒ corresponding to 0.5, 1, and 2 MU, respectively. ͑The number of monitor units per pulse, Ϸ0.028, was determined by counting the number of pulses from the "Target I" output from the linac for a programmed MU setting.͒ For each data sequence, a total of 100 dark and flood data frames ͑i.e., frames in the absence and presence of radiation, respectively͒ were acquired. For each data set, the average dark frame was subtracted from the average flood frame to yield the signal. The signal values were converted from ADC units to electrons using a measured calibration factor ͑1 ADCϷ 7480 e͒ for the preamplifiers of the data acquisition system. The slope of the signal response plotted as a function of the irradiation time yielded the sensitivity in units of e/MU.
Modulation transfer function "MTF…
MTF for the three prototype detectors was measured using the angled slit technique, 47 adapted for imaging at megavoltage x-ray energies. 9,10,14 A long, narrow slit of dimensions 20ϫ 0.01 cm 2 was formed using two 20ϫ 10ϫ 5 cm 3 precision-ground steel blocks separated by 0.01 cm shims. The slit was centered with respect to the radiation source in order to maximize the signal, and positioned such that the FIG. 3 . Photograph of the HD-2 detector after phosphor deposition and polishing. In order to incorporate it into the imager, the detector is inverted and coupled to the active matrix array. The horizontal and vertical cross-hairs at the corners serve to register the detector cells to the array pixels. The alignment is verified under the x-ray beam with respect to the isolated rows of cells ͑also filled with phosphor͒ present on each side of the matrix. The dark spots in the center of the matrix correspond to incompletely-filled cells. exit surface of the slit was almost in contact with the detector, which was placed at a SDD of 86 cm. The field size was adjusted to 6 ϫ 6 cm 2 at the exit surface of the slit. Image frames were acquired by operating the imager in the radiographic mode with relatively long irradiations ͑ϳ18 MU͒ in order to obtain sufficient signal through the slit relative to the background. For each prototype detector, 10 images were acquired. The steel blocks attenuated ϳ99.3% of the beam, and the effect of the remaining radiation penetrating through the blocks was determined by displacing the slit ϳ0.6 cm away from the center and acquiring "radiation profile" images. Gain and offset corrections were applied to all image data sets and the radiation profile images were subtracted from the slit images. For each prototype detector, the final, corrected images were averaged and used to estimate the line spread function ͑LSF͒. The baseline of the LSF was processed by selectively using a 3 ϫ 3 median filter around portions that exhibited sharp spikes ͑due to nonfunctional pix-els͒ and the absolute value of the Fourier transform of the LSF yielded the one-dimensional MTF.
Noise power spectrum "NPS…
Noise power measurements were performed using the same setup used for the sensitivity measurements. Dark and flood image frames were acquired fluoroscopically at 1 and 2 MU ͑i.e., at 36 and 72 linac pulses per data frame, respec-tively͒, with up to 800 data frames per acquisition sequence. Each flood frame was corrected using gain and offset constants obtained from the dark and flood data. 48 A 3ϫ 3 median filter was applied in order to correct for defective array pixels and incompletely filled detector cells, with a threshold set in order to ensure that less than 0.2% of the total number of pixels were filtered per frame. It has been found that, for indirect detection AMFPIs, the use of such a filter to remove up to 0.5% of the pixels has minimal impact on the noise power characteristics. 49 The pixel ADC values were converted into electrons as described in the previous section. One-dimensional noise power spectra were determined from these images using the synthesized slit technique, which is described in detail elsewhere 10, 49 and briefly summarized as follows. 800 independent, nonoverlapping blocks ͑i.e., slits͒, each with 40ϫ 100 pixels, were selected. Each slit was summed along the narrow direction to form a 100-point realization. Low frequency background trends were subtracted and a Hanning window was applied to each realization. A 1D Fourier transform was applied to each of the 800 realizations and the resulting power spectra, were appropriately normalized and averaged to yield the fluoroscopic 1D NPS. Subsequently, the NPS data were corrected for the effect of first frame lag ͑determined to be ϳ10%͒ in order to compensate for the noise-reduction effect caused by frame-to-frame charge carryover ͑i.e., lag͒. Details of the correction technique may be found elsewhere. 50,51
Detective quantum efficiency "DQE…
The frequency-dependent DQE was determined for each detector configuration using the measured NPS ͑with lag correction, as described above͒ and MTF. The DQE was calculated using the relation
where u represents the independent spatial frequency variable along one axis, A is the average signal per pixel ͑obtained from the flood frames used to calculate the NPS͒, q 0 is the incident x-ray fluence, while T sys ͑u͒ and S sys ͑u͒ represent the one-dimensional MTF and NPS of the system, respectively.
In addition, the degradation of DQE at non-zero spatial frequencies due to Lubberts effect ͑described in Sec. II B 3 was determined by calculating a factor, R͑u͒, previously defined by Nishikawa et al. 40 as
where S profile ͑u͒ gives the shape of the system NPS:
From Eqs. ͑5͒ and ͑6͒ it is clear that, for an ideal system that does not exhibit Lubberts effect, R͑u͒ will be unity at all spatial frequencies.
C. Monte Carlo based theoretical calculations
The x-ray quantum efficiency of the three detector configurations was estimated by simulating x-ray photon and electron transport using the EGS4 Monte Carlo codes 52 and the RZគPHS user code, 53 which scores the distribution of the energy absorbed within a detector ͑i.e., the AED͒ for an incident x-ray energy spectrum. A 6 MV photon spectrum 54 corresponding to a Varian linac was used in all simulations. One million photon histories were used for each simulation, which resulted in statistical uncertainties of less than 2%. The modeled geometry consisted of a pencil beam perpendicularly incident on the center of a cylindrical slab of 40 cm diameter. The slab consisted of a 1 mm Cu layer coupled to an underlying layer of phosphor ͑GOS͒. The thickness of the GOS layer was chosen to be equal to the measured values, 850, 1900, and 1900 m, for the HD-1, HD-2, and the LD detector, respectively. The density of the phosphor material was determined by comparing the packing density of the phosphor grains with the bulk density of GOS ͑7.34 g / cm 3 ͒.
Since the phosphor was modeled as a continuous layer ͑i.e., x-ray interactions in the cell walls were not considered, given the relatively low density, ϳ1 g/cm 3 , of SU-8͒, the measured packing densities ͑75% and 35% for the HD and LD detectors, respectively͒ were scaled by the geometric fill factor ͑ϳ0.81͒ of the SU-8 cells, and the corrected values were used to calculate the equivalent phosphor density for the HD ͑ϳ4.40 g / cm 3 ͒ and the LD ͑2.05 g / cm 3 ͒ detectors. The x-ray quantum efficiency of the detector was calculated from the ratio of the number of photons that deposit energy in the phosphor layer to the number of incident photons, as determined from the Monte Carlo simulations.
In addition, for each configuration, Monte Carlo simulations were also performed in order to estimate the spread of the absorbed energy within the detector. The EGSnrc Monte Carlo codes 55 and the DOSXYZnrc user code 56 were used to estimate the LSF, and thereby the MTF, of the absorbed energy, referred to hereafter as the "radiation MTF." The aforementioned 6 MV photon spectrum was used ͑with 200 million histories͒ to form a narrow, parallel slit beam of dimensions 40ϫ 0.004 mm 2 . The beam was made incident on a 40ϫ 40 mm 2 slab consisting of a 1 mm thick Cu plate overlying the detector. The LSF was obtained by scoring the absorbed energy along a 1 ϫ 40 mm 2 strip in the center of the detector, perpendicular to the narrow slit formed on the detector plane by the incident beam. In order to ensure sufficient sampling of the LSF, the strip was divided into 8000 voxels, each 1 ϫ 0.005 mm 2 . The LSF, thus obtained, was used to calculate the radiation MTF.
IV. RESULTS
The results obtained from the measurements performed on the SU-8 detectors are reported below. In order to establish a context for these results, they are compared with previously reported data obtained at 6 MV, using a Lanex Fast-B phosphor screen ͑typical of those used in most clinical AMFPI EPID systems 3 ͒ coupled to an array of similar design. 10 Figure 4͑a͒ shows the signal response for various detectors, in units of electrons, as a function of irradiation time in terms of monitor units. The lines represent a linear fit to the data. It can be seen that the signal response of the three SU-8 detector configurations exhibits good linearity. Among the three configurations, HD-1 shows the highest signal levels, followed by HD-2 and finally, LD. In addition, the sensitivity profile of a central region of the HD-2 detector is shown in Fig. 4͑b͒ . The relatively small variations in the sensitivity profile indicate that the phosphor deposition is fairly uniform over most of the cell matrix. It should be noted that these variations in the sensitivity profile are almost entirely due to non-uniformities in the SU-8 detector, as indirect detectionbased active matrix arrays typically exhibit very uniform optical response. 57 This point is illustrated in Fig. 4͑c͒ , which shows a sensitivity profile obtained from the same region of the array when coupled to a commercial phosphor screen ͑Lanex Fast-B͒. Table I summarizes various detector parameters obtained from measurements and Monte Carlo simulations. From the data presented in Fig. 4 and the values summarized in Table  I , it can be seen that the x-ray sensitivity of the segmented phosphors is affected by a combination of the QE and the optical transport characteristics of the phosphor. For instance, while the HD-1 and LD configurations have approxi-mately equal QEs, the latter exhibits a significantly lower light output, probably due to the fact that light photons generated at the x-ray source side of the detector have to travel over a much longer distance in order to exit from the array side. On the other hand, in the case of the HD-2 configuration, the light-attenuating effect of the longer optical path is FIG. 4. ͑a͒ Signal response as a function of irradiation time ͑MU͒ for the three prototype SU-8 detectors, measured at 6 MV. Also shown, for comparison, is previously published signal response data for Lanex Fast-B ͑Ref. 10͒ appropriately corrected for differences in measurement conditions. ͑b͒ Sensitivity profile from a 100ϫ 100 pixel region of the array underlying a central portion ͑100ϫ 100 cells͒ of the HD-2 detector. ͑c͒ Sensitivity profile from the same 100ϫ 100 pixel region with the array coupled to a Lanex Fast-B screen. largely mitigated by the higher QE ͑compared to LD͒. Nonetheless, the HD-1 configuration, despite having lower QE, shows ϳ10% higher sensitivity than HD-2-a result that may be explained as follows. The back surface of the SU-8 detectors is reflective, as described in Sec. III A, and serves to redirect light photons toward the array. In the case of the HD-1 detector, the back surface is closer to the array ͑850 m͒ compared to the HD-2 configuration ͑1900 m͒. As a result, the light photons reflected from the back surface of the HD-1 detector have a higher probability of escaping the detector and impinging on the array. In contrast, in the case of the HD-2 detector, light photons reflected from the back surface have to traverse a longer optical path, which significantly reduces their escape probability, thus partially negating the enhancement in signal due to higher QE.
A. Sensitivity
Finally, for comparison, previously published values of the signal response of Lanex Fast-B ͑Ref. 10͒ are also shown in Fig. 4 . Note that the previous measurements were performed at a SDD of 200 cm and have been appropriately adjusted using the inverse square correction in order to correspond to the SDD of 130 cm used in the present measurements. Also note that the earlier measurements were performed on a linac that used a slightly different definition of MU and therefore, the Fast-B values have been further scaled by a factor of 1.015. It can be seen that Lanex Fast-B, a screen that has been highly optimized for light output, exhibits a sensitivity ϳ3 times higher than that observed for the HD-1 detector.
B. MTF
Theoretically calculated and measured MTFs for the three SU-8 detector configurations are shown in Fig. 5 . Figure 5͑a͒ shows the calculated radiation MTF for each detector. It can be seen that the spread of the absorbed energy depends on the density as well as the thickness of the detector. For instance, the HD-2 detector exhibits superior radiation MTF compared to LD, which is equal in thickness ͑1900 m͒ but has approximately half the density of HD-2-indicating that a high-density detector is more effective in limiting the lateral spread of the secondary radiation. For detectors of equal densities, the radiation MTF depends on the path-length available for the spread of the secondary radiation and, therefore, a thinner detector exhibits superior radiation MTF, as observed in the case of HD-1 compared to HD-2. Figures 5͑b͒-5͑d͒ show the measured MTFs for each detector configuration. Also shown in each figure are the pixel MTF, which is the Fourier transform of the rect function corresponding to the dimensions of the pixel photodiode ͑458 m͒; 10 the theoretical maximum MTF for each detector, which is calculated as the product of the pixel MTF and the corresponding radiation MTF; and finally, for comparison, previously published Lanex Fast-B MTF data measured at 6 MV. 10 It can be seen that the measured MTFs for the HD-1 and HD-2 detectors are lower than the respective theoretical maximum values-likely due to a small, but nonnegligible, amount of optical cross-talk between adjacent cells as well as non-ideal optical coupling between the detector and the photodiode array. For the LD detector, the measured MTF is close to the theoretical maximum, indicating that, in this case, the detector MTF is dominated by the spread of the secondary radiation and the contribution of optical effects is relatively small.
Finally, it can be seen that in each case, the SU-8 detector exhibits comparable or superior MTF relative to the Lanex Fast-B screen. These results strongly support the segmented phosphor approach by demonstrating that through the use of such a design, it is possible to significantly increase the QE of a phosphor-based detector and yet maintain adequate spatial resolution. Figure 6 shows 1D noise power spectra for the SU-8 detectors, measured fluoroscopically at 1 and 2 MU and subsequently corrected for the first-frame lag ͑as described in Sec. III B 2͒. In each case, the NPS is proportional to the amount of radiation. The NPS of the HD-2 detector exhibits a small ripple-like pattern in the higher frequency range-likely due to slight misregistration of the SU-8 cells with respect to the array pixels. Furthermore, in each case, the NPS fall-off is relatively gradual across the entire frequency range, indicating the absence of strong correlations in the data. Figure 7 shows the DQE of the three detector configurations at 1 and 2 MU, calculated from Eq. ͑4͒, using the results of the measurements presented above. For comparison, previously measured DQE results of Lanex Fast-B at 6 MV, TABLE I. Various parameters for the SU-8 detectors, as obtained from design specifications, measurements and Monte Carlo simulations. The sensitivity values shown in the last column, were determined from the slope of the signal response of the imager ͑i.e., SU-8 detector+ active matrix array͒ for each detector configuration, as shown in Fig. 4 1 MU, 10 are also shown. It can be observed that, for the HD-2 and LD detectors, the DQE is relatively invariant with respect to increasing irradiation. At higher spatial frequencies, the HD-1 detector exhibits small relative differences ͑ϳ5%͒ in the DQE values obtained at 1 and 2 MU. However, these differences are within the estimated experimental error of measurement under radiotherapy conditions. Thus, the DQE results for the three detectors indicate that, in each case, the imaging system is x-ray quantum limited. The HD-2 detector, which has lower x-ray sensitivity but higher QE compared to HD-1 ͑see FIG. 6. Measured noise power spectra for the three SU-8 detectors, acquired at 1 and 2 MU. The measurements were performed fluoroscopically and the image data were subsequently corrected in order to account for a first-frame lag of ϳ10%.
C. NPS
D. DQE
The zero frequency DQE can be calculated from the product of the QE and the Swank factor. 58 For instance, Lanex Fast-B which has a QE of ϳ0.02 ͑see Table I͒ and an estimated Swank factor of ϳ0.5, 10 should yield DQE͑0͒ of ϳ0.01, which is consistent with the previously measured data 10 shown in Fig. 7 . It follows that, in the case of the SU-8 detectors, which have up to 3 times higher QE but DQE͑0͒ comparable to Fast-B, the Swank factor must presently range from 0.15 to 0.2. Such low values of Swank factor indicate very high noise levels, which can be attributed to strong depth-dependence of the optical gain, as explained in Sec. II B 3.
The contribution of Lubberts effect towards DQE fall-off at non-zero spatial frequencies can be ascertained from the ratio R͑u͒, described in Sec. III B 4. Figure 8 shows R͑u͒, calculated using Eq. ͑5͒, for the three SU-8 detectors as well as for Lanex Fast-B. It can be seen that, at frequencies lower than ϳ0.15 mm −1 , the SU-8 detectors exhibit R͑u͒ values comparable or superior to Lanex Fast-B. However, at higher spatial frequencies, the SU-8 detectors exhibit R͑u͒ values lower than Lanex Fast-B, with the differences being more pronounced in the mid-frequency range. For instance, at ϳ0.5 mm −1 , R͑u͒ values for the HD-2, HD-1, and LD detectors are ϳ0.25, 0.2, and 0.2, respectively, compared to a value of ϳ0.3 for Lanex Fast-B. While such low values of R͑u͒ at high spatial frequencies cause a fall-off in the DQE ͑at those frequencies͒, the overall degradation in the DQE for SU-8 detectors ͑compared to Fast-B͒ is determined to a much larger extent by Swank noise, which reduces the DQE across the entire frequency range. As discussed above, the SU-8 detectors exhibit Swank factors that are one-half to one-third that of Lanex Fast-B. These results therefore suggest that, in the case of the SU-8 detectors, the DQE is ad-versely affected significantly more by Swank noise than by the Lubberts effect.
V. DISCUSSION
The results presented in this paper demonstrate that the segmented phosphor approach successfully overcomes the trade-off between x-ray quantum efficiency and spatial resolution, allowing thick detectors that can achieve QEs up to at least 3 times higher than those used in current commerciallyavailable AMFPI EPIDs, while simultaneously maintaining comparable ͑or even, superior͒ spatial resolution. Consequently, such a design largely mitigates the Lubberts effect, allowing detector thicknesses to be increased up to a few mm-several times greater than the continuous phosphor screens that are used in current EPIDs. However, as the DQE results show, the imaging performance of these early prototypes is significantly reduced due to the presence of high levels of Swank noise. As explained in Sec. II B 3, thick phosphor-based detectors exhibit large variations in optical gain due to the strongly depth-dependent light escape efficiency. In order to reduce Swank noise, it is essential to minimize this depth dependence-a requirement that becomes more challenging with increasing detector thickness.
In principle, this goal can be accomplished by replacing the phosphor in each cell with an optically clear element of a scintillator material such as CsI͑Tl͒ or BGO. While such strategies are currently under investigation by the authors 59 as well as by others, 20, 21, 29 practical issues related to the manufacturing complexity and cost of large-area crystalline segmented detectors make it worthwhile to examine relatively inexpensive alternatives like segmented phosphors.
One strategy to decrease the depth-dependence of the light escape efficiency in a segmented phosphor is to reduce the amount of scatter within the phosphor grains. In a granular phosphor, light scatter occurs primarily due to multiple refraction events at the grain boundaries. Significant scatter reduction could be accomplished by dispersing the phosphor grains in an optically transparent binder material that has the same index of refraction as the phosphor. Ideally, such a configuration would enable light photons to travel along straight lines within the phosphor cell ͑similar to a continuous crystalline element͒. Another approach may be to use a combination of two phosphors that have similar QEs but significantly different light output. By carefully varying the proportion of the two phosphors as a function of cell-depth ͑such that the brighter phosphor has higher concentration farther away from the array side͒ it may be possible to compensate for the depth-dependence of the light escape efficiency. A third strategy would be to create light channels within the cells, for example, by introducing transparent glass microspheres having diameters on the order of 10 m, or short glass fibers, having similar diameters, and lengths comparable to the cell height. Such light channels would serve as "high-transmission" paths for light photons generated on the x-ray side of the detector, thereby increasing the escape efficiency of these photons.
The potential improvement in DQE performance through the reduction of Swank noise, using strategies similar to those described above, may be seen in Fig. 9 . The measured DQE͑f͒ from the HD-2 detector at 1 MU is shown, along with cascaded systems calculations for various levels of Swank noise. ͑The methodology of these calculations has been described in detail elsewhere. 10,60,61 ͒ The calculations make use of the QE and the radiation MTF of the HD-2 detector, obtained through Monte Carlo simulations, as well as the empirically measured x-ray sensitivity. The DQE curves corresponding to different levels of Swank noise were obtained by varying the gain Poisson excess parameter in the cascaded systems model, 10, 36 which is related to the Swank factor. For comparison, previously published DQE measurements are shown for Lanex Fast-B, which exhibits a Swank factor of ϳ0.5. 10 The calculations suggest that, through significant reduction of the Swank noise ͑to levels comparable to those of Fast-B, where the Swank noise is dominated by the XED and the AED͒, the HD-2 detector could achieve up to a factor of 3 higher DQE. Further improvements in DQE may be achieved by fabricating taller SU-8 cell matrices. It is anticipated that pixel-matched cell matrices up to 5 mm tall could be fabricated. Of course, for such high-aspect-ratio cells, maintaining low noise levels will become more challenging, perhaps necessitating the incorporation of more effective noise reduction strategies.
VI. CONCLUSION
The segmented phosphor concept enables the realization of detectors that exhibit high QE as well as adequate spatial resolution for megavoltage imaging. In this work, detector development was conducted using a DQE-based approach. Such a methodology is well-suited for developing and evaluating novel detector designs, since it allows for the independent examination and optimization of various parameters that impact the overall imaging performance of the system. A major challenge in the further development of this design is the reduction of the presently high levels of optical Swank noise. Using innovative strategies ͑such as those described in the previous section͒, it may be possible to significantly reduce Swank noise and thereby improve the overall DQE performance of high QE segmented phosphor-based detectors.
