We explore the use of natural language processing and machine learning for detecting evidence of Parkinson's disease from transcribed speech of subjects who are describing everyday tasks. Experiments reveal the difficulty of treating this as a binary classification task, and a multi-class approach yields superior results. We also show that these models can be used to predict cognitive abilities across all subjects.
Introduction
Parkinson's disease (PD) is the second most prevalent neurodegenerative disease worldwide, affecting more than one percent of individuals above the age of 60 (deRijk et al., 2000; von Campenhausen et al., 2005) . PD is associated with the gradual degeneration of dopaminergic neurons in the substantia nigra pars compacta in the basal ganglia (Bottcher, 1975; Samii et al., 2004) . Dopamine depletion originating in the basal ganglia leads to an under-activation of the frontal lobes, where motor functions and executive processing are predominantly housed. Fronto-striate pathway disturbances lead to motor impairments such as resting tremors, muscular rigidity, bradykinesia and postural disturbances (Samii et al., 2004; von Campenhausen et al., 2005) . Motor-related speech deficits are also observed. One of the most common speech problems is a marked decrease in the volume of the PD sufferer's voice, known as aphonia (Nutt et al., 1992) . PD can also impair the individual's use of vocal parameters, preventing them from appropriately stressing and emphasizing particular words (Dubois, 1991) . Short bursts of speech coupled with long pauses (Darley et al., 1975) , accelerated speech (tachiphemia), compulsive repetition of words or phrases (palilalia) (Boller et al., 1975) , and stuttering (Lebrun, 1996) are also observed in some individuals with PD. All of the aforementioned speech and language impairments stem from PD-related motor decline.
A gradual decline in dopaminergic neurons in the basal ganglia and a subsequent disturbance of the fronto-striate loop also leads to language impairments related to an executive processing dysfunction. The research shows that PD results in deficits in word-finding/verbal fluency (Gurd and Oliveira, 1996; Henry and Crawford, 2004; Matison et al., 1982; Randolph et al., 1993; Zec et al., 1999) , syntactical processing (Arnott et al., 2005; Illes, 1989; Grossman et al., 1992; Grossman et al., 1996; Grossman et al., 2000; Hochstadt et al., 2006; Kemmerer, 1999; Kemmerer, 1999; Lieberman et al., 1992; Natsopoulos et al., 1991; Ullman et al., 1997) , and speech error monitoring (McNamara et al., 1992) . There is also evidence that PD individuals score lower on measures of pragmatic communication abilities such as conversational appropriateness, speech acts, stylistics, gestures and prosodics (McNamara and Durso, 2003) .
Many of the language deficits reported have been attributed to impaired working memory, namely executive function of working memory (Grossman et al., 1992; Grossman et al., 2000; Kemmerer, 1999) . It is worth noting that one of the most well-documented problems in the PD and cognition literature is of course working memory decline (Dirnberger and Jahanshahi, 2013; Gabrieli et al., 1996; Lee et al., 2010) . Other cognitive deficits associated with PD are set-shifting deficits (Gauntlett-Gilbert et al., 1999) , poor Theory of Mind (Bora et al., 2015) , and visual working memory impairments (Zhao et al., 2018) .
Given that PD results in changes in the comprehension and production of language and also the awareness of one's own communicative ability, it would seem reasonable to assume that language could be used as a diagnostic tool and a means of monitoring the progression of PD. The aim of this work is thus to automatically detect evidence of PD by extracting linguistic features from textual transcripts generated by participants with PD. Although there is some research that has looked at the acoustic features of speech to detect PD, an examination of linguistic features from textual transcripts is a more neglected area. We first show that it is difficult to approach this as a binary classification task (i.e., with or without PD), particularly because of linguistic similarities between healthy older adults and older adults with PD. We subsequently show that better prediction performance can be had by treating automated detection as a multi-class classification problem. Specifically, we classify participants into one of three groups: healthy younger adults (HYA), healthy older adults (HOA), and older adults with PD (PD). Finally, we show that the same set of linguistic features can be used to predict cognitive performance scores across all subjects.
The structure of this paper is as follows. In Section 2, we discuss related work on using machine learning and speech and language processing to detect age-related conditions, as well as research on linguistic abilities and cognitive functions. In Section 3 we describe how the data in this study were collected, including the participant cohorts, the description tasks given to them, and the cognitive scores that were measured. In Section 4, we describe the linguistic features, machine learning models, and evaluation metrics used. Section 5 presents a series of experiments and key results. We conclude and discuss future work in Section 6.
Related Work
In the past few years, there has been an increase in research on the detection of aging pathologies using speech and language processing techniques. For example, using spoken language samples elicited in the clinical setting, Roark and colleagues (2011) were able to discriminate older adults with mild cognitive impairment (MCI) from those who showed no evidence of MCI. Masrani et al. (2017b) used domain adaptation techniques that exploit existing data resources from the source domain of Alzheimer's disease (AD) to improve detection in the target domain of MCI. Fraser, Meltzer and Rudzicz (2015) were able to distinguish individuals with probable AD from individuals without AD using only short samples of their verbal responses on a picture description task. The four features that emerged from the verbal responses were semantic impairment, acoustic abnormality, syntactic impairment, and information impairment. Masrani et al. (2017a) also recently explored the task of automatically detecting evidence of dementia within blog data.
However, the detection of PD using computational linguistics remains a relatively neglected area, particularly when compared to research on the detection of MCI and AD. The automatic detection of PD has tended to look at acoustic features extracted from speech signals (Bocklet et al., 2013; OrozcoArroyave et al., 2016; Pompili et al., 2017) . However, Garcia et al. (2016) note the necessity of extracting linguistic features from text to detect PD. The authors explain that computational linguistics can address many of the limitations currently present in the literature on the PD-associated linguistic impairments. For instance, research on language ability is often conducted in controlled and artificial settings, whereby participants must process arbitrary strings of letters or words (Lieberman et al., 1992; Hochstadt et al., 2006) . Moreover, the use of linguistic features is often manually coded by researchers. In manual coding, researchers use their subjective interpretations to rate language use. As an example, Murray (2000) asked PD and Huntingdon's disease individuals to describe a picture. Judges then rated the responses for "informativeness." Garcia and colleagues (2016) explain that computational linguistics can be used to assess naturally produced speech, avoiding the confound of biased human interpretation. Using support vector machines with a leave-one-out cross-validation approach, the authors found that semantic fields and grammatical features detected PD with significant rates in accuracy. Garcia and colleagues (2016) also found that although word repetitions were unable to accurately detect PD diagnoses, repetitions could accurately predict performance on neuropsychological batteries.
Interestingly, findings from the Nun Study reveal that language ability in early adulthood is a reliable predictor of cognitive function in later life. Indeed, Kemper and colleagues (2001) showed that language skills in younger adulthood, as measured by grammatical complexity and idea density in written autobiographies, can predict the likelihood of dementia in older adulthood. Riley et al. (2005) found that low idea density in early life is a significant predictor of later aging pathologies. Specifically, low idea density in young adulthood correlated significantly with older adult cognitive impairment. Post-mortem examinations also revealed an association between early life low idea density and AD-related neuropathology. It thus seems reasonable to assume that linguistic features can also be used to predict general cognitive performance in healthy older adults and older adults with PD. Additionally, it is possible that some typically ageing older adults may have age-related cognitive deficits. We use linguistic features of task descriptions to detect evidence of PD and also to predict general cognitive performance across all three groups of HYA, HOA, and PD.
Corpus Description
In this section we describe the two tasks that were used to generate data, as well as the cognitive tests that were measured.
Script Generation Task
A total of 10 everyday tasks were used in this experiment. An independent panel of five people generated a list of everyday tasks that would not be biased in terms of gender, age and culture. Out of the everyday tasks generated, the 10 tasks most frequently cited were used. Each participant's responses were transcribed using a recording booklet, each of which displayed the individual task at the top of each page. All of the PD participants were recruited at PD support branches where the researchers gave talks on PD, language and cognition. At the end of the talks, the researchers asked for volunteers for their research. If individuals wished to participate in the research, they later contacted the researcher by phone or email.
All of the PD participants were diagnosed by neurologists from the Tayside and Fife medical trusts as having idiopathic PD. The mean number of years since diagnosis of PD was 9.4 (SD = 3.2). The Hoehn and Yahr's (1967) scale of motor impairment revealed three individuals were in stage II (bilateral involvement) and nine were in stage III (mild to moderate disability with impairment to balance). The HOA participants were drawn from an older adult research participant database and the HYA participants were recruited via convenience sampling.
All of the participants were told the title of each of the tasks (e.g. to write and post a letter). The participants were asked to provide sufficient detail to enable someone who was unfamiliar with the task to complete it successfully using the scripts they provided. None of the participants were given any form of constraint or boundary such as not to provide personal information or to only include principal, highlevel actions. All of the participants were provided with an example of a script: drying the dishes (pick up the tea-towel, pick up the wet dish from the draining board, rub the tea-towel all over the dish until it is dry and place the dish in the cupboard in its usual place). When the experimenter was satisfied the participant fully understood the instructions, the experiment began.
None of the participants were corrected or aided by the experimenter once the experiment had started, unless the participant forgot the target item. The experiment took between 30 and 60 minutes to complete and all participants were offered a break after each task. All of the participants were debriefed on completion of the experiment.
Directions Task
In this experiment, the participants were shown a list of 36 destinations. 18 had been rated as being very familiar or familiar to most people and the remaining 18 had been rated as being relatively familiar or unfamiliar to most people. From the list of 36 destinations, the participants were asked to pick five places that they knew exactly how to get to and five places that they knew of but were only relatively familiar with how to get there. The list of destinations was presented to the participants in a random order and not according to their level of familiarity.
The participants were asked to mark the items with an F if they were familiar with them and a U if they were less familiar with them. Once they had marked five of each, the experimenter confirmed their level of familiarity verbally, e.g. "so you are familiar with directions to a vet?" or "so you are not as familiar with the directions to a zoo?"
The participants were then asked to provide directions for each of their choices, with the choices ordered randomly. They were asked to provide as clear and precise directions as possible. All participants were asked to give directions from a point they were most comfortable with, e.g. from their house to the zoo.
Note: Participant recruitment for the directions task was the same as used in the script generation task.
Demographic Information
Here we briefly describe basic demographic information about the participants across the two tasks. In the PD group, the average age was 64.1 and the group was evenly split between males and females. The HOA group had an average age of 69.1 and featured two males and 15 females. The HYA group had an average age of 27.17 and contained four males and five females. All participants were Caucasian and were British nationals.
Cognitive and Depression Scores
Here we briefly describe three scores that we analyze in this study: two cognitive scores, and one depression score.
Phonological Abilities Test (PAT)
The PAT is made up of a series of phonological abilities tasks. The PAT was thus designed to identify reading difficulties early on in young children (Muter et al., 1997) . The six tests within the PAT are 1. rhyme detection, 2. rhyme production, 3, word completion, 4, phoneme deletion, 5. speech rate and 6. letter knowledge. The first four tests measure phonological awareness. The fifth test measures speech rate (repeating the word buttercup 10 times as quickly as possible) and the sixth measures knowledge of letters (supplying the name or the sound of each of the twenty-six letters of the alphabet). Only the first four phonological awareness tasks were used in the research.
Alternate Uses Test (AUT)
The AUT is a measurement of mental inflexibility. The AUT asks participants to produce as many uses for common objects (e.g. brick, or paper) as they can think of. Providing obvious and conventional uses for objects is thought to reflect convergent thinking. An example is suggesting you can use a brick to build a house or use paper to write a letter. Divergent thinking is, however, reflected in responses such as using a brick to make a sculpture or using paper to make a mask for a ball. The diminished capacity to provide uncommon uses of an object is believed to be symptomatic of the inability to switch from one mental set to another and thus the AUT is often employed as a measure of executive function (Lezak, 2004) . In this work, we focus on the AUT uncommon uses score (AUTU).
Beck Depression Inventory (BDI)
The BDI-short consists of 13 items. It is used within a clinical and research setting to measure levels of depression. The BDI is frequently used because it is easy to administer and score. It has the capacity to determine the presence and the level of depression but is unable to measure the frequency and duration of depressive illness (Lezak, 2004) . It measures levels of depression by asking the individual to make self-reports about how they are feeling.
Experimental Setup
In this section we describe the features, machine learning models, and evaluation metrics used in these experiments.
Features
We use a wide variety of linguistic features derived from the subjects' transcripts. The features are entirely derived from the transcripts, as the original speech recordings were not preserved. The features fall into the following categories, and for key features we provide a short handle that can be referred to in the results section.
Psycholinguistic We use several psycholinguistic features. Words are scored for their concreteness (CNC), imageability (IMG), typical age of acquisition (AOA), and familiarity (FAM). We also derive SUBTL scores for words, which indicate how frequently they are used in everyday life (subtl1 and subtl2). Masrani et al. (2017b) found similar features useful for detecting MCI.
Dependency Parse Features All sentences are parsed using spaCy's dependency parser 1 . We extract several features, including the branching factor of the root of the dependency tree (maxroot sc), the maximum branching factor of any node in the dependency tree (maxchild sc), sparse bag-of-relations features, and the type-token ratio for dependency relations (tt dep).
Sentiment We use the SO-Cal sentiment lexicon (Taboada et al., 2011) , which associates positive and negative scores with sentiment-bearing words, indicating how positive or negative their sentiment typically is. These are summed over sentences, and then averaged over each document.
GloVe Word Vectors Words are represented using GloVe vectors 2 , and the vectors are summed over sentences. We then create a document vector that is the average of the sentence vectors. The first five dimensions of the document vectors are used as features (denoted as vdim1 · · · vdim5 in later discussion).
Lexical Cohesion
We measure cohesion using the average cosine similarity of adjacent sentences in a document, using the GloVe vectors.
Sentence and Document Length
We include the average number of words per sentence (avelen), and average number of sentences per document (num sens).
Part-of-Speech Tags
We use spaCy's part-of-speech tagger, and use a sparse bag-of-tags representation for the most frequent tags, as well as the type-token ratio for tags (tt pos).
Other Lexical Features Finally, we use a bag-of-words representation for the most common 200 nonstopwords in the dataset, and also calculate the type-token ratio for words (type/token).
Models and Evaluation
In these experiments we primarily use Random Forest regression and classification models, though in the final set of experiments we compare several machine learning methods, including an ensemble of models. We employ a leave-one-out cross-validation procedure.
In the following section, we report results at two levels. At the document level, each data instance is an individual description generated by a subject, and the features are derived from each single description. At the participant level, each data instance is a participant (subject) and the features are aggregated over all of that participant's descriptions. When doing prediction at the document level, we ensure that a participant cannot have instances in both the training and testing folds.
For evaluation, we report accuracy scores and compare model accuracy with the baseline accuracy that is achieved when always predicting the majority class. We also report the area under the curve (AUC), where 0.5 indicates random classification performance and 1 is perfect classification performance. 
Experimental Results
In this section we describe the sequence of experiments we carried out, with both positive and negative results.
Binary Classification of Parkinson's Disease
Our first experiment demonstrates the difficulty of treating the automatic detection of PD as a binary classification task. We treat the healthy older adults (HOA) and healthy younger adults (HYA) as a single class (the non-PD class) and subjects with PD as the other class (PD). The goal is to use the extracted linguistic features to detect evidence of PD, at both the document level and participant level. However, at both the document level and participant level, the classification results are essentially random, with AUC scores of 0.49 and 0.51, respectively. Similarly, accuracy levels are below the baseline performance of a system that simply predicts the majority class. We analyze this result in the next set of experiments.
Binary Classification of Older vs. Younger Cohorts
One interpretation of the negative results from the previous section is that the task is difficult because of linguistic similarities between healthy older adults and older adults with PD, and that the cohort of healthy younger adults is linguistically distinct from both older groups.
To test this, we trained a new binary classification model to predict younger vs. older subjects. One class contains the HYA cohort and the other class contains HOA + PD subjects.
The results support our hypothesis, with extremely high accuracy in discriminating between younger and older subjects. Table 1 shows the participant-level prediction scores, with an AUC score of 0.913 using the random forest regression model. The two older groups are highly similar to one another in many respects, with the younger cohort being distinct. Figures 1 and 2 show some of the similarities between the two older groups and that the younger group is distinct; specifically, the healthy younger adults show higher sentiment and higher SUBTL scores, and the two older groups are similar to each other in terms of those features. This pattern is reflected in many of the other features as well, e.g. younger adults have higher syntactic complexity and lower type-token ratios than the older group.
Given the positive results on this task, we next move away from treating the healthy older adults and healthy younger adults as a single group, and move towards employing a machine learning model that can separate age-related language differences from language differences relating to PD.
Multi-Class Prediction: Healthy Younger, Healthy Older, and Subjects with Parkinson's
Based on the results of the previous two sets of experiments, we reformulated the problem as a multiclass prediction, with three distinct classes HYA, HOA, and PD. We again use the same set of linguistic features described earlier, and random forest classification models. We report accuracy but not AUC scores since this is no longer a binary classification task. Table 2 summarizes the accuracy scores for document-level and participant-level prediction. Document-level prediction is only at baseline levels, which is not surprising given that many of the documents are very short (some are 1-2 sentences). However, prediction at the participant-level is substantially better than baseline performance, with an overall accuracy of 0.63.
Summarizing the results so far, the first experiment illustrates the difficulty of treating PD detection as a binary classification task. The second experiment explains why, showing that healthy older adults and subjects with PD have linguistic similarities, while healthy younger adults are distinct. This third Table 2 : Accuracy for Multi-Class Prediction experiment shows that performance is substantially better than baseline performance when approaching the task as a multi-class problem.
Prediction of Cognitive and Depression Scores
Our final set of experiments moves beyond the prediction of discrete classes, and we instead try to predict the cognitive abilities of all subjects in all cohorts. This is motivated partly by the above experimental results, and by the hypothesis that some healthy older adults might have mild age-related cognitive impairment, even though they have not been diagnosed with PD or any form of dementia. As described in Section 3, we recorded a variety of cognitive and depression measures for each subject. In this final experiment, we test whether we can use the same linguistic features as the previous experiments for predicting cognitive and depression scores across all participants. Table 3 summarizes the results for automatic prediction of three of the test scores, BDI, AUTU, and PAT. For both BDI and PAT, the best machine learning models are able to outperform a baseline that predicts the mean value of the training observations. The ensemble of models yields the lowest MSE on predicting BDI scores, while the Lasso and Random Forest regression methods give the lowest MSE on predicting PAT scores. On predicting AUTU scores, no machine learning model fares better than the baseline. This is owing to the fact that there is relatively little variation in scores amongst subjects. For BDI, the ensemble approach gives results that are significantly better than kNN and Random Forests, according to paired t-tests. For AUT, the only statistically significant differences are that least squares regression is significantly worse than the Random Forests, Lasso, ensemble, and baseline approaches. For PAT, the ensemble and Lasso approaches are again significantly better than least squares regression.
Figures 3, 4, and 5 show feature importance scores for some of the features that were most useful in predicting AUTU, BDI, and PAT, respectively. An individual feature's importance score is determined by how useful that feature was in reducing MSE, on average, when it was used as a split in the decisions trees used within the Random Forests model. For example, length and sentiment features are very useful for all three prediction tasks.
We also perform statistical analyses to further explore linguistic ability and cognitive functioning. First, a one-way Analysis of Variance (ANOVA) was used to examine an effect of group (3 levels: HYA, HOA & PD) on the cognitive tests, as illustrated in Table 4 . Analyses revealed main effects of group on BDI scores (F (2, 38) = 10.38, p < .01), PAT scores, (F (2, 38) = 15.44, p < .01), and AUTU scores (F (2, 38) = 11.91, p < .01). The results indicate that group has a significant effect on all three of the cognitive tests.
A one-way ANOVA was also used to examine an effect of group on the linguistic features. Analyses revealed main effects of group on average length of script (F (2, 38) = 5.81, p = .01, η 2 = .23), sentiment (F (2, 38) = 10.15, p < .01, η 2 = .35), vdim1 (F (2, 38) = 4.92, p = .01, η 2 = .21), and vdim4 (F (2, 38) = 4.53, p = .02, η 2 = .19). Post hoc comparisons were performed using the Tukey HSD test, as illustrated in Table 5 . Tukey HSD comparisons revealed significant differences between the groups for the following measures (p < .05): average length of scripts was significantly lower in the PD group (M = 13.60, SD = 2.69) compared to the HOA group (M = 16.67, SD = 3.74) and the HYA group (M = 17.93, SD = 3.20). The number of sentiment items was also significantly higher in the HYA group (M = 5.40, SD= 2.51) than the HOA group (M = 2.51, SD = 1.02) and the PD group (M = 2.82, SD = 2.09). The HOA group had greater mean vdim1 values (M = 6.91, SD = 4.64) than the HYA group (M = 3.06, SD = 1.20) and the PD group (M = 3.28, SD = 3.69). Finally, mean vdim4 values were significantly lower in the PD group (M = -.34, SD = .81) than the HOA group (M = 1.25, SD = 1.58).
Spearman's rank correlation coefficients were performed to measure correlations between the linguistic features observed in the scripts and the cognitive assessment scores. Correlations were performed within each group. While there were no significant correlations within the HYA and HOA group, significant correlations did emerge in the PD group. The AUTU score formed positive correlations with the features vdim4 (r s = .79, p < .01) and vdim1 (r s = .74, p < .01). Moreover, scores on the BDI were negatively correlated with the feature vdim1 (r s = -.76, p < .01). 
Conclusion
In this set of experiments, we have used natural language processing and machine learning to automatically detect evidence of PD in task transcripts generated by subjects. We first showed that it is difficult to approach this as a binary classification task, particularly because of linguistic similarities between healthy older adults and older adults with PD. We subsequently showed that a multi-class classification approach yields better results. Finally, we used the same set of linguistic features to predict scores of cognitive ability across all subjects. The vast majority of previous work on automatically detecting Parkinson's disease from speech has focused on using acoustic features. Like Garcia et al. (2016) , we demonstrated that linguistic features can be very useful for this task. In future work where we have both speech recordings and transcripts, we will investigate the use of multi-modal features.
Future work will also include further experiments on automatically predicting cognitive ability scores, as we have collected numerous other cognitive measures for the subjects who participated in these tasks.
