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Nanostructured silicon is a promising materials for research because it serves as building
blocks for nanotechnological applications, such as nano and quantum electronics, sensors
and energy applications. However, many of the synthesis methods come with an increased
level of sophistication, and thus the unit cost of material produced is high. The study shows
that cheap and mass production of silicon nanoparticles can be achieved efficiently with a top-
down process of mechanical attrition, particularly using an orbital pulveriser. The inclusion
of the powder in a polymeric binder resulted in a new class of nanocomposite whose electrical
properties are promising for devise applications using simple printing processes. Scanning
and transmission electron microscopy studies reveal that the powders consist of a wide range
of size and shape distribution, with large faceted particles with sizes between 1− 3µm and
relatively small particles of sizes 40− 100nm. The variation of the average particle size with
milling time fits well with a first order exponential decay model which was used to evaluate
the limiting particle size as about 120nm.
The structural properties of the nanocomposites was investigated using small angle X-ray
scattering, while the electrical properties were investigated by conducting I − V measure-
ments on a metal-nanocomposite-metal structure. Further tests for electronic properties
like field effect mobilities were achieved by using the nanocomposite as the active layer in
an insulated gate field effect transistor structure. Electrical characterisation reveals that
the carrier injection and transport is determined by two main factors: the concentration of
particles constituting the composite, and the level of external bias voltage on the structure.
The nanocomposite systems show a clear percolation threshold for charge conduction. Below
the percolation threshold, transport is mainly limited by the matrix or insulating binding
medium. Direct tunneling and field emission (FE) are the major transport mechanism for
all concentrations at low voltages, while thermally activated processes, such as hopping and
thermionic emission are major contributors at low concentrations. At higher concentrations
and field, Poole-Frenkel and Richardson-Schottky conduction mechanisms, resulting from
barrier limiting process in the interface, of the metal contact to an interfacial insulator is
dominant. Similar pronounced contribution from space charge limited current process re-
sulting from accumulation of charges at the interface, and traps in the bulk, is pronounced
at concentrations above the percolation threshold.











mined by the sign and swing direction of the gate potential. The best transistors fabricated
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Materials whose structural elements, clusters, crystallite or grains have dimension in the
100nm range are classified as nanostructured materials [1, 2, 3, 4]. These materials have been
studied extensively in recent time, because of the interesting properties many of these object
exhibit at this length scale. At these sizes, nanostructured materials can exhibit interesting
and useful physical behaviour based on quantum phenomena like electron confinement [4].
Another reason for the characteristic behaviour of nanostructured materials, which differs
from their bulk properties in many respects, has been attributed to the high surface to
volume ratio, resulting in a high percentage of the constituent atoms residing at the surface
or an interface [1, 4]. Thus by varying the size of nanostructured materials, it is possible
to vary or tune their properties to a desired one. For example, the colour of colloidal gold
depends on both the size and shape of the particles [5]. As gold is reduced in size to about
90nm its colour changes to blue, and at about 30nm, its colour is red [6]. Similar dependence
of size on colour of nanoparticle of cadmium sulphide (CdS) has been reported [7].
Nanostructured silicon has been a major focus of nanostructured materials research because
it serves as building blocks for nanotechnological applications such as nano and quantum
electronics, sensors and energy applications [8]. With the present problems associated with
the downscaling of CMOS transistor technology, such as short-channel effects and physical
thickness limits of the bulk dielectric SiO2 [9, 10, 11], the application of nanostructured sili-
con may become a major alternative for further increase in transistor density or functionality
per unit chip area. A wide variety of methods have been developed for the synthesis of nanos-
tructured silicon. These include gas phase condensation, chemical processing, crystallisation
of amorphous and mechanical attrition [12]. However, many of the synthesis methods come
with an increased level of sophistication and thus the unit cost of material produced is high.
Application of nanostructured silicon or nanoparticles of silicon for wide area applications
such as solar cells and pixel array drivers are the pressing issues in nanotechnology today
[13, 14]. This dissertation presents the adaptation of an orbital pulveriser for cheap and
efficient synthesis of doped nanoparticles/nanostructured silicon powder.
Nanocomposites are materials formed by inclusion of nanoparticles into a macroscopic sam-
ple material [15]. In general, nanocomposites involve inclusion of the nano or molecular
domain sized particles into an organic polymer, metal or ceramic matrix materials [16]. The
resulting nanocomposite may exhibit drastically enhanced mechanical, optical, electrical,












fied by Yong et al. [17], the technical challenge is the need to obtain intimate blending of
the nanoparticles into the polymer matrices, which in most cases is restricted by induced
chemical incompatibility, i.e. lack of adhesion between the fillers and the polymer media.
The dispersion of semiconductor nanoparticles in polymeric binders have resulted in a new
class of semiconductor nanocomposites, and devices based on the use of these composites
are aimed at low cost large area fabrication via simple solution coating or printing [18, 19].
Solution-based printing of semiconductor materials, on flexible substrates for example, has
traditionally employed organic semiconductor materials and methods like spin coating, self
alignment, high resolution inkjet printing and vacuum deposition for fabrication of field effect
transistors demonstrating field effect mobility of about 0.1cm2V −1s−1 [20, 21, 22]. There is a
strong indication that the transport properties of organic based solution process semiconduc-
tors cannot be improved beyond the limit of amorphous silicon 1− 2cm2V −1s−1. Inorganic
semiconductors on the other hand have intrinsic motilities of the order of 1000cm2V −s−1,
and a life time of over 50 years [23]. However inorganic semiconductors are not soluble in
any convenient solvents and do not offer any easy way of adjusting their solubility [23].
Composites of polymers and metals have been widely used in electronics to make interconnec-
tions between components. Such composites are usually composed of a random distribution
of the metal into a dielectric phase and the final electrical property is strongly related to the
proportion of metal dispersed in the polymer phase [24]. There exists a threshold concen-
tration that marks an abrupt transition from a dielectric state to a conductive state. The
critical concentration that defines such transition is called the percolation threshold. Com-
posites of polymers and semiconductor nanoparticles have not received as much attention
until recently, when the possibility of solution processed electronic devices became apparent.
A new type of nanocomposite material produced from inks made from inclusion of the
milled powders into linseed oil and acrylic paste will be presented. To understand the
mechanism of charge carrier transport in such nanocomposites, a study of the electrical
characteristics of a metal-nanocomposite-metal structure was carried out. Application of
this nanocomposite as active layer in printed transistor structures has been implemented.
This dissertation is arranged with chapters two to five addressing specific subjects relating
to the synthesis, characterisation and application of nanoparticulate silicon inks. Each of
these chapters begins with sections on background study, followed by sections on materials
and method, results and discussion of important deductions from the analysis of the different
results. Chapter two addresses the synthesis, structural and morphological characterisation











structural characterisation of the milled powder using standard characterisation tools such
as Scanning Electron Microscopy (SEM), Transmission Electron Microscopy (TEM), Raman
Spectroscopy, X-Ray and electron diffraction will be discussed with a view of evaluating
mechanical attrition as a viable means of producing crystalline silicon nanoparticles.
Chapter three covers the structural study of nanocomposites formed by inclusion of the
powders in polymeric binders using small angle X-ray scattering (SAXS). This is aimed at
understanding the dispersion and the aggregate type formed by the nanoparticles in the
different binders. Results from the SAXS experiments will be interpreted using Guinier and
Porod’s laws for the extraction of useful parameters needed to quantify the microstructures
of the nanocomposite formed. Chapter four covers the study of charge carrier transport in
a metal-nanocomposite-metal structure formed using the nanocomposites produced above.
Different transport models, with emphasis on electric field dependent models, will be used
with a view to determining the dominant processes governing charge carrier transport.
Chapter five covers printed electronics applications, where two types of the nanocomposite
namely acrylic and linseed oil based nanocomposites, are employed as active layers in a
transistor structure. These all printed field effect transistors formed on a plastic substrate
have been characterised with a view of deducing important parameters such as field effect
mobility. The active nanocomposite layer was also tested on a standard TFT structures
formed on silicon wafer with gold electrode and SiO2 gate dielectric for comparison.
Chapter six will conclude with the restatement of important results from the research and
recommendations on the different avenues for further development in research relating to the











2. Synthesis and characterisation of
silicon nanoparticles
As noted earlier, nanostructured semiconductor materials, including silicon, have been key
players, with the most interest and intense research effort in nanotechnology because of
their great potential for engineering and scientific applications. Due to the promising role of
nanostructured semiconductors for device applications, many techniques have been developed
for their fabrication. In particular free nanoparticles can be produced by either a bottom-up
chemical synthesis route, or a top-down size reduction of bulk material [8, 25].
Bottom-up methods generally employ the production of isolated and uncontaminated parti-
cles either from inert gas condensation or through chemical reaction of a precursor. In the
case of silicon, this has traditionally meant one of two forms of thermal processing: pyrolysis
of silanes [26, 27, 28, 29], or evaporation of bulk silicon in an inert atmosphere [30, 31].
The most widely used method is decomposition of silane gas, which can be achieved using
simple thermal pyrolysis [26, 27] or laser decomposition [28], to produce particles with sizes
in the range of 100nm. Smaller particles, less than 10nm, can be produced through cluster
generation in processes similar to hot-wire chemical vapour deposition (HW-CVD) [29] or
plasma-enhanced CVD [27]. The application of soft chemical synthesis methods for silicon
nanoparticles, is limited by their complexity, involving multi-stage synthesis [32], or growth
in inverse micelle structures [33], as well as by their low yield [34].
Top-down approaches, using high energy mechanical milling or chemical reduction are widely
used as an effective process for industrial production of metal and ceramic powders. These
methods have been successfully employed for silicon and other notable semiconductor ma-
terials [35, 36], and thus look promising for large scale production of silicon nanoparticles.
However, many reports have suggested that these production methods often introduce con-
taminants into the processed materials, and in the case of high energy mechanical milling,
the induction of strain and dislocations in the final material [37, 38].
The objectives of this work are twofold, firstly to investigate the suitability of mechanical
attrition as a method of producing nanostructured silicon in a top-down fashion from wafers
and other bulk materials, and secondly, to investigate via standard techniques, the depen-
dence of morphological properties (size and shape of the particles), structural properties
(atomic arrangement within the particle) and chemical composition on the milling process
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Notable processes that have been employed for nanoparticle production, and particularly
the synthesis of metallurgical (M) grade and P-type silicon nanoparticles using an orbital
pulverizer, in a top-down approach from their respective bulk form will be discussed in
detail. The different experimental methods employed to characterise the nanoparticles with
respect to their size, morphology and structure, will be explained. Results of the different
experiments will be presented and discussed with relation to how the size and structure of
these nanoparticles may influence the electronic properties of the resulting nanoparticles.
2.1 Basics of nanostructured silicon
2.1.1 Structural properties of silicon nanoparticles
The physical properties of a material are strongly dependent on its microstructure and mor-
phology. Fig. 2.1 shows three different types of microstructures which silicon, for example,
can assume. In a single crystal, the atoms or molecules are arranged in a regular repetitive
pattern or lattice in three dimensional space. Crystalline silicon therefore has a long range
order as shown in Fig. 2.1(a). Polycrystalline materials as shown in Fig. 2.1(b) on the other
hand, consist of crystalline grains, separated by grain boundaries, which are heavily disor-
dered and may contain impurities. In macroscopic materials, because each grain represents
a different nucleation centre or seed, most crystalline solids are polycrystalline. When the
arrangement of atoms or molecules does not have a specific pattern or order, or is random,
then the material is amorphous, as shown in Fig. 2.1(c). Intermediate forms also exist: for
example nanocrystalline silicon (nc-Si) thin films produced by CVD, have small grains of
crystalline silicon within an amorphous matrix [39].
Although the same structural forms exist for nanoparticles as well as macroscopic materials,
there exists a size effect on the resulting structure. In many cases, X-ray diffraction experi-
ments reveal a reduction in the intensity and a broadening of the Bragg peak with decrease
in size [41, 42]. Also the crystalline fraction as measured from Raman spectroscopy often
decreases with size reduction [43]. This is generally interpreted as a shift from the crystalline
to the amorphous phase [43]. As particle size reduces, grain refinement and amorphorization
set in. There is also an increase in surface area to volume ratio, and hence an increase in
the free energy, leading to changes in interatomic spacing [25].
For semiconductors in general, grain refinement and amorphorization arise from compressive
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Fig. 2.1: Classification of nanoparticles based on structural arrangement of atoms. (a) In crystalline system,
(b) polycrystalline system and (c) an amorphous system [40].
cle [1]. Depending on the synthesis method, nanoparticles of materials with a crystalline
bulk structure may assume an amorphous state, or, in other cases, could undergo a phase
transition to a new structure which is macroscopically unstable [44, 45].
2.1.2 Electronic and optical properties of nanoparticles
Recent trends in silicon nanoparticle and nanostructure research have been geared by the
exhibition of visible luminescence as the size of the particles reaches the 100nm range. This
change from a bulk indirect band gap property to a quasi-direct band gap has been attributed
to quantum confinement [46, 47]. Quantum confinement results from electrons and holes
being squeezed into a dimension that approaches a critical quantum measurement, called
the exciton Bohr radius [48, 49].
A theoretical model generally used to describe the effect of quantum confinement was sug-
gested by Efros and Efros [50] and has become the most acceptable concept for describing the
size effect properties of materials [3, 49, 51, 52, 53]. They assume a spherical microcrystallite
with infinite potential at its boundary. Accordingly, the mechanism for this luminescence
have been modeled on the presence of oxides at the surface of the nanoparticles, i.e., the
Si/SiO2 interface state, defects in the SiO2 or Si nanocrystallites embedded in an oxide with
a resultant larger band gap due to quantum confinement [54].
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a spherical nanoparticle of radius R, as the radius reduces, the energy levels of the carrier
change from a continuous band structure to a set of discrete levels [49][55]. The relationship
between the band gap energy and the size of the nc-Si can be written as [25]
E = Eg + ∆E, (2.1)
where Eg is the band gap of bulk silicon, and ∆E is the additional energy due to quantum
confinement of the electronic states.
The boundaries of the band gap of nc-Si can therefore, be tuned by adjusting the size of the
particle, in essence controlling the number of atoms that constitute the particle. Since the
emission frequency is dependent on the band gap, the wavelength of the luminescence can
therefore be controlled by changing the radius of the particle. The smaller the dot the bluer
the emission colour.
Other optical properties that can be affected by size include, photo-catalysis, photoconduc-
tivity, photo-emission and electroluminescence [25]. As the size of particle reduces, in many
cases the energy bands cease to overlap and a conducting material can become insulating
below a critical length scale [56]. Transport of free carriers between adjacent nanostructures
becomes one of tunneling, and application of an external voltage between two nanostructures
could lead to resonance tunneling [25]. Another notable influence of size becomes pronounced
when a particle has a dimension smaller than the mean free path for inelastic scattering, in
which case carriers can travel within the nanostructure without scattering and transport
becomes purely ballistic [25].
2.1.3 Methods of silicon nanoparticle fabrication
Numerous ways have been devised for the fabrication of silicon nanoparticles and nanostruc-
tures with various degrees of quality, speed and cost. The production process of nanoparticles
in general can be classified into either the category bottom-up process, involving atom by
atom agglomeration, or the category top-down process which involves the removal of mate-
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Fig. 2.2: Schematic representation of the two major production routes for nanoparticles and nanostructured
materials. The top arrows represent the top-down method while the bottom arrows represent the bottom-up
process. Adapted from [25].
Bottom-up processes of silicon nanoparticle and nanostructure fabrication
In principle, the bottom-up process for producing nanoparticles involves the aggregation of
building blocks like atoms, molecules, or relatively small nanoparticles to form a complex
nanostructure, usually via chemical synthesis. This could either be through solid, liquid or
gas phase reaction, resulting in decomposition and deposition, self-assembly, and positional
assembly of nanostructured materials [25].
For the production of silicon nanoparticles and nanostructures, the commonly used methods
employed in the bottom-up process are itemised below.
• Molecular Beam Epitaxy (MBE): MBE generally involves the use of an ultra-high
precision, ultra clean evaporator combined with a set of spectroscopy tools for in-situ
characterisation of deposited material [25]. This technique is generally used for epi-
taxial growth via the interaction of one or several molecular or atomic beams on a
surface of a heated crystalline substrate. The process exploits the evaporation process
of condensed materials as a molecular flux source in a vacuum [57]. In a typical MBE
process, the nanostructure is an extended single-crystal film formation on top of a crys-
talline substrate. In the case of silicon where preservation of periodicity is important,
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characteristic of such nanostructures is that the epilayer is generally freer of defects,
purer than the substrate, and can be independently doped [58]. When the epilayer and
substrate crystal are identical, the lattice parameters are perfectly matched and there is
no interfacial bond straining. On the other hand for heteroepitaxy, where the epilayer
is different from the substrate, the lattice parameters are necessarily unmatched [58].
While MBE may be useful in producing defect free nanostructured silicon surfaces, the
process is limited with respect to production of free nanoparticles.
• Solid-phase crystallisation (SPC): Solid phase crystallisation is generally used to
produce nanostructured silicon in two stages. First is the deposition of an amorphous
silicon a-Si or a multilayer a-Si/a-SiO2 on a suitable substrate and secondly the crys-
tallisation of these layer in a two step thermal process [59]. The crystallisation is
initiated in the first step by rapid thermal annealing at 800−900oC for 40−60sec, and
then a higher temperature of 1050oC is slowly ramp down at a rate of 10oC/min, thus
allowing the growth of seed crystals formed during the first stage [59, 60]. Solid phase
crystallisation (SPC) is carried out because of its best uniformity of silicon nanocrystals
(2 − 25nm) and it illustrates an excellent result in reproducibility among the various
crystallization methods [61]. The SPC process also offers the advantage of producing
a high density of nanocrystal silicon. Like MBE, SPC is applicable only for nanos-
tructured silicon synthesis, but unlike MBE only partial crystallization of amorphous
layers produced by any deposition method has been achieved [62].
• Chemical Vapor Deposition (CVD): This is one of the easiest methods of silicon
nanostructure as well as nanoparticle production. In this technique, silane (SiH4) is
decomposed to nucleate on substrate. The entire process involving nanocrystal nucle-
ation, growth, and deposition occurs within the same chamber [59]. Most commonly
used CVD methods are hot wire chemical vapor deposition (HWCVD) and plasma
enhanced chemical vapor deposition (PECVD) [63, 64]. Nanostructured silicon layers
produced using HWCVD for example are usually highly amorphous, and in most cases
are further processed, e.g. via rapid thermal annealing to improve the crystallinity.
Recently many workers are using HWCVD to produce free standing silicon nanoparti-
cles. For example Fig. 2.3 shows a highly porous agglomeration of a-Si nanoparticles
of primary size in the order of 40nm produced using HWCVD process by Scriba et al.
[65]. The particles created using this means have fairly circular shapes and a small
size distribution between 20 − 70nm [65]. This method has the advantage of been
scalable, with the potential of producing device quality silicon nanoparticles at a high
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Fig. 2.3: Shows highly porous agglomeration of a-Si nanoparticles of primary size in the order of 40nm
produced using HWCVD process [65].
the gas phase [64, 66].
• Aerosol synthesis: Aerosol synthesis process is another widely used bottom up ap-
proach for nanostructured silicon fabrication. In this technique, an aerosol of spheri-
cally shaped silicon nanocrystals is formed by pyrolytic decomposition of diluted silane
(SiH4) gas at 950
oC [59, 67]. The process usually starts with the nucleation of clus-
ters in a gas phase, which are then oxidized in a furnace resulting in an amorphous
SiO2 shell (≈ 2nm) grown on the nanoparticles [68]. The oxidized aerosol is then
passed through a chamber heated to 200oC and collected on the surface of a substrate
maintained at 23oC. The nanocrystals migrate to the substrate and are deposited to
attain monolayer surface coverage with planar densities as large as 1013cm−2 [59]. The
method can be easily adapted for the production of free standing silicon nanoparticles
by using a differential mobility analyzer [59]. Onischuk et al. [68] for example, have
used this process to produce silicon nanoparticle aggregates consisting of small primary
particles of 10nm .
• Liquid Phase Methods: This method generally involves the precipitation of an ultra
fine nanoparticulate from a solution in a mixed precipitation reaction. Semiconductor
clusters have traditionally been prepared by the use of colloids, micelles, polymers or a
crystalline host [1]. The difficulty of producing solution based silicon compounds and
the fact that clusters produced using this technique have poorly defined surfaces and
a broad size distribution, which is detrimental to the properties of the semiconductor
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Fig. 2.4: TEM image of silicon nanoparticles prepared by, liquid phase synthesis method [69].
production [1].
However Zhang et al. [69] and Warner et al. [70] have demonstrated the possibil-
ity of overcoming these challenges by synthesizing hydrogen-capped silicon nanoparti-
cles with strong blue photoluminescence by the metathesis reaction of sodium silicide
(NaSi), with NH4Br. The hydrogen-capped Si nanoparticles were further terminated
with octyl groups and then coated with a polymer to render them water-soluble. Fig.
2.4 shows a typical transmission electron (TEM) micrograph of silicon nanoparticles
with an average diameter of 3.9± 1.3nm produced using this method. No aggregation
is observed in the TEM image [69].
• Self-assembly and positional assembly: These are new methods developed to
manipulate and position nanomaterials into two and three dimensional structures based
on packing considerations [25]. In general the use of an atomic force microscope (AFM)
tip and other direct manipulating tools for positional assembly has become popular
[71]. Tanaka et al. [72] for example, demonstrated a new bottom-up technique of
forming silicon nanostructures based on self assembly of nanocrystalline (nc) Si dots
from a solution. In their method nc-Si dots with a diameter of 8nm were dispersed in
methanol and then evaporated from the surface of a substrate. During the evaporation,
the nc-Si dots were assembled in the solution via the lateral capillary meniscus force










Section 2.1. Basics of nanostructured silicon 12
Although bottom-up synthesis methods gives the advantage of controlled size and quality
grade nanostructured and nanoparticles of Si production, it is not suited for large scale low
cost production purposes because of the cost of the equipment and precursors used in the
synthesis. Also, in some processes the chemistry is complex and hazardous.
Top-down processes for silicon nanostructure and nanoparticle fabrication
Top-down methods generally involve physical or chemical reduction of bulk materials, either
by milling, laser ablation or etching into the desired structure. The basic advantage of this
approach is their simplicity and the operation of the technique for large scale production.
Some of the notable top-down methods generally used to produce nanostructures as well as
nanoparticles of silicon are given below.
• Milling: The most widely applied physical method employed in the top-down produc-
tion of silicon nanoparticle is milling. This is generally achieved through high energy
ball milling. High energy ball milling is of industrial importance because it enables
low cost production of nanostructured materials with an added advantage of simplicity
and effectiveness [43]. Fig. 2.5 shows the schematic representation of a high energy
ball milling process of bulk materials to smaller particulate sizes. As illustrated in the
figure, coarse grains are trapped between two colliding balls resulting in rearrangement
and re-stacking of the particles in the powder [37]. Usually this is carried out under
controlled environment to prevent unwanted reactions such as oxidation [25]. Repeated
plastic deformation, results in the creation of grain boundaries within a particle, which
then act as lines of dislocation allowing reduction in size upon further crushing. The
resulting particles formed in this way are characteristically fine, irregularly shaped and
full of defect states [37]. These powders can exhibit nanostructural characteristics on
at least two levels. Firstly, the particles themselves may normally possess a distribution
of sizes less than 100nm, and secondly the particles may possess a grain structure such
that the crystallite (grain) size after milling is often between 1 − 10nm in diameter
[37].
High-energy milling, like other non-equilibrium methods, has a potential to distort the
lattice and produce amorphous silicon. Study of milled powder using Raman spec-
troscopy often reveals, grain refinement, lattice transformation and amorphorization
[73]. Other possible effect of milling on the microstructure produced by high energy
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Fig. 2.5: Typical high energy ball milling of bulk materials to nanoparticulate grains. In this process two or
more balls are randomly agitated resulting in trapping, reduction and compaction of particles [37].
the primary content with the milling medium [73]. High energy ball milling of single-
crystal silicon also leads to significant broadening of the X-ray diffraction peaks due to
the refinement of the microstructure, induced by the heavy plastic deformation experi-
enced during the processing [41]. Other types of mechanical milling, including using a
planetary mill at room temperature have been reported [74]. The silicon nanoparticles
produced using this method have range of sizes from 10 − 25nm, and high resolution
electron microscopy (HREM) experiment of this powder showed similar defects to those
produced using high energy ball milling.
• Lithographic process: Conventional lithographic processes can be used to create
nanostructures by the formation of pattern on a substrate via the creation of resist
on the substrate surface [25]. The variants of lithography are based on the exposure
mechanism, using either visible or ultraviolet (UV) light, X-rays, electrons or ions
to project an image of the desired pattern onto a surface coated with photoresist
material. These different techniques are termed photolithography, X-ray lithography,
electron beam lithography and ion beam lithography, depending on the radiation type
employed [25]. The principle of all these processes is that the photoresist, usually
a polymer, is chemically changed upon irradiation. The resist can then be used as
a template or as an etch mask [25]. The wavelength of the radiation used in the
lithography determines the details in the resist and hence the final planar structure
[25]. Lithography has enabled the lateral dimensions of devices to be scaled down far
below 100nm.
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radiation has been applied for fabricating nanostructured devices. In many cases, the
stamp is coated with a chemical that reacts with the resist solely at the edge of the
stamp [25]. This process, termed nanoimprinting, can produce patterned structures in
the size range of 10nm [25]. In UV-nanoimprint lithography for example, a transpar-
ent stamp with nano/micro-scale patterns is pressed onto a thin resin layer or resin
droplets. The resin is then cured by exposing it to UV light from above the stamp.
After tens of seconds, the stamp is separated from the patterned layer on the substrate.
Finally, anisotropic etching is used to transfer the patterns onto the substrate [75].
• Laser induced ablation: Laser induced ablation from a solid target is known as a
good method for nanoparticle production. In this method, the target, usually a bulk
single crystal is immersed in a liquid such as water, hexane or toluene, and a laser
beam is focused on the target with a lens to irradiate the target at a fluence of about
10mJ/cm2. This process reduces the bulk material into small nanoparticles which are
then dispersed in the solvent [76]. Umezu et al. [76] used pulsed laser ablation of a
silicon target in liquid environment, to prepare a silicon colloid solution. A similar
approach by Makino et al. [77] using pulsed laser ablation in a hydrogen background
gas, produced nanoparticles which are spherical, and have characteristic log-normal size
distribution with a mean diameter of 4.6nm [77]. In both cases cited above, structural
studies using Raman spectroscopy revealed that the silicon nanoparticles have a high
degree of crystallinity.
• Chemical Reduction: Top down chemical reduction of bulk materials to nanopar-
ticles generally involves exposing of the bulk materials to corrosive vapour (chemical
vapor-etching (CVE)) [78] or immersion into a solution. Valenta et al. [79] for exam-
ple, used an electrochemical etching on Si wafers in a mixture of HF (50%), ethanol
(UV grade) and hydrogen peroxide (30% aqueous solution). By continuous stirring and
applying relatively low etching current density of 2.3mA/cm2 during the etching, with
additional post-etching in hydrogen peroxide for 20min, a smaller mean diameter of Si
nanoparticles was obtained. These approach is now widely used for the fabrication of
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2.2 Experimental Methods
This section details the experimental techniques used for the production, sample preparation
and characterisation of silicon nanoparticles.
2.2.1 Milling using a laboratory disc mill
For this research, batch grinding of bulk silicon was achieved by using a Siebtechnik 800W
TS laboratory disc mill shown in Fig. 2.6, equipped with a 52100 chrome steel pestle and
mortar [34]. The central feature is the vibrating disc unit, powered by a three phase electric
motor. The clamp and fixture are placed on opposite sides of the vibrating unit and its
function is to hold the milling medium in place during milling. For this experiment two
sets of milling media was used. The first set A, shown in Fig. 2.7(a), consist of four sets
of 52100 chrome steel pestles and mortars, with a cover lid fitted with rubber seal. The
combination of the mortar, with the pestle placed inside, and thereafter covered with the
lid, sits in a bottom rack which holds the four mortars for simultaneous milling. This bottom
rack includes two pins for securing a top rack with four plastic studs to secure the lid over
the mortar through the clamp shown in Fig. 2.6. The second set B, shown in Fig. 2.7(b)
consists of a single large 52100 chrome steel pestle, mortar and also a ring, which sits inside
the mortar between the inner wall of the mortar and the pestle. Set B, unlike A, sits directly
on the vibrating disc through a bottom ring shown in Fig. 2.6 and is secured through the
cover lid with the clamp and fixture.
The principle of milling in this system is by means of predominantly horizontal vibration,
the material is ground by impact and friction, usually in minutes, and at the same time
homogenised [83]. For the arrangement A, this will mean impact between the pestle and the
mortar, crushing any materials trapped in between, and grinding any material underneath
the pestle as it makes its way back and forth in the grinding medium. For B, however,
impaction occurs between the pestle and the ring’s inner wall and between its outer wall and
the mortar inner wall, while grinding of the material occurs underneath the pestle as well as
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Fig. 2.6: The Siebtechnik 800W laboratory disc mill, with a central vibrating disc, fixture and clamp to
secure the milling medium as indicated with the arrows.
Fig. 2.7: Showing the two type of milling medium, (A) is a set of four small mortar with pestle and lid fitted
with a rubber ring to ensure a proper sealing and (B) the large mortar with bigger pestle and inner ring for
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Feedstock and milling process
The two main bulk silicon materials milled in the laboratory disc mill consist of p-type
single crystalline boron doped silicon wafers, and 2503 grade polycrystalline silicon metal,
provided by Silicon Smelters (PTY) Ltd. Polokwane, South Africa. Table 2.1 shows the
main properties of the as received starting materials. The purity of the p-type silicon wafer
is nominally 99.99%, while the metallurgical grade silicon, according to the manufacturers
analysis, is 99.40%. Table 2.2 shows a list of the known elemental impurities constituting
0.60% of the metallurgical grade silicon.
Table 2.1: Table showing the different materials used as starting feedstock for the production of nanoparticles
of silicon and some of the manufacturer labeled properties.
Silicon type Dopant Orientation Resistivity Mass milled Tag
P Boron < 111 > 2− 5Ωcm 20.05g P*
Metallurgical Unknown Polycrystalline unknown 50g M
Table 2.2: Showing list of impurities contained in the as received metallurgical grade silicon from manufac-
turers analysis.
Impurities Fe Al Ca Ti Cr P Ni
% 0.21 0.14 0.23 0.01 0.06 0.04 0.02
The milling of the p-type wafer was achieved using set-up A described above, under normal
laboratory conditions. Five wafers with total mass 20g, without further treatment, were
placed in one of the mortar and initially broken into larger fragments by means of the pestle,
while an equivalent amount of quartz sand, was placed in the other three mortars to balance
the mill. For the metallurgical grade silicon, 50g of the as received granules were poured
between the pestle and the ring in a mortar of the type B system, with the cover lid secured
by the clamp attached to the vibrator on the disc mill.
In the case of the p-type wafer, the milling was carried out for 5 hours in sessions of 1
hour. Each milling session is characterised by a continuous crushing and grinding of the
wafer into smaller free particles or compaction into small clusters. The milling resulted in
the generation of heat within the medium, with temperatures reaching about 120oC after
one hour. As such, each milling session is followed by a hold time of about five hours, long
enough to bring the medium back to room temperature.
A small quantity of the P* powder in particular was taking from the mortar before the start
of a new milling session. This powders were sealed in a labeled plastic container, which was
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in the case of the wafers, and three hours for the metallurgical silicon, the entire powder
comprising of loose as well as compacted clusters was scooped out of the mortar into different
plastic containers and then sealed. At a later time, however a second batch of metallurgical
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2.3 Characterisation of milled silicon nanoparticles
This section details the principle of operation, sample preparation and characterisation tech-
niques used for examining the structural, morphological and elemental composition of the
two main silicon powders produced by milling p-type single crystalline wafers and bulk met-
allurgical silicon respectively, as described in section 2.2.1. The result of the different analysis
will focuss on how the features mentioned above vary with the milling time of the powders,
and the differences that may exist between the two batches of powders.
For the purpose of this analysis the P* powder milled for 1− 5 hours will be labeled P ∗1 to
P ∗5, where the number indicates the milling time in hours. For the case of the metallurgical
powder, the label M3 and M5 will be used to indicate powders milled for three and five
hours respectively.
2.3.1 X-ray diffraction study of nanostructured silicon produced
using a laboratory disc mill
X-ray diffraction is a set of techniques which reveal information about the crystallographic
structure, chemical composition, and physical properties of materials [84]. It is based on
observing the scattered intensity of an X-ray beam, hitting a sample, as a function of inci-
dent and scattered angle [84], and it is used normally to distinguish between single crystal,
polycrystalline or amorphous materials [85].
For a cubic crystal with cell lattice parameters a, b and c, the Von Laue equation relating
the incident wavevector ki with the diffracted wavevector ko is given by [86]
a.(ko − ki) = 2πh, (2.2)
b.(ko − ki) = 2πk, (2.3)
c.(ko − ki) = 2πl. (2.4)
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which is then reduced to
λ = 2dhkl sin θ, (2.6)
Where θ is the angle between the diffracted beam and the plane of reflection and dhkl is the
interplanner spacing.
Bragg’s law states the condition for a sharp diffraction peak from an infinite crystal with
perfect 3 dimensional order [87]. Usually the diffraction peak has a finite width which
is associated with imperfection in some of the Bragg parameters [87]. X-ray peaks are
broadened due to (1) instrumental effects (2) small particle size and (3) lattice strain in the
materials. For mechanically milled powder the lattice strain is an important parameter [88].
The Scherrer equation relates the peak broadening represented by the Full Width at Half





where t is the coherent scattering length (crystallite size), θB is the Bragg angle, K is a
constant which depends on both apparatus and studied sample. It is taken as 1.0 < K < 1.3
when integral breadths are used, and K = 0.9 when a gaussian function (rather than a
triangle function) is used to describe the peak [87]. The Scherrer equation is useful when
crystals are smaller than 100nm in size. For grains larger than this size, other statistical
means should be employed [87].
For the purpose of determining the structural features of the milled powders, X-ray diffraction
was carried out on the different powders using a Huber G670 Guinier imaging plate X-ray
diffractometer. The diffractometer has a 2θ range of 4 − 100o in step of 0.05o. The Huber
G670 uses an image plate detection method where the image storage foil is positioned in the
Guinier camera 670, with the sensitive side facing inward precisely on the focal circle with
a radius of 90mm. After exposure, the image plate is scanned by a vertical linear red diode
laser beam within 5 seconds. The X-ray wavelength used for this diffraction experiment is
1.5405Å. The powders P ∗1 to P ∗5, produced from milling p-type wafers for 1− 5 hours, as
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Fig. 2.8: XRD pattern for P ∗3 silicon powder milled for 3 hours using the laboratory disc mill after back-
ground subtraction.
used to fill different 1mm capillary glass tubes. First a background X-ray diffraction was
carried out with an empty capillary tube for 15 minutes, after which measurement was done
on each sample filled capillary tube, for another 15 minutes. The reading of the recorded
diffraction spots on the imaging plate was done internally by an image scanning instrument
10 time to improve on the recorded intensities.
Analysis of the diffraction data was performed with Origin data analysis software. First,
correction to the data was made by subtracting the background diffraction data measured
for the empty capillary tube. Indexing of the different peaks was done by using structure
factor and the lattice parameter a = 0.543nm for silicon. Fig. 2.8 shows the X-ray diffraction
patterns of the P ∗3 silicon powder milled for 3 hours as an example. The diffraction patterns
for the different milling times are similar and show seven basic peaks corresponding to
reflections from the planes (111), (220), (311), (400), (331), (422) and (511), with the most
intense peak been the (111) reflection. Other phases that may arise due to contamination
from the milling medium and oxidation from the atmosphere were below the detection limit
of the instrument. The diffraction patterns for all milling times are characterised by sharp
peaks, which is an indication of the high crystallinity of the milled powder and a small
broadening of the peaks, which may arise from build up of lattice strain or from reduction
in grain size of the powder [88, 87]. A similar plot for the milled metallurgical grade powder
M3 as shown in Fig. 2.9, also shows seven basic peaks, with characteristics similar to those
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Fig. 2.9: XRD pattern for M3 silicon powder milled for 3 hours using the laboratory disc mill after back-
ground subtraction.
A close examination of the (111) peak for the P ∗5 as well as the M3 powder (the longest
milling time powders at the time of this experiment) shown in Fig. 2.10 and 2.11 respectively,
clearly shows a characteristic small broadening of the peaks around the peak center 2θ ≈
28.29 as indicated on the plots, and the absence of a broad ≥ 2o background characteristic
of an amorphous phase [90] in both cases. Similar broadening of the diffraction peaks width
have been reported by Diaz-Guerra et al., for powders produced via mechanical milling of
p-type silicon wafer in a Spex-8000 mixer-mill equipped with a hardened steel for up to 50
hours [41]. The broadening of the Bragg peaks is suggested to be due to the refinement of the
microstructure induced by the heavy plastic deformation experienced during the processing
[41]. In other cases, study have shown a structural transformation from single crystalline
to polycrystalline silicon induced by high energy ball milling in which two phase amorphous
and nanocrystalline silicon particles were produced [91]. The powders produced in this study
have only shown a small broadening of the diffraction peaks for milling time up to 5 hours
in case of the milled wafers and 3 hours for the metallurgical powder. This may be due
to reduction in grain size as well as induced lattice strain as indicated above. Interesting,
however, is the absence of any indication of significant amorphorisation.
An attempt was made to determine the effect of milling time on the crystallite or average
grain size of the powder by applying the Scherrer equation, taking K = 0.9, λ = 0.154nm.
The FWHM deduced from fitting a gaussian function to the (111) peak after correction
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Fig. 2.10: Plot showing a gaussian function fit to the (111) peak for P ∗5, indicating a small broadening
β = 0.26 with no indication of a broad hump suggesting the presence of an amorphous phase.
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Fig. 2.11: Plot showing a gaussian function fit to the (111) peak for M3, indicating a small broadening
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Table 2.3: Showing the calculated crystallite sizes using the Scherrer method with the βFWHM derived from
fitting a gaussian function to the different (111) peaks after correction for instrumental broadening.
Powder type P ∗1 P ∗2 P ∗3 P ∗4 P ∗5 M3
Crystallite size (nm) 39.66 37.59 36.11 36.27 34.64 25.68


















M i l l i n g  t i m e  ( h o u r s )
Model ExpDec1










Fig. 2.12: Plot showing the dependence of the crystallite size calculated from the (111) peak using the
Scherrer method on the milling time.
milling time. Table 2.3 shows the calculated crystallite sizes for the powders P ∗1 to P ∗5
as well as for the M3 powder, assuming all broadening is due to size effect. The calculated
values are all within the 100nm range for which Eqn.2.8 is valid [87]. The dependence of
the crystallite size on milling time is shown in Fig. 2.12. The plot indicate a first order
exponential reduction in crystallite sizes with milling time. A comparison between the p-
type powders and the M3 powder shows that the calculated crystallite size for the M3
powder is much smaller than even the P ∗5 powder. This is an indication of a difference in
the manner in which grain or crystallite formation propagates in the two powder types.
It is therefore reasonable to suggest that the process of top-down milling of silicon, using
the laboratory disc mill for producing nanostructured/nanoparticle silicon is effective, as
the produced nanoparticles remain highly crystalline for the entire milling period. The
preservation of crystallinity is important for the device application of the produced silicon
powder, as this will ensure preservation to a large extent of the electronic features (carrier
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2.3.2 Morphological and elemental compositional study of silicon
nanoparticles
Scanning Electron Microscopy (SEM), is an extremely useful surface and subsurface imaging
tool. It creates various images by focusing a high energy beam of electrons onto the surface
of a sample and then detecting signals from the interaction of the incident electrons with
the samples. The signals gathered in a SEM can include secondary electrons, characteristic
x-rays, and back scattered electrons [92]. SEM is therefore suitable for the study of size,
shape and other physical features of materials.
Most SEM instruments have facilities to carry out elemental compositional study from X-
ray emission from the interaction of the sample with the incident electron beam. When
energetic electron interacts with material, electrons from the outermost shell of the atoms
may be knocked out and a possible de-excitation, results in X-ray emission. The energy of
the emitted X-ray is characteristics of the atomic level present in the material. By measuring
the energy of the X-ray emitted from the surface of the material, it is possible to identify
different elemental composition, from a particular section of the electron beam. This is the
basis for the energy dispersive X-ray (EDX) analysis technique [93, 94, 95]. Since EDX is
due to ionization and subsequent emission of X-rays from materials, caused by energetic
electrons, most SEM and TEM are equipped to carry out EDX analysis in conjunction with
their primary purpose. This is particularly useful for quality control of materials or for
monitoring the synthesis of material with desired composition.
For the purpose of this study, small quantities of the powders, namely P ∗1 to P ∗5 were
dispersed in ethanol contained in a plastic bottle. The contents of the bottles were then
sonicated in an ultra sonic bath for 1 hours in 2 session of 30 minutes. This ensured that
much of the clustered lumps are properly broken down. Two drops each of the dispersed
powder in ethanol were placed using a pipette, on a carbon coated surface of a sample holder
made of aluminum. The sample was then placed under a 100W electric bulb to vapourise
the ethanol before measurement. A similar study of powder M3 and M5 was carried out on
pellets of the powder formed by compressing the M3 and M5 powders.
The study of the morphology, which includes the sizes distribution and shape, as well as
the elemental composition of the nanostructured silicon produced above, was performed us-
ing a Leica Stereoscan S440i. The dependence of these features on milling time was also
investigated. For imaging, the operating beam energy used is 20KeV , and a probe current
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electron mode. SEM micrographs of each sample were taken for three different regions at
magnifications ranging from low (×10000) to high (×50000). For the elemental composition
study, different areas of the sample were examined for their elemental composition, with a
focus on silicon, as the primary constituent, and oxygen, chromium and iron from possible
contamination, using a beam energy of 20KeV and a beam current of 1000pA with a work-
ing distance of 25.0mm. Measurement of particle size distribution was carried out on the
micrograph using an image processing software Digimizer, version 3.1.2.0 from MedCalc [96].
Fig. 2.13(a)-(e) shows the micrographs of the powder P ∗1 to P ∗5 milled for 1−5 hours, while
Fig. 2.13(f) shows the micrograph for M3 powder milled for 3 hours. The morphology of the
powder P ∗1, after an hour of milling as seen from Fig. 2.13(a), shows that the powder consist
of particles with wide range of sizes and two main shape types. The obvious ones are large
faceted particles, cleaved along close packed planes, whose size varies between 1−3µm. The
other types of particles are relatively smaller particles of sizes 100− 400nm with an overall
spherical shape. The size distribution from random measurement of 150 particles with clearly
defined boundaries along their longest axis shows a typical log-normal distribution with the
population of the smaller more spherical particles dominating as shown in the inset of Fig.
2.13(a).
After 2 hours of milling, the morphology of the powder P ∗2, exhibits a similar wide size
distribution as seen in Fig. 2.13(b). However the powder now consists of much more smaller
particles in the range 100 − 400nm (see inset), when compared to P ∗1. A comparison of
the morphology of the 1 hours to 5 hours milling of the powder Fig. 2.13(a)-(e), shows a
progressive increase in the population of the particles with sizes in the range 100 − 400nm
and a relative reduction of the population of the larger faceted ones due to further attrition
with milling time.
Fig. 2.13(f) shows the SEM micrograph for the M3 metallurgical powders milled for 3 hours.
The powder is seen to have similar size distribution of particle. The particles are all to a large
degree rounder in shape with size distribution showing a predominantly round particles in
the size range 100− 400nm as seen in the inset of Fig. 2.13(f). Similar feature was observed
in the M5 powder shown in Fig. 2.14 for the 5 hours milled metallurgical powders. This
single particle shape for all size distribution is a marked difference between the milled wafers
and the metallurgical grade silicon.
Fig. 2.15 shows the plot of the intensity versus X-ray energy on a semilog scale for the
EDX analysis carried out in-situ for powder P*1 as an example. From the spectra, silicon at
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Fig. 2.13: Showing SEM micrographs of milled nanostructured silicon for (a) P ∗1,(b) P ∗2,(c) P ∗3,(d) P ∗4,(e)
P ∗5 and (f) a pellet formed by compressing nanostructured silicon of M3 powder.
Kα1 = 0.525KeV , iron at Kα1 = 6.398KeV and chromium at Kα1 = 5.40KeV constituting
only trace amounts in the powder, as no clear peak was observed at the different energy
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Fig. 2.14: Showing SEM micrographs a pellet formed by compressing nanostructured silicon of (a)M5 powder.
observed for the other powders P*2 to P*5, indicating that the contamination from the
milling medium and atmospheric oxidation due to the milling process is minimal. The
observed peaks from copper and aluminum may have resulted from the detector coil and the
aluminum sample holder of the instrument, while the source of calcium (Lα1) is not known.
Fig. 2.16 shows the variations with milling time of the concentration of the above mentioned
contaminants estimated from the spectra intensity plots, using a standard software instal-
lation for the instrument. From Fig. 2.16 oxygen appears to be the most contaminating
element, but this level of oxygen may be associated with an initial wafer surface oxidation
rather than oxidation during milling since the oxygen level remains fairly constant through
out the period of milling. The other two possible contaminants chromium and iron both
have no significant change with milling time.
The metallurgical powder M3, examined for the presence of a list of suspected impurities
like iron, aluminium sulphur, indium and the like as specified by the manufacturer reveals
the presence of this impurities in relatively small amounts compared to silicon as shown in
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Fig. 2.15: EDX spectra for powder P ∗1 on a semilog scale, showing silicon at Kα1 = 1.739KeV as the
dominant detectable element. Possible contaminant like oxygen, chromium, and iron at energies indicated
by the arrows are relatively insignificant.
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Fig. 2.16: Variation of contaminant level in at% with milling time for the P ∗1 to P ∗5 silicon powder, Showing
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From the above it is reasonable to suggest that the production of silicon powder from single
crystalline silicon wafer using an the laboratory disc mill in a top-down nanostructured silicon
route, starts with cleavage of the wafer along their preferred orientation followed by a gradual
wearing off of the particle surface toward smaller particle size, reaching a fairly constant size
distribution after about 3 hours of milling. Further milling only reduces the larger particles
to within the range 100−400nm. While cleavage, and later attrition is true for the wafers, the
same may not be the case for the metallurgical silicon. Comparison through observation of
the shape of the larger particles from the micrographs Fig. 2.13(c) for P ∗3, and Fig. 2.13(f)
for M3, shows the presence of sharp edges on the P ∗3 particles while larger M3 particles
have much rounder features. This suggest that the process of reduction of particle size in
the metallurgical powder may be due to attrition alone. However the size distribution after
3 hours of milling is comparable for both starting feedstock. In general production of silicon
nanoparticles using this process, irrespective of the type of single crystalline silicon wafer
or bulk silicon, should show a continuous reduction of particle size with milling time. The
shape and size distribution, as observed for the two main powders after five hours milling of
the respective bulk, is comparable to those obtained from high-energy ball milling of silicon
single crystals for 50 hours reported by C. Diaz-Guerra et. al. [41]. This suggest that the
present method is a fast and efficient method for silicon nanoparticle production from its
bulk state.
From this study, it is reasonable to say that the effect of milling time on the contaminant
level is negligible. The level of contaminants introduced by milling high grade silicon in an
orbital pulverizer for up to five hours is minimal, the detected oxygen level is seen to remain
fairly constant for the entire milling period, suggesting minimal silicon oxidation from the
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2.3.3 Transmission electron microscopy (TEM) and electron diffrac-
tion study of silicon nanoparticles
TEM, like SEM uses accelerated electrons, but in this case the image of a specimen is
formed from the beam of electrons transmitted through an ultra thin specimen. The electron
beam passes through regions with differences in density or chemistry as it traverses the
specimen. Thus the transmitted beam contains information about these differences, and
this information is used to form an image of the sample [97]. The popularity of the TEM
comes from the ability to modify it for other purpose such as in scanning transmission
electron microscope (STEM), by the addition of a system that rasters the beam across the
sample to form the image. It can also be modified as an analytical TEM by equipping it
with detectors that can determine the elemental composition of the specimen by analysing
its X-ray spectrum or the energy-loss spectrum of the transmitted electrons [97].
Transmission Electron Microscopy can also be used in diffraction mode to examine the
atomic arrangement of a material. For an amorphous material a diffuse diffraction rings
are formed as shown in Fig. 2.17(a). The ring separation is related to the average inter-
atomic distances in a radial distribution function of atoms [25]. Crystalline materials with
periodic atomic arrangement, give scattering at well defined angles defined by Bragg’s Law.
For polycrystalline materials, diffraction produces a pattern of narrow concentric rings as
shown in Fig. 2.17(b). For single crystalline material the diffraction pattern will consist of
points spaced at distance inversely proportional to the lattice spacing, aligned in a direction
perpendicular to the orientation (hkl) as shown in Fig. 2.17(c) [25].
Fig. 2.17: Electron diffraction patterns for: (a) an amorphous, (b) polycrystalline and (c) single crystal
materials [25].
To further study the shape, variation of size distribution with milling time, as well as the
internal structures of the silicon nanoparticles, TEM was carried out on the different powders.
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for the SEM study. Two drops, from each of the different dispersion was placed with a
pipette on holey carbon coated copper TEM grids. The study was carried out using a LEO
912 transmission electron microscope operating at 120 keV. To ensure that enough particles
were viewed for particle size distribution analysis, pictures of four different areas of a given
sample were taken at the same magnification and later merged at their common boundaries
to produce a wide view micrograph. For electron diffraction, selected area diffraction on
isolated particles or clusters of particle suspended across the holes in the carbon coated
copper grid was carried out.
Fig. 2.18(a)-(e) shows the TEM images of the silicon nanoparticles P ∗1 to P ∗5 and Fig.
2.18(f) shows the TEM image of M3 powder, all at the same magnification. The TEM
micrograph for the 1 hour milled powder P ∗1 (Fig. 2.18(a)), shows a similar result to the
SEM analysis. The powder is composed of large faceted particles of cross section 600nm <
d < 1500nm and a clustering of relatively smaller particles in the range 60nm < d < 100nm
with the smallest measured particle being 20nm, where d is the length of the longest cross
section of the particle. A closer look at the larger particles however, shows darker areas
either overlaying or embedded in the particle. These may be either small particles, or the
result of deformation of the particle giving rise to stacks of planes with orientation different
from that of the main particle. Such deformation would introduce a large density of defects
within the particles which may act as trap centers hindering the movement of free carriers
under electrical bias [41].
A comparison of the 1 to 2 hours milled powder as seen in Fig. 2.18(a) and Fig. 2.18(b),
shows a clear reduction in the average particle size with milling time. The distribution
of particles consists predominantly of smaller and rounder particles, with relatively few
larger and faceted ones in both cases. However the 2 hours milled powder is seen to have
a much smaller particle population. As the milling time reaches 5 hours, as seen in Fig.
2.18(e), the population of the smaller and spherically shaped particles in the size range of
70nm < d < 200nm dominates the size distribution. The M3 powder shown in Fig. 2.18(f)
also exhibits a distribution of particle sizes similar to that observed for the P ∗3 powder.
To accurately determine how the average particle size and hence the particle size distribution
varies with milling time, each of the micrograph Fig. 2.18(a)-(e) was analysed using the
image processing software Digimizer, version 3.1.2.0 from MedCalc [96]. With a length
measurement tool, the longest axis of each clearly identified (having well defined boundaries)
particle or cluster was measured. For the purpose of this measurement, in regions where there
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Fig. 2.18: TEM micrographs of milled nanostructured silicon powder dispersed in ethanol and then deposited
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Fig. 2.19 shows the size distribution of the milled silicon particles for P ∗1 to P ∗5 in Fig.
2.19(a)-(e) and the M3 powder in Fig. 2.19(f). The distribution of the measured cross
sectional length of the particles can be described by a log-normal function, with a tail













where d > 0 is the cross sectional length of the particle, µ and σ are the logarithmic mean
and standard deviation respectively. The fit of equation 2.8 to the size distribution histogram
was used to derive the mean particle size for each of the powder.
The centre position of the fitted function, which corresponds to the average cross sectional
length, is plotted against milling time in Fig. 2.20. The plot shows that the decrease in
average particle size follows a first order exponential reduction pattern with milling time t,
and may be represented by






where d(t) describes the particle diameter after milling for a time t, d(0) is the initial particle
diameter, τ defines a time constant and d∗ is a constant representing the limiting particle
diameter after a very long milling time. The fit of equation 2.9 to the data yields d∗ = 126.49.
One can reasonably conclude that with the process used for this work, the average size of
particle that can be achieved after long time of milling will be ≈ 126 ± 6nm. A similar
analysis carried out on the metallurgical silicon (M) powder milled for 3 hours is shown in
Fig. 2.19(f). As seen in the plot the particle size distribution can also be represented by a
log-normal distribution function, centre at 127.0± 0.6nm.
For diffraction, isolated particles or clusters overlapping the holes of the carbon coated cop-
per grid were identified, and selected area diffraction carried out with beam energy 120KeV
and camera length 288mm. Fig. 2.21(a)-(e) shows the selected area diffraction for regions
defined by the circles shown in the insets for the P ∗1 to P ∗5 powder. As seen from the
figure the diffraction patterns are made up of continuous rings containing discrete reflections
spots for all the powders. Since the diffraction was carried out on an isolated clearly defined
particle, the observed diffraction pattern may be reasonably interpreted as resulting from
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talline wafer, had been induced with crystallites oriented in different preferred directions.
Electron diffraction experiment on the M3 silicon powder (not shown) exhibits similar ring
structure typical of polycrystalline silicon like the ones observed for the three hours milled
wafer.
Fig. 2.22(a) shows the magnified images of the area isolated for diffraction for sample P ∗5
powder. These images show possible crystallite or embedded grains marked with dashed
boundaries, suggesting that the milling process had cause a refinement of the microstructure
of the starting materials due to high energy induced dislocation of the particles, thus creating
grain boundaries around small crystallites. This measurement is in agreement with the X-ray
experiment from which crystallite size of ≈ 44nm was estimated.
Indexing of the diffraction pattern was carried out using the JECP/PCED Polycrystalline
Electron Diffraction software version 8.0 as described in [98]. The first 7 rings of the diffrac-
tion pattern was compared with a simulated diffraction ring pattern of polycrystalline silicon
in the software. Fig. 2.22(b) shows the identification of the major planes associated with
polycrystalline silicon for the P ∗5 silicon powder, the absence of diffuse rings structure sug-
gest that amorphorisation of the powder due to the milling process does not occur. This is
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Fig. 2.21: Electron diffraction pattern showing concentric rings in the zero order Laue zone with inset showing
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(a) (b)
Fig. 2.22: (a) Shows the magnified image of the area isolated for diffraction for the P*5 powder and (b)
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2.3.4 Raman spectroscopy study of silicon nanoparticle produced
using laboratory disc mill
The technique of mechanical attrition, for the production of the silicon nanoparticles, has
been observed to induced heavy plastic deformation. This causes a refinement of the mi-
crostructure [41] or distortion of the ordered lattice, possibly leading to a total loss of defined
periodicity [73]. The degree of crystallinity of the silicon nanoparticles is an important fac-
tor that determines the overall performance of devices made from silicon nanocomposites. A
commonly used experimental technique for quantifying crystallinity, is Raman spectroscopy,
which is used to study vibrational, rotational, and other low-frequency modes [99]. Ra-
man spectroscopy is a useful tool for examining the crystal structures of different materials
and recently it has been employed for determining the micro structure of nanoparticles
[100, 101, 102]. It relies on inelastic scattering of monochromatic light, usually from a laser
in the visible, near infrared, or near ultraviolet range. The laser light interacts with phonons
or other excitations in the system, resulting in the energy of the emitted photons being
shifted up or down. The shift in energy gives information about the phonon modes in the
system [99].
Fig. 2.23 shows the two basic Raman scattering mechanisms, that may result when light
shines upon a molecule and interacts with the electron cloud of a bond. In Stokes scatter-
ing, an electron may be excited from the ground state to a virtual energy state, and then
relax into a vibrational excited state, absorbing a phonon. If however the system was already
in an elevated vibrational energy state, anti-Stokes scattering occurs with the emission of
a phonon. The amount of deformation of the electronic cloud around the atom of a material
is related to the polarizability, which determines the intensity of the scattering, while the
Raman shift is equal to the vibrational level that is involved [103, 104].
Raman spectroscopy measurement using a DeltaNu (Advantage 532) Raman spectrometer
was carried out on the milled silicon powders P ∗1 to P ∗5 as well as powders M5 with the aim
of examining the effect of high energy milling on the Raman spectra of the powders when
compared to the spectra from their respective bulk (feedstock). The spectrometer uses a
532nm (green) solid state laser with a peak power of 200mW with a 35µm diameter focused
beam. The principle of operation of this instrument involves a direct focusing of the laser
beam on the sample surface and collection of the shifted Raman light through a prism onto
a multi-pixel CCD array. The array bins the intensity of light at each wavelength and this
is recorded on a computer using the Nuscope software installation for the instrument [105].
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Fig. 2.23: Energy level diagram for Raman scattering (a) Stokes Raman scattering (b) anti-Stokes scattering
[104].
for a given integration time. This record is then subtracted from the actual measurement
with the laser beam on for the same integration time automatically by the software. For the
purpose of this measurement, the different powders were filled into separate small plastic
cups. With the aid of an attached video microscope, the surface of the sample was brought
into focus of the multi-pixel CCD array. The measurement time for both the background and
sample measurement was set at 60 seconds. Using Origin Software the method described by
[73] in which a lorentz/gaussian function may be fitted to the experimental data to obtained
the individual peak centre and full width at half maximum (FWHM) was followed.
Fig. 2.24 shows the plot of the intensities in arbitrary units, of the Raman spectroscopy
measurement from the powders P ∗1 to P ∗5 , as well as from a wafer in the same batch
as that of the milled powders. From the plot, three main peaks indicated by the broken
lines on the plot can be clearly identified. The first two prominent peaks at 520cm−1 and
880 − 1000cm−1 may be associated with crystalline silicon, having a face centered cubic
(fcc) diamond structure [73], and to the symmetric and antisymmetric stretching vibrational
modes of the oxide phase of silicon respectively [106]. Similarly, the peak at about 1396 −
1414cm−1 is also attributed to the stretching vibrations of a double bond oxide phase [107]. It
is interesting to note from this plot that almost all peaks present in the spectra of the milled
powders is also present in the spectrum from the silicon wafer (feedstock). This suggests
that the milling process had not introduced a marked change in structure or composition of
the silicon.
Of particular interest is the effect of milling time on the crystallinity of the silicon. Fig.
2.25 shows the Raman spectra covering the amorphous (480cm−1) as well as the crystalline
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Fig. 2.24: Raman spectra from powder P ∗1 to P ∗5 and also from a p-type wafer taken from the same batch
as the feedstock.
the position of the peak attributed to crystalline silicon is observed to shift toward the lower
wavenumber region as milling time increases. By fitting a gaussian function to each of the
peak in this region using Origin software, the peak centre and full width at half maximum
(FWHM) were determined. The peak position for the wafer, taken as reference for this study
was 521.43cm−1. Fig. 2.26 show the shift position with milling time.
In a typical Raman spectra for silicon, the amorphous silicon phase produces a broad peak
centered at 470−480cm−1 [73], and the presence of nanocrystalline silicon phase results in an
asymmetric peak centered at 520cm−1[101]. In the spectra of the different P* powders, only
the 521± 10cm−1 peak corresponding to the optical-phonon frequency at the Brillouin-Zone
of silicon was clearly identified. The absence of a 470−480cm−1 peak shows that the milling
process applied in this work introduces no amorphorisation of the structure. The broadening
of the observed 521± 10cm−1 peaks with milling time and the asymmetric about the central
peak position for each milling time is a proof of the presence of nanometer range crystallite
in the powders. A similar frequency down-shift and broadening of the 520±2cm−1 for silicon
has been reported by many worker [108, 109, 110, 111]. This Raman scattering line shift
and shape broadening has been related with the crystallite size reduction. In particular,
decreasing crystallite size of nanocrystalline silicon below about 10nm has been explained in
term of a phonon confinement model [100].
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Fig. 2.25: A comparison of the Raman spectra from powder P ∗1 to P ∗5 with that from the feedstock in the
regions covering the amorphous (480cm−1) as well as the crystalline (520cm−1) phase.
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Fig. 2.27: Showing a comparison of the Raman spectrum from powder M∗5 with that from the feedstock in
the regions covering the amorphous (480cm−1) as well as the crystalline (520cm−1) phase.
der, shows a similar pattern as those for the p-type powder. The three major peaks described
above were also seen in the metallurgical samples. A comparison of the bulk metallurgical
feedstock with the M5 powder in the regions defined by the crystalline 520± 2cm−1 and the
amorphous phase 470 − 480cm−1, shown in Fig. 2.27, reveals a marked shift in the central
peak position from 518.32± 0.32cm−1 in the bulk metallurgical silicon to 507.78± 0.94cm−1
for the M5 metallurgical silicon powder. This shift of about 10cm−1 is comparable to the
peak shift observed for the milled wafer. A broadening of the FWHM from 28.74±0.80cm−1
in the bulk metallurgical silicon to 38.46± 3.11cm−1 for the M5 powder was also observed.
Of interest in the comparison of the bulk and the milled metallurgical Silicon in the region
470 − 480cm−1 representing the phase due to amorphous silicon. Fig. 2.28 shows a pro-
nounced amorphous peak at about 475cm−1 in the M5 silicon powder when compared to
the small indication in the bulk metallurgical silicon which could not be fitted as shown in
Fig. 2.29. This shows that the metallurgical silicon bulk may contain the presence of a small
fraction amorphous phase which is propagated by induced plastic deformation resulting from
the milling process. To estimate the crystalline fraction for the M5 milled silicon powder
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Fig. 2.28: Fitting a gaussian function to the spectral region defined by crystalline 520 ± 2cm−1 and the
amorphous region 470 − 480cm−1 for the M5 milled powder. The pronounced peak at position 475cm−1
suggest the presence of amorphous phase.
In this equation Ia and Ic are the amorphous and crystalline areas of the de-convoluted
Raman spectra, and γ = 0.8 is a correction factor due to the different scattering cross
sections of the amorphous and crystalline phases [112]. The calculated crystalline fraction
for the M5 milled metallurgical silicon powder is Xc = 96.61%. This level of crystallinity
is very high, suggesting that the induced amorphorisation on the metallurgical silicon using
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Fig. 2.29: Fitting a gaussian function to the spectral region defined by crystalline 520± 2cm−1 for the bulk
metallurgical silicon. The amorphous region 470 − 480cm−1 in this case is not pronounced peak as a fit to









3. Functional Nanocomposite of
Silicon
Nanocomposites are nanostructured materials composed of a combination of a nanoscale
phase with a macroscopic material. In general, nanocomposites involve the inclusion of a
nano or molecular domain sized filler into organic polymer, metal or ceramic matrix ma-
terials [16]. As mentioned in chapter 1, polymer nanocomposites have been attracting a
lot of attention because these materials are novel alternatives to traditional composites and
bulk materials in many applications, due to the multifunctional properties associated with
the unique structure and size dependent properties of the embedded nanoscale fillers. The
advances in synthetic techniques and the ability to readily characterize such materials are
other reasons for the present interest [113]. Inclusion of semiconductor nanoparticles, for ex-
ample silicon, in a polymeric matrix, will result in an active nanocomposite whose electronic
properties can be tuned by varying the proportion of filler in the matrix. Semiconductor inks
produced with silicon nanoparticles may be prepared for screen printing and inkjet printing.
To obtain high efficiency for such systems, it is necessary to have an interpenetrating net-
work of electron conducting or hole conducting components within the device to supply a
free path for charge carriers [114].
For the reason that the properties of a nanocomposite may depend on its structure and mor-
phology, many methods used primarily for study of nanoparticles have been adapted to study
the different types of composites formed by their inclusion in polymer matrix. Apart from
measurement of nanocomposite layer thickness, usually with a profilometer [115], other prop-
erties of interest usually include morphology, usually investigated with optical microscopy,
scanning electron microscopy (SEM) and transmission electron microscopy (TEM). X-ray
scattering is a common technique used to probe the structure of nanocomposites. It is used
to measure characteristics distances in the composite nanostructure. Typical X-ray tech-
niques employed for such characterisation include small angle X-ray scattering (SAXS) and
X-ray diffraction to study particle size, correlation distances, and atomic spacing respectively
[116].
This part of the research builds on previous studies of the synthesis and characterisation
of silicon nanoparticles produced via mechanical attrition, by using the particles as fillers
in nanocomposite structures. The morphology, structural and fractal properties of silicon
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in four types of polymeric binders will be presented. The study comprises microscopic
observation, using SEM, of the printed nanocomposite layer, and analysis of results from
small angle X-ray scattering (SAXS) experiment carried out on different nanocomposite
layers, printed on flexible plastic substrates.
3.1 Nanocomposites: an overview
A general classification of nanocomposites is based on the constituent materials and com-
patibility (adhesion) of the nanoparticles in a polymer matrix [117]. Another method of
classification relates to their microstructures. Further classifications of nanocomposites are
based on their material function, physical and chemical differences and formation [118].
Classification of nanocomposites based on functionality aims to exploit the following: (a)
magnetic, (b) ferroelectric, (c) superconducting/ferroelectric, (d) dielectric, (e) conducting
and semiconducting properties for useful applications [118].
A variety of applications can be considered with the multifunctional diversity which nanocom-
posites can offer. Depending on the application, one must determine the type of nanoparti-
cles, the dispersion type and concentration needed to provide the desired effect [119]. The
inclusion of silicon nanoparticles in polymeric binders has resulted in a new class of nanocom-
posites aimed at annexing the enhanced electronic properties exhibited by nanostructured
silicon. The production of such nanocomposites with well-defined and well-reproducible
properties depends largely on control over the particle size distribution, and particle-interface
interactions in the chosen polymer matrix [120, 121].
Direct dispersion of electrically active silicon nanoparticles in a solution of insulating or
polymeric binder followed by polymerisation for example, may result in either a randomly
dispersed or ordered dispersion in the matrix. For example, direct dispersion of hydrophilic
inorganic particles like silicon particles into hydrophobic polymers (e.g., polystyrene or
polypropylene) may lead to phase separation or agglomeration of particles, resulting in poor
mechanical, optical, and electrical properties [122]. For such systems the properties of the
nanocomposite is dominated by the matrix properties. In some cases, the particles may
form randomly distributed clusters and super-clusters in the matrix, which are direct con-
sequences of the nanoparticles themselves [120] as shown in Fig. 3.1(a). In both cases the
structure of the nanocomposites will depend largely on the particle-interface interactions in
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Fig. 3.1: Showing four major classes of nanocomposite that may result from direct dispersion of nanoparticles
into a polymeric binder. (a) Shows a disordered nanocomposite structure, (b) disordered but interconnected
nanocomposite structure (c) ordered nanocomposite structure (d) an ordered nanocomposite resulting in a
1-D superlattice. Adapted partly from [120].
For electrically active composites, the conducting nanoparticles or clusters must be dis-
tributed in the matrix such that the particle properties dominate, while retaining much of
the properties that make the insulators useful for structural support. The proportion of
filler for which the properties of the nanocomposite is dominated by that of the embedded
filler is referred to as the percolation threshold (ρ0). At this point, as shown in Fig. 3.1(b),
the particles or clusters make physical interconnections, resulting in a path for transport of
electrical charge for example.
The dispersion of a higher concentration (ρ > ρ0) of the electrically active silicon nanopar-
ticle in a given polymer matrix, will further reduce interparticle spacing, and thus increase
interparticle contact for improved conductivity. The reduced binding strength resulting from
the small proportion of binder may, however, void the intended performance of the composite
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electronic properties without great loss in the binding strength of the matrix medium (insu-
lator) is desired [117].
In some cases an ordered nanocomposite structure is desired. This is usually formed from
an homogeneous distribution of the filler in the organic matrix, such that the fillers are
arranged in well defined pattern as shown in Fig. 3.1(c). They may occur either in 1, 2 or 3
dimensions, or arranged such that planes formed by the fillers are separated by the polymer
and are ordered in 3 dimension in the matrix resulting in a superlattice as shown in Fig.
3.1(d). Ordered arrays of nanocrystals, could be thought of as arrays of SETs (single-electron
transistors), with electrostatic interaction between neighboring SETs separated by suitable
insulating spacers. An electric field applied in one direction polarizes the strings into either
the 0 or the 1 state [120]. One major reason for desiring an ordered nanocomposite structures,
is that such interaction between nanocrystals could be well predictable, and any exhibition of
novel properties arising out of such interactions could be predetermined. Many applications
in photonics and electronics in general would require such ordered nanostructured properties.
3.2 Structural characterisation of nanocomposites us-
ing SAXS
The size, shape and clustering of nanoparticles in the nanocomposite are of fundamental
interest to understand the microstructure of such a heterogeneous or composite material.
When the contrast is sufficient, i.e. there is a clear difference in electronic density between the
embedded particles and the matrix, small angle X-ray scattering gives valuable information
about the structure of the composite. Apart from the size, shape and size distribution of
scatterers, SAXS is also sensitive to the spatial fluctuation of electron density between the
scatterer and the medium around it, but not on the degree of crystallization [123].
The SAXS intensity is determined experimentally as a function of the scattering vector q,
given by q = 4π sin(θ/2)/λ. Where λ is the wavelength of the X-ray beam and θ is the




where Np(1/q) is the number of scattering elements in an irradiated volume and n
2
e(1/q) is
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Two main features can be observed from the scattering pattern in the small angle regime.
First, a typical plot of log(I(q)) versus log(q) results in a power-law decay, and secondly
this power-law decay begins and ends with an exponential regime that appears as knee
or inflection reflecting a preferred size described by r = 1/q [125]. Two basic theories
exist for the analysis of the dependence of scattering intensity I(q) on scattering vector q,
usually derived from a SAXS experiment. They are namely Porod’s law, for regions where
q > 1/r, and Guinier’s Law for regions where q ≤ 1/r. An approach described as the unified
Guinier/Power-law is a combination of the two basic theories. The different methods are
described in detail below.
• The derivation of Porod’s law, which assumes a well-defined smooth surface of parti-
cles, is achieved by decomposing the surfaces into spherical scattering elements that
bisect the particle/matrix interface. In such systems, the number of such spheres is
proportional to the area of the particle divided by the area presented by a scattering
element r2 or 1/q2, while the number of electrons per particle is proportional to r3 or
1/q3. Applying equation 3.1 for this case, with Np(1/q) = Sq
2 and n2e(1/q) = 1/q
3, the





where ∆ρ is the electron density difference between the particulate domain and the
matrix material, and S is the surface area of the interface between the two phases,
usually defined for a q-range such that ξ  q−1  a1, where ξ is a characteristic length
of the composite structure, and a1 is the size of the primary particles composing the
structure. Equation 3.2 is valid for any system of regular structures, including voids
and other internal surfaces, as well as densely packed systems, and not just for isolated
spheres [126]. A common approach in the analysis of SAXS patterns using the Porod
law involves using the intensity I(q) as a function of the wave vector q in the power-law
region, and can be described by [127, 128]
I(q) ∝ q−α. (3.3)
The value of α derived from a plot of log(I(q)) versus log(q) allows for the determination
of the fractal-dimension which includes deduction of information about the fractal
structure of the samples or interface formation.
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derived value gives information about the microscopic structure of the nanocomposite,
whether it is organised as mass fractal, surface fractal or contains a diffused interface.
When 1 < α < 3 the scattering can be associated with mass fractal materials (whose
mass and surface are characterised by fractal properties [129, 128]). Then α = Dm,
where Dm is the mass fractal dimension [130, 124]. The SAXS intensity from a surface
fractal structure where only the surface are characterised by fractal properties [129],
also follows a similar power-law dependence on q. However, in this case the exponent α
assumes values in the range 3 < a < 4, and is related to the surface fractal dimension
Ds by [130]
α = 6−Ds. (3.4)
The special case where α = 4 corresponds to Porod’s law, and Ds = 2 representing
a smooth scattering surface. The size corresponding to the characteristic length ξ is
the size of the fractal aggregate Lm [127], which is composed of particles of radius ro
deduced from knowledge of a1. These values can be calculated from the upper (qmax)










However for some systems, power laws with exponents greater than four can result
from a higher reduction in intensity at high scattering vector due to one of two factors
[126]. One is the influence of a gradient in the electron density at a diffuse interface
[131, 132], and the other is a polydisperse size distribution of particles [128]. Both
effects may also be present in small angle scattering from systems with fractal scaling,
but are not immediately apparent. The scattering intensity from this structure can be
modeled with
I(q) ∝ q−α α = 4 + β, (3.7)
where the Schmidt exponent β is a measure of the concentration decay of the diffused
interface [125, 128].
Figure 3.2 illustrates a typical analysis from a plot of log(I(q)) versus log(q) using the
Porod law with information on the nature of the system’s structure and size distribu-
tion. The plot shows three separate fractal regions and the determination of the fractal
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other as indicated with the exponent of the power law region [133].
Fig. 3.2: A typical analysis from a plot log(I(q)) versus log(q) using the Porod’s law. The plot shows three
separate fractal regions and the determination of the fractal dimensions from point of change of the different
slope regions [133].
A further description of the aggregate geometry is provided for in the Porod analysis
which is found experimentally for values of q such that qRg ≥ 1 ≥ qa0 for an ideal two
phase system [134]. To determine the fractal behaviour and estimate the dimension of
aggregates as well as the average size of individual particles constituting the aggregate,
a plot of log(I(q)) versus log(q) is employed. From such a plot, known as the Porod
plot, a power law dependence of I on q is expected and the range of a fractal behaviour
is dependent on the scattering length of self similar structure [134]. Estimation of the
aggregate size or particle size as the case may be, is determined from the position of a
knee or inflexion point, as illustrated in Fig. 3.2.
For a non-ideal two phase system, where there is a diffuse interface, there is a negative
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can be represented by [135]
ln[I(q)q3] = lnK − σ2q2, (3.8)
where σ is a parameter related to the interface thickness. In other cases where the
electronic density within any phase is non-uniform, for example electron density fluc-
tuation within scatterers, a positive deviation from the Porod’s law is always obtained.
This case can be represented by [135, 136]
ln[I(q)q3] = lnK + σ2q2, (3.9)
where σ in this case relates to the characteristic size of the electron density inhomo-
geneity [135].
• Guinier’s Law assumes an isotropic system for which scattering from a particle will
generally involve interference from waves coming out from two points separated by
a distance r = 1/q. For a given set of points, the scattering intensity will involve
averaging over these points, and also over the vectors r, similar to the determination of
the moment of inertia. In this case when the electronic density is used as the weighting
factor rather than the mass density, then the moment of inertia is referred to as the
radius of gyration [125]. The Guinier law relates the SAXS intensity from a number
of independent identical scatterers, which is given by [130]






where RG is the gyration radius of the particles of volume v and ∆ρ is the difference
in electronic density between the particles and the matrix. Guinier’s law is valid for
small q values so that qRG < 1. Average values for RG may be obtained usually from
a plot of log(I(q)) versus q2, known as the Guinier plot [130]. This plot will yield a
straight line, and the q range covered in such plot will depends largely on the size and
shape of the particles or clusters. From the slope of this straight line the radius of
gyration Rg is determined.
Assuming a composite system with embedded homogeneous and spherical nanopar-
















R = 0.775R. (3.11)
For highly polydisperse system (one in which the cluster mass is not uniform but varies
over a size distribution), the q range over which the Guinier law holds is very small,
and the plot in this case yields an average radius of gyration, far from the arithmetic
average, with a bias toward the largest particle. In general Rg for a dilute solution
reduces to the radius of gyration of scatterers, while for interacting or overlapped
systems Rg is a correlation length [134].
The extrapolated intensity I(0) is proportional to the average volume occupied by the
cluster which is also dependent on the size and shape of the particles. The definition of
the Guinier regime, a range for which the Guinier approximation is generally acceptable
is given by qRg ≤ 1 [134].
• Guinier/Power-law: For a complex system, displaying morphological features cover-
ing a wide length scale, often a combination of absolute intensity measurement from
ultra-low angle scattering, SAXS, and in some cases, small angle light scattering are em-
ployed. This method is able to resolve length scale features ranging from few Angstroms
to hundreds of micrometres. For such measurements analysis based on the Porod and
Guinier laws to independently give complete characteristics of the system becomes
difficult [137]. Beaucage [137, 138] describes how a combined Guinier, and structural
limited power-law may be applied to a complex system. The combined SAXS intensity
for such a system may be represented as [137]

















where G is the Guinier prefactor, and B is a prefactor associated with the power law
[137]. The fractal dimension can be estimated by fitting the above unified model to I(q).
The Porod law scattering indicated by α = 4 defines scattering from sharp interfaces
and B = 2πρ2S. For a surface fractal B = 4π2ρ2R
(6−α)
g Γ((α−1) sin(π(α−3)/2)(α−3),
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3.3 Experimental Methods
3.3.1 Silicon nanocomposite layer production and characterisation
Generally functional nanocomposites are formed into layers, either as a thin-film consisting
of more than one phase, in which the dimensions of at least one of the phases is in the
nanometer range [117], or as thick films in which a compact layer usually some microns thick
is produced from an interconnected network of essentially free nanoparticles, held together
by a polymeric binder [34]. Depending on the application as mentioned earlier, the choice
of polymer matrix, the concentration of the fillers in the matrix, substrate material, and
also the production method are important factors. Unlike the disperse composites being
investigated for the optical properties of their localized states, there should be a direct
semiconducting path through the layer, with the semiconducting behaviour provided by the
particles themselves and not the matrix [34]. For this work, nanocomposites of silicon were
produced by printing on plastic substrates. Two main categories of samples were produced
for the morphological characteriusation using SEM and structural characterisation using
SAXS as described below.
• Sample preparation and structural study using SAXS:
The nanocomposites used for this study were prepared from ink formed by inclusion
of nanopowder from P type wafer milled for one hour, and metallurgical grade silicon
milled for 3 hours as described in chapter 2 in polymeric binder. Two classes of binder
were used to form the nanocomposite inks: (1) soluble polymers, and (2) polymerizing
monomers. Two materials from each class were selected. The soluble polymers were
cellulose acetate butyrate (CAB), from Goodfellow Ltd. UK, and commercial quality
low density polystyrene foam (PS). The polymerizing monomer binders were a com-
mercial acrylic printing base (ACR), from Daler-Rowney, USA, and refined linseed oil
(LIN) from Windsor and Newton, UK. The solvent used was trichloromethane, except
for the acrylic base, which is only soluble in polar solvents for which ethanol was used.
The compositions are designated according to the type of silicon nanoparticle and the
binder used, for example PCAB refers to P ∗1 powder in CAB binder.
Table 3.1 shows the ink formulation and layer thickness after curing for the P type
powder in the different binders as an example. The same composition was used for
the metallurgical powder based nanocomposite inks. The different inks were mixed
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and then printing of the inks on a separate cellulose acetate sheet of thickness 25µm
was achieved with a glass rod. The rod serves to spread the inks over the plastic
sheet until an even thin layer of the nanocomposite is formed. Measurement of the
layer uniformity was not carried out due to unavailability of a profilometer. However
effort was made to ensure that the print was relatively thin and visibly uniform. The
thickness of the layers measured using a micrometer screw gauge vary between 15±2µm
to 45 ± 2µm, as shown in the table 3.1 for the different P type nanocomposites. The
printed nanocomposites were then placed in a clean room and allowed to dry over a
week before the measurement was carried out.
Table 3.1: The composition of the nanocomposite ink used in the SAXS study.
INK Type Binder Type Solvent Type Silicon powder Binder Solvent particle loading Layer thickness (µm)
PCAB CAB Chloroform 0.40g 0.16g 4ml 71.43% 15
PACR Acrylic Ethanol 0.40g 0.32g 4ml 55.55% 15
PLIN Linseed oil Chloroform 0.40g 0.20g 300ul 66.66% 35
PPS Styroform Chloroform 0.40g 0.16g 4ml 71.43% 45
SAXS experiments were carried out, in transmission geometry, on beamline D11A
at the National Synchrotron Light Laboratory (LNLS) facility located in Campinas,
Sao Paulo, Brazil. The beamline is equipped with two kapton scattering films and
detectors, positioned on each side of the sample holder, to monitor the primary beam
intensity and absorption in the sample chamber. A detailed description of the LNLS
SAXS beam-line can be found in [124, 139]. Air scattering and parasitic scattering,
from the sample holder were determined by measuring with an empty sample chamber
and empty sample holder respectively. Similarly, the substrate signal was measured
using a blank cellulose acetate film in the sample holder. Three sets of slit collimators
were used in this study. The incident X-ray wavelength λ was 0.1608 nm, and the
scattering intensities were measured with sample-to-detector distance 1.077m, yielding
and effective angular range of 50 above the primary beam. The corresponding range
of q values over which the measurement was carried out was 0.007 < q < 0.304Å.The
measurement times were 3600s for each sample. Conversion from detector position
in channels to scattering vector and standard corrections, were made on-site with
software provided with the instrumentation. This program uses established algorithms
and measured data to correct for the detector inhomogeneity, intensity variation and
parasitic scattering. The measured substrate contribution was subtracted, as variable
parameter in proportion to the measured attenuation, in the subsequent data analysis.
It was found, however, that, because the scattering from silicon is much higher than
that from the carbon-based substrate material, magnitude of this correction had little
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• Sample preparation and morphological study using SEM:
This study was carried out using two nanocomposite types. In this case, however, P ∗5
powder was dispersed in the same refined linseed oil (LIN) and acrylic printing medium
(ACR) as those used for the SAXS experiment, described above, in a plastic bottle. In
preparing the nanocomposite inks, in this case 0.20g of the P ∗5 powder was mixed in
0.10g of linseed oil, after which 100µl of commercial lacquer thinners was added. The
same quantity of powder was dispersed in 0.04g of the acrylic medium with 1000µl of
ethanol added to form an acrylic based ink in a plastic bottle. The blends were then
sonicated for 1 hour in an ultrasonic bath to ensure proper dispersion of the particles
in the binder. The bottle was then opened to allow the solvent to vaporise.
After 24 hours, the inks were printed on a cellulose acetate plastic sheet using the stencil
and doctor blade method. First the area for printing was defined with transparent
adhesive tape, with the aid of a glass rod, each type of ink was evenly spread to cover
the defined area. The samples were then allowed to cure for 7 days after which small
sections of the nanocomposite, suitable for mounting on an aluminium stud used as
sample holder for SEM were cut out. Using carbon glue, the samples were held in
place on the stud, with the glue making electrical connection between the surface of
the printed nanocomposites and the aluminium stud.
The study of the nanocomposites morphology was performed using a Leica Stereoscan
S440i SEM. For imaging, the operating beam energy used was 20KeV , and the probe
current was maintained at 50pA. Images of the samples were taken at magnifications of
×10, 000 and ×40, 000, in secondary electron mode. This magnifications ensures that
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3.4 Results and Discussion
3.4.1 Morphological study of silicon nanocomposites
Fig. 3.3 and 3.4 show the SEM micrographs of the PLIN and PACR nanocomposites respec-
tively. This section compares qualitatively the two samples from their respective images at
relatively (a) low and (b) higher magnifications.
(a) (b)
Fig. 3.3: Showing SEM micrograph of PLIN nanocomposites at (a) low magnification and (b)at higher
magnification.
From the micrographs of the two nanocomposites, three types of clustering can be identified.
The most obvious are the larger fairly round shaped clusters having cross-sectional length
in the range 2− 9µm, formed by the aggregation of isolated and smaller clusters of particles
on a larger particle. The second type of clusters have a cross-sectional length in the range
1 − 2µm, while the third type of clustering results from the smaller particles trapped in
the regions between the larger clusters. The characteristics of the clusters can be described
as dense and polydisperse, as the clusters are composed of particles of varying sizes closely
packed together.
The major difference between the PLIN and PACR nanocomposite is in the networking of the
clusters. Considering the higher magnified image Fig. 3.3(b) for the PLIN and Fig. 3.4(b)
for the PACR, the clusters in the PLIN appear closely knitted compared to those observed
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(a) (b)
Fig. 3.4: Showing SEM micrograph of PACR nanocomposites at (a) low magnification and (b) at higher
magnification.
This feature is represented schmatically in Fig. 3.5. The reason for this may be due to the
difference in the proportion of binder acting as support for the particles in the composites,
with the PLIN nanocomposite having a greater mass fraction 33% compared to the PACR
nanocomposite with 17% binder mass fraction. Since the acrylic medium is an emulsion, the
open network may also have resulted from voids created by the evaporation of water from
the acrylic medium during curing. The distribution of clusters in the PLIN nanocomposite
structure, shows to a large extent the clusters are closely connected with gaps of ≈ 100nm
between a few clusters. On the other hand for the PACR, the clusters are predominantly
loosely connected with separation gaps up to 500nm. In general, the nanocomposites can
be further classified as disordered.
Fig. 3.6 shows the histogram of measured cluster cross sectional length distribution for
PLIN and PACR nanocomposite respectively, using the image processing software Digimizer
as described earlier in chapter 2. The plot in both cases shows that the nanocomposites
consist of a wide distribution of cluster sizes, ranging from relatively smaller clusters of
cross-sectional length 400nm to bigger ones of sizes up to 9µm. The distribution in both
cases follows a log-normal distribution pattern. The fit of equation 2.8 to the histogram,
yield a mean clusters cross-sectional length of 1.15µm and 1.50µm for the PLIN and PACR
nanocomposites respectively as shown in the inset of both plots.
The condition for good electrical conductivity within the bulk nanocomposite layer, is such










Section 3.4. Results and Discussion 61
Fig. 3.5: Schematic representation of (a) the PLIN composite with closely linked network of bigger cluster
and (b) PACR composite with relatively open network of clusters.
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Fig. 3.6: Showing histogram of the clusters crosssectional for (a) PLIN nanocomposite and (b) PACR
nanocomposite
path for continuity of free carriers from one end of an electrical connection to the other.
On the other hand, for loosely packed clusters having gaps between the different clusters,
no clear conduction path is provided for continuity of free carriers. In this case transport
of carriers will more likely be dominated by tunneling rather than drift. For the two class
of nanocomposite discussed in these work, electrical conduction of free carriers through the
path created by the interconnection of cluster may possibly dominate that due to tunneling
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nanocomposite layer.
3.4.2 SAXS study of nanocomposite of silicon using Guinier’s
analysis
Fig. 3.7 shows the Guinier plot (log(I(q)) vs. q2) for PACR, PCAB, PLIN and PPS samples,
with derived parameters as shown in the inset of each graphs. Similar Guinier plots for
MACR, MCAB, MLIN and MPS samples are also shown in Fig. 3.8. As seen from the plot
for all the nanocomposite types, the shape of the curves does not show a linear dependence
for the whole range of q. This suggests that the dispersion of both powders in the different
binders consist of a broad distribution of size heterogeneities, i.e. a polydispersive system as
defined earlier [134, 140]. However, a careful investigation of the Guinier plots reveals two
linear regions; (1) in the low q regions with a short linear dependent region and (2) a wider
linear region separated from each other by a transition region. For all the systems, the radius
of gyration for the two linear regions, designated R1g and R2g, was calculated from the slope
of the best linear fit to the regions as shown in Fig. 3.7 and Fig. 3.8, with the top and
bottom inset displaying the different estimates of radius of gyration Rxg, aggregate radius
Rx and the regions of validity derived using equation 3.11 for the two regions. Since the q
values probe the structural features at various length scales, the larger value of the slope of
the linear region (1) compared to (2) indicates a larger size of the scatterers in region (1)
[141].
It is however well known that the estimated aggregate radius R from a Guinier plot is valid
in the q range where qRg is less than 1 [142, 141]. For all the case considered, the estimated
R1 values for the first observed linear region may not be valid for the region over which R1g
was calculated, because the range of qRg in this region is greater than unity. The R2 values
on the other hand may be considered valid in each case for the small q region for which
q ≤ 0.02Å−1 as seen for the entire nanocomposite samples. The aggregate size, assuming
the composites consist of spherical particles was estimated for the eight samples using the
expression 3.11.
Table 3.2 shows the calculated values for radius of gyration for the second linear regions
for which qRg ≈ 1 and the corresponding radius of aggregate R2 derived from the linear fit
to the second region. The smallness of the linear regions that defines the Guinier regime
q ≤ 0.02Å−1 confirms, as mentioned above, that the nature of PACR, PCAB, PLIN and
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Fig. 3.7: Guinier plot showing two linear region from which radius of gyration Rxg, and corresponding
aggregate size Rx was calculated for (a) PACR (b) PCAB (c) PLIN and (d) PPS nanocomposites.
polydispersive with interparticle interaction typical of overlapping systems, and the Rg values
may represent a spatial correlation length or a measure of the mean cluster radius [134].
Comparing the different values of Rg and R2 based on the powder type on the one hand and
the binder type on the other, one does not see a clear trend, as the radius of gyration and
radius of cluster is seen to fluctuate about the average values. The calculated R2 values in
all the cases is much lower than the average particle size derived from the TEM study of the
P*1 powder in chapter 2. These may only suggest that the range of q values used in this
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Fig. 3.8: Guinier plot showing two linear regions from which the radius of gyration Rxg, and corresponding
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Table 3.2: Table of calculated values for radius of gyration Rg and corresponding radius of aggregate R1
derived from the linear fit to the first region for both P and M based inks with the region of validity.
Sample Radius of Gyration Rr (A) Aggregate radius R1 (A) Region of validity q
PACR 54.14 68.86 ≤ 0.02
PCAB 54.13 69.84 ≤ 0.02
PLIN 53.59 69.09 ≤ 0.02
PPS 57.52 73.96 ≤ 0.02
MACR 34.21 44.14 ≤ 0.02
MCAB 53.31 68.78 ≤ 0.02
MLIN 58.73 75.78 ≤ 0.02
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3.4.3 SAXS study of nanocomposite of silicon using Porod’s law
analysis
Figs.3.9 and 3.10 shows the Porod plots, log(I(q)) vs. log(q) for the eight samples discussed
above. Just after the Guinier region discussed above, there is a region with a power law
behaviour, with a slope greater than 3.0 except in the case of PLIN and MACR which
exhibits a slope less than 3 in this region. Fractally rough surfaces, have a slope which
varies between 3.0 and 4.0 and the surface-fractal dimension Ds = 6 − α. Thus, samples
PACR, PCAB and PPS possess a surface fractal behaviour, with the range of such fractal
behaviour defined by ξ−1 < q < l−1 [143]. From this region the sizes of the upper bound
limit ξ−1 representing the size of the aggregate or cluster and the lower limit l−1 representing
the size of the basic particles (the constituents of the aggregates) [143] was deduced using
D = 2π/qmin/max, where qmin and qmax represent the upper and lower bound respectively. In
the case of PLIN and MACR where the slope value in each case is less than 3.0, the structure
is said to have a characteristics mass fractal behaviour with upper and lower bound limit
similar to that discussed for surface fractal features of PACR, PCAB and PPS composites.
Table 3.3 shows the different characteristic values derived from the measurement of the slope
of the straight line in the relatively high q Porod regime, and also listed is the possible fractal
behaviour that can be associated with the different nanocomposite.
Table 3.3: Table showing the different characteristics value derived from the measurement of the intermediate
straight line and the possible fractal behaviour that can be associated with the values for the different
nanocomposite.
Sample Slope (α) Fractal Dimension Fractality range
Porod’s Region β Dm Ds ξ(Å) l(Å) Fractal type
PACR -3.41 0.97 2.59 370.03 63.94 Surface
PCAB -3.20 0.36 2.80 338.13 56.23 Surface
PLIN -2.77 0.53 2.77 342.84 74.22 Mass
PPS -3.38 0.59 2.62 354.41 61.66 Surface
MACR -2.73 2.73 337.73 53.31 Mass
MCAB -3.08 0.76 2.92 331.13 67.71 Surface
MLIN -3.58 0.35 2.42 347.12 62.57 Surface
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Fig. 3.9: Porod plot from which the fractal behaviour and aggregate size of the unit was calculated for (a)
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Fig. 3.10: Porod plot from which the from which fractal behaviour and aggregate size of the unit was
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3.4.4 Analysis of deviation from Porod’s law
Many two-phase materials can be described either with a sharp phase boundary having well
defined step-like changes in the scattering length or electron density, which obeys Porod’s
law in the small-angle scattering vector asymptotic region, or the case of a diffuse interfacial
region that causes deviation from Porod’s law [144]. The nature of the phase boundary
in a nanocomposite can be investigated by the plot of the Porod’s law for slit collimated
saxs intensity of log(q3I(q)) vs. log(q2) derived from equation 3.8 and restated here for
convenience [135, 136].
ln[I(q)q3] = lnK + σ2q2, (3.13)
where σ is a parameter related to the interface thickness or to the size of electron density
inhomogeneity [135], which depends on whether this region shows a negative or positive
deviation.
Fig. 3.11 and 3.12 shows the plot of log(q3I(q)) vs. log(q2) for the P* and M nanocomposites
respectively. From these plots it is easy to see that all the samples exhibits a negative devi-
ation from Porods law, characteristic of non-ideal two-phase system with a diffuse interface
layer between the particle and matrix [135, 136], except for the PLIN and MACR sample
that exhibit a positive deviation from Porods law. This positive deviation is characteristic
of a two-phase systems with electron density inhomogeneity [135, 136] in the particles. This
is probably unphysical when compared to the other samples and may be an artifact due to
a residual background. Coincidentally these two systems are the only nanocomposite that
exhibit mass fractal behavior in the Porod region, suggesting a possible correlation between
sign of deviation from Porod’s law and fractality.
By fitting the data in these regions to equation 3.8, describing negative deviation from Porod
law, σ2, representing the extent of deviation from and ideal Porod’s law behaviour taking as
the reference (zero line), was calculated from the slope of the best line of fit to this region
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Table 3.4: Showing the extent of deviation from Porod’s law for the different systems
Sample σ2 Deviation from Porod’s law Two phase Structure with
PACR -14.10 -ve diffuse interface
PCAB -14.10 -ve diffuse interface
PLIN 24.49 +ve inhomogeneous electron density
PPS -18.08 -ve diffuse interface
MACR 3.75 +ve inhomogeneous electron density
MCAB -15.17 -ve diffuse interface
MLIN -5.02 -ve diffuse interface
MPS -20.50 -ve diffuse interface
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4. Charge carrier transport
mechanisms in silicon nanocomposites
Implementation of semiconductor devices usually requires placing metallic electrodes on such
components for electrical connection. The desired interface is an ohmic type, which allows
for easy transport of carriers from the metal into the semiconductor or vice-versa. When the
metal makes contact with a semiconductor, a barrier is formed at the metal semiconductor
interface, since the metal and semiconductor have different chemical potentials. This barrier
is responsible for controlling the current conduction as well as the capacitance behaviour of
the device [145]. In practice, many contacts have barriers resulting from either homogeneous
or inhomogeneous distribution of Schottky barriers and interface states. In practice however,
an ohmic interface is achieved usually by preferentially doping the semiconductor near the
junction of the metal.
Of interest is the interface type and dominant charge carrier transport for systems formed
from contact of a metal to nanocomposite of silicon nanoparticles in a polymeric binder.
Although many works have been reported on silicon nanocrystals embedded in dielectrics
like oxide and ceramic matrixes [14, 146, 147], the emphasis has been on the structural
and morphological characteristics, with few reports on the electrical properties. Apart from
the work by Ando et al. [18] on photoelectric properties of printed thin films of silicon
nanocrystals dispersed in polymer binder, the only other such study of nanocomposites
resulting from combining silicon powder in a dielectric like linseed oil or acrylic medium was
our own work [34].
This part of the research presents the nature of the interface and the process of charge
carrier transport between the metallic contact and the silicon nanocomposites developed
earlier in Chapter 3. This is achieved by conducting I − V characteristic experiments on
a metal-nanocomposite-metal structure, where the metal is a printable silver paste. The
results of the I − V characteristics are tested with existing charge transport models for
metal-semiconductor as well as metal-dielectric systems in order to determine how well a
particular transport model describes the conduction process in the metal-nanocomposite-
metal structures. For this purpose two main filler types, (a) P ∗5 type and (b) M5 type
earlier described, are used to form seven nanocomposite type, based on the proportion of
filler in a given binder. This is aimed at investigating the dependence of the charge carrier











Section 4.1. Background theory of charge carrier transport 73
4.1 Background theory of charge carrier transport
Metallic contacts to semiconductors or active layers in general, create a contact resistance
to current flow at the physical junctions. The nature of such contact depends largely on
the type of metal, type of interface layer formed, and also on type and structure of the
semiconductor material [148]. In an ideal case, i.e. for junctions without surface states
and other anomalies, two basic contact types can result from a connection of metal to a
semiconductor, ohmic contacts and Schottky contacts. In reality however, the junction may
result from a mix of the two types, or of one dominated by interfacial layer formation at the
interface of the metal to the semiconductor. The following subsection describes an ideal types
of contacts as occur in a metal-semiconductor as well as with metal-organic semiconductor
or hybrids of organic-inorganic contacts. The effect of the presence of interface state between
the metal-semiconductor for the ideal system will also be presented.
4.1.1 Schottky barrier
When a metal and semiconductor make intimate contact, a Schottky barrier may be formed
at the interface of the metal and semiconductor. Fig. 4.1 shows the electronic energy relation
for an ideal contact between a metal and a semiconductor assuming no interfacial layer, no
chemical reaction and no physical strain at the interface of the metal and semiconductor.
For a high work-function metal and an n-type semiconductor shown as separate systems in
Fig. 4.1(a), if the two systems are then connection by an external wire for example, charge
will flow from the semiconductor to the metal and thermal equilibrium is established as a
single system as shown in Fig. 4.1(b) [145]. The Fermi level in the semiconductor is lowered
by an amount equal to the difference between the two work functions.
The work function of a solid is defined as the energy difference between the vacuum level
and the Fermi level [145]. This is denoted by qφm for the metal and q (χ+ φn) for the
semiconductor. The potential difference between the two work functions q(φm − (χ + φn))
is called the contact potential.
As the gap distance δ between the two systems decreases, as shown in Fig. 4.1(c), the electric
field in the gap increases and an increasing negative charge is built up at the metal surface
[145] with an equal opposite charge (positive) in the semiconductor depletion region. When δ
is small enough to be comparable to the interatomic distances, the gap becomes transparent
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Fig. 4.1: Electronic energy band diagram of the metal and the semiconductor (a) before contact is made (b)
after contact is established (c) with much reduced contact separation and (d) with no separation [149].
resulting from the contact in this model is given by [150, 145]
φB0 = φm − χ, (4.1)
where:
φB0 the barrier height at zero applied bias, is simply the difference between the metal work
function and the electron affinity of the semiconductor contact;
φm is the metal work function, a measure of the energy required to remove an electron from
the metal or equal to the deference between the fermi level of metal and vacuum; and
χ is the electron affinity of the semiconductor, a measure of the attractive potential energy
for an electron in vacuum, which may be further expressed from Fig. 4.2 as
χ =




qφs is the semiconductor work function,
Ec is the conduction band energy level, and
Ef is Fermi energy level.
According to the Schottky theory for metal-semiconductor junction given in equation 4.1, the
barrier height φB will only depend on the metal work function and the semiconductor electron
affinity, but independent of the semiconductor doping density [151]. This implies that when
the metal is carefully chosen for a given semiconductor type, three possible junction barriers
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Fig. 4.2: Showing three possible metal Semiconductor junction type that can result from an intimate contact
of a metal to a semiconductor [151].
The ohmic contact which is the desired type of connection in many applications results
from generation and recombination of charges at the interface of the metal-semiconductor
junction. For this contact often referred to as an accumulation contact type, electrons in the
metal experience a negligible resistance to flow into and out of the semiconductor as shown
in Fig. 4.2(a). An ideal ohmic contact is characterised by a linear current-voltage behaviour,
the voltage drop at the contact is negligible compared to the drop across the active region
of the device and usually there is no injection of carriers from the metal to semiconductor or
vise versa [151]. The concept of a neutral barrier assumes that the metal and semiconductor
have equal work functions and thus the formation of contacts does not result in any band
bending as shown in Fig. 4.2(b).
In practice however, a Schottky contacts generally is formed when a metal make intimate
contact with a semiconductor. This contact poses a barrier to the flow of current into or
out of the semiconductor depending on the polarity of the applied potential as shown in
Fig. 4.2(c). Schottky contacts are depletion type contacts, and the most common contacts
in a metal-semiconductors connection. They are characterised by a rectifying mechanism,
(i.e. a total resistance which depends on the polarity of the applied voltage) arising from
the presence of the potential barrier caused by stable space charge at the interface of the
metal-semiconductor contact, and the current transport for such contacts are characterised
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Fig. 4.3: Depletion-type contacts to n-type substrates with increasing doping concentrations. The electron
flow is schematically indicated by the electrons and their arrows [151].
The barrier height in reality is shown to depend weakly on the doping concentration of a
the semiconductor, since the surface-state density which brings about Schottky barrier is
mainly influenced by doping [151, 153]. Fig. 4.3 illustrates the role of the doping level of
semiconductors on the conduction mechanisms for a metal-n-type semiconductor contact for
example [151]. For lightly-doped semiconductors Fig. 4.3(a), the current flows as a result of
thermionic emission, with electrons thermally excited over the barrier. In the intermediate
doping range Fig. 4.3(b), thermionic-field emission (TFE) dominates with carriers thermally
excited to an energy where the barrier is sufficiently narrow for tunneling to take place [151].
For high doping densities Fig. 4.3(c), the barrier is sufficiently narrow at or near the bottom
of the conduction band for the electrons to tunnel directly, known as field emission (FE)
[151]. A more detail explanation of the transport process will be discussed in section 4.3,
and a more general discussion of the Schottky barrier process can be found in [149] and [152].
4.1.2 Interface states
The Schottky-Mott relation relates the potential barrier φBH at a metal-semiconductor junc-
tion with the metal work function φM and the semiconductor electron affinity χS as shown
in equation 4.1 which predicts the barrier height in the absence of interface states [150]. Fig.
4.4 shows the junction for a metal-semiconductor interface, assuming a large flat surface of
metal and semiconductor place parallel to each other and separated by a small gap δ, filled
by vacuum or a dielectric layer. The quantity qφ0 above EV , at the semiconductor surface
is called the neutral level above which the states are of acceptor type (neutral when empty,
negatively charged when full) and below which the states are of donor type (neutral when
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Fig. 4.4: Band diagram of a semiconductor with surface states held at small distance from the metal surface
with band bending [145]
The barrier height φBn0 of the metal-semiconductor contact, is the barrier that must be
surmounted by electrons flowing from the metal into the semiconductor [145]. Assuming
an interfacial layer with a thickness of a few angstroms and therefore essentially transpar-
ent to electrons, and a semiconductor with acceptor interface traps whose density is Dit
states/cm2eV, and constant over the energy range from qφ0 + EV , to the Fermi level. The
interface-trap charge density on the semiconductor Qss, is therefore negative and is given by
[145],
Qss = −qDit(Eg − qφB0 − qφBn0), (4.3)
The space charge that forms in the depletion layer of the semiconductor at thermal equilib-
rium is given as [145]









In the absence of any space-charge effects in the interfacial layer, an exactly equal but
opposite charge, QM(C/cm
2), develops on the metal surface. For thin interfacial layers the










Section 4.1. Background theory of charge carrier transport 78
equation 4.3 and 4.4
QM = − (Qss +Qsc) . (4.5)
The potential ∆V across the interfacial layer due to the surface charges on the metal and










where εi is the permittivity of the interfacial layer and δ its thickness.
For a moderately doped semiconductor, this field is of the order of 104 to 105V/cm which
results in a potential change of about 1V in 50nm or longer interface layer. This field is due
to the presence of a balanced charge of equal magnitude but of opposite sign on the surface
of the metal as mentioned earlier [150]. With a filled interfacial layer, the resulting potential
and hence the electric field will depend on the dielectric constant of the interface material.
What this entails is that for electric field to varnish in these space, is that an external bias
Vext of magnitude given by equation 4.8 must be applied to the interface [150],
Vext = φm − (χ− ψbi − φn) . (4.8)
In equation 4.8, ψbi is the built in voltage due to band bending and φn is the conduction
band minimum with respect to the Fermi-level, determined by charge neutrality condition.
This implies that the value of the Schottky Barrier Height (SBH) does not depend on the
presence of surface states at the junction, but on the distribution of charges at the interface
for which the presence of an interfacial layer plays a role [150]. A number of models have
been developed to explain the contribution of interface state at the junction of the metal-
semiconductor and how this affect the eventual transport of carriers, for more discussion
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4.2 Charge transport in a nanoparticulate semiconduc-
tor network
Fig. 4.5 illustrates the connection of metallic electrodes to (a) bulk and (b) a single nanopar-
ticle to which an external voltage is applied [154]. Charge transport through bulk semicon-
ductors connected to the outer electrodes is attributed to the motion of delocalized electrons
[154]. The current is usually continuous and typically obeys Ohm’s law as shown in Fig.
4.5(a). However, for a nanoparticle separated as an island by poorly permeable tunneling
barriers from two outer electrodes as shown in Fig. 4.5(b), the number of electrons in the
particle is always an integer and an electron can only enter or leave the nanoparticle as an
entity when external voltage is applied.
Fig. 4.5: Transport of charge carrier for (a) bulk conductor connected by two metallic electrodes and (b)
a nanoparticle between two electrodes and EC is determined by the size of the particle R and its spatial
distance to the electrodes. (c) Time development of the junction charge imposed by a constant current
source. Taking from [154]
If a nanoparticle with very small self capacitance C0 is charged by only one excess electron,
its electric potential will rise to prevent further charging. To add an extra electron to the
island, the applied potential energy Ec should be significantly higher than the columbic
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and its spatial distance to its neighbors or electrodes. εo is the permittivity of vacuum, and
εr is the dielectric constant of the nanoparticle surroundings [155].
When the voltage across the nanoparticle is increased, the charge q on the junction will
increase as long as the total charge |Q| < e/2. The junction is in the Coulomb blockage
state and there is no flow of current [154]. At |Q| > e/2 tunneling will happen. If the
junction is maintained at this bias, an oscillation of the current across the junction in a
sawtooth-like manner with the fundamental frequency f = I/e as shown in Fig. 4.5(c) will
result [154]. Such single electron levels can be adapted to create, for example, switches,
transistors, or digital electronic circuits in general where the presence or absence of single
electrons at a certain time and place provides the digital information.
In a special case where nanoparticles or their clusters are surrounding by a dielectric ligand
shell, as shown in Fig. 4.6, then an electron in a nanoparticle from cluster 1 entering the
barrier presented by the dielectric into cluster 2 for example, will have certain transmission
probability T , and reflection probability R, depending exponentially on the energy gap.
This energy gap is defined by the highest occupied molecular orbital (HOMO) and the
lowest unoccupied molecular orbital (LUMO) of the dielectric shell and the length L of the
barrier [154]. The transmission probability and hence electrical transport is sensitive towards




A general description of transport for such conductor/semiconductor nanocomposites in 2 or
3 dimensions can be achieved in the framework of three-phase percolation models. In these
models, three phases are distinguished, namely the conductor phase, the insulator phase, and
the regions close to the interfaces. The overall conductivity of this form of nanocomposite
is usually determined by the percolation behavior of the interfacial regions [156]. Many
important properties of polymer-nanoparticle composites usually change in proximity to the
percolation transition that occurs when a continuous path of touching or nearly touching
nanoparticles is established from one side of the film to the other [157]. As the relative
amount of particles compared to the dielectric medium increases, the dielectric thickness
separating the clusters reduces, thus increasing the transmission probability of electron from
one cluster to another. When the particle concentration reaches the percolation threshold,
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Fig. 4.6: (a) Two embedded clusters of nanoparticles separated by a junction, where the thickness of the
dielectric shell determines the length of the insulating barrier. (b) An electron entering the barrier of length
L from the left hand space. Barrier height and length determine the transmission probability T and the
reflection probability R, where T = 1−R. Taking from [154]
Various mechanism have been employed to describe the conduction process of nanocompos-
ites and dielectrics in general. The important ones are variable hopping conductance, space
charge limited current, Poole-Frenkel/Schottky-Richardson and the Fowler-Nordheim con-
duction process. These different processes shall be discussed in detail in subsequent sections.
However, because of the role played by interfaces, especially at the metal-semiconductor or
metal-nanocomposite junction as the case may be, the next section focuses on conduction
processes that may result from the natures of the interface of a metal-semiconductor junction
for example.
4.3 Current transport process across a metal semicon-
ductor interface
The current transport mechanism across a metal-semiconductor contact has been associated
to one due to majority carrier rather than to minority carrier transport found in a PN
junction [145]. Five main processes of charge carrier transport have been identified for metal
semiconductor metal systems under forward bias as shown in Fig. 4.7 [145]. For an n-type
semiconductor-metal contact for example, the following processes may occur:
1. Charge carriers transport may either be through emission from the semiconductor over
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by the arrow of process 1 in Fig. 4.7
2. The transport process may be due to quantum mechanical tunneling through the bar-
rier from the semiconductor to the metal. This process is pronounced for heavily doped
semiconductor and it is responsible for ohmic conduction at a metal semiconductor in-
terface [151, 158]. This is represented by the arrow of process 2.
3. The third type of transport that may occur is recombination in the space-charge region
created at the metal semiconductor junction. This is similar to the recombination in
a PN junction, represented by the arrow of process 3.
4. Due to a possible electron density gradient at the interface of a metal-semiconductor
junction, diffusion of electrons in the depletion region may occur. This is represented
by the arrow of process 4.
5. The fifth is one of hole injection from the metal into the semiconductor. Represented
by the arrow of process 5.
However, when the interface is formed with a composite of semiconductor and polymeric
binder, one would expect the transport mechanism to be a mixture of the above mention pro-
cesses plus the well know hopping transport in polymer blend films with metallic electrodes
[159]. The following subsections highlight some of the common transport models that are
widely applied to describe charge carrier transport through a metal-semiconductor/dielectric-
metal interface structures.
Fig. 4.7: Five basic transport processes under forward bias of a metal semiconductor contact. (1) Thermionic
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4.3.1 Thermionic emission theory.
Thermionic emission (TE) in solids is the process where charge carriers (electrons) from
a surface are driven over a barrier by acquiring thermal energies larger than the confining
barrier or electrostatic forces restraining the charge carriers. The current density JS→M from
semiconductor to metal is due to the density of carriers with energies sufficient to overcome






where Ef + qφB0 is the minimum energy required for thermionic emission into the metal
from the semiconductor and vx is the carrier velocity in the direction of the transport [149].
The electron density ∂n is given by [145]
∂n = N(E)F (E)∂E, (4.12)
where N(E) and F (E) are the density of state and distribution function respectively.
When a voltage is applied across the metal semiconductor contact, the current density JS→M


















is the Richardson constant for thermionic emission, which for free electrons or N type silicon
A∗ = 120A/cm2K2 (For detail derivation of equation 4.13 and 4.14 see [149]).
The implication of equation 4.13 is that the barrier height for electrons moving from the metal
to the semiconductor is unaffected by the applied voltage, and is therefore proportional to
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V = 0 ) given by






This is called the saturation current [160].
4.3.2 Field emission/tunneling current theory.
Generally for a heavily doped semiconductor or for operation at low temperatures, the de-
pletion region is so narrow that the electrons can tunnel through the barrier near the top,
where the barrier is thin enough. Such process is termed, Thermionic Field Emission (TFE).
In other instances, for degenerate semiconductor systems, electrons can tunnel through the
barrier near the fermi level, in which case the tunneling current will be dominant. Such a
mechanism is called Field Emission (FE). This is illustrated in Fig. 4.8 for a Schottky barrier
junction formed by a metallic contact to an n-type degenerate semiconductor under forward
and reverse bias operation [160].
The relative contributions of these components, depend on both temperature and doping
level. A rough criterion for determining which of the emission type dominates in a transport,








Three main deductions can be made from this comparison. First, when kBT >> Eoo TE
dominates and the original Schottky-barrier behavior prevails without tunneling. Secondly,
when kBT << Eoo, FE (or tunneling) dominates. And lastly, when kBT = Eoo, TFE which
is a combination of TE and FE is the main mechanism [150, 145].
4.3.3 Diffusion theory.
The diffusion theory for minority carriers near the junction of a metal-semiconductor assumes
that the depletion layer formed at the metal semiconductor interface is large compared to
the mean free path of the carriers [152]. It also assumes that the current in the depletion
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Fig. 4.8: Energy band diagram showing different tunneling current type under (a) forward bias and (b)
reverse bias of a metal-n-type degenerate semiconductor. Taken from[145].








where µ is the mobility and Dn is the diffusion constant for the carrier. In the presence of a
Schottky barrier, equation 4.17 is solved to yield a current which depends exponentially on




























where Vbi is the built in potential and all other symbols have there usual meaning. One
important distinction between the saturation current density for thermionic emission trans-
port and that due to diffusion, is that the saturation current density for thermionic emission
depends largely on temperature, whereas the saturation diffusion current is less sensitive to
temperature but varies with the applied voltage across the barrier. The other difference to
thermionic and tunneling current is that current is due to the non equilibrium distribution
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4.3.4 Space charge-limited current (SCLC) theory.
Electronic properties of semiconductor materials are strongly influenced by the presence of
carrier trapping centres. The space charge limited current model has been used to explain
the electrical properties of some semiconductor and insulator materials [161, 162, 163, 164,
165, 166], and could possibly be employed for the analysis of a hybrid system formed by
embedding semiconductor particles in a dielectric matrix.
The SCLC results from carrier injection into a semiconductor or insulator, as the case may
be, from a metallic contact. SCLC is due to the presence of a disordered localized state
distribution within the range of the energy gap, and may be consider as trapping levels
similar to localized state caused by impurity and dislocations [167]. The presence of these
traps levels leads to reduction of the conduction current, as these traps remove most of
the free carrier from the conduction stream. Even injected charges may be trapped and
immobilized.
For a trap free state, the current is proportional to the square of the voltage. After an initial
current flow, positive and negative space charge builds up near the metal-insulator and
semiconductor insulator interface, bringing about a distortion in the potential distribution
at the interface, resulting in current with a power law dependency on the applied voltage,
I ∝ V m[161]. When the applied voltage is removed, a large internal field remains, which
causes some but not all charges to flow back to their equilibrium position, resulting in the
I − V characteristic showing hysteresis [149].









where ε is the dielectric constant of the materials, and µ is the mobility of charge carrier.
d is the distance between electrodes and θ is the ratio of the free carrier density P0 to the













where Nfc is the effective density of free charge carrier in the valence band, Nt is the trapped
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Experimentally, θ can be determined from the ratio of the current at the beginning I1, and







When traps are present, the Trap-Charge-Limited-Current (TCLC) density becomes pro-
nounced. With an exponential distribution of traps in the band gap of the materials, the









where ε0 is the permittivity of free space,
and d is the separation distance of the contacts,





where Tt is a characteristics temperature and the density of trap state is given by,
Nt = PoEKBTt, (4.25)
where PoE is the carrier density per unit energy at the valency band, and the exponential
trapping distribution give by,






For higher field there may be a sharp rise in current with a small change in voltage. This
rise corresponds to complete filling of the traps Nt. The total trap density can be related to





Using Equation 4.23 and 4.25 the value for Nt and P0E can be estimated. The equilibrium
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4.4 Experimental procedure
4.4.1 Materials and sample preparation
To investigate the charge carrier transport through silicon nanocomposites based on inclusion
of milled P type and metallurgical silicon powder into linseed oil and acrylic medium, a metal-
nanocomposite-metal structure was formed. To serve as substrate, a commercially available
perspex sheet, cut into size of 50mm × 50mm × 5mm was used. The surface of the plastic
was cleaned with ethanol before printing. A transfer printing method was used to print a
conducting silver paste (5000 silver conductor) from Du Pont [169] on to the surface of the
plastic. This method which utilises a rubber pad, for picking up a pattern engraved on a
metallic cliche will be discussed in the next chapter on device fabrication.
Fig. 4.9 shows a schematic of the printed metallic electrodes on plastic substrate. The printed
silver structures were allowed to cure in open air overnight and then heat treated in an oven
set at 120oC for 30 minutes as recommended by Du Pont. This ensure a resistivity of about
1.5×10−5Ωcm which is negligible when compared with the resistivity of the nanocomposites
used for this experiment. The structure consist of two silver electrodes separated by a
distance d = 0.3mm. The electrodes have a width of 5mm and are ≈ 70µm thick after
curing.
Fig. 4.9: The transfer printed silver electrode on plastic. The structure parameter are W = 5mm,L = 0.3mm
and thickness 70µm.
Following the procedure described in chapter 3, silicon powder produced from P-type wafers,
of resistivity 14 − 22Ωcm, and from metallurgical silicon milled for 5 hours were dispersed
separately in linseed oil and acrylic medium to form nanocomposite inks, with varying pro-
portion of the fillers in the separate binders, as shown for the P powder in table 4.1. Printing
of these inks onto the already cured silver strips was carried out using a stencil and doc-
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nanocomposite inks over the channel created by the metallic electrode, and also spreading
over a large area of the electrode to ensure electrical connection with a glass rod. The mask-
ing tape used for the stencil is of thickness ∼= 180µm, and the resulting nanocomposite film
thickness after shrinkage on curing was estimated to be ∼= 140µm.
Table 4.1: Nanocomposite ink formulation for P type powder in linseed and acrylic, with ink label and the
corresponding composition of nc-Si:binder ratio and also type of solvent used for wetness purpose.
nc-Si Ink type Binder nc-Si:Binder ratio(wt.%) Solvent
P PLIN-10-01 Linseed oil 10 : 90 Lacquer thinner
P PLIN-30-01 Linseed oil 30 : 70 Lacquer thinner
P PLIN-50-01 Linseed oil 50 : 50 Lacquer thinner
P PLIN-60-01 Linseed oil 60 : 40 Lacquer thinner
P PLIN-70-01 Linseed oil 70 : 30 Lacquer thinner
P PLIN-80-01 Linseed oil 80 : 20 Lacquer thinner
P PLIN-90-01 Linseed oil 90 : 10 Lacquer thinner
P PACR-10-01 Acrylic paste 10 : 90 Distilled Water
P PACR-30-01 Acrylic paste 30 : 70 Distilled Water
P PACR-50-01 Acrylic paste 50 : 50 Distilled Water
P PACR-60-01 Acrylic paste 60 : 40 Distilled Water
P PACR-70-01 Acrylic paste 70 : 30 Distilled Water
P PACR-80-01 Acrylic paste 80 : 20 Distilled Water
P PACR-90-01 Acrylic paste 90 : 10 Distilled Water
4.4.2 Forward and reverse I-V measurement
The experimental setup used for the electrical characterization of the samples consist of the
Keithley 4200 SCS complete I−V characterisation setup, with current and voltage resolution
of 1pA and 2µV respectively. This instrument was used with an in-house constructed probe
station, which consists of a sample platform and three probes enclosed in a double walled box
made from aluminum sheet, with the walls electrically isolated from each other with expanded
polystyrene as shown in Fig. 4.11. This is to ensure that the effect of electromagnetic noise
from near by electrical systems is minimized.
The polystyrene also acts as a heat insulator for temperature dependent measurement using
an enclosed heating system. This system consists of a wire wound heater, controlled by a
microprocessor. The controller system is fitted with an LM34 feed back temperature sensor,
which is accurate to ±10C of the set point. The heater control uses a digital implementation
of a proportional integral derivative (PID) scheme, programmed into the microprocessor for
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Fig. 4.11: Double walled box probe station for electrical measurement.
and other external electrical system was found to be negligible. The enclosed box also serves
as a shield to any source of light that may result in photo induced conduction.
The Keithley system was programmed to sweep the bias voltage across the electrodes of
the metal-nanocomposite-metal structures from −200V to 200V in a dual sweep mode,
simultaneously logging current measurement with voltage on a spread sheet. A hold time
of 60 seconds and sweep delay of 1 second was set to allow for current settling after each
sweep. A filter factor of 5 was used, this features allows for taking and averaging over 5
successive current measurement for a given voltage step. I − V characteristics was carried
out at 295K to 363K for the PLIN samples and then at 295K on all the samples. The results
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4.5 Results and Discussion
4.5.1 Assumptions for the determination of carrier transport type.
Fig. 4.12 illustrates the metal-nanocomposite-metal structures on plastic substrate used for
these experiments. The procedure for determining the charge carrier transport in the differ-
ent nanocomposite structure, assumes that the flow of positive current due to application of
a potential difference across the structure is lateral, and current flow through the area pre-
sented by the wall of the electrode only, as illustrated in Fig. 4.12(a). The area for current
flow is 3.5 × 10−7m2, calculated from the average thickness of the electrode t = 70µm and
the width of the electrode W = 5mm.
Fig. 4.12: (a) Schematic diagram of the test structure (b) electrical model of the nanocomposites structure
under electrical bias
A simple illustrative model that can describe the structure of the metal-nanocomposite-
metal structure is shown in Fig. 4.12(b). This assumes a perfectly symmetric back-to-back
diode configuration, with a random connection of resistors and capacitors in between the two
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to result from the contact between the source and drain electrodes and the nanoparticles,
while the resistors model the linear resistance of the nanoparticles measured from one end
to the other, and the capacitors result from the presence of an interfacial layer between a
pair of nanoparticles for example.
The forward current from the drain to source electrode will be hindered by: (1) a barrier at
the contact of the drain to the silicon particles; (2) by insulation resulting from an interfacial
layer at the boundary of the drain/nanocomposite; (3) the impedance resulting from the
random distribution of resistors and capacitors; and finally at the source end, (4) the barrier
presented by the contact of the source electrode to the nanocomposite under forward bias
and the possible insulation layer at the source electrode nanocomposite interface. A complex
combination of charge transport processes may result from a real nanocomposite structure
such as presented in this work. As such, the analysis presented in the following sections will
follow a systematic study of all possible conduction mechanism that may predominate or
coexist. First, the assumption that a particular charge carrier transport process dominates
will be made, and deduction will be based on how well the test of the particular transport
model fits the experimental I − V characteristics. Particularly, the effect of varying the
concentration of the particle on I − V characteristics will be focussed on.
4.5.2 Temperature dependence of the forward I-V characteristics
Temperature dependent I − V characteristics measurement of a metal-semiconductor (MS)
contact is an important method for obtaining information about the different conduction
mechanism that could result due to the MS contact [170, 171, 172]. The thermionic emission
theory (TE) describes the effect of temperature on important Schottky contact parameters
such as Schottky Barrier Height (SBH) and the ideality factor. For an ideal Schottky contact,
the I − V characteristics should have a positive temperature dependence, since the current
transport across the metal-semiconductor interface is a temperature activated process [171].
The presence of series resistance Rs in a Schottky contact and a thin insulator layer at the
MS interface are important parameters that affect the behaviour of MS Schottky contacts.
Usually at low bias voltages, the forward current has an exponential dependence on the
voltage but deviates due to the effect of device parameters, such as the series resistance
when the applied voltage is sufficiently large [173, 174].
Figure 4.13 shows the temperature dependent, forward and reversed bias dark I-V plots
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example, for temperature in the range 295K to 353K in step of 10K (see the Appendix Fig.
A.1 for the 10, 60 and 80 wt.% plots). From the plots, three basic features can be identified:
• Samples PLIN-10-01 and PLIN-30-01 show a positive dependence of the Source-Drain
current on temperature for the entire applied external voltage range, while samples
with particle loading above 50 wt.% show a negative dependence of the source-drain
current on temperature.
• The I −V characteristics for the samples PLIN-10-01 and PLIN-30-01 are fairly linear
for both positive and negative voltages, with two different slopes, while the I−V char-
acteristics of the samples with higher particle loading show a clear nonlinear behaviour.
• The I −V characteristics for forward as well as reverse bias of the structures are fairly
symmetric for all the samples with high particle loading. This is to be expected because
the test structure themselves are symmetrical with similar contacts at each side.
A repeat of the experiment for the another pair of samples prepared from the same inks,
namely samples PLIN-10-02 to PLIN-90-02, shows the same characteristic I − V behaviour,
indicating that the features are not just random but apply in general to this category of
structures.
To examine the temperature behaviour closely, an Arrhenius plot of current on a logarithmic
scale and temperature on a reciprocal scale was plotted for the different samples. Fig. 4.14
shows the Arrhenius plot at a fixed voltage of 150V for the low particle loading (10 and 30
wt.%) and higher particle loading (50 and 90 wt.%) samples. The lower concentration com-
posites exhibited a positive current dependence on temperature, while the composites with
particle loading above 50 show a negative dependence of the current on temperature. The 50
wt.% composite in particularly, exhibited both behaviours, with the negative behaviour being
much more pronounced. A possible interpretation of the temperature dependent behaviour
















into a form from which the Arrhenius plot is derived. Assuming the exponential in V is large
compared to unity,
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Fig. 4.13: Temperature dependent forward and reverse bias I-V characteristics for samples (a)PLIN-30-01,
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Fig. 4.14: Arrhenius plot of current on a logarithmic scale vs. temperature on a reciprocal scale for (a)PLIN-
10-01, (b)PLIN-30-01, (c) PLIN-50-01 and (d) PLIN-90-01 showing a positive temperature dependence of
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at the interface of the metal nanocomposite structure (qV/n  φ). As the temperature
increases the carriers have sufficient thermal energy to overcome any thermally activated
barrier. At higher concentrations the carriers energy is close to or above the barrier height
(qV/n φ), and as such current injection through the reverse biased junction is not due to
thermal activation in this case. The nanocomposite with 50wt.% concentration appears as
the midpoint between the positive and negative temperature activated process as it exhibits
both behaviour.
The obvious change from fairly linear I − V characteristics at 10 and 30 wt.% to nonlinear
behaviour at particle loading above 30 wt.% can be associated with a change in the nature
of transport at certain critical filler concentration c ≈ 50wt.% from transport dominated by
the properties of the matrix to that due predominantly to the Si nanoparticles [18].
Due to this opposite behaviour of the dependence of the I-V characteristic at low and at
high concentrations, it is difficult to compare the different samples based on temperature.
However since the samples must all operate at room temperature, the following sections will
limit the study of the I − V characteristics of the nanocomposites and determination of the
charge transport to 295K, the ambient temperature in the measurement box. In many of the
sections, basic charge transport theories particular to how it applies to the nanocomposites
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4.5.3 Characteristic I-V behaviour at 295K
Fig. 4.15 shows the characteristic forward and reverse I − V behaviour at 295K for seven
different particle loadings of the P type and metallurgical silicon powders, in linseed oil and
acrylic medium.
Considering the linseed oil based nanocomposites, Fig. 4.15(a) and (b), five basic features
can be deduced:
• The I − V characteristics for 10 and 30 wt.% silicon composites are fairly linear, with
a relatively low current compared to particle loadings above 30 wt.%, which exhibit
a characteristic nonlinear behaviour at higher voltages. A comparison of the I − V
characteristics for samples PLIN-xx-01 and MLIN-xx-01 with their respective pairs
PLIN-xx-02 with MLIN-xx-02(see Appendix Fig. A.2), shows a close similarity for
each type, suggesting a fair reproducibility of the I − V behaviour.
• There is an increase in conductivity of the nanocomposite with increasing particle
loading up to a maximum around 70 − 80wt.%. For particle loading above this, the
conductivity reduces to a lower value as shown in the inset for current at 150V.
• As discussed above, the curves are symmetrical in both current directions.
• The maximum measured current for a given voltage is higher for the PLIN system than
the MLIN system.
• Both systems exhibit some hysteresis, as the decreasing (-200 to 200 V in step of 1V)
I − V characteristics do not follow the same path as the increasing (200 to - 200V in
step of -1V).
A similar consideration of the acrylic based nanocomposites, shows that:
• there is an optimal ratio of approximately 30wt.% silicon powder in acrylic for which
the conductance is maximum.
• Similar to the linseed oil based nanocomposites, the acrylic based nanocomposites
exhibit hysteresis in the I − V behaviour.
From the above observations, it is tempting to discuss the characteristics in terms of perco-
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tration Pc, the conductivity scales in the vicinity of Pc as [18]
σ = σo (P − Pc)γ , (4.31)
for values of P > Pc, where γ is the conductivity exponent which is independent of geometry
of the system. Assuming the different binders, linseed oil and acrylic medium, to be perfect
insulators, then the conduction part is formed by the network of Si clusters. For this system
however, the conductivity is observed to reach a maximum at 70 − 80wt.% in the case of
linseed oil, and around 30wt.% in case of the acrylic based systems, after which a further
increase in concentration results in a reduction in conductivity. This suggests a conductivity
type deviating from that predicted by percolation theory, due to some other factors. For
example, for 10 and 30 wt.% nc-Si in linseed oil the I−V characteristic is fairly linear. At this
filler to binder ratio, the fillers (nc-Si) and the different clusters may be isolated from each
other and from the electrodes by interface layers due to the binder as seen earlier in the SEM
micrographs of the composites in chapter 3. From 50 wt.% however, the nonlinear behaviour
of the I − V characteristics suggests a switch of conductivity to one predominantly due to
coupling of the Si clusters. Thus the critical concentration Pc for the linseed based system
is approximately 50wt.%. The reduction in conductivity above 80wt.% may be associated
to reduction in the binding strength of the Si clusters to each other and to the metallic
electrodes due to the reduced binder proportion. In the case of the acrylic based system,
optimum conductivity is reached at 30wt.% and further increase in concentration results in
loss of strength in binding the clusters together, and thus reduction in conductance.
The reason for the improved performance of the P type Si over the metallurgical type Si may
be associated with the initial resistivity of the bulk silicon in both cases. Also the improved
performance of the linseed oil based composite over the acrylic composite may be attributed
to the binding strength of the linseed oil over the acrylic binder resulting in a closed knitted
network of its clusters relative to the open network of clusters in the acrylic composite as
observed in chapter 3. The following sections will test the effect of particle loading on
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Fig. 4.15: Forward and reverse bias I−V characteristics for (a) PLIN-xx-01 (b) MLIN-xx-01 (c) PACR-xx-01
and (d) MACR-xx-01, where xx stands for 10, 30, 50, 60, 70, 80 and 90 wt.% of the silicon powder. The










Section 4.5. Results and Discussion 102
4.5.4 Contribution of charge carrier transport due to thermionic
emission (TE)
The main purpose of an I−V measurement for a typical metal semiconductor structure is to
determine the Schottky barrier height which often reveals the nature of the interface [150].
One of the important parameters that can be extracted from such I − V measurement is
the ideality factor n, which seemingly reveals how well a transport mechanism type matches
thermionic emission at the interface [150].
Assuming a homogeneous Schottky barrier with carrier transport dominated by thermionic
emission, analysis of the experimental forward bias I − V characteristics can in principle be



















A is the area covered by the contact between the metal and nanocomposite, A∗ is the
Richardson constant [150], T is the absolute temperature, φB is the Schottky barrier height
and KB is the Boltzmann constant. The magnitude of Io is usually independent of the
applied potential, and can be derived experimentally from the intercept of a straight line of
a semilog forward I − V plot at V = 0 assuming |IRs|  |KBT/q|. The ideality factor n
can likewise be derived from the inverse of the slope of the semi-logarithmic I − V plot, and









In equation 4.32, Rs is the series resistance from a combination of the bulk nanocomposite
resistivity and the contact resistance at the metal nanocomposite interface. Usually the
forward I − V characteristics for an ideal Schottky contact are linear on a semi-logarithmic
scale at low voltages, but deviate from linearity due to combined effect of series resistance,
interface states, and large applied voltage bias. The series resistance Rs is then apparent in
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[175].
The direct extraction of experimental values of the barrier height φB, ideality factor n, the
saturation current I0 and the series resistance Rs for the metal-nanocomposite structures
used in this experiment, were determined from the forward semilog I-V characteristics at
room temperature (295K) for the selected samples specified above, following procedure as
discussed in [151, 172, 176, 171, 177]. Fig. 4.16 shows the semi-logarithmic I − V plot
for sample PLIN-10-01 and the application of the above method for the extraction of the
parameters φB, n, I0 and Rs as an example.
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Fig. 4.16: Graph of ln(I)−V for PLIN-10-01 used for direct extraction of thermionic emission (TE) param-
eters at (295K).
The ideality factor n was calculated from the slope of a best line of fit for the linear region
at low bias voltage, using equation 4.34, to be n = 928 ± 24. This high value reflects
the departure of the transport from an ideal thermionic emission process, for which n = 1,
suggesting that TE may not be a dominant charge carrier transport process in this particular
device. The saturation current I0 was derived from the intercept of the same line of fit at
V = 0, as I0 = 2.92± 0.04× 10−11A, from which the value of the Barrier Height (BH) was
derived as φB = 0.85eV . The series resistance was calculated from the slope at the high
voltage region 120V < V ≤ 200V , where the effect of series resistance is pronounced, as
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When the series resistance is significantly high, as in the case above, it is not always possible
to discern a linear region in the semi-logarithmic I − V plot. As such various schemes have
been proposed which greatly facilitate the analysis of I − V characteristics by using the low
bias portion of the I − V curves [150]. One of such is the method proposed by Cheung
and Cheung [178] for extracting the series resistance Rs for ideality factor n > 1. This
method was employed for the analysis of the I − V characteristics of the selected samples
for comparison. In this method, a plot of dV/dln(I) vs I from equation 4.32 will yield a
slope equal to the series resistance Rs, and the intercept on the y axis is proportional to the
ideality factor n. Fig. 4.17 shows the application of this method to the I−V characteristics
of sample PLIN-10-01 at 295K. This method yields a lower ideality factor of n = 615 ± 54
but a comparable series resistance of 2.2± 0.1× 1011Ω.
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Fig. 4.17: Graph of dV/dln(I) vs I demonstrating the Cheung and Cheung [178] method for extraction of
series resistance and ideality factor on sample PLIN-10-01 at 295K.
The ideality factor derived from the above plot is then used in the extension [179],








where A∗ = 32A/cm2/K2, the Richardson constant theoretically calculated from the TE
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4.35 can also be expressed as
H(I) = IRs + nφB. (4.36)
A plot of the function H(I) vs I will yield a straight line with a slope equal to the series
resistance and the intercept is a product of the ideality factor and the barrier height. Fig.
4.18 shows the application of this method for the extraction of the barrier height and series
resistance of the sample PLIN-10-01 at 295K. This method yields a barrier height φB =
0.84± 0.07eV and a series resistance of 2.15× 1011Ω. These values are comparable with the
barrier height and series resistance values obtained from the direct method discussed above,
showing that the direct methods may be employed as a satisfactory methods for extraction
of Schottky barrier parameters for this work.
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Fig. 4.18: Graph of H(I) vs I for the extraction of the barrier height and series resistance for sample
PLIN-10-01 at 295K.
The direct extraction method was chosen for the analysis of all the other nanocomposite
samples for the purpose of extraction of the TE parameters at temperature 295K. The
values of the different parameters obtained from the analysis on I−V characteristics for the
different samples are shown in the Appendix A.1
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barrier heights (φB) and the series resistances (Rs). From Fig. 4.19(a), the plot of the derived
ideality factor with concentration, one can observe an effect which depends on the binding
medium, with the linseed oil based nanocomposites exhibiting a sharp drop in ideality factor
from 30 to 50 wt.% particle loading and reaching a minimum at 70 wt.% for MLIN and 80
wt.% for the PLIN. The acrylic based nanocomposite on the other hand, shows relatively
smaller ideality factor values with a sharp drop between 10 and 30wt.% particle loading
in both PACR and MACR nanocomposites. From Figs. 4.19(c) and 4.19(d) the plot of
variation of the derived series resistances with particle loading in the linseed based and
acrylic based nanocomposite respectively, a trend similar to that observed for the variation
of the ideality factor with particle loading was observed. In the linseed oil based composite
as shown in Fig. 4.19(c) for example, the resistances drops sharply to a relatively low value
when the particle loading reaches 50 wt.%, reducing further to a minimum at about 70 - 80
wt.%, corresponding to the minimum in the derive ideality factor shown earlier. Similarly,
the resistance in the acrylic based nanocomposite exhibited a lower series resistance and a
minimum resistance at about 30 wt.% particle loading.
From these observation there is a clear indication that the powder type does not have a
significant effect on the TE parameters. However, the type of binder in which the filler is
embedded has a direct effect on the conduction properties. The governing charge trans-
port process is due to the nanoparticles when concentration reaches 50 wt.% and beyond
in the case of the linseed based nanocomposites, due to their marked change in resistance
value at this particle loading. In the case of the acrylic medium, this marked change in
series resistance value is observed at about 30 wt.%. There appears to be a possible corre-
lation between the ideality factor, a measure of the departure of the transport process from
thermionic emission and the derived series resistance. As the series resistance reduces, the
closer the transport process is to thermionic emission, and thus the high ideality factors
reported earlier may in fact be due to the presence of very high series resistances [150].
The derived SBH as shown in Fig. 4.19(b), for the linseed based nanocomposites shows a
systematic dependence on concentration with a minimum SBH at about 70 and 80 wt.% for
MLIN and PLIN respectively. The values of the derived SBH vary between 0.83 − 0.88eV
for PLIN and 0.84−0.92eV for MLIN. These values are close to 0.87eV , the theoretical SBH
of silver to a moderately doped P type silicon wafer [181]. Similarly, the derived SBH of the
acrylic based nanocomposites increases fairly systematically with increase in concentration,
also lie close to the theoretical value of 0.87eV .
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Fig. 4.19: The effect of particle loading on the derived (a) ideality factors (n), (b) Schottky barrier heights
(φB) (c) the series resistances (Rs) for the linseed based nanocomposites and (d) the series resistances (Rs)
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process to the overall transport process in this system is small but depends largely on the
concentration of Si nanoparticles dispersed in the binder and on the binding strength of the
binder. A linseed oil based nanocomposite matrix shows similarity to the TE process at
concentration of about 70−80wt.%, and the acrylic based matrix at about 30wt.%. It is not
clear from this analysis if one type of silicon nanoparticle performs better than the other,
but it is clear that the acrylic based matrix has an overall better performance in terms of
contribution from the derived series resistances. The closeness of the derived SBH to the
theoretical SBH of silver to a moderately doped P type silicon wafer suggest holes as the
possible carrier type in all the nanocomposites. With this in mind, it is therefore necessary
to determine the contribution from the other transport mechanism by testing the I − V
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4.5.5 Contribution of thermionic field emission (TFE) to charge
carrier transport in silicon nanocomposites
When the current transport is controlled by TFE or tunneling, the relationship between the
current and voltage can be expressed in the low voltage region as [164, 170, 172]



















E00 is the characteristic tunneling energy that is related to the tunneling effect transmission
coefficient given as [149],
















where ND is the total carrier density, m
∗ is the effective mass of the carrier, εs = 11.0ε0 for
silicon and h = 6.626× 10−34Js.
Fig. 4.20 shows a plot of the calculated characteristic tunneling energy using the ideality
factor values from section 4.5.4, versus particle loading for the different nanocomposites.
As seen in the plot, the calculated tunneling energies are higher for the linseed oil based
ink compare to the acrylic based ink at low particle loading, with a maximum of about
E00 = 30.73±0.72eV and E00 = 24.36±0.74eV for PLIN and MLIN respectively at 30wt.%,
compared with the minimum values of E00 = 2.36 ± 0.24eV and E00 = 1.95 ± 0.20eV for
PACR and MACR respectively with same particle loading. As the concentration of nc-Si
powder increases beyond 60wt.%, the characteristic tunneling energy may be reasonably said
to become independent of the particle and binder type, as the tunneling energy for all the
nanocomposites fall approximately at about the same values.
The characteristic tunneling energy E00 for the different inks obviously should have their
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Fig. 4.20: Plots of theoretical calculated tunneling energy E00 dependence on particle loading (concentration)
for the different nanocomposite.
ality factors, since n ∝ E00. The obtained value of the characteristic tunneling energy E00
is a property of the nanocomposite matrix and is an indicator of how efficient thermally
activated tunneling is in this model [150]. As explained in a review by Tung [150], E0 can be
thought of as the amount of band bending for a semiconductor that would yield a tunneling
probability of ≈ 37% at the base of the barrier.
To determine whether thermionic field emission (TFE) or field emission (FE) will predomi-
nate in a giving transport process, the obtained value of E00 is compared with KBT . When
KBT  E00 for a given temperature, then TFE process will dominate. On the other hand,
field emission (FE) process will dominate if E00 > KBT [150]. In this case, for all concen-
trations and type of nanocomposite system considered, E00  KBT . This is suggestive of
a process where the contribution to current transport is due to FE or tunneling [150, 145],
and contributions from thermally activated process like TFE and TE are insignificant.
4.5.6 Contribution of field emission (FE) to carrier transport
A simple model to describe tunneling in a metal-nanocomposite matrix can be illustrated
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nanocomposite interface. Even when the energy of the carrier is lower than the barrier
height, its wave function does not vanish at the interface, but falls off exponentially into the
barrier [182]. There exists a finite probability that electrons from the metal electrode can
travel a short distance into the nanocomposite, and the overlap of the wave function gives
rise to a non resonant tunneling current density.
The simplest model used to describe an I − V characteristic dominated by direct tunneling



































where me is the electron mass, ~ = h/2π is Planck constant, d is the tunneling barrier width,
and α is a unitless adjustable parameter that is introduced to modify the simple rectangular
barrier model or to account for an effective mass (m∗ = α2m) [184].





















and A = 2β
√
2m∗/~2 , m∗ is the effective mass of the electron in the Matrix, ~ is the plank’s
constant and β is a constant having a value β ∼= 1. φ is the average barrier height and d is
the barrier width. From equation 4.42, in the case of qV  φ , the current density J should
be proportional to the applied bias voltage V and independent of temperature.
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If the current is dominated by Fowler-Nordheim tunneling, then a plot of ln(J/E2) vs 1/E
should yield a straight line. The intercept with the y axis and the slope would yield the
values of A and B respectively. Once the values of A and B are known, the value of m∗ and
φ can be estimated from equation 4.46. This plot will exhibit a logarithmic growth in the
low bias regime, i.e. where qV < φ, and as the applied bias increases there is a change from
logarithmic growth to linear decay. The applied bias necessary to effect this change is the
transition voltage (Vtrans), which is related to the barrier height [183, 185].
Fig. 4.21 shows Fowler-Nordheim plots of ln(J/E2) vs 1/E for the different nanocomposite
samples. From Fig. 4.21(a), the PLIN nanocomposites are observed to have a positive slope
for concentration 10 and 30 wt.% particle loading, and above this particle loading, from 50
wt.% upward, the characteristics shows a change from positive slope at high 1/E to linear
decay at low 1/E, with a clear transition point, which depends on the concentration. A
similar trend was observed with the MACR based nanocomposites shown in 4.21(d), for
which the 10 wt.% particle loading shows a positive slope, and all the other nanocomposites
with particle loading above 10 wt.% starting with 30 wt.% exhibit a change from logarithmic
growth at low field to linear decay at higher field, with transition point similarly dependent
on concentration.
On the other hand, the MLIN and the PACR based nanocomposites, shown in Fig. 4.21(b)
and 4.21(c), show the characteristic change from logarithmic growth at low field to linear
decay at higher field with the transition point again depending on concentration for all
concentrations of particles. One other observation from the Fowler-Nordheim plot is that
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The above observations can be interpreted as follows: At the junction of the metal and
nanocomposite, there may arise interfacial region which impedes the flow of current from
the metal into the bulk nanocomposite. When a potential difference is applied across this
junction, ideally a potential gradient of constant slope is created. Fig. 4.22 shows the
schematic of a potential which decays from the metal to the nanocomposite, for example,
with a finite barrier height at the metal insulator interface. The flow of electrons from the
metal to the nanocomposite could be through tunneling either directly from the conduction
band of the metal to the conduction band of the silicon, or they can first emerge in the
insulator LUMO levels and then hop to the Si in the matrix [186].
Fig. 4.22: Energy barrier of a typical Metal/Semiconductor structure with interfacial dielectric layer showing
(a) Direct tunneling and (b) the FOWLER-NORDHEIM tunneling regime,(adapted from [187]).
At relatively low field, when qV < φ, the electron can only tunnel through the entire barrier
width posed by the interfacial dielectric layer as depicted in figure 4.22(a). At high field
a potential gradient appears, thus resulting in an effective barrier width lower than that
posed at low field. Hence, the electron can easily tunnel through at the edge of the potential
barrier. The transition from direct tunneling to field emission occurs at a voltage Vtrans,
required to change the shape of the barrier from trapezoidal to triangular.
Figure 4.23 shows a typical Fowler-Nordheim plot ln(J/E2) vs. E−1 for PLIN-50-01 with the
dashed line indicating the transition voltage required for the change from logarithmic growth
at low field indicating direct tunneling (positive slope region), to linear decay region at higher
field (negative slope region) indicative of field emission, with an estimated transition point
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slope of the FN plot to equations 4.47 and 4.48 respectively [188, 186].
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Fig. 4.23: Typical Fowler-Nordheim ln(J/E2) vs. E−1 for PLIN-50-01 showing characteristics change from
logarithmic growth at low field to linear decay at higher field with an estimated transition point at 16.05eV .
The inset show the linear region at high field.
Application of equations 4.47 and 4.48 for the simultaneous determination of the effective
barrier height and effective mass of carriers in the nanocomposites does not yield phys-
ical values. However, assuming the carriers in the nanocomposite are free electrons, i.e.
(m∗ = mo), from equation 4.48 which relates the slope with the potential barrier, values
of the barrier height for the different nanocomposites was derived (see table A.3). This
was considered preferable to using equation 4.47 for the intercept, because it is less affected
by any offset in the voltage value. Figure 4.24 show the estimated transition voltage and
the estimated barrier height respectively derived from the different slope value for samples
exhibiting transitional region or negative slopes.
From the plots, Vtrans and φFN are observed to have similar dependence on particle loading
or concentration of the fillers in the nanocomposite. For the linseed oil based nanocomposites
for example, comparing 4.24(a) and 4.24(b) for PLIN and MLIN respectively, the value of
Vtrans has a minimum at 70 wt.% and 60 wt.% for PLIN and MLIN inks respectively, while
the value of φFN is minimum at 70 wt.% in both cases. Beyond this concentration the value
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Fig. 4.24: Showing variation of estimated value of Vtrans and Barrier Potentials derived from the negative
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In the case of the MLIN inks, the estimated value of Vtrans for 10 wt.% and 30 wt.% are
83.48V and 66.60V respectively. These are high point compared to the value of Vtrans for
concentration of 50 wt.% and higher as shown in figure 4.24(b). The deduction one could
reasonably make from the above is that, at relatively low concentration namely (10 and 30
wt.% Linseed nanocomposites) for PLIN and MLIN, the transport is dominated by direct
tunneling. For concentration of 50 wt.% nc-Si and above as observed for both PLIN and
MLIN, there is a change from direct tunneling to field emission at relatively lower applied
voltages and barrier height, with the minimum Vtrans = 8.95V , φFN = 1.53meV for PLIN
at 70 wt.% and Vtrans = 8.00V , φFN = 1.48meV for MLIN at 60 wt.%. The only significant
difference is in the 90 wt.% inks where Vtrans for PLIN is almost twice that for MLIN.
The charge injection in this model, to a large extent seems to depend on the concentration
of the particles in the binder rather than the type of particle, as earlier observed in the
thermionic emission model. A similar, deduction can be made when the PACR, 4.24(c) and
MACR, 4.24(d) nanocomposite systems are compared. In this case however the minimum
value of Vtrans is seen at concentration of 30 wt.% for both PACR (Vtrans = 5.00V ) and
MACR (Vtrans = 5.96V ), while the minimum φFN is at 10 wt.% and 30 wt.% for PACR
(φFN = 1.00meV ) and MACR (φFN = 1.11meV ) respectively.
The variation of the estimated Vtrans and derived φFN with concentration can be seen to have
a reasonable correlation with the observed pattern of the variation of series resistance with
concentration, as shown earlier in section 4.5.4. From the analysis above, it is reasonable to
suggest that for all nanocomposite system considered, the contribution of direct tunneling
is pronounced at low voltages, and field emission at high voltages. The transition voltage
from direct tunneling to field emission is strongly dependent on the particle loading or
concentration of nc-Si particle in a given binder, optimum at about 70 wt.% in the linseed
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4.5.7 Contribution resulting from lowering of the columbic po-
tential barrier by the external electric field: Richardson-
Schottky and Poole-Frenkel emission process
Due to the assumed dielectric nature of the interface as well as the bulk silicon nanocompos-
ites resulting from the fabricated metal-nanocomposite-metal structure, a possible electric
field effect in the dielectric matrix may arise. Two basic mechanisms, namely a barrier-
limiting process in the interface of the metal contact to an interfacial insulator, and a bulk-
limiting current through the matrix structure may coexist [189].
Thermally assisted conduction of charged carriers over a lowered columbic potential due to
applied electric field is a notable feature in systems with dielectrics. The conduction could
either be a transition over the barrier presented by the dielectric, i.e Richardson-Schottky
(RS) type conduction, or by a combination of charge carrier release due to ionization of
impurity centres in the dielectric, under the effect of an external electric field [190] and by
thermal emission of carrier from randomly distributed traps to the conduction band (as a
result of lowering of the columbic potential barrier by the external electric field), i.e. The
Poole-Frenkel (PF) effect [191]. For the RS type conduction mechanism, the dependence of
the current density J , on the internal field E in the dielectric, arising from the externally
applied voltage is given by [192, 190, 193]









where A∗ = 1.2× 106A/m2K2 is the Richardson constant (A∗ = 3.2× 105A/m2K2 for hole
transport), q the electronic charge, βRS = (q/(4πεε0))
1/2 is the field lowering coefficient or the
Richardson-Schottky parameter, which is related to the dielectric constant ε of the insulator,
and φRS is the barrier height at the metal-dielectric interface at zero field.
Equation 4.49 also holds for the PF conduction mechanism. In this case however the barrier
φPF is a measure of the depth of a potential well, as oppose to the height of a step in the
RS model. The Poole-Frenkel parameter is related to the Richardson-Schottky parameter
by [190]
βPF = 2βRS. (4.50)
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ionization potential Eg of atoms in a solid by an amount equal to βPF . This results in a field
dependent conductivity given by [194]




where σ0 is the low field conductivity given as






Equation 4.51 may be represented in terms of current density as




where J0 = σ0E is the low field current density and µ is the carrier mobility [194].
From equation 4.49 a plot of ln(J) vs. E1/2 at a constant temperature for predominantly RS
or PF conduction mechanism will result in a straight line with slope equal to qβRS/KBT from
which βRS can be deduced and the intercept to the y axis gives C = ln(AT
2)− qφRS/KBT
or C = ln(AT 2)− qφPF/KBT as the case may be, from which either φRS or φPF is obtained.
Fig. 4.25 shows a plot of ln(J) vs. E1/2 for the four nanocomposite systems considered in
this experiment, assuming that the internal electric field E = V/L, where V is the external
applied potential and L is the electrode separation over the composite. In all the systems,
three field regions can be defined, for which the plot ln(J) vs. E1/2 has an approximate
linear relationship. These regions are classified as (a) low field 0 < E1/2 <≈ 270(V/m)1/2,
(b) medium field 270 < E1/2 <≈ 550(V/m)1/2 and (c) high field 550 < E1/2(V/m)1/2.
By considering the medium and high field regions in Fig. 4.25, where the effect of electric field
on the transport is expected to be pronounced, it is clear that ln(J) changes linearly with
E1/2 to a reasonable degree. In fact, the behaviour shown in Fig. 4.25 cannot be explained
with a constant βRS/PF in the different regions, but it is an electric field dependent parameter.
As explained in [195], the spontaneous value of βRS/PF can be extracted from the slope of
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where the variation of βRS/PF with E is given by [195]
βRS/PF = βoE
−α, (4.55)
with βo and α constants for a given temperature.
The transport in these regions may therefore be associated either with Poole-Frenkel or
Richardson-Schottky conduction mechanism. Using equation 4.49, values for βRS or βPF
and φRS or φRF as the case may be, where separately derived, from the slope and intercept
of a linear fit on plots of ln(J) versus E1/2 at the medium as well as the high field regions
for all the nanocomposites (see Appendix A.4). Using the value of the derived βRS or βPF








To determine how the derived field lowering coefficient βRS/PF and the barrier height/trap
potential φRS/PF values shown in Appendix A.4 vary with the concentration of the filler
in nanocomposites, a plot of βRS/PF and φRS/PF vs. concentration for the nanocomposites
in the higher and medium field region was carried out. Fig. 4.26(a) to Fig. 4.26(b) shows
how the derived field lowering coefficient βRS/PF , varies with the concentration of filler in the
nanocomposites in the higher and medium field regions respectively. In both regions, the field
lowering coefficient appears to increase to some degree with increasing concentration. Since
the barrier lowering factor βRS/PF is related to the dielectric constant of the nanocomposite, it
is reasonable to suggest that the value of βRS/PF is defined by a combined dielectric constant
of silicon and the polymeric binders, and may vary considerably with the proportion of
particles in the matrix.
The derived values of dielectric constants for the nanocomposites using equation 4.56, yielded
very small values compared to the theoretical dielectric constant values for silicon (11.7-12.9)
or linseed oil /Acrylic (3.2-3.5/2.1-3.9). Gaffar et al [195] stated that, in many of the reported
experiments where βRS/PF is derived, it often turns out to be dependent on sample thickness
which precludes the simple interpretation given to it by the model from which the equations
used were derived. The derived dielectric constants were often found to be inconsistent with
the corresponding experimental values measured by other means [195].
The dependence of the derived barrier height/trap potential φRS/PF on concentration for the
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Fig. 4.26: Plots of dependence of (a) βRS/PF derived from the high field region (b)βRS/PF derived from the
medium field region (c) φRS/PF derived from the high field region (d) βRS/PF derived from the medium field
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reveals a clear dependency on concentration of filler and type matrix. The acrylic based
nanocomposites for example PACR, has minimum φRS/PF = 0.70/0.77eV at 30 wt.% for
high and medium field regions respectively while MACR has minimum barrier height/trap
potential φRS/PF = 0.68/0.73eV for high and medium field regions respectively at 10 wt.%.
These concentrations are about the concentration for which the Acrylic samples exhibit
relatively low series resistances and hence best conductance.
Similarly, the linseed oil based nanocomposites namely PLIN and MLIN, exhibit minimum
values of φRS/PF = 0.75/0.82eV and φRS/PF = 0.76/0.82eV respectively at their common
minimum of 70 wt.%, again corresponding to the concentration at which these nanocomposite
exhibits relatively low series resistances. These values of φRS/PF are the energies required
to transfer electrons from the trap level to the conduction band in case of the Poole-Frenkel
process [196] or to surmount a barrier potential in the case of the Richardson-Schoottky
process.
The distinction between the Schottky-Richardson transport process and Poole-Frenkel pro-
cess cannot be established in this case, because the experiment was carried out at 295K
only. From the above, however, it is evident that there is a major contribution of this type
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4.5.8 Evaluation of the contribution from space charge limited
current (SCLC) to the overall transport
In a typical metal-semiconductor-metal system, charges injected from one electrode travels
through the bulk and then emerges at the second electrode. If the rate at which charges
are injected is equal to the rate of motion, then charges do not accumulate. If the mobility
through the bulk is low, which is the case for many dielectric systems, then charges are likely
to accumulate at the interface and in the bulk. The electric field due to the accumulated
charges will influence the conduction process [197].
The I −V characteristics of printed thin film of silicon nanoparticles dispersed in a polymer
binder as described by Ando et al. [18], exhibits varistor-like characteristics, where I ∝ V m.
Such a power law relationship I ∝ V m for which (m > 2), describes a conduction mechanism
influenced by an exponential distribution of traps [164]. To determine the contribution of
the space charge limited current (SCLC) conduction mechanism to the overall charge carrier
transport, a plot of ln(I) vs. ln(V ) was carried out from the I −V characteristics for all the
nanocomposite samples used for the experiment.
Fig. 4.27 shows the concentration dependent plot of ln(I) vs. ln(V ) for the four different
nanocomposites. From their plots, it is clear that there exists a power law dependance of I
on V in the higher voltage regions for all the nanocomposites. The form and concentration
dependence of the plots appears to depend on the matrix type rather than the type of
particles, as seen by the similarity of ln(I) vs. ln(V ) plots for PLIN Fig. 4.27(a) and MLIN
Fig. 4.27(b). Similar correspondence can be seen between the acrylic based structures PACR
Fig. 4.27(c) and MACR Fig. 4.27(d).
For the linseed oil based nanocomposite systems, the plot of ln(I) vs. ln(V ), as exemplified
for sample PLIN-10-01 in Fig. 4.28 plot yields three basic power law regions, A for low bias,
typically for V < 15V , B for intermediate voltage bias 15 < V < 45V and C in the region
45 < V for high voltages. The power law exponent values, mA = 0.20, mB = 0.68 and
mC = 1.15, were derived from linear fits to the three regions identified . A similar approach
was used to derive the power law exponent for all the other concentrations (30 to 90 wt.%).
In the case of the acrylic based system however, the three regions were not observed for all
concentrations, with the first and second regions merged in some of the samples. In sample
PACR-80-01, in particular, only one region appears to exist.
Figure 4.29 shows how the three power law exponents vary with the concentration of particles
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Fig. 4.27: Showing plot of ln(I) vs. ln(V ) for (a) PLIN-XX-01 (b) MLIN-XX-01 (c) PACR-XX-01 and (d)
MLIN-XX-02.For which three or two main regions demarcated by the broken line can be identify.
values in the three field regions which increase with concentration. The region A, has slope
values mA < 1 for all the nanocomposites considered, and describes the path of the I − V
characteristics where the applied bias is lower than the potential barrier presented by the
space charge region, so no appreciable current is able to flow until the applied bias balances
the potential drop, as expressed in equation 4.6. Current transport in this voltage range can
only be due to some form of tunneling or thermionic emission as described above.
For region B, the slope mB is seen to increase from values of about 1 to above 2 for all the
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Fig. 4.28: Plot of ln(I) vs. ln(V ) for sample PLIN-10-01, showing three different slope regions demarcated
by the broken lines with slope values mA, mB and mC calculated from the best line of fit to the three
different linear regions
the PACR composite). This region where the slope of the ln(I) − ln(V ) plots is approx-
imately equal to unity, represents when the applied external potential is just greater than
the potential barrier (qV > φ) presented at the interface and the bulk material. The I − V
characteristics in this region may be approximately represented by an Ohmic conductance





In equation 4.57, assuming holes as the single charge carriers, q is the electronic charge,
µ is the carrier mobility and V is the applied voltage. With the electrode spacing for the







where EF is the position of the Fermi level above the valency band edge and Nv is the density
of states in the valency band.
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Fig. 4.29: Plots of variation of the three slope region with concentrations for (a) PLIN-XX-01 (b) MLIN-
XX-01 (c) PACR-XX-01 and (d) MLIN-XX-02. The broken lines are used over the merged regions.
tration, and increases beyond 2 with increasing particle concentration for all the composites.
For regions where m is about 2, SCLC charge transport can be assumed to be the dominant
conduction process [197]. For such systems, the current density for trap level controlled
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the other different symbols are as previously defined.
The increase in current with voltage for which the power law exceeds 2, is attributed to
the effect of trap filling, when the external applied voltage reaches Vtr, a voltage for which
charge injected from the contact into the nanocomposites for example is sufficient to fill
all the traps presented at the interface or within the bulk, and charge carrier transport
becomes trap filled limited. This voltage Vtr signals a transition from Ohmic to the square
law conductance, and is related to the equilibrium concentration of free carriers, repeated







From figures 4.27 and 4.29 (and Appendix A.5) it is clear that SCLC conduction starts at the
intermediate voltage level and becomes the dominant effect at high voltages. The following
deductions about the contribution of SCLC to the overall charge transport in the high field
or voltages regions can be summarised.
• In the PLIN systems, contribution from SCLC was not observed for external applied
voltages up to 200V for the 10 to 30 wt.% nc-Si in linseed oil. However for a concen-
tration 50 wt.% and above, SCLC contributions (m ≈ 2) were observed at relatively
small applied voltages, while the transport is dominated by trap filled limited cur-
rent (TFLC) (m > 2) from voltages above Vtr which is observed to depend on the
concentration.
• For the MLIN system, contributions from SCLC, and thereafter dominated by TFLC,
was observed for all concentration as m > 2 in the high voltage region for all cases.
• The PACR system also exhibited significant contributions from TFLC as m > 2 for all
concentrations with typical Vtr values lower than in the PLIN and MLIN systems.
• The MACR system also shows a similar contribution from TFLC current at relatively
higher voltages for all concentrations except for 10wt.% where the characteristics did
not exhibit characteristics typical of SCLC even up to maximum voltage of 200V.
From the above observations it is reasonable to suggest that contribution from SCLC and
TFLC is significant in the overall charge carrier transport of the nanocomposites considered
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4.5.9 Contribution from hopping conduction to charge carrier trans-
port in silicon nanocomposites.
Conduction in insulators, nanocomposites or dielectric systems in general, has been shown
to include contributions from temperature dependent hopping mechanism [198, 199, 200].
For systems with marked temperature dependent charge transport, three basic models: (a)
nearest neighbour hopping; (b) Mott’s variable range hopping and (c) Efros-Shklovskii’s
variable range hopping mechanism can be employed to interpret the I − V characteristics
[201].
For a composite system in which the donor sites (in this case silicon nanoparticles) are
randomly distributed in an insulating matrix, nearest neighbour hopping usually involves
charge carrier hopping from an occupied donors to the nearest empty donor site. This is a
process characterised by a temperature dependence of resistivity, given by [201]






where ρ0 is a constant, T is the absolute temperature, and EA is the activation energy. In
the Mott variable range hopping model, the temperature dependence of resistivity is given
by [200]






where v = 1/(d + 1) and d is the dimensionality of the system: T0 is a characteristic








α is the coefficient of decay in the localized state, which is equal to 18 for 3D systems, N(EF )
is the density of states and ξ is the localization length. The Efros-Shklovskii variable range
hopping mechanism is similar to the Mott model, and the resistivity is given by [201]
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where βD is a coefficient which depend on the dimensionality of the system and ε0 and ε are
the permittivity of free space and the dielectric constant of the material respectively.
Fig. 4.30 shows semi-logarithmic plots of the dependence of conductance (σ), versus the
absolute temperature (T ), on particle concentration for the PLIN nanocomposite for which
some temperature dependent I − V characteristics were measured.
From the plots of Fig. 4.30(a) and Fig. 4.30(b) for the 10 and 30 wt.% nanocomposites, one
can see a clear positive linear dependence of log(σ) on the absolute temperature T . For the
three field regions considered, 10V, 50V and 150V, representing the low, medium and high
field regions respectively, the derived slopes, and hence the estimated values of the activation
energy using equation 4.61, all lie in a close range 3.5− 4.5meV for the two samples.
For particle concentration 50 wt.% and above as shown for 50 and 90 wt.% in Fig. 4.30(c)
and Fig. 4.30(d) respectively, the plots of log(σ) vs. T gives a negative correlation. A similar
trend was observed in the Arrhenius plots for these particular concentrations in section 4.5.2.
While hopping mechanism may contribute significantly to the overall carrier transport of the
nanocomposites in the low particle concentration, the behaviour at concentrations above 50
wt.% is clearly due to other processes as it does not satisfy the hopping models. The observed
decreases in conductance at higher concentration with increasing temperature may reason-
able suggest a conduction limited by scattering, as injected carriers traverse the medium
when the nanocomposite reaches the percolation threshold.
From the plot of Fig. 4.30(c) it is reasonable to suggest that the concentration 50 wt.%, is
the transition point between the hopping conduction at low concentration and the possible
scattering limited conductance at high concentrations, as it posses both positive and negative
temperature dependent conductance with a turning point which depends on the field.
However, since hopping conduction has a field dependent property, which relates the current
density with applied potential J ∝ V . This implies that a system with hopping conduction
should exhibit a linear I − V characteristics. From the I − V plots of the systems shown
in Fig. 4.15, one could reasonably suggest that the contribution due to hopping is limited











Section 4.6. Summary of carrier transport mechanism 131
2 9 0 3 0 0 3 1 0 3 2 0 3 3 0 3 4 0 3 5 0 3 6 0
1 E - 9
1 E - 8
 σ @  1 0 V
σ @  5 0 V





P L I N - 1 0 - 0 1
(a)
2 9 0 3 0 0 3 1 0 3 2 0 3 3 0 3 4 0 3 5 0 3 6 0
1 E - 9
1 E - 8
 σ @  1 0 V
 σ @  5 0 V






2 9 0 3 0 0 3 1 0 3 2 0 3 3 0 3 4 0 3 5 0 3 6 0
1 E - 8
1 E - 7
1 E - 6
1 E - 5
 σ @  1 0 V
  σ @  5 0 V






2 9 0 3 0 0 3 1 0 3 2 0 3 3 0
1 0 - 8
1 0 - 7
1 0 - 6
1 0 - 5
  σ @  1 0 V
  σ @ 5 0 V






Fig. 4.30: A semi-logarithmic plots of the dependence of conductance σ versus the absolute temperature T
on particle concentration for the PLIN nanocomposite (a) PLIN-10-01 (b) PLIN-30-01 (c) PLIN-50-01 and
(d) PLIN-90-01.
4.6 Summary of carrier transport mechanism
The test of different transport models generally applied to study metal-semiconductors and
insulator/dielectric systems on the forward I − V characteristics of these nanocomposites
reveals that the carrier injection and transport is determined by two main factors: (1)
the concentration of particles constituting the composite, and (2) the level of external bias
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The nanocomposite systems have a percolation threshold of 70wt.% and 30wt.% for the lin-
seed oil and acrylic based composites respectively. These concentration values give optimum
conductance across the structure. Below the percolation threshold, transport is mainly lim-
ited by the matrix or insulating binding medium. Direct tunneling and field emission (FE)
are major contributors to the transport at low field, while thermally activated processes, such
as hopping and thermionic emission are the major contribution to the transport process at
higher field. Above the percolation threshold, charge transport is through the network of
silicon nanoparticles and injection of carriers through the barrier at the interface of the metal
nanocomposite structure becomes pronounced. This injection of carriers at high field may
be via TFE or FE.
At higher concentrations, the Poole-Frenkel and Richardson-Schottky conduction mecha-
nisms, resulting from barrier limiting process in the interface of the metal contact to an in-
terfacial insulator, and a bulk limiting current through the matrix structure coexist. Charge
transport is by a combination of charge carrier release due to ionization of impurity cen-
tres in the dielectric and thermally assisted conduction of charged carriers over a lowered
columbic potential due to the applied electric field, or it may result from thermal emission
of carrier from randomly distributed traps to the conduction band. A similarly pronounced
contribution due to the accumulation of charges at the interface and by an exponential dis-
tribution of traps in the bulk resulting in a power law relationshipI ∝ V m is pronounced at
concentrations above threshold. The observed transport mechanism is dominated by space
charge limited current conduction at medium applied field where (m > 2) and by trap filled










5. Devices application of silicon
nanocomposites
The electronics industry has up until recently been concern with the further realization of
Moor’s hypothesis, which states that the number of transistors on a single chip (of the same
size) should subsequently double about every two years. Through advances in photolithog-
raphy, and more recently X-ray and electron beam lithography, transistor density and inte-
gration have increased tremendously[202]. However the continuous downscaling of devices
is reaching it’s limit. As the channel length of transistor now approach values comparable
to the wavelength of light, the use of conventional photolithography is simply physically
incapable of a continuous feature size reduction. Excessive heat generation, cross talking
between transistors, low yield and the high cost of technology required to carry out such
nano-fabrication are some of the hurdles toward further level of processor miniaturisation
and integration.
In view of the limitation of photolithography, printed electronics, that defines the printing
of electronics on common media such as paper, plastic, and textiles using standard printing
processes is emerging as a force to be reckoned with for mass produced electronics device
technology [203]. However the future of this emerging industry will dependent largely on
high-performance semiconductor inks [204].
At present organic inks made from conductive polymers, plastics, or small molecules present
serious mobility, stability and cost challenges. As a result, many researches are directed
toward improving these important characteristics, either by the formulation of new organic
semiconductors or from a hybrid of organic/inorganic composites materials. Nanocrystalline
silicon had received great focus as a good candidate for an hybrid organic/inorganic compos-
ites because of the interesting features silicon exhibits as its size reduces to the nanometre
range. As such several companies are developing silicon inks based on nanocrystalline silicon
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5.1 Hybrid organic-inorganic materials for printed elec-
tronics devices
Hybrid materials are potentially very attractive for their electrical properties which result
from a combination of properties of both organic and inorganic materials within a single
molecular-scale composite [205]. Inorganic solids like silicon are bound by strong covalent
bonding, compared to the weak van der Waals attraction in the organic solid state. Thus
combining within a material the desirable electrical properties of an inorganic component
with the ease of processing common to organic materials provides unique opportunities with
respect to the individual components [205].
Inclusion of such silicon nanoparticles in polymeric binders to form an active nanocomposite
inks is aimed at achieving this purpose. These inks may be adapted for printed electronics
through various processes such as screen printing, ink jet printing and transfer printing. Al-
though the level of resolution and registration required by complex electronics is unattainable
by this process, the ease of applying the process for large area, flexible substrates, offers over-
all cost effective solutions in areas like photovoltaics [204]. A possible application of printable
electronics, is in the area of transistor array on flexible substrates. This application is very
cheap because it does not involve expensive vacuum equipment, multiple photolithographic
patterning steps and high-temperature processing [206].
This part of the research presents a procedure for the production of an all printed transistor
on a cheap plastic substrate, applying the silicon nanocomposites developed and charac-
terised earlier, with respect to determining the dominant charge transport in chapter 4, as
the active material in a metal insulator field effect transistor. The steps which include print-
ing of metallic electrodes for electrical connections, printing of a dielectric insulator as well
as the silicon nanocomposites will be explained. The device performance was evaluated by
conducting measurements of the I − V characteristics including measurement of the output
and transfer characteristics in order to determine the transconductance and carrier mobility.
The stability of the devices under electrical stress is also discussed.
5.2 Review of nanocrystalline silicon based transistors
Nanocrystalline silicon (nc-Si), was first reported in 1968, and has raised a great deal of
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regard to its application in photoelectronic and microelectronic devices [207]. Research efforts
in nanoelectronics have been directed at studying electron transport in laterally-defined
nanometre-scale structures in the hope that phenomena might be discovered that could form
the basis for novel electronic devices [208]. This has resulted in a variety of novel nanometer-
scale devices, such as those based on interference phenomena, conductance quantization, and
Coulomb blockade effects [208, 209, 210]. Two main transistor devices that are based on this
approach include: single electron transistors (SETs), which exploit the quantum effect of
tunneling to control and measure the movement of single electrons [211, 212]; and resonant
tunneling transistors (RTTs), which requires a band-edge discontinuity to form a quantum
well [213].
Nanocrystalline silicon has been used as the active layer in conventional thin-film transistor
structures, because of its high mobility and stability features as mentioned earlier. As a
result many methods have been developed for the deposition of nc-Si. Traditionally nc-Si
is deposited via chemical vapour deposition techniques. Commonly used methods include,
hot wire chemical vapour deposition (HWCVD) and plasma enhanced chemical vapour de-
position (PECVD). Typical CVD methods involve the deposition of the nc-Si:H layer from
silane gas at temperatures above 10000C onto glass or silicon substrates [214].
Attempt at low temperature deposition of nanocrystalline silicon thin films, suitable for flex-
ible and inexpensive substrate, often results in amorphous silicon (a-Si:H). In many cases
the resulting amorphous silicon is recrystallized to form nc-Si [214] through other processes
like rapid thermal annealling, laser-induced crystallisation [215] or pulse thermal processing
(PTP) utilizing high-density infrared plasma arc lamps [216]. However it has been demon-
strated that(HWCVD) can be adapted to allow device-quality material deposition of both
hydrogenated amorphous (a-Si:H) and nanocrystalline (nc-Si:H) silicon thin films at sub-
strate temperatures below 3000C [217].
Field-effect transistors based on nanocrystalline silicon can provide a common, inexpensive
method of driving individual pixels in LCD and OLED displays and also for integrating
switching elements and peripheral drivers in high-performance large-area active matrix dis-
plays. Necessary conditions for achieving high frame rates in high-resolution displays in-
clude increased drain currents resulting from high mobility [218, 219]. Thin-Film transistors
(TFTs) based on nanocrystalline silicon (nc-Si) are candidates for such applications because
of their high electron mobilities of up to 150cmV −1s−1 and hole mobilities up to 1cmV −1s−1,
which are much more higher than amorphous silicon [220]. Apart from this nanocrystalline
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illumination common to amorphous silicon and organic semiconductors [221, 222].
5.3 Thick-film deposition and patterning
In order to fabricate electronic devices and connecting circuits, patterning of the semicon-
ducting films is necessary to define the active area of the device [205]. Since the aim is
the combination of organic or hybrid nanocomposites with low-cost and flexible substrates,
this implies that similarly low-cost and low-temperature patterning processes must be de-
veloped [205]. Conventional processes like photolithography, etching, or focused-beam (e.g.,
ebeam,ion-beam, laser-beam) techniques for patterning inorganic thin films are generally
not suitable for hybrid thick films [205]. In general many of the present methods applied for
patterning conventional thick film circuit employ printing techniques. The following subsec-
tions will discuss in general the different printing methods and their applications for thick
film electronics patterning, with particular emphasis on the transfer printing technique.
5.3.1 Printed electronics
Printing is an age old means for producing and reproducing text and images, typically with
ink on paper using a printing press [223]. Because of its efficiency in producing text and
images, over time people have come up with ways of adapting printing for printed electronics
[224]. Initially application was limited to printing of interconnections on a printed circuit
board, and the printing of thick film passive devices like resistors and capacitors. However
the desire to produce active devices and interconnections between them together in a single
printing process is the reason for the new trend of printed electronics [225].
Printing of passive devices, like capacitors for example, may be realized by a simple printing
sequence of conductor ink and insulator ink, followed by another conductor ink. Although
active devices such as light emitting diodes (LED) based on organic semiconductors may be
produced using a similar process, in general the printing of active semiconductor material,
either as solution or colloid of organic and inorganic components, may require further adap-
tation of the printing process. Since printed electronics is compatible with flexible substrates,
microelectronic devices can in principle be produced using or adapting the several well know
printing process, without an expensive clean room setup [226]. Many of the printing pro-
cess considered as candidate for printed electronics include: Offset lithography, flexography,










Section 5.3. Thick-film deposition and patterning 137
• Flexography is classified as a direct printing method where flexible elastomeric printing
plates with a slightly raised image are inked, and the image is then transferred onto
a substrate. This is achieved by creating a positive mirrored master of the required
image as a 3D relief in a rubber or polymeric material [227]. The method of printing
is such that an amount of ink is deposited upon the surface of the printing plate (or
cylinder) using an engraved anilox roll whose texture holds a specific amount of ink.
The print surface then rotates, contacting the print material which transfers the ink
[228]. An all-polymer field effect transistor in which the source and drain electrodes are
printed by using flexographic printing has been reported by Makela et. al.[229]. Since
flexography can be used with a wide range of water and oil based inks, flexography
printing looks promising for the printing of organic and inorganic semiconductor inks.
• Gravure printing is another type of direct printing process which may be adapted for
printed electronics. In this technique the recessed printing image is formed by a raster
of small cups which has been chemically etched or engraved on a metallic surface of a
printing cylinder. During printing the cups are filled with inks while the excess inks
are removed with a doctor blade. A defined amount of ink from inside the cup is
then transferred onto a flexible substrate when brought into direct contact with the
printing cylinder [230]. Many researchers have demonstrated that gravure technique
can be used for electronic device printing. Puetz [230] for example used direct gravure,
for printing a UV-curable indium tin oxide (ITO) nanoparticle patterns on polyethylene
terephthalate and polyethylene naphthalate foils. A review of other applications for
printed electronics can be found in [231, 232].
• Ink Jet printing is a direct non-contact printing method that operates by propelling
variable-sized droplets of liquid onto the substrate [233]. This method holds a greater
promise as a means of device integration offering targeted film deposition. Application
of inkjet for the printing of conducting electrodes to different electronic devices has
been demonstrated by many workers. Similarly, application of high-resolution inkjet
printing of all-polymer transistor circuits has been reported [234, 235].
• Screen printing is probably the oldest method of printing. It is essentially a stencil
process in which the printing ink is forced through open area of a mesh reinforced
stencil resulting in a sharp-edged print on the surface of the substrate [236, 225].
Screen printing, has a great promise in the fabrication of electronic devices because of
the great adaptability of the fabrication process. A major application of screen printing
for printed electronics, is with the development of thin but highly efficient crystalline
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organic semiconductor and with little effort screen printing can easily be adapted for
printing inorganic-organic semiconductor inks the active part of a transistor structure
[239].
• Pad printing is a type of offset gravure printing where an image from the printing plate
is transferred onto a substrate using an elastomer pad. It is an indirect process which
allows printing on otherwise impossible regions of a desired substrate of any shape [240].
Pad printing as been described as an efficient method for patterning the electrodes of
an OFET, with dimensions of about 20µm achievable [241]. For the purpose of this
research, a commercially available pad printer was adapted for printing the metallic
electrode structures of a MISFET. For this reason the principle of operation of this
technique is described in detail below.
5.3.2 Principle of pad printing
The main components of a pad printing process, as described in [242], and shown in Fig. 5.1
include: the printing plate, ink, silicon rubber printing pad, a Doctor blade, and an assembly
of these components either for an automated or manual process.
• Printing Plate: The printing plate (cliche) is generally steel or a nylon photopolymer
material which carries the desired image or structures to be printed. The image are
normally created on the printing plates by chemical etching. Its function is to hold
inks in the etched cavity for later pickup by the pad. To achieve optimum printing
with the pad printer, certain recommendations on the design of the plates must be
considered. For example, the desired image should be at a distance of at least 25 mm
from the outer edge, and centered on the plate. And if long or fine lines are desired,
the image must be at an angle of ≈ 5o − 15o to the blade track as recommended in
[243]. This is to prevent the doctor blade from dipping too low and scooping out too
much ink. For optimal printing an etching depth of 25µm is recommended [243].
• Inks: The most important component in the pad printing process is the ink. Its
properties such as easy workability, long pot life in wells/cups, ease of cleaning, and
best possible adhesion to all objects and material without need of pre-treatment or
subsequent treatment, determine to a large extent the final print quality [242, 243].
Pad printing inks consist of binders, solvents and pigments. The evaporation of the
solvent from the ink is the main mechanism that enables the process to operate. Inks
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– physically drying inks;
– chemically curing inks;
– heat curing inks;
– UV curing inks.
While each ink type has its advantages and application area, the type of ink base chosen
for a print process will depend on one or all of the properties mentioned above. Inks
for printing of electronic devices must be tuned to fulfil the printability requirements
while conserving the electrical features desired of the final print.
• Pad: The purpose of the pad is to receive the image from the cliche, transfer the
ink film to the substrate, and deposit it there. The important requirement for a
pad is that it must be constructed so that it is capable of being bent or flexed or
twisted without breaking, and must guarantee transfer of the image without smudges
or blurring [243]. Printing pads are made of materials such as silicone rubber in a
wide array of shapes, hardnesses and qualities. Pad properties such as size, shape, and
hardness affect printability in many ways, and the choice of a pad will depend on the
size of the area the print should cover and the definition of the final print. A hard pad
for example is suitable for reproducing print well, and has a greater life expectancy
due to its physical stability. However it will not be suitable for printing on fragile or
delicate substrate. Similarly for reproducing corners at an exact angle a soft pad is
required [243].
• Doctor Blade: This is a metal strip used to wipe out excess ink off the image areas
on the printing plate, leaving ink inside the etched areas of the plate. In most cases it
is made from mild steel to enable slight bending as the blade sweeps over the printing
plate.
A pad printing cycle involves six main steps as shown in Fig. 5.2 below. In the starting
position the printing ink is used to flood the image area on the printing plate, covering
the image and filling it with ink. The doctor blade is now moved across the surface of the
printing plate, removing all excess ink and exposing the etched image, which is filled with
ink. The top layer of ink becomes tacky as soon as it is exposed to the air, enabling it to
adhere to the transfer pad and later to the substrate.
The transfer pad then comes over the image and presses down onto the printing plate mo-
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the etched artwork area onto the pad. As the transfer pad lifts away, the tacky ink film
inside the etched artwork area is picked up on the pad. A small amount of ink remains in
the printing plate. The transfer pad then moves away to the desired position on the sub-
strate and compresses down onto the substrate, transferring the ink layer picked up from
the printing plate to the substrate surface. Then, it lifts off the substrate, returning to the
initial position, which completes one print cycle. This process may be repeated depending
on the desired print thickness. Often for fast drying inks, in most cases a one cycle print is
sufficient to give a good imprint [240, 242].
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5.4 Transistor structure
Printing of semiconductor devices like transistors, in most cases employs structures similar
to those used in thin film electronics. A typical thin film transistor (TFT) structure follows
a consecutive deposition of the gate, source and drain electrodes, and also the insulator
and channel materials [222]. Four basic structures, classified by the deposition order of the
structural components, as shown in figure 5.3, have been adopted in TFT fabrication [205].
In the staggered structure the source and drain electrode are the first to be deposited on the
chosen substrate. This is then followed by the active semiconductor layer, the gate dielectric
and then the gate electrode in that order. If this process is inverted, such that the gate
electrode is the first to be deposited, and the other components deposited in the reversed
order of the described staggered structure, then an inverted staggered structure is formed.
In both structures the gate and the source-drain electrode are on opposite sides of the active
semiconductor material and the gate dielectric [205]. In the case of the coplanar structure,
the three electrodes are on the same side of the active semiconductor material, with the
gate dielectric material separating the gate electrode from the source-drain electrode. If the
semiconductor layer is the first to be deposited, then the device is simply refereed to as
coplanar. On the other hand, if the semiconductor is deposited last, then it is referred to as
inverted coplanar. TFT structures are further referred as top-gate or bottom-gate structures
depending on the position of the gate electrode in the structure [245].
While the choice of a particular structure may be determined by ease and convenience of the
fabrication process, the performance of a TFT has been observed in many cases to be depen-
dent on the position of the active semiconductor layer in the assembly [246][179]. For appli-
cations requiring the printing of semiconductor inks on flexible substrates, inverted coplanar
structures may be the preferred choice of structure, mainly because of their simplicity, but
also because the semiconductor ink is printed at the last stage, preventing interaction that
may result in contamination from the print of wet components of the electrode or dielectric.
5.5 Basic TFT operation
The basic function of a field-effect transistor is to modulate the current flowing in a conduct-
ing channel between the source and drain electrodes by means of a variable voltage applied at
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Fig. 5.3: Four types of commonly used TFT structures. Taking from [245]
W , the channel length, L, and the capacitance Cox per unit area of the insulator layer of
thickness d [205]. To describe the current voltage characteristics, we consider a long channel
(low electric field) enhancement type FET as shown in Fig. 5.4. This structure generally
operates in a normally on mode, and current through the channel is either depleted by the
application of a positive gate potential, or enhanced by application of a negative voltage in
case of a P channel device. The reverse is true for an N channel device.
Generally the current voltage behaviour of such a TFT is modeled using the conventional
gradual channel approximation in which a uniform potential drop along the channel is as-
sumed [247]. Under such idealized conditions, the channel charge density Qn(y), at any
y-position is given by [247],
Qn(y) = −Cox ([Vgs − VT ]− V (y)) , (5.1)
where the quantity Vgs − VT is the effective voltage applied to the gate, V (y) is the potential





where εox and d are the dielectric constant and thickness of the insulator layer respectively.
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Fig. 5.4: Schematic diagram of a typical field-effect transistor. W and L are the channel length and width,
respectively and having and an oxide layer as insulator (MOSFET)[205].
divided into the cut-off, linear and saturation regions. In the cut-off region, where Vgs < VT ,
where VT is the threshold voltage, the transistor effectively passes no current and remains
in an off-state irrespective of the drain source voltage Vds applied across the channel. When
the applied drain source voltage Vds is positive but less than the effective voltage applied to
the gate electrode the behavior is ohmic, and this region is described as the linear operating
region. However as Vds increases beyond the effective gate voltage the channel is pinched
off, and as a result the transistor current reaches saturation. Further increase in Vds does
not increase the drain current any further. The two important operating regions namely,
the linear and saturation regions, of a typical TFT are described in detail in the following
subsections.
5.5.1 Linear region
The current flowing in the FET channel for a given drain source potential can be represented
as
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where W is the width of the transistor structure and v(y) is the velocity of the charges in
the channel. Equation 5.3 can be expressed in terms of the electric field as
ID = −WQn(y)µnE. (5.4)












For small Vds value the quadratic term becomes small, and the I − V characteristic is linear




[(Vgs − VT )Vds] . (5.6)
5.5.2 Saturation region
When Vgs > VT and Vds > (Vgs − VT ) are high enough such that the channel is pinched
off, to indicate the lack of channel region near the drain. The drain current is now weakly
dependent upon drain voltage Vds, and controlled primarily by the gate-source voltage. This
characteristic can be modeled very approximately using equation 5.5, which is re-written for














(Vgs − VT )2. (5.8)
5.5.3 Determination of device parameters
The transfer and output characteristics of a TFT, usually derived from I−V characteristics
with variation of gate voltage and fixed drain source voltage, and variation of the drain
source voltage with different gate voltages respectively, are important measurements used
to determines the field effect mobility, threshold voltages, and on/off ratio of a field effect
transistor. The technique for the extraction of the mobility from a transfer curve measure-
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linear region of the transfer characteristic. Extraction of mobility in the saturation region,
assumes approximately a relation between the drain current IDS, the gate voltage VGS and
threshold voltage VT according to equation 5.8.
By plotting I
1/2
DS vs. VGS, i.e. transfer characteristics in the saturation region for which
(VGS > VT ), the value of the field effect mobility and the threshold voltage can be derived
from the slope and intercept of the plot respectively as illustrated in Fig. 5.5 for an a-Si:H
TFT discussed in [205].
Fig. 5.5: A typical transfer Plot of square root of drain current as a function of gate voltage for an a-Si:H
TFT to obtain the field-effect mobility in the saturated region [205].




Ciµ (VGS − VT )VDS. (5.9)
Hence a slope of the plot of IDS vs. VGS taken at a constant VDS in the linear regime is







The capacitance Ci is derived from dielectric measurement typically performed using a par-
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a specified frequency, typically about 50Hz [249].
The on/off ratio is generally obtained from the ratio of the maximum drain current to the
minimum drain current values obtained in a transfer characteristic measurement, and may be
different for different Vds values [249]. Other parameters of interest include the subthreshold
swing, defined as the voltage required to increase the drain current by a factor of 10. This
is given by the maximum slope on a log(Id) vs. Vgs curve in the subthreshold regime [249].
5.5.4 MISFET’s with non ohmic source and drain contacts
In a conventional CMOS FET the source and drain regions are heavily doped to ensure
ohmic contact. In thin film and printed electronics however, FET’s are usually fabricated
on inexpensive and transparent substrates which cannot pass through high temperature
processes. Hence the source and drain contact formation by ion implantation and subsequent
thermal annealing employed in conventional process becomes difficult to achieve in such
FET’s [250]. Direct metallic source and drain contacts combined with a metallic gate can
be easily fabricated using simple low temperature processes with a low manufacturing cost.
Direct metallic contact to the semiconductor channel of the FET will result in a number
of interface structures which ultimately determine the transport of carriers at the interface
and within the channel. In the most common case the contacts between the metal and the
semiconductor will be a Schottky contact, and transistors with such contacts are referred to
as Schottky barrier Source/Drain Transistors (SSDT).
Such a SSDT using CoSi2/Si Schottky contact at both source and drain has been reported
by Zhao et. al. [251], and was found to operate in both inversion and accumulation modes.
Due to the high Schottky barrier heights of such interface, working voltage are usually
very high. Such transistor operation is achieved by the modulation of the transmission
coefficient of carrier through the Schottky barrier height[252]. Where the active material is
a nanocomposite of semiconductor particles in a polymeric binder, interface states at the
junction of the metal-semiconductor matrix may arise as discussed in chapter 4. This has
been shown to give rise to a number of carrier transport characteristics. The operation of
such system in a transistor structure would therefore be one of modulation of the different
probability of the different transport phenomenon present in the structure due to application
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5.6 Experimental Method
The goal of this section is to present a simple technique for producing functional transistors.
The experimental method used to achieve this goal can be divided into two main stages.
The first involves the printing of the inverted coplanar TFT structures using a metallic
and dielectric pastes, and the second stage is the printing of semiconductor nanocomposite
(similar to those developed for the transport analysis in chapter 4) over the channel created
by the source and drain electrodes.
5.6.1 Fabrication of Transistor structures
The inverted coplanar TFT structures is the choice structure for this experiment, two types
a nonconventional and conventional inverted coplanar TFT structures were used. The first
is a printed structure fabricated on a plastic substrate, while the second consists of an oxide
dielectric and vacuum deposited gold source and drain contacts on a silicon wafer donated by
Konarka [253]. This choice is influenced mainly by the ease of fabrication, allowing for the
passive structures namely the gate electrode, gate dielectric and the source-drain contacts to
be fabricated first and finally the nanocomposite overlay on the finished structure. Attempts
to produce the other three types of TFT structures, where the active layer is placed between
at least one of the passive components did not yield a physically good transistor, due to
a chemical reaction of the solvent in the initial passive components composition with the
nanocomposite structure. The other main reason is the availability of a ready made standard
inverted coplanar TFT structures. The two types of structure are described in detail below.
• Printed Transistor Structure: The printed transistor structure consists of a plastic
substrate with the metallic gate, source and drain electrodes and a polymeric gate
dielectric. The material used for the metallic electrodes was the DuPont 5000 silver
paste [169]. Printing of this silver paste was carried out using the pad printing process
on perspex substrates, cut into sizes of 50×50×5mm. Figure 5.6 shows a photograph
of a finished printed transistor structure awaiting the printing of the semiconductor
ink over the channel area. First a printed ”T” shaped gate electrode was printed on
the plastic substrate using the six step procedure for pad printing described earlier.
The width of the line section was measured as 0.32mm, which is just 0.02mm off the
size on the template, showing how accurately the pad printing process can reproduce
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Fig. 5.6: Showing the complete transistor structure. The gate is overlaid with the a dielectric and then the
source and drain contacts
The next step was deposition of the DuPont 8013 dielectric layer over the gate. Using
a stencil, formed from adhesive tape, an open area over the printed gate electrode was
defined. The gate dielectric was then spin coated over the defined area using a home
built spin coater. The spinning speed was not measured as there is no installed speed
monitor on the spin coater. However the spinner was run at a reasonable constant
speed achieved by applying 8V DC to the spinning motor. This ensured spreading out
of the dielectric paste. The rotation was maintained for 5 minutes, long enough to
ensure a relatively thin translucent layer of the dielectric over the gate electrode. The
spun dielectric paste over the gate electrode was then cured in a light box described
in [254] which is fitted with a 400W light bulb acting as source of UV for 48 hours
period.
After curing the dielectric layer appears as a solid translucent layer over the gate
electrode. Using same procedure as for the gate electrode, the source and drain contacts
were then printed over the dielectric layer ensuring that the 0.3mm channel gap between
the source and drain contact centers over the bottom gate ”T” line. The finished
structure was then placed in an oven set at 100oC to cure overnight.
• Konarka Transistor Structure: These transistor structures are shown diagrammat-
ically in Fig. 5.7. The structures are fabricated on a highly n-doped (n ≈ 3×1017cm−3)
silicon wafer, serving as the gate electrode with a thermally grown gate oxide of
230 ± 10nm SiO2. The drain and source are from gold placed over the gate oxide
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Each substrate of area 15 × 15mm2 consist of 16 transistor structures as seen in Fig.
5.7(a). A magnified image of a structure is shown in Fig. 5.7(b). The structures
all have a channel width W = 10mm and channel lengths L = 2.5µm , L = 5µm,
L = 10µm and L = 20µm in groups of four. The contact pad area is 0.5×0.5mm2. To
ensure good and rugged contact needed for electrical connections during characterizing,
a small amount of 5000 series silver paste was painted on each pad.
Fig. 5.7: (a) Schematic of the standard TFT structures donated by Konarka [253], having 16 TFT with
channel width W = 10mm divided into 4 types based on channel lengths L = 2.5µm , L = 5µm, L = 10µm
and L = 20µm respectively. (b) A magnified image of one of the TFT structure.
5.6.2 Deposition of active nanocomposite layer and transistor char-
acterisation
The active layer in the transistor structure consisted of nanocomposites formed by inclusion
of P and N type silicon powders in either linseed oil or acrylic binding medium. Deposition
of the nanocomposite over the channel defined by the source and drain electrode was perform
by (1) drop casting or (2) stencil printing as described in chapter 4. Since the experimental
procedure for each of the three transistor type is different, the analysis for each of the
transistor type will be preceded by a short descriptions of the nanocomposite used, how it
was deposited and the electrical characterisation of the transistor using the Keithley 4200
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5.7 Results and discussion
The performance of a FET may be may be characterised by several parameters such as the
field-effect mobility, on/off ratio, and threshold voltage VT as discussed above. In general,
the minimum parameters required to evaluate a transistor performance as stipulated in the
IEEE standard for organic transistors [249] should also include the physical dimensions of
the transistor structures. In the following subsections, analysis and parameter extraction for
the three types of transistor and the composition of the active layer will be presented.
5.7.1 All printed thick film nanocomposite transistor on plastic
substrate
Table 5.1 and 5.2 show the PLIN and PACR nanocomposite compositions and the physical
parameters of the fabricated transistors respectively. The active layer was formed by drop
casting the respective nanocomposite ink over the channel created by the source and drain
electrode with channel width (W = 300µm) and length (L = 1mm), shown diagrammatically
in Fig. 5.8. The capacitance between the gate and drain-source contact, overlaid by the
different cured nanocomposite was measured directly, with Peak Electronic atlas LRC meter
running at 200KHz, as ≈ 2pF in both case.
Table 5.1: Table showing Ink formulation for first transistors
Silicon P+(2− 5Ωcm)(g) Binder (g) solvent Si wt.% in binder Tag
0.25 0.08 distilled H2O 76 PACR-01
0.25 0.10 Lacquer thinner 71 PLIN-01
Table 5.2: Transistors structure parameters
Structure Gate length Gate width Insulator type Capacitance
Bottom gate 300µm 1mm DuPont 8013 ≈ 2pF
Fig. 5.9(a) shows the output characteristics for one of the acrylic based transistors (PACR-
01), for measurement carried out after about 24 hours fabrication, at a temperature of
295K. The drain source voltage Vds was taken from 0 − 150V in step of 1V , for a positive
gate potential between 0− 100V in step of 20V .
As seen from the plot, when positive potential is applied to the gate electrode, the transistor
become relatively less conductive. Such characteristics are typical of a normally on depletion
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Fig. 5.8: Illustrating the complete transistor structure formed with gate electrode separated from the source
and drain electrodes by a thin polymeric dielectric and then with a drop casted silicon nanocomposites filling
the channel region
channel. As the source drain potential Vds is increased from 0 − 150V , a steep increase in
current IDS, without current saturation was observed. This behaviour is associated with
transistors having non-ohmic drain source contacts [255].
The gate leakage current shown on the same graph, is very small relative to the drain current
and remains roughly constant over the entire gate voltage sweep. The transfer characteristics
of the transistor were taken at three different Vds values as shown in figure 5.9(b) to 5.9(d)
assuming these regions are all within the linear operation regime. The calculated field effect
mobilities and transconductance derived from equation 5.10, and the approximate ION/IOFF
was calculated by dividing the maximum current with the minimum recorded current value
in the transfer characteristic plot. The different parameter values are displayed in table 5.3
for the three different transfer characteristic Vds values.
Table 5.3: Table showing three main parameters derived from the transfer characteristics of PACR-01 at
three different Vds voltages
Vds (V) Transconductance(A/V) Mobility (µ) cm2V −1s−1 ION/IOFF
20 9.06E-13 2.64E-05 1.04
40 2.90E-12 3.26E-05 1.04
60 2.05E-12 1.54E-05 1.04
A re-measurement of the output and the transfer characteristics of the same transistor PACR-
01, was carried out approximately 72 hours from fabrication, this time however, the applied
gate voltages was higher. Fig. 5.10(a) and Fig. 5.10(b) show the output and transfer
characteristics recorded for this device. From the transfer characteristics plot, the transcon-
ductance derived from the slope of the approximately linear region is 2.65± 0.05× 10−12S.
The calculated hole mobility is 2.38± 0.01× 10−5cm2V −1s−1, and the estimated ION/IOFF
of 1.12. The mobility and ION/IOFF values are close to those calculated earlier for a similar
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Fig. 5.9: (a) The output characteristic for PACR-01 transistor operating in normally on depletion mode and
the transfer characteristic for (b) Vds = 20V (c) Vds = 40V and (d) Vds = 60V .
For the linseed oil based transistor PLIN-01, the output characteristics after 72 hours of
fabrication, do not show a clear gate field effect but a systematic increase of the drain-source
current IDS with application of both positive and negative gate field as shown in Fig. 5.11.
Firstly, the behaviour of the transistor is nonlinear, and no saturation of current even at
higher voltages was observed. For voltages VDS less than 100V , the drain-source current
IDS, shows a sublinear behaviour (i.e. the power law dependence of the drain current on
the applied Vds is less than unity) [256, 257]. As discussed in chapter 4, such characteristics
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Fig. 5.10: (a) the output characteristic for PACR-01 transistor operating in normally on depletion mode for
relatively higher gate voltages and (b) the transfer characteristic for Vds = 50V .
semiconductor matrix. Current transport in this regime is dominated by tunneling. As such
the effect of applied gate voltage in this region will be insignificant.
For the region where VDS > 100V , the drain-source current rises steeply with voltage in-
crease, with no indication of current saturation. In this region the effect of applied gate
voltage is relatively well pronounced, particularly for (VDS ≈ 120V ). These effects, though
small, can reasonably suggest that the transistor behaves in a normally on, accumulation
mode operation with negative gate voltages and in an inversion mode with positive applied
gate voltage. Such a trend is typical of organic semiconductor transistors where the type of
interface created at the metal semiconductor junction dictates the polarity of charge trans-
port [258, 255]. In principle both electrons and holes charge carrier transport may occur,
resulting in either n- or p-type conduction or ambipolar operation [258, 255].
Fig. 5.11(c) shows the transfer characteristics for a gate voltage swing from the positive to the
negative half at the VDS range where the modulation is presumed maximum. In this case the
channel may have been induced with electrons as the dominant carrier since positive applied
gate voltages result in a further increase in the drain current for source-drain voltage VDS =
120V . The calculated electron mobility and on/off ratio are 7.81 ± 0.14 × 10−7cm2V −1s−1
and 1.16 respectively. While the on/off ratio is comparable to that of PACR-01 transistor
calculated earlier, the mobility is far lower. The reason for this may be due to the difference
in binder type, or the fact that p type conduction is more favoured than n type conduction
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Fig. 5.11: Output characteristic for PLIN-01,(a) for positive applied gate voltages showing a normally on
accumulation mode behaviour (b) for negative applied gate voltages showing still, a normally on accumu-
lation mode behaviour and (c)Transfer characteristics for PLIN-01, showing a relatively small but definite
enhancement of drain current for positive going gate voltage.
From the forgoing it is reasonable to suggest that the interface of the printed metallic contact
and the two types of drop cast semiconductor nanocomposites plays a vital role in the charge
transport in the transistor channel. The ambipolar behaviour seen for the PLIN-01 transistor
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5.7.2 Thick film nanocomposite transistor formed on standard sil-
icon wafer TFT structures
To compare and determine the characteristics of transistor made from the two main nanocom-
posites used above, the structure on standard silicon wafer TFT structures was employed
for the experiment. The protective layer over the as received TFT structure was removed by
dipping the wafer in acetone for 5 minutes, and the surface with the source-drain contacts
was further rinsed with ethanol. Inks of P-type powder in linseed oil, in a ratio 70 : 30 wt.%,
and in acrylic binder in the ratio 30 : 70 wt.% were produced using the procedure described
in chapter 4. The nanocomposite ink was placed over the entire surface of the wafers cov-
ering the area defined by the source and drain electrodes using a pipette. The wafers were
then held vertically on their edges to allow excess ink to flow off the surface for about 3
minutes. The resulting thick nanocomposite layer on the wafers surface was then allowed to
cure overnight. For electrical characterisation, the base of the wafer was painted with silver
paste to ensure a good gate contact. The transistors, labeled PLIN-02 and PACR-02, based
on the nanocomposite type forming the active layer were then placed in an oven set at 100oC
for 30 minutes to ensure proper contact formation.
Fig. 5.12 shows the output characteristics for PLIN-02, with application of negative gate
voltages (a) and then positive gate voltages (b) for one of the transistors with L = 2.5µm and
W = 10mm. The behaviour seen is similar to the characteristics observed for similar ink for
the all printed transistor structures discussed earlier. However in this case the applied gate
and drain voltages are far lower. Fig. 5.13 shows the output characteristics for transistor
PACR-02 produced with a similar structure as PLIN-02. For the PACR-02 transistor, the
gate bias is limited to VGS = ±20V as the gate oxide broke down for three similar structure
at about VGS > 20V . These plots reveal that the I−V characteristics for both PLIN-02 and
PACR-02 show nonlinear behaviours with a small but systematic effect of the application of
gate voltages on the source-drain current. In the PLIN-02 as well as the PACR-02 transistor
type, for applied source drain voltages |VDS| ≤ 10V (region A) for example in Fig. 5.12(a),
there is no appreciable change of the drain current with VDS voltage change. For |VDS| ≥
10V , however, the current rises steeply without reaching saturation as seen in region B and
C, of the curve. The nonlinear characteristics of the I − V in all cases, suggests either
electric field barrier lowering (Poole-Frenkel transport) or enhanced thermal activation of
carriers from coulombic traps (Richadson-Schottky transport), commonly seen in granular
semiconductor systems [259].
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Fig. 5.12: Output characteristic for (a) PLIN-02, with negative applied gate voltages showing three basic
regions of operation in a normally on accumulation mode behaviour (b) PLIN-02, with positive applied gate
voltages showing relatively small gate voltage effect.
0 - 5 - 1 0 - 1 5 - 2 0
0 . 0
- 5 . 0 x 1 0 - 8
- 1 . 0 x 1 0 - 7
- 1 . 5 x 1 0 - 7
- 2 . 0 x 1 0 - 7
 V g s  =  0 V
 =  - 5 V
 =  - 1 0 V
 =  - 1 5 V





V D S ( V )
P A C R - 0 2L  =  2 . 5 µm
W  =  1 0 m m
(a)
0 - 5 - 1 0 - 1 5 - 2 0
0 . 0
- 5 . 0 x 1 0 - 8
- 1 . 0 x 1 0 - 7
- 1 . 5 x 1 0 - 7
- 2 . 0 x 1 0 - 7
 V g s  =  0 V
 =  5 V
 =  1 0 V
 =  1 5 V





V D S ( V )
P A C R - 0 2
L  =  2 . 5 µm
W  =  1 0 m m
(b)
Fig. 5.13: Output characteristic for(a) PACR-02, with negative applied gate voltages showing similar three
regions of operation and enhancement of the channel current in a normally on accumulation mode behaviour
(b) PACR-02, with positive applied gate voltages showing relatively small enhancement of the channel current
in a normally on accumulation mode behaviour.
for |VDS| ≥ 10V there is a relative enhancement of the drain current with the negative gate
potential, which is less pronounced at even higher VDS (region C in the graph). For positive
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Fig 5.14(a) and 5.14(b) shows a logarithmic plot of the output characteristics of the tran-
sistors. In this representation the curves have linear regions which indicates a power law
dependence I ∝ V n. The dependence of the drain current on the source drain voltage (n),
derived from the slope of the linear regions of the different I − V s, shows n ≥ 2 in all cases
with n generally higher for PLIN-02. Hence the carrier transport in both transistor types are
consistent with Space Charge/Trap Filled Limited Current (SC/TFLC) transport discussed
in chapter 4 [164].
Fig. 5.15(a) and 5.15(b) shows the effect of the applied gate voltages on the slope values
n. From these plots it is seen that for both transistors, the slope reduces with increasing
negative gate voltage. From these observation it is reasonable to suggest that the effect of
negative gate applied voltage on the drain current is due to modulation of the space charge
region and could result from field assisted release of the trapped carriers. However further
study is necessary to verify this hypothesis.





P L I N - 0 2
L  =  2 . 5 µm
W  =  1 0 m m
V g s  =  0 V
 =  - 1 0 V
 =  - 2 0 V
 =  - 3 0 V






l n ( V D S )
I  α V 6 . 5 3
I  α V 2 . 0 7
(a)





 V g s  =  0 V
 =  - 5 V
 =  - 1 0 V
 =  - 1 5 V






l n ( V D S )
P A C R - 0 2
L  =  2 . 5 µm
W  =  1 0 m m
I  α V 3 . 3 2
(b)
Fig. 5.14: Plot of ln(I) vs. ln(V ) for the transistors (a) PLIN-02 and (b) PACR-02 indicating Space
Charge/Trap Filled Limited Current conduction process as the major transport behaviour in the channel of
the transistor.
To determine the field effect mobility for the two transistors, their transfer characteristics
at VDS = −20V were measured. Fig. 5.16(a) and 5.16(b) shows the transfer characteris-
tics respectively for negative to positive and positive to negative gate voltage swings, while
Fig. 5.17(a) and 5.17(b) shows similar characteristics for PACR-02 transistor. The transfer
behaviour shown by these two transistors is typical of an ambipolar transistors [258, 255]
especially with transistor with non ohmic drain and source contacts [251]. For negative ap-
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Fig. 5.15: (a) Showing the variation of the estimated channel current dependence on applied source drain
voltage n, for high channel field on the applied gate voltages for PLIN-02 and (b) PACR-02.
mode. For positive applied gate voltages an induced inversion of carriers favoring electron
transport becomes dominant. The extracted electron and holes mobilities, ION/IOFF and
transconductance values are shown in table 5.4. The result shows a higher mobility value
for PACR-02 than PLIN-02. Although with different ink composition ratios, this trend is
similar to that observed for the printed TFT structures on plastic.
Table 5.4: Table showing the transconductance, holes/electron mobilities and the ION/IOFF values derived
from the transfer characteristics measurement on transistor PLIN-02 and PACR-02
Transistor type gm µ ION/IOFF Carrier
PLIN-02 1.63 E-10 1.38E-07 1.11 holes
PLIN-02 2.06E-10 1.72E-07 1.09 electrons
PACR-02 3.57E-10 2.97E-07 1.04 holes
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Fig. 5.16: Transfer characteristics behaviour for (a) PLIN-02 with gate voltage swing from positive to
negative indicating holes carrier enhancement. (b) PLIN-02 with gate voltage swing from negative to pos-
itive indicating electrons carrier transport enhancement. The slope shown value for all the plots gives the
transconductance from which the field effect mobility and on/off ratios shown in the inset were derived.
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Fig. 5.17: Transfer characteristics behaviour for (a) PACR-02 with gate voltage swing from positive to
negative indicating holes carrier transport enhancement. (b) PACR-02 with gate voltage swing from negative
to positive indicating electrons carrier transport enhancement. The slope shown value for all the plots gives











In this study, a laboratory orbital pulverizer was used in a top-down production process
to fabricate silicon nanoparticles. Morphological studies using scanning and transmission
electron microscopy reveals that the powder consist of a wide range of size and shape. The
most apparent are large faceted particles with sizes between 1µ−3µm, and relatively smaller
particles of sizes 40nm − 100nm. The micrographs for the wafers milled for 1-5 hours,
show that size reduction starts with cleavage of the crystal along preferred orientations,
followed by a gradual attrition of the particle surface toward smaller particle sizes after
about 2 hours of milling. Further milling after about 3 hours, only reduces the number of
the large faceted particles. Similar observations were recorded from examination of milled
metallurgical powder, except that the particles have a generally rounder shape, with no
facets, than the ones from the wafer. Statistical determination of the dependence of the
particle size, shape and size distribution on milling time carried out on the TEM images
of the milled powders, reveals that the particle size distribution with milling time can be
described by a log-normal function, with a median size decreasing with increasing milling
time. A plot of the variation of the average particle size with milling time fits well with a
first order exponential decay model, which was used to evaluate the effective particle size
after very long milling time as about 120nm for the milled wafer.
Compositional study using energy dispersive X-ray (EDX) spectroscopy reveals that the level
of the main contaminants, namely oxygen, iron and chromium remains fairly constant for
the entire duration of the milling. Oxygen appears to be the main contaminant element,
but may however be associated with the initial oxidation of the bulk material, rather than
oxidation during the milling process. This reasoning is supported from the identification
of oxide phases by Raman spectroscopy of the starting materials. Raman spectroscopy of
the powder shows three prominent peaks, with one important one at 520cm−1 which can be
associated with crystalline silicon. The effect of milling time on this peak was observed as
a continuous shift toward lower wavenumber and a broadening of the FWHM from 23cm−1
to 26cm−1. These effects may be due to induced heavy plastic deformation which may have
resulted in a refinement of the microstructure or distortion of the initial ordered lattice.
However, Raman spectroscopy on all the milled P* powder shows that milling induced no
amorphorisation, suggesting that the dominant effect is grain size reduction. Estimation
and variation of crystallite size with milling using Scherrer’s method from X-ray diffraction
data confirms this. Structural analysis using electron diffraction as a compliment to the












above observations clearly show that the process of producing nanoparticles of silicon using
this method has resulted in a structural change from a starting single crystalline wafer to
polycrystalline nanoparticles.
Analysis of the SAXS data using Guinier’s law reveals that the nanocomposites consist of
particles with a broad distribution of sizes heterogeneities, i.e. a polydispersive system, con-
firming the observations of the morphological study. Analysis of the experimental data using
Porod’s law revealed that all the nanocomposite samples formed surface fractal aggregates
with the exception of PLIN and MACR composites which show mass fractal behaviours.
The major contribution of this research is toward understanding the transport mechanism of
charge carriers under electric field, and the dependence of the conduction process on variation
of particle concentration of the composite in a metal-nanocomposite-metal structure. The
main results and conclusion can be summarised as
• The conductance of the nanocomposite was observed to depend largely on the ratio
of nc-Si:Binder used to form the composite. A critical concentration of about 70-80
wt.% nc-Si in the case of the linseed oil based structures and 30 wt.% for acrylic based
structures was observed.
• Using a thermionic emission model for the Schottky barrier between the contact and
the semiconductor nanocomposite, yields values for the diode ideality factors which
are very high. This is associated with a series resistance in the range of 109 ohm. The
values of the derived Schottky Barrier Height (SBH) however, vary between 0.83 and
0.92eV close to the theoretical SBH of 0.87eV between silver and moderately doped
P type silicon. Arrhenius behaviour indicates a thermally activated process at low
concentration, where the ideality factor is high. At high concentration n is lower and
the forward bias diode term dominates. The computed tunneling energy Eoo, derived
from the ideality factors for the different nanocomposite system, show E00 ≥ 100KBT ,
suggestive of a conduction process where thermal activation or field emission process
is significant.
• For relatively low field, when the carrier energy qV < φ, charge injection is dominated
by direct tunneling. As the external applied bias increases there is a characteristic
change from logarithmic growth at low field to linear decay at higher field in the
Fowler-Nordheim (FN) characteristic plot, indicative of a switch to field emission at
higher voltages. The characteristic transition voltage Vtrans and the calculated barrier











conductance. Thus the carrier transport is dominated by direct tunneling at low bias
voltages while field assisted emission contributes significantly to the overall transport
for high bias voltages.
• The presence of hysteresis in the forward as well as reversed biased I−V characteristic
and a non zero current at zero bias voltage, reveals a build up of space charges in
the interfacial as well as the bulk matrix. At intermediate voltage regions 50 < V <
120V , the current can be described in terms of space charge limited current (SCLC)
conduction process. At relatively high voltage all structures with the exception of
PLIN-10-01 and MACR-10-02 structures show a trap filled condition. The contribution
of SCLC at intermediate voltage level and TFLC at high applied voltage bias is a
significant contribution to the overall transport mechanism in this system.
In general the carrier transport mechanism for these nanocomposites depends largely on the
concentration of the particles in the nanocomposite structure, and the electric field across
the structure. At low concentrations the active nanocomposite layer is composed of sparsely
dispersed silicon particles and smaller clusters with open gaps between the different clusters.
Charge transport follows a thermally activated process and is determined mostly by the
binder properties. At and above the percolation threshold the composites then consist of
particles closely parked such that electrical conduction of free carriers is through the path
created by the interconnection of cluster and due to tunneling through the thin wall of binder
material forming the network. The effect of the particle properties such as the crystallinity,
particle size and shape distribution as well as the dopant type and concentration in the
starting material of the powder on carrier transport was not investigated. An extension of
this research work will focus more closely on the contribution of such particle properties on
carrier transport.
I − V output and transfer characteristic measurements on insulated gate field effect transis-
tors fabricated with the nanocomposite as the active layer reveal the following:
• The characteristic I−V behaviours are nonlinear, with no saturation of current for the
entire range of applied Vds voltage. This characteristic has been suggested earlier to
result from the nature of the interface at the metal nanocomposite junction resulting
in field lowering of certain barrier height or field assisted thermal excitation of the
carriers from columbic traps. Charge build up in the bulk composite resulting in
SCLC and TFLC conductance process was also observed. The recorded modulation of
drain current due to applied gate field is due to the modulation of certain probability











• Further investigation reveals that the transistors function as ambipolar devices, with
two different types of carriers type, electron and holes, and the dominance of either is
determined by the sign and swing direction of the gate potential.
In conclusion, transistors with active nanocomposites made from inclusion of nanoparticles
of silicon in linseed oil and acrylic medium respectively have ambipolar behaviours. The
electronic properties of the active nanocomposite is such that transport is governed by other
mechanisms different from drift, and the resulting field effect is due to modulation of the
different transport probability rather than the drifting carrier. The mobilities in these tran-
sistors are still relatively low. As such further study of the transport with emphasis on the
contact types and formation believed to play a major role in the transport is needed to
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Fig. A.1: Temperature dependent forward and reverse bias I-V characteristics for samples (a)PLIN-10-01,
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Fig. A.2: Forward and reverse bias I−V characteristics for (a) PLIN-xx-02 (c) MLIN-xx-02, where xx stands
for 10, 30, 50, 60, 70, 80 and 90 wt.% of the respective silicon powder type, namely P and M in linseed
oil(LIN).
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Fig. A.3: Forward and reverse bias I − V characteristics for (a) PACR-xx-02 (b) MACR-xx-01, where xx












Table A.1: Concentration dependence of the Ideality factor, series resistance and Schottky barrier heights
for (a) PLIN-XX-01 (b) MLIN-XX-01 (c) PACR-XX-01 and (d) MACR-XX-02 at temperature 295K. The
different parameters was extracted using the direct method from a plot of ln(I) versus V for the different
forward dark I-V characteristics.
Concentration (wt.%) Ideality Factor (n) Saturation Current (I0)A Barrier Height φ(eV ) Resistance Ω
10 928.32± 24.32 2.92± 0.04× 10−11 0.85 2.74× 1011
30 1209.87± 28.44 4.06± 0.05× 10−11 0.85 3.35× 1011
50 339.66± 3.96 2.44± 0.07× 10−11 0.86 5.49× 108
60 614.67± 2.96 7.80± 0.01× 10−12 0.89 2.62× 109
70 153.14± 5.40 3.99± 0.34× 10−11 0.85 6.80× 107
80 358.35± 3.23 7.24± 0.19× 10−11 0.83 6.23× 107
90 644.486± 2.90 2.20± 0.04× 10−11 0.86 4.71× 108
(a) PLIN-XX-01
Concentration (wt.%) Ideality Factor (n) Saturation Current (I0)A Barrier Height φ(eV ) Resistance Ω
10 703.75± 25.81 1.03± 0.03× 10−11 0.88 3.40× 1010
30 958.17± 29.41 1.53± 0.03× 10−11 0.87 5.46× 1010
50 209.82± 4.85 7.16± 0.40× 10−12 0.89 4.07× 108
60 174.52± 3.57 1.44± 0.07× 10−11 0.87 1.95× 108
70 215.01± 4.56 6.68± 0.30× 10−11 0.83 1.08× 108
80 290.3± 4.0 4.81± 0.018× 10−11 0.84 8.34× 107
90 340.58± 12.3 1.71± 0.10× 10−12 0.93 2.03× 109
(b) MLIN-XX-01
Concentration (wt.%) Ideality Factor (n) Saturation Current (I0)A Barrier Height φ(eV ) Resistance Ω
10 366.78± 4.07 3.23± 0.08× 10−11 0.85 2.45× 109
30 92.79± 9.23 5.02± 1.62× 10−11 0.84 2.00× 107
50 217.8± 24.67 5.14± 1.41× 10−13 0.97 8.89× 108
60 204.8± 10.71 3.17± 0.54× 10−13 0.97 7.32× 108
70 167.06± 9.56 1.04± 0.16× 10−12 0.94 4.71× 108
80 135.09± 8.82 1.49± 0.429× 10−13 0.99 3.49× 108
90 406.84± 4.63 2.47± 9.66× 10−12 0.92 6.46× 108
(c) PACR-XX-01
Concentration (wt.%) Ideality Factor (n) Saturation Current (I0)A Barrier Height φ(eV ) Resistance Ω
10 249.88± 17.68 2.12± 0.15× 10−9 0.75 6.24× 108
30 76.7± 7.91 1.22± 0.35× 10−11 0.88 8.49× 107
50 139.34± 4.76 2.22± 0.23× 10−12 0.92 4.96× 108
60 324.85± 4.91 2.12± 0.09× 10−12 0.92 1.73× 109
70 175.37± 6.06 1.56± 0.14× 10−12 0.93 1.10× 109
80 169.31± 5.89 5.21± 0.44× 10−12 0.90 4.08× 108












Table A.2: Theoretical calculated characteristics tunneling energy E00 dependence on concentration, and
type of composite.
Concentration Characteristic Tunneling Energy E00 (eV)
PLIN-XX-01 MLIN-XX-01 PACR-XX-01 MACR-XX-02
10 23.60± 0.62 17.89± 0.66 9.32± 0.10 6.35± 0.45
30 30.73± 0.72 24.36± 0.75 2.36± 0.24 1.95± 0.20
50 8.63± 0.10 5.33± 0.12 5.54± 0.63 3.54± 0.12
60 15.63± 0.08 4.44± 0.09 5.21± 0.27 8.26± 0.13
70 3.89± 0.14 5.47± 0.12 4.25± 0.24 4.46± 0.15
80 9.11± 0.08 7.38± 0.10 3.43± 0.22 4.30± 0.15











Table A.3: Table showing derived values for Vtrans and barrier potential derived from the negative slope
value of the Fowler-Nordheim plots for (a)PLIN (b)MLIN (c)PACR and (d)MACR based inks.
Ink concentration of particles (wt.%) Vtrans Barrier Potential φ(meV )
PLIN-10-01 10 NA NA
PLIN-30-01 30 NA NA
PLIN-50-01 50 16.05 1.80± 0.01
PLIN-60-01 60 24.88 2.69± 0.10
PLIN-70-01 70 8.95 1.53± 0.07
PLIN-80-01 80 14.99 2.30± 0.01
PLIN-90-01 90 30.00 2.80± 0.10
(a)
Ink concentration of particles (wt.%) Vtrans Barrier Potential φ(meV )
MLIN-10-01 10 83.48 2.14± 0.18
MLIN-30-01 30 66.60 3.98± 0.38
MLIN-50-01 50 19.05 1.52± 0.06
MLIN-60-01 60 8.00 1.48± 0.07
MLIN-70-01 70 11.00 1.44± 0.07
MLIN-80-01 80 11.00 2.00± 0.09
MLIN-90-01 90 15.98 2.17± 0.11
(b)
Ink concentration of particles (wt.%) Vtrans Barrier Potential φ(meV )
PACR-10-01 10 16.12 0.31± 0.02
PACR-30-01 30 5.00 1.00± 0.07
PACR-50-01 50 10.04 2.13± 0.12
PACR-60-01 60 13.99 2.32± 0.12
PACR-70-01 70 10.00 2.14± 0.11
PACR-80-01 80 NA 2.20± 0.12
PACR-90-01 90 19.02 3.00± 0.10
(c)
Ink concentration of particles (wt.%) Vtrans Barrier Potential φ(meV )
MACR-10-01 10 NA NA
MACR-30-01 30 5.96 1.11± 0.05
MACR-50-01 50 6.16 1.77± 0.10
MACR-60-01 60 11.90 2.38± 0.10
MACR-70-01 70 9.16 2.02± 0.10
MACR-80-01 80 8.12 1.83± 0.08












Table A.4: Table showing the experimental obtained field lowering coefficient βRS/PF , barrier height φRS/PF
and an estimated dielectric constant for different concentration for (a) PLIN (b) MLIN (c) PACR and (d)
MACR nanocomposite.
Conc High field region Medium field region
β × 10−5(V/m)1/2 φ(eV ) diel const (ε) β × 10−5(V/m)1/2 φ(eV ) diel. const (ε)
10 7.86± 0.05 0.84 0.23 12.76± 0.04 0.87 0.09
30 6.74± 0.16 0.83 0.32 9.43± 0.04 0.85 0.16
50 22.91± 0.12 0.82 0.03 41.16± 0.22 0.90 0.01
60 27.36± 0.11 0.90 0.02 37.88± 0.1 0.96 0.01
70 21.28± 0.11 0.75 0.03 35.77± 0.36 0.82 0.01
80 26.82± 0.14 0.79 0.02 39.97± 0.26 0.87 0.01
90 28.3± 0.01 0.86 0.018 43.37± 0.01 0.96 0.01
(a)
Conc High field region Medium field region
β × 10−5(V/m)1/2 φ(eV ) diel const (ε) β × 10−5(V/m)1/2 φ(eV ) diel. const (ε)
10 23.06± 0.16 0.93 0.03 15.18± 0.08 0.89 0.06
30 22.48± 0.16 0.93 0.03 12.61± 0.01 0.88 0.09
50 21.64± 0.11 0.80 0.03 33.41± 0.23 0.86 0.01
60 21.61± 0.16 0.78 0.03 34.88± 0.26 0.85 0.01
70 21.76± 0.11 0.76 0.03 33.83± 0.23 0.82 0.01
80 24.68± 0.11 0.78 0.02 34.67± 0.18 0.84 0.01
90 27.89± 0.13 0.89 0.02 45.71± 0.18 0.99 0.01
(b)
Conc High field region Medium field region
β × 10−5(V/m)1/2 φ(eV ) diel const (ε) β × 10−5(V/m)1/2 φ(eV ) diel. const (ε)
10 14.36± 0.09 0.78 0.07 23.06± 0.18 0.83 0.03
30 19.68± 0.09 0.70 0.04 13.2± 0.29 0.77 0.08
50 27.46± 0.12 0.87 0.02 41.62± 0.33 0.95 0.01
60 28.7± 0.12 0.87 0.02 45.48± 0.34 0.96 0.01
70 25.88± 0.1 0.84 0.02 41.44± 0.38 0.92 0.01
80 28.6± 0.15 0.85 0.02 47.85± 0.42 0.96 0.01
90 30.74± 0.15 0.89 0.02 48.69± 0.34 0.99 0.01
(c)
Conc High field region Medium field region
β × 10−5(V/m)1/2 φ(eV ) diel const (ε) β × 10−5(V/m)1/2 φ(eV ) diel. const (ε)
10 8.11± 0.07 0.68 0.22 15.51± 0.11 0.73 0.06
30 19.98± 0.12 0.74 0.04 37.35± 0.45 0.82 0.01
50 22.3± 0.07 0.81 0.03 40.00± 0.07 0.89 0.01
60 25.6± 0.08 0.87 0.02 39.81± 0.31 0.95 0.01
70 23.21± 0.06 0.83 0.03 36.76± 0.33 0.91 0.01
80 22.88± 0.11 0.81 0.03 38.21± 0.04 0.89 0.01












Table A.5: Table showing variation of slope values for the (a) PLIN (b) MLIN (c) PACR and (d) MACR
systems for the three regions, A, B and C
Conc Low Bias Medium Bias High Bias
mA Range(V) mB Range(V) mC Range(V)
10 0.20 V < 10.81 0.68 10.81 < V < 36.97 1.15 36.97 < V
30 0.16 V < 13.32 0.65 13.32 < V < 64.72 1.03 64.72 < V
50 0.26 V < 6.96 1.70 6.96 < V < 23.57 2.87 23.57 < V
60 0.52 V < 16.28 1.92 16.28 < V < 43.82 3.73 43.82 < V
70 0.72 V < 4.39 1.94 4.39 < V < 12.81 2.68 12.81 < V
80 0.39 V < 8.59 1.92 8.59 < V < 26.31 3.44 26.31 < V
90 0.26 V < 15.64 1.82 15.64 < V < 44.70 4.26 44.70 < V
(a)
Conc Low Bias Medium Bias High Bias
mA Range(V) mB Range(V) mC Range(V)
10 0.47 V < 14.73 0.94 14.73 < V < 83.93 2.46 83.93 < V
30 0.47 V < 26.31 0.94 26.31 < V < 75.94 2.99 75.94 < V
50 0.83 V < 5.05 1.84 5.05 < V < 12.18 2.68 12.18 < V
60 0.45 V < 3.10 1.43 3.10 < V < 8.33 2.72 8.33 < V
70 0.55 V < 5.93 1.79 5.93 < V < 15.48 2.66 15.48 < V
80 0.54 V < 9.21 2.47 8.59 < V < 26.03 3.21 26.03 < V
90 0.86 V < 16.61 2.45 15.64 < V < 30.57 3.71 30.57 < V
(b)
Conc Low Bias Medium Bias High Bias
mA Range(V) mB Range(V) mC Range(V)
10 0.20 V < 3.60 0.61 3.60 < V < 11.71 2.16 11.71 < V
30 − − 1.97 V < 10.70 2.50 10.70 < V
50 − − 0.10 V < 11.82 3.82 11.82 < V
60 − − 0.07 V < 13.87 3.97 13.87 < V
70 − − 0.88 V < 9.68 3.28 9.68 < V
80 − − − − 3.81 0 < V
90 0.75 V < 18.17 2.49 18.17 < V < 28.22 4.21 28.22 < V
(c)
Conc Low Bias Medium Bias High Bias
mA Range(V) mB Range(V) mC Range(V)
10 0.44 V < 3.49 0.84 3.49 < V < 13.743 1.18 13.73 < V
30 − − 1.84 V < 7.92 2.43 7.92 < V
50 − − 1.23 V < 5.75 2.90 5.75 < V
60 0.45 V < 7.93 2.11 7.93 < V < 19.49 3.35 19.49 < V
70 0.93 V < 6.96 2.31 6.96 < V < 14.59 2.98 14.58 < V
80 1.29 V < 8.09 2.37 8.09 < V < 22.08 2.97 29.08 < V
90 0.48 V < 12.81 1.50 12.81 < V < 49.91 3.43 48.91 < V
(d)
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