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Abstract
High-order parametric models that include terms for
feature interactions are applied to various data min-
ing tasks, where ground truth depends on interactions
of features. However, with sparse data, the high-
dimensional parameters for feature interactions often
face three issues: expensive computation, difficulty in
parameter estimation and lack of structure. Previous
work has proposed approaches which can partially re-
solve the three issues. In particular, models with fac-
torized parameters (e.g. Factorization Machines) and
sparse learning algorithms (e.g. FTRL-Proximal) can
tackle the first two issues but fail to address the third.
Regarding to unstructured parameters, constraints or
complicated regularization terms are applied such that
hierarchical structures can be imposed. However, these
methods make the optimization problem more challeng-
ing. In this work, we propose Strongly Hierarchical
Factorization Machines and ANOVA kernel regression
where all the three issues can be addressed without
making the optimization problem more difficult. Ex-
perimental results show the proposed models signifi-
cantly outperform the state-of-the-art in two data min-
ing tasks: cold-start user response time prediction and
stock volatility prediction.
1 Introduction
In the area of data mining, there exist many high-order
parametric models, which explicitly incorporate terms
for modeling interactions between features. In the ap-
plications such as prediction of users’ behavior in social
media [7, 21, 27], movie ratings [20] and stock return
volatility [3], co-occurrence of features can be crucial
to decide the ground truth labels. For example, the
observation that a user retweeted the microblog SIAM
SDM deadlines are approaching. just a moment after
it had been posted can result from the co-occurrence of
the word SDM and the phrase data mining researcher
in the user’s profile. In the case of models including
feature interactions, the problem is to learn a function
that maps features and their interactions to a scalar
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such that a predefined loss function is minimized. In
the most straightforward high-order models (i.e. Poly-
nomial Regression), each feature interaction is modeled
by an independent parameter. This leads to the prob-
lem of high-dimensional parameters. In sparse and high-
dimensional settings where the number of nonzero ele-
ments in each feature vector is much smaller than its
dimension, there are mainly three issues: 1. Expensive
computation: the number of parameters increases expo-
nentially with the order number. 2. Difficulty in esti-
mating high-dimensional parameters with sparse data:
for example, given a pair of features (xi, xj), it requires
enough samples with xixj 6= 0 for reliable parameter
estimation which is not the case in sparse data. 3. Lack
of structure between parameters: it is hard to justify
models where interaction xixj plays an important role
in prediction but neither xi nor xj does.
To address the first two issues, one idea is to learn
sparse models. Approaches such as Lasso [24] and Elas-
tic net [29] were proposed, which apply regularization
terms (e.g. L1 norm of parameters) that can lead to
sparsity. Recently, follow-the-regularized-leader algo-
rithms such as RDA [25] and FTRL-Proximal [13] have
been shown to be effective in producing sparsity for gen-
eralized linear models. Another idea is to develop novel
models that can handle interaction effects with low-
dimensional parameters. Models such as Factorization
Machines (FMs) and ANOVA kernel regression [3, 20]
resolve the first two issues by modeling interaction ef-
fects with low-rank factorized parameters.
As shown in [2,4,11,26], hierarchical structures be-
tween main and interaction effects contribute to models
effectiveness and selection of important features and in-
teractions. To address the third issue, Bien et al. [2]
defined strong and weak hierarchy. Strong (weak) hier-
archy demonstrates that an interaction effect could be
with non-zero weight iff both (one) of the corresponding
linear terms are. They also proposed the Weak Hierar-
chical Lasso where constraints are added to the opti-
mization problem to guarantee weak hierarchy. Then,
in [10], Li et al. mentioned a structured sparsity which
can impose strong hierarchy to their model with a com-
plicated regularization term. However, both methods
mentioned above can limit two types of operations :
applying other regularization or constraints for specific
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purpose (e.g. domain prior knowledge), usage of effi-
cient algorithms which are only applicable for certain
types of loss functions (e.g. convex functions) or reg-
ularizations (e.g. L1 regularization). The facts listed
above motivate us to propose our models. We show
that strong hierarchy can be imposed by adding a con-
text dimension to FMs and ANOVA kernel regression.
Thus, we can address the three issues simultaneously
and leave the optimization problem without extra con-
straints or complicated regularization terms. We list
our contributions as below:
• We propose Strongly Hierarchical FMs and
ANOVA kernel regression where the three issues
mentioned above are addressed without making the
optimization problem more difficult.
• We show that predictions can be made with these
models, time complexity is linear to data dimension
(or average number of nonzero features for sparse
data) and the number of latent dimensions.
• We derive a FTRL-Proximal class algorithm for the
proposed models. Analysis shows that the time and
space complexity of this algorithm is linear to the
feature dimension and the number of latent factors.
• Experimental results show our proposed models
can significantly outperform the state-of-the-art
ones. Moreover, these models can achieve high
sparsity without significant loss of performance.
The remaining of the paper is organized as follows:
we give a brief review of background knowledge in
Section 2. In Section 3, we introduce the proposed
models and some properties of them. We also derive
and analyze an efficient FTRL-Proximal algorithm for
them. Then, we describe the experimental setup and
results in Section 4. Finally, we summarize related work
and conclude this paper in Section 5 and 6, respectively.
2 Background
In this section, we start with the preliminaries. Next,
we describe hierarchical structures amongst parameters.
Finally, we introduce FMs [20] and ANOVA kernel
regression [3].
2.1 Preliminaries Bold uppercase (e.g. W ), bold
lowercase (e.g. x) and lowercase letters (e.g. y) denote
matrices, vectors and scalars, respectively. Subscripts
refer to rows, columns of matrices or elements of ma-
trices and vectors. For example, notations W i,: and
W :,j denote the ith row and jth column of matrix W ,
respectively. Superscripts denote the order number of
kernels (e.g. A2) or the iteration number (e.g. G1:t).
2.2 Factorization Machines and ANOVA kernel
regression Previous work [8, 11, 19] has shown that
augmenting feature vector x with interaction effects
xixj can significantly improve performance of models
in various data mining tasks such as user response
prediction and microblog retrieval. One of the simplest
models which take into account interaction effects is
the polynomial regression (PR). With second-order PR,
predictions are made as follows:
(2.1) yˆPR(x) = b+ 〈ω,x〉+
d∑
i=1
d∑
j=i+1
Wi,jxixj
where ω ∈ Rd, W ∈ Rd2 and d is the dimension of data.
The number of parameters can be O(dm) for mth-order
PR or SVM with polynomial kernel. They are not able
to scale well with high-dimensional data. Moreover,
this can result in models where significant amount of
parameters are fitted only by very few samples because
of data sparsity. Following [2], in this paper, we refer
to linear terms (e.g. 〈ω,x〉) as main effects and second-
order terms (e.g.
∑d
i=1
∑d
j=i+1Wi,jxixj) as interaction
effects. In [20], Rendle proposed FM by factorizing the
parameters for feature interactions W = V V T , where
V ∈ Rd×k and positive integer k  d is the number of
latent factors. FM is defined as:
(2.2) yˆFM (x) = b+ 〈ω,x〉+
d∑
i=1
d∑
j=i+1
〈vi,vj〉xixj
Following [3], ANOVA kernel regression is defined as:
(2.3) yˆA2(x) = b+ 〈ω,x〉+
k∑
f=1
βfA2(V :,f ,x)
where Am(·, ·) is the mth-order ANOVA kernel pro-
posed in [23]. Given vectors a, b ∈ Rd and d > m,
the ANOVA kernel is formally defined as:
(2.4) Am(a, b) =
d∑
i1=1
...
d∑
im>im−1
ai1bi1 ...aimbim
We denote second-order ANOVA kernel regression
model by symbol A2. In [3], it is shown that FM is
a special case of ANOVA kernel regression with β = 1.
2.3 Hierarchical Structures for Parameters
Bien et al. defined strong and weak hierarchy in [2].
Using notations from (2.1), they are defined as:
Definition 2.1. Strong hierarchy: Wi,j 6= 0 ⇒ ωi 6=
0 and ωj 6= 0 Weak hierarchy: Wi,j 6= 0 ⇒ ωi 6=
0 or ωj 6= 0
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Here, we demonstrate the intuition of these two con-
straints by the example given in the introduction. In
prediction of when a given user would retweet a par-
ticular tweet, it is difficult to justify a model which
states that the co-occurrence of the phrase data min-
ing researcher in user profile and the abbreviation SDM
in tweet text is crucial but ignores main effect of ei-
ther of them. In [2], it is shown that weak hierar-
chy can be imposed by adding constraints ||W :,j ||1 <
|ωj | for j = 1, ..., d to the optimization problem with
L1 regularization. where L(y, yˆ) is the loss function and
||W :,j ||1 =
∑d
i=1 |Wi,j |. On the other hand, in [10], Li
et al. mentioned the method to impose strong hierar-
chy to FMs with the structured sparsity regularization
term [16]:
∑d
i=1{[ω2i +||W :,i||22]
1
2 +||W :,i||2}. As shown
above, the optimization problem would become more
challenging if such methods are applied. This is the
main motivation for us to propose our models.
3 Strong Hierarchy with Context Dimension
In this section, we begin with derivation of our proposed
model where strong hierarchy is imposed by incorporat-
ing the context dimension into FM and ANOVA kernel
regression. Then we demonstrate efficient computation
can be done with these models. Finally, we derive and
analyze the per-coordinate FTRL-Proximal algorithm
for our proposed models. Since models such as FM can
be extended to high-order, without loss of generality, we
focus on second-order models in this paper.
3.1 The Proposed Models Here, we propose
Strongly Hierarchical ANOVA kernel regression (SHA2)
and its special case Strongly Hierarchical Factorization
Machines (SHFMs). First, we show how strong hier-
archy of these two models are guaranteed without ex-
tra constraints or regularization terms. In the proposed
models, to create hierarchical structure, parameters for
main and interaction effects are connected by consider-
ing main effects as interactions between features and the
constant context feature (x0 = 1). Then, main effects
become
∑d
i=1〈vi  β,v0〉xix0, where v0 is the context
latent factor. Moreover, we can merge the main effects
into interactions by concatenating the context dimen-
sion (x0, v0) to features and parameters, respectively:
V ′ = [v0,v1, ...,vd] and x′ = [x0, x1, ..., xd]. Finally, we
formulate SHA2 as:
yˆSHA2(x) = b+
d∑
i=0
d∑
j=i+1
〈vi  β,vj〉xixj
= b+
k∑
f=1
βfA2(V ′:,f ,x′)
(3.5)
In [3], authors proved that fitting β can be helpful when
the order number is even. Therefore, we consider both
the cases: the parameter vector β takes constant value
1 (SHFMs); β is estimated as parameters (SHA2).
Proposition 3.1. Strong hierarchy is guaranteed in
parameters of SHFMs with assumptions: 1). v0 6= 0;
2). v0 6⊥ vi , i = 1, ..., d.
Proof. For a pair of features (xi, xj), given 〈vi,vj〉 6= 0,
we can infer that vi 6= 0 and vj 6= 0. Further, we
can conclude 〈vi,v0〉 6= 0 (〈vj ,v0〉 6= 0) by vi 6= 0
(vj 6= 0) and the two assumptions. Therefore, strong
hierarchy is guaranteed by 〈vi,vj〉 6= 0 ⇒ 〈vi,v0〉 6=
0 and 〈vj ,v0〉 6= 0. This means that the interaction
effect between xi and xj will be included in the model
iff both of their main effects are.
We justify the second assumption of Proposition 3.1
by experiments in Section 4 showing the probability
of cases where v0 ⊥ vi and v0 6= 0 is significantly
lower than those with vi = 0. Next, we demonstrate
Proposition 3.2 about the time complexity of making a
prediction with SHA2 (3.5). This follows the conclusion
from [3, 20] that the time complexity of making a
prediction with FMs and A2 can be reduced from
O(kd2) to O(kd).
Proposition 3.2. Time complexity of making a pre-
diction with SHA2 is O(kd).
The proof of Proposition 3.2 can be found in Appendix.
Experimental results showing the linear time complexity
with the proposed models can be found in Section 4. It
worth noting that if xi = 0, no computation is needed
for the dimension i as all terms w.r.t xi would be 0.
Therefore, when the data is sparse, we can write the
right-hand side of (3.5) as:
(3.6)
1
2
k∑
f=1
βf [(
∑
i∈I
Vi,fxi)
2 −
∑
i∈I
(Vi,fxi)
2] + b
where I = {0} ∪ {xi 6= 0, i = 1, .., d}. In this way, the
time complexity can be reduced to O(k ·card(I)), where
card(·) denotes the cardinality of a set.
3.2 Learning SHFMs and SHA2 Because SHFMs
is a special case of SHA2, we focus on learning SHA2.
We only discuss how to learn V ′ as estimating the bias
b and the weight vector for each latent dimension β
is trivial compared to V ′. For the proposed models,
given any loss function L(y, yˆSHA2) convex in predicted
label yˆ, we show that it is also convex along each
element of V ′. This is done through the demonstration
that the model equation of our proposed models is
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affine to each row of the factorized parameter matrix
(Proposition 3.3).
Theorem 3.1. The loss function L(yi, yˆSHA2(x)) is
convex in each element of the factorized parameter
matrix V ′, assuming L(y, yˆ) is convex in yˆ.
We start with demonstration of Proposition 3.3, which
enables us to prove Theorem 3.1 later.
Proposition 3.3. yˆSHA2 is an affine function of
vi, i = 0, 1, ..., d.
Proof. Considering V ′ as variable, we analyze inter-
action effects
∑k
f=1 βfA2(V ′:,f ,x′). In [3], Blondel et
al. concluded that multi-linearity is a key property of
ANOVA kernel, which can be written as:
Am(V ′:,f ,x′) = Vi,fxiAm(V ′¬i,f ,x′¬i) +Am−1(V ′¬i,f ,x′¬i)
where i ∈ {0, 1, ..., d} and ¬i = {0, 1, ..., d} \ i. With
this property, by only considering vi (ith row of the
factorized parameter matrix for interaction effects) as a
variable while other rows as constants we analyze the
second term on right-hand side of (3.5):
k∑
f=1
βfA2(V ′:,f ,x′)
=
k∑
f=1
βf [Vi,fxiA2(V ′¬i,f ,x′¬i) +A1(V ′¬i,f ,x′¬i)]
=
k∑
f=1
βf (afVi,fxi + bf ) = 〈vi, xia β〉+ 〈β, b〉
where af = A2(V ′¬i,f ,x′¬i) and bf = A1(V ′¬i,f ,x′¬i)
are constants. Therefore, xia  b and 〈β, b〉 are both
constants, and yˆSHA2 is an affine function for vi, i =
0, 1, ..., d. This completes the proof of Proposition 3.3.
Proof. As assumed, the loss function L(y, yˆ) is convex
in yˆ (e.g. mean squared error, sigmoid cross entropy
etc.). Then, according to Proposition 3.3, we know
that yˆSHA2 is affine in each row of the factorized
parameter matrix, and thus also affine in each element
(Vi,f ). Hence, the loss function L(yi, yˆSHA2(x; b,V ′))
is a composite of convex and affine functions in every
Vi,f , which implies that L(yi, yˆSHA2(x; b,V ′)) is convex
in each element of the factorized parameter matrix V ′.
This completes the proof.
With Theorem 3.1, we conclude that the loss function
can be optimized efficiently with per-coordinate algo-
rithms. Here, we derive Algorithm 1 to estimate V ′ for
SHA2 based on the FTRL-Proximal algorithm [13,15].
FTRL-Proximal for SHA2. We first derive the Per-
coordinate FTRL-Proximal Algorithm with L1 and L2
Regularization for SHA2. As the tth sample received
by the model, the algorithm plays the following implicit
update:
V ′t+1 = argmin
V ′
(
1
2
t∑
s=1
σs||V ′ − V ′s||22+
G1:t  V ′ + λ1||V ′||1 + λ2
2
||V ′||22)
(3.7)
where G1:t =
∑t
s=1
∂L(yi,yˆA2SH(x′s;b,V ′))
∂V ′
∣∣
V ′=V ′t ,∑t
s=1 σ
s = 1ηt and η
t is the non-increasing learning rate,
we introduce how to compute them later in this section.
Here, we state and prove Theorem 3.2 as below. Theo-
rem 3.2 is an important property of the FTRL-Proximal
algorithm to show its efficiency.
Theorem 3.2. In the unconstrained minimization
problem of (3.7), each factorized parameter V t+1i,f has
a closed form solution.
Proof. To solve Eq. 3.7 for each V t+1i,f in closed form, we
reformulate it as:
V t+1i,f = argmin
Vi,f
(
1
ηti,f
+ λ2)[
1
2
(Vi,f + (
1
ηti,f
+ λ2)
−1zti,f )
2
+(
1
ηti,f
+ λ2)
−1λ1|Vi,f |] + const
(3.8)
where zti,f =
∑t
s=1(g
s
i,f − σsvsi,f ), ηti,f is a hyper-
parameter, namely the per-coordinate learning rate. So
right-hand side of Eq. 3.8 matches the form of the soft-
thresholding operator [5]:
ω∗ = argmin
ω
1
2
(x− ω)2 + λ|ω| =
{
0 |x| ≤ λ
x(1− λ|x| ) otherwise
With x = −( 1
ηti,f
+ λ2)
−1zti,f , λ = (
1
ηti,f
+ λ2)
−1λ1 and
the fact that ηti,f > 0, λ1 ≥ 0 and λ2 ≥ 0 we have:
(3.9) V t+1i,f =

0 |zti,f | ≤ λ1
(λ1sgn(z
t
i,f )−zti,f )
( 1
ηt
i,f
+λ2)
otherwise
where sgn(x) = 1 for x ≥ 0, sgn(x) = −1 for x < 0.
With (3.9), the proof is completed.
Using the chain rule, the gradient is computed as:
gti,f =
∂L(yt, yˆA2SH(x; b,V ′))
∂Vi,f
∣∣∣
x=xt,V ′=V ′t
=
∂L(yt, yˆA2SH)
∂yˆA2SH
∂yˆA2SH
∂Vi,f
∣∣∣
x=xt,V ′=V ′t
=
∂L(yt, yˆA2SH)
∂yˆA2SH
∣∣∣
x=xt,V ′=V ′t
(βfx
t
i〈V ′t¬i,f ,xt¬i〉)
(3.10)
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Algorithm 1 FTRL-Proximal for SHA2
Input: α, β, λ1, λ2
Output: V ′
Init : Z = 0 ∈ R(d+1)×k, N = 0 ∈ R(d+1)×k
1: for t = 1 to T do
2: Receive the sample xt, concatenate it as x′t = [x0,xt],
let I = {0} ∪ {i|xti 6= 0, i = 1, ..., d}
3: for f ∈ {1, 2, ..., k} do
4: for i ∈ I do
5: Compute V ti,f by (3.9)
6: end for
7: end for
8: Compute prediction yˆtA2SH by (3.5) with V
′t
9: Observe label yt
10: for f ∈ {1, 2, ..., k} do
11: Compute 〈V ′t:,f ,x′t〉
12: for i ∈ I do
13: Compute gti,f by (3.10)
14: σti,f =
1
α
(
√
ni,f + (gti,f )
2 −√ni,f )
15: zi,f ← zi,f + gti,f − σti,fV ti,f
16: ni,f ← ni,f + (gti,f )2
17: end for
18: end for
19: end for
As shown in (3.9), ηti,f plays the role of per-coordinate
learning rate which controls the magnitude of V t+1i,f .
Following [15], with positive hyper-parameters α, µ and
γ, we set it as: ηti,f =
α
(µ+
∑t
s=1(g
t
i,f )
2)γ
. Therefore, the
same initial learning rate η0i,f =
α
µγ is used for each co-
ordinate. According to (3.10), gti,f = 0 when x
t
i = 0,
which means that if the ith feature does not occur,
then the gradient of each element in vi is zero. Then,
with the sum of squared gradients in denominator of
ηti,f , the more ith feature is found in training samples
xs(s ≤ t), the smaller ηti,f is likely to be. According
to [10], this imposes Frequency Adaptive Regularization
(FAR) to the learning process. FAR refers to applying
larger learning rate on parameters corresponding to
infrequent features. The FAR method has been shown
to be effective to improve model’s generalized error. To
explain FAR by our running example, we can state that
if an AI has already been familiar with the retweet time
pattern of users who describe themselves as data mining
researcher or tweets related to SDM, it does not demand
drastic changes for further observation with these two
features.
Analysis of Algorithm Here we demonstrate the com-
plexity of Algorithm 1 by the following Proposition.
Proposition 3.4. The time and space complexity of
Algorithm 1 is O(k · card(I)) and O(dk), respectively.
Proof. First, we discuss the time complexity. For each
iteration t, first, elements of V ′t are computed in line
5 by Eq. 3.9 in O(k · card(I)). As given zi,f , ηti,f
and λ1, it takes O(1) to compute each V ti,f . Then,
(3.5) in line 8 also takes O(k · card(I)) as shown in
(3.6). The algorithm computes 〈V ′t:,f ,x′t〉 for each f in
line 11, which overall takes O(k · card(I)). By doing
this, we avoid repeating the computation of 〈V ′t:,f ,x′t〉
in inner loop for each i ∈ I. Finally, similar to line
5, each line from line 13 to 16 takes O(k · card(I))
for all f = 1, ..., k and i ∈ I.With these analysis, we
conclude that the time complexity of Algorithm 1 is
O(7Tk · card(I)) = O(Tk · card(I)) with T iterations.
On the other hand, in terms of space complexity, the two
matrices Z andN need to be stored in memory. Besides
them, in each iteration, implicitly, it also requires to
store V ′t. So, the space complexity of Algorithm 1 is
O(3(d+ 1)k) = O(dk).
It is worthwhile to mention that the space complexity
of Algorithm 1 can not be reduced to O(k · card(I))
because elements in both Z and N accumulate impacts
from xti,∀i ∈ I with t = 1, ..., T where set I can be
different for each iteration.
4 Experiments
In this section, we start with the dataset description
for evaluating the proposed models. Then, we describe
our experimental setup. Finally, we report experimental
results in two aspects: effectiveness, sensitivity analysis.
4.1 Datasets In Table 1, we summarize statistics of
datasets with three quantities: the dimensionality of
data, the number of training and testing samples.
Table 1: Statistics of datasets
Dataset Dimension Training Testing
WDYR (cold-start) 24,025 78,738 9,186
E2006-tfidf 150,360 16,087 3,308
WDYR. We collect the When Do You Retweet (WDYR)
dataset and share a subset of it online1. The WDYR
dataset is a collection of retweets posted from June
to November in 2016 and related user profiles. The
task is to predict how much time it takes for a certain
user to retweet a particular original tweet. In this
dataset, each sample represents a retweet labeled by
tr − t0 where tr and t0 are when the retweet and the
original tweet was posted, respectively. For each user,
we only consider her earliest retweet, given a tweet.
We categorize tr − t0 (in seconds) into five classes:
1goo.gl/7Anpkf
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tr− t0 ∈ (0, 103), tr− t0 ∈ [103, 104), tr− t0 ∈ [105, 106)
and tr − t0 ∈ (106,+∞). A retweet can be considered
as a result from interactions of the user and the original
tweet. Thus, we concatenate the user profile features
and those of the original tweet. User profile includes:
user id, user description, create time, favorite count,
followers count, friends count and tweet count. Tweet
attributes are: original tweet id, original tweet time (t0)
and tweet text. We treat each attribute as a field and
apply one-hot encoding to each field (See Appendix).
The training set consists of retweets from the first 90%
of original tweets. Thus, the task can be interpreted
as predicting tr − t0 for unseen original tweets whose
retweets can only be in testing set. To the best of our
knowledge, this is the first study of cold-start problem
w.r.t. information diffusion.
E2006-tfidf. E2006-tfidf [9] is a subset of the 10K
corpus2 of reports from thousands of publicly traded
companies in the United States. The target is to predict
logarithm scale of stock return volatility (log-volatility)
which is often used in the industry of finance to measure
risk. As log-volatility takes continuous values, this is a
regression task. Features comprise tf-idf of unigrams
and volatility in the past 12 months.
4.2 Experimental Setup In the experiments, for
each iteration, models are trained with mini-batches,
then we evaluate the performance on the complete
testing set. Generalized linear models are trained with
the FTRL-Proximal algorithm for linear models [13,15].
Our proposed models are trained with Algorithm 1. At
the same time, FMs and A2 are trained with a variant
of Algorithm 1 without the contextual dimension. For
hyper-parameters, grid search is carried out. The
domain of grid search for each hyper-parameter is shown
in Appendix.
Loss functions. In the experiments for multi-class
classification, the loss function we use is the softmax
cross-entropy: L(y, yˆ) = −∑ci=1 zilog2(softmax(yˆi))
where yˆi is the output of a model for the ith class,
vector z ∈ {0, 1}c is the one-hot encoding of label y and
softmax(yˆi) =
exp(yˆi)∑c
j=1 exp(yˆj)
. For regression tasks, we
choose mean squared error (MSE) as the loss function:
L(y, yˆ) = 12 (y − yˆ)2.
Evaluation metrics. Micro-F1 and macro-F1 scores
are used vis-a-vis evaluation of model performance
on multi-class classification tasks. They are de-
fined as harmonic mean of micro-average and macro-
average of precision, recall respectively. They are for-
mally defined as: pmicro =
∑c
i=1 TPi∑c
i=1(TPi+FPi)
, rmicro =
2http://www.cs.cmu.edu/~ark/10K/
∑c
i=1 TPi∑c
i=1(TPi+FNi)
, pmacro =
1
c
∑c
i=1
TPi
TPi+FPi
, rmacro =
1
c
∑c
i=1
TPi
TPi+FNi
. where TPi, FNi and FPi refer to
true positives, false negatives, false positives for class i
and c denotes the number of classes. For regression, we
apply root mean squared error (RMSE) and mean ab-
solute error (MAE) to measure the difference between
prediction and ground truth.
Baseline models. In our experiments, we compare our
proposed models, trained with Algorithm 1 against gen-
eralized linear models (logistic regression for classifica-
tion and linear regression for regression), FMs [20] and
A2 [3] on real-world datasets.
4.3 Effectiveness Analysis From this point on, ex-
perimental results are discussed. We start with effec-
tiveness of each model in the prediction tasks for the two
datasets mentioned in Section 4.1. While showing per-
formance of models for multiple epochs, we only com-
pare the best performance of each model, which might
not happen in the same epoch.
WDYR. To evaluate models with the WDYR dataset,
we set hyper-parameters as follows: λ1 = 0.001, λ2 =
0.1, k = 10, α = 0.1, µ = 0.1 and γ = 0.5. Each
model is trained for 10 epochs with batch size set
to 16. As shown in Figure 1a, for macro-F1 scores,
SHFMs and SHA2 outperform FMs and A2 by 0.51%
and 1.00%, respectively. Figure 1b shows that SHA2
is 0.74% better than A2 w.r.t. micro-F1 score. These
improvements are not trivial as A2 only outperforms the
logistic regression by 0.24% in micro-F1 and 0.39% in
macro-F1. Even though FMs can achieve performance
comparable to that of SHFMs measured by micro-F1,
we can conclude that our proposed models outperform
their corresponding baselines for the task of cold-start
prediction of WDYR.
E2006-tfidf. Regarding the E2006-tfidf dataset, hyper-
parameters are set to: λ1 = 0.001, λ2 = 0.001, k = 10,
α = 0.02, µ = 0.1 and γ = 0.5. The training phase
lasts 20 epochs for each model in a mini-batch style
with batch size 64. As shown in Fig. 1c, in terms of
RMSE, SHFMs and SHA2 outperform FMs andA2 with
21.15% and 23.32% less error, respectively. Similarly,
measured by MAE (see Fig. 1d), SHFMs result in
10.83% less error than FMs and SHA2 leads to 11.99%
less error than A2. In brief, for the E2006-tfidf dataset,
the experimental results manifest that our proposed
hierarchical models outperform their counterparts with
unstructured parameters. For the task of predicting
stock return volatility, SHFMs again achieve the best
generalized error. Similar to results in [3], Figure 1
shows that fixing β = 1 leads to better predictions
on testing sets than fitting them as parameters. The
explanation for this could be that fitting the low-
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dimensional vector β increases the chance of overfitting.
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Figure 1: Prediction performance for the two tasks.
4.4 Sensitivity Analysis Experiments are carried
out for understanding how hyper-parameters affect the
proposed models. Experimental results show our mod-
els trained with Algorithm 1 can perform well even with
high sparsity in the study of λ1. In addition, the run
time analysis of models with different k provides justi-
fication for Proposition 3.2 and 3.4. To save space, we
may only report the experimental results for one of our
proposed models on one of the datasets, because similar
results are yielded by experiments for the other model
or dataset.
The scale of L1 regularization (λ1). The scale of
L1 regularization (λ1) in Algorithm 1 plays the role
of making trade-off between minimizing training loss
and maximizing model sparsity. As shown in (3.9),
given a certain co-ordinate (i, f) and a sample xt, if
|zti,f | is smaller than λ1, the corresponding parameter
V ti,f would become zero after the update. Therefore,
as the value of λ1 increases, the proposed models
become sparser. To study the influence of λ1, we train
our proposed models with various values of λ1 (see
Appendix).We set other hyper-parameters as described
in 4.3. By results shown in Table 2, we find that SHFMs
and SHA2 trained with Algorithm 1 can be both sparse
and effective. In detail, for the WDYR dataset, SHFMs
and SHA2 achieve the best testing error with sparsity
equal to 0.631 and 0.704, respectively. Then again, for
the E2006 dataset, even if the models that achieve the
best RMSE and MAE on the testing set are dense. The
very sparse SHFMs (0.999 sparsity) and SHA2 (0.937
sparsity) do not cause significant increase in RMSE or
MAE on testing samples.
The number of latent dimensions (k). The value of k
can affect the proposed models in terms of both effec-
tiveness and efficiency. To study impact of k for the
proposed models, we fix other parameters as mentioned
in 4.3 and carry out a series of experiments with differ-
ent values of k. Training loss, testing errors and GPU
time per epoch are measured for each value of k. Each
epoch includes training with all training samples and
testing on both training and testing sets. Intuitively, as
the number of latent dimensions increases, the functions
that can be represented by both SHFMs and SHA2 be-
come more abundant. Thus, the minimal training loss
that our proposed models can reach within a certain
number of epochs becomes smaller. But this also leads
to more expensive computation and may cause the prob-
lem of overfitting. The experimental results in Fig. 2
shows that with larger number of latent dimensions,
the proposed models deliver smaller training loss, test-
ing RMSE and MAE. However, it is shown that larger
value of k can also cause overfitting. For the cases of
k = 20 and k = 50, while the training loss is still drop-
ping, the testing error (measured by RMSE and MAE)
starts to increase after several epochs for both proposed
models. In Table 3, we show that the relationship be-
tween k and GPU time per epoch is close to linear. This
supports Proposition 3.2 and 3.4.
In addition, we monitor whether the assumptions of
Proposition 3.1 are held for each value of λ1 and k in
grid search (see Appendix) and find the probability of
cases with either v0 = 0 or vi ⊥ v0,vi 6= 0 is negligible
compared to that of vi = 0 which can reach more than
0.999 when λ1 is large. Therefore, these observations
provide justification for our assumptions.
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Figure 2: The impact of the number of latent dimen-
sions (k) on training loss, RMSE and MAE of SHFMs
and SHA2 for E2006-tfidf dataset.
Copyright© 20XX by SIAM
Unauthorized reproduction of this article is prohibited
Table 2: Sparsity and Performance with Various λ1
(a) WDYR dataset
Model λ1 Sparsity Loss Mic-F1 Mac-F1
SHFMs
10−5 0.630 0.331 0.792 0.776
10−4 0.631 0.337 0.801 0.787
10−3 0.854 0.839 0.758 0.728
10−2 0.999 1.550 0.593 0.500
SHA2
10−5 0.631 0.604 0.793 0.777
10−4 0.704 0.651 0.798 0.781
10−3 0.999 1.550 0.593 0.500
10−2 0.999 1.550 0.593 0.500
(b) E2006 dataset
Model λ1 Sparsity Loss RMSE MAE
SHFMs
10−3 0.003 1590.85 0.384 0.466
10−2 0.018 1591.93 0.385 0.466
0.1 0.137 1591.69 0.385 0.466
1.0 0.582 1596.32 0.386 0.467
10.0 0.999 1632.87 0.386 0.470
100.0 0.999 7738.07 2.561 1.509
SHA2
10−3 0.002 1619.3 0.386 0.467
10−2 0.023 1619.3 0.387 0.467
0.1 0.192 1620.12 0.387 0.467
1.0 0.675 1627.47 0.388 0.468
10.0 0.937 1650.46 0.390 0.470
100.0 0.995 1732.65 0.423 0.493
Table 3: GPU Time per Epoch for different values of k
SHFMs SHA2
k WDYR E2006 WDYR E2006
5 49.58 5.23 50.53 5.42
10 76.51 7.13 67.82 7.28
20 142.49 16.97 130.50 18.09
50 337.44 38.87 342.54 39.54
5 Related Work
Factorization Machines and ANOVA kernel re-
gression. In [20], Rendle proposed FMs and showed
that it can outperform SVM and PITF [22] in var-
ious tasks. Variants of FMs have been shown to
be effective and efficient in click-through rate predic-
tion [8,10,18], recommendation systems [12,17] and mi-
croblog retrieval [19]. Recently, Blondel et al. [3] showed
that FMs belong to the class of ANOVA kernel regres-
sion.
Hierarchical structures in parameters. In [4],
Choi et al. extended Lasso [24] with element-wise L1
regularization for imposing strong hierarchy. In [2],
Bien et al. justified weak hierarchy with assumption
that a feature is not any more special than its linear
transformation. They also proposed to guarantee weak
hierarchy with constraints. But this method is limited
to L1 regularization. Similarly, Zhong et al. [26]
proposed constraints for strong hierarchy and solvers for
L1, L2 and L∞ regularization. In [10], Li et al. treated
strong hierarchy in FMs as an instance of structured
sparsity [16] and mentioned the method which adds
a complicated regularization term. However, solving
these optimization problems with these constraints or
complicated regularization terms are challenging.
Online sparse learning. In [28], Zinkevich et al. showed
that online gradient descent can be considered as a
special case of mirror descent [1], which states the closed
form update implicitly as an optimization. Following
this, regarding learning sparse models for large-scale
data, algorithms such as COMID [6] and FTRL class
algorithms are proposed. In [13, 14], FTRL-Proximal
is claimed to be the most efficient algorithm amongst
them in terms of producing sparsity.
6 Conclusion
In this work, we propose SHFMs and SHA2, where
strong hierarchy is imposed without extra constraints
or complicated regularization terms. A FTRL-Proximal
algorithm is also derived for learning these models.
Analysis and experiments are done to show that it only
takes linear time and space complexity to train the
models with the algorithm or make a prediction with
the models. Evaluated with two data mining tasks, we
conclude that the proposed models outperform FMs, A2
and the generalized linear models. Furthermore, our
models can reach high sparsity without significant loss
of performance when trained by the algorithm we derive.
For future work, we plan to apply these models to other
challenging data mining tasks such as recommendation
systems and heterogeneous data mining.
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