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Abstract
We study the bilinear fractional integral considered by Kenig and Stein, where
linear combinations of variables with matrix coefficients are involved. Under more
general settings, we give a complete characterization of the corresponding parameters
for which the bilinear fractional integral is bounded from Lp1(Rn1) × Lp2(Rn2) to
Lq(Rm).
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1 Introduction and The Main Result
The multilinear singular integral operators have been widely studied since Coifman and
Meyer’s pioneer work [6]. Christ and Journe´ [5], Grafakos and Torres [12] developed the
theory of multilinear Caldero´n-Zygmund operators. Lacey and Thiele [17, 18] proved the
boundedness of the bilinear Hilbert transform.
In this paper, we focus on the bilinear fractional integral studied by Kenig and Stein
[14], Grafakos and Kalton [7, 10], Grafakos and Lynch [11]. Recall that for 0 < λ < 2n,
f1 ∈ L
p1(Rn) and f2 ∈ L
p2(Rn), the bilinear fractional integral of (f1, f2) is defined by∫
R2n
f1(y1)f2(y2)dy1dy2
(|x− y1|+ |x− y2|)λ
.
It was shown in [14, Lemma 7] that the bilinear fractional integral is bounded from Lp1×Lp2
to Lq when the indices satisfy certain conditions. We refer to [1–4,13,16,19–21] for some
recent advances on the study of bilinear fractional integrals.
Komori-Furuya [15] gave a complete characterization of the indices for which the mul-
tilinear fractional integral is bounded. Here we cite a bilinear version.
Proposition 1.1 ( [15]) Suppose that 1 ≤ p1, p2 ≤ ∞, 0 < λ < 2n and 1/p1 + 1/p2 =
1/q + (2n − λ)/n. Then the norm estimate∥∥∥∥
∫
R2n
f1(y1)f2(y2)dy1dy2
(|x− y1|+ |x− y2|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2
is true if and only if
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(i) either 1 < p1 <∞ or 1 < p2 <∞,
(ii) the index q satisfies


max{p1, p2} ≤ q <∞, if min{p1, p2} = 1,
min{p1, p2} < q <∞, if max{p1, p2} =∞,
0 < 1/q < 1/p1 + 1/p2, if 1 < p1, p2 <∞ and 1/p1 + 1/p2 < 1,
0 ≤ 1/q < 1/p1 + 1/p2, if 1 < p1, p2 <∞ and 1/p1 + 1/p2 ≥ 1.
Kenig and Stein [14, Remark 10] studied the multi-linear fractional integral of the
following type,
I(f1, . . . , fk)(x) =
∫
Rnk
f1(l1) . . . fk(lk)dy1 . . . dyk
(|y1|+ . . .+ |yk|)λ
,
where
li := li(y1, . . . , yk, x) =
k∑
j=1
Ai,jyj +Ai,k+1x
are linear combinations of y1, . . . , yk, x ∈ R
n, Ai,j are n× n matrices such that
(i) For each 1 ≤ i ≤ k, Ai,k+1 is invertible,
(ii) The nk × nk matrix (Ai,j)1≤i,j≤k is invertible.
They showed that when 1 < pi ≤ ∞, 0 < q <∞, 0 < λ < kn and
1
p1
+ . . . +
1
pk
=
1
q
+
kn− λ
n
,
I(f1, . . . , fk) is bounded from L
p1 × . . . × Lpk to Lq.
In this paper, we focus on the bilinear case. Denote
A =
(
A1,1 A1,2
A2,1 A2,2
)
and y =
(
y1
y2
)
.
As in [14], we suppose that A is invertible. By a change of variable of the form y → A−1y,
we get
I(f1, f2)(x) =
∫
R2n
f1(A1,1y1 +A1,2y2 +A1,3x)f2(A2,1y1 +A2,2y2 +A2,3x)dy1dy2
(|y1|+ |y2|)λ
≈
∫
R2n
f1(y1 +A1,3x)f2(y2 +A2,3x)dy1dy2
(|y1|+ |y2|)λ
=
∫
R2n
f1(y1)f2(y2)dy1dy2
(|A1,3x− y1|+ |A2,3x− y2|)λ
.
It follows from [14, Remark 10] that I(f1, f2) is bounded from L
p1 ×Lp2 to Lq when both
A1,3 and A2,3 are invertible and the indices satisfy certain conditions.
We show that for I(f1, f2) to be bounded, A1,3 or A2,3 might be singular. Moreover,
we study the bilinear fractional integral in more general settings.
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Let n1, n2 and m be positive integers, Di be ni×m matrix, i = 1, 2, 0 < p1, p2, q ≤ ∞
and 0 < λ < n1 + n2. For fi ∈ L
pi(Rni), i = 1, 2 and x ∈ Rm, consider the bilinear
fractional integral
Iλ,D(f1, f2)(x) =
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
. (1.1)
We give necessary and sufficient conditions on the matrices D1 and D2 and the indices
p1, p2, q and λ such that Iλ,D is bounded from L
p1(Rn1)×Lp2(Rn2) to Lq(Rm). Our result
generalizes Proposition 1.1.
Theorem 1.2 Suppose that n1, n2 and m are positive integers, that 0 < λ < n1+n2, that
0 < p1, p2, q ≤ ∞, and that Di are ni×m matrices, i = 1, 2. Denote ri = rank(Di). Then
Iλ,D is bounded from L
p1(Rn1)× Lp2(Rn2) to Lq(Rm) if and only if
(i) The rank of the (n1 + n2)×m matrix
(D1
D2
)
is m;
(ii) The indices meet the homogeneity condition λ = n1/p
′
1 + n2/p
′
2 +m/q;
(iii) The index vector ~p = (p1, p2) satisfies p1, p2 ≥ 1, #{i : 1 < pi < ∞} ≥ 1, p1 < ∞
when r2 < m, and p2 <∞ when r1 < m;
(iv) The index q is finite when #{i : 1 < pi <∞} = 1 or 1/p1 + 1/p2 < 1. Moreover, q
satisfies one of the following conditions,
(a) when r1 = r2 = m,
1
q
≤
∑
i: pi>1
1
pi
,
where the equality is accessible only if (1) min{p1, p2} = 1 or (2) 1 < p1, p2 <
∞, n1, n2 > m and 1/p1 + 1/p2 ≥ 1,
(b) when r1 = 0 and r2 = m (the case r1 = m and r2 = 0 is similar),


q ≥ p1, if p2 = 1,
q ≥ p2, if 1 < p2 <∞, where the equality is accessible only if n2 > m and
1 < p1 ≤ p
′
2,
(c) when 0 < r1 < r2 = m or 0 < r2 < r1 = m,


q ≥ max{p1, p2}, if min{p1, p2} = 1,
q > min{p1, p2}, if (p1, r2) = (∞,m) or (p2, r1) = (∞,m),
q ≥ ap1,p2 , if 1 < p1, p2 <∞,
where ap1,p2 = p1 when r1 = m, and ap1,p2 = p2 when r2 = m,
(d) when 0 < r1, r2 < m,
q ≥ max{p1, p2},
where the equality is accessible only if one of the following conditions is satisfied,
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(1) pi = 1 for some i with r1 + r2 > m or r3−i < n3−i,
(2) 1 < p1 6= p2 <∞,
(3) p1 = p2 and r1 + r2 > m,
(4) 1 < p1 = p2 ≤ 2, r1 + r2 = m, n1 > r1 and n2 > r2.
The paper is organized as follows. In Section 2, we give a generalized version of the
(linear) fractional integral. In Sections 3 and 4, we give the proof of the necessity and
sufficiency of Theorem 1.2, respectively.
2 Preliminary Results
In this section, we collect some preliminary results which are used in the proof of Theo-
rem 1.2.
2.1 Operators That Commute with Translations
It is well known that if a linear operator commutes with translations and is bounded from
Lp(Rn) to Lq(Rn) for some 0 < p, q <∞, then p ≤ q. For our purpose, we need a sightly
general version, which can be proved similarly to [8, Theorem 2.5.6].
Proposition 2.1 Suppose that T is a non-zero linear operator which is bounded from
Lp(Rn) to Lq(Rm) for some 0 < p, q < ∞. For a ∈ R and 1 ≤ i ≤ n, define fa(y) =
f(y1, . . . , yi−1, yi − a, yi+1, . . . , yn). Suppose that for some 1 ≤ j ≤ m,
T (fa)(x) = (Tf)(x1, . . . , xj−1, xj − a, xj+1, . . . , xn).
Then we have p ≤ q.
Proof. For any f ∈ Lp and a ∈ R, we have
lim
a→∞
‖Tfa + Tf‖Lq = lim
a→∞
‖(Tf)(x1, . . . , xj−1, xj − a, xj+1, . . . , xn)− (Tf)(x)‖Lq
= 21/q‖Tf‖Lq .
On the other hand,
lim
a→∞
‖Tfa + Tf‖Lq ≤ lim
a→∞
‖T‖ · ‖fa + f‖Lp = 2
1/p‖T‖ · ‖f‖Lp .
Hence
21/q‖Tf‖Lq ≤ 2
1/p‖T‖ · ‖f‖Lp .
Therefore, 1/q ≤ 1/p. That is, q ≥ p. 
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2.2 Generalized Fractional Integrals
For f ∈ Lp(Rn) and 0 < λ < n, the fractional integral, also known as the Reisz potential,
of f is defined by
Iλf(x) =
∫
Rn
f(y)dy
|x− y|λ
.
It was shown that Iλ is bounded from L
p to Lq whenever 1 < p < q <∞. We refer to [9,
Theorem 1.2.3] or [22, Chapter 5.1] for a proof. In this paper, we consider a generalized
version.
Theorem 2.2 Let n,m be positive integers, 0 < λ < n, 0 < p, q ≤ ∞ and D be an n×m
matrix. Then the norm estimate∥∥∥∥
∫
Rn
f(y)dy
|Dx− y|λ
∥∥∥∥
Lqx
. ‖f‖Lp (2.1)
is true if and only if rank(D) = m, 1 < p < q <∞ and λ = n/p′ +m/q.
Proof. Sufficiency. Since rank(D) = m, we have n ≥ m. There are two cases.
(i) n = m.
In this case, D is invertible. The conclusion follows by the boundedness of the Riesz
potential.
(ii) n > m.
In this case, there exist an n× n invertible matrix P and an m×m invertible matrix
Q such that D = P
(
Q
0
)
. Since |Dx− y| ≈ |P−1Dx− P−1y|, By replacing f with f(P−1·)
in (2.1), we get that (2.1) is equivalent to
∥∥∥∥
∫
Rn
f(y)dy
|P−1Dx− y|λ
∥∥∥∥
Lqx
. ‖f‖Lp .
Denote y = (y1, y2), where y1 ∈ R
m and y2 ∈ R
n−m. By a change of variable of the form
x→ Q−1x, we see that the above inequality is equivalent to∥∥∥∥
∫
Rn
f(y1, y2)dy1dy2
(|x− y1|+ |y2|)λ
∥∥∥∥
Lqx
. ‖f‖Lp .
By Ho¨lder’s inequality, we have
∫
Rn
f(y1, y2)dy1dy2
(|x− y1|+ |y2|)λ
.
∫
Rm
‖f(y1, ·)‖Lpy2
dy1
|x− y1|λ−(n−m)/p
′
.
Now we get the conclusion as desired by the boundedness of the Riesz potential.
Necessity. First, we show that rank(D) = m. Assume on the contrary that rank(D) <
m. Then there is some invertible m × m matrix Q such that the last column of DQ is
zero. By a change of variable of the form x→ Qx, we get
∥∥∥∥
∫
Rn
f(y)dy
|Dx− y|λ
∥∥∥∥
Lqx
=
∥∥∥∥
∫
Rn
f(y)dy
|DQx− y|λ
∥∥∥∥
Lqx
=
∥∥a function of (x(1), . . . , x(m−1))∥∥
Lqx
5
=∞,
which is a contradiction.
By replacing f with f(·/a), we get the homogeneity condition λ = n/p′ + m/q. It
remains to show that 1 < p < q <∞.
As in the sufficiency part, we have
∥∥∥∥
∫
Rn
f(y1, y2)dy1dy2
(|x− y1|+ |y2|)λ
∥∥∥∥
Lqx
. ‖f‖Lp , (2.2)
where y1 ∈ R
m and y2 ∈ R
n−m. If n = m, then we delete the variable y2.
First, we show that q <∞. If q =∞, then we see from (2.2) that for any h ∈ L1,
∫
Rn+m
|f(y1, y2)h(x)|dxdy1dy2
(|x− y1|+ |y2|)λ
. ‖f‖Lp‖h‖L1 .
Set h = (1/δm)χ{|x|≤δ} and let δ → 0. We see from Fatou’s lemma that
∫
Rn
|f(y)|dy
|y|λ
. ‖f‖Lp , (2.3)
which is impossible since 1/|y|λ 6∈ Lp
′
when p ≥ 1 and (Lp)∗ = {0} when 0 < p < 1. Hence
q <∞.
Next we show that 1 < p < ∞. If p ≤ 1, then λ = n/p′ +m/q ≤ m/q. By setting
f = χ{|y1|+|y2|≤1} in (2.2), we get ∥∥∥∥ 1(1 + |x|)λ
∥∥∥∥
Lqx
<∞,
which is impossible since λq ≤ m.
If p =∞, by setting f ≡ 1, we get
∫
Rn
f(y1, y2)dy1dy2
(|x− y1|+ |y2|)λ
=∞.
Hence 1 < p <∞.
Finally, we show that q > p. Denote
Tf(x) =
∫
Rn
f(y1, y2)dy1dy2
(|x− y1|+ |y2|)λ
.
For z = (0, . . . , 0, a) ∈ Rm, we have
(Tf(· − z, ·))(x) =
∫
Rn
f(y1 − z, y2)dy1dy2
(|x− y1|+ |y2|)λ
= (Tf)(x− z).
By Proposition 2.1, we have p ≤ q.
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If p = q, then λ = (n−m)/p′ +m. Since λ < n, we have m < n. It follows from (2.2)
that for any h ∈ Lq
′
, ∥∥∥∥
∫
Rm
h(x)dx
(|x− y1|+ |y2|)λ
∥∥∥∥
Lp
′
y
. ‖h‖Lq′ . (2.4)
Set h = χ{|x|≤1}. For δ > 0 small enough and |y1|, |y2| ≤ δ, we have
∫
Rm
h(x)dx
(|x− y1|+ |y2|)λ
≥
∫
|x−y1|≤|y2|
h(x)dx
(|x− y1|+ |y2|)λ
&
1
|y2|λ−m
.
Since λ−m = (n−m)/p′, we have
∥∥∥∥
∫
Rm
h(x)dx
(|x− y1|+ |y2|)λ
∥∥∥∥
Lp
′
y
=∞,
which is a contradiction. This completes the proof. 
Next we show that when |x − y| is replaced by |x| + |y| in the definition of Iλ, then
even for p = q, the operator is bounded from Lp to Lq.
Lemma 2.3 Suppose that 0 < p, q ≤ ∞ and λ > 0. Then the inequality∥∥∥∥
∫
Rn
f(y)dy
(|x| + |y|)λ
∥∥∥∥
Lq(Rm)
. ‖f‖Lp , f ∈ L
p(Rn), (2.5)
is true if and only if λ = n/p′ +m/q and 1 < p ≤ q <∞.
As a result, for 1 ≤ p1, p2 ≤ ∞ with (p1, p2) 6= (1, 1),∣∣∣∣
∫
R
n1+n2
f1(y1)f2(y2)dy1dy2
(|y1|+ |y2|)n1/p
′
1+n2/p
′
2
∣∣∣∣ . ‖f1‖Lp1 (Rn1 )‖f2‖Lp2 (Rn2 ) (2.6)
if and only if 1 < p1, p2 <∞ and 1/p1 + 1/p2 ≥ 1.
Proof. Denote
Tλf(x) =
∫
Rn
f(y)dy
(|x|+ |y|)λ
.
Necessity. As in the proof of Theorem 2.2, by replacing f with f(·/a), we get the homo-
geneity condition λ = n/p′ +m/q. It remains to show that 1 < p ≤ q <∞.
If q =∞, then for any f ∈ Lp and h ∈ L1(Rm),
∫
Rm+n
|f(y)h(x)|dxdy
(|x|+ |y|)λ
. ‖f‖Lp‖h‖L1 .
By setting h = (1/δm)χ{|x|≤δ} and letting δ → 0, we get (2.3), which is impossible. Hence
q <∞.
If p ≤ 1, then λ = n/p′ +m/q ≤ m/q. Set f = χ{|y|≤1}. We have
|Tλf(x)| ≥
1
(1 + |x|)λ
.
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Hence Tλf 6∈ L
q, which is a contradiction.
It remains to show that p ≤ q. Set
f(y) =
χ{|y|≤1/2}(y)
|y|n/p(log 1/|y|)(1+ε)/p
,
where ε > 0 is a constant. We have f ∈ Lp. For δ > 0 small enough and |x| ≤ δ, we have
∫
Rn
f(y)dy
(|x|+ |y|)λ
≥
∫
|x|2≤|y|≤|x|
dy
(|x|+ |y|)n/p′+m/q|y|n/p(log 1/|y|)(1+ε)/p
&
1
|x|m/q(log 1/|x|)(1+ε)/p
.
If q < p, we can choose ε > 0 small enough such that q(1 + ε)/p < 1. Consequently,
∥∥∥∥
∫
Rn
f(y)dy
(|x|+ |y|)λ
∥∥∥∥
Lqx
=∞,
which contradicts the assumption. Hence p ≤ q.
Sufficiency. Define the operator S by
Sf(x) =
∫
Rn
f(y)dy
(|x|+ |y|)λ
, x ∈ Rm.
Let 1 < r, s < ∞ be such that n/r′ +m/s = λ. For any f ∈ Lr, it follows from Ho¨lder’s
inequality that
|Sf(x)| ≤
‖f‖Lr
|x|m/s
.
Hence ‖Sf‖Ls,∞ . ‖f‖Lr . By the interpolation theorem, S is bounded from L
p to Lq
whenever n/p′ +m/q = λ and q ≥ p. Hence (2.5) is true. This completes the proof. 
3 Proof of Theorem 1.2: The Necessity
In this section, we give a proof of the necessity part in Theorem 1.2. We prove the
conclusion in several steps.
(S1) We show that rank
(
D1
D2
)
= m.
Since Di are ni×mmatrices, i = 1, 2, we have rank
(D1
D2
)
≤ m. Assume that rank
(D1
D2
)
<
m. Then there is some m×m invertible matrix P such that the last column of
(
D1
D2
)
P is
zero. By a change of variable of the form x→ Px, we get
‖Iλ,D(f1, f2)‖Lq =
∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
∥∥∥∥
Lq
≈
∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1Px− y1|+ |D2Px− y2|)λ
∥∥∥∥
Lq
=
∥∥ a function of (x(1), . . . , x(m−1))∥∥
Lq
=∞,
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which is a contradiction.
(S2) We show that the indices p1, p2, q and λ satisfy the homogeneity condition.
For a > 0, set fi,a = fi(·/a), i = 1, 2. We have
Iλ,D(f1,a, f2,a)(x) =
∫
R
n1+n2
f1(y1/a)f2(y2/a)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
=
∫
Rn1+n2
an1+n2f1(y1)f2(y2)dy1dy2
(|D1x− ay1|+ |D2x− ay2|)λ
=
∫
Rn1+n2
an1+n2−λf1(y1)f2(y2)dy1dy2
(|D1x/a− y1|+ |D2x/a− y2|)λ
= an1+n2−λIλ,D(f1, f2)(x/a).
Since Iλ,D is bounded, we have
‖an1+n2−λIλ,D(f1, f2)(x/a)‖Lq . C‖f1,a‖Lp1‖f2,a‖Lp2 ,
where C = ‖Iλ,D‖Lp1×Lp2→Lq . Hence
an1+n2−λ+m/q‖Iλ,D(f1, f2)‖Lq . a
n1/p1+n2/p2C‖f1‖Lp1‖f2‖Lp2 .
Since a > 0 is arbitrary, we have n1 + n2 − λ + m/q = n1/p1 + n2/p2. Thus λ =
n1/p
′
1 + n2/p
′
2 +m/q.
(S3) We show that pi ≥ 1, i = 1, 2.
Without loss of generality, assume that p1 < 1. Then λ < n2 − n2/p2 +m/q. Hence
there is some α > n2/p2 such that λ + α − n2 < m/q. Set f1(y1) = χ{|y1|≤1}(y1) and
f2(y2) =
1
(1+|y2|)α
. Then we have fi ∈ L
pi . However,
Iλ,D(f1, f2)(x) =
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
&
∫
Rn2
f2(y2)dy2
(1 + |x|+ |y2|)λ
≥
∫
Rn2
dy2
(1 + |x|+ |y2|)λ+α
≈
1
(1 + |x|)λ+α−n2
which is not in Lq when q <∞.
When q =∞ and p2 <∞, the above choices of f1 and f2 lead to
Iλ,D(f1, f2)(x) &
∫
Rn2
dy2
(1 + |x|+ |y2|)λ+α
=∞.
When p2 = q =∞, we have λ < n2. Set f1 = χ{|y1|≤1} and f2 ≡ 1. We get
Iλ,D(f1, f2)(x) =
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
&
∫
Rn2
dy2
(1 + |x|+ |y2|)λ
9
=∞.
Again, we get a contradiction. Hence p1, p2 ≥ 1.
(S4) We show that either 1 < p1 <∞ or 1 < p2 <∞.
Assume on the contrary that pi = 1 or the infinity. There are three cases.
(i) p1 = p2 = 1.
In this case, λ = m/q. Hence q <∞. Set fi = χ{|yi|≤1}, i = 1, 2. We have
Iλ,D(f1, f2)(x) =
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
&
1
(1 + |x|)λ
.
Therefore, Iλ,D(f1, f2) 6∈ L
q, which is a contradiction.
(ii) p1 = p2 =∞.
In this case, λ = n1/p
′
1 + n2/p
′
2 +m/q ≥ n1 + n2, which contradicts the hypothesis.
(iii) One of p1 and p2 equals 1, and the other equals ∞.
Without loss of generality, assume that p1 = 1 and p2 = ∞. Then we have λ =
n2 +m/q. Set f2 ≡ 1.
If q =∞, then
Iλ,D(f1, f2)(x) =
∫
Rn1+n2
f1(y1)dy1dy2
(|D1x− y1|+ |D2x− y2|)n2
=∞.
If q <∞, we have
Iλ,D(f1, f2)(x) =
∫
Rn1+n2
f1(y1)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
≈
∫
Rn1
f1(y1)dy1
|D1x− y1|m/q
.
Hence ∥∥∥∥
∫
Rn1
f1(y1)dy1
|D1x− y1|m/q
∥∥∥∥
Lq
. ‖f1‖1,
which is impossible, thanks to Theorem 2.2.
In both cases, we get contradictions. Hence there is some i such that 1 < pi <∞.
(S5) We show that p1 <∞ when r2 < m, and p2 <∞ when r1 < m.
Assume that r2 < m and p1 = ∞. Set f1 ≡ 1. We see from ‖Iλ,D(f1, f2)‖Lq .
‖f1‖Lp1‖f2‖Lp2 that ∥∥∥∥
∫
Rn2
f2(y2)dy2
|Dx− y2|n2/p
′
2+m/q
∥∥∥∥
Lqx
. ‖f2‖Lp2 ,
which contradicts Theorem 2.2 since r2 = rank(D2) < m.
Similarly we get that p2 <∞ when r1 < m.
(S6) We show that q <∞ when one of the three conditions is satisfied, min{p1, p2} =
1, max{p1, p2} =∞ or 1/p1 + 1/p2 < 1.
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Assume on the contrary that q =∞. Then λ = n1/p
′
1 + n2/p
′
2. For any h ∈ L
1,
∫
Rn1+n2+m
|f1(y1)f2(y2)h(x)|dxdy1dy2
(|D1x− y1|+ |D2x− y2|)λ
. ‖f1‖Lp1‖f2‖Lp2‖h‖L1 .
By setting h = (1/δm)χ{|x|≤δ} and letting δ → 0, we get
∫
Rn1+n2
|f1(y1)f2(y2)|dy1dy2
(|y1|+ |y2|)n1/p
′
1+n2/p
′
2
. ‖f1‖Lp1‖f2‖Lp2 .
By Lemma 2.3, 1 < p1, p2 < ∞ and 1/p1 + 1/p2 ≥ 1, which contradicts the assumption.
Hence q <∞.
In the following subsections, we prove the rest part in several cases.
3.1 The case r1 = r2 = m
Since rank(Di) = m and Di are ni ×m matrices, we have n1, n2 ≥ m. There are ni × ni
invertible matrices Pi, i = 1, 2, such that
P1D1 =
(
Im
0(n1−m)×m
)
and P2D2 =
(
Im
0(n2−m)×m
)
,
where Im stands for the m×m identity matrix. Note that
|D1x− y1|+ |D2x− y2| ≈ |P1D1x− Py1|+ |P2D2x− P2y2|.
We have ∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
≈
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|P1D1x− P1y1|+ |P2D2x− P2y2|)λ
.
By replacing f1(P1·) and f2(P2·) for f1 and f2, respectively, we get that the boundedness
of Iλ,D is equivalent to
∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|P1D1x− y1|+ |P2D2x− y2|)λ
∥∥∥∥
Lq
. ‖f1‖Lp1‖f2‖Lp2 .
Denote yi = (yi1, yi2), where yi1 ∈ R
m and yi2 = R
ni−m, i = 1, 2. The above inequality
becomes ∥∥∥∥
∫
R
n1+n2
f1(y11, y12)f2(y21, y22)dy1dy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
∥∥∥∥
Lq
. ‖f1‖Lp1‖f2‖Lp2 . (3.1)
In the followings we prove the conclusion in several steps.
(i) We show that q ≥ max{p1, p2} when min{p1, p2} = 1.
Without loss of generality, we assume that p1 = 1. In this case, 1 < p2 < ∞ and
λ = n2/p
′
2 +m/q.
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Setting f1 = (1/δ
n1)χ{|y1|≤δ} and letting δ → 0 in (3.1), we see from Fatou’s lemma
that ∥∥∥∥
∫
Rn2
f2(y2)dy2
(|x|+ |y2|)λ
∥∥∥∥
Lq
. ‖f2‖Lp2 , ∀f2 ∈ L
p2 . (3.2)
By Lemma 2.3, q ≥ p2.
(ii) We show that q > min{p1, p2} when max{p1, p2} =∞.
Without loss of generality, assume that p1 = ∞. Then 1 < p2 < ∞ and λ = n1 +
n2/p
′
2 +m/q. Setting f1 ≡ 1 in (3.1), we have∥∥∥∥
∫
Rn2
f2(y21, y22)dy2
(|x− y21|+ |y22|)n2/p
′
2+m/q
∥∥∥∥
Lq
. ‖f2‖Lp2 , ∀f2 ∈ L
p2 .
Now we see from Theorem 2.2 that p2 < q <∞.
In the followings we assume that 1 < p1, p2 <∞.
(iii) We prove that 1/q ≤ 1/p1 + 1/p2.
Let
fi(yi) =
χ{|yi|≤1/2}(yi)
|yi|ni/pi(log 1/|yi|)(1+ε)/pi
,
where ε > 0 is a constant. We have fi ∈ L
pi , i = 1, 2. When |x| is small enough, we have
∫
Rn1+n2
f1(y11, y12)f2(y21, y22)dy1dy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
≥
∫
|x|2≤|yi|≤|x|
1≤i≤2
f1(y11, y12)f2(y21, y22)dy1dy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
&
1
|x|m/q(log 1/|x|)(1+ε)(1/p1+1/p2)
.
If 1/q > 1/p1 + 1/p2, then there is some ε > 0 such that (1 + ε)(1/p1 + 1/p2)q < 1.
Consequently,
∥∥∥∥
∫
Rn1+n2
f1(y11, y12)f2(y21, y22)dy1dy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
∥∥∥∥
Lq
=∞,
which contradicts (3.1). Hence 1/q ≤ 1/p1 + 1/p2.
(iv) We prove that 1/q < 1/p1 + 1/p2 when min{n1, n2} = m or 1/p1 + 1/p2 < 1.
Assume on the contrary that 1/q = 1/p1 + 1/p2. There are three cases.
(a) n1 = n2 = m.
In this case, λ = n1/p
′
1 + n2/p
′
2 +m/q = n1 + n2, which contradicts the hypothesis.
(b) min{n1, n2} = m and max{n1, n2} > m.
Without loss of generality, we assume that n1 = m and n2 > m. Denote y2 = (y21, y22),
where y21 ∈ R
m and y22 ∈ R
n2−m. Let
f1(y1) = χ{|y1|≤1}(y1) and f2(y2) =
χ{|y2|≤1/2}(y2)
|y22|(n2−m)/p2(log 1/|y22|)(1+ε)/p2
,
where ε > 0 is a constant such that (1 + ε)/p2 < 1.
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For δ > 0 small enough and |x| ≤ δ, we have
∫
Rm+n2
f1(y1)f2(y2)dy1dy2
(|x− y1|+ |x− y21|+ |y22|)λ
≥
∫
|y1−x|≤|y22|
|y21−x|≤|y22|
|y22|≤δ
dy1dy21
(|x− y1|+ |x− y21|+ |y22|)λ
×
dy22
|y22|(n2−m)/p2(log(1/|y22|))(1+ε)/p2
&
∫
|y22|≤δ
dy22
|y22|n2−m(log(1/|y22|))(1+ε)/p2
=∞.
Hence ‖Iλ,D(f1, f2)‖Lq =∞, which is a contradiction.
(c) min{n1, n2} > m and 1/p1 + 1/p2 < 1.
In this case, q > 1. we see from (3.1) that for any h ∈ Lq
′
,
∣∣∣∣
∫
Rn1+n2+m
f1(y11, y12)f2(y21, y22)h(x)dxdy1dy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
∣∣∣∣ . ‖f1‖Lp1‖f2‖Lp2‖h‖Lq′ .
Hence ∥∥∥∥
∫
Rm+n1
f1(y11, y12)h(x)dxdy1
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
∥∥∥∥
L
p′
2
y2
. ‖f1‖Lp1‖h‖Lq′ . (3.3)
Take
h(x) = χ{|x|≤1}(x) and f1(y1) =
χ{|y1|≤1/2}(y1)
|y12|(n1−m)/p1(log 1/|y12|)(1+ε)/p1
.
For δ > 0 small enough and |y2| ≤ δ, we have
∫
Rm+n1
f1(y11, y12)h(x)dxdy1
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
&
∫
|x−y21|≤|y22|
|y11−y21|≤|y22|
|y22|2≤|y12|≤|y22|
dxdy1
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
×
1
|y12|(n1−m)/p1(log(1/|y12|))(1+ε)/p1
&
1
|y22|(n2−m)/p
′
2(log(1/|y22|))(1+ε)/p1
.
Since 1/p1 < 1/p
′
2, we can choose ε > 0 small enough such that p
′
2(1 + ε)/p1 < 1. Thus∥∥∥∥ χ{|y2|≤δ}(y2)|y22|(n2−m)/p′2(log(1/|y22|))(1+ε)/p1
∥∥∥∥
L
p′
2
y2
=∞,
which contradicts (3.3).
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3.2 The case r1 = 0 and r2 = m
In this case, Iλ,D is bounded if and only if∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|y1|+ |x− y21|+ |y22|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 . (3.4)
First, we show that q ≥ p2. For z = (0, . . . , 0, a) ∈ R
m, where only the last coordinate
is nonzero, set f2,z(y21, y22) = f2(y21 − z, y22). We have
Iλ,D(f1, f2,z)(x) = Iλ,D(f1, f2)(x− z).
By Proposition 2.1, q ≥ p2.
Now we see from (3.4) that Iλ,D is bounded if and only if for any f1 ∈ L
p1 , f2 ∈ L
p2
and h ∈ Lq
′
, ∣∣∣∣
∫
Rn1+n2+m
f1(y1)f2(y2)h(x)dxdy1dy2
(|y1|+ |x− y21|+ |y22|)λ
∣∣∣∣ . ‖f1‖Lp1‖f2‖Lp2‖h‖Lq′ . (3.5)
There are three cases.
(i) p2 = 1.
In this case, 1 < p1 < ∞. Set f2 = (1/δ
n2)χ{|y2|≤δ}. By letting δ → 0, we see from
(3.5) that ∣∣∣∣
∫
Rn1+m
f1(y1)h(x)dxdy1
(|y1|+ |x|)λ
∣∣∣∣ . ‖f1‖Lp1‖h‖Lq′ .
By Lemma 2.3, q ≥ p1.
(ii) p1 = 1 or p1 =∞.
In this case, 1 < p2 <∞. If p1 = 1, by setting f1 = (1/δ
n1)χ{|y1|≤δ} and letting δ → 0,
we see from (3.5) that∣∣∣∣
∫
Rn2+m
f2(y2)h(x)dxdy2
(|x− y21|+ |y22|)n2/p
′
2+m/q
∣∣∣∣ . ‖f2‖Lp2‖h‖Lq′ . (3.6)
Now we see from Theorem 2.2 that q > p2.
If p1 =∞, by setting f1 ≡ 1, we also have (3.6). Hence q > p2.
(iii) 1 < p1, p2 <∞.
First, we prove that q > p2 when n2 = m. Assume on the contrary that q = p2. Then
λ = n1/p
′
1 +m. In this case, (3.4) turns out to be∥∥∥∥
∫
Rn1+m
f1(y1)f2(y2)dy1dy2
(|y1|+ |x− y2|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 . (3.7)
Set
f1(y1) =
χ{|y1|≤1/2}(y1)
|y1|n1/p1(log 1/|y1|)(1+ε)/p1
and f2 = χ{|y2|≤1},
where ε > 0 satisfies 1 + ε < p1. We have f1 ∈ L
p1 . For δ > 0 small enough and
|x|, |y2| ≤ δ, we have∫
Rn1+m
f1(y1)f2(y2)dy1dy2
(|y1|+ |x− y2|)λ
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≥∫
|x−y2|2≤|y1|≤|x−y2|
|y2|≤δ
dy1dy2
(|y1|+ |x− y2|)n1/p
′
1+m|y1|n1/p1(log 1/|y1|)(1+ε)/p1
&
∫
|y2|≤δ
dy2
|x− y2|m(log 1/|x − y2|)(1+ε)/p1
=∞,
which contradicts (3.7). Hence q > p2.
Next we prove that q > p2 when n2 > m and 1/p1 + 1/p2 < 1.
Again, assume that q = p2. Set
f1(y1) =
χ{|y1|≤1/2}(y1)
|y1|n1/p1(log 1/|y1|)(1+ε)/p1
,
f2(y2) =
χ{|y2|≤1/2}(y1)
|y22|(n2−m)/p2(log 1/|y22|)(1+ε)/p2
,
where ε > 0 satisfying (1 + ε)/p1 + (1 + ε)/p2 < 1. Then we have fi ∈ L
pi . Moreover, for
δ small enough,
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|y1|+ |x− y21|+ |y22|)λ
≥
∫
|y22|2≤|y1|≤|y22|
|x−y21|≤|y22|
|y22|≤δ
dy1dy21
(|y1|+ |x− y21|+ |y22|)λ
×
dy22
|y1|n1/p1(log 1/|y1|)(1+ε)/p1 |y22|(n2−m)/p2(log 1/|y22|)(1+ε)/p2
&
∫
|y22|≤δ
dy22
|y22|n2−m(log 1/|y22|)(1+ε)(1/p1+1/p2)
=∞.
Again, we get a contradiction.
3.3 The case 0 < r1 < r2 = m or 0 < r2 < r1 = m
We consider only the case 0 < r1 < r2 = m. The other case can be proved similarly.
Since rank(D1) = r1 < m, there exist invertible matrices P1 and Q such that
P1D1Q =
(
Ir1 0
0 0
)
,
where Ir is the r × r identity matrix. Since rank(D2Q) = rank(D2) = m, there exists an
n2 × n2 invertible matrix P2 such that
P2D2Q =
(
Im
0
)
,
where Im is the m×m identity matrix.
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Note that
|D1x− y1|+ |D2x− y2| ≈ |P1D1x− P1y1|+ |P2D2x− P2y2|.
By a change of variable of the form x→ Qx and replacing f1(P1·) and f2(P2·) for f1 and
f2 respectively, we know that∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2
is equivalent to
∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 , (3.8)
where x = (x1, x2), x1 ∈ R
r1 , x2 ∈ R
m−r1 , yi1 ∈ R
ri and yi2 ∈ R
ni−ri . If n1 = r1 or
n2 = r2, then we delete the variable y12 or y22 accordingly.
The same arguments as in the case (r1, r2) = (0,m) show that q ≥ p2. It remains to
show that q ≥ p1 when p2 = 1, and q > p2 when p1 =∞.
Note that (3.8) is equivalent to
∣∣∣∣
∫
Rn1+n2+m
f1(y1)f2(y2)h(x)dxdy1dy2
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
∣∣∣∣ . ‖f1‖Lp1‖f2‖Lp2‖h‖Lq′ . (3.9)
There are two cases.
(i) p2 = 1.
In this case, 1 < p1 < ∞. Set f2 = (1/δ
n2)χ{|y2|≤δ}. By letting δ → 0, we see from
(3.9) that ∣∣∣∣
∫
Rn1+m
f1(y1)h(x)dxdy1
(|x1 − y11|+ |y12|+ |x|)λ
∣∣∣∣ . ‖f1‖Lp1‖h‖Lq′ .
Note that |x1 − y11|+ |y12|+ |x| ≈ |x|+ |y1|. The above inequality is equivalent to∣∣∣∣
∫
Rn1+m
f1(y1)h(x)dxdy1
(|y1|+ |x|)λ
∣∣∣∣ . ‖f1‖Lp1‖h‖Lq′ , ∀f1 ∈ Lp1 , h ∈ Lq′ .
By Lemma 2.3, p1 ≤ q.
(ii) p1 =∞.
In this case, 1 < p2 <∞. by setting f1 ≡ 1, we see from (3.9) that∣∣∣∣
∫
Rn2+m
f2(y2)h(x)dxdy2
(|x− y21|+ |y22|)n2/p
′
2+m/q
∣∣∣∣ . ‖f2‖Lp2‖h‖Lq′ . (3.10)
By Theorem 2.2, we have p2 < q.
3.4 The case 0 < r1, r2 < m
Since Iλ,D is bounded, we have∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 . (3.11)
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Denote D =
(
D1
D2
)
. Since r1 = rank(D1) < m, there is some m ×m invertible matrix Q1
such that the last m − r1 columns of D1Q1 are zero vectors. On the other hand, since
rank(D) = m, the last m−r1 columns of D2Q1 must be linearly independent. Hence there
exist 1 ≤ j1 < . . . < jr1+r2−m ≤ r1 such that the j1-th, . . ., the jr1+r2−m-th columns and
the last m − r1 columns of D2Q1 are linearly independent. Consequently, there is some
m×m invertible matrix Q2 such that the first m− r2 columns of D2Q1Q2 are zero vectors
and the last m− r1 columns of D1Q1Q2 are zero vectors. That is,(
D1
D2
)
Q1Q2 =
(
∗ ∗ 0n1×(m−r1)
0n2×(m−r2) ∗ ∗
)
.
Since rank(DiQ1Q2) = rank(Di), there exist n1 × n1 invertible matrix P1 and n2 × n2
invertible matrix P2 such that
P1D1Q1Q2 =
(
Ir1 0
0 0
)
and P2D2Q1Q2 =
(
0 Ir2
0 0
)
.
Note that
|D1x− y1|+ |D2x− y2| ≈ |P1D1x− P1y1|+ |P2D2x− P2y2|.
By replacing f1(P1·) and f2(P2·) for f1 and f2 respectively and a change of variables of
the form (x, y1, y2)→ (Q1Q2x, P
−1
1 y1, P
−1
2 y2), (3.11) turns out to be∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 , (3.12)
where
K(x, y1, y2) = |x1 − y11|+ |x2 − y12|+ |y13|+ |x2 − y21|+ |x3 − y22|+ |y23|,
x = (x1, x2, x3), yi = (yi1, yi2, yi3), x1, y11 ∈ R
m−r2 , x2, y12, y21 ∈ R
r1+r2−m, x3, y22 ∈
R
m−r1 , y13 ∈ R
n1−r1 and y23 ∈ R
n2−r2 .
Since r1, r2 < m, similar arguments as that in Subsection 3.2 show that q ≥ pi, i = 1, 2.
Hence q ≥ max{p1, p2}.
We prove the rest in two cases.
(i) min{p1, p2} = 1.
We show that q > p2 when p1 = 1, r2 = n2 and r1+r2 = m. In this case, K(x, y1, y2) =
|x1 − y11|+ |y13|+ |x3 − y2| and (3.12) becomes∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|x1 − y11|+ |y13|+ |x3 − y2|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 .
Setting f1 = (1/δ
n1)χ{|y1|≤δ} and letting δ → 0, we get∥∥∥∥
∫
Rn2
f2(y2)dy2
(|x1|+ |x3 − y2|)n2/p
′
2+m/q
∥∥∥∥
Lqx
. ‖f2‖Lp2 ,
which is equivalent to∥∥∥∥
∫
Rm
h(x1, x3)dx1dx3
(|x1|+ |x3 − y2|)n2/p
′
2+m/q
∥∥∥∥
L
p′
2
y2
. ‖h‖Lq′ .
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By Theorem 2.2, we have p′2 > q
′. Hence q > p2.
Similarly we can prove that q > p1 when p2 = 1, r1 = n1 and r1 + r2 = m.
(ii) 1 < p1, p2 <∞.
First we show that q > p1 when p1 = p2, r1 + r2 = m and ni = ri for some i.
Assume on the contrary that q = p1 = p2. Since λ < n1+n2, we have (n1, n2) 6= (r1, r2).
Hence n1 > r1 or n2 > r2. Without loss of generality, we assume that n1 = r1 and n2 > r2.
In this case, λ = r1 + r2 + (n2 − r2)/p
′
2. We see from (3.12) that∥∥∥∥
∫
Rr1+m
h(x)f1(y1)dxdy1
(|x1 − y1|+ |x3 − y22|+ |y23|)λ
∥∥∥∥
L
p′2
y2
. ‖f1‖Lp1‖h‖Lq′ . (3.13)
Set h = χ{|x|≤1} and f1 = χ{|y1|≤1}. For δ > 0 small enough and |y2| ≤ δ,∫
R
r1+m
h(x)f1(y1)dxdy1
(|x1 − y1|+ |x3 − y22|+ |y23|)λ
≥
∫
|y1|≤δ
|x1−y1|≤|y23|
|x3−y22|≤|y23|
h(x)f1(y1)dxdy1
(|x1 − y1|+ |x3 − y22|+ |y23|)λ
&
δr1
|y23|(n2−r2)/p
′
2
,
which contradicts (3.13).
Next we show that q > p1 when p1 = p2 > 2, m = r1 + r2, n1 > r1 and n2 > r2.
Again, assume that q = p1 = p2 > 2. We have∥∥∥∥
∫
R
r1+m
h(x)f1(y1)dxdy1
(|x1 − y11|+ |y13|+ |x3 − y22|+ |y23|)λ
∥∥∥∥
L
p′
2
y2
. ‖f1‖Lp1‖h‖Lq′ .
Set
h(x) = χ{|x|≤1}(x) and f1(y1) =
χ{|y1|≤1/2}(y1)
|y13|(n1−r1)/p1(log 1/|y13|)(1+ε)/p1
.
For δ > 0 small enough and |y2| ≤ δ,∫
Rn1+m
h(x)f1(y1)dxdy1
(|x1 − y11|+ |y13|+ |x3 − y22|+ |y23|)λ
≥
∫
|y11|≤δ
|x1−y11|≤|y23|
|y23|2≤|y13|≤|y23|
|x3−y22|≤|y23|
h(x)f1(y1)dxdy1
(|x1 − y11|+ |y13|+ |x3 − y22|+ |y23|)λ
×
1
|y13|(n1−r1)/p1(log 1/|y13|)(1+ε)/p1
&
δr1
|y23|(n2−r2)/p
′
2(log 1/|y23|)(1+ε)/p1
.
Since p1 = p2 > 2, then there is some ε > 0 such that p
′
2(1 + ε)/p1 < 1. Hence∥∥∥∥
∫
Rn1+m
h(x)f1(y1)dxdy1
(|x1 − y11|+ |y13|+ |x3 − y22|+ |y23|)λ
∥∥∥∥
L
p′
2
y2
=∞.
This completes the proof of the necessity.
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4 Proof of Theorem 1.2: The Sufficiency
In this section, we give the proof of the sufficiency part in Theorem 1.2.
First, we consider the case q = ∞. In this case, 1 < p1, p2 < ∞ and 1/p1 + 1/p2 ≥ 1.
Note that
Iλ,D(f1, f2)(x) =
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|D1x− y1|+ |D2x− y2|)λ
=
∫
Rn1+n2
f1(y1 +D1x)f2(y2 +D2x)dy1dy2
(|y1|+ |y2|)λ
.
By Lemma 2.3, we have
|Iλ,D(f1, f2)| . ‖f1‖Lp1‖f2‖Lp2 , ∀x ∈ R
m.
Hence Iλ,D is bounded from L
p1 × Lp2 to Lq.
For the case q <∞, we split the proof in several subsections.
4.1 The case r1 = r2 = m
As in Subsection 3.1, we only need to prove that for f1 ∈ L
p1 and f2 ∈ L
p2 ,
∥∥∥∥
∫
Rn1+n2
f1(y11, y12)f2(y21, y22)dy1dy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
∥∥∥∥
Lq
. ‖f1‖Lp1‖f2‖Lp2 , (4.1)
where yi = (yi1, yi2), x, yi1 ∈ R
m, yi2 ∈ R
ni−m, i = 1, 2. There are two subcases.
(A1) 1 < p1, p2 <∞
We prove the conclusion in two subcases.
(A1)(a) 0 < 1/q < 1/p1 + 1/p2.
Choose q1, q2 such that
1
q1
=
1
q
·
1/p1
1/p1 + 1/p2
and
1
q2
=
1
q
·
1/p2
1/p1 + 1/p2
.
Then 1/q = 1/q1 + 1/q2 and 1 < pi < qi <∞. Let
λi :=
ni
p′i
+
m
qi
, i = 1, 2.
We have λ = λ1 + λ2 and 0 < λi < ni. By Theorem 2.2,∥∥∥∥
∫
R
ni
fi(yi)dyi
(|x− yi1|+ |yi2|)λi
∥∥∥∥
Lqi
. ‖fi‖Lpi .
Hence ∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|x− y11|+ |y12|+ |x− y21|+ |y22|)λ
∥∥∥∥
Lqx
≤
∥∥∥∥
∫
Rn1
f1(y1)dy1
(|x− y11|+ |y12|)λ1
∫
Rn2
f2(y2)dy2
(|x− y21|+ |y22|)λ2
∥∥∥∥
Lqx
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. ‖f1‖Lp1‖f2‖Lp2 .
(A1)(b) 1/q = 1/p1 + 1/p2. In this case, n1, n2 > m and 1/p1 + 1/p2 ≥ 1. Let us
prove (4.1).
For any f1 ∈ L
p1 and f2 ∈ L
p2 , we have
∫
Rn1+n2
|f1(y11, y12)f2(y21, y22)|dy1dy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
.
∫
Rn1+n2−2m
Mxf1(x, y12)Mxf2(x, y22)dy12dy22
(|y12|+ |y22|)(n1−m)/p
′
1+(n2−m)/p
′
2
,
where
Mxf1(x, y12) = sup
r>0
1
rm
∫
|y11−x|≤r
|f1(y11, y12)|dy11
is the partially maximal function of f1, and Mxf2(x, y22) is defined similarly. It follows
from Lemma 2.3 that∫
Rn1+n2
|f1(y11, y12)f2(y21, y22)|dy1dy2
(|x− y11|+|x− y21|+|y12|+|y22|)λ
. ‖Mxf1(x, ·)‖Lp1‖Mxf2(x, ·)‖Lp2 .
Since 1/q = 1/p1 + 1/p2, by Ho¨lder’s inequality, we get∥∥∥∥
∫
Rn1+n2
f1(y11, y12)f2(y21, y22)dy1dy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 .
(A2) #{i : 1 < pi <∞} = 1.
Without loss of generality, assume that 1 < p2 <∞. There are two subcases.
(A2)(a) p1 = 1.
In this case, 1 < p2 ≤ q <∞. (4.1) is equivalent to∥∥∥∥
∫
Rn2+m
f2(y21, y22)h(x)dxdy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)n2/p
′
2+m/q
∥∥∥∥
L∞y1
. ‖f2‖Lp2‖h‖Lq′ . (4.2)
Note that for any y1 ∈ R
n1 ,
∫
Rn2+m
|f2(y21, y22)h(x)|dxdy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)n2/p
′
2+m/q
.
∫
R2m
‖f2(y21, ·)‖Lp2 |h(x)|dxdy21
(|x− y11|+ |x− y21|)m/p
′
2+m/q
≈
∫
R2m
‖f2(y21, ·)‖Lp2 |h(x)|dxdy21
(|x− y11|+ |y11 − y21|)m/p
′
2+m/q
=
∫
R2m
‖f2(y21 + y11, ·)‖Lp2 |h(x+ y11)|dxdy21
(|x|+ |y21|)m/p
′
2+m/q
. ‖f2(·+ y11, ·)‖Lp2‖h(· + y11)‖Lq′ ,
where we use Lemma 2.3 in the last step. Hence (4.2) is true.
(A2)(b) p1 =∞.
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In this case, p2 < q <∞ and λ = n1 + n2/p
′ +m/q. We have
∫
Rn1+n2
|f1(y11, y12)f2(y21, y22)|dy1dy2
(|x− y11|+ |x− y21|+ |y12|+ |y22|)λ
. ‖f1‖L∞
∫
Rn2
|f2(y21, y22)|dy2
(|x− y21|+ |y22|)n2/p
′+m/q
.
Now the conclusion follows from Theorem 2.2.
4.2 The case r1 = 0 and r2 = m
In this case, we need to show that
∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|y1|+ |x− y21|+ |y22|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 , (4.3)
where y2 = (y21, y22), y21 ∈ R
m and y22 ∈ R
n2−m. We prove the conclusion in three
subcases.
(B1) p2 = 1.
In this case, 1 < p1 ≤ q <∞. It suffices to show that∥∥∥∥
∫
Rn1+m
f1(y1)h(x)dxdy1
(|y1|+ |x− y21|+ |y22|)λ
∥∥∥∥
L∞y2
. ‖f1‖Lp1‖h‖Lq′ . (4.4)
Observe that∫
Rn1+m
|f1(y1)h(x)|dxdy1
(|y1|+ |x− y21|+ |y22|)λ
=
∫
Rn1+m
|f1(y1)h(x+ y21)|dxdy1
(|y1|+ |x|+ |y22|)n
′
1/p1+m/q
≤
∫
R
n1+m
|f1(y1)h(x+ y21)|dxdy1
(|y1|+ |x|)n
′
1/p1+m/q
.
By Lemma 2.3, we have
∫
Rn1+m
|f1(y1)h(x)|dxdy1
(|y1|+ |x− y21|+ |y22|)λ
. ‖f1‖Lp1‖h‖Lq′ , ∀y2 ∈ R
n2 .
Hence (4.4) is true.
(B2) p2 > 1 and p2 < q <∞.
By Ho¨lder’s inequality, we have
∫
Rn1+n2
|f1(y1)f2(y2)|dy1dy2
(|y1|+ |x− y21|+ |y22|)λ
.
∫
Rn2
‖f1‖Lp1 |f2(y2)|dy2
(|x− y21|+ |y22|)n2/p
′
2+m/q
.
Now we see from Theorem 2.2 that (4.3) is true.
(B3) p2 > 1 and q = p2.
In this case, n2 > m, 1 < p1, p2 < ∞ and 1/p1 + 1/p2 ≥ 1. By Minkowski’s and
Young’s inequalities, we have
∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|y1|+ |x− y21|+ |y22|)λ
∥∥∥∥
Lqx
21
.∫
Rn1+n2−m
f1(y1)‖f2(·, y22)‖Lp2dy1dy22
(|y1|+ |y22|)n1/p
′
1+(n2−m)/p
′
2
.
Now it follows from Lemma 2.3 that∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|y1|+ |x− y21|+ |y22|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 .
4.3 The case 0 < r1 < r2 = m or 0 < r2 < r1 = m
We consider only the case 0 < r1 < r2 = m. As in the necessity part, it suffices to show
that ∥∥∥∥
∫
R
n1+n2
f1(y1)f2(y2)dy1dy2
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 , (4.5)
where x = (x1, x2), x1 ∈ R
r1 , x2 ∈ R
m−r1 , yi1 ∈ R
ri and yi2 ∈ R
ni−ri , i = 1, 2.
We prove the conclusion in four subcases.
(C1) p2 = 1.
In this case, 1 < p1 ≤ q <∞. (4.5) is equivalent to∥∥∥∥
∫
Rn1+m
f1(y1)h(x)dxdy1
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
∥∥∥∥
L∞y2
. ‖f1‖Lp1‖h‖Lq′ . (4.6)
Observe that ∫
Rn1+m
|f1(y1)h(x)|dxdy1
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
=
∫
R
n1+m
|f1(y1 + (y
(1)
21 , . . . , y
(r1)
21 , 0, . . . , 0))h(x + y21)|dxdy1
(|x1 − y11|+ |y12|+ |x|+ |y22|)n
′
1/p1+m/q
.
∫
Rn1+m
|f1(y1 + (y
(1)
21 , . . . , y
(r1)
21 , 0, . . . , 0))h(x + y21)|dxdy1
(|y1|+ |x|)n
′
1/p1+m/q
.
By Lemma 2.3, we have
∫
Rn1+m
|f1(y1)h(x)|dxdy1
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
. ‖f1‖Lp1‖h‖Lq′ ,∀y2 ∈ R
n2 .
Hence (4.6) is true.
(C2) p1 = 1.
In this case, 1 < p2 ≤ q <∞. It suffices to show that for any f2 ∈ L
2 and h ∈ Lq
′
,
∣∣∣∣
∫
Rn2+m
f2(y2)h(x)dxdy2
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
∣∣∣∣ . ‖f2‖Lp2‖h‖Lq′ , ∀y1 ∈ Rn1 . (4.7)
Denote y21 = (y211, y212), where y211 ∈ R
r1 , y212 ∈ R
m−r1 . We rewrite the above inequality
as∣∣∣∣
∫
R
n2+m
f2(y2)h(x)dxdy2
(|x1 − y11|+|y12|+|x1 − y211|+|x2 − y212|+|y22|)λ
∣∣∣∣ . ‖f2‖Lp2‖h‖Lq′ , ∀y1 ∈ Rn1 .
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Using Young’s inequality when computing the integration with respect to dx2dy212, we
get ∣∣∣∣
∫
Rn2+m
f2(y2)h(x)dxdy2
(|x1 − y11|+|y12|+|x1 − y211|+|x2 − y212|+|y22|)λ
∣∣∣∣
.
∫
R2r1+n2−m
‖f2(y211, ·, y22)‖Lp2y212
‖h(x1, ·)‖Lq
′
x2
dx1dy211dy22
(|x1 − y11|+|y12|+|x1 − y211|+|y22|)(n2+r1−m)/p
′
2+r1/q
=
∫
R2r1+n2−m
‖f2(y211 + y11, ·, y22)‖Lp2y212
‖h(x1 + y11, ·)‖Lq
′
x2
dx1dy211dy22
(|x1|+ |y12|+ |x1 − y211|+ |y22|)(n2+r1−m)/p
′
2+r1/q
.
∫
R2r1+n2−m
‖f2(y211 + y11, ·, y22)‖Lp2y212
‖h(x1 + y11, ·)‖Lq
′
x2
dx1dy211dy22
(|x1|+ |y211|+ |y22|)(n2+r1−m)/p
′
2+r1/q
. ‖f2‖Lp2‖h‖Lq′ ,
where we use Lemma 2.3 in the last step. Hence (4.7) is true.
(C3) p1 =∞.
In this case, 1 < p2 < q <∞. We have∣∣∣∣
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
∣∣∣∣
.
∫
Rn1
‖f1‖L∞f2(y2)dy2
(|x− y21|+ |y22|)λ−n1
.
Now the conclusion follows from Theroem 2.2.
(C4) 1 < p1, p2 <∞ and p2 ≤ q <∞.
Using Ho¨lder’s inequality when computing the integration with respect to y12 and y22,
we get ∣∣∣∣
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
∣∣∣∣
.
∫
Rr1+m
‖f1(y11, ·)‖Lp1 ‖f2(y21, ·)‖Lp2dy11dy21
(|x1 − y11|+ |x− y21|)r1/p
′
1+m/p
′
2+m/q
.
Denote y21 = (y211, y212), where y211 ∈ R
r1 and y212 ∈ R
m−r1 . By Young’s inequality, we
get ∥∥∥∥
∫
Rn1+n2
f1(y1)f(y2)dy1dy2
(|x1 − y11|+ |y12|+ |x− y21|+ |y22|)λ
∥∥∥∥
Lqx2
.
∫
R2r1
‖f1(y11, ·)‖Lp1‖f(y211, ·)‖Lp2dy11dy211
(|x1 − y11|+ |x1 − y211|)r1/p
′
1+r1/p
′
2+r1/q
.
Now the conclusion follows from Proposition 1.1.
4.4 The case 0 < r1, r2 < m
As in the necessity part, we only need to show that∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 ,
23
where
K(x, y1, y2) = |x1 − y11|+ |x2 − y12|+ |y13|+ |x2 − y21|+ |x3 − y22|+ |y23|,
x = (x1, x2, x3), yi = (yi1, yi2, yi3), x1, y11 ∈ R
m−r2 , x2, y12, y21 ∈ R
r1+r2−m, x3, y22 ∈
R
m−r1 , y13 ∈ R
n1−r1 and y23 ∈ R
n2−r2 .
There are five subcases.
(D1) p1 = 1 and r2 < n2.
In this case, p2 ≤ q <∞. Observe that
K(x, y1, y2) ≥ |x1 − y11|+ |x2 − y21|+ |x3 − y22|+ |y23|.
We have ∥∥∥∥
∫
Rn2
f2(y2)dy2
K(x, y1, y2)λ
∥∥∥∥
Lq
(x2,x3)
≤
∥∥∥∥
∫
Rn2
f2(y2)dy2
(|x1 − y11|+ |x2 − y21|+ |x3 − y22|+ |y23|)λ
∥∥∥∥
Lq
(x2,x3)
.
∫
Rn2−r2
‖f2(·, y23)‖Lp2dy23
(|x1 − y11|+ |y23|)(n2−r2)/p
′
2+(m−r2)/q
,
where we use Young’s inequality in the last step. Hence
∥∥∥∥
∫
Rn2
f2(y2)dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx
.
∥∥∥∥
∫
Rn2−r2
‖f2(·, y23)‖Lp2dy23
(|x1 − y11|+|y23|)(n2−r2)/p
′
2+(m−r2)/q
∥∥∥∥
Lqx1
.
By Lemma 2.3, ∥∥∥∥
∫
Rn2
f2(y2)dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx
. ‖f2‖Lp2 , ∀y1 ∈ R
n1 .
It follows from Minkowski’s inequality that
∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 . (4.8)
(D2) p1 = 1, r2 = n2 and r1 + r2 > m.
In this case, p2 ≤ q <∞ and
K(x, y1, y2) = |x1 − y11|+ |x2 − y12|+ |y13|+ |x2 − y21|+ |x3 − y22|
≥ |x1 − y11|+ |x2 − y12|+ |x2 − y21|+ |x3 − y22|
≈ |x1 − y11|+ |x2 − y12|+ |y12 − y21|+ |x3 − y22|.
Hence ∥∥∥∥
∫
R
n2
f2(y2)dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx3
≤
∥∥∥∥
∫
R
n2
f2(y2)dy2
(|x1 − y11|+ |x2 − y12|+ |x3 − y22|+ |y12 − y21|)λ
∥∥∥∥
Lqx3
24
.∫
Rn2+r1−m
‖f2(y21, ·)‖Lp2 dy21
(|x1 − y11|+ |x2 − y12|+ |y12 − y21|)(n2+r1−m)/p
′
2+r1/q
=
∫
Rn2+r1−m
‖f2(y21 + y12, ·)‖Lp2 dy21
(|x1 − y11|+ |x2 − y12|+ |y21|)(n2+r1−m)/p
′
2+r1/q
.
It follows from Lemma 2.3 that∥∥∥∥
∫
Rn2
f2(y2)dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx
. ‖f2‖Lp2 , ∀y1 ∈ R
n1 .
Thus (4.8) is true.
(D3) p1 = 1, r2 = n2 and r1 + r2 = m.
In this case, p2 < q <∞ and
K(x, y1, y2) = |x1 − y11|+ |y13|+ |x3 − y2| ≥ |x1 − y11|+ |x3 − y2|.
Hence ∫
Rn2
|f2(y2)|dy2
K(x, y1, y2)λ
≤
∫
Rn2
|f2(y2)|dy2
(|x1 − y11|+ |x3 − y2|)λ
.
It follows from Minkowski’s inequality that
∥∥∥∥
∫
Rn2
f2(y2)dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx1
≤
∫
Rn2
|f2(y2)|dy2
|x3 − y2|r2/p
′
2+r2/q
.
By Theorem 2.2, we get
∥∥∥∥
∫
Rn2
|f2(y2)|dy2
|x3 − y2|r2/p
′
2+r2/q
∥∥∥∥
Lqx3
. ‖f2‖Lp2 .
Hence
∥∥∥∥
∫
Rn2
f2(y2)dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx
=
∥∥∥∥∥
∥∥∥∥
∫
Rn2
f2(y2)dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx1
∥∥∥∥∥
Lqx3
. ‖f2‖Lp2 , ∀y1 ∈ R
n1 .
Therefore, (4.8) is true.
(D4) p2 = 1.
Similarly to Cases (D1) - (D3) we get the conclusion.
(D5) 1 < p1, p2 <∞ and max{p1, p2} ≤ q <∞
There are two subcases.
(D5)(a) r1 + r2 > m.
Recall that
K(x, y1, y2) = |x1−y11|+ |x2−y12|+ |y13|+ |x2−y21|+ |x3−y22|+ |y23|.
Using Ho¨lder’s inequality when computing the integrations dy13 and dy23, we get∣∣∣∣
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
K(x, y1, y2)λ
∣∣∣∣
25
.∫
Rn1+n2
‖f1(y11, y12, ·)‖Lp1 ‖f2(y21, y22, ·)‖Lp2 dy11dy12dy21dy22
(|x1−y11|+ |x2−y12|+ |x2−y21|+ |x3−y22|)r1/p
′
1+r2/p
′
2+m/q
. (4.9)
We see from Young’s inequality that∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
K(x, y1, y2)λ
∥∥∥∥
Lq
(x1,x3)
.
∫
R2(r1+r2−m)
‖f1(·, y12, ·)‖Lp1‖f2(y21, ·)‖Lp2 dy12dy21
(|x2 − y12|+ |x2 − y21|)(r1+r2−m)(1/p
′
1+1/p
′
2+1/q)
.
By Proposition 1.1, we get the conclusion as desired.
(D5)(b) r1 + r2 = m.
In this case, the variables x2, y12, y21 do not exist. If p1 < p2, we see from Ho¨lder’s and
Young’s inequalities that∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx3
.
∫
Rn1
|f1(y1)| · ‖f2‖Lp2dy1
(|x1 − y11|+ |y13|)n1/p
′
1+r1/q
.
By Theorem 2.2, we get∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx
. ‖f1‖Lp1‖f2‖Lp2 .
If p2 < p1 or p1 = p2 < q, with similar arguments we get the conclusion.
If q = p1 = p2, then we have q ≤ 2, n1 > r1 and n2 > r2. By Young’s inequality, we
get ∥∥∥∥
∫
Rn1+n2
f1(y1)f2(y2)dy1dy2
K(x, y1, y2)λ
∥∥∥∥
Lqx
.
∫
Rn1+n2−r1−r2
‖f1(·, y13)‖Lp1‖f2(·, y23)‖Lp2dy13dy23
(|y13|+ |y23|)(n1−r1)/p
′
1+(n2−r2)/p
′
2
.
Now the conclusion follows from Lemma 2.3. This completes the proof.
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