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Abstract Speaker variability is known to have an adverse
impact on speech systems that process linguistic content,
such as speech and language recognition. However, speech
production changes in individuals due to stress and emo-
tions have similarly detrimental effect also on the task of
speaker recognition as they introduce mismatch with the
speaker models typically trained on modal speech. The fo-
cus of this study is on the analysis of stress-induced vari-
ations in speech and design of an automatic stress level
assessment scheme that could be used in directing stress-
dependent acoustic models or normalization strategies. Cur-
rent stress detection methods typically employ a binary de-
cision based on whether the speaker is or not under stress.
In reality, the amount of stress in individuals varies and can
change gradually. Using speech and biometric data collected
in a real-world, variable-stress level law enforcement train-
ing scenario, this study considers two methods for stress
level assessment. The first approach uses a nearest neigh-
bor clustering scheme at the vowel token and sentence lev-
els to classify speech data into three levels of stress. The sec-
ond approach employs Euclidean distance metrics within the
multi-dimensional feature space to provide real-time stress
level tracking capability. Evaluations on audio data con-
firmed by biometric readings show both methods to be effec-
tive in assessment of stress level within a speaker (average
accuracy of 55.6 % in a 3-way classification task). In addi-
tion, an impact of high-level stress on in-set speaker recog-
nition is evaluated and shown to reduce the accuracy from
91.7 % (low/mid stress) to 21.4 % (high level stress).
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1 Introduction
The negative impact of stress and emotions on automatic
speech recognition is well documented in the past litera-
ture (Rajasekaran et al. 1986; Hansen 1988; Womack and
Hansen 1999). Intuitively, the focus of speech recognition
(as well as dialect and language recognition) is on the lin-
guistic content captured in the speech signal, and other sig-
nal components such as environmental characteristics, chan-
nel transfer function, or speaker traits are considered redun-
dant and potentially harmful. In contrast to this, the task of
speaker recognition fully relies on speaker traits captured in
the signal. However, also here, speech production variability
on the individual level may harm both human-based and au-
tomatic speaker identification accuracy if the provided train-
ing samples do not capture similar speech modality (Ikeno
et al. 2007). Several approaches focused on increasing ro-
bustness of speaker recognition to stress have been proposed
(Hansen and Varadarajan 2009; Patil and Hansen 2010;
Hansen et al. 2012). Most of them require information about
the level of stress (its presence or absence) to match the pro-
cessed speech sample with corresponding stressed or modal
speech models.
The focus of this study is on the analysis of stressed
speech acquired in a real-world scenario and a design of a
finer-resolution stress assessment scheme that could be used
in unsupervised generation/selection of stress-level depen-
dent speaker models or in directing stress-dependent speech
normalization strategies. Additional applications include au-
tomatic assessment of stress levels of personnel in critical
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task settings, such as pilots, air traffic controllers, and mil-
itary and security personnel, and allowing decisions to be
made regarding the suitability of such persons to adequately
perform, or continue to perform, their duties and maintain
the safety of others.
Current automatic stress detection methods for speech
have focused on binary neutral/stress detection with no ef-
forts to account for graduated stress levels of the speaker
conveyed through speech (Cairns and Hansen 1994;
Rahurkar et al. 2002; Zhou et al. 2001; Borˇil et al. 2010,
2012). After motivating the feasibility of automatic stress
detection in speech, this study considers two approaches
to reliably assess stress level conveyed through speech.
The first method is a classification-based scheme, whose
goal is to accurately classify test tokens into one of 3
stress levels: low, mid, or high. The second method is an
assessment-based scheme, tracking the stress level conveyed
by a speaker in their speech in real-time relative to a stress
level anchor point established by the speaker prior to assess-
ment conditions.
Both methods use the Euclidean distance metric
(Theodoridis and Koutroumbas 2003) to measure distances
between vectors in an orthogonal three-dimensional feature
space. This hybrid space consists of temporal, frequency,
and Teager Energy Operator (TEO)-based features. Previ-
ous research has shown that mean pitch and vowel duration
are directly correlated to the presence of stress in speech
(Hansen 1988; Borˇil et al. 2010). Specifically, mean pitch
and vowel duration have been shown to increase when the
speaker is under stressful conditions. Mean pitch and dura-
tion features are used as 2 dimensions in this space. A new
non-linear TEO-based feature, the T EO , comprises the
third dimension of this feature space. As will be shown, the
average value of bands 3 and 9 of the Teager Energy Op-
erator, Critical Band, Autocorrelation Envelope (TEO-CB-
AutoEnv) feature show a consistent decrease in autocorrela-
tion area as the level of stress increases within speech.
The paper is organized as follows. The Federal Law En-
forcement Training Center simulated hostage scenario cor-
pus is described, to include speech data and biometric data
analysis. The TEO and the TEO-CB-AutoEnv feature are
explained in detail in Sect. 3. We then motivate the feasi-
bility of automatic stress level assessment by showing if the
TEO-CB-AutoEnv feature can be used to track stress levels
in speech under a specific set of test conditions. The devel-
opment of a 3-dimensional orthogonal hybrid feature space
using frequency-based and TEO-CB-AutoEnv-based fea-
tures is presented next. We then illustrate the effectiveness
of classification-type and assessment-type schemes based on
this 3-dimensional hybrid feature space to automatically as-
sess the level of stress conveyed in a test subject’s speech.
Finally, we study the impact of stress on an in-set speaker
recognition. The paper concludes with a discussion of the
results presented and future directions relating to this work.
2 The Federal Law Enforcement Training Center
simulated hostage scenario corpus
2.1 Overview
The speech data used in this paper was taken from male
trainees completing a simulated hostage scenario held at
the Federal Law Enforcement Training Center (FLETC) in
Glynco, GA. The FLETC scenario was designed to test the
capacity of students to draw on their training and personal
resources to survive in a novel, rapidly evolving, highly
stressful, multi-task paradigm that realistically models lethal
force situations often encountered in the line of duty. Male
police trainees who had completed all associated training
coursework and were ready to graduate from FLETC were
recruited and enrolled in the study after giving their writ-
ten, informed consent. Each of 10 male speakers ranging
in age from 23–34 years completed the scenario with each
scenario lasting approximately 5 minutes. The scenario was
scripted by FLETC to include comparable actions at simi-
larly organized intervals unknown to each trainee. A micro-
phone was placed in the room to record speech data. In addi-
tion, speaker biometric data including heart rate (HR), sys-
tolic blood pressure (sBP), diastolic blood pressure (dBP),
and secretion salivary cortisol (SC) were collected from the
trainees completing the FLETC hostage scenario.
The scenario involved an officer trainee (subject) and
three role players: a “partner”, a “complainant” and a “sus-
pect”. The “partner” was in fact a confederate of the exper-
imenters, a fact unknown to the trainee, and was scripted to
make a critical mistake, putting the trainee in jeopardy. Both
trainee and partner were armed with 9 mm semi-automatic
sidearms, modified to accept FX marking cartridges (simi-
lar to “paint balls”), and 3 magazines of marking cartridges
(color-coded to distinguish impact of subject’s rounds from
confederate’s weapon’s rounds). Trainee and partner were
told by a supervisor to investigate a complaint of theft and
directed to enter a building and interview the complainant.
The trainee and the partner were wearing face shields and
protective vests. Two instructors, unarmed but also wear-
ing protective gear were inside the house and served as role
players, one as a co-operative complainant, and the other as
a belligerent suspect.
When the student and partner entered the building, the
complainant was in the front room and they began taking a
report from him. The data collected from the trainee during
the initial informational interview portion of the coopera-
tive party by the officers was classified as low stress-level
data. Approximately 1 minute later, the suspect emerged
from a back room and began shouting at the complainant.
Amidst the argument, background music and barking from
a dog were introduced into the environment at this time.
The data collected from the trainee during this period was
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Fig. 1 Sequence of events in FLETC training scenario
classified as mid stress-level data. After this period of argu-
ment, the partner approached the suspect carelessly and had
his holstered 9 mm weapon taken away by the suspect. The
suspect shot the partner and took the complainant hostage,
and used him as a shield. The suspect then shot the com-
plainant with the partner’s 9 mm weapon, ducked behind a
wall, and re-emerged with a paint-ball shotgun with which
he began firing at the student, who had minimal cover avail-
able. The suspect then resumed firing at the student with
the 9 mm handgun. The student returned fire throughout this
period with the third round in the student’s weapon was dud
(i.e., a round that failed to fire). This required the student to
perform an action to clear the malfunction and further in-
creased the stress level (Meyerhoff et al. 2004). The data
collected during the hostage and simulated firefight portions
of the scenario were classified as high stress data. The sce-
nario concluded at a pre-arranged time when the suspect was
scripted to fall to the floor, immobile and let the weapon
fall from his hand. An instructor entered the room at this
point to stop this segment of the scenario. The resulting cor-
pus used for this experiment shows a definite build-up of
speaker stress over time, which was confirmed by subject re-
sponses and biometric data analysis (Meyerhoff et al. 2004).
The sequence of events in this training scenario is illustrated
in Fig. 1.
One definition of stress is the perception that situational
demand exceeds resources (Saunders et al. 1996). In the
present study, the trainee relies on the partner as a resource,
to perform as a partner, during the investigation of the simu-
lated domestic dispute. The shortcomings of the partner con-
stituted a significant deficit in resources and a major stressor
for the trainee.
2.2 Speech data analysis
Recordings from ten male speakers completing the FLETC
scenario as trainees are utilized in this study. Clearly, the
number of subjects available in the FLETC corpus is rela-
tively small, especially from the viewpoint of such tasks as
Table 1 Contents of FLETC speech corpus
speaker verification that often involve hundreds of subjects.
However, the corpora utilized in these tasks capture routine
conversations of naïve participants in modal conditions and
are not suitable for the study of stress in speech. In this con-
text, FLETC represents one of the first attempts to capture a
broad range of stress levels in realistic conditions and pro-
vides a unique insight into how high-level stress (a hostage
scenario) impacts speech production and in consequence,
automated speech systems. In addition to the impact of
stress itself, due to the adverse acoustic conditions in the
FLETC scenarios (room reverberation, strong background
music, cross-talks from partner, complainant, and suspect),
the task of speaker recognition becomes significantly more
complex compared to processing of office/telephone speech
utilized in majority of current speaker recognition studies.
It has been determined that vowels are an attractive class
of phonemes to use as tokens in automatic speech recog-
nition systems due to their definite quasi-periodic nature
(Zhou et al. 2001). It has also been shown that there is little
variance between vowel types used as tokens in an automatic
TEO-based stress detection system (Ruzanski et al. 2005).
A total of 756 vowel tokens of various types of suitable du-
ration (Ruzanski et al. 2005) were extracted from the ten
subject. The vowel set contains the phonemes /AA/, /AE/,
/AO/, /AX/, /EH/, /EY/, /IH/, /IY/, /OW/, and /UW/. The
vowels were manually extracted, as it was determined exper-
imentally that automatic phoneme extraction schemes were
adversely affected by the presence of stress in the speech.1
Further details of the FLETC corpus are shown in Table 1.
Five tokens were extracted from each speaker during a
true neutral condition, i.e., non-stressful conditions occur-
ring approximately 30 minutes before and after the hostage
scenario. While these tokens are not part of the FLETC
hostage scenario, features extracted from these tokens are
1It has been shown that the performance of speech recognition systems
trained with neutral speech data degrades significantly when testing
with speech data collected while the speaker was under stress and that
various feature-based spectral compensation schemes are needed to use
automatic speech recognition for stressed speech (Hansen 1996; Borˇil
2008; Borˇil and Hansen 2010).
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Fig. 2 Speaker biometric
profile for FLETC hostage
scenario
used for normalization of the feature dimensions described
later in this study.
2.3 Biometric data analysis
Speaker biometric data, including HR, sBP, dBP and SC, is
collected from each trainee completing the FLETC hostage
scenario. This data is used in addition to the speech data col-
lected from each speaker to independently assess the level
of stress within a speaker during the scenario. It has been
shown that biometric data is highly correlated with the level
of stress within a speaker (Meyerhoff et al. 2004).
A SunTech Medical Corp. Accutracker II device was
placed on the trainee to automatically record motion-tolerant
systolic and diastolic BP readings approximately every
minute throughout the scenario. A Polar Electro Oy Accurex
Plus wireless HR monitor was used to record HR readings
approximately every ten seconds throughout the scenario.
Heart rate readings were transmitted wirelessly from a one-
piece belt containing electrodes that was placed around the
trainee’s torso and recorded by an instrument placed on the
trainee’s wrist. Salivary cortisol was measured as the hor-
monal stress marker, since saliva is easily collected and
changes in salivary levels reflect changes in plasma concen-
trations (Kirschbaum et al. 1996). Cortisol is released into
the bloodstream from the cortex of the adrenal gland, and is
one of several hormones that increase blood glucose as part
of the normal response to exertion or psychological stress.
Saliva samples were collected before and after the scenario
after which cortisol analysis was accomplished. Saliva sam-
ples were collected using Salivette tubes. The Salivette cot-
ton swab was chewed for 2 minutes to provide a sample at
the start of baseline orientation, start of the scenario, imme-
diately after the scenario, and 30 minutes after completion
of the scenario. Saliva was frozen until assayed for cortisol
by radioimmunoassay, as previously described in Meyerhoff
et al. (1998). These biometric readings were used to assess
the stress level in the speaker independently of speech data
(Meyerhoff et al. 2004).
Biometric data for each of four biometric types, HR, sBP,
dBP, and is taken from each trainee completing the FLETC
hostage scenario. The results are temporally averaged within
each of the three portions of the scenario, and these results
are averaged across the 5 speakers. This averaging process
reduces seasonality and illustrates the approximate linear
trend in the biometric data (Brockwell and Davis 2002).
These results are shown in Fig. 2. The results in Fig. 2 show
a clear pseudo-linear increase in value for each type of bio-
metric as stress level increases and verify the performance of
the stress level classification scheme described in Sect. 6.1.
3 The Teager energy operator
Historically, most approaches to speech modeling have
taken a linear plane wave point of view. While features de-
rived from such analysis can be effective for speech coding,
they are clearly removed from physical speech modeling.
Teager (Teager 1980; Teager and Teager 1989) did exten-
sive research on non-linear speech modeling and pioneered
the importance of analyzing speech signals from an energy-
based point-of-view. His studies showed that airflow is sep-
arated, with concomitant vortices distributed throughout the
vocal tract. The differences in linear vs. non-linear vocal
tract airflow modeling is illustrated in Fig. 3. It is believed
that when a speaker is under stress, a change occurs in the
vocal system physiology that further affects vortex-flow in-
teraction patterns.
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Teager devised a simple nonlinear energy-tracking oper-
ator that models the airflow through the vocal tract, shown




] = x2(n) − x(n + 1)x(n − 1), (1)
where Ψ [·] is the TEO. Kaiser first systematically intro-
duced the TEO in Kaiser (1990a, 1990b).
The TEO-CB-AutoEnv feature employed here has pre-
viously been shown to reflect variations in excitation un-
der stressful conditions (Zhou et al. 2001). A speech sig-
nal fundamental frequency (F0) will change and hence the
distribution pattern of pitch harmonics across critical bands
will differ for speech under non-stressful conditions (Zhou
et al. 2001). While it is possible to track the input F0 over
time and center a bandpass filter to extract a single TEO re-
sponse, the accuracy of the response will be dependent on
the F0 tracking scheme, and could be influenced by noise
(see Zhou et al. (2001) for such a TEO stress scheme). In this
study, a fine frequency resolution is achieved using a critical
band partitioning of entire audible frequency range into crit-
ical bands (Scharf 1970; Yost 1994), thus removing the need
for F0 tracking. The actual F0 value from the speech signal
will influence the number of harmonics in each frequency
bin, which in turn will impact the cross-terms due to more
than one harmonic being analyzed by the TEO. However,
Fig. 3 Linear (left) vs. non-linear (right) vocal tract airflow model;
after Zhou et al. (2001)
the process of finding the autocorrelation response followed
by the envelope calculation significantly reduces the depen-
dency on F0 characteristics in the resulting TEO feature. We
therefore extract the TEO and F0 terms separately to allow
for a data fusion strategy employing specific weighting of
each domain for stress/neutral classification.
The TEO-CB-AutoEnv is extracted through a process
shown in the flow diagram of Fig. 4 and illustrated math-
ematically using critical bandpass filters as,
uj (n) = s(n) ∗ gj (n),
Ψj (n) = Ψ
[
uj (n)







j (n + k),
(2)
where gj (n), j = 1,2, . . . ,17 is the bandpass filter impulse
response, uj (n), j = 1,2, . . . ,17 is the output of each band-
pass filter, ‘*’ denotes the convolution operator, RΨ ij (k) is
the autocorrelation function of the ith frame of the TEO pro-
file from the j th critical band, Ψ ij (n), n = 1,2, . . . ,N , and
N is the frame length.
The TEO-CB-AutoEnv feature is thus a 17-dimensional
vector of normalized area coefficients, with each element
representing the area under the TEO autocorrelation enve-
lope in each of the 17 filter bands normalized by the en-
ergy across all bands collectively. While periodic structure
related to the harmonics in the speech signal is exhibited in
the TEO feature and the associated autocorrelation function,
such structure is removed by taking the area under the enve-
lope of the autocorrelation function thus creating a feature
that is pitch resistant. It has also been observed that some
area terms are smaller in value when speech under stress is
evaluated (Zhou et al. 2001), suggesting a reduced correla-
tion (i.e., regularity) of the signal versus neutral-condition
speech within across these frequencies. For a speech sig-
nal with stationary excitation (constant pitch, regular glottal
pulses), the envelope of the autocorrelation function could
be interpolated by a line with a constant negative slope.
Increased irregularity in the speech signal, that can be at-
tributed to the elevated level of stress (Zhou et al. 2001),
will result in a faster decaying autocorrelation envelope and
in consequence, reduced area under the envelope.
Fig. 4 TEO feature extraction flow diagram; after Zhou et al. (2001)
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Fig. 5 TEO-CB-AutoEnv
profile for /AE/ token, neutral
vs. stress condition; single
speaker experiment
4 Motivation for automatic stress level assessment
using the TEO-CB-AutoEnv feature
The TEO-CB-AutoEnv was analyzed for an /AE/ vowel to-
ken under a clear neutral and stress condition taken from
a single speaker. This comparison across frequency bands
from 0–4 kHz is shown in Fig. 5. It can be seen that the
normalized TEO-CB-AutoEnv values vary for each of the
17 frequencies bands (ranging from 0.035 to 0.527) and
are generally higher for the token under the neutral condi-
tion. The frequency band information for the critical bands
is shown in Table 2.
To investigate the behavior of the TEO-CB-AutoEnv fea-
ture over time in the FLETC variable-stress level scenario,
we choose the four frequency bands that show the greatest
difference between neutral and stress conditions from the
analysis of Fig. 5. Here, these are bands 3, 7, 9, and 10,
which correspond to frequencies centered at 250, 700, 1000,
and 1170 Hz, respectively.
We extracted nine sentences at times distributed through-
out the task in the FLETC scenario, from the same speaker,
and extracted three vowel samples from each of these
sentences. Our focus is on the development of a vowel-
independent assessment scheme and hence, the samples
were randomly selected from the pool of vowels listed in
Sect. 2.2, whichever occurred in the sentences.
We found average values for the TEO-CB-AutoEnv for
each of the four bands identified above across each of the
three vowels in each sentence. Finally, we averaged the
mean values for each of the three vowels to yield one value
representative of the behavior of the TEO-CB-AutoEnv at
each time across the duration of the scenario. The results
are shown in Fig. 6. Figure 6 shows that the band-averaged
TEO-CB-AutoEnv values across phonemes in sentences
spoken at different times in a stressful scenario are inversely
proportional to the level of stress the speaker is under at that
particular time.
While these results show promise for automatically as-
sessing and tracking stress levels in speech, it may not be
feasible to acquire the four best bands from the comparison
between neutral and stressful speech tokens. We employ ad-
ditional speech feature parameters to assess stress level in
speech and create a new hybrid multi-dimensional feature
space in the following section.
5 Hybrid multi-dimensional feature selection and
analysis
The features chosen for this experiment are both hybrid
(i.e., temporal-based, frequency-domain-based, non-linear)
and multi-dimensional. The dimensions were normalized
using respective values for true neutral speech pooled for
all ten speakers. This true neutral speech was collected from
the same speakers who completed the training scenario but
taken under controlled laboratory conditions 30 minutes be-
fore and after the scenario. The three dimensions chosen
for stress level assessment in this experiment that include
mean pitch, token duration, and T EO are described below.
The following analyses consider a development set of the 10
speakers in the FLETC corpus.
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Table 2 Critical band
frequency information; after
Zhou et al. (2001)
Fig. 6 Band-averaged
TEO-CB-AutoEnv profile for
FLETC scenario vs. time
5.1 Mean pitch
It has been shown that mean pitch increases significantly
for a speaker under stress relative to a non-stress condition
(Hansen 1988). In certain cases where the speaker is trying
to conceal a stressful condition (e.g., polygraph examina-
tion), this may not be the case (Hansen 1988). Since speak-
ers in the FLETC scenario are assumed to not attempt to
conceal stress conveyed in their speech, we chose to explore
the validity of using mean pitch as a feature for assessment
of stress level in the FLETC scenario.
Frame-by-frame pitch values are extracted from each of
the tokens using a sub-harmonic-to-harmonic ratio (SHR)
algorithm. The SHR algorithm was previously demonstrated
(Sun 2002) to provide a superior performance to a popu-
lar autocorrelation-based pitch tracker available in PRAAT
(Boersma 1993) as well as to the cross-correlation based
RAPT pitch tracker (Talkin 1995). One of the sources of
302 Int J Speech Technol (2012) 15:295–311
Fig. 7 Centroid plot for mean
pitch dimension across stress
levels
Table 3 Statistical analysis for mean pitch feature (normalized)
pitch estimation errors in traditional pitch trackers is the
presence of alternate cycles in speech signal. These cycles
relate to voice quality and can be observed for example in
creaky voices, voices with laryngealization, and pathologi-
cal voices (Sun 2002). It can be assumed that the presence
of stress will further impact the presence of the alternate cy-
cles. The SHR algorithm accounts for the presence of these
cycles and as such is a good candidate for pitch tracking
in non-modal speech scenarios such as the one considered
in this study. Normalized pitch values were determined by
dividing frame pitch values by the overall mean pitch cal-
culated over the whole speaker session. The resulting nor-
malized pitch statistics for each of the three stress levels is
shown in Table 3.
In Table 3, the μ column represents the average value
taken across the collection of tokens of the normalized mean
pitch values from each of the respective stress level regions
(i.e., low, mid, and high). Similarly, σ 2, min, and max rep-
resent the variance, minimum value, and maximum value,
respectively, of the normalized mean pitch values for tokens
in each of the respective stress level regions.
The results from Table 2 indicate an increase in mean
pitch with increasing stress level (e.g., a 30.6 % increase
in mean for high stress). The small variance values con-
firm a relatively tight distribution about the mean of each
region, which is desirable for a clustering-type classification
Table 4 Statistical analysis for duration feature (normalized)
scheme. The approximate linear relationship of the mean
pitch behavior is shown in Fig. 7.
5.2 Vowel duration
It has been shown that vowel duration and the variability of
vowel duration increases significantly for a speaker under
stress (Hansen 1988). We chose vowel duration as a feature
in the assessment of stress level in speech in the FLETC
scenario. For the purpose of the speech production assess-
ment presented here, boundaries of vowel segments were
determined through manual labeling. For a fully automated
processing, vowel segments can be tracked using automatic
phone recognition (Schwarz 2009). Alternatively, the group
of vowel segments can be extended to all voiced segments
as their duration has been found to strongly correlate with
the presence of stress (Borˇil et al. 2010).
Duration is independent of mean pitch, assuming quasi-
periodicity of the vowel tokens and the removal of the tem-
poral component during the averaging operation. Pitch and
duration dimensions are thus orthogonal. The normalized
durations were obtained by dividing duration of each to-
ken by the mean duration extracted over the whole speaker
session. The normalized duration statistics are shown in Ta-
ble 4.
Again, under high stress conditions, there is a 16 % in-
crease in mean vowel duration. Also note that the vowel
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Fig. 8 Centroid plot for vowel
duration dimension across stress
levels
duration variability increases for increasing stress level as
shown by the increasing variances in Table 4. The quasi-
linear behavior related to stress level of the vowel duration
dimension is illustrated in Fig. 8.
5.3 TEO-CB-AutoEnv-based T EO feature
The results in Sect. 4 suggest the TEO-CB-AutoEnv feature
value per frequency band is inversely related to the level of
stress conveyed by a speaker in a speech sample. The anal-
ysis shown in Sect. 4 requires the presence of both low and
high stress tokens from the speaker. While low stress tokens
can be collected easily from the speaker, as it is assumed
a speaker will always be under some level of stress in a
practical law enforcement situation, high stress tokens are
more difficult to collect. For this reason, it is not feasible
to find the 4 best bands for each speaker completing such
a scenario to track stress levels for that speaker within the
respective scenario. It has been shown in Bou-Ghazale and
Hansen (1998) that it is possible to develop stress perturba-
tion models from neutral-to-stress and stress-to-neutral from
a core speaker set and apply these perturbation models to a
new speaker set for which only neutral data exists for suc-
cessful automatic speech recognition. We therefore took a
similar approach by training models from open speakers for
stress classification/assessment.
It has been shown in Zhou et al. (2001) that TEO-CB-
AutoEnv feature values are independent of pitch. Therefore,
any linear combination of such features will also yield an in-
dependent, thus orthogonal, dimension to pitch and duration
values, as the TEO-CB-AutoEnv values used are temporally
averaged across frames of the vowel tokens. This completes
the creation of a Euclidean space, facilitating the use of the
Euclidean distance metric used in the stress level assessment
algorithm outlined later in this study.
The following experimental procedure is performed for
stress level assessment in speech. Two different vowel to-
kens are selected for each of two speakers from the corpus.
For the first speaker, vowels /OW/ and /AY/ were selected.
For the second speaker, vowels /IH/ and /AO/ were selected
(i.e., we wanted to explore cases where vowel mismatch ex-
ists). The vowels were selected such that the same vowel was
spoken during low, mid, and high stress conditions. The nor-
malized TEO-CB-AutoEnv values were extracted for each
band from each of the tokens. The difference was taken from
the low-to-high stress conditions. The results are shown in
Table 5. From the analysis of the results in Table 5, the bands
that exhibit ubiquitous decreasing behavior across the 4 to-
kens across the speakers from the low to high stress condi-
tions are bands 1, 3, 4, 9, 11, and 14. We then examine the
behavior of these bands for the low-to-mid stress condition.
The results are shown in Table 6.
Table 6 shows that frequency bands 3 and 9 (200–300 Hz
and 920–1080 Hz, respectively) exhibit a consistent de-
crease of the normalized TEO-CB-AutoEnv value. Further
analysis of the TEO-CB-AutoEnv values across bands 3 and
9 is shown in Table 7. It can be seen that the majority of
tokens display a consistent decrease in TEO-CB-AutoEnv
values across all speakers.
By averaging the TEO-CB-AutoEnv values across bands






where TCA, i = {3,9} is the TEO-CB-AutoEnv value for the
ith frequency band. The behavior of this feature is shown in
Table 8. The results shown in Table 8 show a consistent de-
cline in T EO values with the level of stress across speakers
and across tokens.
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Table 5 TEO-CB-AutoEnv values for frequency bands across tokens;
difference from low-to-high stress level
Table 6 TEO-CB-AutoEnv values for frequency bands across tokens;
difference from low-to-high stress level
Table 7 TEO-CB-AutoEnv values for frequency bands across tokens
Table 8 T EO values across tokens
Table 9 Statistical analysis for the ‘1 − T EO ’ feature (normalized)
Finally, the T EO samples are pooled together from all
the tokens. To introduce similar behavior as seen in the mean
pitch and duration dimensions (increasing trend with the
level of stress), the resulting statistics of (1 − T EO ) (nor-
malized by dividing each sample by the overall mean) are
presented in Table 9.
The approximate linear relationship of this increasing be-
havior is shown in Fig. 9. According to these results, fre-
quency bands 3 and 9 exhibit similar sensitivity to stress.
The lower TEO-CB-AutoEnv values suggest greater irregu-
larity in speech within these 2 frequency bands. This irreg-
ularity implies a sharper decline in the TEO autocorrelation
function over increasing lag and thereby a lower autocorre-
lation envelope area value (see also the discussion at the end
of Sect. 3). The frequency band 3 (200–300 Hz) corresponds
to the area of occurrence of the first two harmonics of the
glottal spectrum (their spacing being equal to the fundamen-
tal frequency). The band 9 (920–1080 Hz) represents the up-
per area of the first formant (F1) and bottom area of the sec-
ond formant (F2) occurrence. Past literature (Hansen 1996;
Borˇil et al. 2010) reports strong sensitivity of fundamental
frequency and spectral slope of the glottal waveform spec-
trum, as well as of the F1,2, to the presences of stress. The
prominence of bands 3 and 9 seen in this section confirms
this phenomenon also for the FLETC stress scenarios.
6 Automatic speech stress-level assessment schemes
In this section, we utilize the feature space described in the
previous section in two automatic stress level assessment
paradigms. In the first archetype, we consider the problem
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Fig. 9 Centroid plot for
‘1 − T EO ’ dimension across
stress levels
of automatic stress assessment in speech in the classifica-
tion sense. We present error-rate classification results per-
taining to test token classification into the appropriate stress
level category, i.e., low, mid, high, explained previously. In
the second archetype, we consider the problem of automatic
stress assessment in speech in a relative measurement to a
readily available low-stress level centroid. Since successive
speech token distances are referenced to this anchor point,
we can assess the stress level conveyed in speech by the
creation of a real-time stress-level profile. We will then il-
lustrate the effectiveness of median smoothing to enhance
the visibility of this profile at the expense of the real-time
property.
6.1 Stress level classification using nearest neighbor
classification
This scheme begins with the establishment of centroids en-
compassing the 3 dimensions explained in Sect. 5. It was de-
termined experimentally that use of the 3-dimension feature
space yielded better results than any of the other 6 combi-
nations of lower-dimensional class combinations. The avail-
able speech data is collected and the norms of the 3 dimen-
sions are computed for each token. A subset of the lowest
1/3 of this data is created and the resulting centroid becomes
the low-stress level centroid. Likewise, the high-stress level
centroid is taken from the subset comprised of the highest
1/3 of the data. Based on the quasi-linear behavior of each
of the 3 dimensions, the mid-stress level centroid is taken to
be the mean of the low- and high-stress level centroids. The
choice to select 1/3 of the data was determined to give the
best experimental results.
6.1.1 Token-level classification
The establishment of stress level centroids and test set is
performed in a round robin fashion establishing a speaker-
independent test scenario. A test token’s class member-
ship is determined by the minimum Euclidean distance
(Theodoridis and Koutroumbas 2003) to the centroid of that
class. The decision scheme for the token-level classification
scheme is shown in Eq. (4):
MT = min







Low stress, if ‖x − CLOW‖ = MT ,
Mid stress, if ‖x − CMID‖ = MT ,
High stress, if ‖x − CHIGH‖ = MT ,
(4)
where DˆT is the token-level stress level classification deci-
sion, x is the 3-dimensional feature vector for the test to-
ken, C{LOW,MID,HIGH } is the 3-dimensional (low stress,
mid stress, high Stress) centroid, and ‖ · ‖ is the norm op-
erator.
6.1.2 Sentence-level classification
It has been shown that utilizing a weighted majority rule
decision algorithm yields considerable improvement for au-
tomatic stress detection over token-level algorithms (Saun-
ders et al. 1996). We next employ a sentence-level classi-
fication scheme using accumulated Euclidean distances for
each vowel token within a given sentence.
The stress level centroids are established and speaker-
independent testing is conducted in a round robin fashion
as was used with the token-level scheme. The stress classifi-
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Table 10 Comparison of automatic stress-level detection schemes




















i=1 WLOW,i = MS,
Mid stress, if
∑N
i=1 WMID,i = MS,
High stress, if
∑N
i=1 WHIGH,i = MS,
(5)
where DˆS is the sentence-level stress level classification de-
cision, W{LOW,MID,HIGH },i = ‖x − C{LOW,MID,HIGH }‖
for the ith vowel token in the test sentence, x is the 3-
dimensional feature vector for the test token, N is the num-
ber of vowel token per test sentence, C{LOW,MID,HIGH }
is the 3-dimensional low stress, mid stress, high stress cen-
troid, and ‖ · ‖ is the norm operator.
6.1.3 Stress-level classification performance analysis
The performance of the token- and sentence-level stress
level classification schemes is shown in Table 10. The results
presented in Table 10 show effectiveness of both schemes in
classifying a vowel token at each stress level, as a chance de-
cision yields an asymptotic error rate of 2/3. Similar to the
results presented in Saunders et al. (1996), a weighted ma-
jority decision scheme yields improved performance, here a
relative improvement of 12.1 %.
Analysis of the results presented in Table 10 also raises
other issues concerning the choice of paradigm for stress
level assessment in speech. From the analysis of the re-
sults presented in Table 10, it is seen that the mid-stress
level condition consistently yields worse performance than
that for the low- and high-stress level conditions. It is be-
lieved that more stress level graduations within the mid-
stress level region may improve performance. To investigate
this stress-level quantization error effect, a speaker is cho-
sen and an analysis of the errors in the mid-stress level re-
gion is performed. The results (see Table 11) show a migra-
tion of errors committed from low-stress level misclassifi-
cation to high-stress level misclassification as the scenario,
and subsequently stress stimulus, increases. The results pre-
sented in Table 11 show that as time progresses through-
out the scenario, more errors are made through high-stress
Table 11 Single-speaker mid-stress level region error analysis
level misclassification versus low-stress level misclassifica-
tion. This would suggest further segmentation of the mid-
stress level for this speaker to enhance stress level detection
performance. A response to the issue of optimal stress level
segmentation is to change the experimental paradigm from
a stress level classification method to a time-based stress
level assessment method. We describe such an assessment
scheme in the next subsection.
6.2 Stress level assessment using the Euclidean distance
metric
In the following subsection, we outline two methods for
stress level assessment based on considering the low-stress
level centroid explained earlier as a stress level anchor point
and the Euclidean distance metric from this centroid as a
ruler to measure speaker stress level conveyed in speech.
6.2.1 Real-time stress level tracking algorithm
This algorithm requires the establishment of a stress level
anchor point by extracting the three features explained ear-
lier from speech data collected before a scenario over which
stress levels desire to be tracked. As a scenario progresses,
three features are extracted from each vowel token. We es-
tablish the stress level conveyed by the speaker in speech at
that time by measuring the Euclidean distance from the to-
ken’s feature set to the stress level anchor point previously
established. This is shown in Eq. (6):
SLt = ‖xt − CANCHOR‖, (6)
where SLt is the relative stress level assessed at time t , xt is
the 3-dimensional feature vector for the test token at time t ,
CANCHOR is the 3-dimensional centroid representing vowel
tokens establishing a stress level reference point for stress
level analysis over time, and ‖ · ‖ is the norm operator.
A stress level profile can be established for the speaker as
time progresses. Profiles for the 10 speakers completing the
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Fig. 10 FLETC stress level
profile vs. time using 3-D vector
distance metric, speaker average
FLETC simulated hostage scenario are shown in Fig. 11.
Since the FLETC simulated hostage scenario is presented
in a uniform structure for all speakers, the average profile
of the 10 speakers is taken over a normalized time axis,
representing increasing percentage of progression through
the scenario. The results are shown in Fig. 10. Figure 10
shows a pseudo-linear increasing stress level trend within
each speaker’s speech as the scenario progresses. This result
is supported by the speaker biometric analysis presented in
Fig. 2.
6.2.2 Stress level tracking algorithm with median
smoothing
Analysis of the real-time stress level profile for Speaker 10
in Fig. 11 shows considerable variation, especially in the low
and high stress regions. This might be undesirable for cer-
tain applications. At the expense of the real-time aspect of
the algorithm by the introduction of a one-sample delay, we
illustrate the effectiveness of 3-point median filtering on the
stress profile of speaker 10.
The output y[n] of the 3-point median filter for an input
sequence x[n] is shown in Eq. (7) (Mitra 2001):
y[n] = med{x[n − 1], x[n], x[n + 1]}. (7)
Figure 12 shows the effectiveness of 3-point median smooth-
ing to clean up the stress level profile for speaker 10.
7 Impact of stress on automatic in-set speaker
recognition
Previous sections have demonstrated the impact of stress on
speech signal and exploited the stress-induced speech pro-
duction variability in the design of automatic stress assess-
ment schemes. In this section, the impact of stress on an
automatic speaker identification is studied.
A Gaussian Mixture Model-Universal Background Model
(GMM-UBM) (Reynolds et al. 2000) speaker recognition
system is evaluated in the task of in-set speaker recogni-
tion (pick one out of ten speakers). The system utilizes
a Mel frequency cepstral coefficients (MFCC) (Davis and
Mermelstein 1980) feature extraction front-end. Twenty
static cepstral coefficients (c0–c19) and their first and sec-
ond order time derivatives are extracted from a 25 ms win-
dow shifted with a 10 ms step. During the system training
stage, a 32-mixture UBM is first trained on pooled train-
ing samples from all target speakers. Subsequently, speaker-
dependent models are derived by maximum a posteriori
(MAP) adaptation of the UBM towards speaker-dependent
training samples. Speech samples from approximately first
half or two thirds of each speaker session, representing low
and mid stress conditions, are used for the UBM training and
speaker-dependent model adaptation. A subset of low/mid
stress level samples is excluded from the training set to
form a low/mid stress open test set. The speech data acquired
starting from the instance when the suspect took away the
gun from the trainee’s partner is used to form the high stress
open test set. While the speaker recognition task may seem
simple here (ten target classes), it is noted that the processed
speech samples are corrupted by the room reverberation,
background music, and cross-talks from the other subjects
in the room (partner, complainant, suspect). Most of those
represent non-stationary sources of distortion and are quite
adverse to the classification task.
The evaluation results together with the average test sam-
ple durations are shown in Table 12. The first row of the
results represents a closed test set evaluation where the
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Table 12 In-set speaker recognition task
low/mid speech samples drawn from the training set are pro-
cessed by the classifier. The following two rows represent
open test set evaluations where speech samples unseen dur-
ing the classifier training are processed. It can be seen that
while the open low/mid test set yields a speaker recognition
accuracy of 91.7 %, the performance drops down by 70 %
when exposed to the high level stress samples. This result
only confirms observations on the impact of stress on speech
systems presented in past literature. It is expected that avail-
ability of automatic stress assessment schemes such as those
proposed in Sect. 6 can be exploited in the design of stress-
robust speaker recognition systems; e.g., through stress-
dependent model selection or stress-adaptive feature nor-
malizations.
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Fig. 12 FLETC stress level
profile for speaker 10 (3-point
median smoothed)
8 Discussion and conclusions
The ability to assess the stress level in speech plays an im-
portant role in the design of speech-enabled systems with
increased robustness to speech variability. In particular, the
detected level of stress in individuals can be used in unsu-
pervised generation of stress level-specific acoustic models
or for directing adequate speech normalization strategies.
Equally important, automatic stress classification can be uti-
lized in automated call centers for redirecting calls to human
operators, or in security and law enforcement applications.
This study has illustrated the effectiveness of two stress
level assessment schemes using the FLETC simulated
hostage scenario corpus, a real-world development con-
structed to present increasing stress stimulus to the partici-
pant over time as verified by biometric data. Two algorithms
were developed which utilize vectors located in an orthog-
onal three-dimensional space extracted from vowel tokens
from the FLETC simulated hostage scenario. The dimen-
sions comprising this space include mean pitch, vowel to-
ken duration, and a new TEO-based non-linear feature, the
T EO feature. It was shown that these features exhibit ubiq-
uitous and monotonic quasi-linear behavior over increasing
stress levels, and independently confirmed using biometric
(i.e., heart rate, systolic and diastolic blood pressure) data.
The first classification paradigm is based on the abil-
ity to categorize test tokens into one of three stress lev-
els, low, mid, or high. This paper showed that this method
was effective relative to chance decisions, using both token-
and sentence-level classification schemes based on min-
imum Euclidean distance metrics and accumulated Eu-
clidean distance-weighted metrics, respectively. It was also
shown that the issue of quantization error would be present
when deciding between stress levels. The ability to accu-
rately determine the locations and sizes for stress levels mo-
tivated the second archetype, an assessment paradigm di-
rectly relating the level of stress to the Euclidean distance
between a test token’s 3-dimensional feature vector a vec-
tor extracted from a token set collected under a condition of
a known stress level. The results shown are independently
confirmed using speaker biometric analysis and present a
significant step toward optimal stress level assessment in
spontaneous, unrestricted speech.
This study brings about several issues that could be in-
vestigated to further explore and improve stress level as-
sessment in speech, namely relating to feature selection for
the development of stress level assessment algorithms. The
experimental observations leading to the selection of the
T EO feature for the feature space should be substantiated
by further physiological experimental and theoretical analy-
sis of airflow dynamics relating to the TEO-profile irregular-
ity in frequency bands 3 and 9. Inquiry into the robustness
to noise of the features chosen in this paper might lead to
improved performance of stress level classification and as-
sessment schemes. Furthermore, given the consistent quasi-
linear behavior of the features selected in this study over in-
creasing stress level, methods to predict stress levels should
be explored.
Finally, the impact of stress in speech on an in-set speaker
recognition task is evaluated. It is shown that exposure of
the low/mid stress level trained system to high level stress
samples results in a complete performance breakdown (ac-
curacy drops from 91.7 % to 21.4 %). It is expected that
availability of automatic stress assessment schemes such as
those proposed in this study can be exploited in the design
of stress-robust speaker recognition systems; e.g., through
stress-dependent model selection or stress-adaptive feature
normalizations.
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