The Kondo effect and ferromagnetism are the two many-body phenomena that emerge at the SrTiO3 interfaces with polar materials, but do not occur in bulk SrTiO3. By regarding the oxygen vacancy (OV) in SrTiO3 as a magnetic impurity, we show that these two interface specific phenomena can be attributed to the vacancies residing in the top TiO2 plane of SrTiO3. We identify three crucial ingredients the local orbital mixing caused by an OV, reduced symmetry at the interface, and strong in-plane stray electric field of the polar material. All three factors combine to result in the coupling between the impurity and conduction band at the interface, and can lead to both emergent phenomena. An OV-based Anderson impurity model is derived and solved using the numerical renormalization group method. The Kondo and Curie temperatures are estimated. Several experiments based on this interpretation are discussed.
we estimate α ≈ 1/ √ 5. Compared to the |R; 3d 3x 2 −r 2 orbital, the |R; 3d 3x 2 −r 2 hybrid is about 1.0 eV lower in energy and has an asymmetric shape due to the appreciable Ti 4p x component. This spatially extended 4p x character allows for the hybridization between the two |3d 3x 2 −r 2 hybrids across an OV. Their bonding combination, |{R, x}; b = (|R; 3d 3x 2 −r 2 + |R +x; 3d 3x 2 −r 2 ) / √ 2, gives the lowest OV-induced single-particle level [see Fig. 1(a) ].
We shall use {R, a} (a = x or y) to label the OV between R and R +â. For physics at low temperature, what an OV does is to introduce the bonding state, which will be referred to as the OV-induced impurity state, or simply the impurity state. Because the OV-induced impurity level is below the conduction band [22, 39] and is spatially localized, it is always half-filled due to the strong on-site repulsion [31] . The nominal charge configuration can be approximated by Ti 4+ -OV 1− -Ti 4+ , or more precisely by Ti 3.5+ -OV 0 -Ti 3.5+ [31, 35] .
We now discuss the coupling between the impurity level and the t 2g (3d xy in particular) conduction band (also referred to as bath). Due to its spatial extension, the impurity orbital only significantly overlaps with two Ti 3d xy orbitals adjacent to the vacancy [see Fig. 2(a) ]. The coupling can be described by the tight-binding approximation as −g = R; 3d xy |∆U |{R, x}; b
with ∆U the difference between the atomic and lattice potentials [40] . As g = 0 under the C 4v symmetry (x being the rotation axis), the OV in the bulk is decoupled from the conduction bands, except providing a scattering potential [41] . Therefore, despite its spin degree of freedom, an OV in the bulk does not result in any magnetism-related many-body effects.
In contrast, there are two mechanisms leading to a non-zero g for vacancies located in the top TiO 2 x-y plane (z defines the surface normal). First, the non-inversion symmetric environment (±z are inequivalent) at the interface induces a non-zero coupling between OV and 3d xz /3d yz orbitals. To have a non-zero OV-3d xy coupling, local C 2 symmetry has to be lifted. This can happen easily in the region of high OV concentration, where the equilibrium position of the Ti atom deviates from the Ti-OV-Ti axis due to another OV nearby. Second, when STO is in contact with a polar material such as LAO or ionic liquid, the in-plane stray field, caused by the inhomogeneous interface charges, also leads to a non-zero g. For the interface stray field [see Fig. 1(b) ], locally approximated by the potential V int = −Ey, the coupling is given by
where we take R = 0 and neglect the position label for simplicity [42] . Note that the x and z components of the stray field do not induce the coupling because 3d xy |x|4p x = 3d xy |z|4p x = 0. Using the atomic wave functions with an effective Bohr radius of 2.0Å [43] and taking the strength of a stray field to be E = 0.5 V/Å [44], we estimate g ∼ 0.2 eV. Three features of this mechanism are emphasized. First, it is the Ti 4p component of the impurity level that couples to the conduction band via the external field. Second, it is the in-plane component of the stray field that contributes to the coupling, so the inhomogeneity of the surface charge distribution is essential [45] . Third, the stray field decays, and its effect is only noticeable within one or two unit cells away from the interface [46] . In reality we believe the both mechanisms contribute to the non-zero impurity-bath coupling, which is the very factor distinguishing the interface behavior from the bulk.
An OV-based Anderson impurity model [47] at the STO interface is now derived. It has been established that near the interface, the 3d xy -based band is the lowest in energy because occupying this band screens the external field most efficiently [22, 37, [48] [49] [50] . To investigate the OV effect, we have proposed an AIM where the bath orbitals are 
where d {R,a} is the annihilation operator of the impurity orbital, and c {R,
(c R,σ + c R+â,σ ) is that of the bonding combination of two adjacent Ti 3d xy orbitals. Note that the impurity level has a filling close to one, so its on-site repulsion must be included [51] . In Eq. (4) we assume that couplings between the OV and two adjacent Ti 3d xy orbitals are identical. This corresponds to the opposite in-plane electric fields at these two Ti sites due to the character of 3d xy orbital [52] . If the couplings have opposite sign, the impurity couples to the top of the conduction band and plays little role in the low-filling case. Based on our bulk DFT calculation [31, 36, 38] , we use U = 1.6 eV, ǫ b = −0.8 eV, and g = 0.2 eV in our calculation.
To allow for a many-body simulation, we further approximate the conduction band by a constant DOS of the bandwidth 2D, with the half bandwidth D ∼ 0.2 eV being the energy difference between Fermi energy and conduction band bottom (inset of Fig. 3 ). This approximation discards states of energies higher than 2D ∼ 0.4 eV (about 4600 K), which have little effects on the physics below 100 K. Applying the numerical renormalization group (NRG) to the proposed AIM [53] [54] [55] [56] [57] , we compute the magnetic susceptibility χ imp , specific heat C imp , and entropy S imp due to a single OV as a function of temperature. The results are shown in Fig. 3 . At high temperature, the impurity behaves like an isolated spin whose χ imp ∼ 1/T and S imp ∼ k B log 2. At low temperature the ground state is a spin-singlet which quenches the impurity entropy such that S imp → 0. The Kondo temperature (T K ) is determined
2 , with w ≈ 0.413 (Wilson number), and is estimated to be 0.15 K. The Wilson ratio W = T χ imp /C imp is computed to be two, placing this AIM in the Kondo regime [58] . We note that the Kondo effect neglects the impurity-impurity interaction, so its physical consequences are valid for low impurity concentration.
Now we consider the electron-mediated magnetic coupling between two impurities. In the Kondo regime, the AIM can be mapped to a Kondo model, where the impurity is simplified to a local spin S (|S| = 1/2) which couples to the conduction band [59] . As the impurity lies between two Ti sites, the local spin couples to its two neighboring Ti 3d xy orbitals and is approximated by
with J = − with q the number of nearest neighbor. Therefore −J RKKY,xa (R) is roughly the Curie temperature. Using the same tight-binding band, the RKKY coupling [65] along three different directions are given in Fig. 4 . We first note that the coupling decays and oscillates as the inter-impurity distance increases, and the oscillating period is roughly L ∼ π/k F (k F the Fermi wave vector). Moreover, the magnetic coupling at short distance (within three lattice constants) is FM [66] , and the corresponding T c is much higher than T K . Our results thus suggest the local FM domain can form in the region of high OV concentration at relatively high temperature (30-50 K), but a global FM order is difficult to achieve because the long-range magnetic coupling is weak and can be anti-ferromagnetic. Generally, the lower filling [ Fig. 4 (a) ] favors the FM domain formation because of the wider range of FM coupling.
Based on the provided picture we discuss several experiments related to the FM and Kondo effect near the STO interface. Before being specific, we notice that in almost all literature [10, 17, 18, 67, 68] , the magnetic impurities near the interface are claimed to be Ti 3+ . Our analysis suggests that an OV can provide an alternative explanation.
We begin by discussing the STO/ionic liquid interface and the Kondo effect [17, 18] . With our theory, the OVs serve simultaneously as the electron donors and the magnetic impurities causing the Kondo effect. The estimated T K is about ten times smaller than those obtained in Ref. [18] , but the T K depends very sensitively on the DOS and coupling strength, and a small increase in ρ 0 or J (by taking the distortion into account for example) can considerably raise T K . Second we discuss ferromagnetism at the STO/LAO interface. Our RKKY calculation suggests that FM domains are easier to form in the interface regions of higher OV concentrations, and the T c can be as high as 50 K, quite consistent with observations in Refs. [11, 12] . We point out that our model does not quantitatively distinguish the ionic liquid from LAO. Generally, the Kondo effect requires fewer magnetic impurities but a stronger impuritybath coupling, whereas the RKKY-based FM requires more magnetic impurities but only a modest coupling strength.
Compared to LAO, the ionic liquid interface provides a stronger stray field (due to its more irregular interface), which makes the Kondo effect observable. However, depending on the vacancy distribution, both Kondo and FM domains in principle can occur at the STO/polar material interfaces. Finally, we comment on the x-ray absorption spectroscopy of STO/LAO interface [67, 68] . The experiments show OVs are crucial to the existence of magnetic impurities, consistent with that OVs are magnetic impurities. In Ref.
[67] a peak at 1.0 eV below the conduction band is observed and interpreted as Ti 3d xy orbital. We would regard this peak as an OV-induced impurity level, composing mainly of Ti e g and 4p orbitals. In Ref. [68] , opposite magnetic moments of itinerant and localized spin are observed, in agreement with the AF coupling between the conduction electron and the OV spin state.
To conclude, we investigate the consequences of OV correlation in STO. In the bulk, the symmetry prevents the OV impurity state from coupling to the conduction band, and OVs are simply electron donors. Near the interface, the combination of the low symmetry environment and the strong stray field generated by the polar material results in a non-zero impurity-bath coupling, which can lead to the Kondo effect and FM/SPM phase. We emphasize two effects of the 4p component of the impurity level. First, it is the spatially extended character of the Ti 4p orbital that makes the bonding combination of two Ti hybrid states an in-gap state. Second, near the interface it is again the 4p component which allows for the impurity-bath coupling via the stray field. The 4p character of the impurity level, stemming from the local C 4v symmetry, in many respects is the very key that accounts for the emergent phenomena related to magnetism near the polar interface. with n, l the principle and angular quantum numbers respectively.
[44] For a point charge e, the electric field 3.8Å (about one lattice constant) away from the origin is about 1eV/1Å. As this certainly overestimates the stray field, we take half of this value.
[45] For uniform surface charge, the in-plane eletric field components are zero and no coupling is induced.
[46] The stray electric field decays like 1/r 2 within a fewÅ, and faster when the electron and lattice screening start to take effect at longer distance. Note that the coupling |g| is proportional to E; the Kondo temperature TK ∼ e −J ρ 0 with J ∼ g 2 some constant; the Curie temperature Tc ∼ J ∼ g 2 . Both effects decay fast away from the top layer due to the decreasing |g|. Cimp/kB (red dashed), and the entropy Simp/(kB log 2) (blue dotted) for a single OV impurity as a function of temperature.
All quantities are dimensionless and computed using the numerical renormalization group method, as illustrated in the inset. 
