ABSTRACT. Given a theory T, let \-^A mean "A has a proof in T of at most k lines".
Introduction.
In this paper we shall consider questions regarding the lengthOjof proofs. Now the length of (the shortest) proof of a given formula in a formal system depends strongly on the way in which the system is presented. E.g. adjoining one of the theorems as an axiom reduces the length of some proofs. Thus in order to get significant results, we have either to confine ourselves to particular formalisations of particular theories or else to tormulate a criterion which distinguishes "nice" and "not so nice" formalisations of the same theory. We shall take here the second approach.
In particular we shall consider theories formalised in some language of the (iii) ra-ary predicate (formula) variables for n > 0: P, Q{x), R(x, y),-•
We can assume without loss of generality that the n in (iii) is bounded above, but we shall need infinitely many w-ary predicate variables for each permissible n. Then 0(3") = F(S(<7j),.
• • , S(<7,)) provided that the right-hand side is defined, A restriction is called admissible if it is of the form "provided a is free for u (for x) in P" or "provided u{x) is not free in P" or "provided u(x) does not occur in P(ff)" where u is a metavariable, x is a variable, a is a term and P is a predicate variable.
It is clear what is meant by a substitution S obeying a restriction P. E.g.
S obeys "provided a is free for u in P" iff S(cr) is free for ö(u) in ö(P). A substitution obeys a finite set of restrictions iff it obeys all of them. Henceforth we shall use the expression "restriction", meaning admissible restriction.
Thus an axiom schema will be simply an ordered pair (j, R) where J is a formula and R is a finite set of restrictions.
Axioms falling under the schema 3. Two substitution lemmas. Given a proof in a schematic system (which we, for convenience, imagine written in a tree form) by the analysis of this proof we understand a corresponding tree of remarks explaining, for each formula, whether it is an axiom and under which schema, and if derived by a rule, by which rule.
By an analysis we shall mean here a tree of such remarks, not necessarily asso- Case 2. Q. is of the form (Vx)Çj' . The reduction is similar, but the condition "a is free for y in P" becomes "y is not free in P" or "x does not occur in a"" if y / x. The condition "o is free for x in P" is dropped, etc.
After a finite number of steps we get u = 1. The lj. are all atomic. We can also assume that we know the predicate symbols involved. For to each pair J. = P(-), £j = F(-), we can assume that the predicate symbol for the predicate variable P is F. To all predicate variables not covered by this consideration, a fixed regular formula A can be assigned without loss of generality. Thus we can assume for each predicate variable P that
where the Q. ate quantifiers, Fp is known, and the 6. are certain terms depending on the y .. Given two such (not obviously inequivalent) formulae, they will be equal iff the corresponding terms are equal.
The argument so far applied to arbitrary schematic systems containing S and 0. The remainder of the argument (below) applies only to PA*.
An atomic formula in PA* must be of the form (i) 6 = 6, (ii) A(0, 6,6) or ( 
