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Abstract
Betweenness centrality is an important index widely used in different domains such as social net-
works, traffic networks and the world wide web. However, even for mid-size networks that have
only a few hundreds thousands vertices, it is computationally expensive to compute exact between-
ness scores. Therefore in recent years, several approximate algorithms have been developed. In
this paper, first given a network G and a vertex r ∈ V (G), we propose a Metropolis-Hastings
MCMC algorithm that samples from the space V (G) and estimates betweenness score of r. The
stationary distribution of our MCMC sampler is the optimal sampling proposed for betweenness
centrality estimation. We show that our MCMC sampler provides an (ǫ, δ)-approximation, where
the number of required samples depends on the position of r in G and in many cases, it is a con-
stant. Then, given a network G and a set R ⊂ V (G), we present a Metropolis-Hastings MCMC
sampler that samples from the joint space R and V (G) and estimates relative betweenness scores
of the vertices in R. We show that for any pair ri, rj ∈ R, the ratio of the expected values
of the estimated relative betweenness scores of ri and rj respect to each other is equal to the
ratio of their betweenness scores. We also show that our joint-space MCMC sampler provides
an (ǫ, δ)-approximation of the relative betweenness score of ri respect to rj , where the number
of required samples depends on the position of rj in G and in many cases, it is a constant.
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1 Introduction
Centrality is a structural property of vertices (or edges) in the network that quantifies their
relative importance. For example, it determines the importance of a person within a social
network, or a road within a road network. Freeman [16] introduced and defined betweenness
centrality of a vertex as the number of shortest paths from all (source) vertices to all others
that pass through that vertex. He used it for measuring the control of a human over
the communications among others in a social network [16]. Betweenness centrality is also
used in some well-known algorithms for clustering and community detection in social and
information networks [19].
Although there exist polynomial time and space algorithms for betweenness centrality
estimation, the algorithms are expensive in practice. Currently, the most efficient existing
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exact method is Brandes’s algorithm [8]. Time complexity of this algorithm is O(nm) for
unweighted graphs and O(nm + n2 logn) for weighted graphs with positive weights, where
n and m are the number of vertices and the number of edges of the network, respectively.
This means exact betweenness centrality computation is not applicable, even for mid-size
networks. However, there exist observations that may improve computation of betweenness
scores in practice.
First, in several applications it is sufficient to compute betweenness score of only one or
a few vertices. For instance, this index might be computed for only core vertices of com-
munities in social/information networks [34] or for only hubs in communication networks.
Note that these vertices are not necessarily those that have the highest betweenness scores.
Hence, algorithms that identify vertices with the highest betweenness scores [30] are not
applicable. While exact computation of this index for one vertex is not easier than that
for all vertices, Chehreghani [13] and later Riondato and Kornaropoulos [30] respectively
showed that this index can be estimated more effectively for one arbitrary vertex and for
k vertices that have the highest scores.
Second, in practice, instead of computing betweenness scores, it is usually sufficient to
compute betweenness ratios or rank vertices according to their betweenness scores [30].
For example, Daly and Haahr [14] exploited betweenness ratios for finding routes that
provide good delivery performance and low delay in Mobile Ad hoc Networks. In the
Girvan and Newman’s iterative algorithm for community detection [19], at each iteration
it is required to detect the edge with the highest betweenness score and remove it from
the network. The other application discussed in [1], is handling cascading failures.
While the above mentioned observations do not yield a better algorithm when exact
betweenness scores are used, they may improve approximate algorithms. In particular,
algorithms such as [13] and [31] have used the first observation to propose algorithms that
can estimate betweenness of a single vertex or a few vertices better than estimating it for
all vertices.
In the current paper, we exploit both observations to design more effective approximate
algorithms. In the first problem studied in this paper, we assume that we are given a vertex
r ∈ V (G) and we want to estimate its betweenness score. In the second problem, we assume
that we are given a set R ⊂ V (G) and we want to estimate the ratio of betweenness scores
of vertices in R. The second problem is formally defined as follows: given a graph G and
a set R ⊂ V (G), for any two vertices ri and rj in R, we want to estimate the relative
betweenness score of ri respect to rj , denoted by BCrj (ri) (see Equation 23 of Section 4.3
for the formal definition of relative betweenness score). The ratio of our estimations of
BCrj (ri) and BCri(rj) is equal to the ratio of betweenness scores of ri and rj . To address
these problems, we use a technique which is new in the context of network analysis, but has
already been used in statistical physics to estimate free energy differences [5]. Our technique
is based on a sampling method that belongs to a specific class of Monte Carlo Markov Chain
(MCMC) algorithms, called Metropolis Hastings [25].
In this paper, our key contributions are as follows.
Given a graph G and a vertex r ∈ V (G), in order to estimate betweenness score of r, we
develop a MCMC sampler that samples from the space V (G). We show that our MCMC
sampler can provide an (ǫ, δ)-approximation of the betweenness score of r, where ǫ ∈ R+
and δ ∈ (0, 1). In particular, we prove that P
[
|BC(r) −
....
BC(r)| > ǫ
]
≤ δ, where BC(r)
is the betweenness score of r and
....
BC(r) is its estimated value. Unlike existing work, our
samples are non-iid and the stationary distribution of our MCMC sampler is the optimal
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probability distribution proposed in [13]. Moreover, the number of samples required by
our sampler depends on the position of the vertex in the graph and in several cases, it is
a constant.
Given a graph G and a set R ⊂ V (G), in order to estimate relative betweenness scores of
all pairs of vertices in R, we develop a MCMC sampler that samples from the joint space
R and V (G). This means each sample (state) in our MCMC sampler is a pair 〈r, v〉,
where r ∈ R and v ∈ V (G). For any two vertices ri, rj ∈ R, we show that our joint-space
MCMC sampler provides an (ǫ, δ)-approximation of the relative betweenness score of ri
respect to rj , where the number of required samples depends only on the position of rj
in the graph and in several cases, it is a constant.
The rest of this paper is organized as follows. In Section 2, preliminaries and necessary
definitions related to betweenness centrality and MCMC algorithms are introduced. A brief
overview on related work is given in Section 3. In Section 4, we present our MCMC samplers
and their analysis. Finally, the paper is concluded in Section 5.
2 Preliminaries
In this section, we present definitions and notations widely used in the paper. We assume
that the reader is familiar with basic concepts in graph theory. Throughout the paper, G
refers to a graph (network). For simplicity, we assume that G is a undirected, connected
and loop-free graph without multi-edges. Throughout the paper, we assume that G is an
unweighted graph, unless it is explicitly mentioned that G is weighted. V (G) and E(G) refer
to the set of vertices and the set of edges of G, respectively. For a vertex v ∈ V (G), by G\ v
we refer to the set of connected graphs generated by removing v fromG. In the following, first
in Section 2.1 we introduce definitions and concepts related to betweenness centrality. Then
in Section 2.2, we present a brief overview of MCMC and Metropolis-Hastings algorithms.
2.1 Betweenness centrality
A shortest path (also called a geodesic path) between two vertices u, v ∈ V (G) is a path
whose size is minimum, among all paths between u and v. For two vertices u, v ∈ V (G), we
use d(u, v), to denote the size (the number of edges) of a shortest path connecting u and v.
By definition, d(u, v) = 0 and d(u, v) = d(v, u). For s, t ∈ V (G), σst denotes the number of
shortest paths between s and t, and σst(v) denotes the number of shortest paths between s
and t that also pass through v. Betweenness centrality of a vertex v is defined as:
BC(v) =
1
|V (G)| · (|V (G)| − 1)
∑
s,t∈V (G)\{v}
σst(v)
σst
. (1)
A notion which is widely used for counting the number of shortest paths in a graph is
the directed acyclic graph (DAG) containing all shortest paths starting from a vertex s (see
e.g., [8]). In this paper, we refer to it as the shortest-path-DAG, or SPD in short, rooted at
s. For every vertex s in graph G, the SPD rooted at s is unique, and it can be computed
in O(|E(G)|) time for unweighted graphs and in O (|E(G)| + |V (G)| log |V (G)|) time for
weighted graphs with positive weights [8].
Brandes [8] introduced the notion of the dependency score of a vertex s ∈ V (G) on a
vertex v ∈ V (G) \ {s}, which is defined as:
δs•(v) =
∑
t∈V (G)\{v,s}
δst(v) (2)
—
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where δst(v) =
σst(v)
σst
. We have:
BC(v) =
1
|V (G)| · (|V (G)| − 1)
∑
s∈V (G)\{v}
δs•(v). (3)
Brandes [8] showed that dependency scores of a source vertex on different vertices in the
network can be computed using a recursive relation, defined as the following:
δs•(v) =
∑
w:v∈Ps(w)
σsv
σsw
(1 + δs•(w)), (4)
where Ps(w) is defined as {u ∈ V (G) : {u,w} ∈ E(G) ∧ dG(s, v) = dG(s, u) + 1}. In other
words, Ps(w) contains the set of all parents (predecessors) of w in the SPD rooted at s. As
mentioned in [8], given the SPD rooted at s, for unweighted graphs and weighted graphs with
positive weights, dependency scores of s on all other vertices can be computed in O(|E(G)|)
time and O(|V (G)| log |V (G)|+ |E(G)|) time, respectively.
2.2 MCMC and Metropolis-Hastings algorithms
In this section, we briefly review some basic notions and definitions in MCMC andMetropolis-
Hasting algorithms. For a comprehensive study, the interested reader can refer to e.g., [10].
A Markov chain is a sequence of dependent random variables (states) such that the probab-
ility distribution of each variable given the past variables depends only on the last variable.
A Markov chain has stationary distribution if the conditional distribution of the k+1th state
given the kth state does not depend on k.
Let P[x] be a probability distribution defined on the random variable x. When the
function f(x), which is proportional to the density of P[x], can be efficiently computed,
the Metropolis-Hastings algorithm is used to draw samples from P[x]. In a simple form
(with symmetric proposal distribution), the Metropolis-Hastings algorithm first chooses an
arbitrary initial state x0. Then, iteratively:
Let x be the current state. It generates a candidate x′ using the proposal distribution
q(x′|x).
It moves from x to x′ with probability min
{
1, f(x
′)
f(x)
}
.
The proposal distribution q(x′|x) defines the conditional probability of proposing a state x′
given the state x. In the Independence Metropolis-Hastings algorithm, q(x′|x) is independent
of x, i.e., q(x′|x) = g(x′). A sufficient but not necessary condition for the existence of
stationary distribution in a Metropolis-Hastings algorithm is the detailed balance condition.
It says that for each pair of states x and x′, the probability of being in state x and moving to
state x′ is equal to the probability of being in state x′ and moving to state x. By TR(x′|x),
we denote the probability of moving from state x to state x′.
3 Related work
Brandes [8] introduced an efficient algorithm for computing betweenness centrality of a
vertex, which is performed in O(|V (G)||E(G)|) and O(|V (G)||E(G)| + |V (G)|2 log |V (G)|)
times for unweighted and weighted networks with positive weights, respectively. Çatalyürek
et. al. [11] presented the compression and shattering techniques to improve efficiency of
Brandes’s algorithm for large graphs. During compression, vertices with known betweenness
scores are removed from the graph and during shattering, the graph is partitioned into smaller
components. Holme [21] showed that betweenness centrality of a vertex is highly correlated
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with the fraction of time that the vertex is occupied by the traffic of the network. Barthelemy
[4] showed that many scale-free networks [3] have a power-law distribution of betweenness
centrality.
3.1 Generalization to sets
Everett and Borgatti [15] defined group betweenness centrality as a natural extension of
betweenness centrality for sets of vertices. Group betweenness centrality of a set is defined
as the number of shortest paths passing through at least one of the vertices in the set
[15]. The other natural extension of betweenness centrality is co-betweenness centrality. Co-
betweenness centrality is defined as the number of shortest paths passing through all vertices
in the set. Kolaczyk et. al. [22] presented an O(|V (G)|3) time algorithm for co-betweenness
centrality computation of sets of size 2. Chehreghani [12] presented efficient algorithms for
co-betweenness centrality computation of any set or sequence of vertices in weighted and
unweighted networks. Puzis et. al. [28] proposed an O(|K|3) time algorithm for computing
successive group betweenness centrality, where |K| is the size of the set. The same authors
in [29] presented two algorithms for finding most prominent group. A most prominent group
of a network is a set vertices of minimum size, so that every shortest path in the network
passes through at least one of the vertices in the set. The first algorithm is based on a
heuristic search and the second one is based on iterative greedy choice of vertices.
3.2 Approximate algorithms
Brandes and Pich [9] proposed an approximate algorithm based on selecting k source ver-
tices and computing dependency scores of them on the other vertices in the graph. They
used various strategies for selecting the source vertices, including: MaxMin, MaxSum and
MinSum [9]. In the method of [2], some source vertices are selected uniformly at random,
and their dependency scores are computed and scaled for all vertices. Geisberger et. al.
[17] presented an algorithm for approximate ranking of vertices based on their betweenness
scores. In this algorithm, the method for aggregating dependency scores changes so that
vertices do not profit from being near the selected source vertices. Chehreghani [13] pro-
posed a randomized framework for unbiased estimation of the betweenness score of a single
vertex. Then, to estimate betweenness score of vertex v, he proposed a non-uniform sampler,
defined as follows: P[s] = d(v,s)∑
u∈V (G)\{v}
d(v,u)
, where s ∈ V (G) \ {v}.
Riondato and Kornaropoulos [30] presented shortest path samplers for estimating between-
ness centrality of all vertices or the k vertices that have the highest betweenness scores in
a graph. They determined the number of samples needed to approximate the betweenness
with the desired accuracy and confidence by means of the VC-dimension theory [33]. Re-
cently, Riondato and Upfal [30] introduced algorithms for estimating betweenness scores of
all vertices in a graph. They also discussed a variant of the algorithm that finds the top-k
vertices. They used Rademacher average [32] to determine the number of required samples.
Finally, Borassi and Natale [7] presented the KADABRA algorithm, which uses balanced
bidirectional BFS (bb-BFS) to sample shortest paths. In bb-BFS, a BFS is performed from
each of the two endpoints s and t, in such a way that they are likely to explore about the
same number of edges.
—
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3.3 Dynamic graphs
Lee et. al. [24] proposed an algorithm to efficiently update betweenness centralities of
vertices when the graph obtains a new edge. They reduced the search space by finding a
candidate set of vertices whose betweenness centralities can be updated. Bergamini et. al.
[6] presented approximate algorithms that update betweenness scores of all vertices when
an edge is inserted or the weight of an edge decreases. They used the algorithm of [30] as
the building block. Hayashi et. al. [20] proposed a fully dynamic algorithm for estimating
betweenness centrality of all vertices in a large dynamic network. Their algorithm is based
on two data structures: hypergraph sketch that keeps track of SPDs, and two-ball index that
helps to identify the parts of hypergraph sketches that require updates.
4 MCMC Algorithms for estimating betweenness centrality
In this section, we present our MCMC sampler for estimating betweenness score of a single
vertex; and our joint-space MCMC sampler for estimating relative betweenness scores of
vertices in a given set.
4.1 Betweenness centrality as a probability distribution
Chehreghani [13] presented a randomized algorithm that admits a probability mass function
as an input parameter. Then, he proposed an optimal sampling technique that computes
betweenness score of a vertex r ∈ V (G) with error 0. In optimal sampling, each vertex v is
chosen with probability
Pr [v] =
δv•(r)∑
v′∈V (G) δv′•(r)
(5)
In other words, for estimating betweenness score of vertex r, each source vertex v ∈ V (G)
whose dependency score on r is greater than 0, is chosen with probability P [v] defined in
Equation 5.
In the current paper, for r ∈ V (G) we want to estimate BC(r) and also for all pairs of
vertices ri, rj in a set R ⊂ V (G), the ratios
BC(ri)
BC(rj)
. For this purpose, we follow a source
vertex sampling procedure where for each vertex r, we consider Pr [·] defined in Equation 5 as
the target probability distribution used to sample vertices v ∈ V (G). It is, however, compu-
tationally expensive to calculate the normalization constant
∑
v′∈V (G) δv′•(r) in Equation 5,
as it gives the betweenness score of r. However, for two vertices v1, v2 ∈ V (G), it might
be feasible to compute the ratio Pr[v1]
Pr[v2]
=
δv1•(r)
δv2•(r)
, as it can be done in O(|E(G)|) time for
unweighted graphs and in O(|E(G)|+ |V (G)| log |V (G)|) time for weighted graphs with pos-
itive weights. This motivates us to propose Metropolis-Hastings sampling algorithms that
for a vertex r, sample each vertex v ∈ V (G) with the probability distribution Pr [v] defined
in Equation 5.
4.2 A single-space MCMC sampler
In this section, we propose a MCMC sampler, defined on the space V (G), to estimate
betweenness centrality of a single vertex r. Our MCMC sampler consists of the following
steps:
First, we choose a vertex v0 ∈ V (G), as the initial state, uniformly at random.
Then, at each iteration t, 1 ≤ t ≤ T :
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Let v(t) be the current state of the chain.
We choose vertex v′(t) ∈ V (G), uniformly at random.
With probability
min
{
1,
δv′(t)•(r)
δv(t)•(r)
}
(6)
we move from state v(t) to the state v′(t).
The sampler is an iterative procedure where at each iteration t, one transition may occur
in the Markov chain. Let M be the multi-set (i.e., the set where repeated members are
allowed) of samples (states) accepted by our sampler. In the end of sampling, betweenness
score of r is estimated as
....
BC(r) =
1
(T + 1)(|V (G)| − 1)
∑
v∈M
∑
u∈V (G)\{v}
σvu(r)
σvu
. (7)
This estimation does not give an unbiased estimation of BC(r), however as we discuss
below, by increasing T ,
....
BC(r) can be arbitrarily close to BC(r). In the rest of this section,
we show that our MCMC sampler provides an (ǫ, δ)-approximation of BC(r), where ǫ ∈ R+
and δ ∈ (0, 1). Our proof is based on a theorem presented in [23] for the analysis of MCMC
samples and a theorem presented in [26] about the uniformly ergodicity of Independence
Metropolis-Hastings algorithms. We first present these two theorems.
1. Suppose that we have a uniformly Ergodic MCMC with the proposal density q, which is
defined on the space S and satisfies the following condition: there exist a constant λ > 0
and a probability measure ϕ such that:
q(· | x) ≥ λ× ϕ(·), for every x ∈ S. (8)
Let f : S → R be some (Borel measurable) function defined from S to R, and θ be
1
|S|
∑
x∈S f(x). We define:
‖ f ‖sp= sup
x∈S
f(x)− inf
x∈S
f(x).
Now, suppose that we draw samples {x1, x2, . . . , xn} from the MCMC. Let θˆn be
1
n
∑n
i=1 f(xi).
The authors of [23] presented the following extension of Hoeffding’s inequality for these
MCMC samples:
P
[
|θˆn − θ| > ǫ
]
≤ 2 exp
{
−
n− 1
2
(
2λ
‖ f ‖sp
ǫ−
3
n− 1
)2}
, (9)
where ǫ ∈ R+.
2. The authors of [26] showed that an Independence Metropolis-Hastings algorithm with
the stationary probability distribution P [·] and proposal distribution g(·) is uniformly
ergodic if there exists a constant β such that
g(·) ≥ β × P [·] . (10)
In this case, λ and ϕ(·) in Inequation 8 will be β and P [·], respectively (and of course
q(· | x) will be g(·)).
—
-:8 Estimating Betweenness Centrality
Now, for a vertex r ∈ V (G), we use Inequalities 8, 9 and 10 to derive an error bound for....
BC(r).
◮ Theorem 1. Let δ(r) be the average of dependency scores of vertices in V (G) on r, i.e.,
δ(r) =
∑
v∈V (G) δv•(r)
|(V (G)|
.
Suppose that there exists some value µ(r) such that for each vertex v ∈ V (G), the following
holds:
δv•(r) ≤ µ(r)× δ(r). (11)
Then, for a given ǫ ∈ R+, by our MCMC sampler and starting from any arbitrary initial
state, we have
P
[
|
....
BC(r) −BC(r)| > ǫ
]
≤ 2 exp
{
−
T
2
(
2ǫ
µ(r)
−
3
T
)2}
. (12)
Proof. Our MCMC sampler is an Independence Metropolis Hastings MCMC whose proposal
density is 1|V (G)| . Inequation 11 yields that
δv•(r)
δ(r)
=
|V (G)| · δv•(r)∑
v∈V (G) δv•(r)
≤ µ(r),
which yields
1
|V (G)|
≥
1
µ(r)
×
δv•(r)∑
v∈V (G) δv•(r)
. (13)
Hence, our MCMC sampler satisfies Inequation 10, where the proposal density is 1|V (G)| ,
P [·] is Pr [v] defined in Equation 5 and β is 1µ(r) . Now, if we apply Inequation 9 with:
n = T + 1, S = V (G), x a vertex v in V (G) and f(v) = 1|V (G)|−1
∑
u∈V (G)\{v}
σvu(r)
σvu
, we
get: ‖ f ‖sp= 1, θ =
1
|V (G)|
∑
v∈V (G) f(v) = BC(r), θˆn =
1
T+1
∑
v∈M f(v) =
....
BC(r), and
λ = 1
µ(r) . Putting these values into Inequation 9, we get Inequation 12. ◭
Note that since Inequation 9 holds for any arbitrary initial distribution, Inequation 12
does not depend on the initial state. Furthermore, since in Inequation 9 it is not required
to discard an initial part of the chain, called burn-in, Inequation 12 holds without need for
burn-in. T is usually large enough so that we can approximate 3
T
by 0. Hence, Inequation 12
yields that for given values ǫ ∈ R+ and δ ∈ (0, 1), if T is chosen such that
T ≥
µ(r)2
2ǫ2
ln
2
δ
(14)
then, our MCMC sampler can estimate the betweenness score of r within an additive error
ǫ with probability δ.
Similar to the error bounds presented in e.g., [30], [31] and [7], worst case time com-
plexity of processing each sample in our algorithm is O(|E(G)|) for unweighted graphs (and
O(|V (G)| log |V (G)| + |E(G)|) for weighted graphs with positive weights). The number of
samples required by our algorithm to estimate betweenness score of vertex r depends on the
parameter µ(r). The value of µ(r) depends on the position of r in the graph. In the rest
of this section, we show that in several cases (where r is an important vertex in the graph),
µ(r) is a constant and as a result, our MCMC sampler can give an (ǫ, δ)-approximation of
betweenness score of r using only a constant number of samples.
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◮ Theorem 2. Let G be a graph, r ∈ V (G) and C = {C1, . . . , Cl} be the set G \ r. For an
i ∈ [1..l], let Vi refer to the sum of the number of vertices of the graphs in the set C \Ci. If
for all i ∈ [1..l] we have: Vi = Θ(|V (G)|), then µ(r) is a constant.
Proof. Let m be a vertex in V (G) \ {r} such that for each vertex v ∈ V (G) \ {r}, the
following holds: δm•(r) ≥ δv•(r). In order to prove that µ(r) is a constant, we need to
prove that δm•(r)
δ(r)
is a constant. Without loss of generality, assume that m belongs to C1.
On the one hand, all shortest paths between m and all vertices in C2, . . . , Cl pass through
r and none of the shortest paths between m and any vertex in C1 pass through r. Hence,
dependency score of m on r is |V (C2)|+ . . .+ |V (Cl)|. On the other hand, all shortest paths
between v1 ∈ V (Ci) and v2 ∈ V (Cj) so that i 6= j pass through r and none of the shortest
paths between v3 ∈ V (Ci) and v4 ∈ V (Cj) so that i = j pass through r. Hence, we have:
δ(r) =
∑l
i=1
(
|V (Ci)| ·
∑
j∈{1,...,l}\{i} |V (Cj)|
)
. As a result:
δm•(r)
δ(r)
=
|V (G)| · V1∑l
i=1 (|V (Ci)| · Vi)
≤ 1 +
V1 ·
∑l
i=1 V (Ci)∑l
i=1 (V (Ci) · Vi)
. (15)
Since for all i ∈ [1..l], Vi = Θ(|V (G)|), therefore for any j ∈ [2..l] we have: Vj = Kj · V1,
where Kj is a constant. Let K be the minimum of such constants. Inequality 15 yields
δm•(r)
δ(r)
≤ 1 +
V1 ·
∑l
i=1 V (Ci)
K · V1
∑l
i=1 V (Ci)
= 1 +
1
K
. (16)
Therefore, δm•(r)
δ(r)
is a constant. ◭
Theorem 2 proposes the general conditions under which µ(r) is a constant. In several
cases (where r is an important vertex of the graph), Theorem 2 holds and as a result, µ(r)
is a constant. A simple example is where r a balanced vertex separator of G. Vertex x is a
vertex separator for G, if there exist vertices u and v that belong to distinct components of
G \ x, or if G \ x contains less than two vertices. Vertex separator x is balanced, if at least
two components in G \ x contains Θ(|V (G)|) vertices1.
4.3 A joint-space MCMC sampler
In this section, we present a MCMC sampler to estimate the ratios of betweenness scores of
the vertices in a set R ⊂ V (G). Each state of this sampler is a pair (r, v), where r ∈ R and
v ∈ V (G). Since this sampler is defined on the joint space R and V (G), we refer to it as
joint-space MCMC sampler. Given a state s of the chain, we denote by s.r the first element
of s, which is a vertex in R; and by s.v the second element of s, which is a vertex in V (G).
Our joint-space MCMC sampler consists of the following steps:
First, we choose a pair 〈r0, v0〉, as the initial state, where r0 and v0 are chosen uniformly
at random from R and V (G), respectively.
Then, at each iteration t, 1 ≤ t ≤ T :
Let s(t) be the current state of the chain.
1 Note that in order to cover more cases, balanced vertex separator defined here is more general than its
tradition definitional in graph theory.
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We choose elements r(t) ∈ R and v(t) ∈ V (G), uniformly at random.
With probability
min
{
1,
δv(t)•(r(t))
δs(t).v•(s(t).r)
}
(17)
we move from state s(t) to the state 〈r(t), v(t)〉.
Techniques similar to our joint-space MCMC sampler have been used in statistical physics
to estimate free energy differences [5]. Our joint-space MCMC sampler is a Metropolis-
Hastings algorithm that possess a unique stationary distribution [27, 18] defined as follows:
P [r, v] =
δv•(r)∑
r′∈R
∑
v′∈V (G) δv′•(r
′)
. (18)
All samples that have a specific value r for their r component form an Independence
Metropolis-Hastings chain that possess the stationary distribution defined in Equation 5.
Samples drawn by our MCMC and joint-space MCMC samplers are non-iid. In Theorem 3,
we show how our joint-space MCMC sampler can be used to estimate the ratios of between-
ness scores of the vertices in R.
◮ Theorem 3. In our joint-space MCMC sampler, for any two vertices ri, rj ∈ R, we have:
BC(ri)
BC(rj)
=
EPrj [v]
[
min
{
1, δv•(ri)
δv•(rj)
}]
EPri [v]
[
min
{
1, δv•(rj)
δv•(ri)
}] (19)
where EPri [v] (respectively EPrj [v]) denotes the expected value with respect to Pri [v] (respect-
ively Prj [v]).
Proof. In our joint-space MCMC sampler, consider all the transitions that keep the v ele-
ment, but change the r element. According to the detailed balance property of Metropolis-
Hastings algorithms, for any v ∈ V (G), we have
P [ri, v]× TR(〈rj , v〉 | 〈ri, v〉) = P [rj , v]× TR(〈ri, v〉 | 〈rj , v〉) (20)
Using Equation 18, we get
δv•(ri)×min
{
1,
δv•(rj)
δv•(ri)
}
= δv•(rj)×min
{
1,
δv•(ri)
δv•(rj)
}
(21)
Equation 21 holds for all v ∈ V (G). If we sum both sides of Equation 21 with respect to
v ∈ V (G) and then, divide/multiply by BC(ri) and BC(rj), we get
BC(ri)
∑
v∈V (G)


δv•(ri)
BC(ri)︸ ︷︷ ︸
Pri
[v]
×min
{
1,
δv•(rj)
δv•(ri)
}

 = BC(rj)
∑
v∈V (G)


δv•(rj)
BC(rj)︸ ︷︷ ︸
Prj
[v]
×min
{
1,
δv•(ri)
δv•(rj)
}


which yields Equation 19. ◭
Let ri, rj ∈ R, and M(i) and M(j) be the multi-sets of samples taken by our joint-space
MCMC sampler whose r components are respectively ri and rj . Equation 19 suggests to
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estimate BC(ri)
BC(rj)
as the ratio:
1
|M(j)| ×
∑
s∈M(j)min
{
1, δs.v(ri)
δs.v(rj)
}
1
|M(i)| ×
∑
s∈M(i)min
{
1, δs.v(rj)
δs.v(ri)
} . (22)
We use Equation 22 to estimate the ratio of the betweenness scores of ri and rj . We then
define the relative betweenness score of ri respect to rj , denoted by BCrj (ri), as follows:
BCrj (ri) =
1
|V (G)|
∑
v∈V (G)
min
{
1,
δv•(ri)
δv•(rj)
}
. (23)
When we want to compare betweenness centrality of vertices ri and rj , using relative between-
ness score makes more sense than using the ratio of betweenness scores. In relative between-
ness centrality, for each v ∈ V (G), the ratio of the dependency scores of v on ri and rj is
computed and in the end, all the ratios are summed. Hence, for each vertex v independent
from the others, the effects of ri and rj on the shortest paths starting from v are examined2.
In the following, we show that the numerator of Equation 22, i.e.,
1
|M(j)|
∑
s∈M(j)
min
{
1,
δs.v(ri)
δs.v(rj)
}
,
can accurately estimate BCrj (ri). We refer to the estimated value of BCrj (ri) as
....
BCrj (ri).
Our proof is similar to the analysis we gave in Section 4.2 and is based on the theorems
presented in [23] and [26]. For a pair of vertices ri, rj ∈ R, in Theorem 4, we use Inequalities 8,
9 and 10 to derive an error bound for
....
BCrj (ri).
◮ Theorem 4. Let ri, rj ∈ R, M(j) be the multi-set of samples whose r components are rj,
and δ(rj) be the average of dependency scores of vertices in V (G) on rj, i.e.,
δ(rj) =
∑
v∈V (G) δv•(rj)
|(V (G)|
.
Suppose that there exists some value µ(rj) such that for each vertex v ∈ V (G), the following
holds:
δv•(rj) ≤ µ(rj)× δ(rj). (24)
Then, for a given ǫ ∈ R+, by our joint-space MCMC sampler and starting from any arbitrary
initial state, we have
P
[
|
....
BCrj (ri)−BCrj (ri)| > ǫ
]
≤ 2 exp
{
−
|M(j)| − 1
2
(
2ǫ
µ(ri)
−
3
|M(j)| − 1
)2}
. (25)
Proof. As discussed in [5], our joint-space MCMC sampler can be implemented as |R|
parallel MCMC samplers, each defined on the state space V (G). In this way, samples
2 Note that the notion of relative betweenness score can be further extended and presented as follows:
BCrj (ri) =
1
|V (G)|·(|V (G)|−1)
∑
v∈V (G)
∑
t∈V (G)\{v}
min
{
1, δvt(ri)
δvt(rj)
}
.
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whose r components are rj (i.e., samples that are in M(j)) are drawn from an Independence
Metropolis Hastings MCMC whose proposal density is 1|V (G)| . Inequation 11 yields that
δv•(rj)
δ(rj)
=
|V (G)| · δv•(rj)∑
v∈V (G) δv•(rj)
≤ µ(rj),
which yields
1
|V (G)|
≥
1
µ(rj)
×
δv•(rj)∑
v∈V (G) δv•(rj)
. (26)
Hence, the MCMC formed by the samples in M(j) satisfies Inequation 10, where the
proposal density is 1|V (G)| , P [·] is Prj [v] defined in Equation 5 and β is
1
µ(rj)
. Now, if
we apply Inequation 9 on the MCMC formed by the samples in M(j) with: n = |M(j)|,
S = V (G), and f(v) = min
{
1, δv•(ri)
δv•(rj)
}
, we get: θ = 1|V (G)|
∑
v∈V (G) f(v) = BCrj (ri),
θˆn =
1
|M(j)|
∑
s∈M(j) f(s.v) =
....
BCrj (ri), ‖ f ‖sp= 1, and λ =
1
µ(rj)
. Putting these values
into Inequation 9, we get Inequation 25. ◭
Similar to Inequation 12, Inequation 25 does not depend on the initial state and it holds
without need for burn-in. Furthermore, for given values ǫ ∈ R+ and δ ∈ (0, 1), if we have
|M(j)| ≥
µ(rj)
2
2ǫ2
ln
2
δ
(27)
then, our joint-space MCMC sampler can estimate relative betweenness score of ri respect
to rj within an additive error ǫ with probability δ. Finally, similar to our discussion in
Section 4.2, in several cases µ(rj) is a constant and as a result, our joint-space MCMC
sampler can give an (ǫ, δ)-approximation of relative betweenness score of ri respect to rj
using only a constant number of samples.
5 Conclusion and future work
In this paper, first given a network G and a vertex r ∈ V (G), we proposed a Metropolis-
Hastings MCMC algorithm that samples from the space V (G) and estimates betweenness
score of r. We showed that our MCMC sampler provides an (ǫ, δ)-approximation, where
the number of required samples depends on the position of r in G and in several cases, it
is a constant. Then, given a network G and a set R ⊂ V (G), we presented a Metropolis-
Hastings MCMC sampler that samples from the joint space R and V (G) and estimates
relative betweenness scores of the vertices in R. We showed that for any pair ri, rj ∈ R,
the ratio of the expected values of the estimated relative betweenness scores of ri and rj
respect to each other is equal to the ratio of their betweenness scores. We also showed that
our joint-space MCMC sampler provides an (ǫ, δ)-approximation of the relative betweenness
score of ri respect to rj , where the number of required samples depends on the position of
rj in G and in many cases, it is a constant.
The sampling techniques presented in this paper have similarity to the techniques used in
statistical physics to estimate e.g., energy differences. Our current paper takes the first step
in bridging these two domains. This step can be further extended by proposing algorithms
similar to our work that estimate other network indices. As a result, a novel family of
techniques might be introduced into the field of network analysis, that are used to estimate
different indices.
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