This paper presents a modified LM test of spatial error components, which is shown to be robust against distributional misspecifications and spatial layouts. The proposed test differs from the LM test of Anselin (2001) 
Introduction.
The spatial error components model proposed by Kelejian and Robinson (1995) provides a useful alternative to the traditional spatial models with a spatial autoregressive (SAR) or a spatial moving average (SMA) error process, in particular in the situation where the range of spatial autocorrelation is constrained to close neighbors, e.g., spatial spillovers in the productivity of infrastructure investments (Kelejian and Robinson, 1997; Anselin and Moreno, 2003) . Anselin (2001) derived an LM test for spatial error components based on the assumptions that the errors are normally distributed. Anselin and Moreno (2003) conducted Monte Carlo experiments to assess the finite sample behavior of Anselin's test and to compare it with other tests such as the GMM test of Kelejian and Robinson (1995) and Moran's (1950) I test, and found that none seems to perform satisfactorily in general.
While Anselin and Moreno (2003) recognized that the LM test for spatial error components of Anselin (2001) is sensitive to distributional misspecifications and the spatial layouts, it is generally unclear on the exact cause of it and how this normal-theory based test performs under alternative distributions for the errors and under different spatial layouts.
In this paper, we present a modified LM test of spatial error components, which is shown to be robust against distributional misspecifications and spatial layouts. We show that the proposed test differs from the LM test of Anselin (2001) by a term in the denominator of the test statistic. This term disappears when either the errors are normal, or the variance of the diagonal elements of the product of spatial weights matrix and its transpose is zero or approaches to zero as sample size goes large. When neither is true, as is often the case in practice, we show that (i) if the elements of the weights matrix are fixed, this term poses a large sample effect in the sense that without this term Anselin's LM test does not converge to a correct level as sample size goes large; and (ii) if the elements of the weights matrix depend on sample size, this term poses a significant finite sample effect in the sense that without this term Anselin's LM test can have a large size distortion which gets smaller very slowly as sample size gets large.
Anselin and Bera (1998), Anselin (2001) and Florax and de Graaff (2004) provide excellent reviews on tests of spatial dependence in linear models. Section 2 introduces the spatial error components model and describes the existing test. Section 3 introduces a ro-bust LM test for spatial error components. Section 4 presents Monte Carlo results. Section 5 concludes the paper.
The Spatial Error Components Model
The spatial error components (SEC) model proposed by Kelejian and Robinson (1995) takes the following form:
Y n = X n β + u n with u n = W n ν n + ε n (1) where Y n is an n × 1 vector of observations on the response variable, X n is an n × k matrix containing the values of explanatory (exogenous) variables, β is a k × 1 vector of regression coefficients, W n is an n × n spatial weights matrix, ν n is an n × 1 vector of errors that together with W n incorporates the spatial dependence, and ε is an n × 1 vector of location specific disturbance terms. The error components ν n and ε n are assumed to be independent, with independent and identically distributed (iid) elements of mean zero and variances σ 2 ν and σ 2 ε , respectively. So, in this model the null hypothesis of no spatial effect can be either H 0 : σ 2 ν = 0, or θ = σ 2 ν /σ 2 ε = 0. The alternative hypothesis can only be one-sided as σ 2 ν is non-negative, i.e., H a : σ 2 ν > 0, or θ > 0. Anselin (2001) derived an LM test based on the assumptions that errors are normally distributed. The test is of the form
whereσ 2 ε = 1 nũ nũ n ,ũ n is the vector of OLS residuals, T 1n = tr(W n W n ) and T 2n = tr(W n W n W n W n ). Under H 0 , the positive part of LM SEC converges to that of N(0, 1).
This means that the above one sided test can be carried out as per normal. Alternatively, if the squared version LM 2 SEC is used, the reference null distribution of the test statistic for testing this one sided test is a chi-square mixture. See Verbeke and Molenberghs (2003) for a detailed discussion on tests where the parameter value under the null hypothesis falls on the boundary of parameter space. Anselin and Moreno (2003) provide Monte Carlo evidence for the finite sample performance of LM SEC and find that LM SEC can be sensitive to distributional misspecifications and spatial layouts. Our Monte Carlo results given in Section 4 reinforce this point. However, the exact cause of this sensitivity is not clear, and also not clear is whether this sensitivity is of finite sample nature or large sample nature. The following heuristic arguments may help us gain some insights on these issus, and may shed light on the general way of robustifying the LM test given above, if necessary.
Note thatσ 2 ε = 1 nũ nũ n = 1 n u n M n u n , where M n = I n − X n (X n X n )X n and I n is an n × n identity matrix. The statistic in (2) can be rewritten as
where ∼ denotes asymptotic equivalence. It follows from Lemma A.1 that under H 0 ,
where
ii } are the diagonal elements of C n , and κ ε is the excess kurtosis of ε i . This shows the mean and variance of LM SEC are both different from their nominal values. The intriguing questions are: (i) how big these differences can be, (ii) whether these differences shrink as n gets large, and (iii) what causes such differences.
Using Lemma A.3, one can easily see that tr(
2 ), and
Hence, the mean bias (of LM SEC ) depends on the magnitude of (
, and the variance bias depends on the magnitude of both (
) may not, leaving a permanent bias in variance, due to a non-zero κ ε (non-normality) and a non-
n,ii (non-zero variability in the diagonal elements of W n W n ); see next section for formal results. In summary, LM SEC has to be corrected for its general validity, and a natural way to correct LM SEC is to find out the mean and variance of the quadratic form u n C n u n and then normalize. 
Robust LM Test for Spatial Error Components
We now present a robustified version of the LM test statistic given in (2) . The following basic regularity conditions are necessary for studying the asymptotic behavior of the test statistics.
Assumption 1:
The innovations {ε i } are iid with mean zero, variance σ 2 ε , and excess kurtosis κ ε . Also, the moment E|ε i | 4+η exists for some η > 0.
Assumption 2:
The elements w n,ij of W n are at most of order h −1 n uniformly for all i and j, with the rate sequence {h n }, bounded or divergent but satisfying h n /n → 0 as n → ∞. The sequence {W n } are uniformly bounded in both row and column sums. As normalizations, the diagonal elements w n,ii = 0, and j w n,ij = 1 for all i.
Assumption 3:
The elements of the n × k matrix X n are uniformly bounded for all n, and lim n→∞ 1 n X n X n exists and is nonsingular.
The Assumption 1 corresponds to one assumption of Kelejian and Prucha (2001) for their central limit theorem of linear-quadratic forms. Assumption 2 corresponds to one assumption in Lee (2004a) which identifies the different types of spatial dependence. Typically, one type of spatial dependence corresponds to the case where each unit has a fixed number of neighbors such as the Rook or Queen contiguity and in this case h n is bounded, and the other type of spatial dependence corresponds to the case where the number of neighbors each spatial unit has grows as n goes to infinity, such as the case of group interaction.
In this case h n is divergent. To limit the spatial dependence to a manageable degree, it is thus required that h n /n → 0 as n → ∞.
Theorem 1: If W n , {ε i } and X n of Model (1) satisfy the Assumptions 1-3, then a robust LM test statistic for testing H 0 : σ 2 ν = 0 vs H a : σ 2 ν > 0 takes the form
n,ii with {a n,ii } being the diagonal elements of
, andκ ε is the excess sample kurtosis ofũ n . Under H 0 , (i) the positive part of LM * SEC converges to that of N (0, 1), and (ii) LM * SEC is asymptotically equivalent to LM SEC when κ ε = 0.
Proof: Proof of the theorem needs the four lemmas given in Appendix. We have
Under H 0 , the elements of u n are iid, we have E(u n A n u n ) = σ 2 ε tr(A n ) = 0. By Assumption 1 and Lemma A.1 in Appendix and noticing that the matrix A n is symmetric, we have Var(u n A n u n ) = σ 4 ε (κ ε S 2n + S 3n ). Now, Assumption 2 ensures that the elements of W n W n are uniformly of order h −1 n , and Lemma A.2 shows that M n is uniformly bounded in both row and column sums. It follows from Lemma A.4(iii) that
n ). Assumption 2 and Lemma A.4 lead to that {W n W n } are uniformly bounded in both row and column sums. Thus, {W n W n − 1 n S 1n I n } are uniformly bounded in both row and column sums. Finally, Lemma A.4(i) gives that {A n } are uniformly bounded in both row and column sums. It follows that the central limit theorem of linear-quadratic forms of Kelejian and Prucha (2001) is applicable, which gives
Now, it is easy to show that under H 0σ
This finishes the proof of Part (i).
For Part (ii), it suffices to show that S 1n ∼ T 1n and S 3n ∼ 2T 2n − 2 n T 2 1n . The former follows from Lemma A.
n . The 2nd and 4th sample moments ofũn become
, where denotes the Hadamard product. As the elements of In − Mn are O(n −1 ) (Assumption 3), all the terms involving ε
From Theorem 1 we see that when n is large LM * SEC differs from LM SEC essentially by a termκ ε S n2 in the denominators of the test statistics. This term becomes (asymptotically) negligible when κ ε = 0, which occurs when ε is normal. This is because
. When κ ε = 0, which typically occurs when ε is non-normal,κ ε = O p (1). In this case it becomes unclear whetherκ ε S 2n is also asymptotically negligible. The key is the relative magnitudes of S 2n and S 3n , which depend on many factors. The following corollary summarizes the detailed results.
Corollary 1:
Under the assumptions of Theorem 1, we have
r n,i with {r n,i } being the diagonal elements of W n W n .
Proof: For (i) and (ii), note that the elements of W n W n − 1 n S 1n I n are at most of order O(h −1 n ) uniformly. By Lemma A.4 (iii), the elements of A n are also at most of order O(h −1 n ) uniformly as {M n } are uniformly bounded in both row and column sums. This leads to S 2n = O(n/h 2 n ). Furthermore, as A n itself is uniformly bounded in both row and column sums (see the proof of Theorem 1), Lemma A.4 (iii) shows that the elements of A 2 n are at most of order O(h −1 n ) uniformly. This shows that S 3n = O(n/h n ). To prove (iii), note that W n is row normalized. We have
which completes the proof of Corollary 1.
The results of Corollary 1 lead to some important conclusions. Firstly, when h n is bounded, S 2n ∼ S 3n . Hence, if κ ε = 0, the asymptotic variance of LM SEC will be larger than 1, leading to over-rejections of null hypothesis when errors are nonnormal. This point is confirmed by the Monte Carlo results given in Table 1 and, in particular, Table 3a , where we see that the empirical coverage of the LM SEC test under non-normal errors increases with n, reaching to around {24%, 21%, 15%} when n = 1512 (Table 3a , dgp=3) for tests of nominal levels {10%, 5%, 1%}. In contrast, the LM * SEC test performs very well in general. Secondly, when h n increases with n, S 3n is generally of higher order in magnitude than S 2n . Hence, as n increases S 3n eventually becomes the dominate term in the denominator of the test statistic LM * SEC , and LM * SEC would eventually behave like LM SEC even when there exists excess kurtosis or non-normality in general. However, a detailed examination shows that the finite sample difference between LM * SEC and LM SEC could still be large even when the sample size is very large. Taking, for example, h n = n 0.25 , we have S 2n = O(n 0.5 ) and S 3n = O(n 0.75 ). It follows that withκ ε being O p (1) the excess kurtosis may have significant impact on the variance and hence on the test statistic even when n is very large. The Monte Carlo simulation results given in Table 4a indeed confirm this point, where we see huge size distortions of LM SEC in the cases of non-normal errors. Although the magnitude of size distortion seems decreasing as n increases the empirical sizes of LM SEC can still be around {16%, 11%, 6%} corresponding to nominal sizes {10%, 5%, 1%} even when n is 1500 (Table 4a, dgp=3) . Taking another example with h n = n 0.75 , we have S 2n = O(n −0.5 ) and S 3n = O(n 0.25 ). Apparently under this situation, the impact of theκ ε S 2n term is negligible.
However, as shown in Corollary 2 and confirmed by the Monte Carlo results in Table 4c , the finite sample bias in the mean of LM SEC starts to have a much bigger impact which distorts greatly the null distribution of LM SEC , making the test severely under-sized. 4 Thirdly and perhaps more importantly, the result (iii) of Corollary 1 shows that the variance σ 2 n (r) (variability in general) of the diagonal elements of W n W n plays a key role in the behavior of the test statistics. When
n (r) = 0 even when n is large, LM SEC may differ from LM * SEC , and as n goes large the difference may grow (as in the case where h n is bounded and errors 4 Note that one spatial layout leading to h n = n δ , 0 < δ < 1, is the so-called group interaction (see, e.g., Lee, 2007) . In this case h n corresponds to the average group size. If δ = 0.25, for example, then there are many groups but each group contains only a few members although the number of units in each group grows with n. If δ = 0.75, however, then there are a few groups, but each group contains many members.
are nonnormal), or may shrink (as in the case where h n is unbounded and the errors are nonnormal). It is interesting to note that in the framework of spatial contiguity the ith diagonal element r n,i of W n W n is the reciprocal of the number of neighbors the ith spatial unit has; and that in the framework of group interaction, r n,i is the reciprocal of the size of the ith group. Hence, in these situations, the variability of {r n,i } boils down to whether the number of neighbors or whether the group size varies across the spatial units, and whether these variations disappear as the sample size goes large.
We close this section by formalizing the heuristic arguments given in Section 2 regarding the biases in the mean and variance of LM SEC , which complements Corollary 1 for a more detailed understanding on why the existing LM test often under-performs.
Corollary 2:
Under the assumptions of Theorem 1,
,
where the three big O terms are all positive. = O(n/h n ) and is strictly positive. Thus the result in (i) follows. For (ii), as T 1n ∼ S 1n (Lemma A.3(i)), C n ∼ A n , and thus It turns out that the results given in Corollary 2 are rather indicative on the finite sample behavior of LM SEC . First, there is a sizable downward bias in the mean of LM SEC , which shrinks with n but the speed of shrinkage can be quite slow when h n is of order close to n. For example, when h n = n 0.75 , the bias in mean = −O((h n /n)
e.g., Table 4c ). Second, there is a bias in the variance of LM SEC , which can be permanent and upward when h n is bounded, sizable and upward when h n is unbounded but small, and sizable and downward when h n is unbounded and big. For example, when h n is bounded, the bias = O(1) if errors are nonnormal (see, e.g., Table 3a ); when h n = n 0.25 the bias = O(h −1 n ) = O(n −0.25 ) when errors are nonnormal (see Table 4a ); when h n = n 0.75 the bias = −O(h n /n) = −O(n −0.25 ), irrespective of the error distributions (see Table 4c ).
Monte Carlo Results
The finite sample performance of the test statistics introduced in this paper is evaluated Carlo experiments. The first is based on Rook contiguity, the second is based on Queen contiguity and the third is based on the notion of group interactions.
The detail for generating the W n matrix under rook contiguity is as follows: (i) allocate symbolically the n spatial units indexed by {1, 2, · · · , n} randomly into a lattice of ×m(≥ n) squares, (ii) let W ij = 1 if the unit j is in a square which is on immediate left, or right, or above, or below the square which contains the unit i, otherwise W ij = 0, i, j = 1, · · · , n, to form an n×n matrix, and (iii) divide each element of this matrix by its row sum to give W n .
So, under Rook contiguity there are 4 neighbors for each of the inner units, 3 for a unit on the edge, and 2 for a corner unit. The W n matrix under Queen contiguity can be generated in a similar way as that under rook contiguity, but with additional neighbors which share a common vertex with the unit of interest. In this case a inner unit has 8 neighbors, an edge unit has 5, and a corner unit has 3. Thus the variability of the number of neighbors is greater under Queen than under Rook contiguity. For irregular spatial contiguity, the variation in number of neighbors is greater.
For both regular Rook and Queen spatial layouts, whether is fixed makes a difference.
Thus, we consider two cases: (i) = 5, and (ii) = m. It is easy to show that for spatial units arranged in a regular × m lattice, Rook contiguity leads to σ 2 n (r) defined in (5) as
With n = m, it is easy to see that, if is fixed, then m = O(n) and σ 2 n (r) = O(1) for > 2; if both and m go large as n → ∞, then σ 2 n (r) = o(1). Thus the case of either > 2 or m > 2 fixed leads to a permanent variablity in {r n,i }, whereas the case of neither nor m fixed leads to a temporary or finite sample variability in {r n,i } which disappears as n → ∞.
Similarly, under Queen contiguity, we have
which gives σ 2 n (r) = O(1) when either k > 2 or m > 2 is fixed, and σ 2 n (r) = o(1) when neither nor m is fixed.
To generate the W n matrix according to the group interaction scheme, suppose we have
formed by placing the submatrices W j along the diagonal direction, where W j is an m j ×m j matrix with ones on the off-diagonal positions and zeros on the diagonal positions. Note that n = j=1 m j . We consider three different methods of generating the group sizes.
The first is that the group size is a constant across the groups and with respect to the sample size n, i.e., m 1 = m 2 = · · · = m = m, where m is free of n. In this case increasing n means having more groups of the same size m. The second is that the group size changes across the groups but not with respect to the sample size n. In this case, increasing n means having more groups of sizes m 1 or m 2 , · · ·. The third method is the most complicated one and there are many groups of few elements in each. Clearly, the first method leads to σ 2 n (r) = 0, the second method leads to σ 2 n (r) = O(1), and the third method leads to σ 2 n (r) = o(1). In all spatial layouts described above, only the last one gives h n unbounded with h n = n 1− . 
Error
where ξ is a Bernoulli random variable with probability of success p and Z i is standard normal independent of ξ. The parameter p in this case also represents the proportion of mixing the two normal populations. In our experiments, we choose p = 0.05, meaning that 95% of the random variates are from standard normal and the remaining 5% are from another normal population with standard deviation τ . We choose τ = 5, or 10 to simulate the situation where there are gross errors in the data. The standardized lognormal random variates are generated according to
This gives an error distribution that is both skewed and leptokurtic. The normal mixture gives an error distribution that is still symmetric like normal but leptokurtic. The standardized chi-square random variates are generated in a similar fashion. Other nonnormal distributions, such as normal-gamma mixture, are also considered and the results are available from the author upon request.
Size of the Tests. Tables 1-4 summarize the empirical sizes of the two tests. The results in Table 1 correspond to Rook or Queen contiguity with fixed at 5. In this case, h n is bounded, σ 2 n (r) = O(1) as shown in (7) and (8), andκ = O p (1) if errors are nonnormal, resulting inκS 2n ∼ S 3n . This means that the difference between the two tests may not vanish as n goes large. Monte Carlo results in Table 1 indeed show that when errors are nonnormal, the null distribution of the LM SEC (except the mean) diverges away from N (0, 1) as n increases; in contrast, the null distribution of LM * SEC converges to N (0, 1). Comparing the results in Table 1b with the results in Table 1a , we see that the null performance of LM SEC gets poorer because in this case σ 2 n (r) is larger. This is not the case for the new test LM * SEC . It is interesting to note that LM * SEC seems perform better than LM SEC even when the errors are drawn from a normal population. The results reported in Table 2 also correspond to Rook or Queen contiguity but with = m = √ n. In this case σ 2 n (r) = o(1) as shown in (7) and (8), and hence the termκS 2n is negligible relative to S 3n when n is large, and the two statistics should behave similarly. The results confirm this theoretical finding although the comparative advantage seems go to the new statistic.
The results reported in Table 3 correspond to group interaction spatial layout with group sizes fixed at {2, 3, 4, 5, 6, 7} for Table 3a, and at 5 for Table 3b . In these situations, increasing n means having more groups of the same sizes, and thus h n is bounded. The first case gives σ 2 n (r) = O(1) where our theory predicts that the variance of LM SEC has a bias of order O(1). Indeed, the results in Table 3a show that when errors are non-normal, the LM SEC test can perform quite badly with its variance and empirical sizes increasing with n quite rapidly and being far above their nominal levels. In contrast, the LM * SEC test performs very well in all situations. The second case gives σ 2 n (r) = 0. As our theory predicted, the results given in Table 3b confirm that LM SEC performs well when n is large.
The results given in Table 4 correspond to group interaction again, but this time the group size varies across groups and increases with n, which results in an unbounded h n .
Although the theory predicts that the two tests should behave similarly when n is large and the results indeed show some signs of convergence in size, the LM SEC can still perform badly even when n = 1500, in particular when h n is either small (e.g., there are many small groups) or large (e.g., there are a few large groups). In contrast, the proposed test LM * SEC performs very well in general. Table 4a corresponds to = n 0.75 (h n = n 0.25 ), i.e., there are many small groups. As the theory predicted, the bias in mean of LM SEC is small, but the bias in variance (upward) can be large when errors are non-normal, resulting an overall poor performance of LM SEC when errors are non-normal. This point is clearly shown by the Monte Carlo results in Table 4a . Table 4b corresponds = n 0.5 (h n = n 0.5 ). As h n becomes larger, the effect of downward mean bias of LM SEC starts to show. Also, when n is not large, the downward bias term in the variance of LM SEC overtakes the upward bias term, making the overall variance of LM SEC being smaller than 1 and the empirical frequencies of rejection lower than the nominal levels. Table 4c corresponds = n 0.25 (h n = n 0.75 ), i.e., there are a few large groups. In this case, the downward biases in the mean and variance of LM SEC become more severe, resulting in the empirical frequencies of rejection much lower than the nominal levels. As n increases, the convergence of LM SEC to N (0, 1) is very slow.
In contrast, the overall performance of LM * SEC is quite acceptable, except that the heavy spatial dependence causes the distribution LM * SEC being flatter in far tails than N (0, 1). Power of the proposed test. The Monte Carlo results given above show that the null distribution of LM SEC depends very much on the error distribution and on the spatial layouts and can be far from the nominal distribution, namely N (0, 1), even when sample size is large. This means that LM SEC is generally invalid unless one is certain that the errors are normally distributed. In contrast, the null distribution of LM * SEC is generally quite close to N (0, 1), hence should be recommended for practical applications. One issue left is the power of the test. Given the non-robust nature and poor finite sample performance of LM SEC , it is only necessary to investigate the power property of the proposed test. As seen from the Monte Carlo results given above, the empirical sizes of LM * SEC at the 10% nominal level are most stable, thus the power study will be carried at the 10% nominal size. Table 5a reports the empirical powers of the proposed test under Rook and Queen spatial contiguity, and Table 5b reports the results under group interaction. Some observations are in order: (i) power increases as σ v increases from 0, (ii) power decreases as the degree of spatial dependence increases (Table 5a , Rook vs Queen; and Table 5b, δ = .25 vs δ = .5 and .75), (iii) variation in group sizes does not affect much on the power (Table 5a, = 5 vs = √ n; Table 5b , panel 1 vs panel 2), and (iv) power increases sharply with n. 
Conclusions and Discussions
whereũ n is again the OLS residuals and T n = tr(W n W n + W 2 n ). This shows that LM BUR has a similar structure as LM SEC , but with W n in place of W n W n − 1 n T 1n I n and M n W n M n in place of C n . The key difference is that the diagonal elements of W n are all zero, but those of W n W n − A general and important issue left is the finite sample dependence of these LM tests on the spatial layouts. While the issue of finite sample corrections is important and can be handled along the same idea, the scope of it is quite wide and a separate future work is necessary.
Appendix: Some Useful Lemmas
Lemma A.1 (Lee, 2004a (Lee, , p. 1918 ): Let v n be an n×1 random vector of iid elements with mean zero, variance σ 2 v , and finite excess kurtosis κ v . Let A n be an n dimensional square
, where {a n,ii } are the diagonal elements of A n .
Lemma A.2 (Lee, 2004a (Lee, , p. 1918 : Suppose that the elements of the n × k matrix X n are uniformly bounded; and lim n→∞ 1 n X n X n exists and is nonsingular. Then the projectors P n = X n (X n X n ) −1 X n and M n = I n − X n (X n X n ) −1 X n are uniformly bounded in both row and column sums.
Lemma A.3 (Lemma A.9, Lee, 2004b): Suppose that A n represents a sequence of n × n matrices that are uniformly bounded in both row and column sums. The elements of the n × k matrix X n are uniformly bounded; and lim n→∞ 1 n X n X n exists and is nonsingular. Let
Furthermore, if a n,ij = O(h −1 n ) for all i and j, then
where (M n A n ) ii are the diagonal elements of M n A n , and a n,ii the diagonal elements of A n .
Lemma A.4 (Kelejian and Prucha, 1999; Lee, 2002) : Let {A n } and {B n } be two sequences of n × n matrices that are uniformly bounded in both row and column sums. Let C n be a sequence of conformable matrices whose elements are uniformly O(h −1 n ). Then (i) the sequence {A n B n } are uniformly bounded in both row and column sums,
(ii) the elements of A n are uniformly bounded and tr(A n ) = O(n), and (iii) the elements of A n C n and C n A n are uniformly O(h −1 n ). dgp1=normal, dgp2=normal mixture(τ = 10, p = 0.05), dgp3=lognormal, dgp4=chi-squared(df=3). dgp1=normal, dgp2=normal mixture(τ = 10, p = 0.05), dgp3=lognormal, dgp4=chi-squared(df=3). dgp1=normal, dgp2=normal mixture(τ = 10, p = 0.05), dgp3=lognormal, dgp4=chi-squared(df=3). dgp1=normal, dgp2=normal mixture(τ = 10, p = 0.05), dgp3=lognormal, dgp4=chi-squared(df=3). Table 5a . Empirical Powers of the Proposed Test, Rook or Queen Contiguity n = 25 n = 100 n = 225 Table 5b . Empirical Power of the Proposed Test, Group Interaction n = 25 n = 100 n = 225 σ v dgp1 dgp2 dgp3 dgp4 dgp1 dgp2 dgp3 dgp4 dgp1 dgp2 dgp3 dgp4 Group Size = {2 3 
