This paper evaluates post-crisis effects of deleveraging policy in Slovenia. Reductions in banks' credits to nonfinancial sectors were driven by increased collateralization, credit rationing, and a neglect of cash flow performance of banking clients. These jeopardized the normal deleveraging of companies with positive cash flows, and rolling over credits, which stifled economic growth. Erroneous sequencing, timing, and calibration of measures steering the deleveraging process generated these processes. Optimal deleveraging process demands that the Central Bank also focus on the stability of the financial system. This task should be a constitutional part of the third macro policy pillar, namely macroprudential policy.
Introduction
In many developed countries much focus has been placed on fiscal consolidation policies due to excessive budget deficits resulting from the eruption of the crisis. However, the latest study conducted by Blanchard and Leigh (2013) shows that the introduction of fiscal consolidations resulted in even lower economic growth than foreseen. They explain this fact by stating that "actual fiscal multipliers have been larger than forecasters assumed" (p. 19) . This implicitly calls into question the effectiveness of the austerity programs imposed and requires further thought in relation to the optimal mix of economic policies in the post-crisis period. Along the same procyclical argument, the reasonableness of straining microprudential policy implemented almost systematically by the EU banking regulators in the post-crisis period could be called into question. Its effects could be, like those of fiscal austerity measures, only procyclical and, because of its prolonging credit crunch effects, harmful not only for recovery but also for macro financial stability. Hence, it could not be unexpected that a new (third) pillar of macroeconomic policy, macroprudential policy, has been emanating from rethinking macroeconomic policy after the crisis, which would have financial resilience as well as output objectives. 1 The above mentioned is particularly topical in countries that were affected by the so-called balance sheet crisis. Slovenia is a good example of such an affected country. The existence of the mechanism, which (through financial accelerator) endogenously amplified and propagated the process of companies' debt accumulation triggered by external funds inflow in the pre-crisis period in Slovenia, is already well documented. 2 The sudden stop of financial inflows and the collapse of external real demand reverted booming growth to a spiraling downturn in the post-crisis period; from seven percent growth in the pre-crisis year of 2007, the economy faced more than an eight percent fall in growth in 2009. This was followed by near stagnation in the 2010-2012 period.
In this paper we investigate channels through which a lack of appropriate macroprudential policy aggravated economic performances. Cash flow migration and illiquidity contagion of companies from different sectors of the economy and from different sized groups are studied to detect the main factors and policy drawbacks influencing economic performance in the post-crisis period.
We built our research on Miller and Stiglitz (2010) and Krishnamurthy (2010) theoretical models of illiquidity provision after the bubbles collapsed. 3 As asset prices fall, and thus corresponding items in balance sheets fall, firms would not only have problems in repaying debt service, but would also be forced to accelerate repaying debt (deleveraging). Fire sales would be the only way out of the liquidity squeeze. But, fire sales add to the downward pressure on asset prices (nominal value of collateral), which would accelerate deleveraging even more, and highly leveraged borrowers would become insolvent very easily.
To study the deleveraging process after the crisis eruption (financial inflows "sudden stop") in the economy, we added two additional elements to these theoretical models: intercompany credit (debt) and external agent (policy makers -banking regulator) intervention in steering the deleveraging process. If the model also includes companies that produce raw materials, intercompany credit (debt) is an additional type of (debt) financing that amplifies the model boom and bust phase performances (asset prices, volume of credit) of companies (especially small businesses). The opportunity cost (economic activity, employment, loss of net worth) of deleveraging could, therefore, depend on the sequencing of debt redemption. The main reason for this is different repudiation risk protection; for banks (deep pocket investors in the Miller-Stiglitz model) it is credit collateral and the threat of raw material non-supply for intercompany debt (forced credits). The external agent (policy maker) could steer the deleveraging process if able to influence liquidity supply and/or size of repudiation risk protection measures. Its interventions could considerably affect the deleveraging process and its opportunity costs by modifying capital requirements, changing necessary collateral, modifying access to the wholesale market of loanable funds, etc.
By investigating a complete database of firms in the manufacturing, service, and construction sectors in the Slovenian economy in the period 2007-2012, we found that procyclical interventions of the banking regulator in Slovenia and corresponding responses by banks resulted in a prolonged (after crisis) credit crunch period. The regulator was pushing banks in across the board intensive deleveraging, taking into account neither a company's performance (e.g. cash flow dynamics) nor a company's structure of (financial versus intercompany) debt. Such a procyclical approach has had a disastrous effect on the Slovenian economy.
To manage the deleveraging process optimally, the regulators would have to choose appropriate timing (time trajectory) of policy interventions, correct sequencing of deleveraging different kinds of debt, and, finally, the appropriate calibration of policy interventions in the process of deleveraging. Results of the study show that, when appropriately designed, all three policy segments could result in a more efficient, macroprudential management of the economy, which would significantly mitigate the opportunity costs of deleveraging (drop in economic activity, fall in employment, loss in net worth).
The paper proceeds as follows. The next section briefly describes the Slovenian policy framework in the pre-and post-crisis periods. The third section shows the credit coverage and rationing for the observed boom-bust period. In the fourth section, an overview of the analyzed segments of companies is given and corresponding performance is documented. In the fifth and sixth sections, central model based evidence is given of the factors driving cash flow migration and the illiquidity contagion mechanism. The last section concludes.
Slovenian pre-and post-crisis policy episodes
The pre-crisis period in Slovenia coincided with the country entering the EU and the European Exchange Rate Mechanism 2 (ERMII) mechanism, and later also the European monetary union. In the period of booming world economy, Slovenia implemented nominal landing into ERMII and the euro area almost in a monetary policy vacuum, with falling nominal interest rates, falling sovereign risk premium, and stable exchange rates. The fiscal policy stance was formally neutral, as it ran negligible deficits. Still, the fiscal policy was far too complacent for the economy, which has no control over the monetary policy. 4 Although the standard market institutions of a developed economy, including the system of (banking, capital market and market structure) regulations, were already implemented by entering the EU, they were not enough to prevent disastrous consequences of complacent fiscal policy and far too lax monetary policy. The fast and complete freeing of (foreign) financial flows to accelerate the landing process of the real economy (implemented mainly through the final phase of privatization and acquisitions) was the cliché of the day.
It is the financial accelerator mechanism that endogenously drove the amplification and propagation of the process of a company's debt accumulation, which was triggered by external shock of the financial inflow flood. The financial accelerator was a crucial segment of the debt amplification and propagation mechanism, and expected discounted capital returns were the main determinant of its power. Because the stock market had been accelerating through the whole boom period and the real property market peaked just before the global crisis erupted, expected discounted capital returns had been increasing the power of the financial accelerator and galloping asset prices (real estate and stock) and the size of collateral (and therefore accessible size of loanable funds) in the whole boom period, without interruption (Bole, Prašnikar, & Trobec, 2012) . This period was marked by free access of banks (and other economic units) to external resources of loanable funds, thus having the role of financial "deep pocket" investors described by the Miller-Stiglitz model. Competition among new banks entering the market to carve out high enough market share 5 further fueled the supply of credit. The collateralization of credits was low, and available collateral was abundant because of rapidly increasing asset prices. Real estate was the usual collateral for financing fixed capital investments and portfolio real estate investments. Inventories were used as collateral in financing working capital, while companies' (targets') shares were used to collateralize credits for financial and acquisition investments (Bole et al., 2012) .
When the global crisis emerged, the endogenous processes were interrupted by exogenous shocks. Uncertainty on the international financial market triggered a credit crunch on the wholesale market of loanable funds. Because of that, banks in Slovenia were only partly able to refinance their foreign credits and had to curtail the supply of credits to their clients on the domestic retail credit market. Already in 2009, the Slovenian government alleviated the liquidity squeeze of banks (credit crunch on the wholesale market of loanable funds) by launching guarantees to banks to enable them access to foreign markets. Ample intervention by the European Central Bank (ECB) (through a supply of longer-term instruments) further mitigated the liquidity squeeze of banks. 6 However, alleviation of the credit crunch on the wholesale loanable markets did not neutralize the credit crunch on the retail market, and several factors prolonged the period of the retail credit crunch. First, a drastic drop in demand on foreign and domestic markets increased uncertainty about future economic development, which reduced the information capital of banks (that is, their capability of evaluating the future solvency of their client companies). To offset the reduction in information capital, banks began to increase the necessary collateral coverage of their credits. Even more, banks actually switched their credit policies from a "mark-to-market" approach to a "mark-to-risk" approach. Banks not only began to increase the necessary credit collateral coverage, but also considerably enhanced credit rationing (of appropriately collateralized credit). Both the increase in collateral and credit rationing stopped not only new credits, but also considerably shed automatic credit renewals.
Secondly, the severe credit cut and drop in demand affected the real estate market and construction sector the most. Because both sectors had been booming before the crisis eruption, the collapse in demand pushed real estate prices considerably downward. By the beginning of 2013, prices had dropped in cumulative terms by approximately 18% (in the first four quarters after the crisis eruption by 12%). 7 The fall of real estate prices further decreased the size (value) of companies' collateral and, therefore, increased their credit squeeze.
Finally, the process of increasing credit collateralization and rationing as well as accelerated deleveraging was facilitated also by the banking regulator's supervision measures. After the first quarter of 2010, the Central Bank launched a process of accelerated implementation of stricter capital requirements (Basel III) by: changing (increasing) minimum capital adequacy ratios in very short periods of several months; insisting on mark-to-market valuations of banking assets, even though transactions on the capital market for most companies were negligible or 5 Foreign banks were entering the market with more favorable credit terms to take over the market share of existing banks, which followed the trend of loosening credit terms (Feldin, Košak, Prašnikar, Raškovič, andŽabkar, 2009 even non-existent, after the collapse of the stock exchange to less than one-third of its precrisis capitalization; increasing upfront capital requirements (marginal capital requirements) for new credits; and increasing second pillar capital requirements (in several banks second pillar attained over 30% of capital requirements), etc. These all came on top of already stricter national supervision standards. 8 Because of a very short supply of new capital for bank recapitalization, 9 banks were not able to timely fulfill banking regulator requirements. Therefore, banks at first started to restructure their portfolio of assets in favor of claims against the government (its bonds and short-term credits) or in favor of clients with higher available collateral 10 because those claims "consume" less capital. Next, they began to simply squeeze balance sheets through selling assets and cutting credits.
Such procyclical interventions of the banking regulator and corresponding responses of banks resulted in a prolonged (after crisis) credit crunch period, financial disintermediation (spreading of forced intercompany credit), suboptimal sequencing and timing of deleveraging, as well as harmful structural effects. All four effects are documented in the following sections.
The evidence on collateral coverage and rationing
Increasing of the credit supply tightness is illustrated in Figs. 1 and 2. In the first figure, credit coverage and rationing for the observed boom-bust period (2006) (2007) (2008) (2009) (2010) (2011) is illustrated. The data set was extracted from the 2011/2012 survey that was conducted on the largest Slovenian companies in the manufacturing and services industries (companies with over 100 employees). The data was 8 To illustrate, it is worth to mention that in Slovenia the Internal ratings-based approach (IRB, model approach of capital adequacy evaluation) is used in less than 8% of the banking system; and that Non-performing loan (NPL) determination is client and not claim based, as is normal in EU countries; see, for example, European Banking Coordination Vienna Initiative (2012). 9 In that time (after 2010), the best banks in the EU were able to get capital at a price of less than one-third of book value. The European banking regulator (EBA) launched a similar process of accelerated increase of bank capital requirements at the end of 2011. That is a year and a half later than the banking regulator in Slovenia. 10 ECB offer of (cheap) long-term refinancing operations (LTRO) facility further enhanced this process. collected for 200 manufacturing companies and 141 services companies. 11 The presented figures roughly correspond to similar figures on credit supply in Slovenia from other sources. 12 Fig. 1 documents that collateral coverage accelerated its growth after 2006, and especially after the financial crisis eruption. In the period 2008-2011, the average collateral coverage increased from around 0.8 to 1.2. The credit squeeze was not only implemented through an increase in collateral coverage, but also through direct credit rationing, which increased in the same period 2008-2011 by almost 15 percentage points. 13 The considerable increases in collateral coverage and credit rationing resulted in a drastic drop in credit growth and, therefore, a drastic squeeze of the companies' liquidity. Consequentially, this resulted in a prolonged deterioration of economic activity after the crisis erupted. 14 Fig . 2 illustrates the dynamics of the collateral coverage distribution in the 2006-2011 period. In the boom years the distribution of collateral coverage was strongly asymmetric to small values. In 2007, a significant part of companies had very low or even negligible collateral coverage, while the median collateral coverage was already 1. It only took two years for the lower quartile of collateral coverage to increase from practically 0-1. Immediately after the crisis erupted, collateral coverage increased mainly for companies below the median collateral coverage.
Analyzed segments of companies -performance and structure
To document the possible size and sector specific effects of the policy-induced (or at least neglected) amplification of the credit crunch, we analyze the cash flow and illiquidity of companies from manufacturing, service, and construction sectors. The first analyzed segment includes all companies with economic activities in section C of NACE Rev. 2. The service sector consists of companies defined by sections G, H, I, L68, N79, 15 D, E, and J 16 and the third analyzed segment of companies (construction) comprises section F of NACE Rev. 2. 17 In Table 1 an overview of the basic financial performance variables of the analyzed segments of companies in the 2007-2012 period is given. Financial debt, short-term operating receivables and liabilities, "potential" collateral (assets admissible for collateralization of credits), and cash flow from current business are given as percentages of total balance sheets. Figures are given for the manufacturing and services sectors and the construction sector for three quartiles of companies' distribution; namely, for the first-lower quartile (25 percentile), the median (50 percentile), and the third-upper quartile (75 percentile).
As evidenced from Table 1 and shown in Fig. 3 , after a huge drop in 2009, cash flow 18 in the manufacturing sector stabilized in 2010. In the services sector, median companies also succeeded in preventing further deterioration of cash flow by 2010. In the construction sector, improvements in cash flow lagged behind companies from both the manufacturing and services sectors; it had been almost stagnant until 2011, but in 2012, three years after the crisis eruption, it improved significantly. Although cash flow stabilized for median companies in all investigated sectors, the sharp drop in the level of cash flow in 2009 has been neutralizing very slowly. In 2012, the cash flow of median companies in the manufacturing and services sectors was still approximately 60-70%, and construction companies' cash flow was only 40-50% of the size of cash flow prevailing before the crisis.
While median values of cash flow started to improve at least after 2010 in all analyzed sectors, the trajectory of cash flow of lower quartiles of companies has been improving much slower. The Source: AJPES (2012); own calculations. Note: In units of the balance sheet sum; "fixed" collateral (collateral assets do not include financial assets); cash flow from current business; quartiles of companies population are calculated for every variable (financial debt, receivables and operating liabilities, cash flow and collateral) separately; median values for every quartile are presented. To reveal the segments of companies that could face potential liquidity and/or solvency collapses in the continuation of the deleveraging process, Table 1 presents also a trajectory of financial debt, receivables, operating liabilities, and potential "fixed" collateral for the period 2007-2012. 19 The rapid growth of debt before the crisis leveled off in 2009 in all the presented segments of companies. However, the level of debt in the post-crisis period in the manufacturing sector for median companies has been much higher (50%) than in the services sector. At the same time, highly indebted companies (companies from the third quartile) have the same size of debt in both the manufacturing and services sectors. The indebtedness of firms in the construction sector increased up until the year 2010, but began to decrease in subsequent years. The construction sector seems to be the most intensive in the deleveraging process.
Available collateral of companies from the services and construction sectors is much lower than the collateral of the companies from the manufacturing sector. More than half of companies from the services and construction segments had no "fixed" collateral in the studied boom-bust period, 2006-2012. It seems the lack of collateral was probably the key factor generating obvious lags in the cash flow improvement of service-oriented and construction companies (see Table 1 ). Due to banks' practices of nearly complete collateralization of credit after the 2009 crisis, these companies had restricted access to loanable funds independent of the quality of their cash flow performance.
Short-term liabilities are bigger than short-term receivables for all quartiles of firms in the manufacturing sector in the whole period. Their shares in the balance sheet did not change substantially (see Table 1 ). However, they are lower in the manufacturing sector compared to the services sector, and, especially, compared to the construction sector. Net receivables (short-term receivables-short-term liabilities) are negative and near 0 for medium-sized firms in the manufacturing and construction sectors (see Fig. 4 ). They are higher than in the services sectors. This indicator of illiquidity has been increasing in all three sectors up until 2009 when it began to decline. After 2010, net receivables started to grow again.
We also provide size specificities of cash flow dynamics and illiquidity (Figs. 5-10 ). In the manufacturing sector (but not in the construction and services sectors), the drop in cash flow was higher in small enterprises; also an improvement after 2009 was slower. In services and construction companies, the cash flow trajectory did not differ between small and large companies. In addition, small firms are lagging behind large firms in the whole observed period in all three sectors in terms of illiquidity. However, the situation for small firms has been improving consistently after the crisis eruption. 
Cash flow migration mechanism

Cash flow migration matrix
To illustrate that improvement of economic performance is blocked at the very micro level (because insufficient credit support of banks, illustrated on Fig. 1 stifles the reproduction power of firms' ecosystems), Table 2 presents the cash flow migration matrix of firms for a one-year horizon for the 2007-2011 period. It shows how the cash flow of the total population of firms in (current) year T is structured in the following year T + 1. Three possible performance segments are observed in year T + 1: first, the segment of firms, which are inactive ("went bankrupt"), second, the segment of firms that have positive cash flow, and third, the segment of firms which have negative cash flow. That is, firms are structured according to the cash flow status in the following year (T + 1), but for each kind of the present (T) cash flow status separately.
From Table 2 , it is obvious that the crisis drastically deteriorated the cash flow migration of firms. In 2009, for example, almost one quarter of enterprises, which had positive cash flow in 2008 (19% of all enterprises), ran a negative cash flow, and almost 4.2% went bankrupt. Source: AJPES (2012); own calculations. Note: Cash flow migration for a one-year horizon conditionally on the cash flow status in the current year; shares of companies of given cash flow status in the current year for which cash flow status would change as indicated. By calling firms with positive cash flow in year T, which migrate to negative cash flow in year T + 1 "collapsing" firms (second column in Table 2 ) and firms with negative cash flow in year T, which improve their performance to positive cash flow in T + 1 "recovering" firms (fourth column in Table 2 ), we can observe that the first wave of the performance migration deterioration (for a one-year horizon) already hit the economy in 2008; it is visible from the 2007 row in Table 2 that the percentage of recovering enterprises was smaller than the percentage of the collapsing enterprises. The difference was large already in 2007, but increased even more in 2008. In 2008, the increase in the percentage of collapsing firms attained 6.4 percentage points (in 2007 the number of collapsing firms was 12.6%, and in 2008 it was 19.0% of all firms, see Table 2 ) and the decrease in the percentage of recovering enterprises by 0.9 percentage points (in 2007 the number of recovering firms was 7.9% and in 2008 it was 7.0% of all enterprises) and additionally increase the difference between collapsing and recovering companies.
Both the percentage of recovering and collapsing firms has been decreasing slowly after the first year of the crisis. In 2011, 13.3% of all enterprises (around 7500 firms) still switched from positive (in 2010) to negative (in 2011) cash flows. But the difference between the percentage of collapsing and recovering firms almost stabilized. The new equilibrium in the firms' eco systems is achieved where the permanent share of firms with negative cash flow and bankruptcy rate are much higher than before the crisis. In the model based evidence it is documented that insufficient bank loan support to enterprises prevents the firms' eco systems to attain the pre-crisis equilibrium.
In looking for sector (manufacturing, services, or construction) specifities of firms, firms in Table 3 are structured according to cash flow status for a one-year horizon (T + 1). To avoid too big of a table, firms are structured unconditionally on the present (T) status of cash flows (as in Fig. 11 . Marginal effects on probability of bankruptcy a one-year horizon; collateral versus cash flow. Source: AJPES (2012); own calculations. Table 2 ). 20 The migration of firms to negative cash flow and bankruptcy is much bigger in the services and construction sector than in the manufacturing sector. The group of firms migrating to negative cash flows had been increased in 2008 in all sectors, but has been declining in subsequent years, with declines being the fastest in the manufacturing sector.
After the crisis, the segment of firms with negative cash flows increased to a new equilibrium level of over 27% of all enterprises.
Model of cash flow migration
We constructed a multinomial logit model of cash flow migration where the dependent variable shows the status of cash flow in the next year: 0: bankruptcy, 1: negative cash flow and 2: positive cash flow. As independent variables we used two financial variables: cash flow and financial debt. Following Miller and Stiglitz (2010) and Krishnamurthy (2010) , these indicators mirror fairly well firm performance transition through the boom-bust episode driven by external factors and amplified by a financial accelerator. 21 Both variables are further structured by adding also shortterm liabilities and short-term receivables variables, so intercompany credits as an alternative (non-banking) way of financing firms' working capital and potential (expected) cash flows are taken into account. Due to the crucial role of debt collaterization in accessing banking credit after the sudden stop (shown in the third chapter), the size of collateral is also added as the explanatory variable. Finally, following our discussion in the previous chapter, we include sectors and size dummies.
In estimating, multinomial logit regression is normalized on the negative cash flow status of the dependent variable (ind cf = 1). The results of multinomial logit regressions are presented for each year of the observed period 2007-2012 in Table 4 . Marginal effects of each explanatory variable on the estimated probability of cash flow status for a one-year horizon are also given. In Figs. 11-16 , marginal effects, crucial to the discussion, are illustrated; a pairwise comparison (collateral vs. cash flow and financial debt vs. intercompany debt) of marginal effects on probability of bankruptcy, negative cash flow, and positive cash flow for a one-year horizon are given. Source: AJPES (2012); own calculations. Note: Dependent variable ind cf is cash flow status for a one-year horizon; status of cash flow: 0 bankruptcy, 1 -negative cash flow, 2 -positive cash flow; dum services, dum construction are indicator variables for services sectors and construction; dum empl are indicator variables for the size groups of companies; variable y used in calculating marginal effects is model estimation of probability of cash flow status for a one-year horizon (T + 1) at median values of independent variables (x) in T; for dummy variables dx is discrete change of dummy variable from 0 to 1; all continuous variables are in units of balance sheet. * Statistical significance at 10%. ** Statistical significance at 5%. *** Statistical significance at 1%. Figs. 11-16 reveal several important observations:
• The level of cash flow in the current period has an undoubtedly higher marginal effect on the future status of firms (bankruptcy, negative cash flow, and positive cash flow) than the level of collateral (Figs. 11-13 ). This means that in the process of deleveraging, banks should pay more attention to cash flow than to collateral at providing liquidity, especially to healthier firms with positive cash flow.
• Collateral is important (if compared with cash flow) for bankruptcy endangered firms.
• The marginal effect of cash flow and collateral increased remarkably in the first year of the crisis (2009) and the year later (2010). Both increase the probability of positive cash flow in the next year and decrease the probability of migration to negative cash flow or bankruptcy status. This shows the importance of liquidity support immediately after the crisis eruption, that is, the importance of timing the measures supporting liquidity.
• The sizes of marginal effects of financial debt and intercompany debt (Figs. 14-16) are almost the same in the whole observed period, except in the first year of the crisis (2009), when marginal effects are much higher, respectively by over 50% and over 130% (in distant years even several times) higher. For companies migrating to positive cash flow status in year T + 1, marginal effects of both variables are negative (less financial indebtedness and less intercompany credit imply higher probability of positive cash flow in the next year), for companies migrating to negative cash flow status, both variables have a positive marginal effect (more financial debt and more intercompany credit imply higher probability of having negative cash flow in the next year), while the marginal effect on the probability of migrating to bankruptcy is positive for intercompany debt and negative for financial debt. Increasing financial (but not intercompany!) credits could, therefore, curb migration to bankruptcy status.
• The relative importance of the marginal effect of intercompany debt compared to financial debt increased in 2009 and 2010, which points to the appropriate sequencing of policy measures. Namely, policy measures would first have to support decreasing (deleveraging) intercompany debt (effects of crisis), and afterwards support deleveraging financial debt. Providing more liquidity (credit) to firms with positive cash flow would decrease intercompany debt and allow easier (more sustainable) deleveraging of financial debt in the later period.
There are additional results that could be subtracted from our data. As observed in Table 4 , marginal effects of the services and construction sectors on the probability of joining the group with positive cash flow in T + 1 period are mainly negative (except for services in 2008), thus showing that companies in these two sectors have a lower probability of generating positive cash flow than firms in the manufacturing sector. On the other hand, marginal effects of both sectors on the probability of firms joining a group with negative cash flow in T + 1 period are expectedly positive (the exception is services in 2008). For the bankruptcy group, marginal effects of the services sector are negative most of the time (except in 2007), but positive for the construction sector (again, except in 2007) . A severe cut in domestic demand (versus quite sustainable export growth) in the period after 2009 was probably the main reason for such sectoral effects.
Finally, the size of employees does not have a major influence on the probability of joining any group in period T + 1. The exemptions are firms with a small number of employees. In all years, the smallest segment of firms (with no employee) had a higher probability to migrate to negative cash flow or bankruptcy status than larger segments. The marginal effects of this variable in the next period are, namely, systematically positive for the bankrupt group and for the group with negative cash flow, and negative for the group with positive cash flow.
The illiquidity contagion mechanism
As discussed in the previous chapter, smaller firms in Slovenia and firms in the services and construction sectors are more likely to be a liquidity constraint in the post-crisis period. In addition, in the above sectors intercompany debt is more important for firm migration to negative cash flow or bankruptcy status in the period T + 1. Since the crisis eruption, demand for services and construction has not yet normalized, but strong external demand has prevailed for almost three years in the manufacturing sector. It could be expected, therefore, that companies from the services and construction sectors use forced credit more frequently and are probably originators of forced credit, more than manufacturing companies.
Identifying the channels through which economic policy could eventually influence the spread of illiquidity is the key question of policy makers about the transmission mechanism of intercompany indebtedness and illiquidity. To reveal the mentioned structural effects, we constructed the model of illiquidity contagion. In addition we also test the predictions of the Miller and Stiglitz (2010) theoretical model on a stepwise path after switching from boom to bust, first to illiquidity and then insolvency when collateralized borrowing is the prevailing way of financing and firms are disturbed by the external shocks. As stated by Miller and Stiglitz (2010) , "as asset prices fall and balance sheets are marked-to-market, small businesses will be loaded up with debt without the anticipated flow received to service it. . . . The ending of the bubble will clearly pose a liquidity problem and may threaten insolvency" (p. 508).
Undoubtedly, contagion is smaller when the difference between short-term operating receivables and liabilities is smaller, but in absolute, not nominal terms. Therefore, a dependent variable in the model is defined as an increment in absolute value of net receivables. Independent variables are increments in financial debt and cash flow, both measured per unit of the balance sheet sum. Dummy variables for different industries (manufacturing, services and construction) and different sizes of firms (firms with 0, 1-25, 26-50, 51-100 and 101) are added to measure a structural change; firms in manufacturing and firms with over 100 employees are serving as a base.
The model is estimated for the 2008-2012 period and for each year separately. Due to quickly changing regimes (from boom to crisis and from crisis to recovery), yearly regression estimates have to be made to enable the comparison of regime specific effects of cash flow and financial debt on illiquidity contagion. We use instruments to control the possible endogeneity of the explanatory variables. Instruments are current and lagged fixed collateral, as well as current and lagged number of employees.
The results are presented in Table 5 . The models confirm that to prevent illiquidity from spreading among companies, both effects, the increase in credits and current cash flow, are effective. Speaking about timing and calibration of policy interventions in steering the deleveraging process, it is worthwhile to stress the credits effect. Namely, credits significantly contribute to curbing illiquidity transmission; the effect is especially strong in the year of crisis eruption (2009) , that is in the year when sudden stop strike (Fig. 17) . After 2009 the effects of financial credits have been tapering off. In the same time, the trajectory of cash flow effects does not demonstrate any visible tapering off after the crisis eruption. So differences in marginal effects of credits and cash flow were over 40% higher in 2009 than in the following years.
Even more by using evidence presented in Fig. 17 , we could find that the effects of cash flow increase over the long run, while the effects of financial credits are especially important in the short run, after the crisis eruption. The appropriate policy measures in 2009 and 2010 would therefore have to stimulate the provision of additional liquidity to companies (if they already have positive cash flow) and not push them in deleveraging. Because actual policy response did not follow the mentioned guidelines for timing and sequencing of measures, forced credits and illiquidity spreads from the most affected companies -sectors (sectors without collateral) to the whole economy.
Such mechanism of contagion spreading is also confirmed by the size and sign of the coefficients on sectoral dummy variables for the services and construction sectors. Except for the construction sector in 2009, sectoral effects for all other years (for the construction and services sectors) are negative or insignificantly positive. The above results are additional support for the results already presented in the previous chapter, where we have shown that intercompany debt was an important factor behind the migration of companies to negative cash flow and bankruptcy status.
The dummy variables, representing different sizes of companies, are in most cases insignificant.
Conclusion
Empirical results in the paper show that the wrong timing, sequencing and calibration of deleveraging in Slovenia had high opportunity costs in the boom-bust episode (2007) (2008) (2009) (2010) (2011) (2012) . Procyclical interventions of the banking regulator and corresponding responses of banks resulted in a prolonged (after crisis) credit crunch period and spiraling financial de-intermediation. Cutting bank (financial) credits independently of company performance (e.g. cash flow dynamics) in the first years after the crisis eruption greatly increased the migration of firms to negative cash flow and bankrupt status in the following years. In addition, companies increased the level of forced (intercompany) credits, especially in service in the construction sector (due to a low level of collateral), which spread illiquidity to the whole economy.
Based on our research, we claim that taming deleveraging after the crisis eruption in the first year would decrease intercompany illiquidity (in comparison with cash flow by over 40%) more efficiently than in the following years. At the same time, the (negative) marginal effect of rolling over debt on the probability of firm cash flow migration would be considerably lower (at least 50% for intercompany debt and several times lower for financial debt) than in the more distant years. Even more beneficial would be marginal effects of taming first year deleveraging on the probability of bankruptcy status (namely rolling over financial debt and even decreasing the probability of bankruptcy status). The same results also give the deleveraging process calibration guidelines, that is, they show how much relative intensity of the optimal deleveraging process would have to be decreased (in comparison with more distant or pre crisis years) in the first two years after the crisis eruption (three times more for financial debt and 40% for intercompany debt). And finally, our results determine the optimal sequencing of debt redemption (deleveraging). As an alternative approach to cutting banking credits immediately after sudden stop (independently of intercompany debt and cash flow), banks would have to first revolve credits to firms. In doing so, intercompany credits would be reduced in companies that have "appropriate performances", e.g. positive cash flow (banks could even take additional steps to help restructure weaker companies). Banking credits would have to be reduced afterwards.
The main lesson from this disastrous policy response in the after crisis period in Slovenia is that appropriate timing, sequencing, and calibrating have to be an integral part of the optimal deleveraging process policy design. This demands that the Central Bank not only look at its traditional goals (i.e. price stability and micro prudential stance of the banking sector), but also focus on the stability of the financial system. That is especially pronounced in emerging markets, which are more prone to swings and cycles in the financial system. This task should be a constitutional part of the third macro policy pillar, namely macroprudential policy. 22 
