Abstract-One of the primary challenges of system identification is determining how much data is necessary to adequately fit a model. Non-asymptotic characterizations of the performance of system identification methods provide this knowledge. Such characterizations are available for several algorithms performing open-loop identification. Often times, however, data is collected in closed-loop. Application of open-loop identification methods to closed-loop data can result in biased estimates. One method used by subspace identification techniques to eliminate these biases involves first fitting a long-horizon autoregressive model, then performing model reduction. The asymptotic behavior of such algorithms is well characterized, but the non-asymptotic behavior is not. This work provides a nonasymptotic characterization of one particular variant of these algorithms. More specifically, we provide non-asymptotic upper bounds on the generalization error of the produced model, as well as high probability bounds on the difference between the produced model and the finite horizon Kalman Filter.
I. INTRODUCTION
One of the first steps in the control design process is to obtain a model for the system of interest. In cases where knowledge of the system is nonexistent or incomplete, models must be identified from input/output data. This process can be viewed as a learning problem in which models are optimized in order to give the best fit for the data [1] . The quality of the model can be assessed via 1) generalization error, which measures how well the model fits unseen data, and 2) model error, which measures how far the identified model is from the "true" model. (In many cases, analysis of model error is an idealization, since the real system falls out side the class of models studied.) System identification can be viewed as a learning problem, but correlations in the data lead to several challenges. Typical machine learning problems assume that the data are independent [2] . Using independence, learning theory provides non-asymptotic bounds on the generalization error obtained from finite amounts of data. In contrast, the data from system identification are correlated due to 1) internal system dynamics, 2) temporal correlations in the inputs, and 3) feedback from the outputs to the inputs. The result is that most traditional analyses of system identification methods focus on asymptotic bounds, which can only guarantee low generalization error in the limit of infinite data [1] . There has, however, been recent efforts to provide non-asymptotic bounds on the performance of system identification methods. Most work on non-asymptotic system identification focuses on open-loop problems. Early works give nonasymptotic analyses for the identification of transfer functions [3] and autoregressive models for systems with no measured inputs [4] . Recently, several works have provided non-asymptotic analyses of various open-loop system identification problems for stable linear time invariant systems. The work in [5] bounds the error in fitting a finite impulse response with inputs chosen optimally for identification. The case where the the state is measured directly and the inputs are independent and identically distributed (iid) is studied in [6] . The work in [7] , [8] bounds the error in identifying a finite impulse response and obtaining a realization from data generated with iid inputs.
The work in [9] , [10] provides a non-asymptotic method for output error identification of linear models. Unlike the works mentioned above, the data could be collected in closed-loop. However, these works utilize the nonprobabilistic framework of online optimization [11] , [12] , and are not directly comparable to the work on generalization bounds. Additionally, the models identified in these works are restricted to stable systems.
For control design, quantifying the error between the identified model and the "true" model is useful. An overview of methods for control design from identified models is provided in [13] . Recent approaches to robust control synthesis that take the uncertainty of identified models into account are analyzed in [5] and [14] .
As discussed above, the recent works on non-asymptotic identification have focused almost exclusively on open-loop identification methods. However, for many systems, the plant is impossible to isolate from its controller or is unstable in open-loop. Furthermore, identification is most successful when performed in circumstances that closely match the desired application, which often includes a feedback controller [13] . This drives the study of methods that are effective with closed-loop data.
The task of developing identification methods that work on closed-loop data is nontrivial, as the correlation between past output noise and future inputs produces a bias in model estimates for many identification methods. This is particularly troublesome for subspace approaches [15] . In [16] , it is demonstrated how subspace algorithms may be applied to closed-loop data by fitting high order vector autoregressive models with exogenous inputs (VARX models). The work of [17] proposed a subspace technique which used the VARX parameter estimates to recover the Kalman Filter. This helped to develop algorithms such as the well known predictor based subspace identification (PBSID) algorithm [18] . For summaries on the advancements of subspace approaches for closed-loop identification, see [19] and [20] .
Our contribution is to analyze an algorithm for system identification in which a VARX model is fit, followed by balanced model reduction. Such an approach has been described in [21] , and it was shown that its asymptotic properties match those of a familiar subspace method known as canonical correlation analysis. The primary difference of our analysis from prior non-asymptotic system identification characterizations is that we allow the presence of a feedback controller.
The paper is organized as follows. In Section II, we present the algorithm, precisely define the problem, and provide the main result, a non-asymptotic bound on the generalization error of the produced model. The proof of this result is available in Section III. Section IV presents a related result regarding the high probability bounds on the H ∞ norm of the error system from the identified model to the finite horizon Kalman Filter, and highlights several practical considerations of the bounds. The bound in expectation is then demonstrated on a randomly generated system in Section V.
II. PROBLEM AND RESULTS
We now describe the details of the problem, and present the generalization error bound obtained. Subsection II-A summarizes the notation used throughout the paper. In Subsection II-B, we highlight the details and assumptions of the closed-loop system. The algorithm to be analyzed is presented in II-C, along with the main result, a nonasymptotic bound on the generalization error of the obtained model.
A. Notation and Terminology
Random variables are denoted using bold symbols. The expected value of a random variable, x, is denoted by E[x], while the probability of an event S is given by P(S).
The Euclidean norm of a vector, x, is denoted by x . The Frobenius norm of a matrix, G, is denoted by G F , while its induced 2 norm is denoted by G . The minimal eigenvalue of a symmetric matrix, X, is denoted by λ min (X).
The power of a stationary process, y t , is defined by y
The forward shift operator is denoted by q, i.e. qx t = x t+1 . If G(q) is a time-domain operator defined in terms of shifts, we will identify it with its corresponding transfer matrix, G(z). The H ∞ norm of a transfer matrix, G(z), is denoted by G ∞ . The notation x i:j represents the sequence starting from x i and up to, but not including x j .
B. Problem Setup
Consider a linear time-invariant (LTI) system in innovation form:
(1b)
Here x t ∈ R nx is the state, u t ∈ R nu is the known input, e t ∈ R ny is Gaussian white noise, and is the measurement. For compact notation, we set z t = u t y t ∈ R nz and d t = z t−p:t . For later analysis, we have assumed that the system is strictly proper in the known inputs, u t .
We will assume that u t can be represented as a linear feedback with excitatory noise:
Here v t ∈ R nu is identity covariance Gaussian white noise which is independent of e t . s t ∈ R ns is the state of the controller. A summary of the system is shown in Fig. 1 .
The closed-loop system is assumed to be stable. This implies that the signal power, z P , is finite. Additionally, we will assume that the joint covariance of the noise is positive definite:
This ensures that identifiability conditions hold, as in traditional system identification [1] . Note that we do not assume that the open-loop system is stable. The finite horizon Kalman Filter represents the output estimate for (1) provided the p previous time steps as
where the notation follows that mentioned previously; the sequence x i:j does not include x j . This indicates that the finite horizon Kalman Filter estimate depends only upon data collected at times k with t − p ≤ k < t.
The estimate is a linear function of d t . We define G OP T as the transformation relating the two:
We also define the operator H OP T (q) such that
The steady state Kalman Filter operator H (q) is given as
Due to the special form of the innovations model, we can write the steady state Kalman Filter as 
Apply balanced model reduction to find H R such that
The method of this paper is termed the REDAR (pronounced "reader") algorithm. See Alg. 1. Here H A is the system corresponding to the least-squares model, while H R is the result of balanced model reduction subject to H ∞ error tolerance φ. See [22] for a description balanced reduction with limited error tolerance. Our final predictor is given byŷ t = H R (q)z t . Additionally, given the state-space realization of H R , all of the parameters of the innovation form model, (1), can be estimated.
The general scheme of the REDAR algorithm has been proposed in closed-loop system identification literature [20] , [21] . However, its finite-sample behavior has not been characterized. Our main result gives such a characterization:
where k and T 0 are constants that depends upon n u , n y , p, α, the H ∞ norm of the closed loop system, and λ min (Γ).
III. PROOF OF THEOREM 1
The proof of Theorem 1 has several stages. In Subsection III-A, the expected squared prediction error is decomposed into terms due to 1) noise, 2) finite autoregressive order, 3) model reduction, and 4) a limited amount of data. The error due to finite autoregressive order is bounded in Subsection III-B. In order to bound the errors due to limited data, some non-asymptotic convergence results are derived in Subsection III-C. These results are used to bound the error due to limited data in Subsection III-D. Finally, the errors due to model reduction are bounded in Subsection III-E.
A. Decomposition
The expected squared prediction error of Alg. 1 is now decomposed into the following components: the optimal prediction error given the true model, two terms resulting from the limited model complexity determined by the parameters p and φ, and a component dependent upon the limited amount of data. Lemma 1. let y A t = G T d t be the output of the VARX model. Then the prediction error of the REDAR algorithm can be decomposed as
Proof.
The first term on the right of the above expression is e 2 P . The second term can be seen to be zero by iterated expectation. The third term may be expanded as
Iterated expectation may be used to show that the second term on the right of the above equation evaluates to zero. Now perform the following decomposition.
where the inequality follows from application of the Cauchy Schwarz and triangle inequalities.
B. Finite Model Order Error
Here, we bound the term arising from Lemma 1 that results from the finite model order:
Recall that H (q) is the Kalman filter operator. Note that H (q) can be written as
Let H Head be the truncation of H (q) to p terms:
Then the difference between these two systems is
We therefore opt to bound the term on the right hand side of the above equation. This may be written as
For any operator H,
Thus we have that
Lemma 2. (modification of [4] , Lemma 1). Assume that there are constants ρ < 1 and L > 0 such that the Kalman filter satisfies: H (z) 2 ≤ L for all |z| ≥ ρ. Then the coefficients of H satisfy
and the tail is bounded as
Proof. By substituting 1 z into the expression for H (z), the following is obtained.
Let γ be the counter-clockwise contour around 0 of radius ρ −1 . Then for any constant, a, we have
Then the filter coefficients H i may be written as
By setting z = ρ −1 e jθ , the above expression becomes
Now the norm of H i may be bounded by application of the triangle inequality and homogeneity.
The assumption implies that
Combining the result of Lemma 2 with (5), we have a bound for (4).
C. Convergence of Empirical Means
The least squares problem in Alg. 1 converges asymptotically to some steady state value. This subsection takes the first step in bounding the distance from the asymptotic value when a finite amount of data is available. In particular, probability bounds are provided for the difference of individual components of the least squares solution from their asymptotic value.
Recall the definition of d t and the corresponding leastsquares estimator, G T , from Alg. 1. The least-squares solution can be expressed as
The optimal solution defined in (3) may be expressed as follows
We will denote Q T − Q as ∆Q and N T − N as ∆N. The focus of this subsection will be to derive a bound on the probability that any element of ∆Q or ∆N exceed a given magnitude. This will then be used in the following subsection to bound the finite data error.
Let J(q) be the closed-loop operator that maps
Here, we have re-normalized the innovation error signal so that the input to J is Gaussian white noise with identity covariance. Define Z = z 1−p . . . z T −1 z T . Let R = E ZZ , and r t = E[z t z 0 ] be the autocorrelation function. Then R t,τ = r t−τ . Let Φ z (e jω ) be the Fourier transform of r t , which is the power spectral density. Note that Φ z (e jω ) = J(e jω )J(e jω ) * , and so
Proof. Let v t be a sequence such that v t = 0 for t < 1 − p and t > T and letv(e jω ) be its Fourier transform. Let v be the vector formed by stacking the components for t = 1 − p, . . . , T . Then
The second equality follows from Plancharel's theorem, while the inequality uses the bound on Φ z (e jω ) 2 , followed by Plancharel's theorem again. The lemma now follows by maximizing over unit vectors, v.
Lemma 4. For all symmetric S and all δ > 0, the following bound holds for all T ≥ p.
Proof. Note that SR and R 1/2 SR 1/2 have the same eigenvalues, so all of the eigenvalues of SR are real. For all η > 0 such that ηR 1/2 SR 1/2 ≺ I, Markov's inequality implies that
The equality follows from direct calculation. Now we will examine the exponent from (6) . Let λ i be the eigenvalues of SR for i = 1, . . . , T + p. As discussed above, these are real and furthermore,
Using the bounds on the eigenvalues, the exponent can be bounded as follows.
ηTr(SR) + ηT δ + log det(I − ηSR)
Then the above expression can be bounded below by
Now we will see how to choose η to ensure that (7) is positive. For simple notation, let a = 8(
. Then η can be chosen by solving the following maximization problem:
The optimal solution is given by η = min{δ/a, b}. If η = δ/a, then the optimal value is given by δ 2 /(2a). If η = b, then we must have that δ ≥ ab and so the optimal value satisfies bδ − ab 2 /2 ≥ bδ − bδ/2 = bδ/2.
Thus, we get the final bound on (7) as
The lemma follows by plugging this into the exponential bound on the probability from (6).
Note that every entry of N T and Q T is of the form
for some i, j ∈ {1, . . . , n z } and k, ∈ {0, . . . , p}. Recall that r t is the autocorrelation function of z. The following lemma shows that these empirical means converge to the corresponding autocorrelation values exponentially in probability.
Lemma 5. For all i, j ∈ {1, . . . , n z }, all k, ∈ {0, . . . , p}, and all T ≥ p, the following bound holds
Proof. We will apply Lemma 4. To do so, we will express the sums as quadratic forms. Note that
Here e i , e j ∈ R nz are the canonical unit vectors and the subscripts in the matrix on the left denote the dimensions.
Note that there are permutation matrices, P L and P R such that P L M P R = I T 0 0 0 for zero matrices of appropriate size. Thus M 2 = 1 and so S ≤ 1, by the triangle inequality and homogeneity. Furthermore, in this case
Since the bound from Lemma 4 increases with respect to S , we can plug in the upper bound of 1 to show that
The probability bound on − 1 T T t=1 (z t−k ) i (z t− ) i + (r −k ) ij is identical, and follows by applying Lemma 4 to −S. The lemma now follows from a union bound. Now note that every element of ∆Q and ∆N may be expressed as
for some i, j ∈ {1, . . . , n z } and k, ∈ {0, . . . , p}. The following lemma uses this fact to bound the probability of elementwise deviations of ∆Q and ∆N from zero.
Lemma 6. For T ≥ p, δ ≥ 0, the probability that any element of ∆N or ∆Q is larger than δ in magnitude satisfies
Proof. By a union bound,
Where an arbitrary element in ∆Q and ∆N is represented by with ∆Q 11 . Noting that ∆Q is symmetric, we assign
The lemma now follows by applying Lemma 5 to bound P(|∆Q 11 | > δ).
D. Finite Data Error
We now use the results from the previous subsection to determine a bound for
An upper bound on this integral may be computed if, for any ≥ 0, we can bound
We will proceed by bounding G T − G OP T in terms of δ. It will then be possible to determine a value δ ≥ 0 corresponding to all sufficiently large such that
Then Lemma 6 may be applied to bound the probability that the elementwise bounds hold. The elementwise bounds above provide the following bounds on ∆N and ∆Q .
where c 1 = √ pn y n z and c 2 = pn z .
To simplify notation in the following analysis, we define
Lemma 7.
where
Application of the matrix inversion lemma provides
If we now take the two norm, and apply both the triangle inequality and submultiplicativity several times, we get
To bound N in terms of J ∞ , note that we can write N in terms of R as
The lemma now follows from (10).
We know that the following always holds
as
0. A tighter bound is available when δ is small.
the term on the right may be replaced by its series expansion:
It is now possible to bound the two norm of (12) with submultiplicativity and the triangle inequality.
The condition in (13) can be seen to hold for δ <
by noting that
For any ≥ 0 , we can find δ ≥ 0 such that
Proof. The conditions on T along with the definition of 0 , 1 , and c 4 guarantee that (14) is greater than or equal to zero. It can be seen that expression (14a) is less than ξ− α T c2 for all values of , thus the condition in Lemma 8 is satisfied by (14a). The lemma follows by plugging (14a) into the bound on G T −G OP T resulting from Lemmas 7 and 8, and (14b) into the bound on G T − G OP T resulting from Lemma 7 and (11).
Remark 2. In practical application, the engineer does not have access to all of the variables that are used to compute the bound a priori. It is, however, possible to estimate these from data. For instance, one could perform an iterative approach in which a model with high complexity is used to obtain a rough estimate for system parameters before fitting a model with lower complexity. Similar ideas are described in [4] , [3] , and [8] .
V. SIMULATION
To test the derived error bound, random plants and controllers were created such that the closed loop system was stable. The plants had the form of (1), while Linear Quadratic Gaussian controllers with random weight matrices and added noise, having the the form of (2) were used. Algorithm 1 was applied to data generated from the closed loop systems. It was seen that for each VARX model order p, and truncation bound φ, the prediction error was below the error bound at all timesteps. This result is shown below for one system with multiple values of p and φ. The bound is shown in orange, while the prediction error on a set of test data as a function of T in Alg. 1 is shown in blue. It should be noted that the bound is clearly not tight on the system above. A tighter bound could be obtained by removing several of the cruder bounding techniques, and choosing free parameters in the bound more carefully. This effort was not undertaken in this this work.
VI. CONCLUSION
The finite sample behavior of an algorithm known as REDAR was characterized for data generated in closedloop. The algorithm follows an approach used by many identification methods in which the data is fit to a VARX model, and the system model is obtained via a reduction step. Due to the simple nature of the algorithm, it was possible to derive a non-asymptotic upper bound on the generalization error. Though the bound is not tight, it provides the engineer with a notion of the effectiveness of the model with a finite amount of data, which allows for comparison of algorithms and parameter selection for the model. Additionally, high probability bounds on the H ∞ norm of the error system from the estimated model to the finite horizon Kalman Filter are obtained. It may be possible to utilize these bounds for robust control synthesis. As the analysis holds for identification of closed loop systems, this would allow for an adaptive approach to robust control design to be applied.
