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Abstract
Transmission links in wireless networks suffer from in-
dependent channel fading. Cooperative routing technology
with diversity transmission can exploit the randomness of
the wireless channel and efficiently improve the network
performance by selecting multiple cooperative nodes to for-
ward the data. This paper proposes a novel Multiple Shared
Channels Cooperative (MSCC) routing protocol for wire-
less networks. MSCC takes the advantage of cooperative
transmission to achieve diversity gains. It also combines a
clustering hierarchy with a bandwidth reuse scheme to miti-
gate Co-Channel Interference (CCI). The simulation results
show an improvement in the packet delivery ratio of net-
works with MSCC.
1 Introduction
Radio transmission is impaired by channel fading which
results from multipath propagation. In wireless networks
(e.g., ad hoc and sensor networks), mostly links experience
independent fading [3]. It is of benefit to adopt coopera-
tive transmission [6] in which a packet is forwarded by a
number of relays at each hop, to exploit network diversities.
A large collection of distributed cooperative transmission
schemes has been proposed [8, 10, 13]. In [8], all the nodes
that have successfully decoded a packet utilize an orthog-
onal Space-Time Code to cooperatively relay that packet.
In contrast, the work of [10] proposes a non-orthogonal co-
operation scheme. A virtual Multiple Input Multiple Out-
put cooperative routing scheme is proposed in [13]. It turns
out that cooperative transmission is able to provide diversity
gains on the order of the number of relaying nodes [7].
For cooperative transmission in wireless multihop net-
works, routing and medium access are two problems of
significant importance. Absent a central administrator, the
networks require a distributed algorithm to select coop-
erative relays locally. On the other hand, in each coop-
erative transmission, several relays will transmit a packet
concurrently, with which contention-based medium access
schemes might not be able to cope efficiently. Orthogonal
Frequency Division Multiple Access (OFDMA) [12] sys-
tems divide a frequency band into multiple orthogonal sub-
carriers, and then groups them into subchannels. Each user
is allocated a particular set of subchannels. Consequently,
several users are able to transmit simultaneously using or-
thogonal multiple shared channels. Thus, OFDMA is in-
herently suitable for cooperative networks. OFDMA has
been widely adopted in many wireless standards, such as
IEEE 802.16 [1]. New OFDMA systems have been inves-
tigated for wireless local area networks to enhance network
performance [5]. Therefore, developing cooperative routing
scheme for OFDMA system has practical significance.
In this paper, we propose a novel Multiple Shared Chan-
nels Cooperative (MSCC) routing protocol for OFDMA
wireless networks. The protocol has a clustering hierarchy.
A bandwidth reuse scheme is applied among the clusters to
reduce inter-cluster Co-Channel Interference (CCI). Within
each cluster, a set of subchannels are distributed to clus-
ter members in a no-colliding way, therefore, intra-cluster
CCI can be eliminated. At each hop, packets are transmit-
ted cooperatively via selected relays. The simulation results
indicate that the exploitation of diversity in MSCC leads an
increase in packet delivery ratio.
The layout of this paper is as follows. In Section 2 we
present the system model and network architecture. The
proposed routing protocol is described in Section 3. Sim-
ulation results are presented in Section 4. In Section 5 we
draw our conclusions.
2 System Model and Network Architecture
2.1 System Model
Consider a wireless network in which nodes are commu-
nicating by using OFDMA. The frequency band is divided
into K mutually orthogonal subchannels, each with b sub-
carriers. The subchannel bandwidth is chosen to be smaller
than the channel coherence bandwidth, such that each sub-
channel is subject to flat fading. The fading is assumed
to be independently distributed. The transmitted power of
each node is fixed and equally distributed to each subcarrier.
Thus, for transmission over a distance, r, the received sig-
nal power at a given subchannel is exponentially distributed
with mean P¯ = G0r−α [2], where G0 is proportional to
the transmit power at the subchannel, and α is the path loss
coefficient, typically between 2 and 4.
The system runs with fixed-length slots, and each slot
consists of three short sub-slots and one long sub-slot. Each
node has a single antenna thus cannot transmit and receive
simultaneously. We assume that nodes are effectively sta-
tionary during any particular slot, while changing their mo-
tion randomly between two slots.
2.2 Network Architecture
The proposed routing protocol makes use of geographi-
cal information. Similarly to other geographic routing pro-
tocols, it assumes that each node is equipped with a Global
Positioning System (GPS) [4], such that a node is aware
of its geographical location. A node is also able to deter-
mine the location of a given node with the aid of a location
lookup service [4]. The clustering architecture of MSCC is
developed from that of GRID [9]. As shown in Fig. 1, the
Figure 1. OFDMA network with clustering ar-
chitecture. Each hexagon is with a radius of
` and represents a cluster. A triple of (a, b;Ej)
uniquely identifies a cluster, which means
that the cluster centre is located at (a, b), and
the subchannel set allocated to that cluster is
Ej , (j = 0, · · · , 6).
geographical area of the network is divided into a number
of two dimensional hexagons, each with a radius of ` and
representing a cluster. A cluster is uniquely identified by
a triple of (a, b;Ej) which means that the cluster centre is
located at (a, b) with respect to a given coordinate system,
and Ej will be given in Section 2.3. Specifically, any given
geographical location in the network falls into a particular
cluster by following a pre-defined mapping [9]. Each node
in the network is equipped with that map. The pre-mapping
scheme has practical applications, for example, in a disaster
recovery which mostly takes place in a fixed site.
2.3 Frequency Reuse
Due to the wireless channel is shared by nodes that
are within each other’s transmission range, adjacent nodes
should operate on different subchannels, otherwise co-
channel interference (CCI) arises. As the number of nodes
increases in an OFDM wireless network, CCI will in-
crease and dominates network performance. To reduce
inter-cluster CCI, a feasible solution is to apply appropri-
ate bandwidth reuse among the clusters. Adopting a higher
reuse factor generates a lower level of CCI; however, it
will result in a lower channel usage. We take account of
the cluster-by-cluster routing scheme of MSCC to devise
a desirable reuse factor. As illustrated by the example in
Fig. 1, cluster (−1, 1;E1) should not use the same set of
subchannels as that of cluster (1, 1;E3), as nodes in the
two clusters might simultaneously forward packets to clus-
ter (0, 0;E0). Therefore, we adopt a frequency reuse-7
scheme. That is, the sharedK subchannels are grouped into
seven sets Ej (j = 0, · · · , 6), each with K/7 subchannels
of [j× K7 , · · · , (j+1)× K7 −1]. Because the frequency re-
sources are divided into a group of 7 cells, inter-cluster CCI
is avoided in that group. Within each cluster, intra-cluster
CCI is eliminated in the proposed protocol by allocating dif-
ferent subchannels to nodes located in that cluster.
3 Multiple Shared Channels Cooperative
(MSCC) Routing Protocol
3.1 Routing Protocol Description
As described in Section 2, the proposed Multiple Shared
Channels Cooperative (MSCC) routing protocol has a clus-
tering architecture. Each cluster has one cluster head (CH)
which is responsible for relay selection and subchannel as-
signment. The CH of a cluster is the node nearest to the
cluster’s geographical centre, and other nodes that are lo-
cated in the cluster are cluster members (CMs).
The cooperative transmission in each hop is shown in
Fig. 2. When a packet is delivered to a cluster that doesn’t
contain the destination node, the CMs that have received
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Figure 2. Cooperative routing strategy in
MSCC, where SR is the source, D is the des-
tination, CHs are cluster heads, Rs are relay
nodes, and each dot line represents a com-
municating link.
the packet will advertise themselves as candidate relays by
sending their channel state information (CSI) to the local
CH. Based on the CSIs, the CH will choose a specific num-
ber of nodes as relays and allocate subchannels to them. The
subchannels allocated to each of the relays can be the same
to resist time-offset (by containing a cyclic prefix in sym-
bols), or be different to exploit frequency diversity. Then,
the selected relays transmit the packet simultaneously to
nodes in the next-hop cluster. As several relays simultane-
ously forward the packet, consequently, a node at the next-
hop cluster can receive multiple independently faded copies
of that packet. Thus, MSCC is able to achieve diversity
gain. The cooperation capability provides the routing pro-
tocol robustness; however, it may lead the total transmission
rate between two nodes to be decreased, as two frequencies
are now used to transmit redundant information.
3.2 Path Selection
A data packet is forwarded to its destination along a pre-
selected path by making use of geographical information.
When having a packet to deliver, a source node will iden-
tify the clusters (e.g., the yellow clusters in Figure 2) that
compose the path with minimum geometry distance from
the source to the destination node by looking up the cluster-
ing map. These clusters (including the source cluster) will
be selected as routing clusters and contained in the packet
header. The packet header will also include the source ID,
the destination ID, the transmitting cluster ID, and the trans-
mitting node ID. The packet is routed to the destination
along the pre-selected clusters following the order recorded
on its header.
3.3 Relay Selection
We assume the cooperative transmission is regenerative,
where each relay decodes, encodes, and forwards a received
packet. The relay nodes are selected based on link quality
in term of packet reception rate. Because radio links ex-
hibit threshold effect, a constraint is required on the packet
reception rate of candidate relays. That is, for a packet de-
livered from the previous-routing-cluster, only the receivers
with packet reception rate, δp, exceeding a given threshold,
δ0, are able to advertise themselves as potential relays.
Moreover, for a candidate relay, i, relay selection criteria
should include not only the successful reception rate of a
packet at i, but also the probability to successfully transmit
the packet from i to next-hop relays. The next-hop packet
success probability, δn, is given by the probability that in-
stantaneous signal-to-noise-ratio is above a certain thresh-
old γth, with δn = Pr[ P¯Gn > γth], where Gn denotes the
power of AWGN (additive white Gaussian noise) with co-
variance σ2, and P¯ is the average received signal power.
Here we ignore interference. As nodes are uniformly dis-
tributed in the network, δn can be approximated as the prob-
ability to successfully transmit a packet from i to the ge-
ographical centre of the next-hop cluster. If the distance
from i to the next-hop cluster centre is ri, in the presence of
Rayleigh fading, δn is given by δn = exp
(
− Gnγth
G0r
−α
i
)
. The
overall packet reception rate, δ, of the two-hop transmission
over i, is
δ = δpδn. (1)
A CH will select, at most, M relays based on their δ values
to forward a packet.
3.4 Routing Protocol Design
The operation of MSCC consists of two states: clus-
ter head election state, in which CHs are elected; and data
transmission state, in which data packets are routed. At the
beginning of a slot, if there are no CHs in a cluster, or if
there are multiple CHs, the cluster enters cluster head elec-
tion state. Once a unique CH is elected, the cluster is ready
for data transmission and stays in data transmission state.
3.4.1 Cluster Head Election
A node uses Head Advertisement (HA) packet to elect itself
as the CH of local cluster. The HA contains the cluster ID
and the advertising node ID. In a cluster, if there are no
CHs (the CMs don’t receive any HA in the first sub-slot of a
slot), or if there are multiple CHs (the CMs receive multiple
HAs in that sub-slot), from the second sub-slot, each node
in the cluster starts to broadcast HAs with a random delay
of TBD, with 0 ≤ TBD ≤ TBS − THA, where THA is the
3
Figure 3. The frame of a slot in data trans-
mission state, where si {i = 1, · · · , 4} repre-
sents the ith sub-slot, HA is the head adver-
tisement packet, CMA is cluster member ad-
vertisement packet, and SHA is the second
head advertisement packet.
transmission duration of HA, and TBS is the remaining time
of that slot. In case there are multiple CHs, only the nodes
with a closer location to the cluster centre than that of the
CHs participate in cluster head election. HA broadcasting
will be lasted until a unique CH is elected. It may occupy
several consecutive slots.
Similar to [13], the nodes are assumed to be locally time
synchronized in each cluster at the end of this stage. To
achieve this, it is proposed that each CH transmits a refer-
ence carrier and its CMs lock to this carrier using a phase
locked loop [13]. In MSCC, an accurate synchronization
can also be conveniently achieved as every node is equipped
with a GPS receiver [11]. However, even though a packet is
transmitted by cooperating relays synchronously, copies of
the packet might arrive at a receiver asynchronously, due to
each copy via a different path. It is feasible to mitigate the
delay spread by insert a cyclic prefix in OFDM symbols.
3.4.2 Data Transmission
A cluster steady in data transmission state uses the short
sub-slots to exchange control messages between the CH and
CMs to allow subchannel allocation and relay selection, and
transmits data in the long sub-slots. The frame of a slot in
data transmission state is shown in Fig. 3. In particular, at
the beginning of the first sub-slot, each CH broadcasts a HA
to its local CMs. A CH will allocate a specific number of
subchannels to each of the CMs that it learned previously
within a given period of time, and contain the subchannels
allocation, the cluster ID, and its own ID in the HA.
Upon overhearing the HA, in the second sub-slot, the
CMs will send a Cluster Member Advertisement (CMA)
packet to the CH using the allocated subchannels (if allo-
cated) or using randomly selected subchannels that haven’t
been allocated in the HA. The CMA includes the node ID,
the packet ID, the destination node ID, δp, the previous-hop
cluster (the cluster from which the packet is arriving) head
ID, and the next-hop cluster ID. Once the CH gets the CSIs
Table 1. Physical layer simulation parameters
Number of subchannels 128
Subcarriers in each subchannel 1
FFT size 128
Cyclic prefix 32 samples
Modulation QPSK
Path loss coefficient (α) 2
Symbol rate per carrier 250ksymbol/sec
Packet length 512 bits
Doppler frequency 150 Hz
Channel model flat fading
contained in the CMAs, it chooses relays for each packet.
Then, at the beginning of the third sub-slot, the CH
broadcasts a Second Head Advertisement (SHA). SHA in-
cludes the cluster ID, the selected relays, and the subchan-
nels allocated to each of them. As nodes are able to deter-
mine the location of a given node with the aid of location
lookup service, if the CH identify that there is a CM nearer
to the cluster centre than itself, it will change the cluster
head to that node, and inform the local nodes in the SHA.
Finally, the relays transmit data in the long sub-slot.
3.4.3 Route Maintenance
It is possible that no nodes are available in a pre-selected
cluster, resulting in route failure. To repair the failure, af-
ter having selected relays for a packet, a CH will send an
acknowledgment (ACK) message back to its previous-hop
cluster. If an ACK is not received within a particular pe-
riod of time, the CH of the previous-hop cluster will allow
the relays to retransmit that packet. After a given number
of unsuccessful retries, the CH will choose a new path in
which the broken cluster is removed, to deliver the packet.
4 Simulation Results
We developed simulation scenarios in Matlab to evaluate
the performance of the proposed cooperative system. Nodes
were uniformly distributed over a 1500m × 1500m area. In
each slot, a node generated a data packet with a probability
of qd = 1%, to a randomly chosen destination node. The
C/I (carrier-to-noise) was given as the ratio of the received
signal power on a given subcarrier when the receiver was
located 250m away from the transmitter to that of the noise.
The maximum number of relays at each hop was M = 3.
The parameters of OFDM are shown in Table 1. Each sce-
nario was run for 5 seconds, and repeated for 100 rounds.
The GRID protocol [9] is also implemented into the
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OFDM multicarrier system to compare its performance
with that of MSCC. In the simulations, the maximum num-
ber of retransmission at each hop was 2. We considered
the following properties to assess network performance: (1)
Packet delivery ratio (PDR), which is the ratio of the num-
ber of data packets successfully received at the destinations
to the number of data packets generated by the sources; (2)
Average end-to-end delay, which is the average time taken
to transfer a data packet from a source to a destination.
4.1 Varying Node Density
First, the C/I and cluster radius were fixed at 4dB and
145m, respectively. The packet reception threshold was
δ0 = 0.85. We increased the number of nodes from 80
to 280.
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Figure 4. PDR comparison between MSCC
and GRID with increasing nodes in the net-
work from 80 to 280.
In regard of PDR plotted in Fig. 4, MSCC outperforms
GRID, especially in the scenarios with higher node den-
sity. We can notice an improvement of approximate 75%
in the PDR of network using MSCC. Thus, MSCC is able
to achieve diversity gain. Fig. 4 also illustrates an increase
on PDR with the rise of node density in both protocols, due
to the presence of more sources of diversity in the network.
Fig. 5 plots the average end-to-end delay against the
number of nodes. It can be seen that when the number of
nodes is smaller (than 100), GRID has a lower average end-
to-end delay than that of MSCC. In low node density scenar-
ios, the available nodes in each cluster are very small, which
leads to a low probability of packet success reception. Thus,
only the packets propagated via paths with short-length can
reach their destinations. The reduction of path length con-
tributes to the low packet delay in GRID. As node density
increases, the average packet delay in both protocols rises
rapidly. This is because that, when more nodes are present
in the network, CCI will increase, which causes a high re-
transmissions. In these scenarios, the delay of GRID is
higher than that of MSCC. In the scenario with 280 nodes,
there is about a 10% improvement for MSCC over GRID.
This is due to MSCC employing multiple relays, thus, it is
able to efficiently resist fading and CCI.
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Figure 5. Average end-to-end delay compari-
son between MSCC and GRID with increasing
nodes in the network from 80 to 280.
4.2 Varying C/I
Then, we fixed 250 nodes in the network, while in-
creased C/I from 2 to 16 dB. The cluster radius was 120m,
and the packet reception threshold was δ0 = 0.95. The
PDR and average end-to-end delay are plotted in Fig. 6 and
Fig. 7, respectively. Fig. 6 shows that higher C/I yields
higher PDR, because increasing C/I can improve packet
success probability. Generally, MSCC outperforms GRID.
When C/I = 6 dB, there is about a 60% improvement for
MSCC over GRID. This contributes to its capability to ex-
ploit network diversities. When C/I is low, Fig. 7 shows that
increasing C/I leads to a longer delay for both protocols.
This is because that, in lower (than 6 dB in Fig. 7) C/I con-
ditions, average path length will be longer if C/I is higher.
When the value of C/I is high enough, in both protocols,
the average packet delay decreases with the increase of C/I.
This is due to increasing C/I can improve packet success
rate and reduce the number of retransmissions. In compari-
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Figure 6. PDR comparison between MSCC
and GRID with increasing C/I from 2 to 16 dB.
son with MSCC, GRID has a lower delay when C/I is lower
(than 5 dB), due to GRID has a shorter average path length.
However, in high C/I scenarios, the delay in GRID is higher
than that of MSCC. When C/I is 8 dB, there is about a 20%
improvement for MSCC over GRID.
5 Conclusion
We have proposed a Multiple Shared Channels Cooper-
ative (MSCC) routing protocol for OFDMA wireless net-
works. MSCC allows cooperative packet transmission to
exploit network diversities. Moreover, a clustering infras-
tructure is combined with bandwidth reuse to reduce co-
channel interference (CCI). The simulation results show
that MSCC is able to improve packet delivery ratio and av-
erage end-to-end delay.
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