We present and evaluate various content-based recommendation models that make use of user and item profiles defined in terms of weighted lists of social tags. The studied approaches are adaptations of the Vector Space and Okapi BM25 information retrieval models. We empirically compare the recommenders using two datasets obtained from Delicious and Last.fm social systems, in order to analyse the performance of the approaches in scenarios with different domains and tagging behaviours.
INTRODUCTION
In recent years, we have witnessed an unexpected success and increasing proliferation of social tagging systems. In these systems, users create or upload content (items), annotate it with freely chosen words (tags), and share it with other users. The whole set of tags constitutes an unstructured collaborative classification scheme that is commonly known as folksonomy. This implicit classification is then used to search for and discover items of interest. In such systems, users and items can be assigned profiles defined in terms of weighted lists of social tags. In general, users annotate items that are relevant for them, so the tags they provide can be assumed to describe their interests, tastes and needs. Moreover, it can be also assumed that the more a tag is used by a certain user, the more important that tag is for her. Analogously, tags assigned to items usually describe their contents. The more users annotate a certain item with a particular tag, the better that tag describes the item contents. The previous assumptions, however, have to be carefully taken into account. Tags used very often by users to annotate many items may not be useful to discern informative user preferences and items features [8] . We address this issue herein. Adomavicius and Tuzhilin [1] formulate the recommendation problem as follows. Let U ଵ … be a set of users, and let I ଵ … be a set of items. Let U I R, where R is a totally ordered set, be a utility function such that ୫ ୬
measures the gain of usefulness of item ୬ to user ୫ . Then, for each user U, we want to choose items ୫ୟ୶,୳ I, unknown to the user, which maximise the utility function : U
୫ୟ୶,௨ ∈I
In content-based recommendation approaches, is formulated as:
where
is the content-based preferences of user ୫ , i.e., the item content features that describe the interests, tastes and needs of the user, and ‫݅‪ሺ‬ݐ݊݁ݐ݊ܥ‬ ሻ = ܑ = ሺ݅ ,ଵ ,…,݅ . ሻ ∈ ℝ is the set of content features characterising item . These descriptions are usually represented as vectors of real numbers (weights) in which each component measures the "importance" of the corresponding feature in the user and item representations. The function sim computes the similarity between a user profile and an item profile in the content feature space. From the previous formulations, in this paper, we consider social tags as the content features that describe both user and item profiles, and we investigate two issues. First, we study several weighting schemes to measure the "importance" of a given tag for each user and item. Some of these weighting schemes are based on single profiles, while others make use of the whole folksonomy. Second, for each tag weighting scheme, we propose and evaluate a number of similarity functions. The studied approaches are adaptations of the well known Vector Space and Okapi BM25 information retrieval models [2] . By using two datasets obtained from Delicious and Last.fm social systems, we analyse the performance of the approaches in scenarios with different domains and tagging behaviours. The rest of the paper has the following structure. Section 2 introduces definitions and notation used in the studied profile and recommendation approaches. Sections 3 and 4 present such approaches. Section 5 describes the datasets utilised to evaluate the recommendation models, while Section 6 explains the conducted experiments and obtained results. Finally, Section 7 ends with some conclusions and future research lines.
PRELIMINARIES
A folksonomy F can be defined as a tuple F T U I A , where T ଵ is the set of tags that comprise the vocabulary expressed by the folksonomy, U ଵ ெ and I ଵ ே are respectively the set of users and the set of items that annotate and are annotated with the tags of T, and A U T I is the set of assignments (annotations) of each tag to an item by a user .
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. U is the number of times the item has been annotated with tag . In this work, we extend the previous definitions of user and item profiles by using different expressions for the vector component weights. These expressions are explained in Section 4. The proposed user and item profiles are then exploited by a number of different content-based recommendation models. These recommenders are adaptations of the well known Vector Space and Okapi BM25 ranking models [2] , and are described in detail in Section 3. For a better understanding of both user/item profiles and contentbased recommenders, Table 1 gathers the definition of common elements appearing in the profile and recommendation models. Table 1 . Definition of elements used in the proposed profile and recommendation models.
Element Definition
User-based tag frequency 
USER AND ITEM PROFILES
In this section, we present different schemes to weight the components of tag-based user and items profiles. Some of them are based on the information available in individual profiles, while others consider information from the whole folksonomy.
TF Profile Model
The simplest approach for assigning a weight to a particular tag in a user or item profile is by counting the number of times such tag has been used by the user or the number of times the tag has been used by the community to annotate the item. Thus, our first profile model for user consists of a vector ,ଵ , , where
Similarly, the profile of item is defined as a vector ,ଵ , , where 
TF-IDF Profile Model
In an information retrieval environment, common keywords that appear in many documents of a collection are not informative, and may not allow distinguishing relevant documents for a given query. To take this into account, TF-IDF weighting scheme is usually applied to the document profiles [2] . We adopt that principle, and adapt it to social tagging systems, proposing a second profile model, defined as:
BM25 Profile Model
As an alternative to TF-IDF, Okapi BM25 weighting scheme follows a probabilistic approach [2] to assign a document with a ranking score given a query.
We propose an adaptation of such model by assigning each tag with a score (weight) given a certain user or item. Our third profile model has the following expressions:
where and ଵ are set to the standard values of 0.75 and 2, respectively.
CONTENT-BASED RECOMMENDERS
In this section, we describe a number of content-based recommendation models that are defined as similarity measures between user and item profiles introduced in Section 3. Two of these models are state of the art approaches [5] [8], and others were investigated by the authors in the context of personalised Web search [7] .
TF-based Similarity
To compute the preference of a user for an item, Noll and Meinel [5] propose a personalised similarity measure based on the user's tag frequencies:
The model utilises the user's usage of tags appearing in the item profile, but does not take into account their weights in such profile. In the formula, we introduce a normalisation factor that scales the utility function to values in the range [0,1], without altering the user's item ranking.
To measure the impact of personalisation in Noll and Meinel's approach, we propose a similarity measure based on the tag frequencies in the item profiles:
୫ୟ୶ ∈I,∈T ൫௧ ሺ௧ሻ൯
TF Cosine-based Similarity
A direct extension of Noll and Meines's approach is to exploit the weights of both user and item profiles by computing the cosine between their vectors as similarity measure:
TF-IDF Cosine-based Similarity
Xu et al. [8] use the cosine similarity measure to compute the similarity between user and item profiles. As profile component weighting scheme, they use TF-IDF 1 . Following our notation, their approach can be defined as follows:
BM25-based Similarity
Analogously to the similarity based on tag frequencies described in Section 4.1, but using a BM25 weighting scheme, we propose a couple of similarity functions that only take into account the weights of either the user profile or the item profile. These two recommendation models are:
BM25 Cosine-based Similarity
Xu et al. [8] also investigate the cosine similarity measure with a BM25 weighting scheme. They use that model on personalised Web Search. We adapt and define it for social tagging as follows: ଶହ ௨ ௨ ଶ ଶ
DATASETS
In order to evaluate the presented tag-based recommendation models under different domain and tagging conditions, we run them using datasets obtained from two different social systems: Delicious and Last.fm. Delicious is a social bookmarking site for Web pages. By the end of 2008, the service claimed more than 5.3 million users and 180 million unique bookmarked URLs. On the other hand, Last.fm is an on-line radio site for music. By the beginning of 2009, it claimed over 40 million active users and 7 million tracks. As collaborative social tagging platforms, Delicious differs from Last.fm in the fact that it contains tagged items (Web pages) belonging to practically any domain, while Last.fm tagged items (tracks) belong to the music domain. Moreover, the users' tagging behaviour is also different in both systems. As shown in Table 2 , in Delicious dataset, the average number of tags per user is greater than in Last.fm dataset. However, taking into account the tags provided by the entire community of users, a track in Last.fm receives more tags than a Web page in Delicious. This apparent contradiction can be explained through the inverse relation between the numbers of users and items registered in such systems. 
Delicious Dataset
We created a dataset formed by 1,000 Delicious users. These users were chosen as follows. First, we randomly selected 50 users who bookmarked the top Delicious bookmarks on 14 th May 2009 and had at least 20 bookmarks in their profiles. Then, we extended this set of users through their social network in Delicious. A maximum distance of 2 user contacts was allowed in such extension. Due to limitations of Delicious API, we only extracted the latest 100 bookmarks of each user. The final dataset contained 84,005 different bookmarks and 42,324 distinct tags. On average, each user profile had 95 bookmarks and 480 distinct tags.
Last.fm Dataset
In the case of Last.fm dataset, we aimed to obtain a representative set of users, covering all music genres. We first identified the most popular tags related to the different music genres in Last.fm. Then, we used Last.fm API to get the top artists tagged with the previous tags. For each artist, we gathered his/her fans along with their direct friends. Finally, we retrieved all tags and tagged tracks of the user profiles. The final dataset contained 50,202 different tracks and 16,687 distinct tags. On average, each user profile had 66 tracks and 149 distinct tags.
EXPERIMENTS
In this section, we explain the experiment methodology we followed to evaluate the described recommendation models, and present the obtained results of that evaluation. Figure 1 depicts the followed experimental methodology. We randomly split the set of items tagged by the users in the database in two subsets. The first subset contained 80% of the items for each user, and was used to build the recommendation models (training). The second subset contained the remaining 20% of the items, and was used to evaluate the recommenders (test). Specifically, we built the recommendation models with the whole tag-based profiles of the training items, and with those parts of the users' tag-based profiles formed by tags annotating the training items. We evaluated the recommenders with the tag-based profiles of the test items. In the evaluation, we computed several metrics (see Section 6.2), and performed a 5-fold cross validation procedure.
Methodology

Metrics
We assumed a content retrieval scenario where the system provides the user a list of N recommended items based on her content-based profile. To evaluate the performance of each recommender, we took into account the percentage and ranking of relevant items appearing in the provided lists. For that purpose, we computed three metrics often used to evaluate information retrieval systems [2] : Precision at the top N ranked results (P@N), Mean Average Precision (MAP), and Discounted Cumulative Gain (DCG). Precision is defined as the number of retrieved relevant documents divided by the total number of retrieved documents. MAP is a precision metric that emphasises ranking relevant documents higher. Finally, DCG measures the usefulness of a document based on its position in a result list. In our evaluation framework, retrieved documents were all the items belonging to each test set (see Section 6.1). Thus, the whole test set contained items belonging to the active user's profile (relevant documents), and items from other users' profiles (assumed as non relevant documents for the active user). Table 2 shows the results obtained in the evaluation of the recommendation models using Delicious and Last.fm datasets. In general, as expected, the models focused on user profiles (tf u , bm25 u ) outperformed the models oriented to item profiles (tf i , bm25 i ). This is not true with BM25 model in Last.fm. We believe this is due to the small size of user profiles in that dataset. Regarding cosine-based models, by performing a weighting scheme that exploits the whole folksonomy (cos tf-idf , cos bm25 ), we clearly enhance the classic frequency profile representation (cos tf ). Note that even ௨ outperforms ௧ in Delicious dataset. Thus, it seems that those tags appearing in many user and item profiles have to be penalised, since they are not informative to discern relevant user preferences and item characteristics. In the same context, BM25 was better than TF-IDF weighting scheme. This could be explained by the fact that, in social tagging systems, most popular tags should be penalised more carefully as they usually describe the item contents more precisely (through community consensus). Comparing results from Delicious and Last.fm, we obtained higher precision values in the former. In Last.fm, users listen to music and do not always tag their favourite tracks. In contrast, the main use of Delicious is to bookmark and tag Web pages for organisational and searching purposes. Thus, user profiles in Delicious are larger than in Last.fm, and content-based recommendation performs better.
Results
CONCLUSIONS
In this paper, we have evaluated a number of content-based recommendation models that make use of user and item profiles described in terms of weighted lists of social tags. The studied approaches are adaptations of the Vector Space and Okapi BM25 ranking models [2] . The presented work is only the beginning of our exploration of how the above and other information retrieval models could be applied in social recommender systems. We plan to extend our analysis in two directions. First, we want to study alternative tag-based profile and recommendation models. Specifically, as proposed in [6] , we shall investigate the application of tag clustering techniques for user profiling. Second, we do not want to restrict our research to content-based recommenders. We shall investigate adaptations of collaborative filtering and hybrid recommendation strategies, as done for example in [3] [4] [9] .
