On multipoint resonant problems on the half-line by López-Somoza, Lucía & Minhós, Feliz
López-Somoza and Minhós Boundary Value Problems         (2019) 2019:38 
https://doi.org/10.1186/s13661-019-1153-9
R E S E A R C H Open Access
On multipoint resonant problems on the
half-line




Análise Matemática e Optimización
Instituto de Matemáticas, Facultade
de Matemáticas, Universidade de
Santiago de Compostela, Galicia,
Spain
Full list of author information is
available at the end of the article
Abstract
In this work we obtain sufficient conditions for the existence of bounded solutions of
a resonant multipoint second-order boundary value problem, with a fully differential
equation.
The noninvertibility of the linear part is overcome by a new perturbation technique,
which allows obtaining an existence result and a localization theorem. Our
hypotheses are clearly much less restrictive than those existent in the literature and,
moreover, they can be applied to higher-order, resonant or nonresonant, boundary
value problems defined on the half-line or even on the real line.
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1 Introduction





u′′(t) = f (t, u(t), u′(t)), t ∈ [0,∞),
u(0) = 0, u′(∞) = ∑m–1i=1 αiu′(ξi),
(1)




αi = 1. (2)
A boundary value problem is said to be resonant when the correspondent homogeneous
problem has nontrivial solutions. In fact, under condition (2), the homogeneous boundary




u′′(t) = 0, t ∈ [0,∞),
u(0) = 0, u′(∞) = ∑m–1i=1 αiu′(ξi),
(3)
has a nontrivial solution.
These resonant problems have been studied for many years by many methods: degree
theory has been used in, for instance, [3, 7, 13, 22], Lyapunov–Schmidt arguments in [17],
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a Leggett–Williams theorem in [8, 21], fixed point and fixed point index theories in [2, 9,
10, 25], monotone method together with the upper and lower solutions technique in [20],
among others.
Boundary value problems on unbounded intervals arise in many models of applied
mathematics, such as in combustion theory, in plasma physics, to model the unsteady
flow of a gas through semi-infinite porous media, to study the electrical potential of an
isolated neutral atom, etc. For more details, techniques and applications in this field we
refer, for example, to [11, 14–16, 24], and the monograph [1].
From a theoretical point of view, resonance problems can be formulated by an equa-
tion Lx = Nx, where L is a noninvertible operator. Therefore, in particular, the resonance
condition (2) implies that the Green’s function related to problem (3) does not exist. This





u′′(t) + f (t, u(t)) = 0, t ∈ [0,∞),
u(0) = 0, u′(∞) = ∑m–1i=1 αiu′(ξi),
also under condition (2) and, to deal with the resonance problem, they defined some suit-
able operators and were able to find a solution in the space
E =
{







so, clearly, that solution could be unbounded.
Our arguments apply a different technique to find bounded solutions for problem (1).
Moreover, we note that, on the contrary to [12], we allow the nonlinearity f to depend on
the first derivative of u.




u′′′(t) = f (t, u(t), u′(t), u′′(t)) = 0, t ∈ [0,∞),
u(0) = u′(0) = 0, u′′(∞) = ∑m–2i=1 αiu′′(ξi),




The techniques used in [6] are basically the same as in [12] and, again, the authors are able
to find a solution which could be unbounded. On the other hand, they allow the nonlin-
earity f to depend on all the derivatives up to the highest possible order but, to do that,
they asked for the following quite restrictive condition on the nonlinearity:
(H0) f : [0,∞) ×R3 →R is s2-Carathéodory, that is,
(i) f (·, u, v, w) is measurable for each (u, v, w) fixed.
(ii) f (t, ·, ·, ·) is continuous for a.e. t ∈ [0,∞).
(iii) For each r > 0 there exists ψr ∈ L1[0,∞) with tψr , t2ψr ∈ L1[0,∞) such that
∣
∣f (t, u, v, w)
∣
∣ ≤ ψr(t), ∀(u, v, w) ∈ (–r, r) × (–r, r) × (–r, r), a.e. t ∈ [0,∞).
López-Somoza and Minhós Boundary Value Problems         (2019) 2019:38 Page 3 of 19
Here, we must point out that, although in this paper we work with the second-order
problem, the same techniques could be applied to the third-order problem. In this sense,
we allow the nonlinearity f to depend on all the derivatives up to the highest possible order
but using either hypothesis (H1) or (H2) instead of (H0). This way, our hypotheses regard-
ing the nonlinearity are clearly much less restrictive than (H0) and our method develops
a different approach complementing that in [6].
We would also like to mention that our technique of modifying the problem, in order to
obtain another with a related Green’s function in L1[0,∞) ∩ L∞[0,∞), is also applicable




u(4)(t) + ku(t) = f (t, u(t), u′(t), u′′(t), u′′′(t)), t ∈ R,
u(±∞) = 0, u′(±∞) = 0,
considered in [19], we could extend the results in that reference to nonlinearities satisfying
(H2) instead of (H1). The same could be said about [18].
The paper is divided into several sections: In Sect. 2, we construct an auxiliary differen-
tial problem whose solutions are the same as those of problem (1). In Sect. 3, this auxiliary
problem is transformed into an integral one, for which some bounded solutions are found.
These solutions are showed to be solutions of the original problem. Finally, Sect. 4 includes
an example.
2 Preliminaries
We will construct now a modified problem, which will be shown to be equivalent to (1),
for which it is possible to construct the related Green’s function.




u′′(t) + ku′(t) + Mu(t) = 0, t ∈ [0,∞),
u(0) = 0, u′(∞) = ∑m–1i=1 αiu′(ξi),
(4)


























2 (– k2 sin (γ ξi) + γ cos (γ ξi))
,










– sin (γ t)hl(s), 0 ≤ t ≤ s, ξl–1 ≤ s < ξl,
0, 0 ≤ t ≤ s, ξm–1 ≤ s,
– sin (γ t)hl(s) + sin (γ (s – t)), 0 ≤ s < t, ξl–1 ≤ s < ξl,
sin (γ (s – t)), 0 ≤ s < t, ξm–1 ≤ s.
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The previous expression has been obtained by some explicit calculations, which will
be detailed next. First of all, from the properties of the Green’s function (see [4] for the
details), we know that it must have the following form:






c1(s) cos(γ t) + c2(s) sin(γ t), 0 ≤ t ≤ s,
c3(s) cos(γ t) + c4(s) sin(γ t), 0 ≤ s < t,
for certain functions c1, . . . , c4. Moreover, as it must satisfy the boundary conditions,
u(0) = 0 implies that c1 ≡ 0.












s→t– G(t, s) = lims→t+ G(t, s) + 1,
we obtain












2 s sin(γ s).







e– k2 shl(s), ξl–1 ≤ s < ξl,
0, ξm–1 ≤ s.












( k2 sin (γ t) – γ cos (γ t))hl(s), 0 ≤ t ≤ s, ξl–1 ≤ s < ξl,
0, 0 ≤ t ≤ s, ξm–1 ≤ s,
( k2 sin (γ t) – γ cos (γ t))hl(s)
– k2 sin (γ (s – t)) – cos (γ (s – t)), 0 ≤ s < t, ξl–1 ≤ s < ξl,
– k2 sin (γ (s – t)) – cos (γ (s – t)), 0 ≤ s < t, ξm–1 ≤ s.



















for all (t, s) ∈ [0,∞) × [0,∞).
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As a consequence, it is clear that both G(t, ·) and ∂G
∂t (t, ·) belong to L1[0,∞) ∩ L∞[0,∞)
























where ‖v‖∞ = supt∈[0,∞) |v(t)|. It is easy to prove that (X,‖ · ‖) is a Banach space.
To deal with the lack of compactness of the set X, we will use the following result:
Theorem 2 ([5]) Let Y be a Banach space and C(R, Y ) the space of all bounded continuous
functions x : R → Y . For a set D ⊂ C(R, Y ) to be relatively compact, it is necessary and
sufficient that:
1. D is uniformly bounded;
2. Functions from D are equicontinuous on every compact subinterval of [0,∞);
3. Functions from D are equiconvergent at ∞, that is, given ε > 0, there exists T > 0 such








To prove the existence of solutions, we will consider two different results. First of all, we
will use the very well-known Schauder’s fixed point theorem:
Theorem 3 ([26]) Let Y be a nonempty, closed, bounded and convex subset of a Banach
space X, and suppose that P : Y → Y is a compact operator. Then P has at least one fixed
point in Y .
On the other hand, we will also give a result to prove the existence of solutions based on
the lower and upper solutions technique. To do that, we need to introduce the following
definition:




α′′(t) ≥ f (t,α(t),α′(t)), t ∈ [0,∞),
α(0) ≤ 0, α′(∞) ≥ ∑m–1i=1 αiα′(ξi).
A function β ∈ X is said to be an upper solution of (1) if the reversed inequalities hold.
3 Main results










+ ku′(s) + Mu(s)
)
ds. (5)
It is clear that solutions of problem (1) are fixed points of operator T .
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Moreover, we will assume that at least one of the two following conditions holds:
(H1) The nonlinearity f : [0,∞) ×R2 →R satisfies L1-Carathéodory condition, that is,
(i) f (·, u, v) is measurable for each (u, v) fixed.
(ii) f (t, ·, ·) is continuous for a.e. t ∈ [0,∞).
(iii) For each r > 0 there exists ϕr ∈ L1[0,∞) such that
∣
∣f (t, u, v)
∣
∣ ≤ ϕr(t), ∀(u, v) ∈ (–r, r) × (–r, r), a.e. t ∈ [0,∞).
(H2) The nonlinearity f : [0,∞)×R2 → R satisfies L∞-Carathéodory condition, that is,
(i) f (·, u, v) is measurable for each (u, v) fixed.
(ii) f (t, ·, ·) is continuous for a.e. t ∈ [0,∞).
(iii) For each r > 0 there exists φr ∈ L∞[0,∞) such that
∣
∣f (t, u, v)
∣
∣ ≤ φr(t), ∀(u, v) ∈ (–r, r) × (–r, r), a.e. t ∈ [0,∞).
Under one of these conditions, we will be able to prove the following result.
Lemma 5 Assume that either (H1) or (H2) holds. Then operator T defined in (5) is com-
pletely continuous.
Proof The proof will be divided into several steps.
Step 1: T is well-defined in X.
Given an arbitrary u ∈ X, we will prove that Tu ∈ X.
First, we will make the proof in case hypothesis (H1) holds. If u ∈ X, then there exists







































































































































































ϕr(s) + (k + M)r
)
ds








































that is, Tu ∈ X.
On the other hand, if (H2) holds instead of (H1), following similar steps as in the previous



































In this case φr ∈ L∞[0,∞) and, since e– ks2 ∈ L1[0,∞), we obtain that φr(s)e– ks2 ∈ L1[0,∞).
Therefore we conclude again that Tu ∈ X.
Step 2: T is a continuous operator.
We will detail the proof for the case in which (H1) holds. For (H2) the proof will be
analogous, with the obvious changes, as done in Step 1.
Consider a sequence {un}n∈N and assume that it converges to u in X, that is,
lim
n→∞ un(t) = u(t) and limn→∞ u
′
n(t) = u
′(t) for all t ∈ [0,∞).










for a.e. s ∈ [0,∞).
Let us see that {Tun}n∈N converges to Tu.
Since {un}n∈N is convergent in X, there exists some r > 0 such that ‖un‖ < r for all n ∈N.



















































































2ϕr(s) + 2(k + M)r
)
ds < ∞.
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Then, we deduce from Lebesgue’s Dominated Convergence Theorem that
lim


















































































































Thus, {Tun}n∈N converges to Tu in X.
Step 3: T is compact.
Again, we will make the proof only for the case in which (H1) holds, the other case being
analogous.
Let B be a bounded subset of X, that is, there exists some r > 0 such that ‖u‖ < r, for all
u ∈ B. Let us see that T(B) is relatively compact in X.
(i) T(B) is uniformly bounded.





























































=: M2 > 0.
Thus,
‖Tu‖ ≤ max{M1, M2},
for all u ∈ B, that is, T(B) is uniformly bounded.
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(ii) T(B) is equicontinuous.





































































ϕr(s) + (k + M)r
)
ds. (8)
We will find some suitable upper bounds for the difference |G(t1, s) – G(t2, s)|. For
0 ≤ t2 < t1 ≤ s, we have two possibilities:
• If ξl–1 ≤ s < ξl for some 2 ≤ l ≤ m – 1, then
∣



















• If s ≥ ξm–1, then
∣
∣G(t1, s) – G(t2, s)
∣
∣ = 0.
On the other hand, for 0 ≤ s ≤ t2 < t1:
• If ξl–1 ≤ s < ξl for some 2 ≤ l ≤ m – 1, then
∣



































γ (s – t2)
)∣
∣.
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As a consequence,
∣


































• If s ≥ ξm–1, then
∣

















































Therefore, we can affirm that for a given ε > 0 there exists some δ > 0 such that
if |t1 – t2| < δ then, for s ∈ [0, t2) ∪ (t1,∞), it holds that
∣
∣G(t1, s) – G(t2, s)
∣
∣ ≤ εe– ks2 .
This implies that the first and third terms of the last part of inequality (8) tend
to zero regardless of the function u ∈ B.
On the other hand, for 0 ≤ t2 ≤ s ≤ t1:
• If ξl–1 ≤ s < ξl for some 2 ≤ l ≤ m – 1, then
∣






























γ (s – t1)
)∣
∣.
• If s ≥ ξm–1, then
∣













γ (s – t1)
)∣
∣.
Thus, when s ∈ [t2, t1], it holds that
∣
∣G(t1, s) – G(t2, s)
∣
∣ ≤ Ce– ks2 ,
for some constant C. This implies that |G(t1, ·) – G(t2, ·)|(ϕr(·) + (k + M)r) ∈ L1[t1, t2]













regardless of the function u ∈ B.
Thus we conclude that given ε > 0 there exists δ(ε) > 0 such that if |t1 – t2| < δ,
then |Tu(t1) – Tu(t2)| < ε for all u ∈ B.
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In a completely analogous way, finding suitable upper bounds for
| ∂G
∂t (t1, s) –
∂G
∂t (t2, s)|, it is possible to prove that given ε > 0 there exists δ(ε) > 0 such
that if |t1 – t2| < δ, then |(Tu)′(t1) – (Tu)′(t2)| < ε for all u ∈ B.
Therefore, T(B) is equicontinuous.
(iii) T(B) is equiconvergent at ∞.







































































































that is, TB is equiconvergent at ∞.
Therefore, from Theorem 2, we conclude that T(B) is relatively compact in X .

Now we will see our existence results.
Theorem 6 Let f : [0,∞) × R2 → R be such that there exists t0 ∈ [0,∞) for which
f (t0, 0, 0) 	= 0. Moreover, suppose that, for C1 and C2 given in Remark 1, either


































R < R, (9)
or



































Then problem (1) has at least one nontrivial solution.
López-Somoza and Minhós Boundary Value Problems         (2019) 2019:38 Page 12 of 19




u ∈ X : ‖u‖ < R}.












ϕR(s) + (k + M)R
)
ds,∀t ∈ [0,∞),












ϕR(s) + (k + M)R
)
ds,∀t ∈ [0,∞).














































































































































































R, ∀t ∈ [0,∞).
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R, ∀t ∈ [0,∞).
Thus, by (9),


































that is, Tu ∈ D.
Therefore, TD ⊂ D and, from Theorem 3, the operator T has at least one fixed point
in D, which is a solution of problem (1). Moreover, since there exists at least one value
t0 ∈ [0,∞) for which f (t0, 0, 0) 	= 0, this solution cannot be the trivial one. 
Now, we will give another existence result based on the lower and upper solutions tech-
nique. The proof will follow the lines of [23]. Before formulating the theorem, we will give
a lemma that we will use in the proof.









v(t), u(t) < v(t),
u(t), v(t) ≤ u(t) ≤ w(t),
w(t), u(t) > w(t).
Then, the two following properties hold:
1. ddt p(t, u(t)) exists for a.e. t ∈ I .
















, a.e. t ∈ I.
Theorem 8 Let α,β ∈ X be lower and upper solutions of problem (1), respectively, with














Assume that, for C1 and C2 given by Remark 1, either
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Then, problem (1) has a solution u ∈ X such that
α(t) ≤ u(t) ≤ β(t), ∀t ∈ [0,∞).
Proof We will prove the first case, the second being analogous.












































u′′(t) + ku′(t) + Mu(t) = f (t, δ(t, u(t)), ddt δ(t, u(t)))
+ ku′(t) + Mu(t) + ε(u(t) – δ(t, u(t))), t ∈ [0,∞),
u(0) = 0, u′(∞) = ∑m–1i=1 αiu′(ξi),
(11)









β(t), u(t) > β(t),
u(t), α(t) ≤ u(t) ≤ β(t),
α(t), u(t) < α(t).
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From Lemma 7, we know that ddsδ(s, u(s)) exists for a.e. s ∈ [0,∞). Thus, Lemma 7, together
with the Carathéodory condition on the nonlinearity, implies that the integral in the latter
expression is well-defined.
Following the same steps as in Lemma 5, it is easy to prove that if (H1) holds, then T∗ is
well-defined in X and it is a completely continuous operator.





















{‖u‖, R̃} for all t ∈ [0,∞).
Thus, if we consider
D =
{
u ∈ X : ‖u‖ < R}












































that is, T∗u ∈ D.
Therefore, TD ⊂ D and, from Theorem 3, T∗ has at least one fixed point in D, which
corresponds to a solution of problem (11).
Finally, we will prove that this solution u of problem (11) satisfies
α(t) ≤ u(t) ≤ β(t), ∀t ∈ [0,∞),
which implies that it is also a solution of problem (5).
Define v(t) = u(t) – β(t) and consider t0 ∈ [0,∞) ∪ {∞} such that
v(t0) := sup
{
v(t) : t ∈ [0,∞)}.
Suppose that v(t0) > 0. Then, since
v(0) = –β(0) ≤ 0,
necessarily t0 	= 0. Thus, there exists t ∈ [0,∞) such that
v(t) > 0 for t ∈ (t, t0) and v′(t) ≥ 0.
Now, using the facts that u is a solution of (11) and β is an upper solution of problem




























) ≥ β ′′(t) + ε(u(t) – β(t)).
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Thus, we deduce that
v′′(t) = u′′(t) – β ′′(t) ≥ ε(u(t) – β(t)) = εv(t) > 0, t ∈ (t, t0),
which implies that v′ is strictly increasing on (t, t0). In particular, since v′(t) ≥ 0, it must be
true that v′ > 0 on (t, t0).




On the other hand, since v ∈ X,
v(∞) = sup
t∈[0,∞)
v(t) = C ∈R
and, using L’Hôpital’s Rule,
C = lim








t→∞ v(t) + v
′(t) = C + lim
t→∞ v
′(t),








v(t) : t ∈ [0,∞)} ≤ 0,
that is,
u(t) ≤ β(t), t ∈ [0,∞).
Analogously, it can be seen that
u(t) ≥ α(t), t ∈ [0,∞).
This way, we conclude that u is a solution of problem (1). 
4 Example




u′′(t) = 11000 (2 + sin t)e
–|u(t)| |1–u(t)|
(u(t))2+1 (u
′(t) – 1), t ∈ [0,∞),
u(0) = 0, u′(∞) = 0.11u′(0) + 0.89u′(0.11).
(12)
This problem is a particular case of (1) with f (t, x, y) = 11000 (2 + sin t)e
–|x| |1–x|
x2+1 (y – 1), m = 3,
α1 = 0.11, α2 = 0.89, ξ1 = 0 and ξ2 = 0.11.
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For |x|, |y| < r, it holds that
∣




(2 + sin t)(r + 1)2,
so we could take φr(t) = 11000 (2 + sin t)(r + 1)
2 and hence hypothesis (H2) holds. We note
that, since φr /∈ L1[0,∞), results in [12] cannot be applied to solve this problem.
We will look for a pair of lower and upper solutions of problem (1) and suitable values
for k and M for which the hypotheses in Theorem 8 hold.









and β(t) = 1, ∀t ∈ [0,∞).
It can be checked that ‖α‖∞ ≈ 0.0087, ‖α′‖∞ ≈ 0.0065 and ‖β‖∞ = 1, ‖β ′‖∞ = 0. There-
fore, we obtain that R̃ given in (10) is
R̃ = 1.
Moreover, for M = 0.35 and k = 0.86, we obtain the following approximations for C1 and
C2:























2 φmax{R,̃R}(s) ds ≈ 0.00022
(











2 φmax{R,̃R}(s) ds ≈ 0.00174
(
max{R, R̃} + 1)2.



































≈ 0.00233(max{R, 1} + 1)2 + 0.9423R,
and it can be seen that for R ∈ (R0, R1), with R0 ≈ 0.1615 and R1 ≈ 22.7199, it holds that
0.00233
(
max{R, 1} + 1)2 + 0.9423R < R.
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≤ u(t) ≤ 1, ∀t ∈ [0,∞),
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