We suppose the existence of an oracle which is able to solve any semidefinite programming (SDP) problem having interior feasible points at both its primal and dual sides. We note that such an oracle might not be able to directly solve general SDPs even after certain regularization schemes such as facial reduction or Ramana's dual are applied. The main objective of this work is to fill this gap and to show in detail how one can use such an oracle to 'completely solve' an arbitrary SDP. Here, we use the term to completely solve an SDP to mean a scheme which works in the following way; given an SDP, the scheme checks whether it is feasible or not, and whenever feasible, computes its optimal value, and if the optimal value is attained, obtains a maximal rank optimal solution. If the optimal value is not attained, computes a feasible solution whose objective value is arbitrarily close to the optimal value. Moreover, if the original SDP is infeasible, it distinguishes between strong and weak infeasibility, and in the case of weak infeasibility, can compute a point in the corresponding affine space whose distance to the positive semidefinite cone is less than an arbitrary small given positive number.
Introduction
Consider the following pair of primal and dual conic linear programs. 
subject to c − A T y ∈ K * , where K ⊆ R n is a closed convex cone and K * is the dual cone {s ∈ R n | s, x ≥ 0, ∀x ∈ K}. We have that A : R n → R m is a linear map, b ∈ R m , c ∈ R n and A T denotes the adjoint map. We also have
A i y i , for certain elements A i ∈ R n . The inner product is denoted by ., . . We will also use the notation (K, A, b, c) to refer to the pair (P), (D) .
In this article, we are mainly interested in the case where K = S n + , where S n + is the cone of n × n symmetric positive semidefinite matrices. In this case, A is a map from S n to R m , where S n is the space of n × n symmetric matrices and c, x = trace(cx).
Interior point methods (IPMs) [15, 2] are one of the standard methods for solving semidefinite programs (S n + , A, b, c). However, in order to function properly, they require that the problem at hand satisfy certain regularity conditions which may fail to be satisfied and this leads to numerical difficulties. The usual requirement is that there is a primal feasible solution x such that x is positive definite and that there is a dual feasible solution y such that the corresponding slack s = c − A T y is positive definite. In other words, Slater's condition must hold for both (P) and (D) . In this article, we suppose the existence of an idealized machine that is able to solve any SDP having primal and dual interior feasible points and discuss whether it could be used to solve other SDPs which might not satisfy that assumption. In this paper, we use the expression that an algorithm or a scheme completely solves SDP when it works in the following way.
1. It checks whether the SDP is feasible or not.
2. When the SDP is feasible, it computes the optimal value. If the optimal value is attained, it computes a maximal rank optimal solution. Moreover, if the optimal value is not attained, given arbitrary small ǫ > 0, it can compute a feasible point whose objective value is within ǫ distance of the optimal value.
3. When the SDP is infeasible, it distinguishes whether it is strongly infeasible, or weakly infeasible. Whenever the SDP is strongly infeasible, it computes a certificate of infeasibility. If the SDP is weakly infeasible, then it can compute a point in the corresponding affine space whose distance to the positive semidefinite cone is less than an arbitrary small given positive number.
First, we will explain why this is a non-trivial task while connecting to previous research on conic linear programming.
• Interior point algorithms and software. Most modern IPM softwares [26, 8, 28] do not require explicit knowledge of an interior feasible point beforehand. SeDuMi [26] , for instance, transforms a standard form problem into the so-called homogeneous self-dual formulation, which has a trivial starting point. SDPA [8] and SDPT3 [28] use an infeasible interior point method. The fact that these methods can work without explicit knowledge of an interior feasible point, does not mean that they do not require the existence of an interior feasible point. Quite the opposite, the absence of interior feasible points may introduce theoretical and numerical difficulties in recovering a solution for the original problem. Also, detection of infeasibility is a complicated task. Some interior point methods, such as the one discussed in [16] by Nesterov, Todd and Ye, are able to obtain a certificate of infeasibility if the problem is dual or primal strongly infeasible, but the situation is less clear in the presence of weak infeasibility.
• Ramana's extended dual. When neither the primal nor the dual have interior feasible points, there could be a nonzero duality gap between the (P) and (D). To address this, Ramana [23, 24] developed an alternative dual for (D) that requires no regularity assumptions for the case K = S n + . Remarkable features of Ramana's dual include the fact that it can be written as a SDP, always affords zero duality gap and that the dual is always attained whenever the primal optimal value is finite. However, Ramana's dual is not necessarily suitable to be used with IPMs due to the fact that it does not ensure the existence of interior feasible points at both sides.
• Facial reduction. Let F [31, 19] and was developed originally by Borwein and Wolkowicz [5, 4] . However, one important point is that although there is a dual relative interior, there is no guarantee that there will be a primal relative interior feasible point. So, again, even this regularized problem might fail to have interior solutions at both sides.
There is a growing body of research aimed at understanding SDPs having pathological behaviours such as nonzero duality gaps and weak infeasibility. Here we will mention a few of them. A problem is said to be weakly infeasible if there is no feasible solution but the distance between the underlying affine space and the cone under consideration is zero. Weak infeasibility is known to be very hard to detect numerically, see for instance Pólik and Terlaky [21] . In [30] , Waki showed that weakly infeasible problems sometimes arise from polynomial optimization. There is also a discussion on weak infeasibility in the context of SDPs in [12] , where the authors introduce the notion of hyper feasible partitions and show that for weakly infeasible problems at most n − 1 directions are needed to construct points close to S n + and that belong to the underlying affine space defined by the problem. Hyper feasible partitions have many interesting properties and they can be used to find smaller problems that almost preserve the feasibility status of a given problem, see Theorem 12. The result on the number of directions was recently generalized to arbitrary closed convex cones by Liu and Pataki, see [10] for more details.
It is hard to obtain finite certificates of infeasibility for SDPs, because Farkas' Lemma does not hold in general for non-polyhedral cones. The first finite certificate was obtained by Ramana in [23] . Since then, Sturm mentioned the possibility of obtaining a finite certificate for infeasibility by using the directions produced in his regularization procedure, see page 1243 of [27] . More recently, Liu and Pataki have also obtained finite certificates through elementary reformulations [11] . Interestingly, Klep and Schweighofer [9] also obtained certificates through a completely different approach using tools from real algebraic geometry.
In [32] , Waki, Nakata and Muramatsu discussed SDP instances for which known solvers failed to obtain the correct answer and in one case, this happened even though the problem had an interior feasible point at the primal side. In [18] , Pataki gave a definition of "bad behaviour" and showed that all SDPs in that class can be put in the same form, after performing an elementary reformulation. A discussion on duality gaps and many interesting examples of pathological SDPs are given by Tunçel and Wolkowicz in [29] .
The fact is that, in general, SDPs can display several nasty behaviors and this stands in sharp contrast to the relatively nice nature of SDPs having primal and dual interior feasible points. The main goal of this paper is to show that a SDP can be completely solved by considering a finite sequence of very well behaved problems. In particular, we demonstrate that it is possible to further regularize a SDP after facial reduction is done. By doing so, we can convert a strongly feasible SDP with possibly weakly feasible dual to another one satisfying strong feasibility at both sides without changing the optimal value. This is one of the main contribution of the paper and is treated in Section 5. We also make it clear that facial reduction can be performed by solving nice SDPs with primal and dual interior feasible points. This was already discussed by Cheung, Schurr and Wolkowicz [6] , but it is a point which had not been emphasized much in the literature. In our context, this facet of facial reduction is critically important. Therefore, for the sake of self-containment, we deal with this issue in more detail in Section 3.
This work is organized as follows. In Section 2, we review a few basic notions and also facial reduction. In Section 3 we define the interior point oracle and discuss a version of facial reduction for SDPs. In Section 4, we recall some properties of hyper feasible partitions and show how they can be constructed with the interior point oracle. Section 5 shows how to compute the optimal value and in Section 6, we discuss how to check if the value is attained or not. Section 7 shows a complete list of steps for completely solving (D) and in Section 8 we compare our approach with previous works. Section 9 wraps up this paper.
Preliminary discussion and review of relevant notions
Let C be a closed convex set. Its relative interior, closure and relative boundary are denoted by ri C, cl C and relbd C, respectively. For K a closed convex cone, we denote by lin K the largest subspace contained in K. A convex subset F of K is said to be a face of K if the condition "a, b ∈ K, a+b 2 ∈ F " implies a, b ∈ F . Given a conic linear program (K, A, b, c), we will denote by θ P and θ D , the primal and dual optimal values, respectively. It is understood that θ P = +∞ if (P) is infeasible and θ D = −∞ if (D) is infeasible. The pair (P) and (D) is said to have zero duality gap if θ P = θ D . The primal and dual feasible regions are defined as follows:
where an element s ∈ F S D is said to be a dual slack. The dual optimal value θ D is said to be attained if there is a dual feasible y ∈ F D such that b, y = θ D . The notion of primal attainment is analogous. We recall the following basic constraint qualification. For the reader's convenience, before we proceed we recall a few basic facts from convex analysis.
iii. x + I ∈ ri K.
iv. There exists α > 1 such that αI
Proof. i. This is the famous bipolar theorem, see Theorem 14.1 of [25] .
ii. If z ∈ lin K, then z, y ≥ 0 and −z, y ≥ 0, for every y ∈ K * . It follows that z ∈ K * ⊥ . Reciprocally, if z ∈ K * ⊥ , then z ∈ K * * = K, by the bipolar theorem. Since K * ⊥ is a subspace, we have K * ⊥ ⊆ lin K.
iii. Since I ∈ ri K, for any z ∈ K we have that all points in the relative interior of the line segment connecting z and I also belong to the relative interior of K, see Theorem 6.1 of [25] . Since x + I = I iv. See Theorem 6.4 of [25] .
v. If z ∈ K ⊥ , it is clear that I, z is zero. Now, suppose that I, z is zero. By item iv, there is α > 1 such that αI + (1 − α)x ∈ K. On one hand, since z ∈ K * , we have u, z ≥ 0. On the other, u, z = (1 − α) x, z ≤ 0. So, we must have x, z = 0. As x is an arbitrary element, it holds that
It is a consequence of classical separation theorems that existence of a primal relative interior feasible point can be translated to a statement about the dual problem. We recall that if C 1 and C 2 are two nonempty convex sets then ri C 1 ∩ ri C 2 = ∅ if and only if C 1 and C 2 can be properly separated [25, Theorem 11.3] . Two convex sets are said to be properly separated if there is some hyperplane such that the sets are contained in opposite closed half-spaces and at least one of them is not entirely contained in the hyperplane. Moreover, if C 1 is polyhedral and C 1 ∩ ri C 2 = ∅ we can ensure that the separation can be done in such a way that C 2 is not contained in the hyperplane [25, Theorem 20.2] . This leads to the following fact, which can be used as an indirect way of showing existence of relative interior feasible points, see also Lemma 3.2 in [31] . 
ii. c, x = 0 and Ax = 0 and
Proof. i. We first show that if Conditions (1) or (2) fail to hold then (P) cannot have a relative interior solution. If the latter fails, then (P) is infeasible. Now suppose that the former fails to hold and let y be such that b,
x cannot be a relative interior point, due to item v. of Lemma 2.
To conclude, we show that if ri K ∩ F P = ∅, then at least one of (1) or (2) must fail. The condition ri K ∩ F P = ∅ holds if and only if the nonempty polyhedral set C = {x | Ax = b} and K can be properly separated. Proper separation implies the existence of a nonzero s ∈ R n and γ ∈ R such that
for every d ∈ ker A and k ∈ K. The only way (5) can hold is if s ∈ K * ∩ (ker A) ⊥ and γ ≤ 0. Moreover, the fact that C is polyhedral and Theorem 20.2 of [25] imply that we can also assume that K is not contained in the hyperplane {x | s, x = γ}. Since s ∈ (ker A)
⊥ , there exists some y ∈ R m such that s = −A T y. We then have s,x = − b, y ≤ 0. We then have two cases. If − b, y = 0, then γ = 0, which implies that s ∈ K ⊥ , in order for the separation to be proper. This implies that Condition (1) fails to hold. On the other hand, if − b, y < 0, then Condition (2) fails.
ii. The dual proof is analogous. The condition ri K * ∩ F S D = ∅ holds if and only if the polyhedral set C = {c − A T y | y ∈ R m } and K * can be properly separated. This implies the existence of x such that Ax = 0, x ∈ K * * and either: i. c, x = 0 and x ∈ K * ⊥ ; or ii. c, x < 0. We also recall that K * * = K and K * ⊥ = lin K, by items i. and ii. of Lemma 2. Thus we can conclude that (3) and (4) are equivalent to the existence of a dual relative interior slack.
Sometimes, we will be interested solely in the conic feasibility problem, which we will denote by (K, L, c). This is the problem of seeking a point in the intersection (L + c) ∩ K, where L ⊆ R n is a vector subspace and c ∈ R n . There are only four mutually exclusive categories that (K, L, c) can fall in:
In view of the above categories, the usual assumption underlying interior point methods amounts to requiring both primal and dual strong feasibility. This is also equivalent to, for instance, the existence of a primal interior feasible point together with boundness of the level sets of the primal objective function, see Proposition 3. As a convention, if a feasibility problem is formulated as the problem of finding a x satisfying both Ax = b and x ∈ K but the linear system Ax = b has no solution, we will say that it is strongly infeasible. We have the following well-known characterization of strong infeasibility. 
ii.
The dual (D) is strongly infeasible if and only if there exists x such that
c, x = −1 and Ax = 0 and x ∈ K (7)
Proof. It is a consequence of Theorem 11.4 in [25] , which states that two convex sets C 1 , C 2 can be strongly separated if and only if the Euclidean distance between them is positive. Strong separation means that there exists a separating hyperplane H and ǫ > 0 such that C 1 + ǫB and C 2 + ǫB lie in opposite open half-spaces, where B is the unit ball. One then proceeds as in the proof of 3. See also Lemma 5 in [13] .
We also remark the following immediate consequence of Proposition 4.
Corollary 5. i. If the primal (P) is strongly infeasible and the dual
ii. If the dual is strongly infeasible and the primal is feasible then θ P = −∞.
Proof. To prove item i., note that by Proposition 4, strong infeasibility at the primal side implies the existence of y such that b, y = 1 and −A T y ∈ K * . So, ifŷ is any dual feasible solution thenŷ + αy is also feasible for every α ≥ 0 and we can make the objective function value as large as we want. The proof of item ii. is analogous.
Facial Reduction
In this section, we will briefly discuss facial reduction. Here, we will focus on problems formulated in the dual form (D). But it is clear that any analysis carried out for (D) can be translated back to (P).
Whenever (D) lacks a relative interior solution, we may reformulate (D) over a lower dimensional face of K * . The basis for this idea is contained in Proposition 3: the absence of a dual interior solution is equivalent to the existence of an x satisfying c, x ≤ 0 and x ∈ ker A ∩ K such that one of the two alternatives is satisfied: i. c, x < 0, in which case (D) is infeasible; ii. c, x = 0 and
we can repeat this process and either descend to a smaller face of K * or declare infeasibility. After a few iterations, we will end with either some face F ℓ such that ri F ℓ ∩ (F S D ) = ∅ or we will eventually find out that the problem is infeasible, in this case F ℓ = ∅. Note that F ℓ must be the smallest face F 
Facial reduction is a very powerful procedure and it can be used to solve feasibility problems over arbitrary closed convex cones. What is troublesome about it is that searching for x could be, in principle, as hard as solving the original problem itself. However, an important point is that it is possible to carefully formulate the problem of seeking x as a linear conic program having relative interior feasible points at both its primal and dual sides, as we will do in Section 3. Another alternative is to relax the search criteria in order to make the problem of finding x more tractable at the cost of, perhaps, settling for a face other than F D min , as in the Partial Facial Reduction approach of Permenter and Parrilo [20] .
One of the problems with facial reduction is that even if we find some face for which the reduced system is strongly feasible, there is no guarantee that the corresponding primal will also be strongly feasible. That is, facial reduction only restores strong feasibility at one of the sides of the problem. So the unfortunate fact remains that even after performing facial reduction one may end up with a problem that is still not suitable to be solved by primal-dual interior point methods.
We remark that strong feasibility at only one of the sides of the problem can also be a source of numerical trouble. In Section 2 of [32] , Waki, Nakata and Muramatsu show an example of a SDP that is primal strongly feasible but dual weakly feasible. Its optimal value is zero but both SDPA [8] and SeDuMi [26] output 1 instead.
Facial structure of S n +
The cone of positive semidefinite symmetric matrices has a very special structure and every face of S n + is linearly isomorphic to some S r + for r ≤ n. The following proposition is well-known, but we give a short proof here. i. For all x ∈ ri F and y ∈ F , we have ker x ⊆ ker y.
ii. There exists r ≤ n and an orthogonal n × n matrix q such that
Proof. i. Since x is a relative interior feasible point, by item iv of Lemma 2, there is α > 1 such that
However, z is positive semidefinite, so we must have yd, d = 0 which implies d ∈ ker y.
ii. Let x ∈ ri F and r = n − dim ker x. Let q be an orthogonal matrix such that that the last dim ker x columns span the kernel of x. Using the previous item and the fact that the matrices in F are positive semidefinite, it is possible to conclude that Equation (8) holds.
It follows that if F is a nonempty face, the rank of the elements in its relative interior is constant and they share the same kernel. We will call this quantity the rank of F . Using the fact that q is orthogonal, we have that the dual of F satisfies
3 Definition of oracle and related discussion
We assume the existence of the following oracle. We will refer to the oracle in Definition 8 as (IPO) . We can regard (IPO) as a machine running an idealized version of either the homogeneous self-dual embedding [22, 7, 14] , an infeasible interior point method [16] or even the ellipsoid method. The machine does not need to receive interior points, but it is only guaranteed to work properly if both (P) and (D) have interior feasible points. We emphasize that this assumption is essentially equivalent to requiring existence of an interior feasible point at one side of the problem, together with boundedness of level set of the objective function at that same side, by Proposition 3. Note that no assumption is made on the inner workings of the oracle.
Our discussion could be framed precisely in the real computation model of Blum, Shub and Smale [3] , but for simplicity, apart from (IPO) , we will only assume that all the elementary real arithmetic operations can be carried out exactly. Under this setting, we can use (IPO) to compute the square root of any positive real number β by solving the SDP θ D = sup{x | 1 x x β ∈ S 2 + }. Since it has both primal and dual interior feasible solutions, it is licit to call (IPO) to solve it. Another technical point we should mention is that in the definition of the oracle, the affine space is contained in the space of n × n symmetric matrices and the optimization is carried over S n + . Note that n is the same for both S n + and S n . However, for fixed A, b, c we might be interested in solving problems over a face F of S n or over its dual F * . Even if (F , A, b, c) is both primal and dual strongly feasible, it is not immediately clear how to use (IPO) to solve it, since (F , A, b, c) is not exactly a SDP. One possibility would be to consider a, a priori, stronger oracle that is also able to solve strongly feasible problems over faces of S n + . The next proposition shows that there is no need for that.
Proposition 9. Let A : S n → R m be a linear map, b ∈ R m , c ∈ S n and F be a non-empty proper face of S n + . Suppose that (F , A, b, c) is both primal and dual strongly feasible. That is, there is x ∈ S n satisfying Ax = b and x ∈ ri F and y ∈ R m such that c − A T y ∈ ri F * . Then, it is possible to transform (F , A, b, c) into an equivalent auxiliary problem that is solvable by (IPO) . Moreover, a pair of primal and dual optimal solutions is readily recoverable from the optimal solutions of the auxiliary problem.
Proof. We defer the proof until the Appendix A.
For convenience, we will analyze SDPs in dual format, but it is always possible to translate to primal format, if necessary. We will accomplish the following with (IPO) . ii. Decide whether the optimal value θ D is attained or not.
iii. In case of attainment, find an optimal solution of maximal rank. If the optimal value is unattained, then (IPO) can be used to find points in F S D that are arbitrarily close to optimality. In this section, we will focus on finding F D min and we will resort to Facial Reduction to accomplish this. The next lemma shows how to formulate the problem of finding a reducing direction as a problem that can be fed to (IPO) . We remark that in [6] , Cheung, Schurr and Wolkowicz also discuss an auxiliary problem that is primal and dual strongly feasible, see the problem (AP ) therein. However, (AP ) uses an additional second order cone constraint. Since a second order cone constraint can be transformed to a semidefinite constraint, (AP ) is also an SDP. However, (AP ) is not readily generalizable to other families of cones that are not able to express those constraints. 
1 − y 1 (1 + c, I * ) + I * , A T y 3 ≥ 0
The following properties hold. 
Note that Proposition 7 together Equations (8) and (9) indicate how to find I and I * without much effort. One can take I = I * and let I be such that q T Iq = a 0 0 0 , where a is the r × r identity matrix. ii. Now, let (x * , t * , w * ) be an optimal solution. If t * = 0, then x * ∈ ker A ∩ F * and Equation (10) implies that c, x * ≤ 0. If y is a dual feasible solution for (D), we have c − A T y ∈ F , so that c − A T y, x * = c, x * ≤ 0. If c, x * < 0, then it must be the case that
Moreover, Equation (10) implies that w * = 0 as well. Using Equation (11), we obtain I, x * = 1. In view of the fact that I ∈ F , it must be the case that F ∩ {x
ii. of Proposition 3 shows that there exists some x ∈ F * ∩ ker A such that either: i. c, x = 0 and x ∈ F ⊥ or ii. c, x < 0. Suppose first that i. holds, then the condition x ∈ F ⊥ readily implies that I, x > 0, by item v. of Lemma 2. So let α = 1 I,x . Then (xα, 0, 0) is an optimal solution for (P F ), which shows that the optimal value is zero. Now suppose that ii. holds. We take α = 1 I,x − c,x and this is well-defined because − c, x > 0. Then (xα, 0, −α c, x ) is an optimal solution for (P F ), which also shows that the optimal value is zero iii. If the common optimal value is nonzero, we must have y * 2 > 0 and Iy * 2 ∈ ri F . This fact, together with Equation (12) and item iii. of Lemma 2, implies that cy * 1 − A T y * 3 ∈ ri F as well. Finally, y * 1 ≥ y * 2 > 0, by Equation (13) . Using Proposition 6, we can then conclude that c − A
Lemma 10 shows how to implement one step of a facial reduction algorithm using (IPO) . In case the optimal value of (P F ) is zero, we have two scenarios. In the first, we have c, x * < 0, we can then stop the procedure and declare that (D) is infeasible. In the second, the dual feasible region is contained in the facê F = F ∩ {x * } ⊥ and we haveF F . By Proposition 7,F is linearly isomorphic to a smaller dimensional semidefinite cone S r + with r < n, sinceF is proper. We may then reformulate (F * , A, b, c) as a problem in a lower-dimensional space and apply Lemma 10 again. In the Appendix A, we will give a few more details about the technical issues regarding reformulations of the problem. Either way, we will stop either at the minimal face F D min or find out that the F S D is actually empty. When facial reduction finally stops, we have one more pleasant surprise: item iii. of Proposition 7 shows that we can extract a relative interior solution from the dual problem (D F ).
The upshot of this section is that we may use (IPO) to find F Note that, if we denote by x i the reducing direction of the i-th iteration of the facial reduction procedure, then the set of the reducing directions {x 1 , . . . , x ℓ } can be used as a finite certificate of infeasibility. The last direction x ℓ will also satisfy (7) and c − range A T can be strongly separated. Note that this does not imply that (D) is strongly infeasible, except if ℓ = 1. To distinguish strong and weak infeasibility, it suffices to reformulate (7) with K = S n + as a dual problem and apply the facial reduction procedure one more time to check its feasibility.
Hyper feasible partitions
Before we proceed, we need to introduce additional notation and terminology. Let x ∈ S n be a symmetric matrix. For every r ≤ n, we define the map π r : S n → S m that takes x and maps to the upper left r × r principal submatrix of x. We will also define π r : S n → S n−m , which maps x to the (n − r) × (n − r) lower right principal submatrix x. By convention, we have that π 0 = π n is a map from S n to {0} ⊆ R. Suppose that there exists a nonzero element a ∈ L ∩ S n + with rank r > 0. Without loss of generality, we may assume that π r (a) is positive definite. If that is not the case, we may "rotate" the feasibility problem and consider the problem (S n + , u T Lu, u T cu), where u is an orthogonal matrix such that π r (u T au) is positive definite. We remark that u can be found by first computing an orthogonal basis for the kernel of a and extending it to an orthogonal basis of the whole space. This task can be accomplished, for instance, by making use of the Gram-Schmidt process. Note that only elementary real arithmetic operations and square roots are needed for that and we already showed that square roots can be computed using (IPO) . In Theorem 12 of [12] , the authors proved the following result. 
The idea is that as long as there is a matrix a ∈ S n−r + ∩ π r (L) we may, rotating the problem if necessary, apply Theorem 11 to obtain smaller problems having almost the same feasibility status. As before, only elementary arithmetic operations and square roots are needed for rotating the problem. The following result was proved in [12] .
Theorem 12.
Suppose that L is a subspace such that there is a nonzero element in S n + ∩ L. Then, there is an orthogonal matrix P and {A 1 , . . . , A ℓ } ⊆ P T LP such that the following hold.
i. ℓ ≤ n − 1.
is positive definite and π k1 (A 1 ) = 0, where
iii. For every i > 1, A i is such that π ki (π k1+...ki−1 (A i )) is positive definite and π k1+...ki (A i ) = 0, where
iv. There is no A ∈ P T LP such that π k1+...k ℓ (A) is positive semidefinite and nonzero.
Moreover, for every c ∈ S n and non-singular matrix P , and for any subset {A 1 , . . . , A ℓ } ⊆ P T LP satisfying items ii. through iv, the following relations holds between (S n + , L, c) and π k1+...k ℓ (S n + , P T LP, P T cP ): This result summarizes part of discussion presented in [12] . Proof of existence and of the properties of items 1) to 3) are contained in Proposition 19 and in the description of the Algorithm 1 therein. The bound on ℓ comes from Theorem 23 in [12] . We remark that the notation is slightly different, here we use S 
where each A i is a k i × k i positive definite matrix. The term "maximal" is used because of item iv. of Theorem 12. Also in [12] , there is a description of a procedure to compute a hyper feasible partition, see Algorithm 1 therein. Its core is finding a nonzero element in S n + ∩ L or checking that none exists. Everything else is just to keep track of the subproblems and rotate the problems and the matrices in appropriate manner. In the next proposition, we discuss how (IPO) can be used to find a nonzero element in S n + ∩ L. This will show that a maximal hyper feasible partition can be found using (IPO) . In what follows, we let I ∈ S n denote the identity matrix.
Proposition 13. Let L be a subspace of S n and let B be a linear map and d a vector such that the following equality holds.
Now consider the following problem
subject to B(s,
It has the following properties:
i. Both (14) and
its dual have interior feasible points (so we may invoke (IPO) to solve it).
ii. Let (s * , t * ) be an optimal solution. The optimal value is zero if and only if there is a nonzero
Proof. i. Note that ( I n , 1) is an interior solution for (14) . To prove that the dual problem has an interior solution, we use item ii. Proposition 3. If (s, t) satisfies B(s, t) = 0, t ≤ 0 and (s, t) ∈ S n + × S 1 + then t = 0 and I, s = 0, which forces s = 0.
ii. Let (s * , t * ) be an optimal solution. If t * = 0, then s * ∈ L and s * is nonzero since I, s = 1. Reciprocally, let s be a nonzero element in S n + ∩ L, then ( s I,s , 0) is an optimal solution for (14) .
Note that the directions that compose a hyper feasible partition do not belong to L but to P T LP , where P is some orthogonal matrix. However, we can "rotate" (S The assertion about the positiveness of the coefficients α i comes from a constructive way of building z + l. Since π k ℓ (π k1+...k ℓ−1 (A ℓ )) is positive definite and π k1+...k ℓ (A ℓ ) = 0, we have that π k1+...k ℓ−1 (α ℓ A ℓ + z) has the shape In what follows, let e j ∈ R n denote the vector that has 1 in the j-position and 0 elsewhere. Moreover, let I ∈ S n + denote the identity matrix and R ℓ + = {x ∈ R n | x i ≥ 0, ∀i}. 
The corresponding primal is
The following properties hold.
i. Both (D ǫ ) and (P ǫ ) have interior feasible points.
ii. Let α * be an optimal solution to (D), We will now use item i. Proposition 3 to show that (P ǫ ) is strongly feasible. First, note that a solution to the linear system (15) is given by (0, e 1 +. . .+e ℓ ). Moreover, every α satisfying both
ii. Since z + ǫI is positive semidefinite, we have that dist ( z, S 
≤ ǫ and that we may find the α i using (IPO) . In particular, this also applies to weakly infeasible problems so that the hyper feasible partition can be used to produce points that are arbitrarily close to feasibility.
Finding the optimal value
The current status is that we already know we may find the F D min with finitely many calls to (IPO) . However, if we compute the primal problem with respect to F D min there is no guarantee that it will be strongly feasible as well. Nevertheless, we will show how we can find the optimal value of (D) using (IPO) .
Our assumption here is that F D min was found and the problem was reformulated into a dual standard form problem (D) which is strongly feasible. We shall consider two cases, b = 0 and b = 0. The former can be treated easily, since the optimal value is zero. For the latter, we may assume without loss of generality that 
x ∈ S n−s + . There are two possibilities for (P small ): 
Now we prove the statement about the primal problem (P small ). First, suppose that the linear system composed of (16) and (17) is infeasible. From basic linear algebra, we have that (1, 0, . . . , 0) can be written as a sum u + v, with v satisfying π s (A T v) = 0 and u, v = 0. Therefore, if y is any feasible solution to (D small ), then y + αv will also be a feasible solution for any α ∈ R. This shows that θ D small = +∞.
Finally, suppose that (16) and (17) 
Note that (D ex ) is strongly feasible, so we can apply the techniques described in this section. We consider the change of variables y 0 = −y 1 − y 2 − y 3 and write down the following equivalent problem. maximize y0,y1,y2
The next step is to compute a maximal hyper feasible partition for the subspace
We can take, for instance, D . We then have k 1 = k 2 = 1. Following Theorem 17, the next SDP has the same optimal value as (D ex2 ).
The optimal value of (D ex3 ) is zero and is attained, even though the optimal value of (D ex2 ) is unattained.
Theorem 17 implies that in order to compute the optimal value θ D , one must first check whether (P small ) is strongly infeasible or not. By Proposition 4, strong infeasibility can be detected by solving a SDP feasibility problem and the discussion in Section 3 shows how to do that with facial reduction and (IPO) . If (P small ) is not strongly infeasible, then (IPO) can be invoked using (P small ) and (D small ) as input.
The approach described in this section can be seen as trying to eliminate common recession directions between the objective function and the feasible set, this line of research has been pursued in the past by Abrams in [1] .
Recovering optimal solution
Here we suppose that θ D is known and it is finite. This means that for every ǫ > 0 there exists y such that c − A T y ∈ S n + and b, y ≥ θ D − ǫ. It follows that {s ∈ S n | ∃y s.t. s = c − A T y, b, y = θ D } is a non-empty affine space, which can be written in the form L + c, for some c ∈ S n and some subspace L ⊆ S n . Note that the feasibility problem (S n + , L, c) corresponds to the optimal set of (D) and it cannot be strongly infeasible. After all, there are points in S n + which either satisfy or almost satisfy the linear equalities which define L + c, by the definition of θ D . Since L + c is polyhedral, this fact is enough to establish dist(S n + , L + c) = 0. When the dual optimal value is not attained, it must be the case that (S n + , L, c) is weakly infeasible. Infeasibility of (S n + , L, c) can, once again, be detected via the facial reduction procedure of Section 3. Note that if the problem turns out to be feasible, facial reduction will also return a point that belongs to the relative interior of the optimal set. Due to the facial structure of S n + this corresponds to an optimal solution of maximal rank.
For the unattained case, the discussion in Sections 4 and 5 can be used to generate feasible points which are arbitrarily close to optimality. Under the setting of Theorem 17, the problem (D small ) is always attained, even if (D) is not. So let y * be an optimal solution to (D small ). Also, letŷ be any vector for which π s (c − A 1ŷ0 − 
Gluing everything together
Here, we summarize the steps that one may take to completely solve (D) using the (IPO) . system would have many of the properties that Ramana's dual has, but it is not clear whether that system can be expressed via second order cone constraints. That is, we may fall outside the problem class under consideration.
Concluding remarks
Many of the results described here are already in a form suitable for further generalization and we intend to explore this theme in a future work. For instance the pair of problems (P F ) and (D F ) can be used to carry out facial reduction for arbitrary closed convex cones and they are strongly feasible regardless of the choice of K. On the other hand, since the positive semidefinite cone has a very nice structure, it was possible to simplify the discussion of subtle but important technical points. For example, we mentioned in Section 3 that, in principle, we might have needed a stronger oracle that is able to solve problems over proper faces of K as well. Since proper faces of S n + are linearly isomorphic to smaller SDPs, no such assumption was necessary. It seems that for general cones we might need to resort to this type of assumption.
