McCann et al. [1979] published a widely cited "seismic gap" model ascribing earthquake potential categories to 125 zones surrounding the Pacific Rim. Nishenko [1991] published an updated and revised version including probability estimates of characteristic earthquakes with specified magnitudes within each zone. These forecasts are now more than twenty and ten years old, respectively, and sufficient data now exist to test them rather conclusively.
Introduction
The seismic gap hypothesis implies that earthquake hazard is small immediately following a large earthquake and increases with time thereafter on certain fault or plate boundaries [Sykes and Nishenko, 1984, p. 5911] . The basic idea behind the gap hypothesis is that stress on a fault will be released by a large earthquake so that one expects no other large earthquake until the stress builds up again. G. K. Gilbert [1884] expressed the idea that large earthquakes would deter future ones well before plate tectonic theory was formulated and accepted. Reid [1910] suggested that the time of a large earthquake could be predicted approximately from geodetic measurements of coseismic slip during the previous event and the accumulation rate of elastic strain in ensuing years. Thus, the idea of a quasi-periodic occurrence of similar large earthquakes is sometimes referred to as Reid's "elastic rebound" theory. However, elastic rebound and quasi-periodic recurrence are not the same. Reid's 1910 paper discussed a number of basic ideas, including the theory that earthquakes result from elastic strain accumulation, and the speculation that their times might be predictable. In a later paper called "The Elastic Rebound Theory of Earthquakes, " Reid [1911] omitted the prediction part. We cite this key detail because we challenge the concepts of deterrence and quasiperiodic recurrence, but not the elastic rebound model (that earthquakes result from elastic strain accumulation). The discovery of plate tectonics made the seismic gap theory seem more intuitive, because plate tectonics offered a steady supply of potential displacement and consequent stress. Scholz [1990, p. 260] remarked that "A tenet of plate tectonics is that the rates of plate motion must 3 be steady over geologic time periods and must be continuous along plate boundaries. If it is assumed further that a significant portion of this motion must be released seismically, then it follows that segments of plate boundaries that have not ruptured for the longest time are those most likely to rupture in the near future. These places are called seismic gaps."
The seismic gap idea has been applied to long-term forecasting of earthquakes in many regions [Sykes, 1971; Kelleher, 1972; Kelleher et al., 1973; McCann et al., 1979; Working Group on California Earthquake Probabilities (WGCEP), 1988; Nishenko, 1991; Jackson et al., 1995; WGCEP, 2002] . Both McCann et al. [1979] and Nishenko [1989a,b; 1991] gave a long-term earthquake forecast for most of the Pacific Rim. Because Nishenko [1991] is almost identical to Nishenko [1989a,b] and is more accessible, we mostly use the 1991 reference below. The difference between McCann et al. [1979] and Nishenko [1991] is that McCann et al. specified ranked categories of earthquake potential based on the time since the last large earthquake, while
Nishenko went further to estimate the probability of a specified characteristic earthquake based both on the elapsed time and estimated mean recurrence time. We will refer to McCann et al. [1979] as MNSK [1979] .
Because of its wide application and the scientific and social importance of these applications, the seismic gap hypothesis deserves rigorous testing. Kagan and Jackson [1991a] tested and rejected the model of MNSK [1979] using ten years of seismic data. They also tested and rejected Nishenko's [1991] new seismic gap hypothesis using five years of data [Kagan and Jackson, 1995] .
In this paper, we further test the MNSK [1979] and Nishenko [1991] hypotheses based on twenty years of data and ten years of data, respectively. We test only whether the predictions of future seismic potential in these papers agree with the subsequent earthquake data; we don't judge 4 the physical reasonableness of the models or possibility of other interpretations of the gap hypothesis, nor do we adjust the models in any way. Our results here are similar to those of our earlier analyses in that the seismic gap models are inconsistent with the earthquake data. However these present results are much more definitive, we have more evidence about which parts of the models lead to their failure, and we can relate earthquake occurrence in the specified zones to the rate of plate tectonic moment accumulation.
The seismic cycle hypothesis is a particular case of the seismic gap hypothesis. The seismic gap or seismic cycle hypothesis has been, and appears still to be, applied to California for predicting seismic hazard (see, for example, WGCEP, 2002) . One cannot test the seismic cycle model in a region (e.g., California) because relevant earthquakes occur too infrequently. But the seismic gap hypothesis of McCann et al. [1979] and Nishenko [1991] can be tested because it is applied to the whole Pacific Rim, thus giving the number of earthquakes which allows statistically rigorous testing. We may assume that if the seismic gap model fails for the circum-Pacific seismic belt, applying this model to smaller regions becomes problematic and needs justification.
Why reexamine previously rejected hypotheses? First, early results based on fewer earthquakes might give misleading results if those quakes were atypical. Now, there can be little doubt that the earthquake record is adequate for testing. Second, many authors missed or ignored the implications of the previous tests, and the gap hypothesis is still frequently accepted with little question. According to the Science Citation Index on May 25, 2003 , since 1995 at least 99 published papers referred to "seismic gaps" in the keywords or abstract; 29 of those were published in 2000 or later. Many other papers use the term "seismic cycle" as synonymous with seismic gap.
The abstracts reveal that in most of these papers the gap hypothesis was accepted without addressing its conflict with Pacific Rim earthquakes.
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In particular, the gap hypothesis in its various modifications is still widely used to assess seismic hazard. Matthews et al. [2002 Matthews et al. [ , p. 2233 propose "... (1) the probability of immediate rerupture is zero; (2) the hazard rate increases steadily from zero at [time] t=0 to a finite maximum near the mean recurrence time ..." However, in addition to our analysis of seismic gap model performance cited above, Kagan and Jackson [1999] investigated all the spatially close pairs of
earthquakes in the 1976-1998 Harvard CMT catalog and showed that the distribution of inter-earthquake time peaks at the time intervals close to zero. This directly contradicts the statements above and confirms the clustering model of large earthquake occurrence [Kagan and Jackson, 1991b; . In particular, the commonly echoed statement (1) above is dangerously misleading. Large damaging earthquakes may occur near to and immediately after another. Whether these constitute "rerupture" can be debated, but from a hazard perspective a region does not become safe after a large earthquake.
Our analysis [Kagan and Jackson, 1991a] of the first comprehensive gap model [McCann et al., 1979] led to a spirited response [Nishenko and Sykes, 1993] and our rebuttal [Jackson and Kagan, 1993] . The debate was primarily about how to interpret the MNSK forecast and what criteria to use in selecting test earthquakes. Nishenko [1989a,b; 1991] provided a much more specific version of the gap hypothesis which obviated any real debate about earthquake selection criteria. Our later report [Kagan and Jackson, 1995] tested and rejected that more explicit hypothesis, and so far there has been no published response by the seismic gap proponents.
MNSK [1979] Pacific forecast
6 MNSK [1979] summarize six categories of seismic potential for major plate boundaries in and around Pacific regions. These categories range from high to low potential for large earthquakes according to MNSK. They use different colors to denote these six categories: red or category 1 (we will refer to it as 1R in the following paragraphs) denotes the highest seismic potential regions; orange or category 2 (2O in the following paragraphs) denotes the second highest potential regions; green or category 6 (6G) denotes the lowest potential regions; yellow or category 3 (3Y) denotes the regions having an incomplete historic record but a potential for large earthquakes; hatched or category 4 (4H) denotes regions for which plate motion is sub-parallel to the arc; purple or category 5 (5P) denotes the regions which have no historic record of great earthquakes and may not have potential. We numbered the zones using the same numbering scheme as in Kagan and Jackson [1991a] .
In Kagan and Jackson [1991a] , we assigned earthquakes to zones by plotting them on the original color map of MNSK. In the present work, we have digitized the MNSK color map and used a computer program to associate earthquakes with zones. We put the digital coordinates of zones on our website: http://moho.ess.ucla.edu/~kagan/mnsk.dat (MNSK [1979] zones) and http://moho.ess.ucla.edu/~kagan/nish.dat (Nishenko [1991] zones). The most direct method of testing is to count how many large earthquakes fall into each zone. Here we consider only epicenters and centroids rather than rupture surfaces, because the rupture surfaces are not reported systematically.
In Table 1 
where M 0 is measured in Newton meters.
Having compiled tables like Table 1 for all sub-catalogs, we count the number of events occurring in each regional set as well as the number of zones filled by earthquakes. The results are summarized in Table 2 . For comparison, we also calculate the average area of zones in each regional set, and the areas are listed in Table 2 . Each value in the next-to-last column is the ratio of the number of earthquakes to the total number of zones in the category. Each number in the last column is that fraction of zones in the category filled by earthquakes.
Of the six regional sets, we are most interested in the red, orange and green zones where earthquake potential had been definitely assessed. According to MNSK [1979] , the red zones 8 should have the most seismic activity and the green zones should have the least: the probabilities of an earthquake in these zones should be related as
and
By contrast, the result summarized in Table 2 shows that the red zones exhibit less seismicity than the other two zone types. For cutoff magnitudes 7.0 or 7.5, the orange and green zones have indistinguishable earthquake potential. We test here for the statistical significance of the disagreement between the observations and the MNSK seismic gap hypothesis according to the formulae (2a) and (2b).
Number of zones test
We first compare the number of zones filled by earthquakes. For simplicity, we test red versus orange and red versus green, respectively. For comparison, let H 0 be the null hypothesis that zones of all categories have the same probability of having earthquake(s), green orange red
and let H 1 be the seismic gap hypothesis in which the probabilities satisfy relation (2). The number of zones filled by earthquakes should obey the binomial distribution. If H 0 is true, the likelihood ratio equals [Wilks, 1962, p. 423, exercise 13.5] 
where 1 n and 2 n are the number of zones of each color, ( 2 1 χ ). Here we use this statistical test to evaluate the seismic gap hypothesis. We would reject the null hypothesis at 95% confidence if the observed λ falls in the lowest 5% of the theoretical distribution.
From data in Although the historic record is incomplete in the yellow and purple zones, for completeness we also checked whether the red zones had significantly different earthquake potential from the yellow and purple zones in MNSK. According to MNSK, the yellow zones may have the potential for large earthquakes, and the purple zones may not have the potential for large earthquakes. By Table 2 the red zones actually had lower seismicity than the yellow or purple ones. As in the test above, let H 0 be the hypothesis that zones of all categories have the same earthquake probability, purple yellow red
The hypothesis (5) could not be rejected with 95% confidence.
Failure to reject the null hypothesis does not by itself mean that we can reject the seismic gap hypothesis. To test the seismic gap hypothesis, let us assume that
10 or green red
where orange P , green P and red P are the respective probabilities that in 20 years the orange, green and red zones would experience an 0 . 7 ≥ M earthquake. The value 0.48 in (6a) comes from Table 2 in which the fraction of orange and green zones filled by earthquakes is about 0.48. 
where n = 17 is the number of red zones. For case (6b) we calculate that such probability is for (6c), respectively. These small probabilities mean that the gap hypothesis as given by (6) should be rejected with high confidence. The results of the tests are similar to Kagan and Jackson [1991a] , except that now we can confidently reject the gap hypothesis by test (7). [1993] earthquakes with a probability of 0.020 for case (6b) and 0.001 for case (6c). These small probabilities also indicate that the gap hypothesis should be rejected for large earthquakes (
Nishenko and Sykes
In summary, the record of which zones have been ruptured by earthquakes is consistent with the proposition that all zones have the same rupture probability. Assuming equality always led 11 to a result that can be explained by random variations within the usual 95% confidence limits. On the other hand, the assumption that identified gaps have a probability twice that for previously filled zones does not match the data. Both of these statements hold whether the threshold for rupture is taken as magnitude 7.0 or 7.5.
Number of earthquakes test
Besides comparing the number of filled zones, we may also compare the numbers of quakes in different zones. The difference is that above we counted only the first event in any zone (because it filled the zone), and here we count all quakes. The data in Table 2 suggest that green zones are actually more active than red. To examine that idea, we test H -1 , the antithesis of the gap model, against the null hypothesis. For both hypotheses we assume that the number of earthquakes in different zones obeys the Poisson distribution, and ask whether the rates are higher in the red zones than in the others. The null hypothesis assumes the rates are equal. If H 0 is true, the likelihood ratio equals [Wilks, 1962, p. 424, exercise 13 .10] 
where n has the same meaning as in (4), and m is the number of earthquakes. The quantity λ log 2 − is also distributed for large n according to the 2 1 χ . Using the values in Table 2 
This new result is much stronger than that obtained in Kagan and Jackson [1991a] (92.5% and 92%, respectively).
The same procedure is applied for 5 . 7 ≥ M . In this case, the likelihood ratios are λ = 0.41 and λ = 0.17 for red to orange and red to green, respectively. For λ = 0.17, we can reject the null hypothesis at the confidence level of 94.0%; for λ = 0.41, the corresponding confidence level is 82.1%. Thus, using the 5 . 7 ≥ M earthquake numbers, we cannot reject the null hypothesis that the red and orange zones have the same potential.
Using the values in Table 2 , we also tested red zones vs. yellow and purple (hypothesis equivalent to equation (5)). For magnitudes 7.0 and 7.5, we cannot reject with 95% confidence the null hypothesis that the red zones have the same average earthquake rate as the yellow and purple zones.
To summarize our tests of the MNSK model, we consider magnitude thresholds of 7.0 and 7.5, and we count either ruptured zones or the total number of earthquakes in them. We consider the most relevant zone categories (colors) in pairs. Regardless of which choice we make for threshold or counting method, the various colors of zones have statistically indistinguishable earthquake potential, with one exception. That exception is that the red zones show a significantly lower earthquake rate than the green or orange ones for 0 . 7 ≥ M .
Nishenko's circum-Pacific earthquake forecast
As in Kagan and Jackson's [1995] paper, we use the digitized circum-Pacific color map to define zones, and we use conditional probabilities as specified in Nishenko's Appendix table 13 [Nishenko, 1991, pp. 249-251] . We exclude from consideration any zone for which there is no probability value defined. In all cases, when two values of magnitude or probability are specified, for consistency we take the smaller characteristic magnitude value and averaged the two probabilities. We interpreted the probability value of "less than 1%" as 0.5%. We made the same adjustments to Nishenko's [1991] map and table as in Kagan and Jackson [1995] . The adjusted zones, their characteristic magnitudes, and probabilities are listed in Table 3 . We assume that the probabilities are for the occurrence of at least one qualifying earthquake in a given zone. At the end of the table, probabilities have been summed and this sum interpreted as the number of expected earthquakes. Thus, we count only the first qualifying event in each zone. The success or failure of a hypothesis is based on the earthquake "record," which can be represented by an ordered list of 98 binary values: 1 for each filled zone, 0 for all others.
Poisson Null Hypothesis
We compare the new seismic gap hypothesis, as described by Nishenko [1991] , with the Poisson null hypothesis. If we consider the null hypothesis to be that earthquakes result from a
Poisson process with a rate of r in any zone, the probability that at least one qualifying earthquake would randomly occur is
The r-values are calculated from past seismicity and the method is described in detail by Kagan and Jackson [1994] . To estimate r-values we use a smoothed version of the global seismicity represented by the CMT catalog from 1977 through 1988. We do not attempt to update r-values with earthquakes since 1988 so that both the gap and null hypotheses rely on pre-1989 data only. we judge that the observed catalog "looks like" those that satisfy the hypothesis by construction.
Otherwise we reject the hypothesis as an explanation for the observed record. To simulate earthquake records consistent with a given hypothesis, we generate a suite of random numbers between 0 and 1. Then we compare those numbers with the probability for the appropriate hypothesis. If the random number is less than the probability, we consider the zone filled.
Otherwise, we assume there is no earthquake in the zone.
• (i) The "N test," based on the total number of zones filled by earthquakes. We generate Figure 1 . Here we use a two-tailed test at the 95% confidence level, rejecting a hypothesis if the observed number of filled zones is either too small or too large compared to the predicted value. Thus, we reject a hypothesis if fewer than 2.5% or more than 97.5% of the simulations has N less than or equal to the observed value. We calculate the probabilities of random score less than catalog score, and list them in Table 5 . Given the N test results in Table 5 , we reject the new seismic gap hypothesis at the 95% confidence level for the characteristic magnitudes. The null hypothesis passes the N test.
Compared to the actual number of events, the new gap hypothesis over-predicted the earthquake numbers. We plot the concentration diagrams of the predicted and actual number of events in Figure 2 : for each model, we sorted the zones in descending order by predicted probabilities per area. Then we plotted the cumulative probabilities and the cumulative earthquake count in the sorted zones. The left panel is for the Nishenko [1991] hypothesis, and the right for the Poisson null hypothesis. The smooth curves in Figure 2 demonstrate the relation between the fraction of total area and fraction of theoretical earthquake probability. The step curves show how the fractions of total area and total earthquakes relate. As shown in Figure 2 , the Nishenko model predicted more than 17.5 events, and the Poisson null model predicted only 3.3 earthquakes. Since the observed number of events in both the PDE and the CMT catalogs is 5, the Nishenko model fails but the Poisson null hypothesis passes the N test.
• (ii) The "L test," based on the logarithm of the likelihood of a particular set of zones being filled. The score for this test is [Martin, 1971, p. 76 
where L is the log of the joint probability of the particular outcome, n is the total number of zones, p i is the probability forecasted by the new gap or the Poisson model for the ith zone, and i c is equal to 1 if the ith zone is filled by a qualifying earthquake in the catalog, and 0 otherwise. The sums are over all zones. We use this procedure as a one-tailed test at the 95% confidence level, rejecting the lower 5%, so that we do not reject exceptionally high scores that would occur if only the highest probability zones are filled. Note that if the zone probabilities are less than 0.5 (true here for both hypotheses), the largest possible likelihood occurs if there are no zones filled. Thus the L test should not be used without applying the N test as well [Kagan and Jackson, 1995] . Figures 3a and   3b show the results of the L test for the new seismic gap hypothesis and the Poisson null hypothesis, respectively. These results are in the form of a cumulative count versus log likelihood using the characteristic magnitude threshold. The vertical lines show the corresponding log likelihood value for the records derived from the CMT and PDE catalogs. From Figure 3 and Table   5 , we see that the new seismic gap and the null hypotheses both passed the L test for characteristic magnitude.
• (iii) The "R test," based on a likelihood ratio test against a reasonable null hypothesis. The test score is given by [Martin, 1971, pp. 120-147] 
where p i , n, c i and L have the same meanings as in equation (11). We proceed as follows. First we generate 5 10 synthetic records consistent with the new seismic gap hypothesis, score each one using both the gap probabilities (to obtain L 11 ) and the null probabilities (to obtain L 21 ), take their difference, and sort them from smallest to largest to get a cumulative distribution of R 1 values corresponding to the gap hypothesis. Then we do the same for the synthetic records generated using the null hypothesis. We then choose a critical value of R, such that we reject the null hypothesis in favor of the gap hypothesis if the R score for the observed record is greater than the critical value.
The effectiveness of the test is measured by two probabilities: that of falsely rejecting the null hypothesis if it were true, and that of falsely rejecting the gap hypothesis if it were true. The probability can be estimated by the fraction of synthetic null records whose score is less than the critical value. It implies that we use this procedure as a one-tailed test at the 95% confidence level, rejecting the lower 5% so that we do not reject a model if the model is too good. Standard procedure is to choose a critical value that balances these two error probabilities, estimate the score for the observed data, and then accept the null or the test hypothesis depending on whether its score is less or greater than the critical value. Figure 4 shows the result of the R test for characteristic magnitudes. In this case a very powerful test is possible if the critical value is chosen as the R score for the PDE or the CMT catalogs. From Figure 4 , we see that the PDE scored R is -16, and the CMT scored -11. For the PDE catalog, about 20% of the synthetic null records scored more than -16, and nearly no synthetic gap records scored less than -16. Thus, for the PDE catalog, the probability of falsely rejecting the null hypothesis is about 80%, but the probability of falsely rejecting the gap hypothesis is less than 1%. Thus at the 95% confidence level the null hypothesis should not be rejected, but the gap hypothesis should. For the CMT catalog the probability of falsely rejecting the null hypothesis is about 97.5% (only about 2.5% synthetic scores exceed the CMT scored R value), but the probability of falsely rejecting the gap hypothesis is less than 1%.
Therefore, we should reject the gap hypothesis, but not the null hypothesis at the 95% confidence level.
To find why the R score for CMT catalog is greater than about 97% of the null hypothesis catalogs, we checked the five earthquakes falling into the zones. We find that three earthquakes fall into the relatively high probability zones: No.1, 8 and 11 in Table 4a . The average probability of all zones is 0.034, but the average of the five filled zones is 0.045. Therefore, the null hypothesis shows too good a forecast for the CMT catalog.
Note that the probabilities associated with a hypothesis are used in two ways: in generating synthetic records consistent with the hypothesis and scoring hypotheses to test their consistency.
The test can be applied to any record, including that for the observed data and records generated using another hypothesis.
The nature of the L and R tests can be illustrated using a "cross likelihood plot," as shown in Figure 5 . For each record, the likelihood score L 1 is calculated using the gap probabilities, L 2 is calculated using the null-hypothesis probabilities, and the two are plotted on a graph. Two large crosses in Figure 5 show the scores for records corresponding to the PDE and CMT catalogs. Small dots show the scores for synthetic records generated using the gap probabilities, and small crosses of "plusses" show the scores for synthetic null-hypothesis records. The diagonal lines show the locus of points corresponding to the PDE scored and the CMT scored R-values. Again, the figure shows that for the PDE catalog, the probability of falsely rejecting the null hypothesis is large, but the probability of falsely rejecting the gap hypothesis is very tiny.
Alternate Magnitude Threshold
The characteristic earthquake magnitude is uncertain because it is estimated from measurements. Therefore, we decided to try another magnitude threshold, M c -0. Discussion MNSK [1979] pointed out that the forecasts were made subject to several assumptions and limitations. However, many of these assumptions and limitations are ambiguous, so it is very difficult for others to distinguish which earthquake qualifies for the forecast and which does not. In such a case, we cannot test very strictly. Fortunately, MNSK [1979] clearly stated that their forecast applied to shallow earthquakes of magnitude 7 or greater. And they provided the relative potential of red, orange and green zones. On the one hand, we can test MNSK [1979] by counting the number of real earthquakes in each type of zone, and on the other hand, we can assume a potential ratio and test quantitatively.
However, some other problems exist. Because we did not count the earthquakes of magnitude even a little less than 7 and those of epicenter even a few kilometers out of the zones, the inaccuracy of earthquake location and magnitude may bring out some errors. To decrease such errors, we used not only the PDE but also the CMT catalog. Nevertheless, both catalogs show the same potential trend: the red zones have lower potential than the orange and green zones, and the orange and green zones have almost the same potentials. Moreover, if we also consider the area of each zone type, it is more obvious that the potential of red zones is lower than those in orange and green zones. We also test the gap hypothesis using a cutoff magnitude of 7.5 since Nishenko and
Sykes [1993] stated that the forecast is for magnitude 7.5 or greater. For this hypothesis, the results are almost the same as with magnitude 7 so the alternate magnitude cannot save the seismic gap hypothesis either.
Comparing the results in the "ten years after paper" [Kagan and Jackson, 1991a] with those here, we find great similarity. We rejected the gap hypothesis in that earlier paper, and reject it again now using more (20 years) data.
Because Nishenko [1991] quantitatively described the seismic hazards of large and great characteristic earthquakes along segments of the circum-Pacific seismic zone, we can test his forecast more rigorously. We also used both the PDE and CMT catalogs to reduce errors in earthquake location and magnitude. In the statistical tests, we adopted a two-tailed rule for the N test, which means that we reject a model when it predicts too many or too few events. However, we adopted a one-tailed rule for the L and R tests because we reject only those models significantly inconsistent with the observations. We do not reject a model if it is too consistent with observations. For characteristic magnitude, both the L and R tests indicate that the new gap hypothesis should be rejected. For comparison, we also tested the Poisson null hypothesis. Contrary to the new gap hypothesis, the Poisson null hypothesis passed most tests. For the magnitude threshold M c -0.5, both the L and R tests show that the new gap hypothesis should be rejected. The
Poisson null hypothesis failed the L tests only.
There is almost no change in testing results between this paper and those in the paper "five years after" [Kagan and Jackson, 1995] . Both rejected the new seismic gap hypothesis for forecasting too many earthquakes. However, there is some change in the seismicity of large earthquakes that fall into the zones. Figure 2 shows the numbers of large earthquakes in catalogs and the numbers forecasted by the new seismic gap hypothesis and the Poisson null hypothesis.
Obviously, the new gap hypothesis forecast far more earthquakes than occurred, and our simulations show that the discrepancy cannot be explained reasonably by random variations. The
Poisson null hypothesis forecast slightly too few earthquakes, but our simulations show that this difference is consistent with random fluctuations.
Why do the seismic gap models not match the data? The gap models are based on an assumption that most slip on a plate boundary segment occurs in earthquakes of a characteristic size. However, the magnitude distributions for earthquakes in the several kinds of zones described
in McCann et al. [1979] had the same shape as the distribution of all earthquakes in the Harvard catalog [Kagan, 2002] . In this paper Kagan analyzes earthquake size distributions in various groups of the MNSK and Nishenko [1991] zones, and shows that they can be approximated by the tapered Gutenberg-Richter relation having the same values for its basic parameters. This fact suggests that the characteristic earthquake hypothesis is not valid, or that the characteristic earthquake sizes and consequent recurrence times were severely underestimated in Nishenko [1991] . In addition, the uncertain amount of aseismic slip makes estimating recurrence time difficult. Non-uniform strain accumulation due to the influence of remote earthquakes (elastic or viscoelastic) may also affect estimates of earthquake recurrence time. Moreover, frequent small earthquakes also release strain 22 energy, which again makes it difficult to estimate the recurrence time of a fault segment. Since an important factor in the gap hypothesis is such estimation, errors or difficulties in it can incapacitate the gap hypothesis. By comparison with the time-dependent seismic gap hypothesis, the null hypothesis assumes a Poisson distribution of earthquake recurrence times.
We used the Poisson model to forecast long-term earthquake potential in western Pacific Kagan and Jackson, 2000] and in China [Rong and Jackson, 2002] by smoothing past seismicity. We tested these forecasts against earthquakes which occurred after the forecasts have been issued. In both of these cases we find that earthquakes are quite compatible with the smoothed seismicity model.
Although the Poisson model outperforms the seismic gap hypothesis, its validity should not be taken as proven. In addition to our results showing that earthquake clustering explains circumPacific seismicity better than the Poisson or a quasi-periodic (seismic gap or seismic cycle)
hypothesis, there are many other indications of clustering in strong earthquake occurrence [Kagan and Jackson, 1991b; . Our recent papers Kagan and Jackson, 2000 ] incorporate short-term clustering (foreshock-mainshock-aftershock sequences) to estimate earthquake potential in western Pacific regions. However, it seems likely that a longer-term clustering is also present; it should be included in methods of forecasting earthquakes.
As another possibility we introduce models that account for tectonic motion in evaluating earthquake potential [Bird et al., 2000; Kagan, 2002] . These models may perform better for longterm forecasts than those based on extrapolating recent seismicity by smoothing earthquake distribution Kagan and Jackson, 2000] .
Conclusions
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We statistically test the forecasts of circum-Pacific seismicity issued more than 20 years ago by MNSK [1979] and more than 10 years ago by Nishenko [1991] . On the basis of these tests, we draw the following conclusions:
1. The gap hypothesis did not forecast large earthquakes well.
2. The hypothesis that the red gaps of MNSK [1979] are significantly more prone to strong earthquakes than the green and orange zones can be rejected with high confidence. On the contrary, the red zones were less often filled and had lower earthquake rates than the orange and green zones.
3. The new seismic gap hypothesis [Nishenko, 1991] for the PDE and the CMT catalogs. The probability of falsely rejecting the null hypothesis is large (>80% for the PDE catalog, and >97% for the CMT catalog), and the probability of falsely rejecting the gap hypothesis is less than 1% for both catalogs. M c ,characteristic magnitude; M g ,generic magnitude for large earthquakes; "P Pr",Poisson probability; "md",method; "P",PDE catalog; "c",CMT catalog. * Rejected at 95% confidence in two-tailed test (acceptance region 0.025-0.975). ** Rejected at 95% confidence in one-tailed test (acceptance region 0.05-1.00).
