We are interested in solving linear time-dependent index one differential algebraic equations (DAEs) by parallel asynchronous algorithms. We give a new class of parallel iterative methods the convergence of which is obtained by the study of a special fixed point mapping. These new algorithms can be described as asynchronous multisplitting waveform relaxation methods for linear differential algebraic systems.
Introduction
Waveform relaxation algorithms consist to solve large systems of differential equations. The system is partitioned into subsystems which are solved iteratively in parallel and the information between the processors is exchanged after each step of the iteration, see [5] .
Frommer and Pohl [6] gave waveform relaxation algorithms for ordinary differential equations based on multisplitting techniques with overlaps. We are interested in extending these algorithms both to the case of linear time-dependent differential algebraic systems and to the case when the processors work asynchronously. The advantages of parallel asynchronous algorithms are obvious, they allow more flexibility because they do not depend on the architecture of the computer and they reduce idle times due to synchronizations.
The present study extends the results of the previous paper [1] to the case of multisplitting techniques and overlapping subdomains for linear problems. Indeed, the paper [1] is devoted to asynchronous waveform relaxation in the situation of nonoverlapping subdomains, that is to say in the framework of block decompositions.
For the new class of parallel iterative methods presented here the convergence property is obtained by studying a special fixed point mapping. So these new algorithms can be described as asynchronous multisplitting waveform relaxation methods for linear differential algebraic systems: The convergence of our algorithms is based on El Tarazi's theorem (see [4] ), which concerns the study of asynchronous algorithms via a fixed point mapping defined on a Banach product space. It should be noted that the mathematical formulation of asynchronous algorithms we present in this paper, describes both synchronous and asynchronous methods and more generally iterative methods associated with fixed point mappings defined on product spaces. This study allows us to give multisplitting waveform relaxation methods based on overlapping blocks and Schwarz additive and multiplicative waveform relaxation methods. The rest of the paper is organized as follows: Section 2 is devoted to a succinct background about asynchronous algorithms. In Section 3, we describe the problem considered and we present the multisplitting waveform relaxation algorithms. In Section 4, we give the main result of this paper: we prove the convergence of parallel asynchronous multisplitting waveform relaxation algorithms for linear time-dependent index one differential algebraic equations (DAEs). Section 5 is devoted to some particular algorithms and to the significance of the multisplitting waveform relaxation algorithm in the electrical networks fields. Finally, in Section 6, we discuss the results of this paper and the future of this work.
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Background
Let B i , i ∈ {1, . . . , L}, be Banach spaces equipped with the norms
The asynchronous algorithm associated with the operator T and denoted (T , u 0 , J, S) is defined by
Here • J = {J (p)} p∈N is a sequence of nonempty subsets of {1, . . . , L}.
•
• J (p) is the set of components (a 'block') to be updated at step p and s l (p) is the delay due to the lth processor when it computes the lth block at the pth iteration. 
then (1) describes the algorithm of Gauss-Seidel.
Theorem 1 (see [4] ). Let T be a mapping from D(T ) ⊂ B in B and suppose that:
where 
Problems and algorithms

The problem considered
Consider time-dependent linear differential algebraic problems in the form (2) is an index one differential algebraic system. Differential algebraic systems arise in many scientific problems, particularly from electrical network modeling, where the computer simulation of the time behavior requires the numerical integration of very large DAEs, see [3, 9] .
The asynchronous multisplitting waveform relaxation algorithm
Suppose we have a parallel computer with L processors, and consider the following sets: For A(t) ∈ R n×n , define the submatrices
In the same way, for D(t) ∈ R m×m , define
so that for all l ∈ {1, . . . , L},
After reordering the indices, A(t) is partitioned as indicated below:
D(t) is partitioned in the same way. Consider L 2 diagonal nonnegative weighting matrices E lk of R n×n and L 2 diagonal nonnegative weighting matrices E lk of R m×m such that ∀l ∈ {1, . . . , L},
Any asynchronous multisplitting waveform relaxation algorithm executed on a parallel computer with L processors is defined by:
{J (p)} p∈N is a sequence of nonempty subsets {1, . . . , L} and {s 1 (p), . . . , s n (p)} p∈N is a sequence of integers satisfying conditions (c1)-(c3) of Section 2.
The convergence study
and consider the following norms:
where K is a real number. The convergence result of this paper states that for a sufficiently large K any asynchronous multisplitting waveform relaxation algorithm (5) converges to the solution of the linear index one differential algebraic system (2). Sections 4.1 and 4.2 are devoted to the proof of the convergence result.
The fixed point mapping associated with a splitting
Let us associate to a splitting (3) a fixed point mapping
Denote by
Let us consider a small positive matrix E such that
Let γ l (t) be a positive eigenvector associated with ν l (t) (Perron-Frobenius theorem). Then
|M l (t)|γ l (t) (|M l (t)| + E)γ l (t) ν l (t)γ l (t).
Remark 3. As for all t ∈ [t 0 , T ] and for all l ∈ {1, . . . , L}, ν l (t) is a simple eigenvalue of |M l (t)| + E, the corresponding eigenvectors depend continuously on t.
Let us denote by
Proposition 4. Under hypotheses (h1)-(h3), for a sufficiently large K, T l is a contractive mapping.
Proof. Let
From (7) we deduce that
Eq. (9) gives
and hence
Due to (8), we obtain from the last equation
, which implies that
where
On the other hand we have from (7) d
Therefore,
which yields (10) and (12) give 
Denoting by c l = γ l max /γ l min and computing the eigenvalues of A, we prove that if K is chosen so that
then ρ(A), the spectral radius of A, is less than 1. By the application of a classical result, due to Miellou [7] , we deduce that for all l ∈ {1, . . . , L}, T l is contractive with respect to a scalar weighted maximum norm | · | l,K,γ . Hence,
where ρ l is the contraction constant of T l with respect to | · | l,K,γ . Note that if K satisfies condition (13), then it also satisfies (11).
The fixed point mapping associated with the multisplitting waveform relaxation algorithm
The fixed point mapping describing (5) is
where E lk and E lk are defined in (4).
Proposition 5. If K satisfies (13), then T is contractive and its contraction constant is less than or equals to
we conclude that
This last inequality implies that T is contractive with respect to the weighted maximum norm | · | ∞,K,γ and that its contraction constant is less than or equal to max 1 l L ρ l .
We now prove the convergence result of asynchronous algorithms of kind (5).
Proposition 6. If K satisfies (13), then any asynchronous multisplitting waveform relaxation algorithm (5) converges to the solution of the linear index one differential algebraic system (2).
Proof. Since T is contractive with respect to the weighted maximum norm (16), the proposition is proved by the application of Theorem 1.
Examples
O'Leary and White algorithms
Let us take the diagonal positive matrices E lk and E lk depending only on k so that in
the asynchronous iterations corresponding to O'Leary and White multisplitting [8] are defined by the fixed point mapping (15) and where the weighting matrices satisfy (4).
Discrete analog of Schwarz alternating method
Suppose that we are in the case of two subdomains, and that I 1 ∩ I 2 / = ∅ so that
, we have an overlap as shown below:
Let us consider, as mentioned in [2] , the matrices E lk such that
D(t) is partitioned in the same way as A(t)
, and E lk are chosen in the same way as E lk with respect to I 1 and I 2 .
Then the additive discrete analog of the Schwarz alternating method corresponds to the successive approximation method applied to the fixed point mapping (15) and where the weighting matrices satisfy (4), and the multiplicative discrete analog of the Schwarz alternating method corresponds to the block Gauss-Seidel method applied to T .
Significance of the multisplitting waveform relaxation in the electrical network field
Consider the RLC network shown in Fig. 1 . The equations describing this system are: 
Conclusion and future of this work
In this paper, asynchronous multisplitting waveform relaxation methods for linear differential algebraic systems are given, these algorithms extend the results of the paper [1] to the case of multisplitting techniques and overlapping subdomains for linear problems.
The numerical experiments of [1] , which are particular cases of the algorithms of this paper, show that asynchronous waveform relaxation algorithms for linear index one DAEs are efficient. Numerical experiments on large linear problems based on overlapping techniques have to be performed and the comparison between overlapping and nonoverlapping algorithms is an interesting study.
It will also be interesting to give a nonlinear counterpart of the present study.
