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Abstract. We shall provide a 'simple' algorithm allowing, with formal power series, to decide 
whether a rational subset of N k, given by an unambiguous rational expression, is recognizable. 
Introduction 
When we consider amonoid M, we are often interested in two particular families 
of subsets of M: the rational subsets (denoted by Rat(M)), and the recognizable 
subsets (denoted by Rec(M)). We shall briefly recall that Rat(M) is the least family 
containing the singletons and is closed under the rational operations union, product, 
and star, and that a subset R belongs to Rec(M) if there exist a finite monoid N, 
a morphism a : M ~ N and a subset P of N such that R = a - l (P ) .  When the monoid 
M is finitely generated, Rec(M)c Rat(M) (see [1, p. 57]). If M is a free monoid 
generated by a finite set, then we know, by Kleene's theorem, that the converse 
property is also true. But, in general, it is not true, in particular when M = A* x B* 
(i.e., M is a direct product of two free monoids) or when M = N k, with k I> 2. So, 
it remains the problem of knowing whether agiven rational subset of M is recogniz- 
able. This problem is not always decidable; for instance, if M = A*x B*, with 
card(A) >/2 and card(B)i> 2, then the problem is undecidable (see [1, p. 90]). On 
the other hand, Ginsburg and Spanier [6] proved that this problem is decidable for 
M = N k. But, their proof is not direct and uses the decidability of Presburger 
sentences. The aim of the present paper is to give a 'simple' algorithm, using formal 
power series theory and the result due to Eilenberg and Schiitzenberger [4], which 
says that every rational subset of a commutative monoid is an unambiguous rational 
subset. This is an illustration of the idea of Salomaa nd Soittola that formal power 
series constitute a powerful tool for studying some problems of decidability (see [7]). 
Our result is based on the following theorem, whose proof constitutes the essential 
part of this paper. 
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Theorem. To every rational subset A of N k, we can associate a fraction P~ Q, where 
P and Q are polynomials in the commutative ariables x~, x2, . . . ,  Xk with coefficients 
in Z, such that A is recognizable if and only if Q is a product of polynomials, each of 
them having only one variable. 
1. Preliminaries 
For k I> 2, N k denotes the additive monoid of k-tuples of nonnegative integers. 
If b is an element of N k of which every component is zero, except he jth one, we 
shall say that b is a j-primary element; if this jth component equals a, then b will 
be denoted by a(j). If a is an element of N k, {a} will often be denoted by a. 
We assume the reader to be familiar with the notions of rational subsets and 
recognizable subsets (see, for instance, [1, Chapter III] or [5]). 
Let us recall the definitions of unambiguous rational operations, which are partially 
defined on the set of subsets of N k. 
Definition. Let A and B be two subsets of N k. 
The union A u B is unambiguous if A and B are disjointed, i.e., A n B = 0. 
The sum A+B, that is the set {a + b la ~ ,4, b ~ B}, is unambiguous if we have: 
(Va, a 'e  A)(Vb, b'~ B)(a+b = a '+b '~a = a' and b = b'). 
The operation which associates to A the commutative submonoid A ~ generated 
by A (star operation) is unambiguous when A satisfies 
(Va], a2,  • .  • ,  an  e A)(VA1, A2,.. . ,  An e N)(V/z~,/z2,...,/zn ~ N) 
Aiai= ~ /ziai ~ Vi(l<~i<~n) iti=/~. 
l~ i~n l~ i~n 
Remark: If A={a~,a2, . . . ,an} and if A ~ is unambiguous, then A ~= 
a~+a~2+ ' '  "+an, ~" (the operations + and ~ of the expression a~+ a2~+ •. .+  a~ 
being unambiguous). 
Let us recall that the family of unambiguous rational subsets of N k, denoted by 
IRat(Nk), is the least family of subsets of N k, containing the singletons and closed 
under the unambiguous rational operations. The relation between IRat(N k) and 
Rat(N k) is given in [4], by the following theorem. 
Theorem 1.1 (Eilenberg and Schiitzenberger [4]). IRat(N k) = Rat(Nk). 
The proof of this theorem contains a method allowing, for every rational subset 
A of N k, to write it with singletons and unambiguous operations in the form 
A = [._J (ai + B~), with I finite. 
i~ l  
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Then, 
A=[..J (ai+b~l+b~2+. . +b~,,,) 
i e l  
with B~ = {b~l, bi ,2 , . . .  , b/,n,}. 
Such an expression will be called a string form unambiguous rational expression (in 
short, SFURE) of A. The elements b~, (i e I, 1 ~ n ~< n~) will be called the generating 
elements of the expression. 
The following theorem, a proof of which can be found in [1, p. 54], will allow 
us to characterize the recognizable subsets of N k. 
Theorem 1.2 (Mezei). Let MI, M2 be monoids and M = M~ x M2. Then, B e Rec(M) 
if and only if B is a finite disjoint union of sets of the form A~ x A2, with A~ e Rec(M~) 
and A2 ~ Rec(M2). 
We can deduce the following. 
Proposition 1.3. Let A be a subset of N k. Then, A is a recognizable subset of N k if and 
only if A is a finite unambiguous union of sets of the form A1 x A2 x .  - • x Ak, with 
Aj ~ Rec(N), for 1 ~ j  ~ k. 
Proof. It suffices to prove the proposition by induction on k and applying 
Theorem 1.2. [] 
Now we can give a more concrete characterization of the recognizable subsets 
of N k. 
Proposition 1.4. Let A be a subset of N k. We have A ~ Rec(N k) if and only if there 
exist k integers ot~, a2,.. . , ak such that A is a finite unambiguous union of sets of the 
form a + B e (the operations + and ~ being unambiguous) with a ~ N k and (Vb ~ B)(3j, 
l ~j<~k)(b=ai( j ) ) .  
Proof. (~) :  According to Proposition 1.3, if A~ Rec(Nk), we have 
A = U x o x . . .  x 
i~ I  
with I finite and 
(Vi~ I)(Vj, 1 <~j<<-k)(A~ ') c Rec(N)). 
Let i and j  be such that i ~ I and 1 <~j~ k. Since A) ° ~ Rec(N), there exist an integer 
p~Oj and two finite sets C~° and D~ ° of integers uch that A~ ° = C~i) w (D~ ° + p~°N), 
pN denoting the set {pn[n ~ N}. Let us set aj = lcm{p~°[ i ~ I}. Thus, there exists a 
finite set E~ ° of integers uch that A~ °= C)i)u (E~°+ ajN). Now, it suffices to use 
the distributivity of the Cartesian product with respect o union, which completes 
the verification. 
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(~):  Let us write a = (a~, a2,. . .  , ak). Without loss of generality, we can assume 
that there exists an integer k' (0 <~ k'<~ k) such that B = {%(J) l 1 ~<j ~< k'} (with the 
convention k' = 0 if B = 0). Then, 
a+B e= (a l+a lN)  x (a2+a2N) x - .  • x (ak'+ak'N) X{ak'+l}X" •• X{ak}. 
Thus, a + B e is a Cartesian product of recognizable subsets of N, and so A is 
recognizable. [] 
2. Formal power series and polynomials 
We shall recall some properties (for more details, see [2, Chapter IV]). When we 
shall speak of (formal power) series and polynomials, these are always in the k 
commutative variables x~, x2 , . . . ,  Xk with coefficients in Z. 
For a series tr, o'[x~x~2. •• x'~] will denote the coefficient of x7lx~2. • • x'~. So, 
the constant coefficient of tr will be denoted by tr[1]. 
Let us recall that the series constitute a ring, the polynomials a subring of the 
latter, and that every series tr such that tr[1] = 1 (or tr[1] =-1)  is invertible, 1/tr 
denoting the inverse. 
A polynomial P different from 0, 1, and -1, is called irreducible (on 3') if there 
are no polynomials Q and R such that: P = Q. R, Q ~ 1, Q ~ -1, R ~ 1, and R ~ -1. 
Let us mention the following theorem, due to the fact that the ring of the considered 
polynomials is factorial (see [3, Chapter VII, Section 3]). 
Theorem 2.1. Let P be a polynomial, different from O, 1, and -1,  and such that 
P[1] = 1. Then, there exists only one family ( Pi)l<~i~,, of irreducible polynomials uch 
that 
(i) P= I-[~,~, P,, 
(ii) Vi( l<~i<-n) ,P i [1]=l .  
When we put P in the form of such a product, we say that we completely 
factorize P. 
3. Relation between rational subsets and formal power series 
From now on, every expression of a rational subset of N k will be a SFURE. 
For every rational subset A of N k let us denote by A the series (often called the 
characteristic series of A) defined as follows: 
_A[x~x~e.. .  x~k]={10 i f (a l ,  ot2,...,ak)eA,otherwise. 
We shall see that _A is equal to P/Q with P and Q two polynomials which we 
can easily compute from a SFURE of A. Let us first mention the following propo- 
sition. 
On deciding whether a rational subset of N k is recognizable 55 
Proposition 3.1. Let A and B be two rational subsets of  N k and a = (al, a2, . . . ,  ak) 
be an element of  t~ k. Then: 
a a a k (i) _a =xl~x2  " • • Xk , 
(ii) i f  A u B is an unambiguous union, then A u B = _A + _B, 
(iii) i f  A + B is an unambiguous um, then A + B = _A. _B, 
(iv) a._ff_~= l / (1 - _a ) , fo r  a#(O,  O , . . . ,  O). 
Proof. The first three statements can be proved easily. The last one is derived from 
the fact that for every (monomial) X, different from a constant, we have 1/(1 -X )  ---- 
l+X+X2+. . .+xn+. . . .  [] 
We can then state the following. 
Proposition 3.2. Let A be a rational subset of N k. Then there exist two polynomials P
and Q such that 
(i) _A = P~ Q, 
(ii) Q--1 or Q is a product of  polynomials of the form (1-x'~x~ 2. . . x~k). 
Proof. The proof follows from Proposition 3.1 and the fact that every rational subset 
has a SFURE. [] 
We can see that the polynomials P and Q can be computed effectively from a 
SFURE of A. The pair of polynomials obtained by this method is not unique for 
a subset A (because very rational subset A has several SFUREs). But, we have 
the following result, which practically gives a normal representation of rational 
subsets of ~k by means of the series. 
Proposition 3.3. Let A be a rational subset of  •k. Then there exists a unique pair of  
polynomials, which we shall denote by P(A), Q(A), such that 
(i) _A= P(A)/Q(A),  
(ii) P(A) /  Q(A)  is an irreducible fraction, 
(iii) Q(A)[1]= 1. 
Furthermore, for every pair (P, Q) of  polynomials uch that A = P /Q,  there exists 
a polynomial R such that P = R.  P (A)  and Q = R.  Q(A) .  
Proof. The claim of the proposition is a consequence of the fact that the ring of 
polynomials is factorial. [] 
This allows us to say, using Theorem 2.1, that if we have _A = P/Q, then Q(A) is 
a product of irreducible polynomials which appear in the complete factorization of 
Q. 
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4. The case of recognizable subsets 
We shall prove that in the case where A is a recognizable subset, the polynomial 
Q(A)  has a particular form. This is stated more precisely as follows. 
Proposition 4.1. Let A be a rational subset of  N k. I f  A ~ Rec(Nk), then Q(A)  is equal 
to 1 or is a product of  polynomials, each having only one variable. 
Proof. Proposition 1.4 allows us to say that there exist two polynomials P and Q 
such that _A = P~ Q with Q = 1 or Q is the product of polynomials of the form 
(1-xTJ). When we completely factorize each of these polynomials, we obtain a 
product of polynomials each having only one variable. Since Q(A) is the product 
of some of these polynomials, the conclusion immediately follows. [] 
Below, we give two lemmas, the first about polynomials, the second about rational 
subsets of N k. 
Lemma 4.2. Let R = 1 - x'~lx~ 2. • • x'~ ~ be a polynomial having at least two variables. 
Then, every polynomial different from a constant which divides R has at least two 
variables. 
Proof. If R has at least two variables, there exist two integers h and h' such that 
ah # 0 and ah, ~ O. 
If there existed a polynomial S having only one variable, Xh,,, dividing R, we 
would have 
R = S. T with T polynomial, (*) 
(3y~C) (S(y )=O) .  
On the other hand, we have h"# h or h"# h'. We can assume, for instance, that 
h"# h. The polynomial R takes the value 1 when Xh equals zero and Xh,, equals y; 
this leads to a contradiction with (Or). [] 
Lemma 4.3. Let A be a rational subset of N k. Then there exists a SFURE of  A such 
that: if b and b' are two j-primary generating elements (for the same j) ,  then b = b'. 
Proof. First, let us notice that if a + b~+ b2 ~ +- . .  + b~ is a SFURE of a rational 
subset B of N k, then, for any strictly positive integer y, the expression 
U [ (a+Ab, )+b~+b~+'"+(Yb , ) *+b~+~+'"+b~n]  
O~A<3, 
(where ybi denotes the element of N k obtained from bi by multiplying every 
component of b~ by y) is a SFURE of B. 
If a SFURE of A denoted by (E') has, for the same j, several j-primary generating 
elements, then we can, using the previous remark, transform (E') into a SFURE of 
which every j-primary generating element is equal to the same element, whose jth 
component is equal to the lena of the jth components of the j-primary generating 
elements of (E'). [] 
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Now we can prove the two following propositions, which will allow us to decide 
whether a rational subset of ~k is recognizable. 
Proposition 4.4. Let A be a rational subset of [~k, and P and Q be two polynomials 
such that 
(i) _A = P~ Q, 
(ii) Q= 1 or Q is a product of polynomials (Qi)i~i (I finite) of the form (1 -  
If A~Rec(Nk), then every polynomial Qi (i ~ I) having at least two variables 
divides P. 
Proof. Let Qi be a polynomial having at least two variables. When we completely 
factorize Qi, every polynomial has at least two variables (Lemma 4.2). Propositions 
3.3 and 4.1 allow us to say that every irreducible polynomial having at least two 
variables, and dividing Q, divides P. It follows that Q~ divides P. [] 
Proposition 4.5. Let A be a rational subset of N k, and P and Q be two polynomials 
such that 
(i) _A = P~ Q, 
(ii) Q = 1 or Q is a product of polynomials of the form (1 -xT'). 
Then, A ~ Rec(Nk). 
Proof. Let us begin to show that there exist two polynomials Po and Qo such that 
(i) A = Po/Q0, 
(ii) Qo = 1 or (3 Jc  {1,2, . . . ,  k})(Qo=I'Ij~j (1-x~Q (~/j ~N\{0})). 
Indeed, let (E) be a SFURE of A. From Lemma 4.3, we can assume that for 
every j of {1, 2 , . . . ,  k} there exists at most one generating element of (E) which is 
j-primary. (Obviously, this element can appear several times in (E).) From (E), we 
compute _A, and we obtain two polynomials P1 and Q1 such that _A = P1/Q~ and Q~ 
is a product of polynomials of the form (1 - ---1v~81v/32 "~'  " " X~kk) • Moreover, for every j 
of {1, 2 , . . . ,  k} there exists at most one polynomial of the form (1 -xT0. By assump- 
a i tion, Q is a product of polynomials of the form (1 -x i  ), thus, using Proposition 
3.3, we can say that Q(A) is a product of (irreducible) polynomials, each having 
only one variable. We can deduce, in a similar way as in the proof of Proposition 
4.4, that P1 is divisible by the polynomials which constitute the product Q~ and 
have at least two variables. After simplification, we obtain the polynomials Po 
and Qo. 
If Qo = 1, then _A = Po and A is a finite subset, thus, recognizable. Let us assume 
that Qo # 1. Without loss of generality we can assume, to simplify the notations, 
that J = {1, 2 , . . . ,  k'} with 1 <~ k' <~ k. Since we have 
• • • = (8 , ,  80 ,  
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we can write 
eo = ~ I.i, hdh-- ~ I,l, hdh, withVh(l<-h~m+m')i.~h >0 
l~h~m ~ ra+l~h~m+m'  
and dh E N k. 
For every j of J, let us set bj = 7~(J). For every h (1 <~ h ~< m + m'), let us denote by 
mh the rational subset of N k defined by Ah = dh + b~ + b~2 +. • • q- b~k ,. Proposition 1.4 
indicates that Ah E Rec(Nk). From this, we have Ah = dh/Qo, thus, 
_A  = ~, /.1.hA h -- ~, /d, hA h. 
l~h~rn  m+l~h~m+m'  
Let us consider the equivalence relation ~ defined on ~k as follows: 
a~a'  ¢~ Vh (l<~h<~m+m ') aEAh ¢:) a'EAh 
Every subset Ah being recognizable, and the family of recognizable subsets being 
closed under intersection and complementation, we can say that every equivalence 
class is a recognizable subset of N k. Moreover, we trivially have 
Thus,  
(~ , ,  ~ ,  . . . ,  ~)~(~,  ~, .  . . , ~'~) 
Vh(l<~h<m+m,)Ah[xllx2~e ~ . . . . . . X ~ k  ] ----_ AhE llX22e, ~, Xk].e' k 
(e,, e2,..., ek)--(~;, ~ , . . . ,  e~) 
_A[x , ,x22  • x~k]  ~" ~ ' .  ~ • • = _A[x , lx22 . .  x~'q .  
The set of elements (el, e2 , . . . ,  ek) of N k such that _A[x~x~. •• x~?] = 1 is then a 
finite union of equivalence classes. So, A is a finite union of recognizable subsets, 
thus recognizable. [] 
As a corollary of the two previous propositions, we have the following theorem. 
Theorem 4.6. To every rational subset A of ~k we can associate a fraction P~ Q, where 
P and Q are polynomials, such that A is recognizable if and only if Q is a product of 
polynomials, each having only one variable. 
5. Decidability 
We can now state the following theorem. 
Theorem 5.1. Let A be a rational subset of N k. It is decidable to know whether 
A ~ Rec(Nk). 
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Proof. We shall give the algorithm. Let (E) be a SFURE of A. This allows us to 
compute two polynomials P and Q such that 
(i) A = P/Q,  
(ii) Q = 1 or Q is a product of polynomials of the form (1 -x~x~ 2.  • • x~k) .  
It is easy to see whether P is divisible or not by a polynomial of the form 
(1 -x~x~ ~" " " x '~k)  . We try to simplify the fraction P~ Q by the polynomials of the 
form (1-Xl"'X2"5"'" x~k) when they have at least two variables. Either this sim- 
plification is possible; then we can use Proposition 4.5, and conclude A ~ Rec(Nk). 
Or the simplification is impossible for some polynomials (having at least two 
variables); then, we can conclude, using Proposition 4.4, that A~ Rec(Nk). [] 
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