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INTRODUCTION 
In a series of papers [2-51, the authors investigated combinatorial matrices 
called orthogonal designs. To refresh the reader’s memory, we recall that an 
orthogonal design of order n and type (sl ,..., sL) on the commuting variables 
x1 )...) x1 is an IZ x n matrix A’ with entries chosen from the set 
@, Itx, ,**-> &xl} such that 
xxt == i sixi2 I,. 
t 1 i=l 
Such generically orthogonal matrices have played a significant role in the 
construction of Hadamard matrices (see, e.g., [12, 171) and they have already 
been extensively used in the study of weighting matrices. 
R. J. Turyn [1 1 ] introduced the notion of a complex Hadamard matrix, 
i.e., an n x n matrix C whose entries are chosen from {&l, ii} and satisfy 
CC* = nZ, (* = conjugate transpose). He further showed how such matrices 
could be used to construct Hadamard matrices, and gave several examples. 
Further examples of such matrices are given in [13]. 
We have thus been prompted to look for a complex analog of orthogonal 
designs. There are several possible generalizations; we have chosen the one 
which gives real orthogonal designs as a special case. 
* This research was supported in part by the National Research Council of Canada, 
under Grant A-8488. This author would also like to thank the Institute for Advanced 
Study in Princeton for its hospitality during the revision of the work. 
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1. BASIC DEFINITIONS 
DEFINITION 1. A complex weighing matrix of weight k and order Il is an 
n x n matrix A, with entries from (0, *I, ii} satisfying 
AA* = kI, . 
We shall refer to such a matrix as a CW(n, k). 
Remarks. (I) If all the entries in a complex weighing matrix are #O, 
then the matrix is a complex Hadamard matrix. 
(2) If all the entries in a complex weighing matrix are real, then we 
shall just refer to it as a weighing matrix (see [2-41 for examples and out- 
standing conjectures on these objects). A real weighing matrix of weight k 
and order y1 will be denoted FV(n, k). 
DEFINITION 2. A complex orthogonal design (cod) of order n and type 
(Sl ,***9 sl) (si positive integers) on the real commuting variables x1 ,..., xZ is an 
n x n matrix X, with entries chosen from (E~X~ ,..., clxl, 0 1 Ej is a fourth 
root of I} satisfying 
xx* = i sjx; I, 
( 1 j=l 
(where Xj = xj conjugate =xj). 
Remarks. (1) If ci is always a square root of unity, then X is an ortho- 
gonal design as previously defined. 
(2) We may consider X as having entries in the integral domain 
a=[Xl ,***, xl], and consequently, XX* = X*X, and so any statement about the 
rows of X applies equally well to the columns of X. 
(3) If, in a cod, one replaces each xi by + 1, the resulting matrix is a 
CWh C:=, 4. 
PROPOSITION 3. A necessary and suficient condition that there exist a cod 
of order n and type (sl ,..., sJ is that there exist a collection of n x n matrices 
{A 1 ,..-, A,} satisfying 
(i) Aj , 1 < j < Z, is a C W(n, sJ. 
(ii) A,Az + AkAF = 0, Vj # k, 1 <j, k < I. 
(0 (iii) For j # k, 1 < j, k < I, h H d t e a amard product of Ai and A, is 
the n x n matrix of zeros. (We shall abbreviate this by saying 
that the members of the family are pairwise disjoint.) 
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Proof. Let X be such a cod and write 
x = A,x, + a.. + A,x, . 
By definition, the Aj satisfy (iii) trivially. 
Z, = f: (AjAj*xj2) + c (A,A; + A,Aj*) xix, , (t) 
j=l j<k 
and hence, Eq. (t) is valid for any real values of xj . 
If we set xj = 1 and xL = 0 for all k # j, we obtain AjAT = sjZn , and 
hence, (i) is satisfied. 
Now set xi = I, xB = 1, and xt = 0 for all t Z j or k to obtain 
(sj + sk) Z, = A,AT + A,At + ARAT + AkAi. We already have A,AT = sjZn 
and AkAz = skZn , and so A,A,$ + A,AF = 0, as was to be shown. 
Conversely, if {A, ,..., A,} satisfy (1) then X = x,A, + ... + xlA, is easily 
checked to be a cod of the required order and type. 
2. THE NUMBER OF VARIABLES-GENERAL REMARKS 
We now consider the problem of determining, for each FZ, the maximum 
number of variables that can appear in a cod of order n. In the case of real 
orthogonal designs, this was a relatively easy problem, and the upper bound 
given by a theorem of Radon was shown to be achieved. (See [6,2].) 
From Proposition 3, we see that the problem of determining the maximum 
number of variables in a cod is equivalent to finding, for each integer n, the 
maximum number of matrices satisfying (I). 
Note that if {A, ,..., A,} are 12 x n matrices satisfying conditions (I), then if 
we multiply each A, by l/(sJl’“, we obtain matrices B, ,..., B, which we may 
in turn multiply by Bf to obtain a collection Z, C, ,..., C1 . It is a simple 
matter to verify that C2 ,..., C1 satisfy 
(a) Ci are complex matrices, 2 < j < I; 
(11) (b) C’; = PZ, 2 <j < I; 
(c) CjC, = -C,Cj , 2 < j # k < 1. 
A fair bit has been lost in passing from the A’s to the C’s; perhaps the 
most crucial loss (combinatorially) is that of a “disjointness statement” 
for the C’s. 
However, if we let H(n) - 1 be the maximum number of complex matrices 
of order n satisfying conditions (II), then we obtain: 
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THEOREM 4 (Hurwitz). (a) Zfn = 2” * b, b odd, then 
H(n) = 2a + 2. 
(b) There is a family of H(n) - 1 matrices of order n satisfying con- 
ditions (II), all of whose entries are from (0, 5 1, i-i}. 
Proof (a) This classical theorem is due to Hurwitz [8]. For a more 
modern treatment, see [7]. 
(b) This refinement was made in [9]. 
Unfortunately (and necessarily), the matrices obtained by Josefiak in [9] 
are not disjoint. 
If we let T(n) denote the maximum number of variables in a cod of order n, 
then this theorem shows that T(n) < H(n). 
Radon studied conditions (II) for real matrices. He showed [lo] that if 
n = 2a . b, b odd, and a = 4c + d, 0 < d < 3, and p(n) = 8c + 2d, then 
there is a family of p(n) - 1 real matrices of order n satisfying conditions (II). 
THEOREM 5 [2]. Given any integer N, there is a real orthogonal design of 
order n involving p(n) variables. 
Coupling these two theorems, we obtain: 
COROLLARY. p(n) < 44 < Hb). 
Remarks. (I) If n = 2” * b, b odd, then ~(2” * b) = ~(2”) and H(2” . b) = 
H(29. 
(2) If n = 2” . b, b odd, and a -E 3 (mod 4), then p(n) = H(n), and so 
T(n) is completely determined in this case. 
3. CALCULATION OF T(n) FOR n ODD 
For n odd, we have 1 = p(n) < T(n) < H(n) = 2, and so the exact value 
of T(n) is not immediate. 
LEMMA 6. Let A be a complex skew-Hermitian matrix of order n having 
zero diagona!. Suppose AA* = cl,, , c # 0, then 2 j n. 
ProoJ Since AA* = cl;, and A = -A*, we have A2 = -cl, , and so A 
satisfies the polynomial x2 + c. Since A has zero diagonal, we see that .x2 + c 
is the minimum polynomial of A, and so A has two distinct characteristic 
roots. After diagonalizing A, it is apparent that the characteristic roots of A 
must be occurring in pairs (trace A = 0), and so n is even. 
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THEOREM 7. Zfn is odd, then I = 1. 
Proof. Suppose not, and let X be a cod of order n and type (a, b). Write 
X = Ax, + Bxz and recall that AB* + BA* = 0, AA* = al,, BB* = bl,, , 
and A and B are disjoint. Let C = (l/a) A*B. It is easy to see that CC* = 
(b/a) Z, and C = -C*. Since A and B are disjoint, we must have A*B 
(and consequently) (l/u) A*B has zero diagonal. We now use Lemma 6 to 
obtain a contradiction. 
4. REMARKS ON ~(n),n = 26,b Odd 
Let n = 2b, b odd, then p(n) = 2 and H(n) = 4. By simple space con- 
siderations ~(2) = 2; however, for b > 1 the situation is uncertain. 
CONSTRUCTION 8. Let A and B be circulant matrices of order n and suppose 
AA* + BB* = fZn ; then 
[-‘i* AB*] 
is (i) a complex weighing matrix of weight f and order 2n if A and B are 
(0, & 1, hi} matrices; 
(ii) a cod of type (sl ,..., sl) iff = d=, sjxj’ and the entries in A and B 
are chosen from (0, elxl ,..,, czxl I q a fourth root of unity}. 
Proof. This is a straightforward verification, since circulant matrices 
commute with each other. 
PROPOSITION 9. There is a cod of type (1, 1,4) in every order n = 2s, 
s > 2. 
Proof. If 2 I s, then in [3] we have exhibited real orthogonal designs of 
type (1, 1,4) in order 2s. 
Form the circulants A and B with first rows, respectively, 
(4 .yl x3 -x3 , x2 ix3 kc, , 
(b) x1 xg 0 0 --x3, -‘cz ix3 0 0 ix,, 
to obtain cod’s of type (1, 1,4) in orders 6 and 10 by using Construction 8. 
Thus, we have a cod of type (1, 1, 4) in orders 6, 8, and 10, and since every 
even integer >,6 is a positive linear combination of 6, 8, and 10, we obtain, 
by taking the appropriate direct sums, a cod of type (1, I, 4) in every order 2s, 
s > 2. 
In view of Proposition 9, we have for n = 2b, b odd, b > 1, that I > 3. 
We cannot decide, for such an n, if T(n) = 4 is possible. (It is possible, with 
a painstaking, but simple, argument, to show that ~(6) = 3.) 
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We may generalize Proposition 9 in the following direction. 
Let n = 2%, b odd, b > I, and suppose s = 1 (mod 4); then it is easy to 
see that p(n) = H(n) - 2, and consequently, H(n) - 2 < 7(n) < H(n) by 
the corollary to Theorem 5. We can improve this estimate a bit. 
PROPOSITION 10. If II = 2”b, b odd, b > I, and s = 1 (mod 4), then 
H(n) - 1 < T(n) < H(n). 
Proof. Write s = 1 + 2; then I k: 3 (mod 4) and H(2z) = ~(2~) = ~(2~). 
Now 3&f, ,..., Mk, k = H(21) - 1, where the Mi are pairwise disjoint 
(0, 1, -l} matrices of order 2z satisfying: Mjt = -M, and MzM,t = 
--MjMit, i # .j. (See [6] for details of this construction.) 
By Proposition 9, there is a cod, X, of type (1, 1,4) in order 26. We may, 
without loss of generality, write X = 1xX, + Ax, + Bx, , where A and B are 
disjoint from I. 
Let UI = [-T t], U, = [i i], and U, = [i -;I, and consider the following 
collection of matrices of order 2”b: 
There are k + 3 members of this family and they are pairwise disjoint and 
all disjoint from ZsLb . These matrices, with Zzsb , are easily seen to satisfy 
conditions (I) of Proposition 3 and thus may be used to construct a cod of 
order 2”b on k + 4 variables. 
Since k + 4 = (H(29 - 1) $- 4 = H(2z+2) - 1 = H(2”) - 1 = H(28b) - 1, 
the proposition is proved. 
Remarks. (1) We do now know if Proposition 10 is also valid for b = I, 
e.g., ~(2~) may be 10, II, or 12. 
(2) If n = 2”b, b odd, and s = 2 (mod 4), we have scant information. 
For such an n, H(n) = p(n) + 2, and we know only that ~(4) = p(4) = 4. 
For example, we do now know if T( 12) = 4, 5, or 6. 
(3) If IZ = 2sb, b odd, and s = 0 (mod 4), then H(n) = p(n) + 1, and 
we have been unable to decide the exact value of I (except for s = 0, 
which we have given in Theorem 7). 
5. SOME NONEXISTENCE THEOREMS 
Odd Order 
We have seen that if n is odd, then a cod in order n is nothing more than 
a complex weighing matrix. It is natural to ask: Given n odd, for which k < n 
does there exist a C W(n, k) ? 
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One’s first guess might be that there is a greater likelihood for the existence 
of a CW(n, k) than for a W(n, k). This may indeed be true, but we have yet 
tofind (for n odd) an n and k for which a C W(n, k) exists and a W(n, k) does not. 
In fact, the next proposition is the exact analog, for complex weighing 
matrices, of a “real” result. 
PROPOSITION 11. If n is odd and a CW(n, k) exists, then 
(i) (n-k)2-(n-k) an- 1, 
(ii) k is a sum of <2 squares of integers. 
Proof. (See also [2, Proposition 231.) (i) Let X be the CW(n, k) and let 
Z be the Hadamard product of X with itself and Y the Hadamard product 
of Z with itself. Then Y is a (0, l]-matrix with exactly k nonzero entries 
in each row and column. Since the Hermitian inner product of any two rows 
of X is zero, we see that the inner product of any two rows of Y is even. 
Let J, be the n x n matrix of ones and let M = J, - X. Then M has exactly 
n - k nonzero entries in each row and column and the inner product of any 
pair of rows of M is odd and so is 31. 
Now it is easy to see that if N is an n x n (0, l)-matrix with exactly s 
ones in each row and column and if the rows of N are labeled r1 ,..., r, , 
then 
k (ri . rj) = S2 - S for each 1 < i < n. 
if1 
Applying this observation to M we obtain (n - k)2 - (n - k) > n - 1, as 
was to be shown. (This neat argument is due to Peter Eades and replaces an 
earlier obtuse demonstration.) 
(ii) Let A be a CW(n, k), i.e., AA * = kl;, . If we replace every &l in A 
by A[: y], every i-i by &[-y ‘,I, and every 0 by [z z], the resulting matrix is a 
W(2n, k). We showed in [2] that this gives k as a sum of < two squares. 
(The reader may supply another proof by considering det A and the classicat 
characterization of those integers which are a sum of two squares.) 
Remarks. (1) We can show, in an ad hoc fashion, that for certain values 
of 12 (odd) and k there is no CW(n, k), although these values are not excluded 
by Proposition 11. 
A CW(9,4) is not prohibited by this proposition, but it is an easy matter 
to show that it cannot exist. 
Also, since the property of being a complex weighing matrix is unaffected 
by row and column permutations or multiplication of any row or column by 
a fourth root of unity, one easily verifies that a CW(n, 2) may always be 
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changed to a W(n, 2). However, if n is odd, there can never be a W(n, 2). 
(See also [2, Proposition 21.) 
(2) We have been unable to construct a C W(n, k) when n is odd and k is 
a sum of two squares, but not a square. 
One can show, in a tedious fashion, that there is no C W(9, 5), C W( 1 I, 5) 
or CW(13, 5), and we suspect there is no CW(n, 5) for n odd > 13. None of 
these complex weighing matrices is prohibited by Proposition 11. 
n = 2b, b Odd 
PROPOSITION 12. Let n = 2b, b odd; then 
(1) There is no C W(n, 3) or C W(n, n - 3). 
(2) If there is a cod of type (a, b), then b/a is a sum of three or fewer 
squares in Q (Q the rational numbers). 
(3) If there is a cod of type (a, b, c), then the quadratic form (a, b, c, abc) 
is congruent to (1, I, 1, 1) over Q. 
(4) Ifthere is a cod of type (a ,b, c, d), then the quadratic form (a, b, c, d) 
is congruent to (1, 1, 1, 1 > ocer Q. 
ProoJ Conditions (2), (3), and (4) all follow by the same reasoning; 
namely, if X is the cod in question, we may replace the entries +xj by 
&[2 ,“I and the entries fixj by &[-t, : ] to obtain a real orthogonal design 
of twice the order and of the same type. The results then follow from the 
restrictions on real orthogonal designs that have been found and reported 
in [14]. 
The proof of (1) is an argument on positions. Let * denote a nonzero entry 
in any row, and consider a pair of rows. There are n, pairs (t), n2 pairs (i), 
n3 pairs (t), and n4 pairs (Z). Since the inner product of any pair of rows is 
zero, we must have n4 even. The number of nonzero entries in any row is fixed, 
and so we must have n3 + n4 = n2 + n4, and so n2 = n3 . Since n, t n, + 
n3 + n4 = 2b, we must also have n, even. 
In the case of a C W(n, 3) it is easy to see that the top left-hand block can be 
assumed to look like 
* * 
* * 0” I-‘- 
L I 
*o * *’ 
0 * * * 
and consequently, 4 I 26. 
To consider the case of a CW(n, n - 3) we just interchange the roles of 
the O’s and the *‘s in the argument above; we may do this since n, and n, are 
both even. 
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PROPOSITION 13. Let X be a cod of type (1, 1, k) in order n = 2t, t odd; 
then 2 1 k. 
Proof. With no loss of generality we may assume that X = x,I + 
x,H + x,B, where H = Bt [-T i] and B = -B*, HB* + BH* = 0. Now 
H* r= -H, and so HB = -BH. If we partition B into 2 >( 2 blocks to 
obtain 
and use the fact that HB = -BH, we find that B& t] = -6 i] Blcl , and 
hence, Bkl = [z -z] for some a and b. Thus, the number of nonzero entries 
in B is a multiple of 4. We know that the number of nonzero entries in B = kn 
and so 2 j k, as was to be shown. 
Remark. Proposition 13 may be used, for example, to show that there is 
no cod of type (1, 1, 5) or (1, I, 9) in orders n = 2t, t odd, in spite of the fact 
that both quadratic forms (1, 1, 5, 5’> and ((1, 1, 9, 9, are congruent to 
(1, 1, 1, I‘\ over Q. 
6. SOME CONSTRUCTION METHODS 
CONSTRUCTION 14. Let X be a cod of order n und type (sl ,..., sJ on the 
r>ariables x1 . . . . . .x1 . Let A, ,..., Al be t x t matrices with entries in (0, +l, +j} 
such that 
(i) ,for M, NE (A, ,..., A,}, MN* = NM*; 
(ii) cfcl sjAjAT = kit , then there is a CW(nt, k). 
Proof. Replace xj by Aj in X. 
CONSTRUCTION 15. Let X and Y be cod’s of order n and type (a1 ,..., a,) 
and (b, ,..., b,), respectioely, on the distinct sets of rariables x1 ,..., xI and 
y, ,..., I:~ , and suppose XY* = YX*. Zf Ii is a cod of order m and type (01~ , cxJ 
on the variables z1 , zz , then there is a cod of order mn and type (ala1 ,..., qal , 
aYrb, ,..., a,b,). 
ProoJ Replace --I in U by X and Z? by Y. 
COROLLARY. Zf there is a cod of order n and tl’pe (a, b), then there is a cod 
of 
(i) order 2n and type (a, a, b, b), 
(ii) order 4n and type (a, a, 2a, b, 6, 26). 
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Proof: See [2, Construction 221 for the appropriate real orthogonal designs 
satisfying XYt = YXf. Also, see [19] for numerous other examples. 
CONSTRUCTION 16. If there is a cod, X, of order PI and type (sl ,..., s2), 
then there is a cod of order 2n and type 
0) O1 , x1 , 2s2 ,.-., 24, 
(ii) (sl , 5 , 5 ,..., sd. 
Proof. Let X = A,x, -+ ... $- A2x1, where A,AF = ~~1~ and A,Az -L 
A,AF = 0, I < j # k G. I, and the Aj are pairwise disjoint. 
(i) Let S = [-i i] and H = [: -:I. Set B1 = A, @Z, , B, = A, 0 S, 
Bj = Aj-1 @ H, 3 < j < 1+ 1. We now invoke Proposition 3. Clearly the 
Bj satisfy (i) and (iii) of Proposition 3. The Bj will satisfy (ii) of Proposition 3 
because S = -S*, H = H*, and SH* = HS*. 
(ii) Same as (i), only now let S = [-y t] and H = [i -yJ. 
Note. This construction would work just as well for any pair of 
(0, fl, hi}-matrices S. H, where S = -S*, H = H*, SH* == HS*, 
SS* = kl, HH* = II. 
CONSTRUCTION I 7. Let X = Xt be an orthogonal design qf type (sl ,..., sJ 
in order n and suppose X has zero diagonal. Then there is a cod of order n and 
type (1, s1 ,..., SJ. 
Proof. Let Y = iZy $- X; then Y is easily seen to be the required cod. 
COROLLARY. Let X be an orthogonal design of order n = 2s (s odd) of 
type (a, b), where a + b = n - 1. Then there is a cod of order n and type 
(1, a, 6). 
ProoJ: In [15] we showed that if X is an orthogonal design, as in the 
hypothesis, then one may assume X has zero diagonal and X = X’. We then 
apply Construction 17. 
CONSTRUCTION 18. Let A + iB be a C W(n, k). Then there is an orthogonal 
design in order 2n and type (k, k). 
Prooj Observe that AAt + BBt = kI% and ABt = BAf. Let X = [-t g] 
and Y = C -iI, then XYf + YXt = 0 and XX* = YYf = (s? - y2) I2 . If 
we set U = A @ X and V = B @ Y, then U and V are disjoint matrices of 
order 2n each having entries from (0, fx, &y] and U + I’ is easily seen to be 
the required design of type (k, k) in order 2n. 
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CONSTRUCTION 19. Let X be a cod of order n and type (sl ,..., sl) on the 
rtariables x1 ,..., xl . Then there is an orthogonal design in order 2n and type 
(2s, ) 2s, )...) 25,). 
Proof Write X = A + iB where A, B have entries from (0, i-x1 ,..., f&j. 
Let U = A + B, V = A - B; then UUt + VVt = (C:=, 2$,X,“) I, and 
UVt = - VUt. Thus, [F E] is the required orthogonal design. 
We have already alluded to the next construction, but we state it now for 
easy reference. 
CONSTRUCTION 20. If there is a cod of order n and type (sl ,..., sC), then 
there is a real orthogonal design of order 2n and type (sl ,..., sJ. 
Proof. We replace each occurrence of &ixj by i[-$ 21, each occurrence 
of +xj by Axe :I, and 0 by [z !I. 
CONSTRUCTION 21. Let M = {Ml ,..., M,.) be weighing matrices of order n 
and weights {wl ,..., w,}, respectively, and suppose for U, V E M we have 
UV* = VU*. Zf X is a cod of order m and type (a ,..., s,), then there is a cod 
of order mn and type (d,s, , .d,s, ,..., d,sJ, where dj E (us1 ,..., w,}. 
ProoJ: Let X = B,x, + a.* + B,x, . We may replace Bj by Bj @ Mt for 
any t E {l,..., r}. It is easy to check that the resulting set of matrices satisfies 
the conditions of Proposition 3. 
CONSTRUCTION 22. Let A, B be n x n matrices with entries from (0, 1, - 1 
such that 
(i) A = -At, B = Bt; 
(ii) ABt = BAt and AAt + BBt = kI, . 
Then 
[ 
x,Z $- x,A x,iB 
x,iB x,1 + x,A 1 
is a cod of type (1, k) in order 2n. 
CONSTRUCTION 23. Let A, B be (0, &l, &i) circulant matrices of order n, 
where A = A* and A has O-diagonal and AA* + BB* = kl, ; then 
[ 
x,iI + x,A x,B* 
x,B x,iI - x,A 1 
is a cod of order 2n and type (1, k). 
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7. APPLICATIONS 
Construction 17 may be applied most notably to the class of matrices 
known as symmetric conference matrices, i.e., A = W(n, n ~ I), n = 2b, 
b odd, A = Af. It is shown in [I] that if such a matrix exists, one may assume 
it has zero diagonal. 
Such matrices are known to exist for the following orders (see, e.g., [12]). 
(9 n=p’- 1, p’ a prime power, p = 1 (mod 4); 
(ii) (h - I)’ T I, lz the order of a skew-Hadamard matrix; 
(iii) (n - I)” $ 1, n the order of a symmetric conference matrix, and 
u odd. 
So, for example, (i) gives a symmetric conference matrix for n = 6. 
10, 14, 18, 26, 30, while (ii) gives such a matrix in order 50. It is known that 
there is no W(22, 21) (see, e.g., [5]) since 21 is not the sum of two squares, 
but we have been unable to decide if there is a CW(22,21) or a cod of type 
(1,21) in order 22. 
However, there are other times when one has symmetric weighing matrices 
with zero diagonal; Jennifer Seberry has indicated the following construction 
to us. 
PROPOSITION 24. Let n be the order of a symmetric conference matrix and 
q aprimepower; there is a cod in order n(q2 + q + 1) of type (1, q2(n - 1)). 
Proof. Let A = At be a W(n, n - 1) with zero diagonal and let B be a 
symmetric W(q* + q + 1, q2), which has been shown to exist by Wallis and 
Whiteman [18]. Then A @B is a symmetric weighing matrix with zero 
diagonal and so can be used in Construction 17. 
EXAMPLE. If n = 6, q = 2, we obtain a cod of type (I, 20) in order 42. 
There can be no real orthogonal design of this type in order 42 since 20 is not 
a square in Z. In fact, every time that n - 1 (in Proposition 24) is not a square, 
we obtain a cod in parameters for which there cannot be an orthogonal design. 
PROPOSITION 25. Let n = q2 + q + 1 be a prime or prime power -1 
(mod 4), where q is a prime or prime power. Then there is a cod of type 
(1, (q + 1)2) in order 2n. 
Proof. With n as above there is a cyclic difference set discovered by 
Singer (see [16, p. 1291) with parameters (q2 + q + 1, q + 1, l), and hence 
there is an n x n (0, lf circulant matrix S with SS = qZ + J. Since II is a 
prime power =l (mod 4) we can construct an n x n (0, 1, -11 circulant 
matrix Q (using quadratic residues and nonresidues in the field with n 
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elements) such that Q = Qt, Q has zero diagonal and QQt = nI - J. The 
matrices S and Q may be used in Construction 23. 
EXAMPLE. If q = 4, r = 21, we obtain a cod of type (1,25) in order 42. 
It is not yet known if an orthogonal design of this type exists in order 42. 
We have often come up with the problem of constructing symmetric 
W(n, k) with zero diagonal. It would be interesting to know if there are any 
conditions on k when n = 4b, b odd, preventing such a matrix from existing. 
We have been unable to construct such a matrix if k is the sum of four 
(but no fewer) integer squares. In particular, does there exist a W(12, 7) 
which is symmetric with zero diagonal? 
We would like to record here the extent (scant as it is) of our information 
about cod’s in orders n = 2b (b odd). 
APPENDIX 
n = 6. (a) There are no 4-variable cod’s. 
(b) (1, 1, 4) is the only cod on 3-variables. 
(c) All I- and 2-variable designs not prohibited by the theorems in the 
paper exist. 
n = 10. (a) There appear to be no cod’s on 4-variables. The only 
possibilities in doubt are of type 
(1, 1, 474) and (2,&L 2). 
(b) The only 3-variable cod we know is of type (1, 1, 4). It is unknown 
if any of the following exist (all other types are impossible). 
(1, 1, 81, (2, 2, 2), 
(1,4,4), (2, 2, 4), 
(1,4, 9, (2,4,4). 
(c) Using Proposition 25 (with q = 2) we get a cod of type (1,9). 
We also obtain a cod of type (1, 8) using Construction 8 and circulants with 
first row (respectively) 
x1 x2 -x2 -x2 x.2 0 x2 ix, ixz x, . 
Using this we find that the existence only of the following types is in 
question: 
(2, 61, (4, 3, (5, 5)s t&8>, (4, 6). 
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n = 14. There is a cod of type (1, 13) (use Construction 17 with the 
symmetric conference matrix of order 14). 
The following is a real symmetric orthogonal design of type (4, 9). 
-0 -y -y J x -x --x x Y-Y Y 4 Y -Yl 
0 -y y -x x -x x -Y Y 4’ Y-Y Y 
0 4’ -x -x x x Y -Y -Y -2’ -Y Y 
0 x x x x Y -Y Y Y -Y Y 
0 Y Y -Y Y Y Y -.I’ -Y -Y 
0 Y -Y -Y -Y -Y Y -Y -Y 
* 0 -Y -Y -Y Y -Y Y Y 
0 -Y -Y Y -Y -Y -Y 
0 y-x x-x x 
0 x -x --.Y x 
o-y x x 
0 x x 
0 Y 
0. 
(We are indebted to our colleague, J. H. Verner, for the construction of the 
above matrix.) 
Hence, by Construction 17, there is a cod of type (1,4,9). 
The existence of cod’s of the following types is still in doubt. 
4-variable. 
(1, 1, 4,4), (2,&Z 21, c&2, 5, 51, 
(1, 4, 4, 41, (2, 234, 4). 
3-variable. 
(1, 1, 81, c&2, a, (2, 2, 1% 
(1, 4,419 (2,2, 41, (2,4,4), 
u,4, 51, (292, 5), (294, 61, 
(1,4, 81, C&2, 81, (2, 4, 8>, 
2-variable. 
(1, f.3, (2, 51, (2, lo>, (4, 61, 
(1, 81, C&6), (2, l-4, (4, 81, 
(1, 1% (2,719 (4, 51, (5, 71, 
l-variable. 
(719 (12). 
(2, 5, 51, 
(2, 5, 71, 
(4, 4, 41, 
(4, 4, 3, 
(4, 5, 5). 
(5, 81, (6, 9, 
(6,6), (7, 71, 
(6, 7). 
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