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BV-operators and the secondary Hochschild complex
Mamta Balodi∗ Abhishek Banerjee†‡ Anita Naolekar§
Abstract
We show that the Gerstenhaber bracket on secondary Hochschild cohomology is determined by a
Batalin-Vilkovisky like operator.
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1 Introduction
Let A be an algebra over a field k. It is well known that the Hochschild cohomology HH∗(A) of A has the
following properties:
(1) There is a cup product structure ∪ ∶HHm(A)⊗HHn(A) Ð→HHm+n(A) making HH∗(A) into a graded
commutative ring.
(2) There is a Lie bracket
HHm(A) ⊗HHn(A) Ð→HHm+n−1(A)
which, along with the cup product, makes HH∗(A) into a Gerstenhaber algebra.
(3) For a finite dimensional algebra with a symmetric inner product (see [10]), the Gerstenhaber bracket on
HH∗(A) is determined by a BV-structure.
In [9], Staic introduced the secondary Hochschild cohomology of a triple (A,B, ε), where A is a k-algebra,
B is a commutative k-algebra and ε ∶ B Ð→ A is a ring homomorphism satisfying ε(B) ⊆ Z(A). In [8], Staic
and Stancu constructed the graded commutative cup product and Lie bracket on the secondary Hochschild
cohomology HH∗(A,B, ε), thus making it a Gerstenhaber algebra. For more on secondary Hochschild
cohomology, the reader may see, for instance, [1], [2], [6].
In this paper, we show that the Gerstenhaber bracket onHH∗(A,B, ε) is determined by a Batalin-Vilkovisky
like operator ∆. We weaken the conditions on a homotopy BV-algebra (see, for instance, [3]) to consider
homotopy G-algebras equipped with BV-like operators.
Definition 1.1. Let V ● = ⊕
n≥0
V n be a homotopy G-algebra and let [−,−] ∶ V n ⊗ V m Ð→ Vm+n−1 be its Lie
bracket. We will say that a family ∆ = {∆n ∶ V n Ð→ V n−1}n≥0 is a BV-operator on V ● if it satisfies
[f, g] − (−1)(n−1)m(∆(f) ⋅ g + (−1)nf ⋅∆(g) −∆(f ⋅ g)) ∈ Bm+n−1(V ●)
for any f ∈ Zn(V ●) and g ∈ Zm(V ●).
We mention that, unlike in the case of the usual Hochschild cohomology, our operator ∆ is not a morphism of
complexes. Nevertheless, we will show that it determines the Gerstenhaber bracket on secondary Hochschild
cohomology.
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2 The BV-operator ∆ and secondary cohomology
Let k be a field and A be an algebra over k. Let B be a commutative k-algebra and ε ∶ B Ð→ A be a
morphism of k-algebras such that ε(B) ⊆ Z(A), where Z(A) denotes the center of A. Let M be an A-
bimodule such that ε(b)m = mε(b) for all b ∈ B and m ∈ M . Following [9, § 3.2], we consider the complex(C●((A,B, ε);M), δ●) whose terms are given by
Cn((A,B, ε);M) =Homk(A⊗n ⊗B⊗n(n−1)2 ,M)
An element in A⊗n ⊗B⊗
n(n−1)
2 will be expressed as a “tensor matrix” of the form
⊗
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 b1,2 b1,3 ... b1,n−1 b1,n
1 a2 b2,3 ... b2,n−1 b2,n
1 1 a3 ... b3,n−1 b3,n
. . . ... . .
1 1 1 ... an−1 bn−1,n
1 1 1 ... 1 an
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
The differentials
δεn ∶ C
n((A,B, ε);M) Ð→ Cn+1((A,B, ε);M)
may be described as follows
δεn(f)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⊗
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 b1,2 b1,3 ... b1,n−1 b1,n b1,n+1
1 a2 b2,3 ... b2,n−1 b2,n b2,n+1
1 1 a3 ... b3,n−1 b3,n b3,n+1
. . . ... . . .
1 1 1 ... 1 an bn,n+1
1 1 1 ... 1 1 an+1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
=
a1ε(b1,2b1,3...b1,n+1)f
⎛⎜⎜⎜⎜⎜⎝
⊗
⎛⎜⎜⎜⎜⎜⎝
a2 b2,2 ... b2,n b2,n+1
1 a3 ... b3,n b3,n+1
. . ... . .
1 1 ... an bn,n+1
1 1 ... 1 an+1
⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠
+
n
∑
i=1
(−1)if
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⊗
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 b1,2 ... b1,ib1,i+1 ... b1,n b1,n+1
1 a2 ... b2,ib2,i+1 ... b2,n b2,n+1
. . ... ... ... . .
1 1 ... ε(bi,i+1)aiai+1 ... bi,nbi+1,n bi,n+1bi+1,n+1
. . ... ... ... . .
1 1 ... ... ... an bn,n+1
1 1 ... ... ... 1 an+1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
+
(−1)n+1f
⎛⎜⎜⎜⎜⎜⎝
⊗
⎛⎜⎜⎜⎜⎜⎝
a1 b1,2 ... b1,n−1 b1,n
1 a2 ... b2,n−1 b2,n
. . ... . .
1 1 ... an−1 bn−1,n
1 1 ... 1 an
⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠
ε(b1,n+1b2,n+1...bn,n+1)an+1
for f ∈ Cn((A,B, ε);M), ai ∈ A, bi,j ∈ B. The cohomology groups of (C●((A,B, ε);M), δ●) are known as the
secondary Hochschild cohomologies Hn((A,B, ε);M) of the triple (A,B, ε) with coefficients in M .
We recall from [5] that a homotopy G-algebra V ● = ⊕
n≥0
V n is a brace algebra equipped with a differential of
degree 1 and a dot product of degree 0 satisfying certain conditions. In particular, a homotopy G-algebra is
2
equipped with a graded Lie bracket which descends to the cohomology of the corresponding cochain complex
(see, for instance, [7, Corollay 6.11])
[−,−] ∶Hm(V ●)⊗Hn(V ●)Ð→Hm+n−1(V ●) (2.1)
From [8, Proposition 3.1], we know that the secondary Hochschild complex C●(A,B, ε) ∶= C●((A,B, ε);A)
carries the structure of a homotopy G-algebra. This induces a graded Lie bracket
[−,−] ∶Hm(A,B, ε)⊗Hn(A,B, ε) Ð→Hm+n−1(A,B, ε) (2.2)
on the secondary cohomology. In fact, we know from [8, Corollary 3.2] that the secondary cohomology
H●(A,B, ε) carries the structure of a G-algebra in the sense of Gerstenhaber [4].
Proposition 2.1. Let V ● = ⊕
n≥0
V n be a homotopy G-algebra equipped with a BV-operator ∆ = {∆n ∶ V n Ð→
V n−1}n≥0. Consider f¯ ∈ Hn(V ●) and g¯ ∈ Hm(V ●) and choose cocycles f ∈ Zn(V ●) and g ∈ Zm(V ●)
corresponding respectively to f¯ and g¯. Then, we have
(∆(f) ⋅ g + (−1)nf ⋅∆(g) −∆(f ⋅ g)) ∈ Zm+n−1(V ●)
The Gerstenhaber bracket on the cohomology of V ● is now determined by
[f¯ , g¯] = (∆(f) ⋅ g + (−1)nf ⋅∆(g) −∆(f ⋅ g)) ∈Hm+n−1(V ●)
In particular, the right hand side does not depend on the choice of representatives f and g.
Proof. We know that f ∈ Zn(V ●) and g ∈ Zm(V ●). Since the bracket [−,−] ∶ V n ⊗ V m Ð→ Vm+n−1 descends
to a bracket on the cohomology, it follows that [f, g] ∈ Zm+n−1(V ●). Since ∆ = {∆n ∶ V n Ð→ V n−1}n≥0 is a
BV-operator, it follows from Definition 1.1 that
[f, g] − (−1)(n−1)m(∆(f) ⋅ g + (−1)nf ⋅∆(g) −∆(f ⋅ g)) ∈ Bm+n−1(V ●) (2.3)
The result is now clear.
From now onwards, we always let A be a finite dimensional k-algebra equipped with a symmetric, non-
degenerate, invariant bilinear form ⟨⋅, ⋅⟩ ∶ A ×A Ð→ k, i.e. ⟨a1, a2⟩ = ⟨a2, a1⟩, ⟨a1a2, a3⟩ = ⟨a1, a2a3⟩ for any
a1, a2, a3 ∈ A. Let B be a commutative k-algebra and ε ∶ B Ð→ A be a morphism of k-algebras such that
ε(B) ⊆ Z(A). For i ∈ {1, . . . , n}, we define the maps ∆i ∶ Cn+1(A,B, ε) Ð→ Cn(A,B, ε) as follows:
<∆if
⎛⎜⎜⎜⎜⎜⎝
⊗
⎛⎜⎜⎜⎜⎜⎝
a1 b1,2 b1,3 . . . b1,n
1 a2 b2,3 . . . b2,n
⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . bn−1,n
1 1 1 . . . an
⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠
, an+1 >
= ⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
⊗
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai bi,i+1 bi,i+2 ⋯bi,n 1 b1,i b2,i⋯ bi−1,i
1 ai+1 bi+1,i+2 ⋯bi+1,n 1 b1,i+1 b2,i+1 . . . bi−1,i+1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 . . . an 1 b1,n b2,n . . . bi−1,n
1 1 . . . 1 an+1 1 . . . 1
1 1 . . . 1 1 a1 b1,2 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 . . . . . . . . . . . . . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
The operator ∆ ∶ Cn+1(A,B, ε) Ð→ Cn(A,B, ε) is then defined as
∆ ∶=
n+1
∑
i=1
(−1)in∆i.
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Following [8, § 3], we know that the complex C●(A,B, ε) carries a graded commutative dot product of degree
0, i.e., for f ∈ Cn(A,B, ε), g ∈ Cm(A,B, ε), we have f ⋅ g ∈ Cm+n(A,B, ε). We also consider the operations
○i ∶ C
n(A,B, ε)⊗Cm(A,B, ε) Ð→ Cm+n−1(A,B, ε)
and set f ○ g ∶= ∑ni=1(−1)(i−1)(m−1)f ○i g as in [8, § 3]. We also set
ρ1, ρ2 ∶ Cn(A,B, ε)⊗Cm(A,B, ε) Ð→ Cn+m−1(A,B, ε)
ρ1(f ⊗ g) ∶= ∑mi=1(−1)i(n+m−1)∆i(f ⋅ g) ρ2(f ⊗ g) ∶= ∑m+ni=m+1(−1)i(n+m−1)∆i(f ⋅ g)
for f ∈ Cn(A,B, ε), g ∈ Cm(A,B, ε). It is clear that ρ1(f ⊗ g) + ρ2(f ⊗ g) =∆(f ⋅ g).
Lemma 2.2. ρ1(f ⊗ g) = (−1)nmρ2(g ⊗ f) for all f ∈ Cn(A,B, ε) and g ∈ Cm(A,B, ε).
Proof. This may be verified by direct computation.
Proposition 2.3. Let f ∈ Zn(A,B, ε), g ∈ Zm(A,B, ε). Then f ○g−(−1)(n−1)m(∆f) ⋅g+(−1)(n−1)mρ2(f⊗g)
is a coboundary. In fact, if we define H
H = ∑
i,j≥1,i+j≤n
(−1)(j−1)(m−1)+i(n+m)+1∆i(f ○j g),
then,
δH = f ○ g − (−1)(n−1)m∆f ⋅ g + (−1)(n−1)mρ2(f ⊗ g).
Proof. We set, for k ≥ 0, p ≥ 0:
T kk+p =⊗
⎛⎜⎝
ak+1 . . . bk+1,k+p
⋮ ⋮
1 . . . ak+p
⎞⎟⎠
⟨δ(∆i(f ○j g))
⎛
⎜⎜⎜⎜⎜
⎝
⊗
⎛
⎜⎜⎜⎜⎜
⎝
a1 b1,2 b1,3 . . . b1,n+m−1
1 a2 b2,3 . . . b2,n+m−1
⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . bn−1,n+m−1
1 1 1 . . . an+m−1
⎞
⎟⎟⎟⎟⎟
⎠
⎞
⎟⎟⎟⎟⎟
⎠
, an+m⟩ = (2.4)
⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai+1 . . . bi+1,i+j−1
m−1
∏
k=0
bi+1,i+j+k . . . 1 b2,i+1 . . . bi−1,i+1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . ai+j−1
m−1
∏
k=0
bi+j−1,i+j+k . . . 1 b2,i+j−1 . . . bi−1,i+j−1
1 . . . 1 g(T
i+j−1
i+j+m−1
)
m−1
∏
k=0
bi+j+k,i+j+m 1 . . . . . .
m−1
∏
k=0
bi−1,i+j+k
⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . 1 1 1 α 1 . . . 1
1 . . . 1 1 1 1 a2 . . . b2,i
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . 1 1 1 1 1 . . . ai
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
+
i−1
∑
λ=1
(−1)λ ⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai+1 . . .
m−1
∏
k=0
bi+1,i+j+k . . . 1 b1,i+1 bλ,i+1bλ+1,i+1 bi,i+1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 ⋯
m−1
∏
k=0
bi+j−1,i+j+k . . . 1 b1,i+j−1 bλ,i+j−1bλ+1,i+j−1 bi,i+j−1
1 ⋯ g(T
i+j−1
i+j+m−1
)
m−1
∏
k=0
bi+j+k,i+j+m .. .
m−1
∏
k=0
b
1,i+j+k
m−1
∏
k=0
bλ,i+j+kbλ+1,i+j+k
m−1
∏
k=0
bi,i+j+k
⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮ ⋮
1 1 . . . . . . an+m 1 . . . 1
1 1 . . . . . . 1 a1 . . . b1.i
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 . . . 1 1 1 1 βλ . . . bλ,ibλ+1,i
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 . . . 1 1 1 1 1 ai
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
4
+i+j−2
∑
λ=i
(−1)λ ⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai bi,i+1 bi,λbi,λ+1
m−1
∏
k=0
bi,i+j+k . . . 1 b1,i . . . bi−1,i
1 ai+1 bi+1,λbi+1,λ+1
m−1
∏
k=0
bi+1,i+j+k . . . 1 b1,i+1 . . . bi−1,i+1
1 1 ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . βλ
m−1
∏
k=0
bλ,i+j+kbλ+1,i+j+k . . . 1 b1,λ . . . bi−1,λ
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . .
m−1
∏
k=0
bi+j−1,i+j+k . . . 1 b1,i+j−1 bi−1,i+j−1
1 . . . . . . g(T
i+j−1
i+j+m−1
)
m−1
∏
k=0
bi+j+k,i+j+m 1 . . . . . .
m−1
∏
k=0
bi−1,i+j+k
1 . . . . . . 1 1 am+n 1 . . . 1
1 . . . . . . 1 1 1 a1 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . . . . 1 . . . 1 1 . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
+
i+j+m−2
∑
λ=i+j−1
(−1)λ ⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai . . .
m−2
∏
k=−1
bi,i+j+k . . . 1 b1,i . . . bi−1,i
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 ai+j−2
m−2
∏
k=−1
bi+j−2,i+j+k . . . 1 b1,i+j−2 . . . bi−1,i+j−2
1 1 g(T¯
i+j−2
i+j+m−2
)
m−2
∏
k=−1
bi+j+k,i+j+m−1 1 . . . . . .
m−2
∏
k=−1
bi−1,i+j+k
⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮ ⋮
1 1 1 . . . an+m 1 1 . . .1
1 1 1 . . . 1 a1 b1,2 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . 1 . . . 1 1 . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
+
n+m−2
∑
λ=i+j+m−1
(−1)λ ⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai bi,i+1 . . . bi,i+j−2
m−2
∏
k=−1
bi,i+j+k . . . 1 . . . bi−1,i
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . . . . ai+j−2
m−2
∏
k=−1
bi+j−2,i+j+k . . . 1 . . . bi−1,i+j−2
1 . . . . . . g(T
i+j−2
i+j+m−2
)
m−2
∏
k=−1
bi+j+k,i+j+m−1 . . . 1 . . .
m−2
∏
k=−1
bi−1,i+j+k
1 . . . . . . 1 1 βλ 1 . . . bi−1,λbi−1,λ+1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . . . . . . . . . . . . . an+m 1 . . . 1
1 1 1 . . . . . . . . . . . . a1 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . . . . . . . . . . 1 . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
+(−1)n+m−1 ⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai bi,i+1 . . . bi,i+j−2
m−2
∏
k=−1
bi,i+j+k . . . 1 . . . bi−1,i
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . . . . ai+j−2
m−2
∏
k=−1
bi+j−2,i+j+k . . . 1 . . . bi−1,i+j−2
1 . . . . . . g(T
i+j−2
i+j+m−2
)
m−2
∏
k=−1
bi+j+k,i+j+m−1 . . . 1 . . .
m−2
∏
k=−1
bi−1,i+j+k
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . . . . . . . . . . . . . γ 1 . . .1
1 . . . . . . . . . . . . . . . . . . a1 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . . . . . . . . . . . . . . . . 1 . . .ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
where α ∶= ε(b1,2⋯b1,n+m−1)an+ma1, γ ∶= ε(b1,n+m−1⋯bn+m−2,n+m−1)an+man+m−1, βλ ∶= ε(bλ,λ+1)aλaλ+1 for
1 ≤ λ ≤ n +m − 2 and
T¯
i+j−2
i+j+m−2 ∶=
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai+j−1 bi+j−1,i+j . . . bi+j−1,λbi+j−1,λ+1 bi+j−1,i+j+m−2
1 ai+j . . . bi+j,λbi+j,λ+1 bi+j,i+j+m−2
1 1 ⋮
1 1 . . . ε(bλ,λ+1)aλaλ+1 . . . bλ,i+j+m−2bλ+1,i+j+m−2
⋮ ⋮ ⋮ ⋮ ⋮
. . . . . . . . . . . . ai+j+m−2
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We write the entire expression of 2.4 as
⟨δ(∆i(f ○j g))
⎛⎜⎜⎜⎜⎜⎝
⊗
⎛⎜⎜⎜⎜⎜⎝
a1 b1,2 b1,3 . . . b1,n
1 a2 b2,3 . . . b2,n
⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . bn−1,n
1 1 1 . . . an+m−1
⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠
, an+m⟩ = E1 +E2 +E3 +E4 +E5 +E6,
5
where Ek denotes the k-th term in the expression.
We set
Ai,j ∶=
(−1)i+1⟨a′if
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai+1 . . . bi+1,i+j−1
m−1
∏
k=0
bi+1,i+j+k . . . 1 . . . bi−1,i+1
⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . ai+j−1
m−1
∏
k=0
bi+j−1,i+j+k . . . 1 . . . bi−1,i+j−1
1 . . . g(T
i+j−1
i+j+m−1
)
m−1
∏
k=0
bi+j+k,i+j+m .. . 1 . . .
m−1
∏
k=0
bi−1,i+j+k
⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . . . . . . . . . . an+m 1 . . . 1
1 1 . . . . . . . . . . . . a1 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 . . . . . . . . . . . . 1 . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
+E3 + (−1)i+j−1⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai . . . bi,i+j−2
m−2
∏
k=−1
bi,i+j+k . . . 1 . . . bi−1,i
⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . ai+j−2
m−2
∏
k=−1
bi+j−2,i+j+k . . . 1 . . . bi−1,i+j−2
1 . . . . . . η
m−1
∏
k=0
bi+j+k,i+j+m .. . 1 . . .
m−1
∏
k=0
bi−1,i+j+k
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . . . . . . . . . . . . . an+m 1 . . . 1
1 1 1 . . . . . . . . . a1 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . . . . . . . . . . . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
where a′i = aiε(bi,i+1⋯bi,n+m−1b1,i⋯bi−1,i),
Bi,j ∶= (−1)i+j+m−2f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai . . . bi,i+j−2
m−2
∏
k=−1
bi,i+j+k . . . 1 . . . bi−1,i
⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . ai+j−2
m−2
∏
k=−1
bi+j−2,i+j+k . . . 1 . . . bi−1,i+j−2
1 . . . . . . ζ
m−2
∏
k=−1
bi+j+k,i+j+m−1 . . . 1 . . .
m−2
∏
k=−1
bi−1,i+j+k
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . . . . . . . . . . . . . an+m 1 . . . 1
1 1 1 . . . . . . . . . . . . a1 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . . . . . . . . . . . . .ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩+E5+E6
where
η = ai+j−1ε(bi+j−1,i+j⋯bi+j−1,n+m−1)g (T i+j−1i+j+m−1)
ζ = g (T i+j−2i+j+m−2) ε(
m−2
∏
k=−1
bi+j+k,i+j+m−1) ,
and
Ci,j ∶=
(−1)i⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai+1 . . . bi+1,i+j−1
m−1
∏
k=0
bi+1,i+j+k . . . 1 . . . bi−1,i+1
⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . ai+j−1
m−1
∏
k=0
bi+j−1,i+j+k . . . 1 . . . bi−1,i+j−1
1 . . . . . . g(T
i+j−1
i+j+m−1
)
m−1
∏
k=0
bi+j+k,i+j+m .. . 1 . . .
m−1
∏
k=0
bi−1,i+j+k
⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . . . . . . . . . . an+m 1 . . . 1
1 1 . . . . . . . . . . . . a1 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 . . . . . . . . . . . . 1 . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
a′i,1⟩ +E1 +E2
The first term of Ai,j and that of Ci,j are the same modulo a sign. Using the fact that δg = 0, the third term
of Ai,j and the first term of Bi,j add up to give E4. Thus, we have
⟨δ(∆i(f ○j g))
⎛⎜⎜⎜⎜⎜⎝
⊗
⎛⎜⎜⎜⎜⎜⎝
a1 b1,2 b1,3 . . . b1,n
1 a2 b2,3 . . . b2,n
⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . bn−1,n
1 1 1 . . . an+m−1
⎞⎟⎟⎟⎟⎟⎠
⎞⎟⎟⎟⎟⎟⎠
, an+m⟩ = Ai,j +Bi,j +Ci,j (2.5)
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It may be verified that(−1)i+1Ai,j−1 + (−1)i+mBi,j + (−1)i+nCi−1,j =
<∆i((δf) ○j g))
⎛⎜⎜⎜⎝
⊗
⎛⎜⎜⎜⎝
a1 b1,2 b1,3 . . . b1,n+m−1
1 a2 b2,3 . . . b2,n+m−1
⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . am+n−1
⎞⎟⎟⎟⎠
⎞⎟⎟⎟⎠
, an+m > = 0 (2.6)
for 2 ≤ i ≤ n, 2 ≤ j ≤ n − 1 and i + j ≤ n. The second equality in (2.6) uses the fact that δf = 0.
For i, j ∈ {1, . . . , n + 1}, we define
Ai,0 ∶= (−1)i+1⟨g (T i−1i+m−1) f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai+m bi+m,i+m+1 ⋯bi+m,n+m−1 1 b1,i+m b2,i+m⋯ bi−1,i+m
1 ai+m+1 ⋯bi+m+1,n+m−1 1 b2,i+m+1 b2,i+m+1 . . . bi−1,i+m+1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 . . . an+m 1 . . . 1
1 1 . . . 1 a1 b1,2 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 . . . . . . . . . . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩,
C0,j = ⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 . . . b1,j−1
m−1
∏
k=0
b1,j+k b1,j+m . . . b1,n+m−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . aj−1
m−1
∏
k=0
bj−1,j+k bj−1,j+m . . . bj−1,n+m−1
1 . . . 1 g(T j−1j+m−1) m−1∏
k=0
bj+k,j+m . . .
m−1
∏
k=0
bj+k,n+m−1
1 . . . 1 1 aj+m . . . bj+m,n+m−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . . . . . . . . . . . . . an+m−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
an+m,1⟩,
and for i ∈ {1, . . . , n}, define
Bi,n−i+1 ∶= (−1)n+m+1⟨f
⎛⎜⎜⎜⎜⎜⎜⎜⎝
ai . . . bi,n−1
m
∏
k=1
bi,n−1+k b1,i . . . bi−1,i
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . an−1
m
∏
k=1
bn−1,n−1+k b1,n−1 . . . bi−1,n−1
1 . . . 1 g(Tn−1
n+m−1) ⋅ an+m
m−1
∏
k=0
b
1,n+k . . .
m−1
∏
k=0
bi−1,n+k
1 . . . 1 1 a1 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 . . . . . . . . . . . . . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩.
Thus, Ai,j , Bi,j+1, Ci−1,j are defined for all the values of i, j with i, j ≥ 1 and i + j ≤ n + 1. Moreover, it may
be verified that
A1,j−1 + (−1)m+1B1,j + (−1)n+1C0,j =
⟨(δf)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a1 . . . b1,j−1
m−1
∏
k=0
b1,j+k b1,j+m . . . b1,n+m−1 1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 1
1 . . . aj−1
m−1
∏
k=0
bj−1,j+k bj−1,j+m . . . bj−1,n+m−1 1
1 . . . 1 g(T j−1j+m−1) m−1∏
k=0
bj+k,j+m . . .
m−1
∏
k=0
bj+k,n+m−1 1
1 . . . 1 1 aj+m . . . bj+m,n+m−1 1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ 1
1 . . . . . . . . . . . . . . . an+m−1 1
1 . . . 1 1 1 1 1 an+m
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩ = 0
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We also have(−1)i+1Ai,0 + (−1)i+mBi,1 + (−1)i+nCi−1,1 =
⟨(δf)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
g(T i−1i+m−1) m−1∏
k=0
bi+k,i+m . . .
m−1
∏
k=0
bi+k,n+m−1 1
m−1
∏
k=0
b1,i+k . . .
m−1
∏
k=0
bi−1,i+k
1 ai+m . . . bi+m,n+m−1 1 b1,i+m . . .
m−1
∏
k=0
bi−1,i+m
. . . . . . . . . . . . 1 . . . . . . . . .
. . . . . . . . . an+m−1 1 b1,n+m−1 . . . bi−1,n+m−1
. . . . . . . . . 1 an+m 1 . . . 1
. . . . . . . . . 1 1 a1 . . . b1,i−1
. . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . 1 1 1 . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩ = 0
and(−1)i+1Ai,n−i + (−1)i+mBi,n−i+1 + (−1)i+nCi−1,n−i+1 =
⟨(δf)
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
ai . . . . . . bi,n−1
m−1
∏
k=0
bi,n+k 1 b1,i . . . bi−1,i
1 ai+1 . . . bi+1,n−1
m−1
∏
k=0
bi+1,n+k 1 b1,i+1 . . . bi−1,i+1
⋮ ⋮ ⋮ ⋮ ⋮ 1 ⋮ ⋮
1 . . . . . . an−1
m−1
∏
k=0
bn−1,n+k 1 . . . . . . bi−1,n−1
1 . . . . . . g(T n−1n+m−1) 1 m−1∏
k=0
b1,n+k . . .
m−1
∏
k=0
bi−1,n+k
1 . . . . . . . . . . . . an+m 1 . . . 1
1 1 . . . . . . . . . . . . a1 . . . b1,i−1
⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮
1 1 . . . . . . . . . . . . . . . ai−1
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
,1⟩
Thus, we obtain
0 = ∑
1≤i≤n,1≤j≤n−1,i+j≤n+1
(−1)(j−1)(m−1)+i(n+m−1) ((−1)i+1Ai,j−1 + (−1)i+mBi,j + (−1)i+nCi−1,j) (2.7)
Rearranging the terms in the above sum, and using equation 2.5, we get,
0 = ∑
1≤i≤n,1≤j≤n,i+j≤n
(−1)(j−1)(m−1)+i(n+m)+1(Ai,j +Bi,j +Ci,j)
−∑ni=1(−1)m−1+i(n+m)Ai,0 −∑ni=1(−1)n(m+1)+i(n+1)Bi,n−i+1
−∑nj=1(−1)(j−1)(m−1)C0,j
= ⟨δ(H)
⎛⎜⎜⎜⎜⎜⎝
a1 b1,2 b1,3 . . . b1,n
1 a2 b2,3 . . . b2,n
⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . bn−1,n
1 1 1 . . . an+m−1
⎞⎟⎟⎟⎟⎟⎠
, an+m⟩
−(−1)m(n+1)⟨(ρ2(f ⊗ g))
⎛⎜⎜⎜⎜⎜⎝
a1 b1,2 b1,3 . . . b1,n
1 a2 b2,3 . . . b2,n
⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . bn−1,n
1 1 1 . . . an+m−1
⎞⎟⎟⎟⎟⎟⎠
, an+m⟩
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−(−1)m(n+1)⟨∆(f) ⋅ g)
⎛⎜⎜⎜⎜⎜⎝
a1 b1,2 b1,3 . . . b1,n
1 a2 b2,3 . . . b2,n
⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . bn−1,n
1 1 1 . . . an+m−1
⎞⎟⎟⎟⎟⎟⎠
, an+m⟩
−⟨f ○ g)
⎛⎜⎜⎜⎜⎜⎝
a1 b1,2 b1,3 . . . b1,n
1 a2 b2,3 . . . b2,n
⋮ ⋮ ⋮ ⋮ ⋮
1 1 1 . . . bn−1,n
1 1 1 . . . an+m−1
⎞⎟⎟⎟⎟⎟⎠
, an+m⟩.
Proposition 2.4. The family ∆ = {∆● ∶ C●(A,B, ε) Ð→ C●−1(A,B, ε)} determines a BV-operator on the
homotopy G-algebra C●(A,B, ε).
Proof. We consider f ∈ Zn(A,B, ε) and g ∈ Zm(A,B, ε). By definition (see [8, § 3]), we know that
[f, g] = f ○ g − (−1)(n−1)(m−1)g ○ f ∈ Cm+n−1(A,B, ε) (2.8)
Applying Lemma 2.3 and (2.8), it follows that
[f, g]−(−1)(n−1)m(∆f)⋅g+(−1)(n−1)mρ2(f⊗g)+(−1)(m−1)∆(g)⋅f+(−1)mρ2(g⊗f) ∈ Bm+n−1(A,B, ε) (2.9)
Applying Lemma 2.2, it follows from (2.9) that
[f, g]−(−1)(n−1)m(∆f) ⋅g+(−1)m(n−1)mρ2(f⊗g)+(−1)(m−1)∆(g) ⋅f+(−1)m(n−1)ρ1(f⊗g) ∈ Bm+n−1(A,B, ε)
Since ρ1(f ⊗ g) + ρ2(f ⊗ g) =∆(f ⋅ g), we get
[f, g] − (−1)(n−1)m(∆f) ⋅ g + (−1)m(n−1)∆(f ⋅ g) + (−1)(m−1)∆(g) ⋅ f ∈ Bm+n−1(A,B, ε)
Using the fact that the dot product is graded commutative, i.e., ∆(g) ⋅ f = (−1)n(m−1)f ⋅∆(g), the result is
now clear.
Theorem 2.5. For secondary cohomology classes f¯ ∈ Hn(A,B, ε) and g¯ ∈ Hm((A,B, ε), the Gerstenhaber
bracket is determined by
[f¯ , g¯] = −(−1)(n−1)m(∆(f ⋅ g) −∆(f) ⋅ g − (−1)nf ⋅∆(g)) ∈ Hm+n−1(A,B, ε)
Here f and g are any cocycles representing the classes f¯ and g¯ respectively.
Proof. This follows directly by applying Proposition 2.1 and Proposition 2.4.
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