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Keberadaan pencilan dalam set data prediksi cacat perangkat lunak memunculkan dua pilihan 
penanganan, yaitu apakah tetap digunakan dengan mengabaikan keberadaannya sebagai pencilan, ataukah 
dihapuskan dari set data uji coba. Pengabaian keberadaan pencilan dalam set data uji menghasilkan akurasi 
hasil prediksi yang secara signifikan lebih rendah dibandingkan dengan jika pencilan tersebut dihapuskan dari 
set data uji coba. Dalam paper ini diusulkan utilisasi pencilan kelas dalam set data prediksi cacat perangkat 
lunak untuk meningkatkan kinerja sistem prediksi cacat perangkat lunak. Metode yang diusulkan terdiri dari 
proses prediksi pencilan kontekstual dari set data uji, menggunakan model prediksi berbasis pohon keputusan 
tunggal. Selanjutnya dilakukan dengan proses prediksi label kelas cacat perangkat lunak menggunakan dua 
buah model prediksi berbasis pohon keputusan tunggal, yang masing-masing berfungsi untuk melakukan 
prediksi cacat perangkat lunak terhadap subset data normal dan subset data pencilan. Hasil pengujian terhadap 
lima set data NASA dari repository PROMISE menunjukkan bahwa metode yang diusulkan memiliki kinerja 
akurasi yang lebih baik dibandingkan penggunaan algoritma J48 yang mengabaikan keberadaan pencilan, 
maupun yang menghapuskan pencilan dari set data sampel pengujian. 
 





Dalam setiap siklus pengembangan perangkat 
lunak, pengujian perangkat lunak merupakan salah 
satu fase yang banyak menyita sumber daya utama 
proyek, yaitu waktu, biaya dan tenaga. Salah satu 
cara yang dapat ditempuh untuk dapat 
mengoptimalkan sumber daya yang ada adalah 
memprioritaskan pengalokasikan sumber daya 
proyek hanya pada modul-modul perangkat lunak 
yang memiliki potensi besar mengandung cacat 
(defect). Untuk itulah diperlukan suatu metode untuk 
dapat memprediksi apakah sebuah modul perangkat 
lunak berpotensi mengandung cacat atau tidak. 
Permasalahan prediksi cacat perangkat lunak 
termasuk dalam ranah permasalahan klasifikasi. Oleh 
karena itulah sejumlah penelitian sebelumnya 
mengusulkan metode-metode  klasifikasi untuk 
menghasilkan sistem prediksi cacat perangkat lunak 
dengan kinerja terbaik. Sebagian metode yang 
diusulkan berasal dari metode-metode klasifikasi 
dalam domain pembelajaran mesin (machine 
learning), seperti misalnya expectation–
maximization,  naïve bayes, dan random forests [8]. 
Dari sekian banyak metode yang pernah diusulkan, 
sejumlah metode berbasis pohon keputusan, baik 
pohon keputusan tunggal maupun ansambel pohon 
keputusan, menunjukkan kinerja yang sangat baik 
seperti misalnya ditunjukkan dalam [2], [6], dan [12].  
Akan tetapi, kinerja yang baik dari metode-
metode berbasis pohon keputusan juga belum dapat 
dimaksimalkan, karena masih dipengaruhi oleh 
adanya pencilan dalam sampel data penelitian 
prediksi cacat perangkat lunak. Dua penelitian yang 
membahas tentang mekanisme deteksi dan 
penanganan terhadap pencilan adalah [1] dan [2].  
Dalam kedua penelitian tersebut, digunakan sejumlah 
nilai ambang (threshold) yang bersifat statis dari 
atribut-atribut data untuk membedakan antara data 
normal dan data pencilan. 
Karena menggunakan nilai ambang yang bersifat 
statis, maka model-model prediksi yang dihasilkan 
dari penelitian tersebut tidak cukup fleksibel untuk 
dapat diterapkan dalam kasus-kasus set data prediksi 
cacat perangkat lunak lainnya. Hal ini disebabkan 
masing-masing proyek perangkat lunak memiliki 
karakteristik tersendiri yang belum tentu sesuai 
dengan karakteristik set data yang dijadikan sampel 
dalam dua penelitian tersebut. 
Permasalahan utilisasi sampel data penelitian 
juga perlu mendapatkan perhatian dari kedua 
penelitian tersebut. Karena pencilan yang telah dapat 




dideteksi tidak digunakan lagi dalam proses 
pembangunan model prediksi cacat perangkat lunak 
dengan metode-metode yang dipilih, yaitu naïve 
bayes, J48, dan random forest. Hal ini tentunya 
mengurangi tingkat utilisasi data dari sampel data 
penelitian. Selain itu, tidak ada seorangpun yang 
dapat menjamin bahwa kasus-kasus khusus yang saat 
itu tercatat sebagai pencilan dalam set data 
penelitian, tidak dapat terjadi kembali di masa yang 
akan datang sebagai sebuah pola yang kuat.   
Walaupun hingga saat ini masih terjadi 
perdebatan tentang perlu-tidaknya mengikutsertakan 
data pencilan dalam proses analisis data, resiko 
tersebut sudah selayaknya dihindari. Sehingga hal ini 
merupakan tantangan bagi para peneliti untuk dapat 
meningkatkan kinerja prediksi cacat perangkat lunak, 
dengan tetap memaksimalkan utilisasi sampel data 
penelitian, yang di dalamnya juga terkandung 
pencilan. Hal ini didukung oleh Boetteicher [3], yang 
menyatakan bahwa pemilihan data pelatihan dan 
pengujian yang tepat akan dapat meningkatkan 
kinerja metode prediksi cacat perangkat lunak. 
Dalam paper ini diusulkan sebuah metode ansambel 
pohon keputusan untuk meningkatkan kinerja sistem 
prediksi cacat perangkat lunak dengan tetap 
memaksimalkan utilisasi data sampel penelitian. 
 
2. MODEL, ANALISIS, DESAIN, DAN 
IMPLEMENTASI  
 
Secara garis besar, metode prediksi cacat 
perangkat lunak yang diusulkan dalam paper ini 
terdiri dari dua bagian penting, yaitu prediksi 
pencilan dan prediksi cacat perangkat lunak. Kedua 
macam proses prediksi tersebut dilakukan dengan 
dua tahapan, yaitu tahapan induksi dan tahapan 
deduksi. Tahapan pertama, yaitu tahapan induksi 
dilakukan dengan langkah-langkah sebagai berikut: 
1. Melakukan normalisasi data. 
2. Menentukan centroid dari masing-masing 
klaster kelas. Karena masing-masing set data 
yang digunakan dalam penelitian ini hanya 
memiliki dua macam kelas, yaitu kelas label 
defect = true dan kelas label defect = false, 
maka penentuan centroid dilakukan dengan 
menghitung nilai rata-rata untuk masing-masing 
atribut dari seluruh anggota tiap klaster kelas. 
3. Menghitung jarak euclidean terhadap kedua 
buah centroid untuk setiap data dalam set data. 
Pencilan kontekstual diperoleh dengan 
membandingkan nilai jarak masing-masing data 
terhadap centroid klaster kelas defect = true 
dan centroid klaster kelas defect = false. 
Sebuah data akan dinyatakan sebagai pencilan 
kontekstual dari kelas defect = true jika jarak 
euclidean data tersebut terhadap centroid 
klaster kelas defect = true lebih besar dari jarak 
euclidean data tersebut terhadap centroid 
klaster kelas defect = false. Begitu juga 
sebaliknya, data akan dinyatakan sebagai 
pencilan kontekstual dari kelas defect = false 
jika jarak euclidean data tersebut terhadap 
centroid klaster kelas defect = false lebih besar 
dari jarak euclidean data tersebut terhadap 
centroid klaster kelas defect = true. Ilustrasi 
dari penentuan pencilan kontekstual 
berdasarkan centroid kelas dapat dilihat pada 
Gambar 1. 
4. a) Berdasarkan langkah ketiga, dilakukan 
pembangunan dua buah model prediksi 
berbentuk pohon keputusan. Pohon keputusan 
yang pertama dibangun dari sub set data yang 
diidentifikasi sebagai pencilan. Sedangkan 
pohon keputusan yang kedua dibangun dari sub 
set data yang diidentifikasi sebagai data normal. 
Setiap pohon keputusan dibangun 
menggunakan teknik induksi dalam algoritma 
J48, yang merupakan implementasi algoritma 
C4.5 dalam bahasa pemrograman Java. 
b) Berdasarkan langkah ketiga, dilakukan 
pembentukan set data baru hasil modifikasi set 
data sebelumnya, dengan menambahkan atribut 
baru, yaitu atribut pencilan. Atribut ini bertipe 
nominal, dengan pilihan nilai “yes” jika data 
tersebut adalah pencilan dan bernilai “no” jika 
bukan pencilan. Set data yang telah 
dimodifikasi kemudian digunakan untuk 
membangun model pohon keputusan yang 
nantinya akan digunakan dalam proses prediksi 
pencilan. Pohon keputusan untuk keperluan 
prediksi pencilan ini juga dihasilkan dengan 
metode induksi dari algoritma J48. 
 
 
Gambar 1. Ilustrasi Deteksi Pencilan Berbasis 
Centroid Kelas 
 
Tahapan deduksi terdiri dari dua proses utama, 
yaitu prediksi pencilan dan prediksi cacat perangkat 
lunak. Proses prediksi pencilan dilakukan dengan 
menggunakan pohon keputusan yang dihasilkan dari 
langkah 4b tahapan induksi. Keluaran yang 
dihasilkan dari proses prediksi pencilan kemudian 
dibagi menjadi dua kategori, yaitu data uji yang 
diprediksi sebagai pencilan dan data uji yang 
diprediksi sebagai data normal. Kedua sub set data 
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uji tersebut akan dijadikan sebagai masukan untuk 
proses prediksi cacat perangkat lunak. Data-data uji 
yang diprediksi sebagai pencilan kemudian diproses 
menggunakan pohon keputusan „pencilan‟ yang 
dihasilkan dari langkah 4a tahapan induksi. 
Sedangkan data-data uji yang diprediksi sebagai data 
normal diproses menggunakan pohon keputusan 
normal yang juga dihasilkan dari langkah 4a tahapan 
induksi. Keluaran dari proses prediksi dengan pohon 
keputusan normal dan pohon keputusan pencilan 
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Gambar 2. Tahapan Induksi dari metode prediksi 
cacat perangkat lunak yang diusulkan 
 
3. SKENARIO UJI COBA  
 
3.1 Set Data Uji Coba 
Uji coba dalam penelitian ini menggunakan lima 
buah set data dari tim Metrics Data Program NASA 
yang tersimpan dalam repositori PROMISE. Kelima 
set data tersebut adalah CM1, JM1, KC1, KC2 dan 
PC1.  Seluruh set data dalam uji coba memiliki daftar 
atribut berupa metrik perangkat lunak yang sama, 
yaitu dua puluh satu atribut bertipe kontinyu, 
ditambah satu atribut yang menjadi atribut kelas 
(defect). Tabel 1 memperlihatkan sejumlah informasi 


























Gambar 3. Tahapan Deduksi dari metode prediksi 
cacat perangkat lunak yang diusulkan 
 
 
Tabel 1. Informasi umum set data yang digunakan    
dalam uji coba. 








CM1 449 49 498 
JM1 8779 2106 10885 
KC1 1783 326 2109 
KC2 415 107 522 
PC1 1032 77 1109 
 
 
3.2 Metode Uji Coba 
Metode Uji yang digunakan dalam penelitian ini 
adalah Full Train Full Test dan Ten Fold Cross 
Validation. Dengan Full Train Full Test, seluruh data 
dalam setiap set data digunakan sebagai data 
pelatihan sekaligus sebagai data uji. Sedangkan 
dengan Ten Fold Cross Validation, masing-masing 
set data akan dibagi menjadi sepuluh bagian, dimana 




masing-masing bagian secara bergiliran akan 
digunakan sebagai data uji terhadap sembilan bagian 
lainnya yang digunakan sebagai data pelatihan. 
Uji coba dalam penelitian ini dilakukan dalam 
dua macam skenario. Dalam Skenario I, data 
pencilan kelas, yang ditemukan menggunakan 
deteksi pencilan berbasis centroid, tidak digunakan 
dalam proses prediksi cacat perangkat lunak. Akurasi 
prediksi cacat perangkat lunak yang dihasilkan 
kemudian dibandingkan prediksi cacat perangkat 
lunak yang juga melakukan eksklusi pencilan kelas, 
yaitu yang ditemukan menggunakan deteksi pencilan 
berbasis threshold statis [2]. Sedangkan dalam 
Skenario II, data pencilan kelas, yang telah 
diidentifikasi menggunakan deteksi pencilan berbasis 
centroid, digunakan sebagai basis untuk membentuk 
model prediksi cacat perangkat lunak berupa pohon 
keputusan. 
 
4. HASIL UJI COBA 
 
Tabel 2 Hasil Uji Coba Skenario I dengan Metode 

















CM1 97,40% 100% 100% 100% 
JM1 94,82% 99,71% 99,55% 99,99% 
KC1 98,54% 99,95% 99,76% 100% 
KC2 98,71% 100% 99,29% 100% 
PC1 97,63% 99,59% 99,89% 100% 
Ket: RF = Random Forests. 
 
Tabel 3 Hasil Uji Coba Skenario I dengan Metode 

















CM1 94,80% 96,22% 97,71% 98,98% 
JM1 92,07% 92,39% 98,84% 99,16% 
KC1 96,81% 97,29% 99,40% 99,52% 
KC2 92,92% 93,56% 97,38% 97,38% 
PC1 96,81% 97,01 99,34% 99,45% 
Ket: RF = Random Forests. 
 
Tabel 2 dan Tabel 3 memperlihatkan 
perbandingan akurasi prediksi cacat perangkat lunak 
antara dua metode sebagai hasil dari uji  coba 
skenario I. Hasil pengujian dari Uji Coba Skenario I 
menunjukkan bahwa eksklusi data pencilan dimana 
data pencilan kelas dideteksi dengan menggunakan 
deteksi berbasis centroid menghasilkan prediksi 
cacat perangkat lunak yang lebih baik saat 
menggunakan algoritma J48 dan Random Forests 
dibandingkan jika data pencilan kelas dideteksi 
dengan menggunakan deteksi pencilan berbasis nilai 
ambang statis [2]. Sedangkan hasil dari Uji Coba 
Skenario II, seperti ditunjukkan pada Tabel 4 dan 
Tabel 5 memperlihatkan bahwa utilisasi pencilan 
kontesktual menghasilkan kinerja yang masih lebih 
baik jika dibandingkan dengan  metode J48 dan 
Random Forests yang tetap menggunakan seluruh 
data sampel penelitian. 
 
Tabel 4 Hasil Uji Coba Skenario II dengan Metode 











CM1 91.57% 99.60% 95,38% 
JM1 87.76% 98.48% 88,00% 
KC1 90.99% 98.58% 94,59% 
KC2 92.91% 97.51% 91,00% 
PC1 96.84% 99.28% 97,39% 
 
Tabel 5 Hasil Uji Coba Skenario II dengan Metode 











CM1 88,05% 88,86% 89,76% 
JM1 79,78% 80,95% 82,05% 
KC1 84,03% 85,18% 85,60% 
KC2 81,16% 82,82% 83,91% 





Berdasarkan hasil-hasil yang diperoleh dari uji 
coba, didapatkan simpulan bahwa prediksi cacat 
perangkat lunak menggunakan metode ansambel 
pohon keputusan dengan deteksi pencilan berbasis 
centroid menghasilkan akurasi yang lebih baik 
dibanding metode J48 dan Random Forests. 
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