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RESUMO 
A construção de um modelo de simulação envolve incertezas geológicas e operacionais, 
fazendo com que o resultado simulado não consiga reproduzir fielmente o resultado 
observado no reservatório real. Portanto, o ajuste de histórico (AH) é um processo de extrema 
relevância na simulação de reservatórios, uma vez que a partir dos dados dinâmicos 
observados (histórico) é possível estimar os parâmetros incertos que levam a essa resposta. 
Um importante aspecto do processo do AH é o fato de que inúmeras combinações dos 
atributos incertos podem gerar modelos ajustados, logo, a utilização de uma abordagem 
probabilística, onde diversos modelos são utilizados para representar o reservatório, é 
indicada. Adicionalmente, como a resposta real não é conhecida, é importante que todas as 
combinações de atributos que levem a respostas aceitáveis sejam contempladas. Existem 
diversas metodologias para realizar o processo de AH de maneira probabilística, dentre elas 
os métodos derivados do Filtro de Kalman (FK) vêm ganhando bastante espaço na indústria 
de óleo e gás, uma vez que são capazes de lidar com grande quantidade de parâmetros 
incertos dos modelos. Contudo, devido a problemas relacionados a números limitados de 
modelo, esses métodos tendem a subestimar as incertezas, tendo como consequência a 
negligência de possíveis respostas, podendo não contemplar a verdadeira. Um procedimento 
utilizado para evitar esse problema é a técnica da localização. 
Este trabalho tem como objetivo aplicar um método derivado do FK, o Conjunto 
Suavizado com Múltiplas Assimilações de Dados (Ensemble Smoother with Multiple Data 
Assimilation, ES-MDA), em conjunto com a técnica da localização em um modelo de 
simulação numérica com resposta conhecida. Com o intuito de avaliar as principais aplicações 
e limitações do método foram avaliadas a qualidade do ajuste, a redução das incertezas e a 
convergência da resposta final para três casos distintos: um com aplicação do ES-MDA sem 
localização e os outros dois por meio do ES-MDA com localização sob diferentes abordagens.  
Os resultados obtidos mostraram que ao utilizar o método ES-MDA sem a técnica da 
localização houve uma excessiva redução das incertezas e, que ao aplicar a técnica da 
localização houve uma melhora com relação a essa questão. Entretanto, as diferentes 
abordagens da localização apresentaram respostas diferentes, demonstrando assim, que sua 
utilização deve ser realizada de maneira cautelosa. 
Palavras-Chave: Ajuste de Histórico; Filtro de Kalman; ES-MDA.
   
ABSTRACT 
Reservoir simulation models contain a great amount of geological and operational 
uncertainties. As a consequence, simulated data cannot reproduce accurately dynamic data of 
the real reservoir (historical data). Thus, history matching (HM) is a very important process, 
which takes into consideration historical data to determine the uncertain parameters that lead 
to this response. Several combinations of the uncertainties can result in matched models, so, 
the utilization of a probabilistic approach is indicated, in which a certain amount of models is 
used to represent the reservoir. Additionally, the real response is not known and because of 
that it is important to use a probabilistic approach capable of representing all possible 
answers. There are several methodologies used to perform a probabilistic history matching, 
among them it is possible to point out the methods derived from Kalman Filter (KF), which 
are able to deal with a great number of uncertainties and that is the reason they are becoming 
a good alternative for the oil and gas industry. However, these methods tend to reduce the 
uncertainties significantly and this can neglect possible answers, which may include the real 
one. Thus, a procedure utilized to deal with this issue is the application of the localization 
technique.  
The objective of this work is to apply a method derived from the KF, the Ensemble 
Smoother with Multiple Data Assimilation (ES-MDA), in conjunction with localization 
technique in a benchmark model with a known response. Three different cases of the same 
model were used aiming to identify the main applications and limitations of the method: the 
first one is the application of ES-MDA without localization and the other two used ES-MDA 
with localization under distinct approaches.  
Results showed that ES-MDA without localization generated an ensemble with great 
uncertainties reduction. When applying localization technique it was possible to deal with this 
issue. However, the different approaches used with localization presented different answers, 
demonstrating that its uses should be carefully analyzed. 
Keywords: History Matching; Kalman Filter; ES-MDA.
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1 INTRODUÇÃO 
A engenharia de reservatórios corresponde a uma das principais áreas da engenharia de 
petróleo. Dentre suas diversas funções e objetivos, destaca-se o estudo do comportamento do 
reservatório onde é necessário estimar as principais propriedades que o caracterizam, como a 
permeabilidade, porosidade, saturação de água e presença de falhas, que normalmente são 
obtidas por meio de sísmica, perfilagem, teste de poços etc.  
Com a obtenção desses dados, é realizada a fase de caracterização do reservatório, onde 
modelos representativos do campo são construídos e utilizados para simular numericamente a 
previsão de produção de um reservatório e estimar seu comportamento, possibilitando um 
gerenciamento mais eficaz e uma avaliação econômica mais bem fundamentada.  
É importante salientar que todo esse processo envolve muitas incertezas e 
simplificações, como as geológicas e operacionais, fazendo com que os modelos gerados não 
consigam reproduzir fielmente aquilo que ocorre no reservatório. Logo, um passo essencial no 
processo de simulação é a incorporação de dados dinâmicos de produção, obtidos a partir da 
produção do campo, para calibração dos modelos. Tal processo é conhecido tradicionalmente 
na literatura como ajuste de histórico (AH). 
Segundo Rosa et al. (2011), o ajuste de histórico pode ser definido como um processo 
de otimização onde se busca a minimização da diferença entre os dados observados e os 
simulados (função objetivo). Portanto, o ajuste é um problema inverso no qual a resposta é 
conhecida e o principal objetivo é estimar os valores dos atributos (porosidade, 
permeabilidade, contato óleo-água) que levam a essa resposta. 
Basicamente, o ajuste pode ser abordado de duas formas distintas: determinística e 
probabilística. Na primeira abordagem é utilizado, em geral, apenas um modelo, onde são 
feitas modificações até chegar ao resultado esperado. Na segunda opção, são utilizados 
diversos modelos que incorporam as incertezas do campo de forma probabilística.  
Por meio do ajuste, obtém-se maior conhecimento das características e do 
comportamento do campo ao longo do tempo, possibilitando a redução das incertezas dos 
parâmetros utilizados para caracterizar o reservatório com base nos dados observados. 
Inúmeras técnicas podem ser empregadas para ajustar os modelos. Neste trabalho, foi 
utilizada uma técnica originalmente proposta por Evensen (1994), conhecida como Filtro de 
Kalman por Conjunto (Ensemble Kalman Filter, EnFK) que é uma ferramenta de assimilação 
de dados do histórico, que se baseia na implementação da técnica de Monte Carlo do Filtro de 
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Kalman (FK) (Kalman, 1960) para representar as funções de probabilidade dos atributos 
incertos, bem como na utilização da média e de matrizes de covariância para retratar as 
incertezas e calcular o incremento das funções analisadas (Seiler et al., 2011). 
Aanonsen et al. (2009) afirmaram que até a década de 90, a assimilação de dados por 
meio do EnFK e suas derivações eram mais utilizadas nas áreas de meteorologia e 
oceanografia. Entretanto, o EnFK passou por diversas alterações e atualizações que 
permitiram sua utilização em diferentes áreas, como por exemplo, na engenharia de 
reservatórios, mais especificamente no AH. Dentre essas modificações, pode-se destacar 
aquela proposta por Emerick e Reynolds (2013a): Conjunto Suavizado com Múltiplas 
Assimilações de Dados (Ensemble Smoother with Multiple Data Assimilation, ES-MDA), que 
foi utilizada neste trabalho.  
As principais contribuições do EnKF e suas variações se baseiam no fato dela conseguir 
interligar o ajuste de histórico e análise de incertezas por meio de uma abordagem estatística, 
minimizando a função objetivo e reduzindo as incertezas. Adicionalmente, no caso do ES-
MDA, Chen e Oliver (2014) enfatizaram o fato de ela utilizar uma assimilação baseada em 
conjunto onde todos os dados disponíveis são assimilados de forma simultânea, ao invés de 
uma assimilação baseada em conjunto de uma maneira sequencial no tempo, o que evita o 
reinício da simulação a cada passo de tempo e diminui o esforço computacional. 
Entretanto, grande preocupação demonstrada na literatura a respeito do uso do EnFK e 
suas derivações está relacionada com a significativa perda de variabilidade dos modelos, o 
que poderia acarretar no colapso das curvas de produção e sua divergência da resposta real, 
conforme foi apresentado no trabalho de Morosov (2016). Portanto, de acordo com Emerick 
(2016), o uso de alguns recursos, como a técnica da localização contribui para a melhoria dos 
modelos com relação a essa questão. 
1.1 Motivação 
Conforme exposto anteriormente, são muitas as incertezas consideradas no 
desenvolvimento de um campo de petróleo e, com a incorporação dos dados dinâmicos de 
produção, é possível reduzir essas incertezas por meio do processo de ajuste histórico, 
tornando os modelos e a previsão da produção mais confiáveis. Com isso, a alocação de 
recursos financeiros para o desenvolvimento ou revitalização de um campo pode ser mais bem 
aproveitada, ajudando a incrementar o Valor Presente Líquido (VPL) do projeto. 
Uma das maneiras de realizar o ajuste de histórico e análise de incertezas é por meio do 
EnFK e suas derivações. Aanonsen et al. (2009) apontou que a partir de 2001, com a evolução 
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de tais derivações, foi possível lidar melhor com o problema de ajuste de histórico em campos 
complexos e atingir bons resultados, apesar de algumas limitações. Dentre todas as variações, 
o ES-MDA foi proposto por Emerick e Reynolds em 2013, logo, se trata de uma abordagem 
relativamente nova. Com isso, a principal motivação deste trabalho está relacionada com as 
principais aplicações e limitações do método. 
Adicionalmente, a utilização de um modelo benchmark de resposta conhecida 
(UNISIM-I-H) é de extrema importância, uma vez que ao final do processo é verificado se a 
resposta do modelo simulado convergiu para aquela apresentada pelo modelo referência.  
Por fim, como no trabalho de Morosov (2016) foi utilizado um modelo semelhante 
(UNISIM-I-D) e houve uma divergência entre as respostas simulada e real, o uso de um 
tempo de histórico maior do que aquele utilizado por Morosov, também foi uma motivação 
para o trabalho, contribuindo para a verificação das limitações e aplicações do ES-MDA.  
1.2 Objetivos 
O principal objetivo deste trabalho é testar a técnica de ES-MDA para o ajuste de um 
caso benchmark (UNISIM-I-H), verificando a qualidade do ajuste, avaliando a redução de 
incertezas e variabilidade dos modelos e comparando a previsão de produção dos modelos 
ajustados com o caso de referência.  
Com relação ao ajuste, o principal intuito é gerar modelos que respeitem as 
parametrizações das incertezas indicadas e minimizar a diferença entre os dados simulados e 
observados, tornando os modelos mais confiáveis.  
A fim de tornar o processo mais completo, é importante realizar a avaliação de 
incertezas na previsão de produção e verificar se o método leva a uma redução excessiva da 
variabilidade dos modelos. Vale frisar que essa redução exagerada não é desejada, uma vez 
ela pode levar ao colapso para um mínimo local com risco de achar soluções que ajustam o 
histórico sem contemplar a previsão de produção próxima da resposta referência.  
Por conseguinte, para evitar problemas como o colapso dos modelos e gerar melhores 
resultados, o estudo da aplicação da técnica da localização se faz necessário para que os 
modelos consigam convergir para modelos plausíveis sem reduzir a variabilidade em excesso. 
1.3 Organização da Dissertação 
O presente trabalho está dividido em seis capítulos. O primeiro corresponde à 
introdução, onde o tema é apresentado, assim como a motivação, objetivo e organização da 
dissertação. No Capítulo 2 é abordada a fundamentação teórica e a revisão bibliográfica, 
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estando presentes os conceitos básicos para o entendimento do trabalho e o estado da arte de 
cada tópico envolvido no trabalho. O Capítulo 3 discute a metodologia. No Capítulo 4 é 
apresentada a aplicação, onde são descritos o modelo e os dados utilizados. O Capítulo 5 
contém o detalhamento dos resultados obtidos e suas discussões. No Capítulo 6 são expostas 
as conclusões e as recomendações para futuros trabalhos. 
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2 FUNDAMENTAÇÃO TEÓRICA E REVISÃO BIBLIOGRÁFICA 
Este capítulo apresenta conceitos fundamentais para o entendimento do trabalho 
apresentado, bem como os principais trabalhos encontrados na literatura, expondo o 
desenvolvimento e estado da arte de cada tópico envolvido no trabalho, dando enfoque ao 
método de Filtro de Kalman (FK) e suas variações baseadas em conjuntos (EnKF e ES-
MDA). 
2.1 Ajuste de Histórico 
O AH é um processo de extrema importância para obter um bom entendimento do 
reservatório e, com isso, melhorar o processo decisório envolvido em um projeto. No modelo 
de simulação e, consequentemente, no gerenciamento de campos de petróleo, existem 
diversas incertezas, que fazem com que os resultados simulados não consigam reproduzir 
acuradamente aquilo que ocorre no reservatório real. Logo, o ajuste consiste em um problema 
inverso, onde a resposta é conhecida e o objetivo é determinar os parâmetros que levam a essa 
resposta. 
Um importante aspecto desse processo é a não unicidade das soluções, ou seja, 
diferentes combinações podem gerar respostas semelhantes durante o AH. Todavia, ao 
realizar a previsão da produção após o ajuste, elas podem ter respostas distintas (Silva, 2011). 
Devido a esse fato, a utilização de apenas um modelo para representar o reservatório 
(abordagem determinística) pode negligenciar essas inúmeras respostas distintas. 
Para lidar com essa questão, a utilização de uma abordagem probabilística, onde 
diversos modelos são usados para representar o reservatório, é mais recomendada. Na 
abordagem probabilística, são geradas múltiplas soluções dentro da faixa de incertezas dos 
atributos incertos do reservatório, com mais chances de incluir a solução verdadeira. 
Moura Filho (2006), Silva (2011) e Costa (2012) apresentaram um bom exemplo das 
múltiplas soluções que podem ocorrer em um processo de AH. Por meio da Figura 2.1 é 
exibido um gráfico de vazão de água pelo tempo, onde os pontos em preto representam os 
dados de histórico, a curva em vermelho o caso base (modelo a priori), em azul o primeiro 
caso ajustado e em verde o segundo. Percebe-se que a curva em azul possui um ajuste melhor 
até a primeira metade do tempo, enquanto que a curva verde é mais bem ajustada na segunda 
metade. Tal fato evidencia a dificuldade de se trabalhar com o ajuste de forma determinística, 
pois ambas as soluções podem apresentar indicadores de qualidade semelhantes e serem 
possíveis respostas. Porém suas características e, consequentemente, previsões de 
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comportamento podem ser bastante diferentes. Assim, pelo fato do enfoque probabilístico 
trabalhar com múltiplas soluções, ele pode englobar os dois modelos, por exemplo, evitando 
que possíveis respostas sejam negligenciadas. 
 
 
Figura 2.1: Exemplo de ajuste de histórico com múltiplas soluções (Silva, 2011). 
 
Cumpre salientar que mesmo com a geração de múltiplos modelos ajustados, isso não é 
suficiente para garantir que a previsão da produção seja adequadamente representada, como 
ocorreu no trabalho de Morosov (2016). Logo, sua aplicação tem que ser avaliada 
cuidadosamente. 
2.1.1 Tipos de Ajuste de Histórico: manual, automático e assistido 
Tradicionalmente, o AH pode ser dividido em três categorias: manual, automática e 
assistida. A decisão de qual maneira utilizar depende da complexidade do problema e dos 
recursos disponíveis. O processo manual é realizado por meio de tentativa e erro, onde o 
profissional responsável é bastante exigido. Uma vantagem desse método está relacionada 
com a possibilidade de inserir a experiência do profissional no processo. Entretanto, existe 
uma limitação na busca do espaço de soluções (Costa, 2012). Portanto, ele é mais utilizado 
quando os recursos computacionais não são suficientes para lidar com abordagens mais caras 
computacionalmente ou quando ferramentas não estão disponíveis para a execução desta 
forma. 
Com o desenvolvimento de programas e novas tecnologias, o processo automático 
ganhou mais espaço e vem sendo alvo de constantes pesquisas. Um importante aspecto dessa 
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categoria de AH está relacionado com o fato da possível procura de soluções em todo o 
espaço de busca, que pode levar a realização de muitas simulações, aumentando 
consideravelmente o esforço computacional (Sousa, 2007) (Gireli, 2016). 
Devido a esses fatores, a alternativa mais usada nos dias atuais é o ajuste assistido. Nele, 
há uma combinação das vantagens dos tipos descritos anteriormente. 
Enquanto que as tarefas chaves para o sucesso do projeto, como a parametrização e redução 
do espaço de busca, são realizadas por profissionais envolvidos, as tarefas manuais, como a 
procura da solução, são automatizadas. Com isso é possível dividir o processo em etapas, 
avaliando-as individualmente, o que permite uma análise mais detalhada e completa de cada 
etapa e, consequentemente, do processo como um todo. (Schiozer et al., 2009).  
2.1.2 Função Objetivo 
Uma maneira de avaliar a qualidade do ajuste é por meio da função objetivo (FO). 
Segundo Oliver e Chen (2011) a utilização da FO pode ter três finalidades diferentes: 
minimização da variação entre os dados observados e simulados; cálculo da solução com 
máximo a posteriori (MAP); e obtenção de amostras a partir da função de probabilidade dos 
modelos. Cumpre ressaltar que dependendo da abordagem utilizada, essas finalidades podem 
estar interligadas entre si.  
Almeida (2016) atentou para o fato de que a FO pode ser usada de maneira global ou 
multiobjetivo. No primeiro caso, as variáveis analisadas (vazão de água (qw), óleo (qo) etc.) 
eram combinadas em uma única FO, que representa a qualidade global do ajuste. Entretanto, 
isso pode mascarar a qualidade de cada função individualmente. Para contornar esse 
problema, é utilizada a FO multiobjetivo, onde cada variável é analisada separadamente. 
Portanto, para que o ajuste seja realizado com sucesso, todas as FOs devem estar ajustadas. 
Existem diversas maneiras de definir a FO, uma forma bastante utilizada é o 
Afastamento Quadrático Normalizado com Sinal (AQNS). De acordo com Maschio et al. 
(2016), o AQNS pode ser definido conforme a formulação a seguir. 
Primeiro é calculado o afastamento simples (A): 
 
𝐴 = ∑(𝑑𝑠𝑖𝑚,𝑛 − 𝑑𝑜𝑏𝑠,𝑛)
𝑁𝑜𝑏𝑠
𝑛=1
 (2.1) 
                                          
sendo dsim,n os dados simulados no tempo n, dobs,n os dados observados no tempo n e Nobs a 
quantidade de dados observados. 
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Posteriormente, é definido o afastamento quadrático com sinal (AQS): 
𝐴𝑄𝑆 =
𝐴
|𝐴|
∑(𝑑𝑠𝑖𝑚,𝑛 − 𝑑𝑜𝑏𝑠,𝑛)
2
𝑁𝑜𝑏𝑠
𝑛=1
 (2.2) 
 
Em seguida, o afastamento quadrático aceitável (AQA) é estabelecido: 
 
𝐴𝑄𝐴 = ∑(𝑇𝑜𝑙 ∗ 𝑑𝑜𝑏𝑠,𝑛 + 𝐶)
2
𝑁𝑜𝑏𝑠
𝑛=1
 (2.3) 
 
onde Tol é a tolerância estabelecida para os dados de histórico e C é uma constante 
adicionada a fim de evitar valores de AQA nulos. A tolerância e a constante são escolhidas 
para cada série de dados de forma a tornar o AQNS comparável para todas as funções a serem 
ajustadas. 
Por fim, é calculado o AQNS: 
 
𝐴𝑄𝑁𝑆 =
𝐴𝑄𝑆
𝐴𝑄𝐴
 (2.4) 
 
A partir da determinação de um critério de seleção de valores aceitáveis de AQNS, é 
possível definir quais modelos satisfazem essa premissa. A Figura 2.2 mostra um exemplo 
onde o eixo vertical apresenta os valores de AQNS e o horizontal os poços. Nela, o limite de 
aceitação do AQNS é [-1,1], ou seja, valores fora desse intervalo mostram que o modelo não 
está dentro do limite aceitável, como é o caso de alguns modelos dos poços “P1” e “P4”. Por 
outro lado, para os poços “P2” e “P3” todos os modelos se encontram dentro da faixa de 
aceitação. 
2.2 Integração do AH com a Análise de Incertezas 
Segundo Silva (2011), as incertezas de um modelo de reservatório são associadas com a 
falta de conhecimento dos atributos que o caracteriza. Adicionalmente, Becerra (2007) afirma 
que o grau de impacto das incertezas corresponde ao risco associado a um modelo. Portanto, a 
quantificação dessas incertezas é fundamental para avaliação do risco, e consequentemente, 
para a tomada de uma decisão mais bem fundamentada. 
O processo de AH por si só não é suficiente para o conhecimento e entendimento total 
do comportamento do reservatório. Portanto, é de extrema relevância integrar a análise de 
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incertezas com o AH, uma vez que a análise de incertezas permite avaliar o impacto de cada 
atributo incerto e, assim, reduzir o intervalo desses parâmetros para valores que apresentam 
melhores ajustes. Assim, o AH e a análise de incerteza são processos que se complementam 
quando o problema de AH é formulado no contexto probabilístico.  
 
 
Figura 2.2: Exemplo de AQNS. 
 
Na indústria de petróleo, a análise de incertezas começou a ser incorporada ao processo 
de AH na década de 1960, entretanto, sua utilização começou a se tornar mais popular com a 
primeira crise do petróleo em 1973 (Neto et al., 2003a). 
Oliver e Chen (2011) afirmaram que foi na primeira década do século XXI que essa 
incorporação teve seu maior progresso, devido principalmente ao aumento do poder 
computacional e a implementação de métodos geoestatísticos e de Monte Carlo. Em seu 
trabalho, Oliver e Chen apresentaram uma revisão dos principais progressos obtidos na 
primeira década dos anos 2000, discutindo sobre métodos de reparametrização de incertezas, 
função objetivo, algoritmos para AH e metodologias capazes de quantificar as incertezas. 
Para descrever as incertezas dos atributos, é muito comum empregar as funções de 
densidade de probabilidade (pdf). Segundo Neto et al. (2003b), elas são responsáveis por 
descreverem matematicamente como cada atributo se comporta dentro de uma faixa aceitável, 
ou seja, a pdf é capaz de dizer qual a probabilidade de ocorrência de cada valor. Os tipos de 
pdf mais comuns são apresentados na Figura 2.3. 
Moura Filho (2006), Becerra (2007) e Silva (2011) exemplificaram a integração do AH 
com a análise de incertezas por meio da Figura 2.4, onde é possível observar a pdf de um 
parâmetro incerto (Figura 2.4a) e as curvas de produção de água acumulada (Figura 2.4b). A 
partir da pdf inicial (curva em verde), são gerados modelos que simulam a produção de água 
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acumulada durante o período de histórico, conforme ilustrado na figura. Analisando esse 
gráfico junto com a pdf, observou-se que os modelos com melhores ajustes eram aqueles que 
tinham valores mais altos do parâmetro incerto. Portanto, a pdf foi modificada e a incerteza 
foi reduzida para esses valores que levaram aos melhores ajustes, gerando assim o conjunto 
final de modelos (curvas em azul). 
 
             
     (a): normal ou gaussiana                                   (b): triangular 
              
                                           (c): uniforme                                                       (d): log-normal 
Figura 2.3: Distribuição de probabilidades: normal ou gaussiana (a); triangular (b); uniforme (c); log-
normal (d) (adaptado de Silva, 2011). 
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(a): pdf inicial e final 
 
(b): produção de água acumulada do conjunto inicial e final 
Figura 2.4: Pdf do conjunto inicial e final (a); produção de água acumulada para o conjunto inicial e final 
(b) (adaptado de Moura Filho, 2006). 
2.3 Estatística Bayesiana 
Por meio do Teorema de Bayes é possível relacionar a distribuição dos parâmetros 
incertos com os dados observados e, assim, essas incertezas podem ser quantificadas e 
reduzidas, integrando, o processo de AH com o de análise de incertezas (Maschio e Schiozer, 
2014).  
Supondo que o vetor m representa os parâmetros incertos, a regra de Bayes pode ser 
descrita como: 
 
𝑝(𝑚|𝑑𝑜𝑏𝑠) = 𝐶 𝑝(𝑑𝑜𝑏𝑠|𝑚) 𝑝(𝑚) (2.5) 
 
onde p(m|dobs) é a distribuição a posteriori dos atributos m condicionada aos dados 
observados, C uma constante de normalização, p(dobs|m) a função de verossimilhança de m 
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dado o vetor dobs, que corresponde à probabilidade condicional dos atributos incertos em 
função dos dados de histórico e p(m) a distribuição a priori de m. 
De acordo com Tarantola (2005), a função de verossimilhança é responsável por dizer 
quão bom os parâmetros incertos estão levando em consideração os dados de histórico 
disponíveis. Assim sendo, a função de verossimilhança é uma ferramenta bastante útil na 
determinação dos atributos desconhecidos, já que uma das alternativas para resolver esse tipo 
de problema seria sua maximização. De acordo com Tarantola (2005), tal solução também é 
conhecida como máximo a posteriori (MAP) e pode não possuir solução analítica ou não ser 
única.  
Tarantola (2005) afirmou ainda que existem diversas maneiras de amostrar a 
distribuição a posteriori p(m|dobs), mostrada na Equação (2.5). Dentre elas, podem-se citar 
os métodos de Markov Chain Monte Carlo (MCMC), Verossimilhança Máxima Aleatória 
(Randomized Maximum Likelihood, RML) e o Filtro de Kalman (FK). Porém, Silva (2016) 
alegou que os métodos de MCMC e RML podem apresentar grandes esforços 
computacionais, portanto, o FK se torna uma boa alternativa para esse problema. 
2.4 Filtro de Kalman e suas derivações 
2.4.1 Filtro de Kalman  
O FK é uma metodologia de assimilação sequencial de dados, proposta originalmente 
em 1960 por Rudolf E. Kalman. Para sua utilização, são necessárias duas premissas 
fundamentais: o problema abordado tem que ser linear e todas as incertezas tem que seguir 
uma distribuição Gaussiana. Ele foi largamente utilizado em problemas de navegação, cálculo 
de órbitas, posicionamento dinâmico de embarcações etc. (Li et al., 2015). 
Sua formulação matemática pode ser dividida em duas etapas: simulação e análise. Na 
primeira etapa é realizada a simulação dos dados do modelo baseado na dinâmica do 
problema. Já na etapa de análise, os dados de histórico são incorporados, gerando o conjunto 
atualizado (Oliver e Chen, 2011). 
Supondo que o vetor y seja composto por parâmetros incertos do modelo (m) e pelos 
parâmetros de estado (p), como pressão e saturação, tem-se que: 
 
𝑦𝑛 = [
𝑚𝑛
𝑝𝑛
] (2.6) 
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𝐶𝑌𝑛 = 𝐸[(𝑦
𝑛 − 𝐸[𝑦𝑛]) (𝑦𝑛 − 𝐸[𝑦𝑛])𝑇] (2.7) 
 
onde n representa o passo de tempo, CY a covariância do vetor y (incertezas), E[x] o valor 
esperado de x e T a transposta da matriz. 
Sendo Fn a função que representa a dinâmica do problema, pode-se definir o vetor 
simulado (yf): 
 
𝑦𝑛,𝑓 = 𝐹𝑛 𝑦
𝑛−1,𝑎 (2.8) 
  
onde o sobrescrito “f” faz referência a etapa de simulação e o sobrescrito “a”, a etapa de 
análise, ou seja, o vetor simulado vai ser uma função do vetor análise do passo de tempo 
anterior. Ressalta-se que é utilizada a letra “f” pelo fato da literatura se referir a essa etapa 
como etapa de forecast. Entretanto, para evitar que esse termo seja confundido com a etapa de 
previsão da produção (também chamada de forecast em inglês), realizada após o período de 
histórico, ele foi adotado neste trabalho como “simulação”. 
Adicionalmente, como as incertezas são representadas por uma matriz de covariância 
(CY), ela também poder definida como uma função (Fn) do vetor análise do passo de tempo 
anterior: 
 
𝐶𝑌𝑛
𝑓 = 𝐹𝑛𝐶𝑌𝑛−1
𝑎 𝐹𝑛
𝑇 (2.9) 
 
A etapa de análise pode ser definida como: 
 
𝑦𝑛,𝑎 = 𝑦𝑛,𝑓 + 𝐾𝑛(𝑑𝑜𝑏𝑠
𝑛 − 𝑑𝑠𝑖𝑚
𝑛 ) (2.10) 
 
𝐾𝑛 = 𝐶𝑌𝐷𝑛
𝑓 (𝐶𝐷𝐷𝑛
𝑓 + 𝐶𝐷𝑛)
−1
 (2.11) 
  
𝐶𝑌𝑛
𝑎 = (𝐼 − 𝐾𝑛𝐻𝑛)𝐶𝑌𝑛
𝑓
 (2.12) 
 
sendo CYD a matriz de covariância cruzada entre y e dsim, CDD a matriz de autocovariância dos 
dados simulados, CD a matriz dos erros de medição associados aos dados observados, I a 
matriz identidade, Kn a matriz de ganho de Kalman e Hn uma matriz de sensibilidade que 
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relaciona os dados simulados com os parâmetros do modelo. Matematicamente, as matrizes 
podem ser descritas como: 
 
𝐶𝑌𝐷𝑛
𝑓 = 𝐸[(𝑦𝑛,𝑓 − 𝐸[𝑦𝑛]) (𝑑𝑠𝑖𝑚
𝑛 − 𝐸[𝑑𝑠𝑖𝑚
𝑛 ])𝑇] (2.13) 
 
𝐶𝐷𝐷𝑛
𝑓 = 𝐸[(𝑑𝑠𝑖𝑚
𝑛 − 𝐸[𝑑𝑛]) (𝑑𝑠𝑖𝑚
𝑛 − 𝐸[𝑑𝑠𝑖𝑚
𝑛 ])𝑇] (2.14) 
 
𝐶𝐷𝑛 =
[
 
 
 
𝜎1
2 0 … 0
0 𝜎2
2 … 0
⋮ ⋮ ⋱ ⋮
0 0 … 𝜎𝑁𝑑
2 ]
 
 
 
 (2.15) 
 
𝑑𝑠𝑖𝑚
𝑛 = 𝐻𝑛𝑦
𝑛,𝑓 (2.16) 
  
onde σ² é a variância e Nd o número de dados observados. Cumpre salientar que a matriz 
descrita pela Equação (2.15) é difícil de ser estimada, mas a forma apresentada é comumente 
utilizada na literatura e mostra que ela representa uma matriz diagonal, demonstrando que não 
há correlação entre o erro dos dados observados. 
Aanonsen et al. (2009) afirmaram que a formulação do FK pode ser derivada de 
inúmeras maneiras, dentre elas está o teorema de Bayes. De fato, sob as premissas da 
linearidade e da distribuição gaussiana das incertezas, Emerick (2012) demonstrou que a 
solução da MAP é equivalente àquela obtida pelo FK. 
Apesar de utilizado para diversas situações, uma grande limitação do FK diz respeito à 
sua capacidade de lidar apenas com problemas lineares. Portanto, o FK foi desenvolvido até 
chegar ao Filtro de Kalman Extendido (Extended Kalman Filter, EKF), que foi capaz de lidar 
com problemas não lineares. Entretanto, pelo fato do EKF utilizar uma equação linearizada 
para propagação do erro (CY), isso pode gerar instabilidades na sua evolução. Além disso, ao 
lidar com problemas mais complexos, a matriz de covariância CY se tornou inviável de ser 
atualizada e armazenada (Evensen, 2009). 
2.4.2 Filtro de Kalman por Conjunto 
Para lidar com os problemas ocorridos com a utilização do EKF, Evensen (1994) propôs 
o Filtro de Kalman por Conjunto (EnKF). Embora proposto em 1994, o EnKF conforme é 
conhecido nos dias atuais, passou por modificações propostas por Burgers et al. (1998) e 
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Houtekamer e Mitchell (1998), onde foi abordado o fato de que os dados observados seriam 
introduzidos de forma independente e aleatória para cada membro do conjunto.  
Evensen (2007) publicou um livro com os principais conceitos e aplicações referentes 
ao EnKF. Complementarmente, Aanonsen et al. (2009) apresentou um artigo com uma 
revisão detalhada das principais aplicações do EnKF dentro da engenharia de reservatórios. 
Cumpre ressaltar que o EnKF passou a ser muito utilizado nas ciências atmosféricas e 
oceânicas, portanto, muitas das contribuições ao método de EnKF provém dessas áreas. 
Evensen (2009) apontou que o principal fator para o sucesso do EnKF diz respeito a 
utilização de um conjunto de vetores de estado responsáveis por representar todos os modelos. 
Isso tornou possível sua utilização em problemas de grandes dimensões. 
Para que isso seja possível de ser alcançado, foi necessário redefinir as matrizes de 
covariância que agora representam todos os modelos: 
 
𝐶𝑌𝐷𝑛
?̃? =
1
𝑁𝑒 − 1
∑(𝑦𝑗
𝑛,𝑓 − 𝑦𝑛,𝑓̅̅ ̅̅ ̅)(𝑑𝑠𝑖𝑚,𝑗
𝑛 − 𝑑𝑠𝑖𝑚
𝑛̅̅ ̅̅ ̅̅ )𝑇
𝑁𝑒
𝑗=1
 (2.17) 
 
𝐶𝐷𝐷𝑛
?̃? =
1
𝑁𝑒 − 1
∑(𝑑𝑠𝑖𝑚,𝑗
𝑛 − 𝑑𝑠𝑖𝑚
𝑛̅̅ ̅̅ ̅̅ )(𝑑𝑠𝑖𝑚,𝑗
𝑛 − 𝑑𝑠𝑖𝑚
𝑛̅̅ ̅̅ ̅̅ )𝑇
𝑁𝑒
𝑗=1
 (2.18) 
 
e portanto: 
𝐾?̃? = 𝐶𝑌𝐷𝑛
?̃?  (𝐶𝐷𝐷𝑛
?̃? + 𝐶𝐷𝑛)
−1 
 (2.19) 
 
onde Ne corresponde ao número total de modelos, 𝑦𝑛,𝑓̅̅ ̅̅ ̅e  𝑑𝑠𝑖𝑚
𝑛̅̅ ̅̅ ̅̅  a média de y e dos 𝑑𝑠𝑖𝑚
𝑛 , 
respectivamente, e j o número do modelo. 
Vale frisar que as médias dos dados simulados e dos parâmetros incertos são definidas 
como: 
 
𝑑𝑠𝑖𝑚
𝑛̅̅ ̅̅ ̅̅ =
1
𝑁𝑒
∑(𝑑𝑠𝑖𝑚,𝑗
𝑛 )
𝑁𝑒
𝑗=1
  (2.20) 
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𝑦𝑛,𝑓̅̅ ̅̅ ̅ =
1
𝑁𝑒
∑(𝑦𝑗
𝑛,𝑓)
𝑁𝑒
𝑗=1
  
(2.21) 
Logo, a equação da etapa de análise pode ser reescrita como:  
 
𝑦𝑛,𝑎 = 𝑦𝑛,𝑓 + 𝐾?̃?(𝑑𝑜𝑏𝑠
𝑛 − 𝑑𝑠𝑖𝑚
𝑛 ) (2.22) 
 
Ao analisar a equação (2.22), chega-se à conclusão que o vetor analisado (ya) é uma 
combinação linear do vetor simulado (yf). Logo, é de vital importância que as incertezas 
iniciais, representadas pelo conjunto inicial a ser utilizado, sejam adequadamente abrangentes, 
para que a verdadeira resposta esteja dentro desses limites (Aanonsen et al., 2009). Um 
importante parâmetro utilizado nessa abordagem se refere ao tamanho do conjunto (número 
de modelos), uma vez que ele tem que ser suficientemente grande para conseguir representar 
as incertezas do problema. Houtekamer e Mitchell (1998) realizaram um estudo sobre esse 
parâmetro e chegaram à conclusão que um número da ordem de 100 conseguiu representar 
bem seu problema. Logo, esse valor passou a ser usado por muitos trabalhos na literatura. 
Quanto menor o tamanho do conjunto, menor o esforço computacional. Entretanto, 
conforme Evensen (2007), ao reduzir essa quantidade, problemas como correlações espúrias e 
excessiva redução da variabilidade são evidenciados. Correlações espúrias ocorrem quando 
dois atributos se correlacionam, apesar de não possuírem nenhuma explicação física. Como 
exemplo, é possível citar a vazão de óleo de um poço no bloco leste e a permeabilidade no 
bloco oeste, que não são hidraulicamente conectados.  
A Figura 2.5 mostra um estudo comparando o desvio padrão de um conjunto com 250 
modelos e outro com 100 utilizando o EnKF. Para validar o resultados, o método foi 
executado 6 vezes com sementes diferentes para o conjunto com 100 modelos. Observa-se 
que a variância do conjunto maior é superior do que a do menor, e, além disso, com o avanço 
das atualizações a variabilidade do conjunto diminui com o passar do tempo. Portanto, a 
quantidade de modelos é de fato de extrema relevância para aplicação do método. 
 
35 
  
 
Figura 2.5: Avaliação do tamanho do conjunto (adaptado de Evensen, 2007). 
 
A primeira utilização do EnKF na engenharia de reservatórios foi realizada por Nævdal 
et al.(2002), onde foi feito o monitoramento em uma região no entorno de um poço, com a 
finalidade de gerar previsões de produção mais consistentes com os dados de histórico. 
Evensen et al. (2007) usou a metodologia do EnKF em um campo real situado no Mar 
do Norte. Apesar de relatada certa dificuldade em ajustar os dados de produção de água, 
houve uma grande melhora na reprodução dos dados de histórico, quando comparado com o 
caso a priori. Adicionalmente, também foi apontada uma significativa redução da 
variabilidade dos modelos. 
Thulin et al. (2007) afirmaram que o EnKF vinha sendo muito utilizado para atualização 
de parâmetros petrofísicos, como porosidade e permeabilidades. Contudo, atributos como 
contato óleo-água ou gás-óleo também era muito relevantes para poder gerar curvas de 
previsão de produção satisfatórias. Por conseguinte, ao integrar os contatos como incerteza no 
processo de AH por meio do EnKF em um caso benchmark, Thulin et al. ajustaram os dados 
simulados aos de produção e conseguiram uma curva de previsão de produção satisfatória. 
Ao implementar o EnKF em um campo real, Haugen et al. (2008) avaliaram como a 
inclusão dos erros de medição pode afetar a assimilação dos dados. Ao afirmar que alguns 
dados do histórico podem ser muito problemáticos, a simples inclusão do erro de medição não 
é suficiente para representar certo dado observado. Por isso, a inserção de um filtro que 
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identifique e corrija possíveis pontos fora da curva (outliers) estabilizou o desempenho da 
metodologia em alguns casos, mas não foi determinante para o sucesso do processo. 
Emerick e Reynolds (2012) apontaram para o fato de que a utilização do EnKF gera 
piores ajustes dos dados observados quando comparado com outros métodos como MCMC. 
Entretanto, MCMC requer muito esforço computacional e, portanto, não são ideais para casos 
de reservatórios grandes e complexos. Assim, eles propuseram uma nova metodologia capaz 
de combinar os dois procedimentos, conseguindo gerar melhores ajustes com tempos 
computacionais mais razoáveis. 
Embora muito utilizado no AH, Emerick e Reynolds (2013a) atentaram para o fato de 
que o EnKF é responsável por atualizar os parâmetros do modelo (m) e os de estado (p). Em 
outras palavras, m e p serão atualizados segundo a Equação (2.10), sem nenhuma equação de 
fluxo regendo a relação entre eles, o que pode levar a uma violação do balanço de materiais 
do modelo e até gerar valores irreais, como por exemplo, saturação negativa (Aanonsen et al., 
2009). Portanto, o reinício da simulação a cada passo de tempo se faz necessário, mas isso faz 
com que o tempo computacional aumente significativamente. 
Dito isso, Wen e Chen (2005) avaliaram a consistência entre p e m ao realizar o AH por 
meio do EnKF. Para isso, foi adicionada uma etapa a cada passo de tempo, responsável por 
verificar a consistência entre p e m. Todavia, Zafari e Reynolds (2007) demonstraram que tal 
etapa adicional não é consistente do ponto de vista estatístico e, portanto, não deve ser usada. 
2.5 Conjunto Suavizado  
van Leeuwen e Evensen (1996) propuseram o Conjunto Suavizado (Ensemble 
Smoother, ES), que consiste em um método baseado no EnKF, mas que realiza a assimilação 
de todos os dados disponíveis em única vez, evitando o reinício da simulação. Isso fez com 
que o método ficasse mais rápido e fácil de implementar. 
A primeira aplicação do ES em um processo de AH foi realizada por Skjervheim et al. 
(2011), onde a metodologia foi aplicada para casos de campo sintético e real. Como principal 
contribuição do método, é apontada a redução no tempo da simulação, que representou 10% 
daquele observado ao aplicar o EnKF. 
Em contrapartida, Emerick e Reynolds (2013a) afirmaram que por conta dessa 
assimilação simultânea, há uma perda na qualidade do ajuste dos dados de produção, quando 
comparado ao caso do EnKF. 
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2.5.1 Conjunto Suavizado com Múltiplas Assimilações de Dados 
Uma saída apresentada por Emerick e Reynolds (2013a) para a questão da baixa 
qualidade do ajuste dos dados de produção, foi a proposição do Conjunto Suavizado com 
Múltiplas Assimilações de Dados (ES-MDA). Tal proposição utiliza como base o ES e a 
única diferença reside no fato de que mais de uma iteração é realizada, fazendo com que a 
qualidade do ajuste melhore a cada iteração. 
A Figura 2.6 apresenta um fluxograma da metodologia do ES-MDA cujos passos estão 
descritos a seguir. 
 
Figura 2.6: Fluxograma ES-MDA (baseado no trabalho de Emerick, 2016). 
 
1) Defina Ni: definição do número total de iterações (Ni). 
2) Conjunto Inicial: como o ES-MDA não é uma metodologia sequencial, 
primeiramente é realizada a atualização das incertezas dos modelos (m). Os parâmetros de 
estado (p) são atualizados posteriormente segundo as equações de fluxo do simulador, 
evitando assim, o reinício da simulação em cada passo de tempo e a inconsistência entre essas 
duas variáveis, conforme mencionado anteriormente. Portanto, nesta etapa é necessário definir 
Início 
2) Conjunto 
Inicial 
 
3) Etapa de 
Simulação 
 
6) Etapa de 
Análise 
 
7) Conjunto 
Atualizado 
4) Conjunto 
Simulado 
SIM 
 5) Dados 
observados 
 
8) Ni foi 
alcançado? 
 
NÃO 
Fim 
1) Defina 
Ni 
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a quantidade de modelos (Ne) que compõe o conjunto e, além disso, também é preciso definir 
as incertezas e suas pdfs, para que os modelos possam ser gerados segundo o método de 
Monte Carlo. Dito isso, o conjunto inicial pode ser representado por: 
 
{𝑚𝑗
𝑓}𝑗=1
𝑁𝑒  (2.23) 
 
3) Etapa de Simulação: por meio da função não linear (g), representada pelo simulador, 
são calculados os dados simulados da etapa de simulação (𝑑𝑠𝑖𝑚), como vazão de óleo (qo) e de 
água (qw). 
 
𝑑𝑠𝑖𝑚,𝑗 = 𝑔(𝑚𝑗
𝑓) (2.24) 
 
4) Conjunto Simulado: com mf e 𝑑𝑠𝑖𝑚, o conjunto simulado é estabelecido. 
5) Dados Observados: etapa responsável pela incorporação dos dados de histórico. Uma 
vez que a medição desses dados pode conter erros, a adição de um ruído se faz necessária.  
 
𝑑𝑜𝑏𝑠,𝑗 = 𝑑𝑜𝑏𝑠 +√𝛼𝑖𝐶𝐷
1/2
 𝑧𝑑 (2.25) 
 
onde zd é um vetor coluna com dimensão igual ao número de dados (Nd) e possui uma 
distribuição normal com média 0 e desvio padrão igual a 1 ((𝑧𝑑~Ɲ(0, 𝐼𝑁𝑑)) e αi é o coeficiente 
de inflação. Ressalta-se que o coeficiente de inflação corresponde ao peso atribuído a cada 
iteração. Por conseguinte, a soma do seu inverso tem que ser igual a uma unidade, conforme 
mostra a relação abaixo: 
 
∑
1
𝛼𝑖
𝑁𝑖
𝑖=1
= 1 
(2.26) 
 
6) Etapa de Análise: assim como no FK, esta fase é responsável por integrar a etapa de 
simulação e os dados de histórico. A formulação é muito parecida com aquela utilizada no FK 
(Equação (2.10)), a diferença é que apenas os parâmetros do modelo são atualizados, as 
matrizes de covariância são definidas conforme as equações (2.17) e (2.18) e o coeficiente de 
inflação (αi) foi inserido na matriz de ganho de Kalman. Logo: 
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𝑚𝑗
𝑎 = 𝑚𝑗
𝑓 + ?̃?(𝑑𝑜𝑏𝑠,𝑗 − 𝑑𝑠𝑖𝑚,𝑗) (2.27) 
 
?̃? = 𝐶𝑀𝐷
?̃?  (𝐶𝐷𝐷
?̃? + 𝛼𝑖𝐶𝐷)
−1 
  (2.28) 
  
7) Conjunto Atualizado: após a etapa de análise é gerado o conjunto atualizado: 
 
{𝑚𝑗
𝑎}𝑗=1
𝑁𝑒  (2.29) 
 
8) Ni foi alcançado? Se ainda restam iterações a serem feitas, o conjunto atualizado 
servirá como conjunto inicial para a iteração seguinte. Caso o número de iterações seja 
atingido, tem fim a metodologia do ES-MDA. 
A Figura 2.7 mostra um esquema das metodologias do EnKF, ES e ES-MDA, 
explicitando suas principais diferenças. O eixo das ordenadas representa a atualização dos 
modelos, mostrada pelas setas em azul, que se referem ao período de histórico, o eixo das 
abcissas mostra o tempo, sendo que d1, d2 e d3 são diferentes tempos do período de histórico 
e a seta em verde mostra o período de previsão. Conforme mencionado anteriormente, o 
EnKF consiste em uma assimilação sequencial, ou seja, até o tempo d1 é feita uma 
atualização, depois é feita outra atualização até o tempo d2 e assim sucessivamente. Para o 
caso do ES é feita apenas uma atualização e para o ES-MDA é feita uma atualização por 
iteração, sendo que no exemplo mostrado foram realizadas 4 iterações, logo, 4 atualizações 
foram necessárias. 
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(a): EnKF 
 
(b): ES 
 
(c): ES-MDA 
Figura 2.7: Comparação entre EnKF (a), ES (b) e ES-MDA (c) (adaptado de 
Silva, 2016). 
 
Por se tratar de um método relativamente novo, o ES-MDA ainda não possui uma 
literatura tão vasta quanto ao EnKF. Em seu trabalho pioneiro sobre o assunto, Emerick e 
Reynolds (2013a) atentaram para o fato de que apesar da qualidade do ajuste melhorar com o 
aumento do número de iterações, a variabilidade do conjunto reduz, podendo acarretar no 
colapso das pdfs e curvas de produção. A metodologia foi testada em três casos distintos, dois 
campos sintéticos e um real, e em todas as situações o número de iterações necessárias para 
atingir bons resultados do ajuste foi igual a 4. Adicionalmente, diferentes abordagens 
utilizadas para valores de α tiveram pouca influência na resposta final. 
Emerick e Reynolds (2013b) realizou assimilação de dados de produção e de sísmica 
por meio das técnicas de EnKF e ES-MDA e mostrou que para 4 iterações o método de ES-
MDA produziu um ajuste dos dados superior ao EnKF. Além disso, mesmo com o número de 
simulações 4 vezes maior, o tempo gasto pela metodologia ES-MDA foi apenas 4% mais alto 
do que pelo EnKF, demonstrando assim, a elevada capacidade da metodologia ES-MDA 
quando comparada com o EnKF. 
Emerick (2016) corroborou o fato de que 4 iterações e α constante geram bons ajustes 
dos dados e boa estimação das incertezas. Entretanto, foi proposta uma formulação alternativa 
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ao ES-MDA capaz de definir o número de iterações e os valores de α segundo o progresso da 
FO do processo. Adicionalmente, ele demonstrou que apesar da qualidade do ajuste ter 
melhorado com a incorporação dos dados sísmicos, houve uma forte redução da variabilidade 
do conjunto. 
Morosov (2016) utilizou a metodologia ES-MDA em um processo de Desenvolvimento 
do Campo em Malha Fechada (Closed Loop Field Development, CLFD) e observou uma 
diferença das respostas entre os modelos simulados e o modelo referência (resposta real), e 
isso pode ter sido causado pela excessiva redução da variabilidade, principalmente na curva 
de permeabilidade relativa da água, que fez com que a resposta divergisse daquela 
apresentada pelo modelo de referência. 
De fato, autores como Evensen (2007), Cheng e Oliver (2014) e Emerick (2016) 
apontaram que as principais limitações das metodologias derivadas do FK, estão relacionadas 
com a geração de correlações espúrias e a excessiva redução da variabilidade do conjunto, o 
que pode gerar a divergência da resposta real. Para auxiliar no processo de avaliação da 
variabilidade, Oliver et al. (2008) utilizaram uma ferramenta simples capaz de representar 
quantitativamente a variância dos modelos: a Soma da Variância Normalizada (SVN). 
Matematicamente, ela pode ser determinada como: 
 
𝑆𝑉𝑁 = ∑
𝜎2[𝑚𝑗
𝑎]
𝜎2 [𝑚𝑗
𝑓]
𝑁𝑒
𝑗=1
 (2.30) 
 
Para lidar com essas questões, uma abordagem bastante utilizada na literatura é a 
técnica da localização.  
2.5.2 Localização 
Houtekamer e Mitchell (1998) foram os pioneiros na utilização da técnica da 
localização na metodologia do EnKF. Nos processos de AH sua principal função é aumentar a 
variabilidade do conjunto e evitar a ocorrência de correlações espúrias (Emerick e Reynolds, 
2011). 
Aanonsen et al.(2009) afirmaram que a localização é uma técnica baseada no produto de 
Schur (∘), que consiste na multiplicação elemento por elemento, entre uma matriz de 
correlação (ρ) e as matrizes de covariância definidas na etapa de análise, conforme mostra a 
equação a seguir: 
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𝑚𝑗
𝑎 = 𝑚𝑗
𝑓 +  𝜌 ∘ 𝐾(𝑑𝑜𝑏𝑠,𝑗 − 𝑑𝑠𝑖𝑚,𝑗) (2.31) 
 
A definição de ρ depende do tipo da localização a ser utilizada. Watanabe e Datta-Gupta 
(2009) apresentaram três tipos diferentes: a localização hierárquica, por linhas de fluxo e a 
dependente da distância. A hierárquica não vem sendo muito utilizada nos processos de AH, 
por isso ela não será abordada. No segundo caso, os dados são assimilados apenas nas regiões 
influenciadas pelas linhas de fluxo em determinado passo de tempo, ou seja, para essas 
células do grid ρ recebe o valor de um, enquanto que para as outras regiões seu valor é igual a 
zero (Arroyo-Negrete et al., 2008). Por fim, a localização dependente da distância destaca-se 
como um dos tipos mais utilizados. Ela se baseia em uma função entre a distância do ponto 
onde foi observado o dado (localização do poço) e qualquer ponto da malha. Em outras 
palavras, ao empregar esse tipo de técnica, os dados do histórico de cada poço são assimilados 
apenas nas regiões delimitadas por ρ, que representam as áreas de influência de cada poço.  
Nesse último tipo de abordagem existem diversas maneiras de definir ρ. Gaspari e Cohn 
(1999) descreveram uma formulação que vem sendo bastante utilizada em problemas de AH: 
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onde h representa a distância euclidiana entre o ponto de observação e qualquer ponto do grid 
e L a distância crítica, que delimita a região de influência de cada poço. 
Por meio da utilização da matriz de correlação, pode-se dizer que cada célula da malha 
dentro das regiões de influência dos poços, terá um valor de ρ diferente, ou seja, cada célula 
terá uma combinação linear diferente. Isso faz com que o espaço de busca pela resposta 
aumente, o que gera o aumento da variabilidade do conjunto (Aanonsen et al., 2009). Somado 
a isso, nas áreas onde não existe nenhuma região de influência dos poços, ρ é igual à zero, ou 
seja, mj
a é função apenas de mj
f, o que contribui para o aumento da variabilidade. 
Emerick e Reynolds (2011) propuseram uma abordagem para utilização da formulação 
de Gaspari e Cohn (1999). Essa abordagem é utilizada para representar modelos 
anisotrópicos, onde uma elipse define as regiões de influência de cada poço, sendo que Lx e 
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Ly representam as distâncias críticas e θ o ângulo de rotação da elipse, conforme mostra a 
Figura 2.8. 
 
Figura 2.8: Representação da região da localização por uma elipse (Emerick e Reynolds, 2011). 
 
Portanto, h pode ser definido como: 
 
ℎ = √(
ℎ𝑥′
𝐿𝑥
)
2
+ (
ℎ𝑦′
𝐿𝑦
)
2
 (2.33) 
 
sendo hx’e hy’ as distâncias do eixo x e y rotacionados pelo ângulo θ, que podem ser descritas 
da seguinte maneira: 
 
[
ℎ𝑥′
ℎ𝑦′
] = [
cos 𝜃 sin 𝜃
− sin 𝜃 cos 𝜃
] [
ℎ𝑥
ℎ𝑦
] (2.34) 
 
Além disso, Emerick e Reynolds (2011) afirmaram que ao selecionar regiões muito 
pequenas pode levar a mudança muito forte e restrita nos parâmetros dos modelos. Por isso, 
na definição das distâncias críticas foi levado em consideração a distância de influência 
baseada no modelo geológico mais a distância de influência baseada na sensibilidade dos 
dados.  
Ao utilizar a técnica da localização, Emerick (2016) corroborou o fato de que sua 
utilização é fundamental para que seja alcançado bom ajuste dos dados e boa variabilidade do 
conjunto. Todavia, pelo fato da permeabilidade relativa da água (krw) não ter sido atualizada 
segundo as regiões delimitadas pela matriz de correlação, foi observado o colapso das curvas 
de krw. 
44 
  
Por fim, Silva (2016) apresentou um trabalho de CLFD semelhante àquele desenvolvido 
por Morosov (2016), porém na parte de AH foi utilizado o ES-MDA com localização e o 
resultado obtido demonstrou bons ajustes dos dados e, apesar de uma grande redução da 
variabilidade dos modelos, sua resposta convergiu para a resposta de referência após o 
período de histórico.  
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3 METODOLOGIA 
A metodologia desenvolvida neste trabalho está dividida em quatro etapas, conforme 
mostra a Figura 3.1, e está baseada na aplicação do método ES-MDA para três situações 
distintas referentes a um mesmo modelo de reservatório: STD, LOC1 e LOC2.  
 
 
Figura 3.1: Fluxograma da metodologia geral. 
 
A primeira situação se refere à aplicação do ES-MDA na sua forma original, sem a 
técnica da localização. Nas outras duas situações, é utilizada a técnica da localização sob 
diferentes abordagens. A comparação entre as três situações é feita para avaliar se houve uma 
2) FILTRO 
3) PREVISÃO DA PRODUÇÃO 
4) ANÁLISE DO NÚMERO DE MODELOS E ITERAÇÕES 
LOC1 LOC2 STD 
1A) Aplicação 
do ES-MDA 
1B) Análise do 
ajuste 
1C) Análise das 
respostas dos 
atributos 
incertos e da 
redução das 
incertezas 
1) COMPARAÇÃO 
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excessiva redução da variabilidade do conjunto, assim como foi verificado em trabalhos 
anteriores (Morosov, 2016; Emerick, 2016), e analisar o comportamento da técnica da 
localização em perspectivas diferentes. São também identificadas as principais aplicações e 
limitações do método para cada abordagem. 
A avaliação dos resultados da primeira etapa é dividida em duas partes: análise do ajuste 
(1B) e análise da resposta dos atributos incertos e da redução das incertezas (1C). 
Subsequentemente, é realizada a etapa de filtro (2), com o intuito de selecionar modelos 
aceitáveis obtidos na etapa anterior, e a previsão da produção (3), para verificar se o conjunto 
de soluções contempla a resposta de referência. Ao final, a influência de parâmetros como 
número de iterações e número de modelos por iteração é analisada, complementando, assim, a 
metodologia. 
A principal contribuição do trabalho se refere à utilização de abordagens distintas para 
um mesmo modelo, tornando possível assim, determinar a maneira mais eficiente para lidar 
com a aplicação do método de ES-MDA. Adicionalmente, por meio de uma FO multiobjetivo, 
é feita a filtragem dos modelos, o que ainda não foi reportado nos trabalhos de AH com 
métodos derivados do FK. 
A seguir é apresentada uma descrição detalhada de cada passo da metodologia. 
3.1 Comparação 
Na primeira etapa da metodologia, três abordagens distintas são utilizadas com o intuito 
de avaliar o comportamento do método:  
 STD – Referente à metodologia original do ES-MDA, sem localização. 
 LOC1 – Referente à aplicação do ES-MDA com a técnica da localização dependente 
da distância. As áreas de influência são definidas segundo as regiões de influência de 
cada par de poços produtor-injetor e essas áreas são delimitadas de acordo com a 
elipse definida pela Figura 2.8. 
 LOC2 – Também referente à utilização da técnica da localização dependente da 
distância. A diferença entre ela e a anterior é a maneira de determinar as áreas de 
influência dos poços. Conforme mencionado na Seção 2.5.2, pequenas regiões 
podem levar a atualizações das incertezas muito restritas, portanto, as regiões 
selecionadas são maiores que as do caso anterior. A partir de um modelo resultante 
da média dos atributos incertos dos modelos a priori (conjunto inicial), são 
calculadas as linhas de fluxo para o campo durante o período de histórico. Com esse 
resultado são obtidas projeções 2D das linhas de fluxo referentes a todas as camadas. 
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Em seguida, seleciona-se o tempo do histórico onde elas apresentam uma maior área 
e, assim, é traçada a elipse representando a área de influência de cada poço. A Figura 
3.2 mostra um exemplo. 
 
 
Figura 3.2: Exemplo das regiões definidas na abordagem LOC2. 
 
Uma limitação dos casos LOC1 e LOC2 está relacionada com a definição das elipses, 
pois é muito difícil combiná-las perfeitamente com as áreas de influência delimitadas para 
cada poço. 
3.1.1 Aplicação do ES-MDA (1A) 
No caso STD é aplicada a metodologia ES-MDA conforme descrita na Seção 2.5.1. 
Para os casos LOC1 e LOC2 o método descrito segue a Seção 2.5.2, variando apenas as 
elipses (os valores de ρ) para cada poço. 
3.1.2 Análise do ajuste (1B) 
A análise do ajuste é realizada por meio de uma FO multiobjetivo. Primeiramente são 
selecionadas as variáveis a serem analisadas, como por exemplo, vazão de óleo (qo) e de água 
(qw). Em seguida, são definidos os parâmetros necessários para o cálculo das FOs como, por 
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exemplo, as tolerâncias para o cálculo do AQNS e, por fim, são comparados os valores da FO 
de cada variável para cada situação abordada.  
3.1.3 Análise das respostas dos atributos incertos e da redução das incertezas (1C) 
Para avaliar e comparar as respostas dos atributos incertos e da redução das incertezas 
são utilizadas as seguintes ferramentas: 
 SVN (Equação (2.30)); 
 Histograma, valores da média e desvio padrão de incertezas escalares, como 
compressibilidade da rocha e contato óleo-água; 
 Média e desvio padrão das imagens das incertezas petrofísicas, como porosidade e 
permeabilidades. 
3.2 Filtro 
Nesta etapa, é definido um valor aceitável da FO, para que sejam selecionados aqueles 
modelos que apresentaram ajustes dentro da faixa de aceitação. Em outras palavras, o filtro é 
responsável por verificar se dentro da solução encontrada existem soluções aceitáveis para 
cada uma das três abordagens. 
A filtragem dos modelos é uma etapa relevante para a metodologia, uma vez que ela é 
responsável por selecionar e dar continuidade ao processo apenas com aqueles modelos 
considerados satisfatórios. Entretanto, cumpre ressaltar que os métodos derivados do FK 
tendem a reduzir significativamente a variabilidade dos parâmetros, o que leva a uma redução 
da variabilidade das respostas dos modelos durante a previsão da produção. Por isso, a 
filtragem dos modelos não pode ser realizada de forma muito rigorosa, uma vez que ela pode 
acentuar a redução da variabilidade da previsão da produção.  
3.3 Previsão da produção 
Na etapa de previsão da produção, primeiramente é realizada a previsão de produção 
dos modelos do conjunto a priori (inicial). Posteriormente, é feita a previsão de todos os 
modelos do conjunto a posteriori (atualizado) para a averiguação do comportamento da 
metodologia sem o filtro. Ao final, realiza-se a previsão dos modelos filtrados e, assim, é 
analisada a variabilidade dos conjuntos e a convergência da resposta dos modelos simulados 
para a resposta referência, verificando qual a abordagem mais adequada.  
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3.4 Análise do número de modelos e iterações 
Por fim, com a aplicação de todos os passos anteriores, é selecionada a melhor 
abordagem e, a partir dela, são modificados o número de modelos (Ne) e de iterações (Ni), 
com a finalidade de avaliar seu impacto na variabilidade, no ajuste dos dados de histórico e na 
previsão da produção. 
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4 APLICAÇÕES 
A metodologia apresentada foi aplicada em um caso benchmark com resposta 
conhecida, denominado UNISIM-I-H. O caso é baseado nos dados do campo de Namorado, 
localizado na Bacia de Campos e foi construído com o intuito de proporcionar a aplicação, 
desenvolvimento e comparação de diversas metodologias. Outros trabalhos como o de 
Bertolini et al. (2015), Maschio e Schiozer (2016) e Silva (2016) também utilizaram o mesmo 
modelo. 
O caso foi desenvolvido por Avansi (2014) e maiores detalhes sobre o modelo podem 
ser encontrados na sua tese, bem como no seguinte link: 
http://www.unisim.cepetro.unicamp.br/benchmarks/unisim-i.  
Além do UNISIM-I-H também foi utilizado o UNISIM-I-R, que consiste em um 
modelo de alta fidelidade que representa o reservatório referência (real). Portanto, ele é 
utilizado para validação de metodologias e testes. Ressalta-se que o UNISIM-I-H é um 
modelo de média fidelidade, criado a partir do UNISIM-I-R com incertezas e representa o 
modelo de simulação. A próxima seção traz detalhes sobre as características geológicas e 
operacionais do modelo. 
4.1 UNISIM-I-H 
O modelo de reservatório UNISIM-I-H consiste em um arenito com sedimentos 
consolidados de origem turbidítica, conhecido como Arenito Namorado. Para representá-lo 
foi selecionada uma malha do tipo corner point com 81x58x20 células, medindo 100x100x8 
m. Das 93.960 células do modelo, 36.739 são ativas.  
Inicialmente o reservatório se encontra a uma pressão de 327 kgf/cm², o volume de óleo 
original é de 130 milhões de m³, a pressão de saturação é de 210 kgf/cm², o fluido do 
reservatório possui densidade de 28° API e é representado pelo modelo tipo Black-oil. 
O reservatório apresenta uma falha selante, portanto, foi dividido em duas regiões: o 
bloco leste; e a região principal à esquerda, conforme ilustrado pela Figura 4.1, onde a região 
em azul representa a região principal e a vermelha o bloco leste. 
A estratégia de produção selecionada contém 25 poços, conforme detalhada a seguir: 
 4 produtores verticais: NA1A, NA2, NA3D e RJS19; 
 10 produtores horizontais: PROD005, PROD008, PROD009, PROD010, 
PROD012, PROD014, PROD021, PROD023A, PROD024A e PROD025A; 
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 11 injetores horizontais INJ003, INJ005, INJ06, INJ007, INJ010, INJ015, INJ017, 
INJ019, INJ021, INJ022 e INJ023. 
 
 
 
(a): poços produtores (b): poços injetores 
Figura 4.1: UNISIM-I-H: distribuição dos poços produtores (a); injetores (b). 
 
O período de histórico vai de 0 até 4.018 dias (11 anos), enquanto que o de previsão vai 
de 4.018 até 10.957 dias (30 anos). Os 4 poços verticais são poços piloto do campo, logo, eles 
são os primeiros a começarem a produzir. Nos quatro primeiros anos do histórico a produção 
é originada somente a partir deles. Após esse período, eles permanecem fechados por um ano 
e, somente depois eles são reabertos e os outros poços começam a produzir e injetar. Vale 
frisar que o primeiro injetor foi aberto após 2.009 dias (5 anos e 6 meses) e o único fluido 
injetado é a água.  
O caso UNISIM-I-H foi aplicado no método descrito na Figura 3.1. A seguir é 
apresentada a aplicação detalhada da metodologia. 
4.2 Comparação (1) 
4.2.1 Aplicação do ES-MDA (1A) 
Para aplicação do ES-MDA foi utilizada a ferramenta pertencente à Petrobras e 
University of Tulsa, denominada Ensemble History Matching (EHM). Para realizar a 
simulação do reservatório, foi usado software comercial IMEX. A aplicação das demais 
etapas descritas no item 2.5.1 é apresentada a seguir:  
1) Defina Ni 
A quantidade de iterações foi definida segundo o trabalho de Emerick e Reynolds 
(2013a), onde 4 iterações foram suficientes para atingir bons resultados.  
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2) Conjunto inicial 
O primeiro passo para definição do conjunto inicial foi a delimitação da quantidade de 
modelos que compõem o conjunto. Uma vez que os trabalhos encontrados na literatura 
apontaram para a excessiva redução da variabilidade do conjunto, foi assumido um total de 
modelos maior que aquele geralmente utilizado pela literatura, justamente para tentar evitar 
esse problema. Portanto, foram utilizados 500 modelos. 
Para criação desses 500 modelos, foi necessário definir as incertezas e suas 
parametrizações, que foram divididas em dois grupos: 
 Incertezas petrofísicas: são propriedades definidas em cada bloco do modelo 
envolvendo: permeabilidade horizontal na direção x (kx), permeabilidade horizontal 
na direção y (ky), permeabilidade vertical (kz), porosidade e NTG; 
 Incertezas escalares: são definidas no campo como um todo ou uma região 
específica e possuem um valor constante de determinado atributo incerto. As 
incertezas consideradas para esse grupo foram: contato óleo-água (DWOC) do 
bloco leste, compressibilidade da rocha (CPOR), multiplicador da permeabilidade 
vertical (MOD) e permeabilidade relativa da água (krw). 
As 500 imagens iniciais que descrevem as incertezas petrofísicas foram geradas por 
meio de técnicas geoestatísticas, resultando em imagens equiprováveis. As incertezas 
escalares foram parametrizadas segundo indicado no trabalho de Avansi (2014) por meio de 
distribuições de probabilidade triangulares. Seus valores máximos, mínimos e médios são 
informados na Tabela 4.1. 
 
Tabela 4.1: Parametrização das incertezas escalares. 
INCERTEZAS Mínimo Máximo Distribuição Média 
Contato óleo-água (DWOC) (m) 3.169 3.179 Triangular 3.174 
Compressibilidade da Rocha (CPOR) 
((kgf/cm²)-1) 1,00E-05 9,60E-05 Triangular 5,30E-05 
Multiplicador da Permeabilidade K 
(MOD) 0,01 3,00 Triangular 1,50 
Máxima Permeabilidade Relativa da Água 
(krwiro) 0,15 0,52 Triangular 2,30 
Expoente de krw (Pkrw) 1,50 3,30 Triangular 0,33 
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Para representar a incerteza da krw foi utilizada a seguinte fórmula: 
 
𝑘𝑟𝑤 = 𝑘𝑟𝑤𝑖𝑟𝑜  (
𝑆𝑤 − 𝑆𝑤𝑐𝑟𝑖𝑡
1 − 𝑆𝑤𝑐𝑟𝑖𝑡 − 𝑆𝑜𝑟𝑤
)
𝑃𝑘𝑟𝑤
 
(4.1) 
 
 
onde krwiro é a máxima permeabilidade relativa da água, Sw a saturação de água, Swcrit a 
saturação de água crítica, Sorw a saturação de óleo residual e Pkrw é um expoente que 
determina a forma da curva de krw . Para esse trabalho, apenas o krwiro e o Pkrw foram 
considerados incertos.  
3) Etapa de simulação 
A simulação foi realizada por meio do simulador comercial IMEX (Black-Oil), da 
empresa CMG, da onde foram obtidos os dados de vazão de óleo (qo), água (qw) e líquido (ql) 
e BHP para os produtores e vazão de injeção de água (qwi) e BHP para os injetores, que 
constituíram os dados simulados (dsim). 
4) Conjunto simulado 
Com os dados obtidos na etapa anterior (dsim) e as incertezas amostradas na etapa 2 (m
f), 
o conjunto simulado foi estabelecido. 
5) Dados observados 
Os dados utilizados na assimilação foram qo, qw, ql e BHP para os produtores e qwi e 
BHP para os injetores. Para cada um deles foi utilizado um desvio padrão, que representa 
erros de medição, de 10%. Adicionalmente αi foi definido como constante, ou seja, devido à 
regra imposta pela Equação (2.26), αi=4. 
6) Etapa de análise 
Na etapa de análise, é necessário inverter as matrizes (CDD e CD). Para realizar essa 
tarefa, foi escolhido o método existente na ferramenta EHM denominado de Inversão do 
subespaço (subspace inversion) com valor de truncamento (baseado nos valores singulares) de 
99%. Mais detalhes podem ser encontrados em Emerick (2016). 
As regiões de influência de cada par produtor-injetor (LOC1) foram definidas segundo o 
trabalho de Maschio e Schiozer (2016). A Figura 4.2 mostra 13 regiões definidas, onde cada 
cor representa uma região de influência diferente. Portanto, a partir dessas áreas, foram 
traçadas elipses para cada poço com o objetivo de tentar representá-las. A Figura 4.3 ilustra o 
exemplo para o poço PROD009. 
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Figura 4.2: Regiões de influência par produtor-injetor (LOC1). 
 
 
Figura 4.3: Elipse em torno do poço PROD009 (LOC1). 
 
Para a abordagem LOC2, foram utilizadas as linhas de fluxo para estabelecer uma maior 
área, conforme explicado no capítulo anterior. A Figura 4.4 apresenta o exemplo do 
PROD009, onde as linhas azuis representam as linhas de fluxo da água e as verdes as do óleo. 
Ressalta-se que a área determinada leva em consideração os dois tipos de linhas. 
Destaca-se que para alguns poços, como o NA2, as linhas fluxo se estendem para 
grande parte do reservatório. Nesses casos, ao traçar a elipse, ela cobriria a maior parte do 
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campo, portanto, em situações como essa foi traçada uma elipse na região onde elas 
apresentavam maior densidade, conforme a Figura 4.5 ilustra. 
 
 
Figura 4.4: Elipse em torno do poço PROD009 (LOC2). 
 
 
Figura 4.5: Elipse em torno do poço NA2 (LOC2). 
 
As regiões definidas para os outros poços são apresentadas no APÊNDICE A – 
REGIÕES DE LOCALIZAÇÃO. 
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Nos casos LOC1 e LOC2, como as incertezas escalares são valores únicos para todo o 
campo ou região, elas não foram atualizadas conforme as regiões de influência, mas os dados 
utilizados na assimilação serviram para atualizar esses atributos. Como o DWOC é incerto 
apenas no bloco leste, apenas os dados de produção dos poços presentes nessa região 
(PROD023A, PROD024A, PROD025A, INJ007 e INJ010) foram utilizados para sua 
atualização. Portanto, as regiões de influência serviram para atualizar apenas as incertezas 
petrofísicas. 
Vale lembrar que as incertezas escalares foram atualizadas respeitando os valores 
máximos e mínimos definidos em sua distribuição inicial (Tabela 4.1). Os atributos 
petrofísicos foram atualizados respeitando os valores mínimos e máximos definidos na Tabela 
4.2. 
Tabela 4.2: Valores mínimos e máximos definidos para as incertezas petrofísicas. 
INCERTEZAS Mínimo Máximo 
kx (mD) 1 5.000 
ky (mD) 1 5.000 
kz (mD) 1 500 
Porosidade 0,00 0,31 
NTG 0 1 
 
Para o caso das permeabilidades foi utilizada transformação logarítmica (Equação 
(4.2)), com o objetivo de aproximar a distribuição desses atributos a uma distribuição normal 
(gaussiana). 
 
𝑘′ = ln(𝑘) (4.2) 
 
onde k representa o valor das permeabilidades e k’ seu valor transformado. 
As parametrizações da porosidade e NTG seguiram aquelas apresentadas pelo conjunto 
inicial. Entretanto, pelo fato do reservatório ser um arenito com sedimentos consolidados, os 
valores máximos das permeabilidades horizontal (direção x e y) foram determinados como 
5.000 md e o valor máximo da permeabilidade vertical foi definido como 10% da 
permeabilidade horizontal, assim como foi feito no trabalho de Bertolini et al. (2014). 
7) Conjunto atualizado 
Com a atualização dos dados foi gerado o vetor das incertezas atualizadas {mj
a}j=1
Ne . 
 
 
57 
  
8) Ni foi alcançado? 
O ciclo se repetiu até o número de iterações chegar a 4. Quando isso ocorreu, a próxima 
etapa passou a ser a de Análise do ajuste. 
4.2.2 Análise do ajuste (1B) 
Na análise do ajuste, o AQNS foi utilizado como FO multiobjetivo e as variáveis 
analisadas foram: 
 Poços produtores: qo, qw e BHP; 
 Poços injetores: qwi e BHP. 
Conforme desenvolvido pelas Equações (2.1) – (2.4), foi necessário definir alguns 
parâmetros para o cálculo do AQNS, que se encontram na Tabela 4.3. 
 
Tabela 4.3: Parâmetros utilizados para o cálculo do AQNS. 
Variável Tolerância (Tol) Constante (C) 
qo 0,1 0 m³/d 
qw 0,1 20 m³/d 
qwi 0,05 0 m³/d 
BHP 0,1 0 kgf/cm² 
 
Cumpre salientar que primeiramente foi realizada a análise do conjunto a priori, para 
verificar a qualidade dos dados antes do ajuste. Posteriormente, foi feita a análise para cada 
abordagem após a aplicação do método ES-MDA. 
4.2.3 Análise das respostas dos atributos incertos e da redução das incertezas (1C) 
Durante a análise das respostas dos atributos incertos e das reduções das incertezas 
realizou-se uma comparação entre o conjunto inicial e os conjuntos finais dos casos STD, 
LOC1 e LOC2. As formas de análise utilizadas são aquelas definidas na seção 3.1.3. 
4.3 Filtro (2) 
Primeiramente, para determinar os modelos filtrados, estabeleceu-se como modelos 
aceitáveis aqueles com valores de |AQNS|, para todas as funções simultaneamente, iguais ou 
menores a 3. Todavia, conforme mencionado nos capítulos anteriores, essa etapa não pode ser 
muito rigorosa, pois isso pode levar a uma excessiva redução da variabilidade da previsão da 
produção. Por isso, também foram utilizados valores de |AQNS| aceitáveis menores ou iguais 
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a 5 e 10, para assim, poder avaliar o comportamento do conjunto sob diferentes faixas de 
valores. 
4.4 Previsão da produção (3) 
Inicialmente, a previsão da produção foi realizada para todos os modelos do conjunto 
final para verificar o comportamento da metodologia sem o filtro. Depois, a previsão foi 
realizada apenas para os modelos filtrados. Nas duas situações, as condições operacionais dos 
poços foram modificadas de acordo com as informações da Tabela 4.4. 
No caso da mínima BHP dos poços produtores foi utilizado a BHP do modelo 
referência (UNISIM-I-R) no último período de histórico (4.018 dias). Adicionalmente, para 
evitar o fechamento de alguns poços devido a altos valores de BHP, esse valor foi reduzido 
10%, que corresponde aos erros de medição (adotados na incorporação dos dados 
observados). 
 
Tabela 4.4: Condições operacionais dos poços na etapa de previsão. 
Tipo de poço Condição Valor 
Produtor 
Máximo corte de água 0,90 
Máxima Razão Gás-Óleo (RGO) 200 m³/m³ 
Mínima qo 20 m³/d 
Mínima BHP UNISIM-I-R 
Máxima ql 2.000 m³/d 
Injetor 
Máxima BHP 350 kgf/cm² 
Máxima qwi 5.000 m³/d 
 
Além dessas condições, também foram utilizadas restrições operacionais referentes à 
capacidade da plataforma (Tabela 4.5). 
 
Tabela 4.5: Condições operacionais da plataforma. 
Condição Valor 
Máxima produção de líquido 15.500 m³/d 
Máxima produção de água 13.950 m³/d 
Máxima produção de óleo 15.500 m³/d 
Máxima injeção de água 21.700 m³/d 
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Após a previsão dos modelos filtrados, a vazão acumulada de óleo (Np) e de água (Wp) 
foram comparadas com aquelas do modelo referência. Com isso, foi possível comparar as 
respostas dos três casos coma resposta real e, assim, ajudar na seleção da melhor abordagem.  
4.5 Análise do número de modelos e iterações (4) 
Com a seleção da melhor abordagem, o número de modelos foi alterado para 250 e 100 
e o número de iterações para 2 e 6. Ambas as modificações tem o intuito de avaliar o 
comportamento do método com relação ao ajuste dos dados, a variabilidade do conjunto e a 
convergência da resposta para o modelo referência. 
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5 RESULTADOS E DISCUSSÕES 
De acordo com a metodologia descrita, o primeiro passo foi a aplicação do ES-MDA e 
da localização (Etapa 1A). Neste capítulo, são mostrados os resultados e a análise dessa 
aplicação. Primeiramente será realizada a análise do ajuste (Etapa 1B), posteriormente a 
análise das respostas dos atributos incertos e da redução das incertezas (Etapa 1C), do filtro 
(Etapa 2), da previsão da produção (Etapa 3) e, por fim, aquela referente à influência do 
número de modelos e de iterações (Etapa 4). 
5.1 Análise do ajuste (1B) 
Inicialmente foi calculado o AQNS para os modelos a priori. Salienta-se que 
diferentemente de muitos trabalhos que utilizaram métodos derivados do FK, este trabalho 
utilizou como função multiobjetiva o AQNS (FO). Com isso, é necessário realizar a avaliação 
de cada variável (qo, qw, qwi e BHP) separadamente. Como o conjunto de modelos inicial (a 
priori) apresenta muitas incertezas, os valores de AQNS apresentaram valores muito elevados 
para todas as variáveis analisadas, principalmente para as vazões de água injetada e 
produzida. A única exceção foi o BHP dos poços injetores, que apresentaram baixos valores 
de AQNS, conforme mostra a Figura 5.1, demonstrando assim, grande variabilidade do 
conjunto. 
O método utilizado para ajustar os dados mostrou que conseguiu reduzir os valores de 
AQNS. Ao analisar o caso STD, observou-se que no geral o valor do AQNS reduziu bastante 
para todas as variáveis e todos os poços, porém observou-se ainda certa dificuldade em ajustar 
qw e qwi, como por exemplo, nos poços PROD009 e INJ005. 
No caso LOC1, observou-se que para alguns poços, como o PROD009 e INJ005, foram 
obtidos melhores resultados do ajuste para as vazões de água (produzida e injetada). Mas a 
grande maioria dos poços teve uma maior dificuldade em assimilar os dados, como o 
PROD025A e o INJ006, sugerindo que as regiões definidas pela técnica de localização não 
foram bem definidas, não representando bem as verdadeiras áreas de influência de cada poço. 
Em contrapartida, para a abordagem LOC2 foi evidenciado um melhor ajuste para todas 
as variáveis do que o STD e LOC1. Portanto, é possível dizer que as regiões definidas no 
LOC2 foram mais representativas do que aquelas definidas no LOC1 e isso fez com que os 
dados se ajustassem melhor.  
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(a): BHP dos injetores (b): qwi 
   
(c): BHP dos produtores (d): qw 
 
(e): qo 
Figura 5.1:  AQNS: BHP dos injetores (a); qwi (b); BHP dos produtores (c); qw (d); qo (e). 
 
5.2 Análise das respostas dos atributos incertos e da redução das incertezas (1C) 
Conforme apresentado na literatura o método ES-MDA é responsável por uma grande 
redução da variabilidade do conjunto e uma maneira de lidar com isso é a aplicação da técnica 
da localização. É possível visualizar isso por meio da Tabela 5.1, onde a SVN para o caso 
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STD foi de 23,49% e para os casos LOC1 e LOC2, esse valor subiu para 90,79 e 74,20%, 
respectivamente. Outro ponto importante observado foi que ao utilizar regiões maiores 
(LOC2), a variabilidade diminuiu quando comparada com áreas menores (LOC1).  
Isso pode ser explicado ao avaliar a equação da etapa de análise, Equação (2.31) para a 
abordagem com localização. Nela, a parcela 𝑚𝑗
𝑓
é responsável por manter certa característica 
do conjunto inicial, por conseguinte, a variabilidade do conjunto. Enquanto que a segunda 
parcela tem a finalidade de assimilar os dados, portanto, ela reduz a variabilidade dos 
modelos. Ao utilizar a Equação (2.31), ρ é igual a zero onde não foi definida nenhuma região 
de influência, logo, 𝑚𝑗
𝑎 = 𝑚𝑗
𝑓
, preservando a variabilidade inicial do conjunto. Assim sendo, 
como no caso LOC1 as áreas têm tamanhos menores, maior a região onde ρ é zero, logo, 
maior a variabilidade. 
Adicionalmente, o aumento da variabilidade do caso LOC1 pode ter dificultado o ajuste 
dos dados, conforme verificado na Figura 5.1. 
 
Tabela 5.1: SVN para os casos STD, LOC1 e LOC2. 
  STD LOC1 LOC2 
SVN (%) 23,49 90,79 74,20 
 
Ao analisar as incertezas escalares, observou-se de fato a redução da variabilidade do 
conjunto para os três casos. A Tabela 5.2 mostra a média e o desvio padrão para as variáveis 
escalares. Para o DWOC, notou-se que a redução do desvio padrão não foi tão significativa, 
entretanto, para as demais incertezas, essa redução ocorreu de forma mais forte. Essa grande 
redução pode ser explicada pelo fato das incertezas escalares possuírem um único valor para 
todo campo e, por conta disso, a técnica da localização não foi utilizada para atualizar esses 
valores. 
Outro fator importante se refere aos valores das médias dos atributos. É possível 
observar na Tabela 5.2 que com exceção do DWOC, os valores da média dos atributos 
variaram para cada caso, evidenciando que o método convergiu para diferentes respostas, o 
que demonstra que o processo de AH possui múltiplas respostas. Como o DWOC é incerto 
apenas no bloco leste, foram utilizados somente os dados dos poços localizados nessa região 
(PROD023A, PROD024A, PROD025A, INJ008 e INJ010) para sua atualização. Com isso, as 
respostas dos diferentes casos conseguiram convergir para valores bem próximos. Enquanto 
que para os demais atributos, foram utilizados dados de todos os poços do campo, 
dificultando, assim, a convergência para o mesmo valor. 
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A Figura 5.2 e Figura 5.3 mostram o histograma da máxima permeabilidade relativa da 
água (krwiro) e contato óleo-água do bloco leste (DWOC), exemplificando a situação descrita 
anteriormente. 
 
Tabela 5.2: Média e desvio padrão das incertezas escalares para o conjunto a priori, STD (a posteriori), 
LOC1 (a postereiori) e LOC2 (a posteriori). 
Incerteza A priori STD LOC1 LOC2 
MOD 
Média 1,48 1,31 1,00 0,91 
Desvio padrão 0,63 0,12 0,10 0,10 
CPOR 
(kgf/cm²)-1 
Média 5*10-5 7,7*10-5 6,6*10-5 6,2*10-5 
Desvio padrão 1,8*10-5 2,6*10-6 3,1*10-6 2,9*10-6 
krwiro 
Média 0,331 0,158 0,202 0,313 
Desvio padrão 0,073 0,006 0,012 0,011 
Pkrw 
Média 2,35 2,18 1,80 2,31 
Desvio padrão 0,37 0,08 0,08 0,08 
DWOC (m) 
Média 3174 3175 3175 3175 
Desvio padrão 2,04 1,24 1,87 1,85 
 
 
 
 
(a): a priori (b): STD (a posteriori) 
  
(c): LOC1 (a posteriori) (d): LOC2 (a posteriori) 
Figura 5.2: Histograma krwiro: a priori (a); STD (a posteriori) (b); LOC1 (a posteriori) (c); LOC2 (a 
posteriori) (d). 
 
64 
  
  
(a): a priori (b): STD (a posteriori) 
  
(c): LOC1 (a posteriori) (d): LOC2 (a posteriori) 
Figura 5.3: Histograma DWOC: a priori (a); STD (a posteriori) (b); LOC1 (a posteriori) (c); LOC2 (a 
posteriori) (d). 
 
Os principais atributos que levaram a diferença da variabilidade entre os casos, 
observada nos valores da SVN, foram os atributos petrofísicos. Como é possível observar na 
Figura 5.4b, o desvio padrão das 500 imagens de ln(kx) para o caso a priori mostra uma 
grande variabilidade. Ao comparar as três abordagens utilizadas, notou-se que o caso STD 
(Figura 5.4d) foi aquele em que houve a maior redução. Adicionalmente, ao comparar os 
casos LOC1 e LOC2 (Figura 5.4f e Figura 5.4h, respectivamente), percebe-se que as áreas 
com menor variabilidade são aquelas definidas pela elipse onde ρ≠0 e o segundo termo da 
Equação (2.31) não é anulado, logo, a variabilidade tende a reduzir para fazer com que os 
dados consigam ser assimilados. Salienta-se ainda que esse comportamento foi observado 
para todas as variáveis petrofísicas tomadas como incertas. 
Outro fator evidenciado foi que a média das imagens do logaritmo natural de kx gerada 
pelo caso STD (Figura 5.4c) mostrou uma transição abrupta, ao contrário dos casos LOC1 e 
LOC2 (Figura 5.4e e Figura 5.4g, respectivamente), que mantiveram uma melhor suavidade 
das imagens, assim como observado no conjunto inicial. Adicionalmente, pelo fato de terem 
sido utilizadas regiões menores no LOC1, as atualizações realizadas pelo método ficaram 
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muito restritas, como é possível perceber ao entorno do poço NA3D. Consequentemente, a 
suavidade das imagens ao redor do poço NA3D também foi comprometida. 
Por fim, notou-se a presença de correlação espúria nas imagens atualizadas no caso 
STD, pois conforme mencionado anteriormente, para os casos LOC1 e LOC2, a principais 
atualizações foram feitas apenas nas regiões definidas pelas elipses. No restante do 
reservatório, onde não tinha nenhum dado observado proveniente daquela região, a imagem 
tendeu a seguir o padrão apresentado pelo conjunto inicial. Entretanto, isso não ocorreu na 
abordagem STD, ou seja, uma vez que não existe nenhum dado disponível específico daquela 
região, as modificações feitas ali são decorrentes de correlações com dados de outras áreas 
que não exercem nenhuma influência naquele determinado local. Em outras palavras, não há 
nenhuma correlação física entre os atributos correlacionados naquela região, existe apenas 
uma correlação espúria entre eles. Tal fato é evidenciado principalmente na região noroeste e 
extremo leste do reservatório. 
A Figura 5.5 e a Figura 5.6 mostram a imagem do ln(kx) para dois modelos distintos, 
comprovando aquilo já mostrado pela média das 500 imagens (Figura 5.4). 
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(a): média a priori (b): desvio padrão a priori 
 
 
(c): média STD (a posteriori) 
(d): desvio padrão STD (a posteriori) 
 
  
(e): média LOC1(a posteriori)  (f): desvio padrão LOC1 (a posteriori) 
  
(g): média LOC2 (a posteriori) (h): desvio padrão LOC2 (a posteriori) 
Figura 5.4: Distribuição do ln (kx): média a priori (a); desvio padrão a priori (b); média STD (a posteriori) 
(c); desvio padrão STD (a posteriori) (d); média LOC1(a posteriori)  (e); desvio padrão LOC1 (a 
posteriori) (f); média LOC2 (a posteriori) (g); desvio padrão LOC2 (a posteriori) (h). 
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(a): A priori – modelo 016 (b): STD – modelo 016 
  
(c): LOC1 – modelo 016 (d): LOC2 – modelo 016 
Figura 5.5: Distribuição do ln (kx) do modelo 016: a priori (a); STD (b);LOC1 (c); LOC2 (d). 
 
 
 
 
(a): A priori – modelo 301 (b): STD – modelo 301 
  
(c): LOC1 – modelo 301 (d): LOC2 – modelo 301 
Figura 5.6: Distribuição do ln (kx) do modelo 301: a priori (a); STD (b); LOC1 (c); LOC2 (d). 
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5.3 Filtro (2) 
Na Etapa 2 (filtro), primeiramente foi determinado como AQNS aceitável valores entre 
-3 e +3, portanto, foram selecionados como modelos aceitáveis aqueles que apresentaram 
valores dentro dessa faixa para todas as variáveis analisadas simultaneamente (qo, qw, qwi e 
BHP). Conforme mostra a Tabela 5.3, o conjunto a priori, STD e LOC1 não apresentaram 
nenhum modelo segundo esse critério. O único caso que teve modelos aceitos na faixa [-3, 
+3] foi o LOC2, onde 14,2% dos modelos foram aceitos. Ressalta-se ainda que, conforme 
apresentado no item 5.1, as variáveis qw e qwi foram as mais difíceis de serem ajustadas. 
Assim, como poucos modelos passaram pelo filtro, não seria possível realizar uma 
comparação da previsão dos modelos filtrados para os três diferentes casos abordados. Logo, 
os valores do |AQNS| aceitáveis foram redefinidos menores ou iguais a 5 e 10. No caso do 
|AQNS| menor ou igual a 5, poucos modelos passaram pelo filtro, porém, a quantidade 
aumentou com relação a anterior, alcançando 48,6% no caso LOC2 e 16,6% no caso STD. 
Entretanto, ainda assim não seria possível realizar a comparação entre os casos. 
Para o AQNS aceitável entre -10 e +10, a quantidade de modelos aceitos aumentou 
ainda mais, chegando a 65,8%, 6,2% e 83,2% para os casos STD, LOC1 e LOC2, 
respectivamente. Adicionalmente, observou-se que as principais variáveis que limitaram esses 
valores continuaram sendo as vazões de água dos produtores e injetores. Isso pode ser 
explicado pelo fato da permeabilidade relativa da água ser única para o campo como um todo, 
consequentemente, a técnica da localização não foi utilizada para atualizar esse parâmetro, o 
que fez com que ela tenha sofrido grande redução na sua variabilidade, acarretando na 
dificuldade de ajustar os dados de vazão de água de todos os poços. 
Outro ponto observado pela utilização do filtro foi que como no caso LOC1 poucos 
modelos satisfizeram a condição do filtro, as regiões definidas pelas elipses não representaram 
bem as verdadeiras regiões de influência dos poços. Somado a isso, a maior variabilidade dos 
modelos dificultou o ajuste dos dados. Tal fato não foi observado para o caso LOC2, uma vez 
que as regiões definidas pelas elipses representaram bem as verdadeiras regiões de influência 
dos poços. 
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Tabela 5.3: Porcentagem dos modelos filtrados. 
Modelos Filtrados (%) 
|AQNS| Caso qo qw qwi BHP Total 
3 
A priori 0 0 0 0 0 
STD 93,8 16,6 7,0 30,2 0 
LOC1 60,6 0 0,2 47,6 0 
LOC2 95,0 27,6 50,6 99,6 14,2 
5 
A priori 0 0 0 0 0 
STD 97,0 35,4 48,6 100 16,6 
LOC1 93,6 1,8 1,6 75,0 0 
LOC2 99,0 58,6 84,4 100 48,6 
10 
A priori 2,2 3,6 0,4 3,6 0 
STD 99,2 88,2 74,8 100 65,8 
LOC1 99,6 48,0 11,2 99,6 6,2 
LOC2 100 83,8 99,4 100 83,2 
 
Para ilustrar a produção no período de histórico, a Figura 5.7 mostra o exemplo do poço 
produtor PROD009 para a produção de óleo e água de todos os modelos, com destaque para 
os filtrados. No caso a priori (Figura 5.7a e Figura 5.7b), nota-se a grande variabilidade do 
conjunto e a dificuldade em representar os dados informados. Com a aplicação da 
metodologia, observa-se a redução dessa variabilidade e uma maior facilidade em representar 
os dados de histórico. Adicionalmente, como a vazão de óleo apresentou melhores ajustes que 
a vazão de água, nota-se também que os modelos apresentaram respostas mais próximas aos 
dados observados. 
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(a): qo - a priori (b): qw - a priori 
  
(c): qo - STD (a posteriori) (d): qw - STD (a posteriori) 
  
(e): qo - LOC1 (a posteriori) (f): qw - LOC1 (a posteriori)   
  
(g): qo - LOC2 (a posteriori) (h): qw - LOC2 (a posteriori) 
Figura 5.7: Poço PROD009 (histórico): qo - a priori (a); qw - a priori (b); qo - STD (a posteriori) (c); qw - 
STD (a posteriori) (d); qo - LOC1 (a posteriori) (e); qw - LOC1 (a posteriori)  (f); qo - LOC2 (a posteriori) 
(g); qw - LOC2 (a posteriori) (h). 
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5.4 Previsão da produção (3) 
A Figura 5.8 apresenta a previsão da produção acumulada de óleo e água dos modelos 
do conjunto final até o final da vida produtiva do campo. Ao analisar o comportamento do 
conjunto inicial (Figura 5.8a e Figura 5.8b), nota-se que devido a grande variabilidade dos 
modelos, a previsão abrange uma faixa muito extensa e, por conta disso, a resposta referência 
foi contemplada durante todo o período de previsão.  
Com a aplicação do ES-MDA foi verificada a redução da variabilidade dos modelos. 
Para o caso STD (Figura 5.8c e Figura 5.8d) observou-se que a resposta do conjunto não 
contemplou a resposta do modelo referência para Np. Com relação a Wp, a resposta dos 
modelos só contemplou aquela apresentada pelo referência ao final do período da previsão.  
No caso LOC1 (Figura 5.8e e Figura 5.8f), observou-se que para Np alguns poucos 
modelos conseguiram se aproximar da resposta referência ao final do período de previsão, 
porém ao realizar o filtro, houve uma divergência da resposta referência durante todo o 
período analisado. Para Wp, notou-se o mesmo comportamento que a abordagem STD.  
Por fim, o caso LOC2 (Figura 5.8g e Figura 5.8h) conseguiu atingir uma resposta 
melhor, onde as duas variáveis analisadas conseguiram contemplar a resposta referência 
durante todo o período de previsão. 
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(a): Np - a priori (b): Wp - a priori 
  
(c): Np – STD (a posteriori) (d): Wp – STD (a posteriori) 
  
(e): Np - LOC1 (a posteriori) (f): Wp - LOC1 (a posteriori) 
  
(g): Np - LOC2 (a posteriori) (h): Wp - LOC2 (a posteriori) 
Figura 5.8: Previsão da produção do campo: Np - a priori (a); Wp - a priori (b); Np - STD (a posteriori) (c); 
Wp - STD (a posteriori) (d); Np - LOC1 (a posteriori) (e); Wp - LOC1 (a posteriori) (f); Np - LOC2 (a 
posteriori) (g); Wp - LOC2 (a posteriori) (h). 
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A seguir é ilustrada a produção para dois poços durante os períodos de histórico e 
previsão: o NA1A e o PROD009. A Figura 5.9 mostra a produção do NA1A, que começou a 
produzir desde o início das atividades do campo. Nela é possível observar que para o conjunto 
a priori (Figura 5.9a e Figura 5.9b), a previsão da produção apresenta grande variabilidade de 
produção, conseguindo contemplar a resposta referência durante todo o período previsto. Para 
o caso STD (Figura 5.9c e Figura 5.9d) as curvas dos modelos contemplaram a resposta 
referência durante a maior parte do período de previsão. Entretanto, esse comportamento não 
ocorreu para o caso LOC1 (Figura 5.9e e Figura 5.9f). Finalmente, o caso LOC2 (Figura 5.9g 
e Figura 5.9h) conseguiu contemplar a resposta referência por quase todo o tempo previsto.  
Na Figura 5.10 é apresentada a produção do poço PROD009. Para o conjunto a priori 
(Figura 5.10a e Figura 5.10b) houve uma grande variabilidade nos dois períodos e com a 
aplicação da metodologia, essa variabilidade da produção reduziu para todos os casos. 
Ressalta-se que para os três casos (STD, LOC1 e LOC2) houve certa dificuldade em 
contemplar a resposta referência durante a previsão da produção. Observa-se que no modelo 
de referência, o poço fechou ao final da previsão pelo fato dele ter alcançado o máximo valor 
do corte de água permitido (90%). Porém, esse comportamento não foi observado para os 
modelos do caso STD e em apenas alguns modelos dos casos LOC1 e LOC2 ocorreu esse 
fechamento no mesmo tempo ou próximo do tempo. Salienta-se ainda que para ambos os 
poços a metodologia tendeu a superestimar a produção de óleo e subestimar a de água. 
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(a): qo - a priori (b): qw - a priori 
  
(c): qo – STD (a posteriori) (d): qw – STD (a posteriori) 
  
(e): qo - LOC1 (a posteriori) (f): qw - LOC1 (a posteriori) 
  
(g): qo - LOC2 (a posteriori) (h): qw - LOC2 (a posteriori) 
Figura 5.9: Previsão da produção do poço NA1A: qo - a priori (a); qw - a priori (b); qo - STD (a posteriori) 
(c); qw – STD (a posteriori) (d); qo - LOC1 (a posteriori)  (e); qw - LOC1 (a posteriori)  (f); qo - LOC2 (a 
posteriori)  (g); qw - LOC2 (a posteriori)  (h). 
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(a): qo - a priori (b): qw - a priori 
  
(c): qo – STD (a posteriori) (d): qw – STD (a posteriori) 
  
(e): qo - LOC1 (a posteriori) (f): qw - LOC1 (a posteriori) 
  
(g): qo - LOC2 (a posteriori) (h): qw - LOC2 (a posteriori) 
Figura 5.10: Previsão da produção do poço PROD009: qo - a priori (a); qw - a priori (b); qo - STD (a 
posteriori) (c); qw – STD (a posteriori) (d); qo - LOC1 (a posteriori)  (e); qw - LOC1 (a posteriori)  (f); qo - 
LOC2 (a posteriori)  (g); qw - LOC2 (a posteriori)  (h). 
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Para analisar melhor a convergência da previsão da produção, foram avaliados três 
tempos diferentes: T1 (1 ano após o histórico), T2 (10 anos após o histórico) e T3 (final da 
previsão) da previsão acumulada do campo. 
Primeiramente foram traçadas curvas de probabilidade acumulada para todos os 
modelos do conjunto final para produção acumulada de óleo e água (Np e Wp) para o tempo 
T3 com o intuito de avaliar o comportamento da previsão da metodologia original. (Figura 
5.11a e Figura 5.11b, respectivamente). Nela é possível observar que o conjunto a priori 
conseguiu contemplar a resposta referência, entretanto, grande parte dos modelos apresentou 
Np e Wp bem abaixo do modelo referência.  
Ao analisar o Np, notou-se que a variabilidade dos modelos do caso STD reduziu 
bastante e, a resposta do conjunto não contemplou aquela apresentada pelo modelo referência. 
Para a abordagem LOC1, poucos modelos apresentaram resposta próxima ao valor do Np do 
referência e o caso LOC2 foi responsável por atingir uma melhor resposta pelo fato do 
conjunto ter contemplado a resposta referência. Contudo, salienta-se que foi observado um 
viés na resposta, onde os valores de Np tenderam a ser superestimados. 
Com relação ao Wp, verificou-se que todos os casos conseguiram contemplar a resposta 
referência. A curva do caso LOC2 merece destaque por ela ser praticamente simétrica em 
relação à resposta referência. 
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(a): Np 
 
(b): Wp 
Figura 5.11: Curva de probabilidade acumulada para todos os modelos do conjunto final no tempo T3: Np 
(a); Wp (b). 
 
Ao realizar a previsão apenas para os modelos filtrados, observou-se que para Np 
(Figura 5.12a) apenas o caso LOC2 convergiu para a resposta referência. O caso STD já não 
havia convergido anteriormente e continuou não convergindo e, pelo fato de apenas 6,2% dos 
modelos do caso LOC1 terem passado pelo filtro, isso contribuiu para que a resposta 
divergisse da resposta do modelo de referência para Np. Para Wp (Figura 5.12b) todos os casos 
continuaram a contemplar a resposta do modelo referência. 
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(a): Np 
 
(b): Wp 
Figura 5.12: Curva de probabilidade acumulada para os modelos filtrados do conjunto final no tempo T3: 
Np (a); Wp (b). 
 
Posteriormente, foram geradas as curvas de probabilidade acumulada para o tempo T2. 
A Figura 5.13a mostra que assim como para T3, o único caso que conseguiu contemplar a 
reposta referência foi o LOC2 e também foi possível observar o mesmo viés, onde a resposta 
da metodologia tendeu a superestimar os valores de Np. Entretanto, ao avaliar o Wp (Figura 
5.13b), observou-se que contrariamente ao tempo T3, a curva dos modelos referentes ao caso 
STD e LOC1 não contemplaram a resposta referência. Isso somente foi observado para o caso 
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LOC2. Adicionalmente, a curva de probabilidade acumulada dos modelos tendeu a subestimar 
a vazão acumulada da água, inclusive para o LOC2, uma vez que a resposta real se encontra 
próxima ao seu limite superior. 
 
 
(a): Np 
 
(b): Wp 
Figura 5.13: Curva de prababilidade acumulada para os modelos filtrados do conjunto final no tempo T2: 
Np (a); Wp (b). 
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Já na Figura 5.14a e Figura 5.14b são apresentadas as curvas de probabilidade 
acumulada para o tempo T1 de Np e Wp, respectivamente. Nela é possível notar que assim 
como para tempo T2, apenas o caso LOC2 conseguiu contemplar a resposta referência.  
 
 
(a): Np 
 
(b): Wp 
Figura 5.14: Curva de probabilidade acumulada para os modelos filtrados do conjunto final no tempo T1: 
Np (a); Wp (b). 
 
Um ponto importante observado durante a previsão está relacionado com a variabilidade 
dos modelos em tempos diferentes. Notou-se que quanto mais próximo do tempo de histórico, 
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menor a variabilidade dos modelos e seu comportamento está fortemente condicionado à 
resposta obtida durante o período de histórico. Contudo, à medida que o tempo foi avançando, 
a variabilidade dos modelos foi aumentando. Portanto, isso contribuiu para que o Wp 
contemplasse a resposta referência nos casos STD e LOC1 apenas ao final do período de 
previsão. Entretanto, esse aumento da variabilidade também pode contribuir para a 
divergência da resposta, pois como é possível observar, a resposta do Np no tempo T1 estava 
muito próxima à da real, e com o passar do tempo ela foi se afastando da referência.  
Concluindo, o caso LOC2 foi responsável por gerar imagens mais suavizadas, evitar 
correlações espúrias, ajustar melhor os dados, além de melhorar a resposta da previsão da 
produção. Logo, por conta desses fatores, LOC2 foi determinado como a melhor abordagem 
dentre aquelas apresentadas.  
5.5 Análise da influência do número do número de modelos e iterações (4) 
A partir do melhor caso definido na etapa anterior (LOC2) o número de modelos e 
iterações foi alterado e avaliado seu comportamento com relação à qualidade do ajuste, 
redução das incertezas e convergência da previsão da produção. 
5.5.1 Análise do número de modelos 
Na análise de quantidade de modelos foram avaliados mais dois casos: um com 250 
modelos e outro com 100 modelos.  
5.5.1.1 Análise do ajuste 
Ao analisar o AQNS (Figura 5.15), percebeu-se uma resposta bastante parecida para os 
três casos diferentes para todas as variáveis analisadas. A variável que atingiu maiores valores 
de AQNS foi a vazão de água produzida (Figura 5.15d). As demais apresentaram valores 
baixos, sendo a grande maioria dentro dos limites de [-10;+10]. 
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(a): BHP dos injetores (b): qwi 
  
(c): BHP dos produtores (d): qw 
 
(e): qo 
Figura 5.15: AQNS dos conjuntos finais: BHP dos injetores (a); qwi (b); BHP dos produtores (c); qw (d); qo 
(e). 
 
5.5.1.2 Análise das respostas dos atributos incertos e da redução das incertezas 
Com relação à variabilidade do conjunto, observou-se que conforme esperado, com a 
redução da quantidade de modelos no conjunto, a variabilidade também reduziu, chegando a 
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54,35% para Ne=100 (Tabela 5.4). Além disso, observou-se que apesar da grande redução no 
número de modelos, a SVN para Ne=100 ainda se encontra bem acima do valor reportado para 
o caso STD (23,49%), que representa aquele que teve a maior redução da variabilidade na 
etapa anterior. 
 
Tabela 5.4: SVN para diferentes números de modelos. 
  LOC2 –  Ne=500 LOC2 –Ne=250 LOC2 –  Ne=100 
SVN (%) 74,20 67,22 54,35 
 
Como o número de modelos iniciais foi mudado, a distribuição a priori também sofreu 
alteração, conforme é mostrado na Tabela 5.5. Porém, tanto os valores da média quanto os de 
desvio padrão foram bem parecidos. 
 
Tabela 5.5: Média e desvio padrão das incertezas escalares para diferentes números de modelos(a priori). 
Incerteza (A priori) Ne=500 Ne=250 Ne=100 
MOD 
Média 1,48 1,45 1,48 
Desvio padrão 0,63 0,58 0,68 
CPOR 
(kgf/cm²)-1 
Média 5,0*10-5 5,2*10-5 5,2*10-5 
Desvio padrão 1,8*10-5 1,7*10-5 1,7*10-5 
krwiro 
Média 0,331 0,337 0,334 
Desvio padrão 0,073 0,076 0,076 
Pkrw 
Média 2,35 2,34 2,34 
Desvio padrão 0,37 0,38 0,33 
DWOC (m) 
Média 3174 3174 3174 
Desvio padrão 2,04 2,07 2,03 
 
Apesar da SNV ter demonstrado que a variabilidade não foi reduzida da mesma 
magnitude que o caso STD, verificou-se que as incertezas escalares sofreram redução das 
incertezas ainda maiores para os casos com menor número de modelos após a aplicação do 
método, conforme é possível observar nos valores de desvio padrão da Tabela 5.6. Mais ainda 
nota-se que os valores das médias foram distintos para cada um dos casos, demonstrando mais 
uma vez que o método convergiu para valores diferentes em cada caso e que o ajuste de 
histórico é um processo com múltiplas soluções. 
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Tabela 5.6: Média e desvio padrão das incertezas escalares para diferentes números de modelos (a 
posteriori). 
Incerteza (A posteriori) Ne=500 Ne=250 Ne=100 
MOD 
Média 0,91 1,04 2,45 
Desvio padrão 0,10 0,08 0,06 
CPOR 
(kgf/cm²)-1 
Média 6,2*10-5 6,6*10-5 5,8*10-5 
Desvio padrão 2,9*10-6 2,8*10-6 8,9*10-7 
krwiro 
Média 0,313 0,180 0,152 
Desvio padrão 0,011 0,006 0,001 
Pkrw 
Média 2,310 1,500 1,691 
Desvio padrão 0,081 0,002 0,018 
DWOC 
Média 3175 3177 3169 
Desvio padrão 1,85 1,55 0,54 
 
A Figura 5.16 mostra a distribuição a priori e posteriori para os três casos da krwiro. 
Observa-se a semelhança entre a faixa dos valores no conjunto a priori (Figura 5.16a, Figura 
5.16c e Figura 5.16e), não comprometendo assim a variabilidade dos conjuntos iniciais. Nas 
Figura 5.16b, Figura 5.16d e Figura 5.16f são ilustradas a distribuição a posteriori dos casos. 
Ressalta-se a grande redução da variabilidade, em especial para ocaso com 100 modelos, que 
praticamente colapsou os valores de krwiro.  
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(a): Ne=500 – a priori (b): Ne=500 – a posteriori 
  
(c): Ne=250 – a priori (d): Ne=250 – a posteriori 
  
(e): Ne=100 – a priori (f): Ne=100 – a posteriori 
Figura 5.16: Histograma krwiro: Ne=500 – a priori (a); Ne=500 – a posteriori (b); Ne=250 – a priori(c); 
Ne=250 – a posteriori(d); Ne=100 – a priori(e); Ne=100 – a posteriori(f). 
 
Ao analisar a imagem da média e do desvio padrão de ln(kx) do conjunto a priori para os 
três casos (Figura 5.17), observou-se imagens praticamente idênticas. Portanto, os três casos 
apresentaram um conjunto inicial bastante parecido. 
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(a): média - Ne=500 (b): desvio padrão - Ne=500 
  
(c): média - Ne=250 (d): desvio padrão - Ne=250 
  
(e): média - Ne=100 (f): desvio padrão - Ne=100 
Figura 5.17: Distribuição do ln(kx) do conjunto a priori: média - Ne=500 (a); desvio padrão - Ne=500 (b); 
média - Ne=250 (c); desvio padrão - Ne=250 (d); média - Ne=100 (e); desvio padrão - Ne=100 (f). 
 
Ao analisar a imagem das incertezas petrofísicas a posteriori, verificou-se que os casos 
com menor quantidade de modelos apresentaram a maior redução da variabilidade, como foi 
observado nas imagens do desvio padrão do ln(kx) (Figura 5.18b, Figura 5.18d e Figura 
5.18f). 
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(a): média - Ne=500 (b): desvio padrão - Ne=500 
  
(c): média - Ne=250 (d): desvio padrão - Ne=250 
  
(e): média - Ne=100 (f): desvio padrão - Ne=100 
Figura 5.18: Distribuição do ln(kx) para o conjunto a posteriori: média - Ne=500 (a); desvio padrão - 
Ne=500 (b); média - Ne=250 (c); desvio padrão - Ne=250 (d); média - Ne=100 (e); desvio padrão - Ne=100 
(f). 
 
Já a Figura 5.18c mostra que a média das imagens de ln(kx) gerada pelo caso com 250 
modelos é parecida com aquela gerada para Ne=500. A diferença entre elas se baseia no fato 
da Figura 5.18c apresentar atualizações mais severas do parâmetro incerto, acarretando numa 
menor suavidade na imagem. Na Figura 5.18e observa-se que a imagem gerada apresentou 
um padrão diferente, uma vez que foram realizadas alterações na permeabilidade horizontal 
em áreas que não foram atualizadas nos casos anteriores. Adicionalmente, é possível notar 
certa similaridade com a imagem gerada pelo caso STD (Figura 5.4c). Portanto, conclui-se 
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que esses dois fatores são fortes indicativos da presença de correlação espúria ao utilizar 100 
modelos, porém como as atualizações realizadas não foram observadas em todo o campo, 
como no caso STD, pode-se dizer que a correlação espúria ocorreu de forma menos intensa. 
Além disso, a diferença verificada entre as imagens contribuiu para que as incertezas 
escalares convergissem para diferentes valores.  
5.5.1.3 Filtro 
Para realização do filtro foi utilizado o valor de corte do AQNS entre [-10;+10], já que 
esse foi o valor determinado para selecionar os modelos aceitáveis na etapa anterior. A Tabela 
5.7 mostra que a porcentagem dos modelos aceitos pelo critério do filtro foi similar para os 
três casos. A pequena diferença observada pode ser justificada pela geração das diferentes 
imagens e histogramas para as incertezas petrofísicas e escalares, respectivamente. Nota-se 
também que as variáveis limitantes para a obtenção de melhores ajustes continuaram sendo as 
vazões de água, em especial a produzida. Uma possível explicação para isso se baseia no fato 
da permeabilidade relativa da água ter sofrido grande redução em sua variabilidade, 
convergindo para valores que não representam bem o verdadeiro cenário.  
 
Tabela 5.7: Porcentagem dos modelos filtrados. 
Modelos Filtrados (%) 
|AQNS| Caso qo qw qwi BHP Total 
10 
LOC2 – Ne=500  100 83,8 99,4 100 83,2 
LOC2 – Ne=250  100 90,4 97,6 100 88,0 
LOC2 – Ne=100  100 73,0 99,0 100 72,0 
 
5.5.1.4 Previsão da produção 
A Figura 5.19 mostra a previsão da produção acumulada de óleo e água para os modelos 
filtrados dos casos com 500, 250 e 100 modelos. Conforme mencionado anteriormente, logo 
após o período de histórico, a previsão da produção está fortemente condicionada aos dados 
do histórico, devido a isso a curva de Np para 250 modelos (Figura 5.19c) contemplou a 
resposta referência no início da previsão, mas com o passar do tempo, o aumento da 
variabilidade dos modelos contribuiu para a divergência da resposta do modelo referência. 
Para Wp (Figura 5.19d), notou-se que o conjunto final para Ne=250 contemplou a resposta 
referência somente no começo do período da previsão e no final, devido ao maior aumento da 
variabilidade dos modelos. 
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(a): Np - Ne=500 (b): Wp - Ne=500 
  
(c): Np - Ne=250 (d): Wp - Ne=250   
 
 
(e): Np - Ne=100 (f): Wp - Ne=100 
Figura 5.19: Previsão da produção: Np - Ne=500 (a); Wp - Ne=500 (b); Np - Ne=250 (c); Wp - Ne=250  (d); 
Np - Ne=100   (e); Wp - Ne=100   (f). 
 
Na Figura 5.19e observa-se que a previsão de Np do conjunto final para Ne=100 divergiu 
da resposta referência durante todo o período da previsão. Adicionalmente, verifica-se que no 
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início do tempo da previsão a resposta se encontra bem perto da referência, mas com o 
aumento da variabilidade dos modelos, a reposta vai se distanciando. A Figura 5.19f mostra o 
mesmo padrão, entretanto, o aumento da variabilidade fez com que a reposta dos modelos 
contemplasse a referência. 
Conclui-se que o número de modelos tem forte influência na redução das incertezas e na 
variabilidade dos modelos, consequentemente, na previsão da produção. O caso com 100 
modelos gerou grande redução das incertezas escalares, imagens com correlação espúria e 
divergiu da resposta referência durante a previsão da produção. O caso com 250 também foi 
responsável por excessiva redução das incertezas escalares e divergência da reposta referência 
durante a previsão. Por fim, o caso com Ne=500 ainda continuou sendo a melhor escolha para 
a metodologia apresentada. Porém, ressalta-se que a metodologia ainda tendeu a superestimar 
a produção de óleo durante toda a previsão e subestimar a de água durante grande parte do 
período previsto, indicando assim, uma tendência para a convergência da resposta para esses 
valores e negligência de possíveis respostas, incluindo a verdadeira. 
5.5.2 Análise do número de iterações 
A partir do caso LOC2 com 500 modelos foram avaliados mais duas abordagens, uma 
com duas (Ni=2) e outra com seis (Ni=6) iterações. 
5.5.2.1 Análise do ajuste 
A Figura 5.20 mostra o gráfico de AQNS para todas as variáveis analisadas dos casos 
Ni=2, Ni=4 e Ni=6. Nela percebe-se que a única variável que apresentou respostas 
semelhantes para os três casos é o BHP dos poços injetores (Figura 5.20a). Para as demais 
variáveis, notou-se que o caso com duas iterações gerou piores ajustes dos dados, 
especialmente para as vazões de água injetada e produzida (Figura 5.20b e Figura 5.20d, 
respectivamente). Além disso, é possível notar também que os casos com 4 e 6 iterações 
apresentaram respostas bastante semelhantes. 
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(a): BHP dos injetores (b): qwi 
  
(c): BHP dos produtores (d): qw 
 
(e): qo 
Figura 5.20: AQNS dos conjuntos finais: BHP dos injetores (a); qwi (b); BHP dos produtores (c); qw (d); qo 
(e). 
 
5.5.2.2 Análise das respostas dos atributos incertos e da redução das incertezas 
Ao analisar a SVN para os três casos (Tabela 5.8) verificou-se que o caso com menor 
número de iterações gerou um conjunto com maior variabilidade. Adicionalmente, notou-se 
que os casos com 4 e 6 iterações apresentaram respostas similares e isso é um indicativo que a 
metodologia convergiu para uma resposta próxima a esse valor (73,36%). 
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Tabela 5.8: SVN para diferentes números de iterações. 
  LOC2 –Ni=2 LOC2 –  Ni=4 LOC2 – Ni=6 
SVN (%) 84,75 74,20 73,36 
 
Com relação às incertezas escalares, notou-se que os valores do desvio padrão são 
similares, mas que o caso com Ni=2 apresentou valores um pouco maiores, conforme 
mostrado na Tabela 5.9. Outro ponto importante observado é que a média dos valores não 
sofreu tanta alteração como descrito nos casos anteriores, mas ainda assim foram observadas 
algumas mudanças, como no caso do MOD e da krwiro. 
 
Tabela 5.9: Média e desvio padrão das incertezas escalares para diferentes números de iterações (a 
posteriori). 
Incerteza Ni=2 Ni=4 Ni=6 
MOD 
Média 0,88 0,91 1,00 
Desvio padrão 0,16 0,10 0,10 
CPOR 
Média 6,2*10-5 6,2*10-5 6,5*10-5 
Desvio padrão 3,3*10-6 2,9*10-6 2,8*10-6 
krwiro 
Média 0,258 0,313 0,313 
Desvio padrão 0,014 0,011 0,011 
Pkrw 
Média 2,06 2,31 2,40 
Desvio padrão 0,10 0,08 0,07 
DWOC 
Média 3174 3175 3176 
Desvio padrão 1,97 1,85 1,75 
 
A Figura 5.21 ilustra o histograma da máxima permeabilidade relativa da água. Percebe-
se que para duas iterações (Figura 5.21a), os valores de krwiro ficou no entorno de 0,26 e que 
para quatro e seis iterações, os valores de krwiro apresentaram respostas similares, 
demonstrando assim que a metodologia convergiu para valores que representam bem o 
modelo referência, já que com o aumento do número de iterações a resposta se manteve 
parecida e foram obtidos melhores ajustes para esses valores, conforme mostrado 
anteriormente (Figura 5.20). 
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(a): Ni=2 
  
(b): Ni=4 (c): Ni=6 
Figura 5.21: Histograma krwiro: Ni=2 (a); Ni=4 (b); Ni=6 (c). 
 
Na Figura 5.22, nota-se que tanto as imagens da média do ln(kx) quanto seu desvio 
padrão apresentaram respostas bastante parecidas nos três casos analisados. Ressalta-se que 
com o aumento do número de iterações, houve uma maior suavidade nas imagens das 
incertezas petrofísicas, como se pode observar ao comparar a Figura 5.22a, Figura 5.22c e 
Figura 5.22e. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
94 
  
  
(a): média - Ni=2 (b): desvio padrão - Ni=2 
  
(c): média - Ni=4 (d): desvio padrão - Ni=4 
  
(e): média - Ni=6 (f): desvio padrão - Ni=6 
Figura 5.22: Distribuição do ln(kx): média - Ni=2 (a); desvio padrão - Ni=2 (b); média - Ni=4 (c); desvio 
padrão - Ni=4 (d); média - Ni=6 (e); desvio padrão - Ni=6 (f). 
 
5.5.2.3 Filtro 
Assim como na etapa anterior, foram determinados como modelos aceitáveis aqueles 
que apresentaram valores de |AQNS| menores ou iguais a 10 para todas as variáveis 
analisadas. A Tabela 5.10 mostra a porcentagem dos modelos filtrados para cada um dos 
casos. Para Ni=4 e Ni=6, grande parte dos modelos foi aceita segundo o critério estabelecido. 
Entretanto, para Ni=2, apenas 5,4% dos modelos passaram pelo filtro, sendo qw e qwi os 
principais responsáveis por esse baixo percentual. 
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Tabela 5.10: Porcentagem dos modelos filtrados. 
Modelos Filtrados (%) 
|AQNS| Caso qo qw qwi BHP Total 
10 
LOC2 – Ni=2 98,4 24,6 25,0 99,8 5,4 
LOC2 – Ni=4  100 83,8 99,4 100 83,2 
LOC2 – Ni=6  100 91,6 100 100 91,6 
 
5.5.2.4 Previsão da produção 
A Figura 5.23 mostra a previsão de produção dos modelos filtrados. Na Figura 5.23a é 
possível observar que a previsão de produção acumulada de óleo para duas iterações 
contemplou a resposta referência durante o início do tempo de previsão, mas com o decorrer 
do tempo, o aumento da variabilidade do conjunto contribuiu para a divergência da resposta 
referência. Ao verificar a produção acumulada de água (Figura 5.23b) foi observada que a 
resposta dos modelos contemplou a referência apenas no início da previsão e no final, quando 
o aumento da variabilidade foi maior. 
Para o caso com 6 iterações, percebe-se que para  Np e Wp (Figura 5.23e e Figura 5.23f, 
respectivamente), a resposta do conjunto final contemplou a resposta do modelo referência 
durante todo o período de previsão. Além disso, verificou-se que a reposta dos modelos foi 
mais simétrica em relação à resposta referência, demonstrando que com o maior número de 
iterações a reposta se aproximou daquela apresentada pelo modelo referência. Para melhor 
visualização, a Figura 5.24 mostra a curva de probabilidade acumulada do Np ao final do 
tempo previsto (T3) para os três casos analisados. 
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(a): Np – Ni=2 (b): Wp – Ni=2 
  
(c): Np – Ni=4 (d): Wp – Ni=4 
  
(e): Np – Ni=6 (f): Wp – Ni=6 
Figura 5.23: Previsão da produção: Np – Ni=2 (a); Wp – Ni=2 (b); Np – Ni=4 (c); Wp – Ni=4 (d); Np – Ni=6 
(e); Wp – Ni=6 (f). 
97 
  
 
 
Figura 5.24: Curva de probabilidade acumulada do Np para os modelos filtrados do conjunto final no 
tempo T3. 
 
Portanto, conclui-se que o número de iterações tem forte influência no ajuste dos dados 
e, consequentemente, na previsão da produção. Duas iterações não foram suficientes para 
gerar bons ajustes dos dados. Devido a isso, a previsão da produção foi comprometida, não 
conseguindo contemplar a resposta de referência durante todo o tempo de previsão. Enquanto 
que para Ni=4 e Ni=6 houve um melhor ajuste do histórico e também uma melhor previsão da 
produção, contemplando a resposta referência.  
Salienta-se que com o aumento do número de iterações, as respostas obtidas durante o 
período da previsão foram convergindo para aquela apresentada pelo modelo real, o que 
demonstra que os modelos gerados com o aumento do número de iterações tenham se 
tornados mais representativos do reservatório referência. Contudo, é importante dizer que a 
metodologia ainda possui certas limitações e não conseguiu contemplar todas as soluções no 
espaço de busca para todos os casos testados. Para duas iterações, por exemplo, a reposta do 
modelo referência não foi contemplada. Ela chegou a ser contemplada apenas para quatro e 
seis iterações. Portanto, é de extrema importância realizar uma análise das incertezas e 
previsão de produção de forma cuidadosa para que a metodologia seja aplicada com sucesso. 
Por fim, vale dizer que para se obter uma amostragem correta da distribuição à posteriori seria 
necessário utilizar um método rigoroso de amostragem como, por exemplo, o MCMC. 
Contudo, conforme já mencionado anteriormente, isso seria inviável devido ao tempo das 
simulações.   
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6 CONCLUSÕES 
Este trabalho teve como objetivo aplicar um método iterativo derivado do FK, o ES-
MDA, em um processo de ajuste de histórico e redução de incertezas, visando mitigar efeitos 
indesejados da excessiva redução das incertezas e de colapso para um mínimo local com risco 
de achar soluções que ajustam o histórico sem contemplar a previsão de produção próxima da 
resposta verdadeira.  
Com o intuito evitar esse problema da excessiva redução das incertezas, foi utilizada a 
técnica da localização dependente da distância sob duas diferentes abordagens (LOC1 e 
LOC2). A primeira delas (LOC1) utilizou regiões definidas segundo a região de influência de 
cada par produtor-injetor e isso fez com que essas regiões fossem pequenas. Na segunda 
abordagem (LOC2), foram mapeadas áreas de influência dos poços de acordo com as linhas 
de fluxo no tempo do histórico em que elas apresentaram uma maior área, logo, essas regiões 
foram maiores que no caso anterior. Além disso, esses casos também foram comparados com 
aquele onde a técnica de localização não foi utilizada (STD). 
Uma importante contribuição deste trabalho está relacionada com a comparação entre 
diferentes abordagens que foram aplicadas para um mesmo problema com características de 
reservatórios reais, mas com resposta conhecida. Adicionalmente, após a aplicação do método 
ES-MDA, a metodologia contou com a análise de uma função multiobjetivo para verificar a 
qualidade do ajuste dos dados e selecionar os modelos aceitáveis baseados em um 
determinado critério estabelecido (etapa de filtro), e isso representa uma abordagem ainda não 
reportada na literatura nos trabalhos que envolvem os métodos derivados do FK.  
Por ter sido utilizado um caso benchmark com resposta conhecida, foi possível 
comparar os resultados da previsão do conjunto simulado com o modelo referência. 
Como principais conclusões da metodologia proposta pode-se destacar: 
 A aplicação da metodologia apresentou diferentes respostas da previsão da produção 
para as três diferentes abordagens (STD, LOC1 e LOC2) analisadas, o que demonstrou 
que o processo de ajuste de histórico pode ter múltiplas soluções. 
 O método ES-MDA sem localização (STD) resultou em uma excessiva redução da 
variabilidade do conjunto final. Essa redução significativa foi observada nos atributos 
escalares e petrofísicos. Adicionalmente, foram geradas imagens com transições 
abruptas e com correlações espúrias. A combinação desses fatores contribuiu para que a 
previsão da produção não contemplasse a resposta do modelo referência durante todo o 
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período previsto para a produção acumulada de óleo do campo e durante parte da 
previsão para a produção acumulada de água do campo. 
 A técnica da localização dependente da distância gerou um conjunto final com maior 
variabilidade e imagens com transições mais suaves. Entretanto, uma vez que as 
incertezas escalares apresentam valores únicos para todo o campo, não foi possível 
utilizar a técnica da localização para atualizar esses parâmetros, por isso, foi observada 
grande redução dessas incertezas. 
 A definição das regiões de influência teve bastante impacto nos resultados.  
Ao utilizar regiões de influência pequenas (LOC1), a atualizações das incertezas 
petrofísicas foram restritas, afetando assim, a suavidade das imagens. Além disso, para a 
abordagem LOC1 foi observada dificuldade em ajustar os dados de histórico, o que 
comprometeu a previsão da produção do campo. 
 Quando regiões de influência maiores foram utilizadas, foram geradas imagens mais 
suavizadas e foram obtidos melhores resultados de ajuste e de previsão da produção. 
Entretanto, salienta-se que em todos os casos analisados, a metodologia apresentou um 
pequeno viés, onde a produção de óleo tendeu a ser superestimada e a de água 
subestimada durante certo período da previsão. 
 Foi constatado também que a quantidade de modelos por conjunto teve grande 
influência na variabilidade dos modelos, principalmente nos atributos escalares. A 
utilização de um número menor de modelos fez com que alguns parâmetros escalares 
praticamente colapsassem, como a krwiro. Adicionalmente, a suavidade das imagens foi 
afetada e foram geradas imagens com correlações espúrias, como foi observado para o 
caso com 100 modelos. Logo, esses fatores contribuíram para que a previsão da 
produção fosse comprometida. 
 Foi mostrado que para o exemplo testado, o número de iterações afetou principalmente 
o ajuste dos dados e, por conseguinte, a previsão de produção. Com duas iterações não 
foi possível atingir bons resultados do ajuste e da previsão. Ao aumentar o número de 
iterações foram atingidos melhores ajustes e, consequentemente, melhores previsões. 
Destaca-se que com o aumento do Ni, observou-se que as incertezas escalares foram 
sendo atualizadas para valores diferentes. Mas que para os casos com 4 e 6 iterações, as 
respostas foram semelhantes, demonstrando que a metodologia convergiu para valores 
representativos do modelo referência, uma vez que foram atingidos bons ajustes e 
previsão da produção para Ni=4 e Ni=6. 
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 Apesar de quatro iterações terem sido suficiente para contemplar a resposta referência 
durante todo o período de previsão, ainda foi observado um pequeno viés de 
superestimar Np e subestimar Wp durante parte do período previsto.  Mas ao utilizar 
Ni=6, a previsão melhorou, uma vez que a resposta dos modelos foi tendendo a ser 
simétrica em relação à curva referência. 
6.1 Recomendações para trabalhos futuros 
Baseado no trabalho proposto, os seguintes estudos são sugeridos: 
 Utilização da localização para atualização das incertezas escalares. 
 Definição de outras maneiras para traçar as regiões de influência, além da elipse. 
 Utilização de tempos de históricos diferentes (ajuste por ciclos), com o intuito de avaliar 
o comportamento da metodologia com o ganho de informações (mais dados de 
histórico). 
 Estudo da influência de outros parâmetros da aplicação do ES-MDA, como fator de 
inflação (α), método para inversão das matrizes e modelagem de erros de medição dos 
dados observados. 
 Aplicação da metodologia para outros casos de estudo. 
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APÊNDICE A – REGIÕES DE LOCALIZAÇÃO 
A seguir são apresentadas as regiões de localização dos poços produtores e injetores dos 
casos LOC1 e LOC2. 
 
 
Figura A.1: Região de influência dos poços NA1A, NA2, PROD012, PROD024A (LOC1). 
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Figura A.2: Região de influência dos poços NA3D, RJS19, PROD008, PROD014, PROD021, PROD025A 
(LOC1). 
 
 
Figura A.3: Região de influência dos poços PROD005, PROD009, PROD010, PROD023A (LOC1). 
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Figura A.4: Região de influência dos poços INJ005, INJ007, INJ021, INJ022 (LOC1). 
 
 
Figura A.5: Região de influência dos poços INJ006, INJ015, INJ019, INJ023 (LOC1). 
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Figura A.6: Região de influência dos poços INJ003, INJ010, INJ017 (LOC1). 
 
 
Figura A.7: Região de influência do poço NA1A (LOC2). 
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Figura A.8: Região de influência do poço NA3D (LOC2). 
 
 
 
Figura A.9: Região de influência do poço PROD005 (LOC2). 
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Figura A.10: Região de influência do poço PROD008 (LOC2). 
 
 
 
Figura A.11: Região de influência do poço PROD010 (LOC2). 
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Figura A. 12: Região de influência do poço PROD012 (LOC2). 
 
 
Figura A.13: Região de influência do poço PROD014 (LOC2). 
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Figura A.14: Região de influência do poço PROD021 (LOC2). 
 
 
Figura A.15: Região de influência do poço PROD023A (LOC2). 
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Figura A.16: Região de influência do poço PROD024A (LOC2). 
 
  
Figura A.17: Região de influência do poço PROD025A (LOC2). 
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Figura A.18: Região de influência do poço RJS19 (LOC2). 
 
  
Figura A.19: Região de influência do poço INJ003 (LOC2). 
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Figura A.20: Região de influência do poço INJ005 (LOC2). 
 
 
Figura A.21: Região de influência do poço INJ006 (LOC2). 
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Figura A.22: Região de influência do poço INJ007 (LOC2). 
 
 
Figura A.23: Região de influência do poço INJ010 (LOC2). 
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Figura A.24: Região de influência do poço INJ015 (LOC2). 
 
 
Figura A.25: Região de influência do poço INJ017 (LOC2). 
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Figura A.26: Região de influência do poço INJ019 (LOC2). 
 
 
Figura A.27: Região de influência do poço INJ021 (LOC2). 
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Figura A.28: Região de influência do poço INJ022 (LOC2). 
 
 
Figura A.29: Região de influência do poço INJ023 (LOC2). 
 
 
