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Abstract 
We study the distribution of the stochastic integral f0 ~ e R, dPt where R is a Brownian mo- 
tion with positive drift and P is an independent compound Poisson process. We show that in 
the special case when the jumps of P are exponentially distributed, the integral has the same 
distribution as that of a gamma variable divided by an independent beta variable. 
Keywords: Compound Poisson process; Brownian motion; Laplace transform; Hypergeometric 
differential equation 
I. Introduction 
In Paulsen (1993) the distribution of  the stochastic integral 
5 Z = e--R'  dPt ( 1.1 ) 
was studied under the assumption that R and P are independent stochastic processes 
with independent stationary increments and with a finite number of jumps on each 
finite time interval. Under the assumption that E[Z 2] < oc, it was shown that the 
characteristic function of Z can be found by solving an integro-differential equation. 
When Pt = pt + apWe, t and Rt = r t  + aWl with WE and W independent Brownian 
motions, the density was found to be 
f z(z) = (62 + ff2z2)l/2+r/a 2 exp arctan . O'O'p 7pp 
provided r > a2. Here f0 is a normalization constant. Incidentally this distribution 
belongs to the Type IV class in the Pearson system of distributions. 
This result generalizes a previous result by Dufresne (1990). Assuming that Pt = t 
and Rt = rt + aWt, he proved by quite different methods that Z -1 ~ F(2r/aZ,2/a2), 
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i.e. gamma distributed with parameters 2r/a 2 and 2/a 2. His result can also be obtained 
by solving the differential equation on p. 357 in Paulsen (1993) with ae = O. 
In this paper we study a related problem. Let as above R t = rt+aWt, but now we let 
P be an independent compound Poisson process, i.e. Pt  = ~-]-?'l St" where N is a Poisson 
process and {Si} a sequence of i.i.d, nonnegative random variables, independent of N. 
Letting {T,.} be the times of jump of the process N, the stochastic integral (1.1) can 
be written as 
/0 Z = e -e' dPt = Sie -Rr, . (1.2) i=l 
When a = 0, so that Rt = rt, and in addition the {S~} are exponentially distributed 
with expectation p - l ,  it is well known (see e.g. Gerber, 1979, p. 136 or Harrison, 
1977) that 
Z ~ F ( ! , /~) .  (1.3) 
The main result of the paper is to show that with exponentially distributed jumps, but 
with a ¢ 0, Z has the same distribution as that of a gamma distributed random variable 
divided by an independent beta distributed random variable. An obvious application is 
in insurance where P is the claim amount process and R is a random discount factor. 
However, the paper can equally well serve as a (rare) example of a jump-diffusion 
model (admittedly a simple one) where a closed-form solution can be obtained. 
2. The main results 
We will let all processes and random variables be defined on a filtered probability 
space (f~,~-,F,P) satisfying the usual conditions (i.e. 9vt is right continuous and P- 
complete). 
Going back to the stochastic integral (1.2), it is not hard to prove that the random 
variable Z exists and is a.s. finite provided r > 0 and E[log(S V 1)] < ec. 
The proof of the next result is exactly the same as in Paulsen (1990, p. 340) and is 
omitted. 
Proposition 1. Let Z be defined by (1.2) where r > 0 and E[log(SV 1)] < ec. Define 
the Laplace transJbrms ~(u) = E[e -"z] and (a(u) = E[e-uS]. Then 
O(u) = E" Iexp {- f~k(U,)ds}] , 
where U, = Uoe -e" and k(u) = 2(1 - 4~(u))~>0. By the notation E"[ • ] we mean 
that Uo = u. 
The next result is very useful and is in the domain of general Markov theory. We 
give an elementary martingale proof taking advantage of the fact that ~(u) is a Laplace 
transform. 
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Proposition 2, With the same notation and assumptions as in Proposition 1, the 
Laplace transform ~ is the solution of 
l(72u21]ltt(u) - (r -- lff2)u~t(u) -- k(u)l//(u) = 0, u > 0, (2.l) 
with boundary conditions 
~(0)= 1 and lim ~(u)=0.  t4~ O(5 
Proof. By the Markov property we easily find 
EU [exp { -  fo~k(U~)ds} .T,] = e- J~k(U')ds~9(U,). 
Therefore, Mt = e-  f , 'k(u' )~,(Ut)  is a (uniformly integrable) martingale with M0 = 
q/(U0). But q/(u) = E[e -~z] is an analytical function when Re(u) > 0, so by It6's 
formula, 
~0 'l 
M,-Mo= e -  fo*lS')d~ ( la2u~20"(U, )
- ( r -  1f f2 )UsOt (Us)  - k(Us)~l(Us) ) ds 
f' e-Jii' k~.,~%uso,(u.) dW~. 
It is easy to see that the integral w.r.t, d W,. is a martingale. Consequently, 
12usZo"(Us)-(r  ½a2)Us~J(Us) k(U~)O(Us) 0 a.e. ~a - - =- 
Therefore, (2.1) holds for u E (0, sups U,) for any realization not in the exceptional 
set, and the result follows by analyticity of ~p(u) when Re(u) > 0. [] 
Remark. If r > az/2 and E[S] < ~c, it seems natural to replace the boundary condition 
lim . . . .  ~9(u) = 0 with the initial value condition ~p'(0) = -E[Z] = -2/(r-a2/2)E[S]. 
But when dividing (2.1) with u and then letting u --+ 0 we obtain 
- ( r -  ~a2) lim ~'(u) = 21im (1 -~ (u) ,~0 = )~E[S] 
and therefore the condition O'(O) = -2/(r - a2/2)E[S] is not a bona fide initial con- 
dition, but only a consequence of the differential equation itself. 
We can now state and prove the main result of the paper. 
Theorem 1. Assume in addition to the above that the {Si} are exponentially dis- 
tributed with expectation i t-I. Then 
Z d X 
Y 
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where X ~ F(b, IJ) is independent o f  Y ~ B(a, 1 + b) (beta distributed). Here 
a= ~-~ and b= ~ 1+ r - -~- I  . 
Equivalently, Z has the density 
r(1 + a + b) b .~al 
/~ b-1 ya+b-l(1 f z (z )  -- F(a)F(1 + b) ~(~z  _v - Y)%-I'ZYdY" 
Proof. Using that 1 -~b(u)  = u/(12 + u), a change of variable h(v) = ~,(u) where 
v = -U/l~ brings the differential equation (2.1) into the hypergeometric form, 
v(1  - v)h" (v )  + (7 - (1 + ~ + f l )v)h ' (v)  - ~flh(v) : 0 
with boundary conditions h(0) : 1 and h( -e~)  = 0. Here ~, fl and 7 are determined 
by 
l+¢z+f l= 1 2r ~f l _  22/t 2r 
0.2, O" 2 and 7 = 1 0.2" 
Some easy calculations then give a = b, fl : - (a+b)  and ? = 1 -a .  A general 
solution is given by (Lebedev, 1972, p. 163) 
h(v) = AF(~, fl; ?; v) + B( -v )  I-:'F(1 + a - 7, 1 + fl - 7; 2 - 7; v), 
where F ( . ,  - ; • ; • ) is the hypergeometric function. Since 1 -7  > 0, it follows from 
the condition h(0) = 1 that A = 1. On the other hand (Lebedev, 1972, p. 247), 
F(~, f l ;7 ;v )=(1-v ) - f l F  7-  ~,fl;7; v_  1 , v<O,  
and by Lebedev (1972, p. 244), 
( v ) F (7 )F ( -~- f l )  limF 5 : 
Hence since fl < 0 
lira F(~, fl; 7; v) = o~. 
b '~ - -  Oo  
So in order for the condition h ( -oo)  = 0 to be satisfied the constant B in the general 
solution cannot be 0. But instead of trying to determine the constant B directly, we 
rather make use of  the fact that the general solution of  the equation around v = -~ 
is of  the form (Yosida 1991, p. 47) 
h(v) = C I ( -v ) -~F(~,  1 + a - 7; 1 + ~ - fl; U - l  ) 
+D(-v ) - f l F ( f l ,  1 + fl - Y; 1 + fl - o¢; v -~ ). 
Since 0¢ > 0 and fl < 0, the first of these solutions converges as v ---+ -~ while the 
second diverges, hence D = 0. So when transforming back to ~,(u) and inserting the 
proper values for ~, fl and 7, 
( ') O(u) = C2u-bF b,a + b; l + a + 2b ; -  u . 
T. Nilsen, J. PaulsenlStochastic Processes and their Applications 61 (1996) 305-310 309 
Using the integral representation for the hypergeometric function we get (Lebedev, 
1972, p. 240) 
fo ya+b-l( ~9(U) = C3 1 - y)b(py + U)-6 dy. 
Now it follows from the expression for the Laplace transform of a P(#y, b) variable 
that 
(py + u) -b = zb-le-t°'Ze-UZ dz. 
Hence, by Fubini's Theorem, 
/:I/0 ] ~(U) = C ya+b-l(1 -- y)be-~YZ dy 
and therefore 
f z(z)  = 
Next let X 
,~ = X/Y  and 
f 2(z) = 
Identification 
constant C. 
z b - 1 e -  uz dz, 
by uniqueness of the Laplace transform 
f01 ya+b-l(1 -- y)be-~Y dy. Czb- I 
F(C~, r )  be independent of Y ~ B(7, 6) for general ~, r, 7 and 6. Setting 
conditioning on Y, 
f l  F (7+6)  ~ fl z~-l f y~+~'-l(1 _ y)a-le-13ZYdy" 
y fx (yz ) f r (y )  dy - r (~)r(a)  Jo 
of parameters gives the desired result, including determination of the 
[] 
From the theorem we easily calculate 
P(1 + a + b)F(a - p)P(b + p) 
E[Z p ]=E[Xo]E[Y  -p ]= I ~-v, -b  < p < a. 
P(a)F(b)F(1 + a + b - p) 
In particular, we see that Z has only a finite number of finite moments. Assuming 
a > 2, i.e. r > o-2, we find after some calculations 
2 2 
E[z ]  - 
2r - 0 -2 /2 '  
( _2 o-2 1 
Var[Z] = l+(2r_o  "2)2/I r-o-2/~2" 
These expressions could of course also be calculated without knowing the distribution 
of Z, but the calculation of Var[Z] becomes quite tedious. 
Now write a(o-), b(a), X,,  Y~ and Zo = X~/Y~ to express the dependence on o- of 
these quantities. Since a(o-) --+ oo and b(a) ---+ 2/r as a ---+ O, we get X~ d X0 
F(2/r,#) and Yo p 1 and therefore 2~ d X0 as o- -+ 0, which is in accordance 
with (1.3). This also shows that the effect on the distribution of Z caused by the extra 
randomness aW in the discounting function is basically to divide the gamma distributed 
variable obtained when a = 0 by an independent beta distributed variable. 
310 T. Nilsen, J. Paulsen/Stochastic Processes and their Applications 61 (1996) 305-310 
Acknowledgements 
We would like to thank Dr. H~kon Gjessing for valuable comments. 
References 
D. Dufresne, The distribution of a perpetuity, with applications to risk theory and pension funding, Scand. 
Actuar. J. (1990) 39-79. 
H.U. Gerber, An Introduction to Mathematical Risk Theory (Irwin, Homewood, 11 1979). 
I.M. Harrison, Ruin problems with compounding assets, Stochastic Processes Appl. 5 (1977) 6~79. 
N.N. Lebedev, Special Functions and their Applications (Dover, New York, 1972). 
J. Paulsen, Risk theory in a stochastic economic environment, Stochastic Processes Appl. 46 (1993) 327-361. 
K. Yosida, Lectures on Differential and Integral Equations (Dover, New York, 1991 ). 
