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Abstract
We study the problem of decentralized optimization over a time-varying directed network
whose nodes have access only to their local convex cost functions; the goal of the network
is to collectively minimize the sum of the functions. To reduce the communication cost ren-
dered high by large dimensionality of the model parameters, the nodes sparsify their updates
before communicating them to their neighbours. We propose communication-efficient algo-
rithms for both average consensus and decentralized optimization problems. Our schemes
build upon the observation that compressing the messages via sparsification implicitly alters
column-stochasticity of the mixing matrices of the directed network, a property that plays
an important role in establishing convergence results for decentralized learning tasks. We
show that by locally modifying the mixing matrices the proposed algorithms achieve Ø( lnT√
T
)
convergence rate for decentralized optimization, and a geometric convergence rate for the av-
erage consensus problems, respectively. To our knowledge, these are the first communication-
sparsifying schemes for distributed optimization over directed graphs. Experimental results
on synthetic and real datasets show the efficacy of the proposed algorithms.
1 Introduction
We consider the problem of distributed convex optimization over a network with n nodes. Dis-
tributed optimization problems have attracted interest from many areas in machine learning,
signal processing, and control systems, and are encountered in a number of applications includ-
ing cooperative control, multi-agent networks, and federated learning – see, e.g., [21, 22, 17, 15]
and the references therein. Formally, we study the minimization task over a finite sum of local
objective functions
min
x∈X
[
f(x) :=
1
n
n∑
i=1
fi(x)
]
, (1)
where fi : R
d → R for i ∈ [n] := {1, ..., n} is the local objective function of the ith node, and X
is a convex compact constraint set. The goal of the agents in the network is to collaboratively
solve the above optimization problem. Unreliable communication links between the nodes of
real-world networks motivate the directed time-varying network model whose topology at time
t we abstract as a graph G(t) = (|n|, E(t)), where the presence of an edge {i, j} ∈ E(t) indicates
that node i is able to send messages to node j at time t.
Motivated by the communication constraints typically encountered in large-scale learning
problems, we study the design of communication-efficient optimization schemes that can ensure
convergence when operating with compressed messages. We consider general setting where the
network is directed and time-varying and propose, to our knowledge, the first communication-
sparsifying schemes for the distributed consensus and optimization problems over such networks.
Specifically, the contributions of this paper can be summarized as follows:
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1. We propose a communication-sparsifying algorithm for distributed averaging consensus
problems over directed time-varying graphs. Our analysis shows that the proposed scheme
achieves linear convergence rate to the average consensus solution.
2. We introduce a communication-sparsifying algorithm for decentralized convex optimiza-
tion over directed time-varying graphs. We establish Ø( lnT√
T
) convergence rate for the
proposed algorithm – the same order as the convergence rate of the algorithms that re-
quire full communication.
1.1 Related work
Due to data ownership, privacy issues and communication bottlenecks in centralized optimiza-
tion schemes, decentralized communication-efficient convex optimization has drawn considerable
attention in the past few years [12, 24, 25, 13, 23, 20, 8]. Decentralized topologies overcome
the aforementioned challenges by allowing each agent to exchange message only with their cur-
rent neighboring nodes, showing great potential in terms of scalability. Directed time-varying
networks on the other hand are prevalent in modeling numerous interesting and practical prob-
lems in machine learning and control. For instance, in multi-agent control applications, the
communication links between agents may be unreliable due to limitations in the range of com-
munication devices or the external disturbance and interference in the surrounding environment.
Furthermore, in the direct sensing exchange of information, locally visible neighbors of an au-
tonomous agent are likely to change over time. Such practical settings motivate the design
of communication-efficient decentralized learning frameworks over directed and time-varying
networks.
The study of decentralized optimization problems dates back to 1980s [26]. Many of the
early works on distributed optimization problems focus on the task of decentralized average
consensus where the goal of the network is to find the average of the local variables (i.e., agents’
model vectors) in a decentralized manner. Conditions for convergence of the decentralized av-
erage consensus in a variety of settings including directed and undirected time-varying graphs
have been established in the seminal works [9, 21, 22, 4, 5]. The average consensus problem fur-
ther shares similarity with gossip networks where linearly convergent methods exist [11, 30, 2].
Recently, [13] proposed the first communication-efficient consensus algorithm that achieves a
linear convergence rate over undirected static (i.e., time invariant) graphs via compressed com-
munication. However, there exists no algorithm for the communication-constrained consensus
problem for directed time-varying networks, the problem that is the focus of the current paper.
Going beyond the consensus problem, decentralized convex optimization tasks have been a
subject of extensive studies that led to a number of seminal results including the celebrated
distributed (sub)gradient descent algorithm (DGD) [19, 10], distributed alternating direction
method of multipliers (D-ADMM) [27], and decentralized dual averaging methods [6, 16]. Recent
works on designing communication-efficient decentralized convex optimization schemes include
[24, 13] which propose a novel message-passing scheme with memory that achieves convergence
rate of centralized first-order methods under biased compression of model parameters.
The above algorithms assume that the underlying communication graph is undirected and
that the so-called mixing matrix of the network is double-stochastic; the latter assumption
is a key property needed to establish convergence results for undirected decentralized convex
optimization problems. However, in the directed setting, designing double-stochastic mixing
matrices is typically either costly in practice or impractical, and thus further effort is required
to ensure the convergence property when the connections among agents in the network are
imbalanced.
To this end, the push-sum algorithm [11, 17] constructs a column-stochastic mixing matrix
and cancels out the imbalance terms using local normalization scalars. Another related scheme
is the directed distributed gradient descent (D-DGD) method [29] which introduces auxiliary
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variables to keep track of variations and adopts novel mixing matrices. Both algorithms achieves
Ø( lnT√
T
) convergence rate with no requirements for strong convexity or smoothness of the local
functions. [17] further shows that similar convergence rates are achievable by the push-sum
algorithm in uniformly connected time-varying networks. Assuming smoothness and strong
convexity, a linearly convergent algorithm is proposed by [18] for both directed and undirected
uniformly connected time-varying graphs. However, none of these schemes consider decentral-
ized optimization problems over directed graphs whose nodes exchange compressed messages.
In recent years, a number of compression schemes for dealing with the increased cost of
communication in decentralized and distributed learning tasks were proposed. The two most
commonly used such techniques are quantization (i.e., limiting the number of bits representing
the messages) and sparsification (i.e., selecting a subset of features while zeroing out others to
achieve a low-dimensional representation) [28, 31, 24]. These compression techniques have been
successfully utilized in decentralized optimization problems over undirected networks. How-
ever, there has been no prior work on the design and analysis of communication-constrained
decentralized learning problems over time-varying directed networks.
Notation: We represent vectors by lowercase bold letters and matrices by uppercase letters.
The (i, j) element of matrix A is denoted by [A]ij . ‖x‖ represents the standard Euclidean
norm. Finally, we represent the matrix product of a sequence of time-varying matrices {M t}Tt=s,
MTMT−1 · · ·M s , by M(T : s), where the superscript is the iteration index.
2 Distributed Average Consensus Problem
2.1 Problem Formulation
Suppose there are n nodes in a network and that each of them keeps a local parameter vector.
The average consensus problem is formalized as the computation
x¯ =
1
n
n∑
i=1
xi, (2)
where xi ∈ Rd is the parameter vector at node i. In other words, the average consensus problem
is an instance of (1), where the local objective function at node i is fi(x) =
1
2‖x − xi‖2. In
a distributed setting, the goal of average consensus is that nodes, whose communication is
constrained by the network topology, all reach the average of the initial local vectors. The
communication of the nodes in the network is modeled using a directed time-varying graph. In
particular, we use W tin (row-stochastic) and W
t
out (column-stochastic) to denote the in-neighbor
connectivity matrix and out-neighbor connectivity matrix, respectively. That is,
[W tin]ij =
{
> 0, j ∈ N tin,i
0, otherwise
(3)
[W tout]ij =
{
> 0, i ∈ N tout,j
0, otherwise
(4)
where N tin,i is the set of nodes that can send information to node i (including i) and N tout,j is the
set of nodes that can receive information from node j (including j) at time t. We assumeW tin and
W tout are given and that both N tin,i and N tout,j are known to node i. Additionally, we assume the
graph at each time step is connected, i.e., there exists a directed path between each pair of nodes
in the network. We consider the communication-constrained and limited bandwidth setting that
is typical of practical networks and high-dimensional scenarios (i.e., the problems where the
dimension d of local parameters xi is very large). To cope with this scenario, the nodes in the
network reduce the size of their messages by employing the sparsification compression method
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denoted by the operator Q : Rd → Rd. The sparsification can be performed in two ways: (i) each
node selects k out of d entries of its d-dimensional message and communicates only the selected
entries; or (ii) each component of a d-dimensional message is selected to be communicated with
probability k/d. The first sparsification approach imposes a hard communication constraint (i.e.,
exactly k entries are communicated) while in the latter the number of communicated entries is
k on expectation. Note that, in both approaches, the probability of selecting a specific entry is
k/d.
Remark 1. The sparsification operator that we consider in this paper is biased, i.e. E[Q(x)] 6=
x, and its variance is a function of the norm of its argument, i.e. E[‖Q(x)−x‖2] ∝ ‖x‖2. This is
in contrast to majority of the existing works on communication-efficient decentralized learning
frameworks (see, e.g. [25]). Recent works by [24, 13, 12] consider such biased compression oper-
ators. However, the results is established under the assumption of having static and undirected
communication networks.
2.2 Communication-Efficient Average Consensus
Sparsifying messages between nodes while using existing consensus methods, e.g. [11, 4, 5, 17],
does not result in convergent schemes due to non-vanishing error terms that stem from the bias
and variance properties of the compression operator. To address this problem, we make the
following observation: Impact of the sparsification on the entries of a message vector is akin to
the impact of link failures, and thus needs to be reflected in the structure of the connectivity ma-
trices. To clarify this, note that the vector-valued consensus problem can be interpreted as con-
sisting of d individual scalar-valued average consensus tasks with weight matrices {Win,m}dm=1
and {Wout,m}dm=1. For the entries that are sparsified, i.e., set to zero and not communicated,
the corresponding weight matrices are no longer stochastic while the weight matrices of com-
municated entries remain stochastic. Hence, we propose to judiciously re-normalize the weight
matrices {Win,m}dm=1 and {Wout,m}dm=1 to ensure their row and column stochasticity. Note that
re-normalization of the ith row of {Win,m}dm=1 (jth column of {Wout,m}dm=1) is performed by
node i (node j) in the network. Let {Am}dm=1 and {Bm}dm=1 denote the weight matrices after
normalization of {Win,m}dm=1 and {Wout,m}dm=1, respectively.
Following the work of [4] on consensus over static directed graphs, for each node we define
an auxiliary variable yi ∈ Rd to aid in formalization of the proposed communication-efficient
consensus scheme. At time t, node i sends xti and y
t
i to its out-neighbors. To simplify the
notation, let us define zti ∈ Rd as
zti =
{
xti, i ∈ {1, ..., n}
yti−n, i ∈ {n+ 1, ..., 2n} ,
(5)
representing messages communicated between the nodes of the network. Sparsification of the
entries of xti (and, effectively, those of y
t
i) will be denoted by applying the compression operator
Q(·) to zti, i.e., by Q(zti). Let [Q(zti)]m denote the mth entry of Q(zti). We can now formalize
the normalization procedure as
[Atm]ij =


[W tin]ij∑
j∈Stm(i,j)
[W tin]ij
if j ∈ Stm(i, j)
0 otherwise,
(6)
where Stm(i, j) := {j|j ∈ N tin,i, [Q(ztj)]m 6= 0} ∪ {i}. Similarly,
[Btm]ij =


[W tout]ij∑
i∈T tm(i,j)
[W tout]ij
if i ∈ T tm(i, j)
0 otherwise,
(7)
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Algorithm 1 Communication-Sparsifying Consensus
Input: T , x0, y0 = 0,
set z0 = [x0;y0]
for each t ∈ [0, 1, ..., T ] do
generate non-negative matrices W tin, W
t
out
for each m ∈ [1, ..., d] do
construct a row-stochastic Atm and a column-stochastic B
t
m according to (6) and (7)
construct M tm according to (50)
for each i ∈ {1, ..., 2n} do
zt+1im =
∑2n
j=1[M
t
m]ij[Q(z
t
j)]m
end for
end for
end for
where T tm(i, j) := {i|i ∈ N tout,j, [Q(zti )]m 6= 0} ∪ {j}.
Introducing zti further enables us to express the update rule of a network in a compact form.
First, we define the mixing matrix for a directed network with sparsified messages.
Definition 1. The mth mixing matrix in a time-varying directed network with sparsified
messages at iteration t, M tm ∈ R2n×2n, is a column-stochastic matrix with eigenvalues 1 =
|λ1(M tm)| ≥ |λ2(M tm)| ≥ |λ3(M tm)| ≥ · · · |λ2n(M tm)|, that is constructed from the current net-
work topology as
M tm =
[
Atm ǫI
I −Atm Btm − ǫI
]
, (8)
where Atm and B
t
m represent the m
th normalized in-neighbor and out-neighbor connectivity
matrices at time t, respectively, and ǫ ∈ (0, 1) is a parameter of the consensus algorithm.
The mixing matrix M tm can be thought of as being a perturbed version of the matrix
M¯ tm =
[
Atm 0
I −Atm Btm
]
. (9)
As we will discuss in the next subsection, using M¯ tm as the mixing matrix of the proposed
consensus scheme is undesirable since M¯ tm may have zero spectral gap (i.e., the difference be-
tween the moduli of its largest two eigenvalues), which in turn renders the proof of convergence
challenging. However, for a judiciously chosen perturbation we can ensure a nonzero spectral
gap.
Remark 2. It is worth noting that the columns of M tm sum to one. However, M
t
m is not
column-stochastic as it has negative entries. This is in contrast to consensus problems over
undirected graphs where the mixing matrix is double-stochastic [30, 13].
Given the definitions of zti and M
t
m, we can state the recursive expression for z
t
i as
zt+1im =
2n∑
j=1
[M tm]ij [Q(z
t
j)]m. (10)
The described procedure is formalized as Algorithm 1.
Remark 3. The convergence of the algorithm depends on the convergence property of the
mixing matrix. We will show in the next subsection that, for each m, limT→∞Mm(T : 0) =[
1n1
T
n
n
1n1
T
n
n
0 0
]
, which implies that the local estimate, xtim, approaches its averaging consensus
value z¯tim =
1
n
∑n
i=1 x
t
im +
1
n
∑n
i=1 y
t
im while the auxiliary variable y
t
im vanishes to 0.
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The weight values in matrices W tin and W
t
out can be determined by each node arbitrarily. A
simple policy for designing W tin and W
t
out is based on weight values,
[W tin]ij = 1/|N tin,i|, [W tout]ij = 1/|N tout,j |. (11)
2.3 Convergence Analysis
Next, we analyze the convergence properties of Algorithm 1 and establish that it achieve linear
convergence rate, matching the convergance rate in settings where the messages are not sparsi-
fied. Before establishing main results, we state the following assumptions about the structure
of the graph and the network connectivity matrices.
Assumption 1. The graphs Gm(t) = (|n|, Em(t)) for all m are connected at each time step t,
where Gm(t) models network connectivity for the mth entry of the sparsified parameter vectors.
Assumption 1 is typical for the studies of convergence properties of decentralized learning
algorithms in distributed optimization and consensus problems.
Assumption 2. For any fixed ǫ ∈ (0, 1), the set of all possible mixing matrices {M tm} is finite.
Assumption 2 states that after taking into account the effect of randomly sparsified messages
on the normalized weight matrices Atm and B
t
m and, in turn, the mixing matrix M
t
m, the set of
all possible mixing matrices is finite. It is straightforward to verify Assumption 2 is satisfied
for the example of weight matrices in (11). Next, we state a lemma adopted from [4] which
establishes that under Assumptions 1 and 2, and for a fixed time step, the so-called spectral
gap of {M tm} is non-zero.
Lemma 1. [[4]] Suppose Assumptions 1 and 2 hold. Let M tm be the mixing matrix in (50) such
that ǫ ∈ (0, γm), where γm = 1(20+8n)n (1 − |λ3(M¯ tm)|)n. Then, the mixing matrix M tm has a
simple eigenvalue 1 and all its other eigenvalues have magnitude smaller than 1.
Lemma 1 implies that
limk→∞(M tm)
k =
[
1n1
T
n
n
1n1
T
n
n
0 0
]
, (12)
where the rate of convergence is geometric and determined by the nonzero spectral gap of the
perturbed mixing matrix M tm, i.e., 1 − |λ2(M tm)|. We now utilize this insight to establish a
convergence result for the product of mixing matrices in consecutive time steps.
Lemma 2. Suppose Assumptions 1 and 2 hold. Fix ǫ ∈ (0, γ) where γ = minm γm where
γm =
1
(20+8n)n (1 − |λ3(M¯ tm)|)n. Let U tM denote the finite set of all possible mixing matrices at
time t. Define σ = maxC∈Ut
M
|λ2(C)| < 1. Then, for each m it holds that:
(a) The sequence of matrix products {Mm(T : 0)} converges as
limT→∞Mm(T : 0) =
[
1n1
T
n
n
1n1
T
n
n
0 0
]
. (13)
(b) There exists Γ > 0 such that
‖Mm(T − 1 : 0)− 1
n
[1T 0T ]T [1T 1T ]‖∞ ≤ ΓσT . (14)
Remark 4. In the supplementary material we establish that under the assumption of connected
random graphs following Erdo¨sRnyi generative model [7], σ is inversely related to the square
root of the compression rate, i.e.,
√
d/k. Therefore, as the rate of sparsification increases, σ
increases which in turn reduces convergence rate.
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Lemma 2 implies that the product of mixing matrices converges to the limit in (13) at a
geometric rate; this intermediate result can be used to establish the geometric convergence rate
of Algorithm 1 for the average consensus problem.
Theorem 1. Suppose Assumptions 1 and 2 hold and instate the notation and hypotheses of
Lemma 1 and 2.
Then, it holds that:
(a) For 1 ≤ i ≤ n and t ≥ 1,
‖zti − z¯‖ ≤ Γσt
2n∑
j=1
d∑
m=1
|z0jm|, (15)
where z¯ = 1n
∑n
i=1 x
0
i +
1
n
∑n
i=1 y
0
i ;
(b) For 1 + n ≤ i ≤ 2n and t ≥ 1,
‖zti‖ ≤ Γσt
2n∑
j=1
d∑
m=1
|z0jm|. (16)
The first part of Theorem 1 implies that the local parameters xti converge at a linear rate to
the average of the initial values z¯. The second part of the theorem establishes that the auxiliary
variables defined in order to handle directed communications in the network converge linearly
to zero. Therefore, by initializing y0i = 0, we can guarantee the consensus property and the
linear convergence rate of Algorithm 1.
3 Decentralized Optimization Problem
In this section, we extend our average consensus results to the general decentralized convex
optimization problem (1). For simplicity of the statements and brevity, we assume fi’s are
convex functions but make no assumptions regarding their condition numbers (i.e., smoothness
and strong convexity), and assume X = Rd. Our results can readily be extended to the case
of smooth and strongly convex objectives, and to the scenarios where we only have access to
stochastic gradients (left to be a part of the future work).
Recall the optimization problem we are interested in solving,
min
x∈Rd
[
f(x) :=
1
n
n∑
i=1
fi(x)
]
, (17)
where fi : R
d → R represents the local convex objective function at node i. Node i only knows
its convex local objective function fi. We further assume that a unique optimal solution x
∗
exists and that every node attempts to collaborate with others to converge to x∗ in a connected,
time-varying directed network with sparsified communications.
3.1 Proposed Distributed Algorithm
Algorithms for solving (17) are typically developed by adding a vanishing gradient noise term to
the update rule of the average consensus problem. The underlying idea behind this methodology
is that by adding a small noise term which further reduces as the network progresses towards
convergence ensures all the nodes in the network reach consensus. Additionally, following the
direction of gradients in the noise terms guides the consensus value towards the optimal solution
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Algorithm 2 Communication-Sparsifying Gradient Descent
Input: T , x0, y0 = 0,
set z0 = [x0;y0]
for each t ∈ [0, 1, ..., T ] do
generate non-negative matrices W tin, W
t
out
for each m ∈ [1, ..., d] do
construct a row-stochastic Atm and a column-stochastic B
t
m according to (6) and (7)
construct M tm according to (50)
for each i ∈ {1, ..., 2n} do
zt+1im =
∑2n
j=1[M
t
m]ij[Q(z
t
j)]m − αtgtim
end for
end for
end for
of (17). Adopting the above idea of noisy consensus with descent direction, for each m and
each node i, we propose the update rule for solving (17) of the form
zt+1im =
2n∑
j=1
[M tm]ij [Q(z
t
j)]m − αtgtim, (18)
where
gti =
{
∇fi(xti), i ∈ {1, ..., n}
0, i ∈ {n+ 1, ..., 2n} , (19)
and αt is the stepsize in the t
th time step. The proposed optimization procedure is formalized
as Algorithm 2.
3.2 Convergence Analysis
To ensure the network reaches consensus and finds the global minimum simultaneously, we
need to impose a schedule of decreasing stepsizes. Therefore, we state the following standard
assumption (see, e.g. [19, 17, 29]).
Assumption 3. The schedule of stepsizes {αt} is a non-negative decreasing sequence which
satisfies
∑∞
i=0 αt =∞,
∑∞
i=0 α
2
t <∞.
In addition to Assumption 3, we further need to assume bounded gradients to ensure the
added gradient noise term is vanishing. To this end, we state the following.
Assumption 4. For all i, m, and t, there exists D > 0 such that |gtim| < D.
We now proceed to theoretically analyze the convergence properties of Algorithm 2. The
convergence analysis can be divided in two parts: first, we show that the consensus property
of the algorithm holds under the assumption of vanishing gradient noises; then, we show the
optimality of the consensus value. More concretely, in the first part of the analysis, we establish
that ‖zti − z¯t‖ converges to zero, which in turn implies that all agents in the network ultimately
approach the averaging state
z¯t =
1
n
t∑
i=1
xti +
1
n
n∑
i=1
yti . (20)
Then, we argue that the suboptimality value, i.e., the difference between the function value at
the averaging state, f(z¯t), and the optimal solution, f(x∗) (denoted as f∗), also goes to zero.
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3.2.1 Consensus Property
We start by stating an intermediate lemma that establishes an upper bound on the disagreement
term ‖zti − z¯t‖.
Lemma 3. Suppose Assumption 1 – 4 hold and instate the notation and hypotheses of Lemma
2. Then, for t ≥ 1 it holds that:
(a) For 1 ≤ i ≤ n,
‖zti − z¯t‖ ≤ Γσt
2n∑
j=1
d∑
s=1
|z0js|
+
√
dnΓD
t−1∑
r=1
σt−rαr−1 + 2
√
dDαt−1;
(21)
(b) For 1 + n ≤ i ≤ 2n,
‖zti‖ ≤ Γσt
2n∑
j=1
d∑
s=1
|z0js|+
√
dnΓD
t−1∑
r=1
σt−rαr−1. (22)
Lemma 3 states a nontrivial upper bound on the amount of disagreement of the network at
each time step (which partly stems from having a gradient step in the consensus algorithm).
3.2.2 Optimality Property
Theorem 2 states the main result which in turn establishes convergence of the proposed opti-
mization algorithm.
Theorem 2. Suppose Assumption 1 – 4 hold and let D′ :=
√
dD. Then,
2
∞∑
t=0
αt(f(z¯
t)− f∗) ≤ n‖z¯0 − x∗‖+ nD′2
∞∑
t=0
α2t
+
4D′
n
n∑
i=1
∞∑
t=0
αt‖zti − z¯t‖
(23)
Since
∑∞
i=0 αt = ∞, it is straightforward to see that the result established in Theorem 2
implies
lim
t→∞ f(z
t
i) = f
∗ (24)
for every agent i, thereby establishing convergence of Algorithm 2 to the global minimum of
(17).
3.2.3 Convergence Rate of Algorithm 2
Next, we determine the convergence rate of Algorithm 2 and compare it to the convergence rate
of communication schemes that do not sparsify messages, i.e., the gradient-push and D-DGD
schemes [17, 29].
Upon defining fmin := mintf(z¯
t), we have
(fmin − f∗)
T∑
t=0
αt ≤
T∑
t=0
αt(f(z¯
t)− f∗) ≤ C1 + C2
T∑
t=0
α2t , (25)
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where
C1 =
n
2
(‖z¯0 − x∗‖2 − ‖z¯T+1 − x∗‖2)
+D′Γ
2n∑
j=1
‖z0j‖
1− σ2 ,
(26)
and
C2 =
nD′2
2
+ 4D′2 +D′Γ
2n∑
j=1
‖z0j‖+
2D′2Γ
1− σ . (27)
Note that we can express (25) equivalently as
(fmin − f∗) ≤ C1∑T
t=0 αt
+
C2
∑T
t=0 α
2
t∑T
t=0 αt
. (28)
Now, by recalling the statement of Assumption 3, we have that αt = o(1/
√
t). If we select
the schedule of stepsizes according to αt = 1/
√
t, the first term on the right hand side of (28)
satisfies
C1∑T
t=0 αt
= C1
1/2√
T − 1 = Ø(
1√
T
), (29)
while for the second term it holds that
C2
∑T
t=0 α
2
t∑T
t=0 αt
= C2
lnT
2(
√
T − 1) = Ø(
lnT√
T
). (30)
Thus, by using αt = 1/
√
t, the convergence rate of Algorithm 2 matches the Ø( lnT√
T
) conver-
gence rate of the gradient-push and D-DGD schemes [17, 29] even though Algorithm 2 employs
sparsified communications.
4 Experimental Results
In this section, we report numerical tests of the performance of the proposed communication-
sparsifying average consensus and gradient descent algorithms.
The setup for the network connectivity is as follows. We consider a network having 10 nodes
with randomly chosen time-varying connections while ensuring that at each time step the graph
is connected. At each iteration t, each node i has a link to at least 5 neighboring nodes, i.e.,
|N ti,out| ≥ 5. Finally, we impose a 50% sparsification rate, i.e. k = d/2 to enforce sparsified
communication across the network.
4.1 Distributed Average Consensus Problem
We first consider an average consensus problem where the dimension of a local parameter vector
at each node is d = 64. The initial state x0i is randomly generated from the normal distribution;
the goal of the network is to reach the average consensus vector, i.e., x¯ = 1n
∑n
i=1 x
0
i .
For benchmarking purposes, we consider the push-sum scheme [11, 17] and the method of
[4, 5] with full communication as well a scheme with no communication in the network.1
We compare the performance of different algorithms by computing the residual value ‖x
t−x¯‖
‖x0−x¯‖ ;
the results are shown in Figure 1. As the figure shows, Algorithm 1 converges to the same
1We also attempted using the methods of [11, 17, 4, 5] with imposed sparsified communication; however, none
could reach consensus. The gradient-push and the D-DGD schemes [17, 29] with sparsified communication also
delivered unsatisfactory performance in the decentralized convex optimization experiments. The details regarding
these points can be found in the supplementary material.
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Figure 1: Average consensus experiment: Residual.
limit as the full communication schemes but at a slower linear rate, while the scheme with no
communication fails to reach consensus. This result is consistent with our theoretical analysis
in Section 2.2.
4.2 Decentralized Optimization Problem
We next apply the proposed decentralized scheme in Algorithm 2 to the tasks of linear and
logistic regression, and compare the results with those obtained by the gradient-push and D-
DGD algorithms [17, 29] with full communication as well as to the scheme which allows no
communication between nodes.
4.2.1 Decentralized Linear Regression
In linear regression, the optimization problem is of the form
min
x
1
n
n∑
i=1
‖yi −Dixi‖2, (31)
where Di ∈ R20×64 represents a local data matrix with 20 data points of size d = 64 at node i,
and yi ∈ R20 represents the local measurement vector at node i.
To generate synthetic data, we first generate the optimal solution x∗ from a normal dis-
tribution. Then, we set yi = Mix
∗ + ǫi, where Mi is randomly generated from the standard
normal distribution and then normalized to have rows that sum to one. The local noise term ǫi
is generated from a zero-mean Gaussian distribution with variance 0.01. We randomly initialize
local vectors to x0i and use stepsizes αt =
0.2
t in Algorithm 2.
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(c) Logistic regression: Classification rate
Figure 2: Experimental results on decentralized convex optimization tasks.
We measure the performance of the algorithms by computing the residual ‖x
t−x¯‖
‖x0−x¯‖ . The
results are shown in Figure 2(a) where we observe that Algorithm 2 with sparsified messages
achieves the same order of convergence rate as gradient-push and D-DGD.
4.2.2 Decentralized Logistic Regression
Finally, we consider the multi-class classification task handwritten digits on MNIST dataset
[14]. Since the samples are 8 × 8 images, size of the parameter vector is d = 64. In logistic
regression, the problem is formulated as
min
x

µ2 ‖x‖2 +
n∑
i=1
N∑
j=1
ln(1 + exp(−(mTijxi)yij))

 . (32)
We distribute the data across the network according to the following procedure. Each node
i has access to N = 120 training samples (mij , yij) ∈ Rd × {0, · · · , 9}, where mij represents
the vectorized images, and yij represents the label (i.e. the digit) for the corresponding image
represented by mij. We further set the regularization parameter to µ = 10
−4. Finally, we
initialize the local parameter vectors as xi = 0 and use Algorithm 2 with the stepsizes αt =
0.02
t .
The setup for baseline schemes is the same as decentralized linear regression experiment.
Figure 2(b) and 2(c) show the logistic loss and classification rate of the proposed algorithm
as well as the benchmarking schemes. As the figures illustrate, the gradient-push method
delivers the best performance followed by the D-DGD scheme. However, the proposed algorithm
achieves the same logistic loss and classification rate – only slightly slower – by using 50% less
communication.
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5 Conclusion
In this paper, we considered the problem of decentralized learning over time-varying directed
graphs where due to communication constraints and high-dimensionality of the model parame-
ters, we resort to sparsifying the communication between network nodes. We first studied the
average consensus problem and proposed an algorithm that achieves a linear convergence rate.
Then, we extended this result to the decentralized convex optimization task and developed a
distributed algorithm with Ø( lnT√
T
) convergence rate.
As part of the future work, it is of interest to extend our results to the settings where
network agents use stochastic gradient due to computational costs of calculating the full gradient.
Extension to smooth and strongly convex objective functions is of further interest.
A. Consensus Problem
A.1. Proof of Lemma 2
We prove this lemma using the following intermediate lemma:
Lemma 2′. For each m, assume that the selection of communicating nodes still constructs
a connected graph and M is the weight matrix that defined as above. Then, for each m,
(a) The sequence of matrix product
{
ΠTt=0Mm
}
, converges to the following limit matrix:
limT→∞ΠTt=0Mm =
[
1n1
T
n
n
1n1
T
n
n
0 0
]
(33)
(b) Suppose 1 = |λ1(Mm)| > |λ2(Mm)| ≥ · · · ≥ |λ2n(Mm)| be the eigenvalues of Mm, and let
σm = |λ2(Mm)|, then there exists some Γ′m > 0 such that
‖ΠT−1t=0 Mm −
1
n
[1T 0T ]T [1T 1T ]‖∞ ≤ Γ′mσTm (34)
Proof. For each m, Mm is column-stochastic. From Lemma 1, Mm has a simple eigenvalue
1 with corresponding left eigenvector [1T 1T ] and right eigenvector [1T 0T ]T . We do Jordan
matrix decomposition for the simple eigenvalue then there exist some P,Q ∈ R(2n−1)×(2n−1)
such that:
(Mm)
t = (
1
n
[1T 0T ]T [1T 1T ])t + PJ tmQ =
1
n
[1T 0T ]T [1T 1T ] + PJ tmQ (35)
Let γm be the second largest eigenvalue magnitude of Mm then γm is also the spectral norm of
Jm. Then the proof of part (a) follows by noting that
limt→∞J tm = 0
Since ‖P‖, ‖Q‖, ‖Jm‖ is finite, there exists some Γ′m > 0, such that
‖(Mm)t − 1
n
[1T 0T ]T [1T 1T ]‖∞ ≤ ‖PJ tmQ‖∞ ≤ ‖P‖∞‖Q‖∞‖J tm‖∞ ≤ Γ′mσtm (36)
which completes the proof of part (b).
Lemma 2′′. Fix ǫ ∈ (0, γ) where γ is defined as in lemma 2 and let σ as defined in lemma
2. Then for each m,
ρ(Mm(T − 1 : 0)− 1
n
[1T 0T ]T [1T 1T ]) ≤ σT (37)
where ρ(A) represents the spectral norm of matrix A.
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Proof. We prove this lemma by induction.
Base step. T = 1. According to the selection rule of M0m and definition of σ, the state-
ments in part (a) and (b) hold.
Inductive step Suppose for all T1 < T , the statements in part (a) and (b) hold. Let T1 = T .
Since at each iteration t, M tm is column-stochastic and has a simple eigenvalue 1 with corre-
sponding left eigenvector [1T 1T ] and right eigenvector [1T 0T ]T , then
M(T : 0)− 1
n
[1T 0T ]T [1T 1T ] =M(T : 0)− 1
n
[1T 0T ]T [1T 1T ]M0
= (M(T : 1)− 1
n
[1T 0T ]T [1T 1T ])M0
Taking the spectral norm over both hand sides and applying Gelfand corollaries, we complete
the proof.
Due to the equivalence of matrix norms, we can obtain the desired results in lemma 2.
A.2. Proof of Theorem 1
For 1 ≤ i ≤ n, by writing the update
zt+1im =
2n∑
j=1
[M tm]ijz
t
jm =
2n∑
j=1
[Mm(t : 0)]ijz
0
jm (38)
recursively, we use the fact that Mm is column-stochastic and can represent z¯
t as
z¯tm =
1
n
2n∑
j=1
ztjm =
1
n
2n∑
j=1
z0jm (39)
Equation (6)− (7) gives that
|ztim − z¯tm| ≤
2n∑
j=1
|[Mm(t− 1 : 0)]ij − 1/n||z0jm| (40)
The proof of part (a) completes by adding m from 1 to d and applying the results in Lemma 2.
Similarly, for n+ 1 ≤ i ≤ 2n,
|ztim| ≤
2n∑
j=1
|[Mm(t− 1 : 0)]ij ||z0jm| (41)
The proof of part (b) completes by adding m from 1 to d and applying the results in Lemma 2.
B. Decentralized Optimization Problem
B.1. Proof of Lemma 3
For 1 ≤ i ≤ n, by writing the update,
zt+1im =
2n∑
j=1
[M tm]ijz
t
jm − αtgtim, (42)
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recursively, we have
ztim =
2n∑
j=1
[Mm(t− 1 : 0)]ijz0jm −
t−1∑
r=1
2n∑
j=1
[Mm(t− 1 : r − 1)]ijαr−1gr−1jm − αt−1gt−1jm (43)
we use the fact that Mm is column-stochastic and can represent z¯
t as
z¯tm =
1
n
2n∑
j=1
z0jm −
1
n
t−1∑
r=1
2n∑
j=1
αr−1gr−1jm −
1
n
2n∑
j=1
αt−1gt−1jm (44)
Using similar techniques in the proof of Theorem 1 and the norm equivalence between ℓ1-norm
and ℓ2-norm
‖x‖2 ≤ ‖x‖1 ≤
√
d‖x‖2
for x ∈ Rd, we complete the proof of part (a). Exactly same techniques used previously implies
the correctness of part (b).
B.2. Proposition 1
Combining previous results, we construct this proposition, which is an intermediate step for
proving Theorem 2.
Proposition 1. For each m, t, it holds that:
(a) For 1 ≤ i ≤ n, ∑∞t=0 αt|ztim − z¯tm| <∞
(b) For n+ 1 ≤ i ≤ 2n, ∑∞t=0 αt|ztim| <∞
Proof. Based on the results from lemma 3(a), for 1 ≤ i ≤ n,
T∑
t=1
αt‖zti − z¯t‖ ≤ Γ(
2n∑
j=1
d∑
s=1
|z0js|)
T∑
t=1
αtσ
t +
√
dnΓD
T∑
t=1
t−1∑
r=1
σt−rαtαr−1 + 2
√
dD
T−1∑
t=0
α2t (45)
Applying equality ab ≤ 12(a+ b)2, a, b,∈ R
T∑
t=1
αtσ
t ≤ 1
2
T∑
t=1
(α2t + σ
2t) ≤ 1
2
T∑
t=1
α2t +
1
1− σ2 (46)
T∑
t=1
t−1∑
r=1
σt−rαtαr−1 ≤ 1
2
T∑
t=1
α2t
r−1∑
r=1
σt−r +
1
2
T−1∑
r=1
α2r−1
T∑
t=r+1
σt−r ≤ 1
1− σ
T∑
t=1
αt (47)
Using the assumption on the step size
∑∞
t=0 α
2
t <∞ as T →∞, we complete the proof of part
(a).
Exactly same techniques can be used to prove part (b).
B.3. Proof of Theorem 2
From the update and taking the average, we obtain
z¯t+1 = z¯t − αt
n
n∑
i=1
∇fi(zti) (48)
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Therefore,
‖z¯t+1 − x∗‖2 = ‖z¯t − x∗‖2 + ‖αt
n
n∑
i=1
∇fi(zti)‖2 − 2
αt
n
n∑
i=1
〈z¯t − x∗,∇fi(zti)〉 (49)
Since |gim| ≤ D and D′ =
√
dD, and note the convexity of f
〈z¯t − x∗,∇fi(zti)〉 = 〈z¯t − zti,∇fi(zti)〉+ 〈zti − x∗,∇fi(zti)〉
≥ 〈z¯t − zti,∇fi(zti)〉+ fi(zti)− fi(x∗)
≥ −D′‖z¯t − zti‖+ fi(zti)− fi(z¯t) + fi(z¯t)− fi(x∗)
≥ −2D′‖z¯t − zti‖+ fi(z¯t)− fi(x∗)
Rearranging the terms above and summing from t = 0 to ∞ completes the proof.
C. Communication-Sparsification on Random Graphs
In this section, we consider the effect of compression rate, i.e. k/d, on the spectral graph of the
mixing matrix
M tm =
[
Atm ǫI
I −Atm Btm − ǫI
]
, (50)
under the assumption that the communication links among the agents in the network are gener-
ated according to the ErdsRnyi model [7]. First, we overview some useful facts and definition.
Definition 2 ([7]). A random graph G(n, p) with n nodes is an ErdsRnyi graph if every edge
is included in the graph with probability 0 < p < 1 independent from every other edge.
It is easy to see that the expected degree of each node is deg = (n− 1)p ≃ np.
A directed ErdsRnyi graph can be thought of as a union of two undirected ErdsRnyi graphs
G1(n, in deg/(n − 1)) and G2(n, out deg/(n − 1)). Let W denote the corresponding normalized
adjacency matrix of a directed ErdsRnyi graph where the normalization is according to W =
W¯/|λ1(W¯ )|, where W¯ is the unnormalized adjacency matrix and λ1(W¯ ) is the largest eigenvalue
of W¯ . Since W and W⊤ have identical eigen-space and both have 1 as the largest eigenvalue,
W and the symmetric matrix S = W+W
⊤
2 have similar spectral gaps. Note that S itself can
be thought of as the adjacency matrix of an undirected ErdsRnyi graph G1(n, d¯/(n− 1)) where
d¯ = in deg+out deg2 . Therefore, in order to establish our results we concentrate on studying the
impact of the compression rate on the spectral gap of the mixing matrixM tm given that matrices
Atm and B
t
m correspond to an undirected ErdsRnyi graph.
ErdsRnyi random graphs are known for entailing sharp transitions in their monotone graph
properties.
Theorem 3 ([7, 1]). Let p = g(n)n be the edge probability of an ErdsRnyi random graph G(n, p)
with normalized adjacency matrix W .
• If g(n) > 1 then G(n, p) will almost surely be disconnected.
• If g(n) < 1 then G(n, p) will almost surely be connected and |λ2(W )| < 2/
√
g(n).
Under our proposed that message-sparsification can be thought of as adversely affecting
network connectivity and the fact that the probability of sparsifying a specific entry is 1− k/d,
we can observe that the edge probability in a network with sparsified messages is q = p(1− (1−
k/d)2). Thus, assuming g(n) > 1
1−(1−k/d)2 ensures that after sparsification the graph remains
connected almost surely at each time t and Assumption 1 in the main paper holds.
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Next, we establish a relation between the spectral gap of M tm and the compression rate k/d.
Note that since
M¯ tm =
[
Atm 0
I −Atm Btm
]
(51)
is block (lower) triangular, its spectrum is a union of the spectrum of Atm and B
t
m. However,
since g(n) > 1
1−(1−k/d)2 , and A
t
m and B
t
m are normalized (i.e. their largest eigenvalue is 1), it
holds that
|λ3(M¯ tm)| <
2√
g(n)(1 − (1− k/d)2) ≤
√
4d
kg(n)
(52)
almost surely. Now, following the proof of Theorem 1 in [3] we can establish that σ ≤ 1− αnǫ,
where α > 0 is a positive constant, ǫ ∈ (0, γ¯) with γ¯ = 1(20+8n)n (1 −
√
4d
kg(n))
n, and σ =
maxC∈Ut
M
|λ2(C)| < 1. where U tM denotes the finite set of all possible mixing matrices at time
t. Thus, there exists a 0 < β < 1 such that
σ = 1− αβn
(20 + 8n)n
(1− n
√
4d
kg(n)
), (53)
almost surely.
D. Further Experimental Results
Results for Various Sparsification Levels
In this section, we conduct the experiments stated in the main paper with various levels of
compression rates. Please see Figures 1–4 for the results on the consensus, linear regression and
logistic regression with various sparsification limits. Basic settings are the same as introduced
in the main paper.
First we consider sparsification rate no more than 50%. We show experimental results when
the sparsification rates are 30% and 20%. Here we are comparing to a fully connected graph,
i.e., sparsification rate 20% means each node communicates each of its update parameters to 1
neighboring node and there are 2 out of 10 nodes knowing this update.
Remark 5. In the proposed algorithm, ǫ is a parameter characterizing the perturbation of
mixing matrix from the original M¯ . In the analysis, we provide a range for ǫ to guarantee the
convergence performance of the algorithm. In the simulation, however, we can choose a larger
ǫ to accelerate the convergence. In this paper, we set ǫ = 0.01 and based on the setup of other
parameters, this ǫ keeps the convergence properties for the mixing matrices.
In average consensus problem, as the figure 1 shows, Algorithm 1 with different communi-
cation limits converges to the same convergence result as the full communication schemes. The
convergence rate decreases as we reduce the level of communication.
In optimization problem, as figures 2 − 4 show (figure 2 for linear regression and 3 − 4
for logistic regression), Algorithm 2 with different communication limits converges to the same
convergence results as the full communication scheme.
Remark 6. In the construction of time-varying network, we create graphs with degree of 8
(i.e., each node is connected to 8 out of 9 nodes at each time). Then for push-sum algorithm,
since this is a full communication scheme, each node sends d + 1 parameters to neighboring
nodes and the overall parameters transmitted is 8(d + 1). As long as we impose compression
rate no more than 50%, we will communicate no more than 4 × 2d = 8d parameter elements
and achieve lower communication cost.
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Figure 3: Average consensus experiment: Residual.
D.1. Sparsified D-DGD and Subgradient Push-Sum
As mentioned in the footnote of the main paper, we attempt imposing direct sparsification into
the ideas of D-DGD and push-sum algorithm. Since the consensus state cannot be achieved, as
shown in figure 7b, the modification on previous algorithms cannot reach convergence.
Now we introduce imposing direct sparsification to D-DGD algorithm. This is similar to
the proposed Algorithm 2 but when constructing mixing matrices M tm for different elements,
the additional modification (re-weighting) is not applied and therefore the mixing matrix is no
longer column-stochastic.
The sparsification is imposed into push-sum algorithm in the following way: each node
randomly chooses a sparsified version (50% parameters) to communicate and all other steps are
exactly the same as original algorithm, i.e.
w(t+ 1) = A(t)Q(x(t))
y(t+ 1) = A(t)y(t)
zi(t+ 1) =
wi(t+ 1)
yi(t+ 1)
x(t+ 1) = w(t+ 1)
where A(t) denotes the mixing matrix at current iteration.
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Figure 5: Logistic Regression: Logistic loss.
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