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R
´
esum
´
e  Cet article pre´sente le principe et les premiers re´sultats de caracte´risation d'un nouvel algorithme d'estimation de fre´quence et de
suivi de composantes sinuso¨dales. Son principe s'appuie sur la technique de re´allocation des repre´sentations temps-fre´quence, qui est modie´e
pour pouvoir traiter e´conomiquement des signaux a valeurs re´elles. Les re´sultats obtenus ne semblent pas moins inte´ressants que ceux fournis
par les approches re´cemment publie´es.
Abstract  This paper presents the principle and some preliminary results of a new frequency estimator. Its principle is not far from the
reassignment principle, which is modied to tackle real valued signals. Some results show that this approach is at least comparable to the most
recent algorithms.
1 Introduction
Dans de nombreux phe´nomenes physiques, l'information re-
cherche´e re´side dans la valeur de la fre´quence instantane´e
[16, 17] d'une des composantes du signal observe´. En ge´nie
e´lectrique par exemple, ce probleme se pose notamment dans
la de´pollution harmonique des re´seaux e´lectriques et dans la
commande sans capteur me´canique des machines tournantes.
Malheureusement, l'estimation au sens du maximum de vrai-
semblance de cette fre´quence conduit a un critere fortement
non-line´aire lorsque le signal comporte plusieurs composantes
(dont il faut impe´rativement connaitre le nombre) [13, 14]. Ceci
rend difcile l'utilisation de ce type d'estimateur, et a conduit
a l'e´mergence d'un nombre important de techniques d'estima-
tion [5, 1], avec des principes, des caracte´ristiques et des champs
d'application privile´gie´s tres varie´s.
Cet article pre´sente un nouvel algorithme d'estimation de
fre´quence et de suivi de composantes sinuso¨dales. La particu-
larite´ de cet estimateur est de ne faire appel a aucune fonction
transcendante (de type arc-tangente ou arc-cosinus) et de ne
ne´cessiter qu'un nombre assez re´duit d'ope´rations, ce qui per-
met d'envisager son utilisation en tant que tache supple´mentaire
d'un algorithme de commande d'unemachine tournante ou d'un
ltre actif. Enn, malgre´ cette simplicite´, il ne pre´sente aucune
erreur d'estimation lorsque le signal est constitue´ uniquement
d'une sinuso¨de et possede de bonnes caracte´ristiques statis-
tiques.
2 Pr
´
esentation de l'estimateur propos
´
e
2.1 Principe th
´
eorique
Avant de pre´senter en de´tail l'estimateur propose´, il semble
utile d'en exposer le principe, repre´sente´ gure 1. Cet estima-
teur est constitue´ de trois blocs successifs :
 Le premier est un ltre passe-bande de fre´quence centrale 
0
et de largeur de bande. L'objectif de ce ltre est de conser-
ver la sinuso¨de dont on veut estimer la fre´quence, suppose´e
voisine de 
0
, et d'atte´nuer toutes les autres composantes du
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FIG. 1: Principe de fonctionnement de l'estimateur
fre´quentiel propose´.
signal.
 Le signal y
1
[n] obtenu en sortie du ltre passe-bande excite
ensuite un ltre a re´ponse impulsionnelle nie (RIF) dont la
re´ponse fre´quentielle au voisinage de 
0
est tres peu diffe´rente
de celle d'un ltre double de´rivateur (inverseur) ide´alH
2
() =
 (|2) = 4
2

2
.
 Si y
1
[n] = A cos(2n+'), alors le signal obtenu en sortie
du ltre double de´rivateur est y
2
[n] = 4
2

2
y
1
[n]. Puisque
les deux signaux y
1
[n] et y
2
[n] sont coline´aires, on pourrait
envisager d'estimer  en calculant
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Mais la possibilite´ d'avoir y
1
[n] = 0 rend irre´aliste cette so-
lution, qui serait e´galement tres sensible a un bruit additif. Le
bloc fonctionnel d'estimation fre´quentielle situe´ au bout de
la chane de traitement de la gure 1 vise donc a construire une
estimation
^
[n] un peu plus pertinente de la fre´quence de la
sinuso¨de.
Enn, pour assurer le suivi de la sinuso¨de, la fre´quence ins-
tantane´e estime´e
^
[n] est utilise´e a l'instant suivant comme
fre´quence centrale 
0
du ltre passe-bande, et e´ventuellement
comme fre´quence autour de laquelle le ltre double de´rivateur
utilise´ doit avoir une re´ponse fre´quentielle proche de sa valeur
ide´ale.
De par son principe, l'estimateur propose´ est assez voisin
de la technique de re´allocation du spectrogramme. En suivant
les notations de [2], l'ope´rateur de re´allocation fre´quentielle du
spectrogramme calcule´ pour le signal x(t) au point (t; !) peut
en effet s'e´crire sous la forme :
!^(x; t; !) = Im
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Il peut donc etre interpre´te´ comme la partie imaginaire d'un
rapport dont le de´nominateur correspond au signal obtenu en
sortie d'un ltre passe-bande centre´ sur !, de re´ponse fre´quen-
tielleH

(! 
), et dont le nume´rateur est la de´rive´e (|
) de ce
dernier signal. La seule diffe´rence entre le calcul de l'ope´rateur
de re´allocation fre´quentielle et l'estimateur de fre´quence pro-
pose´ est l'utilisation d'un ltre double de´rivateur au lieu d'un
de´rivateur simple, qui permet de traiter des signaux re´els sans
calculer leur projection analytique par une transforme´e de Hil-
bert.
Enn, malgre´ une certaine similarite´, ce principe ne s'ap-
parente pas a une boucle a ve´rouillage de phase [15], dans la
mesure ou il ne cherche pas a synchroniser un oscillateur avec
le signal a analyser, et ou la re´troaction pre´sente dans la gure
1 est uniquement d'ordre parame´trique.
2.2 Choix techniques
2.2.1 Choix du ltre passe-bande
Une fac¸on simple de re´aliser un tel ltre est de le de´duire
d'un ltre passe-tout a re´ponse impulsionnelle innie (RII) du
deuxieme ordre [18] :
H
pb
(z) =
Y
1
(z)
X (z)
=
1
2
(1 H
pt
(z)) (1)
H
pt
(z) =
r
2
  (1 + r
2
)z
 1
+ z
 2
1  (1 + r
2
)z
 1
+ r
2
z
 2
(2)
avec 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0
) et r
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=
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1 + tan()
La bande passante  du ltre doit etre choisie pour ve´rier
un compromis entre deux caracte´ristiques rendues antagonistes
par l'ine´galite´ de Heisenberg-Gabor [9] : la re´solution de l'es-
timateur, et sa capacite´ de poursuite.
La principale justication du choix de ce type de ltre est
l'existance d'une structure de re´alisation (voir [18] et [3], p 99)
a la fois efcace et robuste vis a vis des erreurs de troncature
nume´rique, ce qui permet d'envisager sa re´alisation sur des pro-
cesseurs a virgule xe.
La gure 2 montre la re´ponse fre´quentielle d'un ltre de ce
type pour  = 0:05 et  = 0:001. On peut remarquer que ce
ltre atte´nue tres fortement les fre´quences situe´es en dehors de
la bande passante. De plus, H
pb
(0) = H
pb
(0:5) = 0, comme
le laissaient pre´voir les expressions 1 et 2.
2.2.2 Choix du ltre double d
´
erivateur
Pour choisir le ltre double de´rivateur, une premiere approche
consiste a utiliser un ltre qui n'est pas parame´tre´ par la fre´quen-
ce a estimer. Une telle approche n'est possible que dans certains
cas, mais elle permet de re´duire de maniere conse´quente le cout
de calcul de l'algorithme, puisque ce dernier ne fait alors appel
a aucun calcul de fonction trigonome´trique.
Ainsi, pour des fre´quences a estimer faibles par rapport a la
fre´quence d'e´chantillonnage, on peut chercher les coefcients
du ltre a re´ponse impulsionnelle nie (RIF) qui a le meme
comportement a l'origine que le ltre ide´al G() = 4
2

2
.
Pour un ltre d'ordreN (donc de longueurN+1) de fonction
de transfert H(z) =
P
N
k=0
h
k
z
 k
et de re´ponse fre´quentielle
H() = H(z = e
|2
), la similarite´ des comportements s'ob-
tient en imposant un point de contact d'ordre N en  = 0
entre les deux re´ponses fre´quentielles souhaite´e G() et obte-
nueH() :
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Ces relations conduisent a un systeme line´aire de dimension
N + 1, qui peut s'e´crire sous la forme
N
X
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k
n
h
k
=

 2 pour n = 2
0 sinon
(5)
Les coefcients h
k
solution de ce systeme de Vandermonde
sont des nombres rationnels, qui peuvent etre calcule´s formel-
lement (voir [11], x15.5) ou nume´riquement par un algorithme
rapide (voir [10], p 187). PourN = 5, on obtient par exemple :
h
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On obtient alors une re´ponse fre´quentielle (voir gure 3.a) qui
pre´sente un comportement proche du ltre ide´al pour jj <
0:12, donc pour environ F
e
> 10 f . L'utilisation de ltres
d'ordre plus e´leve´s ne semble pas justie´e, dans la mesure ou
leur comportement n'est pas signicativement meilleur.
Par contre, si la fre´quence a estimer pre´sente des variations
importantes par rapport a la fre´quence d'e´chantillonnage, il
est ne´cessaire d'utiliser un ltre parame´tre´ par une fre´quence

0
autour de laquelle la re´ponse fre´quentielle du ltre double
de´rivateur utilise´ doit etre la plus proche possible du gabarit
G() = 4
2

2
. Pour un ltre RIF d'ordre N = 2M + 1, cet
objectif peut etre atteint en imposant deux points de contact
d'ordreM en 
0
et  
0
entre la re´ponse fre´quentielle du ltre
et le gabarit. Le systeme d'e´quations line´aires obtenu, de di-
mension N + 1, est inversible si 
0
6= 0 (si 
0
= 0, il faut
utiliser le ltre obtenu par les e´quations 3 et 4), et peut etre
re´solu formellement par pivot de Gauss. Par exemple, pour un
ltre d'ordre N = 5, de fonction de transfert et de re´ponse
fre´quentielle
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ce principe conduit a imposer les 6 relations
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qui forment un systeme line´aire de dimension 6, dont la solu-
tion est :
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qui constituent un nouveaultre double de´rivateur non-parame´-
tre´, qui peut etre utilise´ lorsque la fre´quence a estimer est au
voisinage du quart de la fre´quence d'e´chantillonnage. Les -
gures 3.b et 3.c pre´sentent les re´ponses fre´quentielles des ltres
obtenus respectivement pour 
0
= 0:25 et 
0
= 0:175.
Les principales ope´rations ne´cessaires pour le calcul de ces
coefcients sont donc l'e´valuation de  = cos(),  = sin(),

2
, 
3
, 
4
, et trois divisions. Aucun autre calcul trigonome´tri-
que n'est ne´cessaire.
2.2.3 Choix de l'estimateur fr
´
equentiel
Pour s'affranchir des problemes de division par ze´ro, l'esti-
mateur fre´quentiel propose´ calcule
^
[n] =
1
2
s
P
+1
k=0

k
y
1
[n  k] y
2
[n  k]
P
+1
k=0

k
y
1
[n  k]
2
; (16)
avec 0    1, qui correspond a la minimisation du critere
quadratiqueJ([n]) =
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Cette expression permet e´galement de re´gulariser l'estima-
tion de la fre´quence lorsque le signal est bruite´. Elle est bien
sur calcule´e re´cursivement :
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Le parametre  doit satisfaire un compromis entre la capa-
cite´ de poursuivre des variations rapides de fre´quence et la di-
minution de la variance de l'erreur d'estimation, qui de´pend
du probleme a re´soudre. Des essais expe´rimentaux ont permis
de constater que des re´sultats satisfaisants sont obtenus pour
 = e
 2
.
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Mais lorsque le signal analyse´ x[n] est bruite´, y
1
[n] et y
2
[n] ont
tous les deux des composantes ale´atoires. L'e´tude des moments
statistiques de cet estimateur dans un contexte re´aliste est donc
plus difcile, et doit faire l'objet d'une e´tude comple´mentaire,
s'appuyant notamment sur un travail pre´ce´dant [6].
3
´
Elements d'appr
´
eciation
Pour illustrer succintement le principe de fonctionnement de
l'estimateur, la gure 4 pre´sente les courbes des fre´quences
instantane´es (compare´es aux fre´quences instantane´es exactes)
d'un signal a valeurs re´elles, e´chantillonne´ a 5 kHz, constitue´
de deux composantes a modulation sinuso¨dale de fre´quence
(d'amplitude 1) et de deux composantes de fre´quences cons-
tantes (et d'amplitude 0:5), noye´es dans un bruit blanc d'e´cart
type 0:1. Cette gure montre les bonnes capacite´s d'estima-
tion et de poursuite de l'algorithme. L'erreur d'estimation de la
composante a 500 Hz est due a l'utilisation d'un ltre double-
de´rivateur a coefcients constants. Elle disparait lorsqu'on uti-
lise un ltre dont les coefcients sont recalcule´s a chaque ite´-
ration.

A titre de comparaison, la gure 5montre une repre´sen-
tation temps-fre´quence (pseudo Wigner-Ville lisse´e) [9] de ce
meme signal. La gure 6montre l'e´volution au cours du temps
de l'e´cart quadratique moyen (calcule´ sur 150 re´alisations de
bruit) pour l'estimation de la fre´quence d'une sinuso¨de bruite´e
avec un RSB de 0 dB, avec  = 0:03,  = 0:006,  =
0:0025 ou = 0:001. Elle montre la rapidite´ de convergence
de l'algorithme propose´, qui semble inversement proportion-
nelle a . La gure 7 montre l'e´volution en fonction du RSB
de l'e´cart quadratique moyen au bout de 2000 points, dans ce
meme contexte. Cette gure montre un comportement satisfai-
sant de l'estimateur des que le RSB de´passe  10 dB.
4 Conclusion
Dans cet article, le principe d'un nouvel algorithme d'esti-
mation de fre´quence a e´te´ pre´sente´, e´taye´ de quelques re´sultats
pre´liminaires encourageants. L'e´tude amorce´e ici, dont la re-
productibilite´ et l'accessibilite´ est facilite´e par la disponibilite´
de chiers MATLAB [4], doit etre poursuivie par une e´valuation
pre´cise du cout algorithmique de cet algorithme, par une com-
paraison avec des algorithmes similaires [7, 8, 12, 19], et par
une caracte´risation statistique plus approfondie de cet estima-
teur.
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figure 5 : SPWV, Lg=10, Lh=45, Nf=256, log. scale, imagesc, Threshold=0.1%
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figure  6 : λ=0.03, RSB= 0 dB
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figure  7  : λ=0.03, ∆λ=0.002
