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1 Prologue
It is a fundamental paradigm of physics that macroscopic phenomena, such as heat
escaping through the wall of an apartment in winter, or the complicated motion of
water masses flowing through a river, can be described at the level of molecules and
atoms in terms of very large dimensional differential equations2. While this is theo-
retically intriguing, solving the equations of motions for such a huge set of non-linear
equations is practically impossible. Fortunately therefore, it has been known for a long
time that certain macroscopically relevant observables, typically densities correspond-
ing to conserved quantities such as energy, momentum, number of particles, etc., satisfy
autonomous and relatively simple partial differential equations (PDEs) to a very high
accuracy. As an example, the heat is redistributed in ordinary materials by a heat
equation, while the flow of fluids is determined by a somewhat more complicated set of
Navier-Stokes equations. Both the heat and the Navier-Stokes equations are examples
of transport equations. These are effective equations which describe how the macro-
scopic densities of (locally) conserved quantities are redistributed in space as a function
of time.
For mathematical considerations the separation of the microscopic and the macro-
scopic scales is idealized as being infinitely large. Moreover, in order to be able to ob-
serve the desired macroscopic phenomena still after this thermodynamic limit is taken,
space and time have to be scaled appropriately with respect to each others. The com-
bined process of applying the appropriate scaling and the thermodynamic limit consti-
tutes what is known as a hydrodynamic limit. Mathematically, the transport equations
may be then valid only at the proper hydrodynamic limit.
Besides being autonomous, the transport equations are in general irreversible, i.e.,
they apparently loose information as time progresses, unlike the underlying reversible
microscopic laws. In particular, transport equations may exhibit diffusion and, depend-
ing on the boundary conditions, relaxation towards an equilibrium or a steady state.
Moreover, they exhibit universality in the sense that the form of the transport equation
is determined only by a few relevant parameters, such as the dimension of the space vari-
ables, symmetries, etc., of the underlying microscopic models. Most of the microscopic
details enter into these macroscopic descriptions only through a few phenomenological
constants such as heat conductance or Reynolds-number. In nature the universality has
striking consequences: the transport of heat in both standing water and crystalline solid
are described by similar heat equations, while the flow of gases in an automotive engine
and the lava erupting from a volcano are both described by Navier-Stokes equations.
The implications of this universality hypothesis can also be used to justify research of
toy models. Namely, it should be possible to understand the behavior of a realistic
microscopic model at the hydrodynamic limit by studying overly simplified microscopic
models, as long as they just belong to the right universality class.
A mathematically rigorous derivation of even the simplest transport equation from
the first-principles, i.e., from the fundamental laws at the microscopic level, is still
lacking. More precisely, so far nobody has succeeded in deriving a transport equation
without introducing qualitatively unrealistic extra terms or making some uncontrolled
approximations of the microscopic laws. Moreover, although there are rather convincing
heuristic explanations of how, say, a finite heat conductivity results from microscopic
collisions of heat carriers, even the question whether the change of spatial dimension
2Here we assume that classical physics is sufficient at the microscopic level.
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changes the supposed hydrodynamic limit of a given model is still debated.
One particularly interesting microscopic feature that is generally known to have
dramatic effects on the large scale properties of statistical mechanical systems, e.g.,
transport equations, is disorder. Disorder typically refers to general spatiotemporal
irregularities, such as crystal defects, impurities, and space-time noise acting on the
microscopic system which are fixed, or independent, of the rest of the variables. Dis-
order is mathematically modeled by making microscopic equations of motions random.
As disordered systems are in general much more difficult to analyze than analogous
ordered systems, it is not surprising that in the context of deriving transport equations
the role played by disorder is in general poorly understood. As basically any real mate-
rial is at least weakly disordered, in principle one can not even rule out the possibility
that disorder might actually be a necessary ingredient for the derivation of some trans-
port equations. Therefore, understanding the role played by disorder is of uttermost
importance for modeling realistic models of physical as well as other complex systems.
The scientific contribution of this thesis consists of two papers (A) and (B) in which
the effect of disorder on two mathematically well understood microscopic models of
transport is investigated.
In paper (A), a disordered version of a harmonically coupled chain of oscillators is
studied in one dimension. This is perhaps the simplest and one of the only solvable
purely mechanical (Hamiltonian) models of heat conduction. The key result of paper
(A) is the proof of the scaling law for the heat conductance of the chain as a function of
the length of the chain. While in the ordered (non-disordered) case the heat conductivity
of the chain is infinite, in the disordered case it becomes zero. Furthermore, it is shown
that this behavior is universal in the sense that it is not affected by many details of the
statistical properties or the magnitude of disorder. On the other hand, the conductivity
is shown to depend strongly on how the heat is delivered to the chain at its boundaries
- a property that is not expected to apply for anharmonic oscillators in general.
In paper (B), we consider a disordered version of the simplest microscopic model of
heat conduction. Namely in this model, energy is carried by a large number of non-
interacting random walkers on a multi-dimensional integer lattice, where the transition
probabilities of the walkers depend on their position in space and time. Due to the
lack of interactions between the heat carriers, it suffices to consider only a single walker
in a dynamic random environment. We show that if the transition probabilities are
correlated in an integrable manner in time, while the correlations decay weakly as
function of increasing spatial separation, then the walker resembles a Brownian motion
in the scaling limit for almost every realization of the disorder. In particular, this
implies that a regular linear heat equation describes the density of the heat carriers at
the large scale despite the presence of strongly correlated disorder in space. This result
should be contrasted with what happens in one-dimensional static environments. In
such case, any disorder which does not create an average drift will completely change
the scaling behavior of the random walker. In particular, there is no diffusion in that
case.
In summary, the results in papers (A) and (B) demonstrate two contrasting effects of
the disorder on simple models of heat transport: In the first case, the addition of disorder
changes the macroscopic behavior completely, while in the second case, it does not have
a qualitative effect at all. Moreover, the technical analysis of paper (B) is based on
renormalization group (RG) techniques introduced originally in particle and statistical
physics contexts (cf. [17]). The RG paradigm offers an elegant way to understand the
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origin of universality observed in the scaling limits of various microscopic models which
extend infinitely in spacetime. In RG terminology, the result of paper (A) corresponds
to proving the existence of a stable universal class of heat conduction of one-dimensional
disordered mechanical chains. The results of paper (B) correspond to showing that the
domain of attraction of Gaussian fixed points of random environments includes more
general type of random environments than were previously known.
In the following pages we will provide heuristics as well as some supporting results
for the papers. The intention is to communicate the key ideas without focus on details.
We will also provide some general references although most of them can be found from
papers (A) and (B) already.
2 Transport of heat by coupled mechanical oscillators
Consider a macroscopic system described by a temperature distribution T0(x), x ∈ Λ̄ ⊂
Rd, at some given time t = 0. If the temperature distribution is not uniform, then
an energy current J : Λ̄ → Rd redistributing the heat energy is generated. Due to





(x, t) = −∇ · J(x, t) , (1)
where cv is a specific heat per unit volume. Thermodynamics also tells us that if the
temperature field T (x, t) = T0 is uniform then the heat currents vanish. Hence it is
natural to assume that for small temperature gradients, the current is given by Fourier’s
law
J(x, t) = −κ(T (x))∇T (x, t) , (2)
where the heat conductance κ : (0,∞) → (0,∞) is a smooth function. For Fourier’s
law to hold one must also assume that no mass flow or other mechanisms of energy
transport besides heat conduction are effective. Furthermore, the effects related to
variations of density and pressure have been ignored. Combining Fourier’s law with (1)
yields an autonomous description of T in terms of a non-linear parabolic PDE known









There are two distinct situations where the heat equation is observed to hold experi-
mentally with high accuracy for a wide range of solids as well as fluids:
Isolated domain with uneven initial temperature field: A block of material occupying
the spatial domain Λ̄ ⊂ Rd with smooth boundaries is isolated from the environment in
such a way that no heat can flow in or out of Λ̄. This corresponds to the evolution of (3)
started from the initial field T (x, 0) := T0(x), with the Neumann boundary condition
n∂Λ̄(x) · ∇T (x, y) = 0, where n∂Λ̄(x), x ∈ ∂Λ̄, is the normal vector of the smooth
boundary ∂Λ̄. In the large time limit t → ∞, the temperature profile is expected to
relax to the constant value, i.e., the system is expected to return to its equilibrium.
Isolated domain subjected to non-uniform heat baths at the boundaries: The second
option is to consider a system subject to external heat baths. In that case the boundary
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is split into two disjoint sets ∂Λ̄ = Γ0 ∪ Γ1 where the part Γ0 is isolating like in the
previous case, while on the remaining part Γ1 the temperature T (x, t), x ∈ Γ1, is fixed
to a time-independent value TΓ1(x) of the heat bath at x. For large times the system
is expected to approach a stationary state where the temperature field is specified by





2.1 Coupled oscillators as microscopic model of energy trans-
port
Perhaps the simplest realistic model of heat conduction at the microscopic scale consists
of mechanical oscillators indexed by the elements of the set
Λ ≡ ΛL :=
{
i ≡ (i1, . . . , id) ∈ Zd : i/L ∈ Λ̄
}
, (4)
of lattice points, where L describes the separation of microscopic and macroscopic
length scales. Indeed, suppose the oscillator at site i has mass mi ∈ (0,∞), is located
at i+qi ∈ Rd, and has momentum pi ∈ Rd. In the case of isolated boundary conditions,
the evolution of the system is determined once the Hamiltonian












Vij(qi − qj) , (5)
and the initial conditions of q = (qi : i ∈ Λ), p = (pi : i ∈ Λ) ∈ (Rd)Λ are specified.
Here the onsite potential Ui : Rd → [0,∞) pins the oscillator i down to the crystal
point i, while the interaction potential Vij : Rd → [0,∞) models the coupling between
oscillators i and j. It is natural to assume that Ui(q) and Vij(q) grow as |q| increases,
and that the interaction strength Vij(q) decreases as the atom separation |i− j| grows.
Based on the understanding of real matter as well as for the sake of convenience, it is
common to assume that Vij vanishes unless |i− j|1 :=
∑d
k=1|ik − jk| = 1.
Typically additional constraints on the potentials are needed to ensure that the
mechanical system described by (5) are mathematically meaningful. For example, the
equilibrium Gibbs probability measure with density exp(−T−10 H(p, q)) w.r.t. Lebesgue
measure dp dq at the constant temperature field T (x) := T0 > 0 is well defined, pro-
vided that Ui is non-zero for the oscillators at the boundary ∂Λ. In order to consider
disordered systems later on, we have allowed the masses and the potentials to depend
on the sites i, j. Although, even for ordered systems site depended potentials are often
used to model boundary effects, in this subsection the site dependence can be ignored.
In order to connect this microscopic description to the heat equation we introduce









Vij(qi − qj) , (6)
with u := (q, p). The value of u(t) := (q(t), p(t)) is determined uniquely by u(t) =
Φt(u(0)) where {Φt}t∈R is a diffeomorphic flow generated by the Hamiltonian equations,
e.g., Φ0 = Id, Φ−1t = Φ−t and Φs ◦ Φt = Φs+t. If the initial condition u(0) is chosen
randomly it is natural to consider t 7→ u(t) as a stochastic process since the flow Φ is
typically chaotic.
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The connection to the macroscopic temperature profile is now made through the









δ{i/L}(dx) dt . (7)
Let us also introduce the local thermal equilibrium measures on (Rd)ΛL × (Rd)ΛL ,









where T : Λ̄ → [0,∞) is a smooth function. Suppose u(0) is distributed according to
νT0;L for a smooth initial temperature field T0 : Λ̄→ (0,∞), and assume for simplicity
that Ui := U 6= 0 and Vij := V do not depend on i, j. A full proof of Fourier’s law






f(x, t)T (x, t)dxdt , (9)
applies for νT0-a.e. initial value u(0), with the limiting temperature field T : Λ̄× [0, 1]→
[0,∞) satisfying a non-linear heat equation (3) with initial density T (x, 0) = T0(x).
The physical meaning of this statement is that the microscopic degrees of freedom
around (x, t) are well described by the Gibbs measure corresponding to the local tem-
perature T (x, t) at the thermodynamic limit. This is intuitively plausible since the
smooth macroscopic temperature T (x, t) varies at the microscopic scales of space and
time with derivatives of order L−1 and L−2, respectively. Nevertheless, the rigorous
justification of this local thermal equilibrium (LTE) hypothesis has turned out to be
an extremely challenging problem (cf. [4]) for any (qualitatively) realistic microscopic
model, such as the one corresponding to (5), of energy transport. Roughly speaking,
the crux of the matter is to be able to justify various probabilistic estimates which
would guarantee sufficient mixing and independence between the microscopic degrees
of freedom as a function of their separations in spacetime. Such estimates are in turn
needed when one replaces microscopic degrees of freedom around (x, t) ∈ Λ̄× [0,∞) by
their local averages described by the local temperature T (x, t).
Before moving on it is worth noting that one could consider a more general model
of heat conduction where the particles are not fixed on the lattice, but can move freely
in the container LΛ̄ ⊂ Rd. Such a system corresponds to a model of liquid and could












V (qα − qβ) ,
where particle α has position and momentum (qα, pα) ∈ (LΛ̄) × Rd, potential UL de-
scribes the interaction of the particles with the container of the liquid, and ρ ∼ 1 is the
average density of the particles. Here the potentials are assumed to be independent of
α, β since we are not considering the disordered case. 3
In the case of liquid the empirical spacetime measure of energy resembles (7), except






2t), p(L2t)) δ{L−1qα(L2t)}(dx) dt . (10)
3If potentials are allowed to depend on α, β it is possible to write the crystal Hamiltonian (5) in











V (qα − qβ) .
We again expect that τ̃L converges weakly to a field T analogously to (9). However,
the evolution of T is not anymore described by heat equation (3). Instead, in order to
obtain an autonomous hydrodynamic description for the system, one has to introduce
similar hydrodynamic fields for each locally conserved quantity, e.g., linear and angular
momentum, and to show that these fields together satisfy an autonomous set of partial
differential equations commonly known as Navier-Stokes equations (cf. [28]).
2.2 Heat flow through driven system
If one considers a Hamiltonian system (5) interacting with heat baths, the energy
current through the system can be studied without having to, at least directly, face
the problems associated to proving the weak limit (9) or the LTE-hypothesis. In such
system the time evolution of u ≡ (q, p) is governed by the Hamiltonian equations and
the interactions with the heat baths at the boundary of ΛL. Since it is expected,
although not proven (cf. [15]), that the exact choice of the heat baths does not make
a difference in physically relevant models, it is customary to model these interactions
by stationary stochastic processes, such as Orstein-Uhlenbeck processes (Langevin-type
















where γi ≥ 0 describes the strength of the coupling between the oscillator i and the
associated heat bath, t 7→ Bi(t) : [0,∞] → Rd are independent copies of a standard
d-dimensional Brownian motion, and ∂ΛL :=
{
i ∈ ΛL : ∃j ∈ Zd\ΛL s.t. |i− j|1 = 1
}
.
One could attempt to prove the limit (9) and show that the field T (x, t) satisfies the
heat equation with boundary values Ti ≡ TL;i := T |∂Λ̄(x), where x is the closest point
of ∂Λ̄ from i/L. On the other hand, by differentiating the energy process t 7→ H(u(t))
and arranging the terms, we obtain






















































where each term on the last line corresponds to a boundary site j and is identified as
the instantaneous energy current from the heat baths to the system of oscillators.
If one assumes that there is a unique ergodic stationary measure νL for the process
(11), then taking expectations w.r.t. this measure yields the formula for the stationary









, i ∈ ∂Λ . (12)
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Here, J̄i > 0 when energy is in average flowing from the heat baths to the system of
oscillators at the site k. By assumption of stationarity, one obtains
∑
i∈∂Λ J̄i = 0.
A simple formula for the heat conductance of the total system is obtained by choos-
ing
Λ̄ = [0, 1]d , so that ΛL = {1, 2, . . . , L}d ,
and setting the system in contact with the heat baths of temperatures T and T ′ at the
(d − 1)-dimensional surfaces corresponding the extreme values of the first coordinate
i1 = 1 and i1 = L, respectively, while isolating the remaining boundary sites i by setting
γi = 0.
Since in the stationary state the expected total energy does not change, we obtain
from (12) an expression for the total current carried flowing through the system in the
positive direction along the first coordinate axis,




where J ijL (T, T ′), 1 ≤ i, j ≤ d, denotes the current in direction i when there is a
heat gradient in direction j. By normalizing the total current by the cross section of
the conducting block, i.e., by the area Ld−1 of the surface {i ∈ ∂Λ : i1 = 1}, as well
as dividing by the temperature gradient L−1(T − T ′), we obtain for the average heat




T − T ′
J 11L (T, T ′) . (14)
Taking the thermodynamic limit L → ∞ yields a formula for the corresponding ther-
modynamic average conductivity. By letting also T ′ approach T yields a microscopic
definition for the conductivity appearing in the non-linear heat equation (3). More
precisely,
κ̄(T, T ′) := lim
L→∞
κ̄11L (T, T
′) , κ(T ) := lim
T ′↗T
κ̄(T, T ′) , (15)
where it has been assumed that the system is symmetric w.r.t. rotations and transla-
tions at the macroscopic scale, and hence tensors have been reduced to scalars.
If one were able to show that C−1 ≤ L2−dJ 11L (T, T ′) ≤ C, uniformly as L→∞, for
some 0 < T, T ′ <∞, that would be considered already as a proof of Fourier’s law. After
all, if one supposes κ(T ′′) ∼ κ(T ), for every T ≤ T ′′ ≤ T ′, then this scaling law would
imply the finite conductivity κ(T ) ∼ 1 in (2). Moreover, as already mentioned, by using
formulas (14) and (15) one sidesteps the problem of justifying the LTE hypothesis, and
reduces the problem to that of calculating the second moments pi’s under the stationary
measure 4.
In one dimension the oscillators form a chain with Λ := {1, 2, . . . , L}. In this case,
∂Λ = {1, L}, and hence it follows J̄1 = −J̄L. Moreover, (12) implies that the total
energy current carried by the chain from left to right is










4There is also a third, more practical way to define κ(T ) using Green-Kubo formula (see [28]).
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where we have reindexed the stationary νL so that its temperature dependence is explicit
νL;T1,TL .
Although the verification of the local thermal equilibrium remains still open, the
existence of unique stationary mixing measure νL for (11) has been proven with reason-
ably general potentials for equal masses mi = m in the one-dimensional setting in [13].
Moreover, in the same work it is shown that the current vanishes under these conditions
if and only if T1 = TL. The difficulties of dealing with the system (11) in general are
related to showing that the system is mixing enough to justify various probabilistic
assumptions. Although there are purely stochastic terms present at the boundaries,
they are very far away from an average oscillator as L approaches infinity.
It is worth remarking that it is now generally believed that in the absence of an ex-
ternal pinning potential, as is the case in most realistic situations, the heat conductance
in one dimension is not finite. This is an important finding also from practical perspec-
tive, as it describes the heat transport of carbon nanotubes and has been recently even
studied experimentally (cf. [10]).
2.3 Disorder
Because of the apparent translational invariance of materials it would be natural to
assume that mi and Ui do not depend on i, while the interparticle potential Vij would
depend only on the relative equilibrium position i−j of the particles in the Hamiltonian
(5). However, we want to consider disordered models where impurities or non-perfect
crystal structures invalidate such symmetry properties. On the other hand, we are not
interested in how the system behaves for a specific disordered Hamiltonian, but want
to instead understand how a typical disordered Hamiltonian behaves when it is thought
to originate from a statistical ensemble. This is modeled by assuming the Hamiltonian
to be a random variable ω 7→ Hω 5 on some probability space (Ω,Σ,P).
The simplifying symmetries of the ordered Hamiltonian are then transferred to cor-
responding assumptions on the probability distribution of the Hamiltonian, e.g., mi are
i.i.d. random variables, or more generally, the local energies (6) (hi+j : i ∈ I) at sites
I ⊂ Zd have the same law as (hi : i ∈ I) in the limit ΛL → Zd. Since typical macro-
scopic observables are averages over a very large number of the microscopic degrees of
freedom, their randomness is often expected to be averaged out, or homogenized, at the
scaling limit. In particular, the conductivities are expected to become non-random and
inherit the symmetries satisfied by the statistics for typical realizations of the disorder
at the limit L→∞. This has been anticipated in (15) by writing κ(T ) and κ̄(T, T ′) as
scalars instead of tensors.
Since the Hamiltonian is random also the associated steady state currents and con-
ductivities are random variables. As is customary with the disordered system one talks
about annealed and quenched properties of the system. As an example of this terminol-
ogy, one says that the average heat conductivity of (14) corresponding to the disordered
Hamiltonian HL scales like Lα in a quenched sense, provided
C−1 ≤ lim inf
L→∞
L−α κ̄11;ωL (T, T
′) ≤ lim sup
L→∞
L−α κ̄11;ωL (T, T
′) ≤ C , P− a.e. ω ,
for a constant C > 0. On the other hand, one says that κ̄11L (T, T ′) ∼ Lα in an annealed
5This is equivalent to saying that all or some of the quantities mi, Ui, Vij are random.
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sense if















In general the effect of disorder on κ̄11L (T, T ′) is not well understood. Because of the
complicated finite size effects, simulations have not provided a clear picture either. For
details concerning the current state of knowledge see review paper [10].
2.4 Disordered harmonic systems and localization of eigenmodes










krl , i, j ∈ ΛL ,
we say that Hamiltonian (5) is harmonic, and otherwise anharmonic. Let us assume
for convenience, and without missing anything important, that the deviations of the
oscillators in the Hamiltonian (5) are one-dimensional, i.e., qi, pi ∈ R. In this case we
may also drop the superscripts from the potentials, so that Ui := U11i and Vij := V 11ij .
Furthermore without loosing any generality one may assume that Vji = Vij.
The pure Hamiltonian equations now reduce to the linear Newton equations
M q̈(t) = −Φq(t) , (17)
where the mass matrix M and the force matrix Φ are symmetric matrices in CΛL×ΛL
defined by
Mij := miδij , Φij := (2Ui + 4Vii)δij − 4Vij , i, j ∈ ΛL .
Since M−1Φ is positive w.r.t. the inner product 6
〈q, q′〉M := q†Mq′ , q, q′ ∈ CΛL ,
there exist eigenvalues φ2α > 0, and the corresponding eigenvectors qα ∈ CΛL , α =
1, . . . , N := Ld, such that
(M−1Φ)qα = φ
2
αqα , 〈qα, qβ〉M = δαβ , 1 ≤ α, β ≤ N . (18)
Suppose, the Newton equations (17) are started from q(0) := q′ and p(0) := p′, and
denote the projections to the normal modes by Πα := qαq†α. An explicit solution can

















with α and σ summed over all N ≡ Ld eigenmodes and signs {+1,−1}, respectively.
Suppose now that we add a driving term f : R→ RΛL into Newton’s equation:
M q̈(t) = −Φq(t) + f(t) , q(0) = p(0) = 0 .
6Here q† is obtained from q by transposing and taking complex conjugates componentwise.
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cosφα(t− s) MΠαf(s) ds . (20)
In order to understand the heat transport of harmonic systems, let us pick two arbitrary
sites i, j ∈ Λ, and drive the oscillator at site i by an L2-function f : R→ R by setting
f(t) := f(t)ei. If we assume that f has also a bounded support, then a simple calculation














2 |f̂(φα)|2 , (21)
where f̂(φ) :=
∫
e−iφtf(t)dt and qα = (qα;i : i ∈ ΛL) so that eTi qα = qα;i. The expression
on the right hand side now shows that the effect felt at j crucially depends on how
spread out the eigenvectors are on ΛL. Indeed, suppose for simplicity that f is chosen
such that f̂(φα) ∼ 1, i.e., f is qualitatively similar to the white noise on the spectrum
{φα : α = 1, . . . , N}. By assuming that (21), with |i−j| ∼ L, scales like (14) when L→
∞, the influence of disorder and spatial dimension on the conductivity is determined
by the joint distributions of the pairs (φα, qα):
• For ordered systems it can be typically shown that all eigenvectors are completely
delocalized, or extended, so that typically (qα;i)2 ∼ L−d regardless of i. This implies
that energy injected at i is spread across the whole system, so that EL;ij(f) ∼ 1,
for every j, and the heat conductance is O(L).
• For disordered systems in one dimension, it can be shown that the eigenmodes are
exponentially localized. By this, one means that as L→∞, the components qα;i of
the eigenvectors typically peak around some site iα, and then decay exponentially
when one moves away from iα: |qα;j/qα;iα | . exp(−|j − iα|/`α). The localization
length `α is typically of order `α ∼ 1. However, in the absence of pinning potential,
for low frequencies one has `α ∼ φ−2α . Hence, by (21) the modes φα . L−1/2 carry
heat effectively across the system (cf. next subsection).
• For disordered systems in two dimensions, rigorous results concerning the localiza-
tion properties of the eigenvectors are lacking. Based on simulations and heuristics
it is expected, but not proven, that only modes φα . (lnL)−1/2 carry effectively
heat due to the associated localization lengths exceeding the linear size L of the
system;
• For disordered systems in three and higher dimensions, no rigorous theory exists.
However, again by simulations and non-rigorous arguments, there are expected
to be typically both extended as well as localized eigenmodes present with their
relative proportions depending on strength and type of disorder. The extended
vectors form a conducting band, and the width of this band determines the con-
ductance of the whole system. The dependence of conductance on the statistical
properties of the disorder can be complicated.
More information and references concerning the heat transport in disordered harmonic
systems can be found from [9] and [10]. In physics, the localization phenomena of
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the eigenvectors of large random band matrices, like M−1Φ, is known as Anderson
localization (cf. [1]), and it has been studied vigorously in the context of non-interacting
quantum mechanical electrons moving in a disordered potential.
Although harmonic models are known to have unphysical heat conductivity, they
still serve as the starting point when one attempts to explain heat transport in anhar-
monic systems. For example, the prevailing physical theory by Peirls (cf. [4] for review
and further references) explains the finite conductivity in terms of phonons, which are
loosely speaking localized wavepackets corresponding to the eigenmodes of the har-
monic approximation of the potentials appearing in the Hamiltonian. In Peirl’s theory
one explains (heuristically) the diffusion of energy as a result of collisions between the
wavelike phonons caused by the anharmonic parts of the potentials.
Another example of the important role that the harmonic systems play in the theo-
retical understanding of the heat conductance is demonstrated in the works [2] and [3].
In the former paper the dynamics of an ordered harmonic system are augmented by
diffusive noise which conserves both energy and momentum locally. In the latter paper,
the dynamics of a disordered harmonic system are augmented by the diffusive noise
which conserves energy locally. The physical motivation behind both of these models
is that the added noise resembles, at the qualitative level, the chaotic dynamics associ-
ated with anharmonic potentials. The mixing generated by the noise on the other hand
results in stochastic systems which can still be analyzed rigorously. Both papers yield
results which correspond to the numerically observed behavior for the corresponding
anharmonic systems. In particular, the conservative noise makes the conductivity of a
disordered chain finite. Heuristically, this can be understood in terms of exchange of
energy between the normal modes induced by the noise.
2.5 Derivation of heat current in disordered harmonic chains
For disordered harmonic systems only the one-dimensional case is currently rather well
understood. In particular, a useful expression for the stationary heat current has been
derived in [8]. Since the analysis of paper (A) builds on this result, we now reproduce
it (Proposition 2.1 below) in a slightly different way using stochastic calculus, and the
general formula (16) valid for chains.
For simplicity, we assume that only the massesmi are random, while setting Ui(q) :=

















(qk+1 − qk)2 ,
where we have either the free or fixed boundary conditions:
• Free boundaries: q0(t) = q1(t) and qL+1(t) = qL(t) for all times t;
• Fixed boundaries: q0(t) = qL+1(t) = 0 or all times t.
The SDE (11) becomes in this setting an Ornstein-Uhlenbeck process





where B(t) := (Bi(t) : 1 ≤ i ≤ 2n) is an L-dimensional standard Brownian motion,













Here, the submatrices M,Γ, T ∈ RL×L are diagonal and positive
M := diag(m1, . . . ,mn) , Γ := diag(γ, 0, . . . , 0, γ) , T := diag(T1, 0, . . . , 0, Tn) ,





ij := (2 + µ− δi1 − δiL)δij − δi,j+1 − δi,j−1 with free boundaries;
Φ
(Fix)
ij := (2 + µ)δij − δi,j+1 − δi,j−1 with fixed boundaries.
(24)
By using Duhamel’s formula one may solve (22) so obtain:




Since the integrand of the stochastic integral is nonrandom, the process is Gaussian. If
one sets B = 0 in (25), then one is left with a damped Hamiltonian system which, due
to −γpi terms, is dissipative, i.e., it looses energy as time progresses. In the context of
(25) this means that the eigenvalues of K have positive real components (cf. Lemma
2.2 below), and hence one obtains exponential damping in time
‖e−tK‖ . e−ct , t ≥ 0 , (26)













where ν ≡ νL;T1,TL is the stationary measure of the process u, while EB denotes the
expectation w.r.t. driving Brownian motion B. In order to obtain (27) we have used
the Itô-isometry and the independence of Brownian motions B1 and BL.
For convenience, we write






where the stars ∗ denote unspecified L×L-matrices. Although the matrices Φ,Γ,M, T
are almost diagonal, the same is not true for S(t), and we do not have a practical
expression for the correlations in (27). However, by expressing the problem in the
frequency domain we will obtain almost diagonal matrices.
To this end, we extend S(t) for all t ∈ R, so that
Ṡ(t) = −KS(t) , S(0) = I , and S(−t) := 0 , t > 0 .
By (26) we know that S, Ṡ ∈ Lp(R; C2L×2L), 1 ≤ p ≤ ∞. Thus the Fourier transforms
Ŝ, ̂̇S : R→ C2L×2L are well defined, and by partial integration, we obtain̂̇S(φ) = ∫∞
0
e−iφtṠ(t)dt = −I + iφ
∫∞
0
e−iφtS(t)dt = −I + iφŜ(φ) . (29)
Substituting this into Ṡ(t) = −KS(t) yields
(iφI +K)Ŝ(φ) = I .
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Writing this in terms of the L× L-blocks F (t), G(t) yields
iφF̂ (φ) − M−1Ĝ(φ) = 0 ,
ΦF̂ (φ) + (iφI + Γ)Ĝ(φ) = I .
(30)
We may solve both F̂ (φ) and Ĝ(φ) in terms of the symmetric triagonal matrix,
Z(φ) := Φ− φ2M + iφΓM , (31)
which is invertible by Lemma 2.2 for every φ ∈ R:
F̂ (φ) := Z(φ)−1 and Ĝ(φ) := iφMZ(φ)−1 . (32)
Let us express the correlation integral (27) in terms of the Fourier variables as well.
Indeed, by Plancherel’s formula we obtain





























where (M †)ij := M∗ji, and we have denoted the only non-zero L×L-block of the diagonal
matrix D by D′ := 2ΓTM . By formula (16) of the steady state current in chains, we
only need to determine the correlation function ν(p21). Since D′ij = δij(δi1 + δiL)2γmiTi












∣∣Z(φ)−111 ∣∣2dφ + TLmL ∫ φ2∣∣Z(φ)−11L ∣∣2dφ} , (33)
where Z(w)−1ij := (Z(w)−1)ij.
Now, if one sets TL = T1 so that the system is in equilibrium, then by the equipar-







Hence, by expressing both m1T1 and νL;T1,TL(p21) in terms of integral representation






























Now, by definition (31) we may write
Z(φ)ij = zi(φ)δij − δi,j+1 − δi,j−1 , (35)
13
where zi ≡ zi(φ) = 2 + µ −miφ2 outside boundaries 2 ≤ i ≤ L − 1. Let us denote by
Zk,l the (L−1)× (L−1)-matrix obtained by removing the kth row and lth column from









while the second one follows by using (35) to deduce (−1)L+1 detZ(φ)1,L = 1.
We are now going to derive a recursion relation for the determinants detZ(n) by
using (35). Indeed, it follows by expanding the determinants w.r.t. the last column (or
row) that
detZ(n) = zn · detZ(n−1) − detZ(n−2) ,
detZ(1) = z1 ,
detZ(0) = 1 ,
where the last initial condition follows since we have detZ(2) = z2z1− 1. Let us further













which holds for every 1 ≤ n ≤ L if one sets detZ(−1) := 0. Iterating then yields















TALAL−1 · · ·A2A1ṽ1 ,
(37)
where we have introduced the new transfer matrices,
An ≡ An(φ) :=
[




which do not ’see’ the boundaries, and transferred the boundary conditions into the









zL − (2 + µ− φ2mL)
]
. (39)
By recalling definitions (35), (31) and (24), we obtain
z
(Free)
k − (2 + µ− φ
2mk) = −1 + iφγmk ,
z
(Fix)
k − (2 + µ− φ
2mk) = iφγmk ,
(40)
for the boundary differences: k = 1, L in (39). Plugging first (37) into (36) and then
feeding the resulting expression into (34) yields a useful expression for the steady state
current.
Proposition 2.1. The stationary state heat current through the chain (22) is
JL(T1, TL) = 2 (T1 − TL)
∫ ∞
0
∣∣vL(φ)TAL(φ)AL−1(φ) · · ·A1(φ)v1(φ)∣∣−2 dφ , (41)
where transfer matrices Ak only depend on the masses of the chain while the vectors
vk(φ) := π
1/4(γmk|φ|)−1/2ṽk(φ) , (42)
take into account both the boundary conditions and the bath properties.
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Note that by using evenness of the functions w.r.t. φ we have limited the integral
to positive values. Choosing fixed boundary conditions yield
v
(Fix)













which correspond to the coupling of the Casher-Lebowitz model (see [8]).
Lemma 2.2. Recall definitions (23) and (31) of matrices K and Z(w), respectively.
Then:
(i) The zeros of φ 7→ detZ(φ) : C 7→ CL×L, and the eigenvalues of K are related by
the complex rotation z 7→ −iz, i.e., detZ(φ0) = 0 if and only if det(−iφ0I−K) =
0;
(ii) If α ∈ σ(K) then <α > 0 7;
(iii) The exponential damping ‖exp(−tK)‖ ≤ C exp(−ct) applies for t ≥ 0 8.
Proof. For proving (i), assume that α ∈ σ(K), so that Ku = αu for some non-zero
uT = [qT pT]. By definition of K, this is equivalent to
p = −αMq , and Φq + Γp = αp . (44)
Now q 6= 0 since otherwise we would have also p = 0 by the first equation. Combining
these two equations yields
(Φ + α2M − αΓM)q = 0 . (45)
But the right side equals Z(iα)q, and hence it follows that detZ(iα) = 0, when α ∈
σ(K). In the other direction, if detZ(iα) = 0 then Z(iα)q = 0, for q 6= 0, and hence
we may define p := −αMq so that both equations in (44) apply and hence α ∈ σ(K).
In order to prove (ii) suppose Ku = αu for u 6= 0, and apply qT from the left on
both sides of (45) which must hold by part (i) of the lemma. This results in a quadratic
polynomial of α:
wα2 − vα + u := qTMqα2 − qTΓMqα + qTΦ q = 0 .
We will show that one can not have q1 = qL = 0, and then conclude the result since
the roots of the resulting polynomial have the property <α > 0. Suppose now that
q1 = qL = 0, so that (45) reduces to M−1Φq = −α2q. By using the definitions of Φ and
M one sees that q1 = · · · = qk = 0 implies that also qk+1 = 0, 1 ≤ k ≤ L − 1, so that
we must actually have q = 0. But (44) then results in p = 0 as well, contradicting the
assumption u 6= 0.
Part (iii) follows by putting K into a Jordan form, and expressing it in a basis where
K = K ′ + L and K ′ is a diagonal matrix containing the eigenvalues of K, and L is
nilpotent of order 2L− 1 at most.





φ2Z(φ)−1MΓ(Z(φ)−1)† dφ = M−1 . (46)
7Notations: z = <z + i=z, with <z,=z ∈ R, for z ∈ C.
8Here ‖ • ‖ can be chosen to be the operator norm induced by the Euclidean distance on RL.
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We use Cauchy formula to evaluate the integral. First we note that φ 7→ Z(φ)−1ij ,
1 ≤ i, j ≤ L, is a ratio of complex polynomials, and hence a holomorphic function.
Moreover, by Lemma 2.2 we know that Z(φ) = 0 if and only if =φ > 0. Hence, by
Cauchy formula: ∫
γ
φZ(φ)−1dφ = 0 , (48)
for any loop γ : [0, 1] → H̄− :=
{
z ∈ C : =(z) ≤ 0
}
. By defining two curves γ′R(τ) :=
2R(τ − 1/2) and γ′′R(τ) = Re−iπτ for τ ∈ [0, 1] and R > 0, we see that (48) applied to





















Substituting this into the path integral (49) and then plugging the result into (47) yields
the desired identity.
Lemma 2.4. Suppose B is a n× n-matrix that has an inverse, and denote by Bi,j the






Proof. This basic result can be found for example in book [16].
2.6 Our results
By analyzing the evolution of the elements of the discrete time stochastic process
n 7→ Qn(φ) := An(φ)An−1(φ) · · ·A1(φ) , (50)
for fixed φ, we show in paper (A) that the averaged integrand in (41) satisfies the
following scaling law.
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Theorem 2.5. Consider a system (22) without the pinning potential (µ = 0) 9 and fixed
boundary conditions, so that v1, vL are given by (43). Assume that the masses mi are
i.i.d. and have Lebesgue-density ρ which is compactly supported in (0,∞), continuously
differentiable inside its support, with an uniformly bounded derivative. Then








The choice of v1, vL corresponds to the so-called Casher-Lebowitz model (see [8]). By
using (51) in (41) and changing the order of integrals, one confirms the long conjectured
scaling behavior of the heat current in the Casher-Lebowitz model:
EJL(T1, TL) ∼ (T1 − TL) · L−3/2 .
The upper bound in (51) had already been proven for the frequency regime φ ≥ ε,
where ε > 0 is any constant independent of L and φ, by O’Connor [23].
We also reproduce a similar scaling result for another related model where the
Ornstein-Uhlenbeck heat baths are replaced by semi-infinite ordered harmonic chains
started from equilibrium Gibbs states corresponding to temperatures T1 and TL, re-
spectively. In this model the steady state heat current is shown to scale like L−1/2
(in an annealed sense) as was first proven by Verheggen in [31], who approached the
problem by studying wave propagation in random media. Our analysis reveals that this
particular model is special because some difficult oscillations cancel each others from
the final expression for the current density. In particular, the dramatically different
scaling of EJL(T1, TL) between these two models can be understood from the general
formula (21) of harmonic systems. Compared to the Casher-Lebowitz model the heat
baths of the Verheggen-model distribute much larger portion of their energy on the low
frequency eigenmodes φα . L−1/2 which have localization lengths `α & L exceeding the
length of the chain.
Our representation of the random matrix QL(φ) yields an asymptotically accurate
representation for the eigenvectors qα corresponding to the frequencies φα . L−ε, ε > 0,
as L is increased. The matrix representation also provides exact formulas for the whole
eigensystem {(φα, qα) : 1 ≤ α ≤ Ld} when the system is ordered.
The assumption that the masses form an i.i.d. sequence is not essential to the proof
of (51). With little extra effort one could consider a stationary ergodic sequence of
masses instead. Although the quenched case can be conveniently approached by using
the representation of paper (A), considering the scaling of quenched stationary heat
current w.r.t. the measure of the random masses would require some more work.
9When µ > 0 it can be shown recursively from (50) that ‖QL(φ)‖ ≤ exp(−γL) for all φ > 0.
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3 Diffusion of random walks in random environments
In the previous section we saw that even the simplest integrable Hamiltonian models of
heat transport become extremely challenging in the presence of disorder when spatial
dimension is higher than one. In this section we simplify the microscopic model of
transport even further. Namely, we abandon Hamiltonian dynamics altogether and
simply suppose that a conserved quantity, say energy, is carried by N ∼ Ld i.i.d.
random walkers X(α), 1 ≤ α ≤ N , on Rd. This yields a model of a stochastic fluid








where brc := max{m ∈ Z : m ≤ r} is the floor of r. It is not difficult to show that in
the hydrodynamic limit this measure has a density T (x, t) which satisfies a linear heat
equation (cf. [20]).
This solvable model of transport is made disordered by letting the common transition
probabilities of the random walkers be correlated random variables. Since X(α) are
i.i.d., the problem of whether the empirical measure satisfies again a heat equation
in the hydrodynamic scaling limit, reduces to the problem of whether a single walker
diffuses. This brings us to the domain of a branch of probability theory commonly
known as random walks in random environments (RWRE) 10. Again, it turns out that
the added disorder makes the model much more challenging to analyze than its ordered
counterpart. Nevertheless, this time we will be able to treat a multidimensional case
and show that the qualitative behavior of the model remains unchanged, provided the
disorder is not too strong.
Besides providing the necessary definitions and stating some important results re-
lated to the diffusion of RWRE, we define a renormalization group (RG) transform
acting on collections of transition probabilities. After providing some basic intuition
behind the RG approach, we introduce an alternative way to look at the main proofs of
paper (B). The section is concluded by a short discussion concerning two recent papers
where the RG theory developed for RWRE is applied on more complicated models of
transport. In this last part, some physical motivation why one should consider random
environments with time-dependent disorder is also given.
3.1 Basic definitions and known scaling limits
Let X stand for either Zd or Rd. Suppose we have a probability measure qk(x) on X




qk(x) : (k, x) ∈ N0 × X
)
, (52)






= 1 , and Pq
[
Xk+1 ∈ dy
∣∣Xk = x] = qk(x; dy) . (53)
This motivates us to consider q as an environment of random walks.
10For general references on RWRE, see [29], [33] or [32].
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Definition 3.1. Let P(S) be the Borel-probability measures on a metric space S. An
environment q for random walks on X is a collection (52) of probability measures qk(x) ∈
P(X) associated to spacetime points (k, x) ∈ N0 × X. The set of all such environments
is denoted by E ≡ E(X). We use the following conventions:
(i) If q ∈ E(Rd) and qk(x) has a density w.r.t. Lebesgue measure we denote this
density by qk(x, y) so that qk(x;A) =
∫
A
qk(x, y)dy, for Borel sets A ⊂ Rd;
(ii) If q ∈ E(Zd) then qk(x, y) denotes the probability qk(x; {y}) instead.
An environment q ∈ E(X) induces the path measure Pq ∈ P(XN0) for a random walk
X ≡ (Xk) on X through the Markov rules (53), where in case X = Zd, qk(x; dy) is
replaced by qk(x, y) in the second expression.
The reason why we consider environments on Rd as well as Zd, as it has been
customary, is that the renormalization transform, to be defined in the next subsection,
is more naturally formulated in the continuous setting. Moreover, E(Zd) is actually
included in E(Rd): a given discrete environment q ∈ E(Zd) can be interpreted as a
continuous one q̃ ∈ E(Rd) with uniformly bounded densities
q̃k(x, y) = qk(bxc, byc) , (54)
where bxc ∈ Zd denotes the floor applied componentwise to x. The environments q
and q̃ are essentially equivalent: if X̃ ∼ Pq̃ then a walk X ∼ Pq is obtained by setting
Xk := bX̃kc. In particular, X and X̃ have the same scaling behavior.
Suppose (Ω,Σ,P) is a probability space. Then a measurable function Q : Ω → E
is a random environment. Here E(Zd) is made measurable by augmenting it with the
σ-algebra generated by the projections q 7→ qk(x, y). When X = Rd, the uncountable
number of coordinates x poses no problems either, as we will deal only with very
regular random environments, e.g., those derived through (54) from discrete random
environments.
The joint law of the pair (X,Q), X ∼ PQ, is then a probability measure µ on
E × XN0 , which has the skew structure
µ(dq, dx) = P(Q ∈ dq) Pq(dx) , (55)
where x ≡ (xk : k ∈ N0) ∈ XN0 . Adapting the terminology commonly used with
disordered systems, the path measure PQ(ω) corresponding to a fixed realization Q(ω)
of the environment is called the quenched measure (of the random walk). Similarly,
the annealed measure P̄ (of the walker) is generated by averaging over the quenched
environments:
P̄(dx) := EPQ(dx) ≡
∫
PQ(ω)(dx)P(dω) .
A process (X̄k)k∈N0 evolving with respect to the annealed measure is generally not
Markov, since the past coordinates on its path contain information about the medium
which must be taken into account when averaging with respect to the environments.
Indeed, it can sometimes be fruitful to approach a non-Markovian process Y by at-
tempting to construct an RWRE where the annealed law equals to that of Y .
As with disordered systems in general, one usually translates the symmetries of the
ordered model into the law of the disorder. In particular, the following are frequently
assumed.
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Definition 3.2. A random environment Q = (Qk(x) : (k, x) ∈ N0 × X) : Ω → E is
said to be
(i) static or frozen, if it does not change in time, i.e., Qk(x) = Q0(x) =: Q(x) for
all pairs (k, x) P-almost surely. Otherwise, Q is said to be time-dependent or
dynamic;
(ii) statistically translation invariant, provided it has the same law as the spacetime
shifted environment θk0,x0Q, with components (θk0,x0Q)k(x) := Qk+k0(x+ x0; • +
x0), for any k ∈ N0 and x0 ∈ X;
(iii) statistically isotropic, provided the law of Q is invariant under rotations which fix
Zd 11.
The next result by Sinai [26] shows that disorder in general has dramatic effects in
static one-dimensional settings.
Theorem 3.3. Consider a static Q : Ω→ E(Z). Assume that the components Q(x) ≡
Qk(x) are i.i.d., simple, i.e.,
Qω(0,−1) + Qω(0,+1) = 1 , P− a.e. ω ,
and uniformly elliptic in the sense that for some 0 < δ < 1,
0 < δ ≤ Qω(0,±1) ≤ 1− δ , P− a.e. ω .
Suppose moreover that the walk is statistically balanced and non-deterministic, i.e.,
E lnQ(0, 1) = E lnQ(0,−1) , and P
{
Q(0, 1) = 1/2
}
< 1 .









∣∣∣ ≥ η} = 0 , where σ2 := E ln2 Q(0, 1)
Q(0,−1)
,








This seminal result known as Sinai’s localization says that unless a statistically
balanced environment is completely non-random, the environment acts effectively as
a huge trap, or a potential valley, which prevents the particle from diffusing normally.
The key mechanism behind this perhaps surprising results is not difficult to understand.












(V (y)− V (x)) ∼ D1/2 ,
11It would be perhaps more logical to use this definition only when X = Zd and demand full rotational
invariance when X = Rd. However, for our purposes the current definition is more appropriate.
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for D ∈ N. This implies that for the random walk to move the distance D from the
origin to the right, it has to cross a potential barrier of size O(exp(D1/2)). But getting
over such barrier corresponds to taking exp(D1/2) steps against a drift of order O(1)
in a row, and hence it will take at least time n ∼ exp(D1/2) for such an unlikely event
to take place. Of course, the same argument applies to the other direction, and hence
one concludes that in time n the walker is expected to reach a distance of order (lnn)2
from the origin.
The main lesson from Sinai’s result is that the existence of traps should be taken
seriously. In higher dimensions, there are more ’directions’ for a walker to escape traps,
and therefore one expects phase transitions to take place w.r.t. the scaling behavior of
the walker as the strength of the disorder, and hence seriousness of the traps, is varied.
It has been further shown that when E lnU(0) 6= 0, then the sign of this quantity also
determines whether the walk in transient to left or right (cf. [27]). Moreover, these type
of results have been generalized for ergodic environments with more general jumps, etc.
Letting the environment become a dynamic stationary process favors diffusive be-
havior in general as well. Namely, any serious trap where the walker might find itself
stuck is expected to be wiped out by the time evolution before the walker would have
found its way out of the corresponding frozen trap by itself. It is perhaps worth clari-
fying here that although arbitrary bad traps will form almost surely, the one particular
trap which the walker has ’selected’ is still a large deviation w.r.t. the law of the
stationary environment.
Another, way to see why the dynamics should weaken the trapping effects is to
interpret the original random walk X on a dynamic environment on Zd as a random





k , . . . , X
d
k ) ≡ (k,X1k , . . . , Xdk ) , Q̃(x̃, ỹ) := δx̃0+1,ỹ0 Qx̃0(x, y) , (56)
so that X ∼ PQ implies X̃ ∼ PeQ. As increasing dimensions and adding drift both help
the walker to escape traps, we conclude that dynamics should indeed favor diffusive
behavior.
The strongest general results concerning dynamic environments in higher dimensions
have assume independence of Qk = (Qk(x) : x ∈ X). Although, not anymore 12 the
most general one we give the following theorem in [24] as an example.
Theorem 3.4. Let Q : Ω → E(Zd) and assume that Qk(x)’s are i.i.d. Furthermore,
suppose that the steps are not deterministic and their variance is bounded, i.e.,
P
{
supyQ0(0, y) < 1
}
> 0 , Γ :=
∑
y (y − v)(y − v)
T
EQ0(0, y) ∈ Rd×d .
Let X ∼ PQ and define an RCLL13 functions X(l) : [0,∞) → Rd, l ∈ N, by centering
and scaling X:
X(l)(t) :=





yEQ0(0, y) . (57)
Let W be a standard d-dimensional Brownian motion.
12In [18] this result is generalized so that Q0(x) and Q0(y) may be correlated, as long as their
covariance decays like |x− y|m, with m > 26.
13RCLL stands for ’Right Continuous with Left Limits’.
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Then a quenched invariance principle,
X(l)
w−→ Γ1/2W , as l→∞ for P-a.e. ω , (58)
applies in the weak sense in Skorohod topology of RCLL functions f : [0, T )→ Rd.
We also remark that the space-time i.i.d. environments considered in this theorem
are very special in the sense that the annealed measure reduces the random walk into
a regular spacetime homogenous random walk on Zd. Namely, although q 7→ Pq : E →
P(XN0) is nonlinear, we nevertheless have under the assumptions of the theorem
EPQ = PEQ , (59)
where we have defined the average environment componentwise:
EQ := (EQk(x) : (k, x) ∈ N0 × Rd) . (60)
Due to (56) we may assume without loosing generality that a given random environ-
ment Q on Zd is static. The so-called environment as seen by walker (ESW) process is
a Markov chain (Q(k))k∈N0 on E(Zd) obtained by shifting Q according to the position
of the walker X ∼ PQ,
Q(k) := θ0,XkQ , k ∈ N0 , (61)
so that Q(k) = (Q(k)(x) : x ∈ Zd) with Q(k)(x, y) = Q(x + Xk, y + Xk). Whenever the
invariant measure of this chain is absolutely continuous with respect to the law of Q,
then laws of large numbers and CLTs can be deduced (cf. [21]). A quite satisfactory
theory for static RWRE in one-dimension exists since the invariant measure can be
constructed explicitly in that setting. In higher dimensions, the general lack of sufficient
estimates for the invariant measure of the ESW process makes the analysis much more
challenging. In some special cases where an additional balancing condition holds, ESW
approaches have been efficient (cf. [22]). More recently, ESW ideas have been applied
successfully for dynamic environments (cf. [18] and references therein). For example,
Theorem 3.4 is proven using such approach.
In general multidimensional setting, assuming more complicated spacetime corre-
lations between the elements Qk(x, y) leaves one with the perturbative results, where
the disorder Qk − EQk must be assumed to be sufficiently weak. The most general
perturbative results include the works [11], [12] and [6] which consider Markovian en-
vironments, deterministic but strongly chaotic environments, and environments where
the correlations decay exponentially in both space and time, respectively.
In the multidimensional setting where Q is static and not assumed to have ’atypical’
properties which reduce the effects of traps, the most general perturbative result is the
following proven in [5].
Theorem 3.5. Suppose Q : Ω → E(Zd), d ≥ 3, is static, statistically translation
invariant and isotropic, with i.i.d. components Q(x) ≡ Qk(x), x ∈ Zd. 14 Moreover,
assume that the jump lengths have almost surely uniformly bounded exponential tails,
supy e
−|y|Q(0, y) ≤ C0 ,
14The assumptions stated here are not in their most general form (see: page 350 of [5]).
22
for some C0 > 0, and the following probabilistic estimates
E exp[tQ(0, y)] ≤ exp
[
t(EQ(0, y) + ε2)
]
, t ∈ [0,∞) ,
P
{
Q(0, y) > 1− e−m
}
≤ exp(−γm) , m ∈ N ,
apply for ε, γ > 0.
Then there exist threshold values ε+, γ− > 0 such that, if ε ≤ ε− and γ ≥ γ+ then
process X ∼ PQ satisfies an almost sure invariance principle, i.e., the scaled processes
X(l) defined by (57) with v = 0, satisfy the almost sure weak limit (58) with a diagonal
correlation matrix Γij = σδij.
This result is proven by using the renormalization group formalism. It has been
reproduced by a different multiscale method in continuous space-time setting in [30].
For the rest of this section we will concentrate on the renormalization techniques derived
from the ideas introduced originally in the prove of this seminal result.
3.2 Renormalization
Suppose that we want to prove that random walks in an environment diffuse. This
can be sometimes accomplished by studying how the following renormalization group
transform acts on it.
Definition 3.6. Let E ≡ E(Rd). The Gaussian renormalization group (RG) transform
RGl : E → E with scaling parameter l ∈ N, is defined by setting the components q′k(x)
of the renormalized environment q′ = RGl(q) to be so that 15




∣∣ l−1/2Xlk = x ] , ∀ k, x, y . (62)
It is clear that RGl is non-linear. Moreover, it does not have an inverse since in
(62) the components Xk, k /∈ lN0, of the walker are integrated. However, the operators
RG ≡ (RGl : l ∈ N) form a one-parameter (multiplicative) semigroup in the sense that
RG1 = IdE , RGl ◦ RGm = RGlm , l,m ∈ N .
Now, it is known that regular random walks satisfy under quite general conditions
central limit theorems. This universal scaling behavior continues to hold for random
walks in a rather large class of both dynamic and static inhomogenous environments
q ∈ E(Rd) as is demonstrated by Theorem 3.4 and Theorem 3.5, respectively. The
reason why such universal behavior takes place can be elegantly explained in terms of
the map RGl. Namely, if l 7→ RGl(q) : N→ E is considered as a dynamical system then
an attracting fixed point q∗ ∈ E of the evolution map RG1 corresponds to an universal
scaling limit.
Since we want to prove diffusion, we are interested in homogenous Gaussian fixed






for each (x, k), and
the correlation matrix Γ ∈ Rd×d is positive definite. All environments which converge
to a such a Gaussian environment constitute the Gaussian stable manifold or Gaussian
domain of attraction on E :
G :=
{
q ∈ E : ∃ q∗ ∈ E s.t., liml→∞RGl(q) = q∗
}
, (63)
15Note that in paper (B) the RG transform is defined with l2 in place of l for notational convenience.
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where q(n) → q, for q(n), q ∈ E , denotes weak convergence q(n)k (x)
w→ qk(x) for every
(k, x) ∈ N0 × Rd. Since G can be parametrized by positive definite matrices Γ ∈ Rd×d










w−→ NΓ , as l→∞ . (64)
Here, NΓ is a centered Gaussian variable with correlation matrix Γ. The standard
Lindeberg CLT (cf. page 90 in [19]) takes in RG-language the following form:
Corollary 3.7. Let q ∈ E be translation invariant in both space and time, i.e., suppose
qk(x) = q ∈ P(Rd) for all k, x with
∫
xq(dx) = 0 and
∫
xxTq(dx) = Γ with a positive
definite matrix Γ.
Then ql := RGl(q) converges to a Gaussian fixed point with covariance matrix Γ in
the sense that ql;k(x)→ NΓ weakly as l→∞.
Similarly, one could show that a functional CLT, or invariance principle applies as
well. Moreover, if q develops a constant drift v ∈ Rd at large scales, the fluctuating
part Xk − vk can be studied in terms of the centered environment q̃ with components
q̃k(x) := qk(x+ vk; • + vk).
Before considering the RG-transform on random environments, we note that RG-
techniques are not restricted to diffusive nor Gaussian scaling limits. For example, for an
environment q consisting of elements qk(x) with infinite first moments, one could try to
show that the random walks start to resemble a stable Lévy-process under appropriate
scaling (x, k) 7→ (lax, lk), a ∈ (0, 1), of space and time (cf. [14]). For such environments
the RG-transform has to be modified so that on the right hand side of definition (62),
instances of l−1/2Xl • are replaced by l−aXl • . With some minor modifications one could
also consider environments in continuous time, etc.
3.3 Our results on weakly disordered random environments
In order to prove theorems using RG-transform we need to assume that the environ-
ments are drawn from a statistical ensemble with some simplifying symmetries. To
avoid repetitions we will make the following standing assumptions on the random en-
vironments:
• Q : Ω → E ≡ E(Rd) is (statistically) translation invariant, and admits Lebesgue
densities Qk(x, y) for every (k, x) almost surely.
Note that the assumption of the existence of densities is not a major restriction as we
may study random environments on Zd by using the association (54).
Besides the symmetries we also need to assume that Q is weakly disordered. To
this end it is natural to split Q into its average EQ (cf. (60)) and the remaining small
random part
B := (Bk(x) : (k, x) ∈ N0 × Rd) , Bk(x) := Qk(x) − EQk(x) , (65)
so that by summing componentwise one, has Q = EQ + B. In RG-parlance the
question we seek to answer now reads as:






The picture we have in mind is simple: the translationally invariant deterministic part
RGl(EQ) is attracted towards a Gaussian fixed point under very general assumptions
as l → ∞ (cf. Corollary 3.7). If the disorder B is weak enough, then it is not able to
prevent this convergence to a Gaussian fixed point. However, it will be able to perturb
the trajectory of the RG-flow so that the covariance matrix Γ corresponding to EQ
gets renormalized 16 to a different value Γ̃ where Γ̃− Γ is related to the ’size’ B when
the disorder is small.
In order to have a precise notion for the smallness of B we introduce a statistical
distance of a (translationally invariant) random environment Q from its average. Since
this will be done in terms of the cumulants of the kernels Qk(x, y) we need to introduce
the following notations. Let Con{X1, . . . , Xm} stand for the cumulant of a set of
random variables Xi : Ω→ C w.r.t. the measure P, and let us denote the function
(x1, y1; . . . ;xm, ym) 7→ Con
{
Qk1(x1, y1), . . . , Qkm(xm, ym)
}
: (Rd × Rd)m → R , (66)
by Con(Qk1 , . . . , Qkm). A precise measure for the disorder of Q now reads as follows.
Definition 3.8. Let Λ$ ⊂ ∪m≥2Nm0 be the set of all finite dimensional increasing
vectors (k1, . . . , km) in which no more than $ ∈ N elements are allowed to be equal and
k1 := 0. The disorder D[ • ] acting on random environments and parametrized by $










(1 + ki+1− ki)α












· · · sup
xπ(1)
∫
(1 + |xk − xl|)β eγ
P
i|xi−yi||g(z)| dyπ(m) · · · dyπ(1) .
(68)
Here, S(m) denotes the permutations of the first m integers, and we have written z :=
(z1, . . . , zm) for the pairs zi := (xi, yi).
The idea to quantify the strength of the disorder through cumulants in dynamic
random environments was originally introduced in [6]. Recently in [25], this approach
was refined by measuring the size of the cumulants with a norm close to (68). The main
improvement of the present norm compared to the one used in [25] is that it covers
spatial decorrelation of random environments, and consequently makes it possible to
prove quenched results.
Before continuing further, let us make a few comments in order to clarify the meaning
of the rather complex definition. As a first remark, we note that for a given Q, the
function (α, β, γ,$) 7→ Dα,β,γ,$[Q] is increasing in each of its argument. Moreover, the
value D[Q] does not depend on EQ, since vectors (k1, . . . , km) ∈ Λ$ appearing in the
16 Theorem 3.4 is again special in this sense: the independence of Qk’s means that the correlation
matrix does not change in the RG flow. This is easy to see from (59): Annealed and quenched CLTs
have the same covariance matrix, and the former equals the one of average environment by (59).
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sum have at least two components m ≥ 2. Thus D[Q] measures only the size of B, and
in a rather weak sense, as is demonstrated by the estimate∑
k′
∫∫ ∣∣EBk(x, y)Bk′(x′, y′)∣∣dydy′ ≤ (D0,0,0,$[Q])2 , ∀x, x′ , (69)
where k′ is summed over N0\{k} if $ = 1, and otherwise over N0. As suggested by (69)
when $ = 1, the equality D[Q] = 0 implies that Qk and Qk′ are merely independent
but may not vanish. Moreover, the bound (69) shows that D[Q] < ∞ only when the
correlations between Qk’s are integrable in time. By expressing moments in terms of
the cumulants, similar bounds as (69) are obtained for higher moments of the disorder.
The meaning of the parameters α, β, γ ≥ 0 is best understood by replacing the
function Bk(x, y)Bk′(x′, y′) with
(1 + |k − k′|)α(1 + |x− x′|)β exp(γ|x− y|+ γ|x′ − y′|) ·Bk(x, y)Bk′(x′, y′) ,
and D0,0,0,$[Q] with Dα,β,γ,$[Q] in (69).
Besides being a measure of disorder, the main attribute of D[ • ] is that it contracts
under renormalization transform. The following proposition is the main ingredient for
the results of paper (B).
Proposition 3.9. Let Q : Ω → E, with the convolution powers q̄∗l of the average
density
q̄(y) := EQ0(0, y) ,
satisfying the following exponential bounds for every l ∈ N and x ∈ Rd:
q̄∗l(x) ≤ K l−
d
2 e−λl
−1/2|x| ,∣∣q̄∗l(x+ w)− q̄∗l(x)∣∣ ≤ K l− d+12 e−λl−1/2|x| , |w| ≤ 1 . (70)
Here, the constants K and λ > 0 are independent of l, x, w. Let α, β, γ > 0, and denote
D[ • ] ≡ Dα,β,γ,$[ • ].
Then there exist exponents µ, ν > 0, and an integer ˜̀λ(K) ≥ 3, such that if the
disorder of Q is sufficiently weak in the sense that
D[Q] ≤ `−µ , for some ` ≥ ˜̀λ(K) , (71)
then it is even weaker for the renormalized environment Q′ := RG`(Q):
D[Q′] ≤ `−νD[Q] . (72)
Furthermore, the function K 7→ ˜̀λ(K) is increasing.
Note that estimates (70) are satisfied by normal densities with positive covariance
matrices of size O(1). Moreover, the uniform bounds (70) could be replaced by weaker
but more complicated integral bounds involving exponentially weighted L1-norms.
While the proof of this result constitutes the bulk paper (B), it is not difficult to
understand at the heuristic level why it is true. Namely, if ` is sufficiently large (cf.
the second eq. of (71)) then one may use homogenization effects (guaranteed by the
estimates (70)), such as averaging and smoothing, to show that the effective disorder
becomes weaker at the larger scale ` up to the leading order in ε := D[Q]. Now, if
ε is sufficiently small (cf. the first eq. of (71)) then the contraction of the disorder
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under this linearized RG map continues to hold true also after taking into account the
effects of the non-linear terms. This possibility to essentially ignore the non-linear terms
corresponds to the observation that the disorder is too weak to generate severe traps or
other difficulties in ` steps. In conclusion, the weak disorder assumption hence allows
one to define an intermediate scale ` where matters simplify.
It is tempting to try to apply Proposition 3.9 repeatedly in order to show that
Q : Ω → E is diffusive. To this end, denote the average densities of the environments
at scale l ∈ N by
q̄l(y) := (ERGl(Q))0(0, y) ,
and define an auxiliary function δλ acting on integrable functions ρ : Rd → R by
δλ(ρ) := inf
{
K ′ > 0 : (70) apply with ρ and K ′ in place of q̄ and K, respectively
}
,
with the convention δλ(ρ) =∞ provided (70) does not hold for any finite K ′. Now, let
us a call an increasing sequence of scaling parameters (ln) ⊂ N Q-admissible provided,
the ratios `n := ln/ln−1 are integers, and the conditions of Proposition 3.9, are satisfied:
˜̀
λ(δλ(q̄ln−1)) ≤ `n ≤ D[RGln−1(Q)]−1/µ . (73)
Given a Q-admissible sequence (ln), we may express the random environments Qn :=
RGln(Q) recursively using the semigroup property of the RG transform:
Qn = RG`n(Qn−1) , n ∈ N
Q0 = Q .
(74)
Assuming (73) Proposition 3.9 could be now applied repeatedly to show that the dis-
order disappears in the limit n→∞.
By making additional assumptions on Q it is indeed possible to show that a Q-
admissible sequences (ln) exist, and the main result of paper (B) follows.
Theorem 3.10. Suppose P : Ω → E(Zd) is statistically translation invariant and
isotropic (cf. Definition 3.2). Moreover, suppose that the random walk on EP is non-




EP0(0, y) < ∞,
γ̄ > 0. Let Q : Ω→ E(Rd) be generated from P by (54).
If the disorder of Q is sufficiently small,
D[Q] ≡ Dα,β,γ,$[Q] ≤ `−µ1 ,
for some α, β > 0, 0 < γ < γ̄, and $ ≥ 2, then there exist Q-admissible sequences (ln),
such that the environments Qn ≡ RGln(Q) converge to a non-random Gaussian fixed
point, in the sense that
D[Qn] ≤ `−νnn ·D[Q] , n ∈ N , and q̄ln
w−→ Nσ2∗I ,
where µ, ν > 0 are from Proposition 3.9. Moreover, the componentwise variance σ2 :=∑
y|y1|2ω̄y is weakly perturbed,
|σ∗ − σ| . D[Q] , (75)
and the limit σ∗ is independent of the choice of the sequence (ln)n∈N. Moreover, there
exists ` ≥ 3 such that ln := `n defines an admissible sequence.
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The theorem is proven by induction on n using the recursion relation (74). The
induction hypothesis consists of the statement D[Qn] ≤ εn := l−νn D[Q], together with
a carefully chosen set of estimates on q̄ln which guarantee that the estimates (73) apply
at each scale n, and consequently Proposition 3.9 remains applicable. The guiding
principle for finding the right estimates for q̄ln ’s is that we expect them to resemble
normal densities. In fact, in paper (B) we show that ln := `n is admissible, so that
sup
l∈N0
δλ(q̄`n) < ∞ , (76)
because q̄`n ’s converge to a normal density. Actually, at each induction step one obtains
δλ(q̄ln+1) = δλ(q̄ln) + O(l−νn ε) , and σn+1 = σn + O(l−νn ε) ,
where σn is the componentwise variance of q̄ln . In RG-language these recursive correc-
tions to σn’s can be viewed as perturbations caused by the disorder on the trajectory
of the RG-flow towards its fixed point. By telescoping one obtains then (75).
Since the uniqueness of the limit in Theorem 3.10 is not proven in paper (B) we
provide the proof of this intuitively obvious claim here.
Proof of uniqueness of σ∗ (sketch). Suppose (ln) and (l′n) are two sequences
satisfying the necessary conditions with the limits σ∗ and σ′∗, respectively. Let us
first write
|σ′∗ − σ∗| ≤ |σ′∗ − σ′n| + |σ′n − σn| + |σn − σ∗| .
By taking n sufficiently large, the first and the last term on the right can be made
arbitrarily small. Hence, we must only show that limn|σ′n − σn| = 0.
Denote Qn := RGln(Q), Q
′
n := RGl′n(Q) and ε := D[Q]. Then Theorem 3.10 yields
D[Qn] ≤ l−νn ε , and D[Q′n] ≤ (l′n)−νε . (77)
The proof is now completed by expressing Q̃ := RGlnl′n(Q) and the associated variance
σ̃ of Q̃ := RGlnl′n(Q) in two alternative ways. Namely, we have Q̃ = RGl′n(Qn) and
Q̃ = RGln(Q)
′
n. By applying the theorem again on these two representations yields
σn = σ̃ + O(D[Q′n]) and σ′n = σ̃ + O(D[Qn]) ,
respectively. Combining these bounds with (77) gives the final estimate
|σ′n − σn| ≤ O(l−νn ε) +O((l′n)−νε) ,
which converges to zero as n grows.
Using Theorem 3.10 it is not difficult to show that the induced path measures PQn ,
with the expectations EQn , satisfy a quenched invariance principle in the sense that for
any continuous functional f acting on continuous functions u : [0, 1]→ Rd:
EQn(ω)f(L−1/2n XbLn • c) → E f(σ∗W ) , for P− a.e. ω ∈ Ω . (78)
Here (Ln) ⊂ N is an increasing sequence approaching infinity, and W : [0, 1]→ Rd is a
standard Brownian motion under expectation E.
It is worth noting that D[Q] can be written in terms of the environment P on Zd.
Besides, some insignificant constant factors one merely needs to replace the integrals
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and Qk(x, y)’s by corresponding sums and Pk(x, y)’s in Definition 3.8, respectively. An
invariance principle for random walks on the original environment P : Ω → E(Zd) is






/EQn(ω)f(L−1/2n XbLn • c) → 1 , as n→∞ .
Note that the RG-scheme permits us to directly consider the convergence only along
the subset of times
∪(ln) ∪n∈N0 {0, ln, 2ln, . . . , Ln(ln) ln} ⊂ N0 ,
where (ln) are Q-admissible. Although, one certainly expects that (78) continues to
hold if the right hand side is replaced by EP (ω)f(l−1/2Xbl • c), there are some difficulties
related to the weak decay correlations in space which do not currently permit us to
extend the convergence to the full sequence of times (cf. paper (B)).
The assumption that Q corresponds to an environment P on Zd is not fundamental.
It seems that the theorem could be proven for any continuous environment which has
densities, and these densities are almost surely uniformly bounded so that Qk(x, y) ≤ C0
for some non-random constant C0. In the context of static environments, comparison
between Theorems 3.10 and 3.5 reveals that by introducing a constant drift in one
direction (time), where correlations decay in an integrable way, very weak assumptions
concerning the correlations in other directions suffice to prove quenched CLTs.
3.4 Generalizations and Fourier’s law
The most obvious direction to generalize Theorem 3.10 would be to lift the assumptions
concerning the integrability of the correlations of Qk’s in time k. Obviously, one expects
that the lesser temporal decay should be compensated by stronger assumptions on
the spatial decay. The natural question is to then find out the general relationship
between the temporal and the spatial decay properties which would guarantee Q ∈ G
in the perturbative regime. It seems that the approach of paper (B) can be used at
least partially to provide results in these directions. It even appears possible to treat
true frozen environments by modifying the measure of disorder D[ • ], appropriately.
Especially, it would be a very attractive idea to generalize [5] for environments where
the spatial decay of correlations in the environment is less than exponential.
RG ideas are not restricted to RWRE setting. After all they have been originally
introduced (cf. [17]) in statistical and particle physics context in order to explain
the existence of universal scaling limits for a great variety of natural phenomena, as
well as to make sense of seemingly divergent mathematical expressions. In particular,
in the case of coupled mechanical oscillators it could be possible to define an RG-
transform acting on the associated Hamiltonian flow and its random initial condition.
By analyzing this transform, one could then attempt to deduce the convergence to a
fixed point, which has the property that the evolution of the generated energy density
satisfies autonomously a non-linear heat equation.
In the two recent papers [7] and [25] RG-techniques originally introduced in [5] and
[6] to deal with RWRE-problems, have been extended with the aim of proving diffusion
on realistic classical and quantum Hamiltonian systems. Below, we will briefly comment
on how these results relate to the ideas of this section, and well as to the problem of
proving Fourier’s law from the first principles.
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Let Q : Ω→ E(Zd), suppose that EQ(0, y) = 1
2d
, when |x−y| = 1 and EQ(0, y) = 0
otherwise. Let us define a field P = (Pk)k∈N0 of occupation probabilities Pk : Zd → [0, 1]
by Pk := PQ{Xk ∈ • }. From these definitions it follows that the field P satisfies a linear
discrete heat equation with a random perturbation
Pk+1 − Pk = 12d ∆Pk + PkBk , (79)




(P (y)− P (x)) , PBk(y) :=
∑
x∈Zd
P (x)Bk(x, y) .
The regular CLT now corresponds to the limit where ld/2Plk(l • ) converges to a normal
density with variance of size O(k).
Now, in paper [7] an integrable field E = (Ek)k∈N0 , Ek : Zd → [0,∞), with ‖E0‖1 :=∑
xE0(x) < ∞, solving a non-linear version of (79) is studied. Namely, the linear
random perturbation EkBk is replaced by a non-linear locally conservative random




k (F ;x) = 0 for P-a.e. ω, and βk(F )→ 0 as |x| → ∞,
for any integrable field F on Zd.
The presence of the non-linearity in the random heat equation implies that Ek(x)’s
can not be interpreted as probabilities even if one normalizes ‖E0‖1 = 1, and thus the
model can not be considered as RWRE. Nevertheless, provided the perturbation βk is
sufficiently weak it can be shown by applying the RG methods adapted from [5] and [6]
that the scaled field
Ek(x) 7→ ld/2Elk(lx) := E(l)k (x) , (80)
satisfies a linear heat equation without perturbations in the scaling limit l→∞. In the
paper [7] the field E arises as a simplified version of the local energy density generated
by a deterministic but non-Hamiltonian coupled map lattice type dynamical system.
Hence, the dynamical ’random environment’ for E is actually a chaotic dynamical
system started from a random initial state.
The physical interpretation of the result of paper [7] is the following: An infinitely
large system of oscillators is started from a random initial state where a finite amount
of energy is concentrated near origin. As time passes, this energy spreads diffusively to
the whole lattice. At very large times the energy density is essentially zero everywhere
and hence the conductivity κ(E) in the heat equation can be replaced by a constant
value κ(0), and a linear heat equation results.
In another recent paper [25] an RG scheme very similar to the one used in paper (B)
is used to deal with a purely quantum mechanical, i.e., purely unitary, system consisting
of a massive particle interacting with an quantized electromagnetic field which is started
from a Gibbs state. The main result of this paper is that the location of the particle
diffuses. Thus the results in [25] constitute one of the very few rigorous results in which
a purely Hamiltonian evolution has been shown to give rise to a diffusive behavior
without making unphysical simplifications. Besides being purely quantum mechanical,
this model does not fit into regular RWRE framework either, also because the particle
is able to affect its environment.
As for future projects it would be very interesting to further develop the results of
the papers [7] and [25], and try to isolate exact conditions when the RG approach can
30
be applied effectively. Besides, attempting to use the methods on more realistic models
of heat conduction, it would also be interesting to apply the related RG-techniques to
other RWRE-like problems, e.g., weakly self-avoiding random walks, where the walker
is also able affect its environment.
31
References
[1] P. W. Anderson. Absence of Diffusion in Certain Random Lattices. Phys. Rev.,
109(5):1492–1505, Mar 1958.
[2] G. Basile, C. Bernardin, and S. Olla. Thermal conductivity for a momentum
conservative model. Communications in Mathematical Physics, 287(1):67–98, 2009.
[3] C. Bernardin. Thermal conductivity for a noisy disordered harmonic chain. Journal
of Statistical Physics, 133(3):417–433, Nov 2008.
[4] F. Bonetto, J. L. Lebowitz, and L. Rey-Bellet. Fourier’s law: a challenge to the-
orists. In Mathematical physics 2000, pages 128–150. Imp. Coll. Press, London,
2000.
[5] J. Bricmont and A. Kupiainen. Random walks in asymmetric random environ-
ments. Communications in Mathematical Physics, 142:342–420, Dec 1991.
[6] J. Bricmont and A. Kupiainen. Random walks in space time mixing environments.
Journal of Statistical Physics, 134(5-6):979–1004, Mar 2009.
[7] J. Bricmont and A. Kupiainen. Diffusion in energy conserving coupled maps. arXiv,
math-ph, Feb 2011, 1102.3831v1.
[8] A. Casher and J. L. Lebowitz. Heat Flow in Regular and Disordered Harmonic
Chains. Journal of Mathematical Physics, 12(8):1701–1711, 1971.
[9] A. Chaudhuri, A. Kundu, D. Roy, A. Dhar, J. L. Lebowitz, and H. Spohn. Heat
transport and phonon localization in mass-disordered harmonic crystals. Phys.
Rev. B, 81:064301, Feb 2010.
[10] A. Dhar. Heat transport in low-dimensional systems. Adv. in Phys., 57(5):457–537,
Sep 2008.
[11] D. Dolgopyat, G. Keller, and C. Liverani. Random walk in markovian environment.
The Annals of Probability, 36(5):1676–1710, Sep 2008.
[12] D. Dolgopyat and C. Liverani. Random walk in deterministically changing en-
vironment. Latin American Journal of Probability and Mathematical Statistics,
4:89–116, Jan 2008.
[13] J. Eckmann and M. Hairer. Non-equilibrium statistical mechanics of strongly
anharmonic chains of oscillators. Communications in Mathematical Physics,
212(1):105–164, 2000.
[14] P. Embrechts and M. Maejimo. An introduction to the theory of selfsimilar stochas-
tic processes. Journal of Modern Physics B, 14(12-13):1399–1420, 2000.
[15] G. Gallavotti. Chaotic dynamics, fluctuations, nonequilibrium ensembles. Chaos,
384(8), 1998.
[16] R. Horn and C. Johnson. Matrix analysis. Cambridge University Press, 1990.
32
[17] G. Jona-Lasinio. Renormalization group and probability theory. Physics Reports,
352(4):439–458, 2001.
[18] M. Joseph and F. Rassoul-Agha. Almost sure invariance principle for continuous-
space random walk in dynamic random environment. ALEA Lat. Am. J. Probab.
Math. Stat, 8:43–57, 2011.
[19] O. Kallenberg. Foundations of Modern Probability. Probability and Its Applica-
tions. Springer, 2nd ed. edition, 2002.
[20] C. Kipnis and C. Landim. Scaling Limits of Interacting Particle Systems. A Series
of Comprehensive Studies in Mathematics. Springer-Verlag, Berlin, 1999.
[21] S. M. Kozlov. The method of averaging and walks in inhomogeneous environments.
Russian Math. Surveys, 40:73–145, 1985.
[22] G. F. Lawler. Weak convergence of a random walk in a random environment.
Communications in Mathematical Physics, 87(1):81–87, 1982.
[23] A. J. O’Connor. A Central Limit Theorem for the Disordered Harmonic Chain.
Comm. Math. Phys., 45(1):63–77, 1975.
[24] F. Rassoul-Agha and T. Seppäläinen. An almost sure invariance principle for
random walks in a space-time random environment. Probability theory and related
fields, 133(3):299–314, 2005.
[25] W. D. Roeck and A. Kupiainen. Diffusion for a quantum particle coupled to
phonons in d ≥ 3. arXiv, math-ph, Jul 2011, 1107.4832v1. 65 pages.
[26] Y. G. Sinai. The limiting behavior of a one-dimensional random walk in a random
medium. Theory Probab. Appl., 27:256–268, Dec 1982.
[27] F. Solomon. Random walks in a random environment. Annals of Probability,
3:1–31, 1975.
[28] H. Spohn. Large Scale Dynamics of Interacting Particle. Texts and Monographs
in Physics. Springer-Verlag Inc., New York, 1991.
[29] A.-S. Sznitman. Topics in Random Walks in Random Environment, volume 17 of
ICTP Lecture Notes Series. School and Conference on Probability Theory, March
2004.
[30] A.-S. Sznitman and O. Zeitouni. An invariance principle for isotropic diffusions in
random environment. Invent. math., 164(3):455–567, Jun 2006.
[31] T. Verheggen. Transmission Coefficient and Heat Conduction of a Harmonic Chain
with Random Masses: Asymptotic Estimates on Products of Random Matrices.
Commun. Math. Phys, 68(3):69–82, Jan 1979.
[32] O. Zeitouni. Random walks in random environment, volume 1837 of Lecture Notes
in Mathematics. Springer, 2004.
[33] O. Zeitouni. Random walks in random environments. Journal of Physics A: Math-
ematical and General, 39:R433, 2006.
33
