In this note we consider several kind of partition functions of onedimensional models with nearest -neighbor interactions I n , n ∈ Z and spin values ±1. We derive systems of recursive equations for each kind of such functions. These systems depend on parameters I n , n ∈ Z.
Introduction
The properties of physical, biological and many other systems can be described by differential and recursive equations; the latter are also called discrete dynamical system (see e.g. [2] , [3] , [10] ). Also systems of non-linear, higher dimensional recursive equations arise in solving many different problems (see e.g. [1] , [5] , [6] , [9] , [11] , [12] ). But theory of the systems of recursive equations is not developed enough. So for each such a system one has to use a specific argument which is suitable for soling the system.
In the paper we consider the Hamiltonian (energy) H(σ) = l=(x−1,x):x∈Z
where Z = {..., −2, −1, 0, 1, 2, ...}, σ is a function (configuration), σ : Z → {−1, 1}, (the set of all configurations σ is denoted by Ω = {−1, 1} Z ) and
In statistical physics the Hamiltonian (1) is called an one-dimensional (1D) model.
Let us consider a sequence Λ n = [−n, n], n = 0, 1, ... and denote Λ c n = Z \ Λ n . Consider a boundary condition σ
The energy H + n (σ) of the configuration σ in the presence of the boundary condition σ (+) n is expressed by the formula
The Gibbs measure on Ω n = {−1, 1} Λn with respect to the boundary condition σ (+) n is defined by
where β = T −1 , T > 0− temperature and Z(n, β, +) is the normalizing factor (statistical sum or partition function):
Note that the probability (with respect to measure µ
where Z ′ (n, β, +) is called a "crystal" partition function:
So to define the Gibbs measure and probability of an event of the system one has to compute the partition functions. If µ + β = lim n→∞ µ + n,β exists then it is called a limit Gibbs measure. A limit Gibbs measure for a given type of interaction (energy) may fail to be unique this means that the physical system with this interaction can take several distinct equilibria i.e there is phase transition.
Note that (see [4] , p.95) for the model (1) on N = {1, 2, ...} it was
shown that there occurs a phase transition iff n≥1 e −2In < ∞. In [8] using a contour argument it has been proven that for that model (1) the phase transition occurs if I n + I n+k > k for any n ∈ Z, k ∈ N.
In this paper we consider some (crystal) partition functions of the model and give the system of recursive equations for the functions. Under some conditions on parameters of the model we describe their solutions.
Partition function of "+" and "±" -boundary conditions
Consider two type of partition functions:
where H + n is defined by (2) and
In this paper for the simplicity assume
Proposition 2.1. If condition (10) is satisfied then the partition functions (7) and (8) have the form
Proof. Under the condition (10) we get Z − n = Z + n and Z ± n = Z ∓ n . Now from (7), (8) we obtain the following system of recursive equations
Putting X n = Z + n − Z ± n and Y n = Z + n + Z ± n from (12) we get
The equalities
Hence we get (11).
For example, in a case of the usual Ising model i.e. I m = I, ∀m ∈ Z from (11) denoting τ = exp(−βI) we get
Using these equalities (for usual Ising model) it is easy to see that
This means that for the Ising model the partition functions Z + n and Z ± n are asymptotically equal. This gives in fact uniqueness of limit Gibbs measure for the 1D Ising model. Such an asymptotical equality is true if I m is a periodic function of m i.e I m+p = I m for some p ≥ 1 and all m ∈ N .
Crystal partition functions
In this section we are going to describe the crystal partition functions.
Denote 
Note that Z −,r m,n = Z +,r m,n . Denoting X r m,n = Z −,r m,n and Y r m,n = Z ±,r m,n from (14) and (15) 
where r = 0, 1, ..., n − m + 1, m, n ∈ Z, n ≥ m.
The system (16) can be reduced to a recursive equation with respect to X r m,n . Indeed, from the first equation of (16) 
Now from the second equation of (16) using (17) we get
where r = 1, 2, ..., n − m + 1, n ≥ m and
Iterating (18) one can obtain an expression for X r m,n . Then using (17) one can find Y r m,n . But these expressions would be in a very bulky form. Now we shall illustrate such an expression for the Ising model i.e. I m ≡ I, m ∈ Z. In this case the recurrence equation (18) becomes more simple
where X r n = X r m,n 1 with n 1 − m = n, χ = e −2βI . It is easy to see that for r = 0, 1, 2, 3, 4 the solutions are
here we used the following formulas
Note that X r n has a form
For the coefficients a r k,n , 0 ≤ k ≤ r ≤ n, using (19) we obtain the following system of recursive equations a r 1,n = a r 1,n−1 + a r−1
The following lemma gives solution to (20)
Lemma 3.1. Solution of the system of recursive equations (20) is
Proof. We shall use mathematical induction (cf. with [7] pages 148-150).
Let A m denote all cases of (21) with n + k + r = m. Formulas given above for X r n , r = 0, 1, 2, 3, 4 show that the formula (21) is true for small values of m. Assuming that A m holds, we are to prove A m+1 that is, equation (20), for any integers n, r and k whose sum is m + 1. Since RHS of equation (20) contains terms with n + r + k ≤ m using the assumption of the induction for each term of RHS of (20) we get (21).
Thus the solution of (19) is given by
Remark 1. Note that for χ = 1 (i.e. there is no interaction) the solution of (19) is X r n = n r . Using (22) for χ = 1 we obtain the following property of binomial coefficients n r = r k=1 n − r + 1 k r − 1 k − 1 .
This identity is known as the convolution identity of Vandermonde.
Since interaction (parameter I) of the 1D Ising model is translationinvariant (does not depend on the points of Z), the unknown functions X r m,n , Y r m,n of the system (16) depend on n − m and r only (see (19)), consequently, instate of n − m we can write n. Summarizing the results for the Ising model we have 
